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Abstract
The k-facility location problem is a common generalization of the facility location and the k-median problems. For the metric
uncapacitated k-facility location problem, we propose a polynomial-time 2 + √3 + -approximation algorithm using the local
search approach, which significantly improves the previously known approximation ratio 4, given by Jain et al. using the greedy
method [K. Jain, M. Mahdian, E. Markakis, A. Saberi, V. Vazirani, Greedy facility location algorithms analyzed using dual fitting
with factor-revealing LP, Journal of the ACM 50 (2003) 795–824].
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1. Introduction
1.1. The problems
The study of facility location problems has occupied a central place in operations research [11,12]. The problems
have many applications in both traditional and modern industrial situations, such as public policy, telecommunications,
network design, web server replications, etc. (for example, see [5,15]). The metric uncapacitated facility location
problem (UFL) finds a minimum cost solution to connect each city to an open facility, given the connection costs for
cities and open costs for facilities. The problem is called k-median if there is no open costs for facilities but at most k
facilities are allowed to open. Both UFL and k-median are NP-hard.
The metric uncapacitated k-facility location problem (k-UFL) is a common generalization of the UFL and the
k-median problems. In k-UFL, there is a set F of facilities and a set C of cities. Denote |F | and |C | by n f and nc,
respectively. An opening cost fi ∈ Q+ is given for each facility i . Furthermore, there is a connection cost ci j ∈ Q+
for every pair of facility i and city j . All ci j ’s form a metric, that is, the connection costs are symmetric and satisfy
the triangle inequality. Finally, a positive integer k is given. The goal of this problem is to open at most k facilities,
denoted by set S ⊆ F , and connect each city to one facility in S so that the total cost is minimized. We use function
φS : C → S to specify the connection relationship between C and S, that is, φS( j) = i means that city j is connected
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to facility i under the solution S. The total cost of solution S is defined as cost(S) = cost f (S) + costs(S), where
cost f (S) =∑i∈S fi denotes the facility cost of S, and costs(S) =∑ j∈C cφS( j) j denotes the service cost of S.
We consider the metric case of k-UFL in this paper. From the definition of k-UFL, it is interesting to notice that
a solution to k-UFL is fully qualified by the set S ⊆ F , since once S is fixed, the minimum costs(S) is obtained by
connecting each city to its nearest open facility. That is, the function φS can be deduced from S directly. Throughout
this paper, we use symbols i , o, b, and e to denote facilities, and symbol j to denote city.
1.2. Related work
Metric k-UFL is first proposed by Jain and Vazirani [9], and is approximated to factor of 6 using the primal-dual
scheme in linear programming. The approximation ratio is improved to 4 later [7,8], which is the previously best
known approximation ratio for this problem, using the greedy approach analyzed by the factor-revealing LP and the
so-called Lagrangian Multiplier Preserving property possessed by the approximation algorithm.
On the other hand, the currently best known approximation ratio for UFL is 1.52 [14]. Guha and Khuller proved in
[4] that UFL cannot be approximated within 1.463 assuming NP 6⊆ DTIME(nO(log log n)). For k-median, the currently
best known approximation ratio is 3 +  [1]. Adopting the method in [4], Jain, Mahdian, and Saberi gave a hardness
of 1 + 2e ≥ 1.735 for k-median with the same assumption NP 6⊆ DTIME(nO(log log n)) [8]. For a survey about
approximation algorithms for facility location problems the readers are advised to refer to [16].
1.3. Our results
We improve the approximation ratio to 2+√3+  for metric k-UFL using the local search approach. Our method
is based on the work about UFL and k-median due to Arya et al. [1].
(1) We propose a polynomial-time approximation algorithm for k-UFL using the local search approach, whose
approximation ratio is 2+√3+ for any fixed constant  > 0. This improves the previously known approximation
ratio of 4 given in [7].
(2) We extend our algorithm to some variants of k-UFL.
(3) Experimental results of our algorithm on benchmark instances show that the algorithm has good performance in
practice.
The main difficulty in the analysis of the performance of local search approach for k-UFL comes from the fact that
there is a limit k on the number of facilities allowed to open, which leads to that one cannot arbitrarily use the add
operation in the analysis. We overcome the difficulty by giving a partition of the solution S found by the algorithm
and the optimum solution O for the instance. Another difficulty is that one cannot simply assume |S| = |O|, since
there is an open cost for each facility in k-UFL. We deal with this problem by a non-uniform analysis treating the
cases |S| < |O| and |S| ≥ |O| differently. Our analysis eventually gives rise to a better bound of the cost of S.
2. The local search heuristic
2.1. The paradigm of local search
The local search approach is a good method dealing with NP-hard optimization problems in practice, whereas
whose performance is somewhat difficult to analyze. The paradigm of local search approach is very simple. First
we find an initial feasible solution to the problem (this is often trivial). Then we find an improved solution S′ in
the neighborhood N (S) of the current solution S, where N (S) is defined as the set of solutions reachable through
performing one of the predefined local operations on S. And then we take S′ as the new current solution and repeat the
above procedure, until there is no such solution in N (S). The solution finally found is called the local optimal solution.
The locality gap of a local search heuristic is defined as the supremum of the ratio of the cost of local optimal solution
to the cost of global optimum solution over all instances (for minimized NP-hard optimization problems).
For k-UFL, we define the following three local operations.
(1) add(i). In add operation, a facility i ∈ F − S is added to the current solution S, provided |S| < k.
(2) drop(i). In drop operation, a facility i ∈ S is dropped.
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Fig. 1. Mapping pi and mapping ρ.
(3) swap(A, B). In swap operation, all facilities in A ⊆ S are dropped out of S, while a set of facilities B ⊆ F is
added to S. We only consider the swap(A, B) operation that |A| = |B| ≤ p, where p is a fixed constant.
Given the local operations, the neighborhood of solution S is defined as
N (S) = {S + i : i ∈ F − S} ∪
{S − i : i ∈ S} ∪
{S − A + B : A ⊆ S ∧ B ⊆ F ∧ |A| = |B| ≤ p},
where, for clarity, we use S + i to denote S + {i}.
2.2. Analysis of locality gap
Suppose that for a k-UFL instance I , the local optimal solution S = {i1, i2, . . . , il}, and the global optimum
solution O = {o1, o2, . . . , or }. Since S is local optimal, there is no any local operation improving S any more. We
estimate the locality gap by utilizing this property. First we introduce some notations defined in [1].
Suppose that U is an arbitrary solution to I . Define neighborhood NU (i) = { j ∈ C : φU ( j) = i} for facility
i ∈ U , and neighborhood NU (A) = ⋃i∈A NU (i) for subset A ⊆ U . For city j , denote service cost cφU ( j) j by U j .
Also, we say that facility i ∈ S captures facility o ∈ O if |NS(i) ∩ NO(o)| > 12 |NO(o)|. If i captures some o, then
it is called bad, otherwise good. The expression NS(i) ∩ NO(o) is also abbreviated to N oi when S and O are known
from the context. The neighborhood NO(o) is partitioned into several parts by such facilities i that |N oi | 6= ∅, and
so is NS(i). Since each facility o is captured by at most one facility in S, one can see that a 1–1 and onto mapping
pi : NO(o) → NO(o) exists (see Fig. 1(a)), such that for all i satisfying N oi 6= ∅, if i does not capture o, we have
pi(N oi ) ∩ N oi = ∅, otherwise for all j ∈ N oi , we have pi(pi( j)) = j if pi( j) ∈ NS(i). The concepts of capture and
mapping can also be extended to subset A ⊆ S. Define N oA =
⋃
i∈A N oi . If |N oA| > 12 |NO(o)|, then we say that A
captures o. In this case, the neighborhood NO(o) is partitioned by some subsets A ⊆ S and facilities i ∈ S. A 1–1 and
onto mapping ρ on NO(o) also exists (see Fig. 1(b)), such that if A (resp. i) does not capture o, then ρ(N oA)∩ N oA = ∅
(resp. ρ(N oi ) ∩ N oi = ∅).
The mapping pi can be constructed as follows. The construction of mapping ρ is the same as that of pi . Suppose
that NO(o) contains m cities and is partitioned by n facilities. Renumber these facilities sequentially from 1 such that
|N oi1 | ≥ |N oi2 | ≥ · · · ≥ |N oin |. Denote |N oiu | by mu . Sequentially renumber all cities in NO(o) from 1 such that for
any u and u′, if u < u′, we have that the number of each city in N oiu is less than that of all cities in N
o
iu′ . If o is not
captured, then, for each facility iu , 1 ≤ u ≤ n, map city jv ∈ N oiu to j(v+u+mu−2 mod m)+1. Otherwise, o is captured
by i1. For each city jv , 1 ≤ v ≤ m − m1, construct a mutual mapping between jv and jv+m1 . For each city jv ,
m −m1 + 1 ≤ v ≤ m −m1 + b 2m1−m2 c, construct a mutual mapping between jv and jv+d 2m1−m2 e. Finally, if 2m1 −m
is odd, map j
m−m1+d 2m1−m2 e
to itself.
The following Lemmas 1–3 come from [1]. For the sake of completeness, we give the proofs of these lemmas.
Lemma 1. Suppose that for some o ∈ O facility i ∈ S that N oi 6= ∅ is taken out of S. If i does not capture (resp.
captures) o, then for each city j ∈ N oi (resp. j ∈ N oi ∧ pi( j) /∈ NS(i)), the new service cost of j can be bounded by
O j + Opi( j) + Spi( j).
Proof. After i is taken out, every city j ∈ NS(i) is reassigned to its nearest facility still in S, say i∗. If i does
not capture o, by the property of pi we know that pi( j) /∈ N oi . If i captures o, since pi( j) /∈ NS(i), we also have
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Fig. 2. Partition of S and O in Lemma 4.
pi( j) /∈ N oi . So we have i ′ 6= i , supposing that i ′ is the facility that serves pi( j) in S. By the triangle inequality, we
have ci∗ j ≤ ci ′ j ≤ c j,pi( j) + ci ′,pi( j) ≤ coj + co,pi( j) + ci ′,pi( j) = O j + Opi( j) + Spi( j). 
Lemma 2. Suppose that for some o ∈ O subset A ⊆ S (resp. i ∈ S) that N oA 6= ∅ (resp. N oi 6= ∅) is taken out of S. If
A (resp. i) does not capture o, then for each city j ∈ N oA (resp. j ∈ N oi ), the new service cost of j can be bounded by
O j + Oρ( j) + Sρ( j).
Proof. After A is taken out, every city j ∈ NS(A) is reassigned to its nearest facility still in S, say i∗. Since A is
good, by the property of ρ we know that ρ( j) /∈ N oA. So we have i ′ /∈ A, assuming that i ′ is the facility that serves
ρ( j) in S. By similar argument to the proof of Lemma 1, we have ci∗ j ≤ O j + Oρ( j) + Sρ( j). The proof for the case
when i is taken out is the same as that of A. 
Lemma 3. Consider swap(i, o) operation, where o ∈ O is the nearest facility that i captures. Then for any other
o′ 6= o that i captures, and for each city j ∈ N o′i such that pi( j) ∈ NS(i), the new service cost of j can be bounded
by 2S j + O j .
Proof. Since o is swapped in, the new service cost of j does not exceed coj . By triangle inequality, coj ≤ coi + ci j =
coi + S j . Since o is the nearest facility in O that i captures, by triangle inequality, coi ≤ co′i ≤ ci j + co′ j = S j + O j .
The lemma follows. 
In the following analysis of the approach, all local operations considered are mutually independent, and all
inequalities deduced by each local operation hold since S is local optimal. Our new technical contribution is an
upper bound of the facility cost of S and an upper bound of the service cost of S for k-UFL, given in the following
Lemmas 4 and 5 respectively.
Lemma 4 (Bounding Facility Cost of S). For metric k-UFL, the local optimal solution S satisfies that cost f (S) ≤
cost f (O)+ 2costs(O).
Proof. We partition S and O into some subsets as follows (see Fig. 2). Pick a bad facility i ∈ S, and define
B = {o ∈ O : i captures o}. Arbitrarily pick as many as possible good facilities in S, together with i , to form a
subset A such that |A| = |B|, unless there is not sufficiently many good facilities. Then we get a subset pair (A, B).
Denote by b the bad facility in A, and by e the facility in B that is nearest to b. Repeat this procedure, until for each
bad facility in S a subset pair is defined. Recall that l = |S| and r = |O|. For the case l ≥ r (see Fig. 2(a)), all the
facilities in O that are not captured will form the last subset Bm , and arbitrary |Bm | good facilities remaining in S
shall form the corresponding subset Am . The good facilities still remaining in S form a subset, called R. For the case
l < r (see Fig. 2(b)), arbitrary |B| − |A| facilities from B − e for every pair (A, B) that |B| > |A|, together with
all not captured facilities in O form a subset, called P . Suppose that there are m such pairs (A, B) in total. The line
between i and o in Fig. 2 means that i captures o.
First consider the case k ≥ l ≥ r . For each facility i ∈ R, consider drop(i) operation. After i is dropped, each city
in NS(i) is reassigned to its nearest facility in S − i . Since i is good, every city j ∈ NS(i) is mapped out of NS(i) by
pi . By Lemma 1 we have
− fi +
∑
j∈NS(i)
pi( j)/∈NS(i)
(O j + Opi( j) + Spi( j) − S j ) ≥ 0. (1)
Notice that since i is good, the condition pi( j) /∈ NS(i) in the second term of (1) is redundant in fact.
For each pair (A, B) that A contains a bad facility, consider swap(b, e) operation. Since e is swapped in, every city
in C is reassigned to its nearest facility in S−b+e. But we can bound the incurred change of service cost of S by only
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considering that of all cities in NS(b). For each city j ∈ N eb that pi( j) ∈ NS(b), the new service cost can be bounded
by O j . For each city j ∈ N ob that pi( j) ∈ NS(b), where o 6= e is another facility captured by b, the new service cost of
j is at most 2S j + O j by Lemma 3. At last, by Lemma 1, the new service cost of such j ∈ NS(b) that pi( j) /∈ NS(b)
is at most O j + Opi( j) + Spi( j). This gives
− fb + fe +
∑
j∈N eb
pi( j)∈NS(b)
(O j − S j )+
∑
j∈NS(b)−NO (e)
pi( j)∈NS(b)
(2S j + O j − S j )
+
∑
j∈NS(b)
pi( j)/∈NS(b)
(O j + Opi( j) + Spi( j) − S j ) ≥ 0. (2)
Then, for the remaining facilities in (A, B), consider each of the |A − b| swap(i, o) operations. For example, if
A = {i1 = b, i2, i3}, B = {o1 = e, o2, o3}, we consider swap(i2, o2) and swap(i3, o3). We only consider the incurred
change of service costs of all cities j ∈ NS(i) ∪ { j ′ ∈ N ob : pi( j ′) ∈ NS(b)}. Since o is swapped in, all cities j ∈ N ob
that pi( j) ∈ NS(b) can be reassigned to o. By Lemma 1, we have
− fi + fo +
∑
j∈Nob
pi( j)∈NS(b)
(O j − S j )+
∑
j∈NS(i)
pi( j)/∈NS(i)
(O j + Opi( j) + Spi( j) − S j ) ≥ 0. (3)
Summing (2) and (3) for all swap operations considered for (A, B), meanwhile noticing that O j − S j ≤ 2O j for the
third term of (2), and that the fourth term of (2) plus all the third terms of (3) for the |A − b| swap(i, o) operations
equals to
∑
j∈NS(b)−NO (e)∧pi( j)∈NS(b) 2O j , for each such pair we get
−
∑
i∈A
fi +
∑
o∈B
fo + 2
∑
j∈NS(b)
pi( j)∈NS(b)
O j +
∑
i∈A
∑
j∈NS(i)
pi( j)/∈NS(i)
(O j + Opi( j) + Spi( j) − S j ) ≥ 0. (4)
If the last pair (Am, Bm) does not contain bad facility, consider each of the |Am | swap(i, o) operations. For example,
if Am = {i4, i5}, Bm = {o4, o5}, we consider swap(i4, o4) and swap(i5, o5). We have to bound the new service cost of
j ∈ NS(i) since i is swapped out. By Lemma 1, we have
− fi + fo +
∑
j∈NS(i)
pi( j)/∈NS(i)
(O j + Opi( j) + Spi( j) − S j ) ≥ 0. (5)
Summing (5) for all swap operations considered for (Am, Bm), we get
−
∑
i∈Am
fi +
∑
o∈Bm
fo +
∑
i∈Am
∑
j∈NS(i)
pi( j)/∈NS(i)
(O j + Opi( j) + Spi( j) − S j ) ≥ 0. (6)
Summing (4) for all first m − 1 pairs, (6) for the last pair, and (1) for all facilities in R, we get
−
∑
i∈S
fi +
∑
o∈O
fo + 2
m∑
t=1
∑
j∈NS(bt )
pi( j)∈NS(bt )
O j +
∑
i∈S
∑
j∈NS(i)
pi( j)/∈NS(i)
(O j + Opi( j) + Spi( j) − S j ) ≥ 0. (7)
Since pi is also a 1–1 and onto function on { j : pi( j) /∈ NS(φS( j))}, the fourth term of (7) equals to
2
∑
pi( j)/∈NS(φS( j)) O j . This implies −
∑
i∈S fi +
∑
o∈O fo + 2
∑
j∈C O j ≥ 0.
Next consider the case l < r ≤ k. We only need to consider facilities in P . For each o ∈ P that is captured by
some b, consider add(o) operation. Since o is added in, all cities j ∈ N ob that pi( j) ∈ NS(b) can be reassigned to o.
So we get
fo +
∑
j∈Nob
pi( j)∈NS(b)
(O j − S j ) ≥ 0. (8)
Summing (2) and (3) for all swap operations considered for (A, B), and (8) for all facilities in B ∩ P , we also have
inequality (4).
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Fig. 3. Partition of S and O in Lemma 5.
At last, summing (4) for all pairs of subsets, and adding fo for all not captured o ∈ P , we have the same conclusion
as in the case of k ≥ l ≥ r . The lemma follows. 
Lemma 5 (Bounding Service Cost of S). For metric k-UFL, the local optimal solution S satisfies that costs(S) ≤
cost f (O)+ (3+ 2p )costs(O).
Proof. First consider the case l < r ≤ k. Since l < r , we can add a facility o ∈ O to S. For each city j ∈ NO(o), the
new service cost of j can be bounded by O j . This gives
fo +
∑
j∈NO (o)
(O j − S j ) ≥ 0. (9)
Summing (9) for all facilities in O , we have
∑
o∈O fo +
∑
j∈C O j −
∑
j∈C S j ≥ 0.
Next consider the case k ≥ l ≥ r . We extend the analysis for k-median in [1] to deal with the cases that facility
costs are considered and |S| 6= |O|. Both S and O are partitioned into several subsets as follows (see Fig. 3). For each
bad facility b ∈ S, let A = {b} and B = {o ∈ O : A captures o} initially. Arbitrarily add a good facility i remaining
in S to A (B changes accordingly), until |A| = |B|. Then, all the facilities remaining in O that are not captured will
form the last subset Bm , and arbitrary |Bm | good facilities remaining in S form the corresponding subset Am . And
for this case, arbitrarily pick one facility from Am as the “bad” facility for it. Finally, all the facilities still remaining
in S form a subset, called R. Suppose that in this procedure we get m subset pairs. The line between i (resp. A) and
o in Fig. 3 means that i (resp. A) captures o. For all facilities o and subsets A that N oA 6= ∅, if |A| > p, then each
individual facility i ∈ A that N oi 6= ∅, instead of A, is considered under the mapping ρ on NO(o).
For each pair (A, B) such that |A| = |B| ≤ p, consider swap(A, B) operation. We can bound the incurred change
of service cost of S by only considering that of all cities in NO(B) ∪ NS(A). For each j ∈ NS(A)− NO(B), suppose
that it is served by o′ ∈ O . Since A does not capture o′, j is mapped out of NS(φS( j)) by ρ. By Lemma 2, we get
−
∑
i∈A
fi +
∑
o∈B
fo +
∑
o∈B
∑
j∈NO (o)
(O j − S j )+
∑
i∈A
∑
j∈NS(i)−NO (B)
(O j + Oρ( j) + Sρ( j) − S j ) ≥ 0. (10)
For each pair (A, B) such that |A| = |B| = q > p, consider swap(i, o) operation on each (i, o) ∈ (A − b) × B.
For each j ∈ NS(i) − NO(o), suppose that it is served by o′ ∈ O . Since i does not capture o′, j is mapped out of
NS(i) by ρ. So we also have
− fi + fo +
∑
j∈NO (o)
(O j − S j )+
∑
j∈NS(i)−NO (o)
(O j + Oρ( j) + Sρ( j) − S j ) ≥ 0. (11)
In fact, for all j ∈ C , since φS( j) is the nearest facility to j , by the triangle inequality, we have O j+Oρ( j)+Sρ( j) ≥ S j .
This implies that the condition in the fourth term of (11) can be extended to j ∈ NS(i). Summing (11) for all q(q−1)
swap operations of (A, B), meanwhile noticing that fi has nothing to do with B, and that fo has nothing to do with
A − b, we get
−q
∑
i∈A−b
fi + (q − 1)
∑
o∈B
fo + (q − 1)
∑
o∈B
∑
j∈NO (o)
(O j − S j )
+ q
∑
i∈A−b
∑
j∈NS(i)
(O j + Oρ( j) + Sρ( j) − S j ) ≥ 0. (12)
Noticing that −q/(q − 1) < −1 and q/(q − 1) ≤ (p + 1)/p, we get
−
∑
i∈A−b
fi +
∑
o∈B
fo +
∑
o∈B
∑
j∈NO (o)
(O j − S j )+
(
1+ 1
p
)∑
i∈A
∑
j∈NS(i)
(O j + Oρ( j) + Sρ( j) − S j ) ≥ 0 (13)
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for such pair (A, B) by dividing q − 1 on the two sides of (12).
Finally, consider drop(i) operation for each i ∈ R. Since i is good, we have that ρ( j) 6∈ NS(i) for all j ∈ NS(i).
For each such operation, by Lemma 2, we have
− fi +
∑
j∈NS(i)
(O j + Oρ( j) + Sρ( j) − S j ) ≥ 0. (14)
Summing (10) for all pairs (A, B) that |A| = |B| ≤ p, (13) for all pairs (A, B) that |A| = |B| > p, and (14) for
all facilities in R, meanwhile noticing that the condition in the fourth term of (10) can be extended to j ∈ NS(i), we
get
−
∑
i /∈{bt : |At |>p}
fi +
∑
o∈O
fo +
∑
j∈C
(O j − S j )+
(
1+ 1
p
)∑
j∈C
(O j + Oρ( j) + Sρ( j) − S j ) ≥ 0.
Since ρ is also a 1–1 and onto mapping on C , this implies
∑
o∈O fo + (3+ 2p )
∑
j∈C O j −
∑
j∈C S j ≥ 0.
Both cases give the lemma. 
The straightforward consequence of Lemmas 4 and 5 is an upper bound of the locality gap of our local search
heuristic for k-UFL.
Theorem 6. The local search heuristic for k-UFL with the three predefined local operations has locality gap at most
5+ 2p , where p is the maximum number of facilities interchanged between S and F in one swap operation. 
2.3. Improving the locality gap
Since the analysis of Lemmas 4 and 5 only take advantage of the local optimality of S, they hold for arbitrary
feasible solution U of arbitrary instance I of k-UFL. That is,
∀I,∀U, cost f (I, S) ≤ cost f (I,U )+ 2costs(I,U ),
costs(I, S) ≤ cost f (I,U )+
(
3+ 2
p
)
costs(I,U ).
Thus we can use the standard scaling technique due to Charikar and Guha [3] to get an improved locality gap.
Theorem 7. Using the standard scaling technique, the local search heuristic for k-UFL with the three predefined
local operations has locality gap at most 2+ 1p +
√
3+ 2p + 1p2 .
Proof. First we uniformly augment opening cost fi for every facility in I to δ fi , resulting in a modified instance
I ′. Then run the local search heuristic on I ′, getting a local optimal solution S. Finally output S as the solution
to I . Notice that the optimum solution O to I is also a feasible solution to I ′, with cost f (I ′, O) = δcost f (I, O),
costs(I ′, O) = costs(I, O). By Lemmas 4 and 5, we have that cost f (I ′, S) ≤ δcost f (I, O) + 2costs(I, O), and
costs(I ′, S) ≤ δcost f (I, O)+ (3+ 2p )costs(I, O). This implies that
cost f (I, S) = cost f (I ′, S)/δ ≤ cost f (I, O)+ 2
δ
costs(I, O),
costs(I, S) = costs(I ′, S) ≤ δcost f (I, O)+
(
3+ 2
p
)
costs(I, O).
Setting δ = 1+ 1p +
√
3+ 2p + 1p2 gives a locality gap of 2+ 1p +
√
3+ 2p + 1p2 . 
3. Approximation algorithm for k-UFL
A key point to apply local search approach is how to guarantee that the algorithm finishes in polynomial time.
Using the method proposed in [10] and [1], instead of performing local operations whenever the cost of the modified
solution is less than that of the current solution, we introduce a small error ′ > 0 to stop the search procedure once
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there is no local operation which can decrease the cost of the current solution by a fraction of this error. This gives the
algorithm A.
Algorithm A(p, ′)
(1) Uniformly augment opening cost fi for every facility to δ fi , where δ = 1+ 1p +
√
3+ 2p + 1p2 .
(2) S← an arbitrary feasible solution S0.
(3) while ∃S′ ∈ N (S) such that cost(S′) ≤ (1− ′
n2f+n f
)cost(S) do
(4) S← S′.
(5) endwhile
(6) Output S.
Lemma 8. The approximation ratio of algorithm A(p, ′) is 2+√3+  for any fixed constant  > 0 when constant
p is large enough.
Proof. By step 3 of algorithm A we know that A outputs a solution S satisfying
∀S′ ∈ N (S), cost(S′)− cost(S) > − 
′
n2f + n f
cost(S)
when it finishes. The number of inequalities of the form cost(S′)− cost(S) ≥ 0 used in the analysis of Lemmas 4 and
5, p′(n f ), is at most n2f + n f . So when we get the locality gap of α = 2+ 1p +
√
3+ 2p + 1p2 in Theorem 7, it really
means that αcost(O)−cost(S) > − p′(n f )
n2f+n f
·′′ ·cost(S) ≥ −′′cost(S) (the calculus in Theorem 7 when error control is
considered shows that taking ′′ = (2+√6)′ is enough). This gives a approximation ratio of α(1+2′′) = 2+√3+
for any constant  > 0 when constants p and ′ are picked accordingly. 
When p = 6, the approximation ratio of algorithm A is 4 + . When p > 6, the ratio is strictly better than 4, the
previously known approximation ratio [7].
Lemma 9. The time complexity of algorithm A(p, ′) is O(L · nc · n2p+3f ), where L = log cost(S0)cost(O) .
Proof. Denote n2f + n f by p(n f ). At each iteration of algorithm A, the cost of current solution decreases by a
fraction of at least ′/p(n f ). The number of iterations is at most log cost(S0)cost(O) / log
1
1−′/p(n f ) ≤ L · 1′ log e p(n f ). In
each iteration, finding a local operation takes time |N (S)| = O(n2pf ), and calculating cost(S) takes time O(ncn f ).
The lemma follows. 
Lemmas 8 and 9 together give Theorem 10.
Theorem 10. AlgorithmA is a 2+√3+ -approximation algorithm running in time O(L · nc · n2p+3f ) for the metric
uncapacitated k-facility location problem. 
When considering the implementation of algorithm A, it is very interesting to notice that although the scaling
technique theoretically guarantees an improved approximation ratio, it may lead to a not very good approximation
solution in the case that the optimum solution consists of relatively many facilities, since on the scaled instance the
local search heuristic may find an approximation solution in which the service cost partially compensates the extra
augmented facility cost. Knowing of this, algorithm A is implemented to call the local search heuristic twice, with
one the scaling technique is used, and the other not, as shown in algorithm B.
Algorithm B(p, ′)
(1) Call algorithm A(p, ′), getting an approximation solution S1.
(2) Call the pure local search heuristic with parameters (p, ′), getting another approximation solution S2.
(3) Output the solution of minimal cost between S1 and S2.
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Table 1
Experimental results on instances from OR library
Instance n f nc k rp=1 rp=2
cap71 16 50 11 1 1
cap72 16 50 9 1 1
cap73 16 50 5 1 1
cap74 16 50 4 1 1
cap101 25 50 15 1.0011 1
cap102 25 50 11 1 1
cap103 25 50 8 1.0012 1
cap104 25 50 4 1 1
cap131 50 50 15 1.0011 1
cap132 50 50 11 1 1
cap133 50 50 8 1.0008 1
cap134 50 50 4 1 1
capa 100 1000 4 1 1
capb 100 1000 7 1.0155 1
capc 100 1000 9 1 1
We have implemented our algorithm and tested it on all 15 benchmark instances from Operations Research (OR)
library [2] with ′ = 0.001. Since the benchmark instances are for UFL, we set k to be the number of facilities opened
in the optimum solution for each instance so that they can be taken as instances of k-UFL. Our results are shown in
Table 1. The experiment for each instance starts at the trivial initial feasible solution {0}. Our results are better than
that in [7] as a whole from the aspect of approximation ratio. It is interesting to notice that our algorithm finds all
optimum solutions for these instances when p = 2, but the algorithm can’t beat the approximation bound of 3 + 2p
(when k tends to infinity) on the tight example of the local search heuristic for k-median given in [1].
4. Variants of the problem
Algorithm A also applies to several variants of k-UFL.
In the arbitrary demand version of k-UFL, each city j has a positive demand d j . The cost of routing a unit of
service from facility i to city j is ci j . Only changing the service cost of solution to
∑
j∈C cφ( j) jd j , algorithmA gives
a 2+√3+ -approximation for this variant.
In the linear-cost version of k-UFL (k-LinFL), instead of the opening cost fi , a startup cost si and an incremental
cost ti are provided for each facility i ∈ F . The new opening cost for connecting w > 0 cities to facility i is si +wti .
Since costs ci j + ti also form a metric [13], k-LinFL can be reduced to k-UFL meanwhile the approximation ratio is
preserved.
The concave-cost facility location problem (ConFL), in which the opening cost function for each facility is concave,
is more general with respect to the linear-cost facility location problem. A non-decreasing nonnegative function
f : N → N is concave if and only if for each x ≥ 1, f (x + 1) − f (x) ≤ f (x) − f (x − 1). By the key observation
that any concave function f (x) can be represented by minw{Lw(x) : 1 ≤ w ≤ nc}, where Lw(x) is defined as
Lw(x) = ( f (w)− f (w− 1))x +w f (w− 1)− (w− 1) f (w), it is proved in [6] that any α-approximation algorithm
for UFL yields an approximation algorithm with the same factor for ConFL. This conclusion can be extended to the
corresponding problem k-ConFL, in which each facility has concave opening cost function, and at most k facilities
can be opened. So algorithm A also gives a 2+√3+ -approximation for k-ConFL.
5. Discussion
A new approximation algorithm based on local search approach for k-UFL is proposed. The approximation ratio of
the algorithm approaches 2+√3+  for any constant  > 0. To our knowledge, this is the current best approximation
ratio for k-UFL.
If an algorithm for every solution U to k-UFL instance I outputs in polynomial time a solution whose cost is not
more than γ f cost f (U ) + γscosts(U ), then this algorithm is called a (γ f , γs)-approximation algorithm. It follows
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from [8] that k-UFL cannot be approximated within (1, 1 + 2e ) assuming NP 6⊆ DTIME(nO(log log n)). Obviously
our algorithm is a (2 + √3 + , 2 + √3 + )-approximation algorithm for k-UFL. So there is still a large gap
between the approximation ratio and the known approximation hardness for k-UFL. On the other hand, since the
best approximation ratio and hardness currently known for k-median are respectively 3 +  and 1 + 2e , it seems that
decreasing the gap of k-UFL relies heavily on decreasing that of k-median.
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