AREA 2008 is the first ACM international workshop on analysis and retrieval of events, actions and workflows in video streams. Such research is nowadays critical for many real-life applications, such as area supervision, semantic characterization and annotation of video streams, quality assurance, and security. This workshop consists of 16 high quality papers organized in four thematic sessions; (a) objects tracking algorithms under complex environments, (b) methods, tools and architectures for detecting high level semantics, (c) new algorithms for analyzing video sequences oriented to detecting humans' actions or implicitly annotating multimedia content and (d) the recent advantages of the ongoing research projects in this field.
INTRODUCTION
Cognitive video supervision and event analysis in video sequences is a critical task in many multimedia applications. Methods, tools and algorithms that aim to detect and recognize high level concepts and their respective spatio-temporal and causal relations in order to identify semantic video activities, actions and procedures have been in the focus of the research community over the last years. This research area has strong impact on many real-life applications such as service quality assurance, compliance to the designed procedures in industrial plants, surveillance of people-dense areas, crisis management in public service areas, security, semantic characterization, annotation of video streams in various domains, etc.
The research topics covered in this workshop are very important for the multimedia community since automatic extraction of events in video data is still one of the main challenging and open research issues in the specific area. This is verified by the recent special issues of the IEEE transactions on multimedia with title of "Semantic Image and Video Indexing in Broad Domains" [1] and the recent call for papers of the IEEE transaction on Circuits & Systems for Video Technology with title of "Event Analysis in Videos" [2] . The importance of these research issues has been also substantiated by several research initiatives such as the Large-Scale Concept Ontology for Multimedia (LSCOM) [3] . ACM AREA 2008 provides an international forum for researchers to come together to exchange and develop ideas in this area. The goal of this workshop is to bring together research efforts from universities and institutes, and outcomes from International research projects in the area of cognitive video supervision.
SUMMARY OF THE WORKSHOP
The call for papers attracted submissions from Asia, Europe and the United States. The program committee accepted 16 papers that cover a variety of topics. These papers are organized into four sessions. At the end of each session, we foresee a panel discussion between the authors and the audience.
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Session 1 "Object Tracking and Surveillance in Videos"
This session is dedicated to new objects tracking algorithms under complex environments and to object labeling techniques. It includes four papers. The first paper proposes a fully unsupervised system for moving object segmentation that does not require any restriction on the video content. The second paper tackles the challenge of detecting and matching objects in scenes observed simultaneously by fixed and active cameras. The third paper describes a monocular object tracker, able to detect and track multiple object classes in non-controlled environments. Finally, the sessions concludes with a combined rigid motionbased tracking algorithm and non-linear identification method for automatic detecting vehicles in roadways.
Session 2 "Detection of Events in Videos"
The second session deals with methods, tools and architectures for detecting high level semantics in video sequences. Again, four papers are included in this session. The first paper deals with event detection in sports video sequences. In this paper, the new method for adaptively detecting event based on Allen temporal algebra and external information support is presented. The second paper presents a classier-based approach to recognize events in video surveillance sequences. The third paper describes an automatic surveillance system that has been developed to detect several dangerous situations in a subway station using an expert system. Finally, the last paper looks into how to distinguish events in surveillance scenarios, and further what is a remarkable event.
Session 3 "Event-Driven Video Analysis"
The third session presents new algorithms for analyzing video sequences oriented to detecting humans' actions or implicitly annotating multimedia content. The first research work presents an integrated framework for analyzing human actions in video streams involving the user-in-the-loop for dynamically mining semantics and annotating video streams. The second paper deploys gait analysis for subject identification in multi-camera surveillance scenarios. The third paper proposes a simple but effective way of extracting time variant information in video data using three perspective views into a video stack. Finally, an adaptive skin model for fast and precise detection of people in videos is presented in the fourth paper.
Session 4 "Special Session on Ongoing Research Projects"
Finally, the fourth session is a special one that presents the recent advantages of the ongoing research projects in the workshop field.
The first paper refers to the architecture of SCOVIS project. The architecture supports weakly supervised learning algorithms and self-adaptation strategies for analysis of visually observable procedures. The second paper presents the architecture of the Mye-Director 2012, a unique interactive broadcasting platform, which enables end-users to have access on innovative services, like selection of focal actors/scenes and points of interest within real-time broadcasted streams. The third work presents (supported by DIVAS project) proposes a fast video search method that uses the durations of scenes of a query clip to find similar clips in an existing large database of videos. Finally, the last paper proposes the results of the IRMOS project dealing with interactive multimedia services over a Grid infrastructure.
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