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Introduction
Dans cette the`se, nous nous inte´ressons a` la re´solution nume´rique de proble`mes multi-
e´chelles. Ceux-ci pre´sentent des e´chelles multiples. Les effets des e´chelles fines ont un
impact non ne´gligeable sur le comportement global des phe´nome`nes observe´s. Notre
travail consiste a` de´velopper une me´thodologie ge´ne´rale qui s’applique sans hypothe`se
particulie`re sur les e´chelles, puis a` sa mise en œuvre dans diffe´rents contextes, issus
principalement de la physique. Cette introduction pre´sente le cadre multie´chelles, les
travaux effectue´s durant la the`se et se termine par une synthe`se.
1 Le cadre multie´chelles
L’espe`ce humaine a toujours tente´ de comprendre la nature et de pre´dire le futur. Le
monde qui nous entoure, constitue´ de tre`s nombreux e´le´ments distincts, est d’une extreˆme
complexite´. En conse´quence, il est difficile de l’appre´hender et de re´pondre aux questions
classiques ”pourquoi ?” et ”comment ?”. De nos jours encore, certains phe´nome`nes sont
difficilement appre´hende´s par notre compre´hension et restent parfois inexplique´s, voire
inconnus.
1.1 Les proble`mes multie´chelles
La complexite´ de la nature vient en partie des multiples e´chelles qui la compose. En
effet, la compre´hension de nombreux phe´nome`nes de la nature ne´cessitent de conside´rer
plusieurs e´chelles de temps, d’espace et de mode`le1. Nous donnons quelques exemples
re´capitule´s dans le tableau Tab. 1 :
• Echelles de temps : en cine´tique chimique, une cassure de liaisons peut prendre
quelques heures alors que la vibration de ces liaisons se passe a` l’e´chelle de 10−15
seconde. En me´canique, le mouvement du soleil dans notre galaxie est de l’ordre de
la centaine de millions d’anne´es alors que la Terre tourne autour du soleil en une
anne´e et tourne sur elle-meˆme en une journe´e.
• Echelles d’espace : la taille d’un organe est de l’ordre du centime`tre, alors que celle
d’une cellule est plutoˆt du microme`tre. De meˆme, la taille d’un lac est de l’ordre du
1L’e´chelle de mode`le n’indique pas ne´cessairement l’e´chelle spatiale, mais le niveau de description
choisi.
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kilome`tre alors que celle d’une rivie`re est de l’ordre du me`tre et celle d’une goutte
d’eau est de l’ordre du millime`tre.
• Echelles de mode`le : la respiration dans les alve´oles pulmonaires peut eˆtre de´crite
soit par une action me´canique en conside´rant l’action globale des he´maties (glo-
bules rouges), soit par des e´changes gazeux en conside´rant les actions individuelles
de chaque he´matie. La mode´lisation d’un syste`me de particules peut se faire par
un mode`le fluide, cine´tique ou particulaire dont des repre´sentants connus sont les
e´quations d’Euler, de Vlasov et de Newton.
Echelles Temps Espace Mode`le
Physique
Microscopique
Terre goutte particulaire
(jour) (millime`tre)
Me´soscopique
syste`me solaire rivie`re cine´tique
(anne´e) (me`tre)
Macroscopique
galaxie lac fluide
(108 anne´es) (kilome`tre)
Biologie
Microscopique
liaisons cellule e´changes mole´culaires
(10−15seconde) (microme`tre)
Macroscopique
re´action chimique organe me´canique des solides
(heure) (centime`tre)
Tab. 1 – Diffe´rentes e´chelles de temps, d’espace et de mode`le de phe´nome`nes physiques
et biologiques.
Ge´ne´ralement, les e´chelles fines sont souvent ne´glige´es dans les mode`les. Cependant, il
existe des domaines dans lesquels les e´chelles fines ont une action sur les e´chelles les plus
grosses, et, ce faisant ne peuvent plus eˆtre ne´glige´es. Pour cette raison, il est difficile
de simuler des phe´nome`nes pre´sentant un caracte`re multie´chelles avec une pre´cision rai-
sonnable car il faut prendre en compte les de´tails les plus fins des petites e´chelles. Les
phe´nome`nes peuvent eˆtre cate´gorise´s suivant leur caracte`re multie´chelles (voir [40]) :
• Cate´gorie 1 : les petites e´chelles peuvent eˆtre ne´glige´es car elles n’influencent pas les
grandes, c’est-a`-dire qu’il ne s’agit pas d’un proble`me multie´chelles a` proprement
parle´ ;
• Cate´gorie 2 : les petites e´chelles ont des caracte´ristiques spe´ciales comme la se´para-
tion d’e´chelles, la pe´riodicite´, ou l’auto-similarite´ ;
• Cate´gorie 3 : les petites e´chelles n’ont aucune caracte´ristique spe´ciale a priori.
Dans pratiquement tout phe´nome`ne physique se cache un proble`me multie´chelles. Quel-
ques exemples en biologie et en physique ont e´te´ mentionne´s dans le tableau Tab. 1. Ainsi,
dans un contexte de propagation de polluant en milieu urbain, les e´chelles spatiales les
plus fines (baˆtiment, ruelle, etc) n’ont pas de caracte´ristiques particulie`res ou distribution
particulie`res. Elles sont cependant tre`s importantes pour capturer avec pre´cision tous les
phe´nome`nes en jeu (grandes et petites e´chelles). Dans la suite, seuls les proble`mes multi-
e´chelles d’espaces seront conside´re´s.
Pour comprendre les phe´nome`nes e´tudie´s avec un niveau de de´tail raisonnable, il
faut faire face a` l’e´tude des diffe´rentes structures, meˆme les plus fines. Une analyse
mathe´matique comple`te de ces proble`mes est extreˆmement difficile et il n’existe ge´ne´ra-
lement pas de solution exacte a` ceux-ci. L’absence d’expression analytique de la solution
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ne´cessite de calculer une solution approche´e a` l’aide d’une me´thode nume´rique. Une
simulation nume´rique nous permet d’obtenir efficacement une solution proche (avec une
certaine tole´rance) de la solution cherche´e, a` l’aide de l’outil informatique. La re´solution
nume´rique directe de proble`mes a` plusieurs e´chelles est difficile meˆme avec l’augmentation
de la puissance informatique. La difficulte´ principale re´side dans la taille du calcul, qui
demande a` la fois une grande capacite´ de me´moire et un long temps de calcul (temps
CPU2). En effet, avec une me´thode classique, inde´pendemment de l’ordinateur utilise´ :
– soit le temps de calcul devient trop long si une bonne pre´cision est exige´e (calcul
sur un maillage fin),
– soit le re´sultat n’est pas pre´cis si un calcul rapide est demande´ (calcul sur un
maillage grossier).
En conse´quence, il semble qu’il faille choisir entre pre´cision (au prix d’un calcul long) ou
rapidite´ (au prix d’une perte de pre´cision car la description est trop grossie`re).
L’approche traditionnelle de tels proble`mes est d’obtenir des e´quations empiriques
pour l’e´chelle a` laquelle le phe´nome`ne est observe´ en ne´gligeant les autres e´chelles, et par
voie de conse´quence leur effets. Cette approche e´tait ne´cessaire en raison des capacite´s
informatiques restreintes (voir la courbe sur le sche´ma Fig. 1). En simplifiant tre`s forte-
ment le proble`me, le mode`le devient simpliste et le re´sultat, par une me´thode nume´rique
classique, n’est correct que dans une certaine mesure, c’est-a`-dire par rapport au mode`le
utilise´. Ces syste`mes simples sont des objets d’e´tudes privile´gie´s. Pendant longtemps ils
ont e´te´ les seuls syste`mes pour lesquels il e´tait possible de re´aliser des simulations.
Or, depuis le sie`cle dernier, il devient possible, graˆce au progre`s de l’informatique,
d’appre´hender la complexite´ des proble`mes e´tudie´s. Des e´tudes de mode`les complexes
font alors leur apparition. En essayant de comprendre ce monde, de le pre´dire par des
simulations, il se pose alors la question de la re´solution de ces mode`les. Pour e´tudier
des proble`mes multie´chelles, les mode`les doivent de´crire le caracte`re multie´chelles du
phe´nome`ne e´tudie´ ou` les petites e´chelles ont des effets sur les grandes. Cependant,
inde´pendemment de la cate´gorie des proble`mes multie´chelles, il peut exister plusieurs
types (voir [39]) de situations :
• le mode`le macroscopique est connu, mais il n’est plus valable sur des re´gions lo-
cales ou` le mode`le microscopique est alors utilise´, comme dans la simulation de la
propagation d’une fissure qui sera traite´e par la suite ;
• le mode`le macroscopique n’est pas connu explicitement (ou trop cher a` calculer),
mais son existence est connue, c’est-a`-dire qu’il existe des variables macroscopiques
obe´issant a` un mode`le macroscopique, par exemple la propagation en milieux po-
reux.
Pour les proble`mes dont la nature multie´chelles n’est pas importante (cate´gorie 1), les
me´thodes classiques permettent d’obtenir de bons re´sultats. En de´pit de leur immense
succe`s, elles ont leur limitations, principalement la pre´cision. Pour un proble`me dont les
petites e´chelles ne peuvent eˆtre ne´glige´es (cate´gories 2 et 3), il faut prendre en compte leur
effets en les re´solvant. Une re´solution fine n’est pas une bonne strate´gie, non seulement a`
cause de la re´solution longue et couˆteuse du mode`le fin tre`s complexe, mais aussi parfois
a` cause du surplus d’information de moindre inte´reˆt. A titre d’exemple, conside´rons la
propagation d’une fissure isole´e (cate´gorie 2) en me´canique du solide. L’e´chelle spatiale
d’observation de cette propagation est de l’ordre de la taille des mole´cules pour laquelle
2Central Processing Unit.
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Fig. 1 – Limite de l’informatique et des me´thodes. La courbe (parame´tre´e) repre´sente les
capacite´s de temps de calcul et de me´moire d’un ordinateur en fonction de la pre´cision.
Avec une me´thode classique, a` une pre´cision donne´e (le point a` droite repre´sente par
exemple une erreur de 10−3), il faut conside´rer un ordinateur ayant une me´moire de
l’ordre du te´raoctet et effectue le calcul en un mois environ. Dans la zone grise´e que l’on
voudrait atteindre, le point repre´sente la meˆme pre´cision que le point de droite, mais
avec une me´moire de l’ordre du gigaoctet (ordinateur personnel) et un calcul effectue´
dans l’heure. Des me´thodes permettent de re´duire le temps de calcul ou la me´moire ;
dans ce cas la courbe est de´place´e soit vers le bas soit vers la gauche.
leurs inte´ractions indiquent si la fissure se propage ou pas. La re´solution de cette e´chelle
n’a de sens que dans le voisinage (tre`s local) de la fissure. En s’e´loignant de celui-ci, cette
re´solution microscopique n’a pas d’inte´reˆt. Ainsi, le concept de re´solution de plusieurs
e´chelles fait son apparition.
1.2 Les me´thodes de´veloppe´es
De´finissons le cadre dans lequel les me´thodes re´solvant de tels proble`mes multie´chelles
sont de´veloppe´es. Pour simplifier la pre´sentation, nous conside´rerons, dans la suite, seule-
ment deux e´chelles : microscopique et macroscopique. Une me´thode multie´chelles doit
avoir la simplicite´ et la rapidite´ d’une me´thode classique sur des mode`les macroscopiques
aussi bien que la pre´cision obtenue classiquement sur des mode`les microscopiques. En
effet, une taˆche de la mode´lisation multie´chelles est de concevoir des me´thodes de calcul
combinant la re´solution des mode`les des deux e´chelles (macro-micro) qui sont beau-
coup plus rapides que la re´solution du mode`le microscopique entier et en meˆme temps
qui donne l’information ne´cessaire a` la pre´cision de´sire´e. Une me´thode efficace pour un
proble`me multie´chelles (de cate´gorie 2 ou 3) doit satisfaire la condition suivante :
Couˆt de la me´thode Couˆt d’une re´solution a` l’e´chelle microscopique.
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a) Les me´thodes pre´curseurs
Pour appre´hender ces proble`mes, plusieurs the´ories ont e´te´ de´veloppe´es et e´tudie´es,
notamment la the´orie de l’homoge´ne´isation3 (voir [19, 14]), ou la the´orie cine´tique4.
Le but de l’homoge´ne´isation (voir [32, 89]) est de calculer le comportement macro-
scopique d’un milieu he´te´roge`ne, de longueur d’e´chelle tre`s petite. Il s’agit d’extraire
des parame`tres, dits homoge´ne´ise´s, ce qui permet d’obtenir des mode`les macroscopiques
plus simples. En de´pit des re´sultats satisfaisants, cette approche nous force a` intro-
duire des conditions qui ne sont pas toujours justifie´es ou comprises. Les cœfficients
homoge´ne´ise´s peuvent eˆtre calcule´s s’il existe une proprie´te´ sur les he´te´roge´ne´ite´s, telle
que la pe´riodicite´. Les me´thodes base´es sur la the´orie de l’homoge´ne´isation (voir [23, 38])
ont e´te´ applique´es avec succe`s afin de de´terminer les proprie´te´s efficaces de mate´riaux
he´te´roge`nes. Cependant, les hypothe`ses restrictives limitent ge´ne´ralement leur degre´
d’application (voir [19, 67]).
Du point de vue des me´thodes nume´riques, des ide´es multie´chelles sont utilise´es
dans les me´thodes telles que la me´thode multigrille (en V-cycle ou W-cycle ; voir [25,
100]), l’homoge´ne´isation base´e sur le multigrille (voir [72, 80]) ou les me´thodes d’ho-
moge´ne´isation nume´rique base´es sur les ondellettes (voir [26, 35]). Ces me´thodes tentent
de re´duire le temps de calcul ou la me´moire, ce qui est repre´sente´ par des fle`ches sur le
sche´ma Fig. 1. Par exemple, la me´thode multipole rapide (voir [56, 63]), ou le raffinement
adaptatif de maillage (voir [88, 101]) re´solvent l’e´chelle microscopique localement (la` ou`
il est ne´cessaire de raffiner). Les me´thodes de de´composition de domaines (voir [98]) sont
des techniques puissantes pour la re´solution de proble`mes multiphysiques et permettent
de re´duire la me´moire ne´cessaire lors du calcul. Cependant, le couˆt des ite´rations, garan-
tissant la convergence sous des hypothe`ses ade´quates, peut eˆtre important, en particulier
pour des proble`mes multie´chelles.
Toutes ces approches ont prouve´ leur efficacite´ dans de nombreux contextes. Ne´-
anmoins, elles ne´cessitent une re´solution du mode`le le plus fin : leur objectif est de
re´soudre les de´tails des solutions du mode`le microscopique. Il en re´sulte que leur couˆt
est ge´ne´ralement du meˆme ordre que celui du solveur microscopique entier si l’ensemble
du domaine est sous l’inflence d’e´chelles fines. Elles sont connues pour eˆtre valables pour
des e´chelles limite´es a` cause du temps de calcul ou du besoin en me´moire trop grands.
b) Me´thodes multie´chelles
Pre´sentons quelques unes des nombreuses me´thodes dites multie´chelles. La diffe´rence
avec les me´thodes pre´curseurs est que leur objectif est de capturer le comportement
macroscopique du syste`me avec un couˆt infe´rieur au solveur microscopique entier. En
couplant les mode`les macroscopiques et microscopiques, l’avantage est de be´ne´ficier de
la simplicite´ et la rapidite´ des mode`les macroscopiques aussi bien que la pre´cision des
mode`les microscopiques, ce qui permet d’atteindre la ”zone a` atteindre” dans le sche´ma
Fig. 1. Diffe´rentes strate´gies dans les me´thodes multie´chelles ont e´te´ de´veloppe´es :
• Strate´gie ”top-down” : le proble`me du mode`le le plus grossier (niveau macro) est
3C’est une version rigoureuse de la moyennisation. Elle est encore en cours de de´veloppement (voir
[51, 52]).
4L’homoge´ne´isation e´tudie des proble`mes a` plusieurs e´chelles d’espace et la the´orie cine´tique a` plu-
sieurs e´chelles de mode`les.
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re´solu, puis, graˆce a` la solution macroscopique, les mode`les sur des niveaux de plus
en plus fins sont re´solus jusqu’a` arriver a` la pre´cision souhaite´e (ou autorise´e).
• Strate´gie ”bottom-up” : le proble`me au niveau microscopique est re´solu localement
en remontant l’information (entie`re ou la partie ne´cessaire) du niveau le plus fin
au niveau plus grossier globalement. Seul le mode`le sur l’e´chelle macroscopique est
re´solu.
Pour un proble`me donne´, une seule des deux strate´gies est souvent pre´fe´rable en terme
d’efficacite´ et de pre´cision. Des approches ayant pour but de cre´er un environnement
d’e´tude de proble`mes multie´chelles ont e´te´ de´veloppe´s. Citons Heterogeneous Multiscale
Method (HMM, voir [39]) qui suit une strate´gie ”top-down” et equation-free (voir [68, 69])
qui suit une strate´gie ”bottom-up”.
Strate´gie ”top-down”. Dans la strate´gie ”top-down” le point de de´part est un mode`le
macroscopique incomplet, e´quipe´ d’un mode`le microscopique en supple´ment. Le mode`le
macroscopique prend en compte le mieux possible notre connaissance des processus ma-
croscopiques ; une proce´dure est ensuite utilise´e pour estimer les donne´es nume´riques
manquantes a` partir du mode`le microscopique. La me´thode HMM s’inte´resse au com-
portement macroscopique d’un proble`me pour lequel le mode`le est connu seulement en
partie ou est valide seulement sur une partie du domaine physique (par exemple duˆ a`
la pre´sence de de´fauts ou singularite´s localise´s). L’ide´e principale de cette approche est
de re´soudre le mode`le microscopique sur de petites re´gions localise´es autour de points
de quadrature utilise´s lors d’inte´grations nume´riques. La me´thode HMM a e´te´ e´tudie´e
dans la litte´rature (voir [2, 3, 41, 78]) pour les applications aux e´quations elliptiques.
La me´thode ”multilevel” (voir [48, 47]) a elle aussi une strate´gie ”top-down”. L’ide´e est
de re´soudre le proble`me a` des niveaux de plus en plus fins pour atteindre la pre´cision
souhaite´e. Ces approches pre´tendent re´soudre des e´quations macroscopiques base´es sur
l’information des petites re´gions localise´es et couvrir un grand nombre d’applications.
Or, ceci n’est possible seulement que sous certaines conditions :
1. il ne faut pas espe´rer que la solution soit, de fait, une solution a` l’e´chelle fine : elle
n’est repre´sentative que d’un comportement grossier et ne porte pas les de´tails les
plus fins ;
2. il faut exploiter les caracte´ristiques spe´ciales5 du proble`me micro, telle que la
se´paration d’e´chelles ; il s’agit d’un proble`me6 de cate´gorie 2.
Strate´gie ”bottom-up”. Les me´thodes multie´chelles avec une strate´gie ”bottom-up”,
d’un autre coˆte´, tentent de trouver une sous-grille fine capturant les effets des petites
e´chelles en e´vitant un couˆt de calcul trop important. Ces me´thodes sont aussi appele´es
me´thodes ”subgrid” : elles approchent les aspects les plus fins du proble`me en incorpo-
rant l’information a` l’inte´rieur de chaque e´le´ment grossier. Par exemple, la me´thode des
e´le´ments finis multie´chelles (MsFEM, voir [60]) a une strate´gie ”bottom-up”. Il existe des
variantes de MsFEM : MsFVM (”multiscale finite volume method”, voir [73]), MsMFEM
(”multiscale mixed finite element method”, voir [29]), MsFVEM (”multiscale finite vo-
lume element method”, voir [59]), DG-MsFEM (”discontinuous Galerkin multiscale finite
5Les caracte´ristiques spe´ciales permettent de simplifier le mode`le.
6Dans le cas des proble`mes de cate´gorie 2, il est possible de capturer des comportements a` grande
e´chelle de la solution.
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element method”, voir [44]). Le concept de ces me´thodes est le couplage de fonctions de
base multie´chelles via des formulations variationnelles. L’ide´e d’utiliser des fonctions de
base multie´chelles apparaˆıt e´galement dans les me´thodes ”free bubbles” (voir [27, 92]).
Dans ces me´thodes multie´chelles, l’information a` l’e´chelle microscopique est obtenue par
la simulation. Les e´quations a` l’e´chelle macroscopique ne sont ge´ne´ralement pas exprime´es
analytiquement mais plutoˆt forme´es et re´solues nume´riquement. La me´thode des e´le´ments
finis e´tendus (XFEM, voir [79]) a aussi une strate´gie ”bottom-up”. L’ide´e est d’enrichir
la base e´le´ment fini par une fonction contenant les singularite´s du proble`me. Re´cemment,
d’autres me´thodes nume´riques multie´chelles, telles que les me´thodes multie´chelles varia-
tionnelles (voir [66, 65, 66]), les me´thodes e´le´ments finis a` deux e´chelles (voir [76]) pour
des microstructures pe´riodiques, l’approche sous-grille conservative a` deux e´chelles (voir
[8, 9]), et les me´thodes multie´chelles mortar (voir [86, 11]) ont e´te´ propose´es.
Les me´thodes multie´chelles pre´sente´es ici sont des me´thodes qui capturent les ef-
fets des petites e´chelles aux grandes e´chelles, sans toutefois ne´cessiter la re´solution de
toutes les caracte´ristiques des petites e´chelles. Elles permettent une bonne re´solution de
proble`mes de cate´gorie 2. Ainsi, pour re´soudre des proble`mes de cate´gorie 3, il semble plus
raisonnable d’utiliser une strate´gie de type bottom-up. Nous de´taillons alors la me´thode
MsFEM par la suite.
c) La me´thode des e´le´ments finis multie´chelles (MsFEM)
Cette me´thode, conc¸ue par Hou (voir [59]) pour e´tudier des mate´riaux composites et
des milieux poreux (proble`me elliptique a` cœfficients fortement oscillants), est base´e sur
la strate´gie ”bottom-up”. Son objectif est de capturer la structure multie´chelles de la
solution via des fonctions de base locales. Ces dernie`res contiennent l’information essen-
tielle de petites e´chelles. L’ide´e principale de MsFEM provient d’un travail de Babuska
et Osborn (voir [18]). L’utilisation de fonctions de base oscillantes permet de capturer
l’information a` l’e´chelle fine. De plus, MsFEM permet de recouvrir l’information locale
en s’adaptant aux caracte´ristiques spe´ciales des e´chelles, ce qui fait d’elle un outil puis-
sant. Pour des proble`mes de´pendant du temps, comme le transport en milieux poreux, les
fonctions de base sont pre´calcule´es a` l’instant initial car les he´te´roge´ne´ite´s repre´sentant
les proprie´te´s du milieu ne changent pas ou peu, et les mode`les sont re´solus a` l’e´chelle
grossie`re a` chaque pas de temps. Les proble`mes locaux peuvent eˆtre de´crits par un en-
semble d’e´quations diffe´rentes des e´quations globales. En outre, une caracte´ristique prin-
cipale de MsFEM est l’utilisation de la formulation variationnelle a` l’e´chelle grossie`re qui
permet de coupler les fonctions de base multie´chelles a` travers une formulation globale
pour fournir une approximation de la solution.
Lorsqu’il y a se´paration des e´chelles, cette me´thode est tre`s similaire a` HMM (ap-
plique´es aux e´quations elliptiques), bien qu’elle diffe`re sur certains de´tails. La me´thode
MsFEM diffe`re des me´thodes de de´composition de domaines ou` les proble`mes locaux
sont re´solus plusieurs fois. Toutefois, elle a des similarite´s conceptuelles avec certaines
approches utilisant une formulation variationnelle a` l’e´chelle grossie`re, par exemple, la
me´thode quasi-continuum7 (voir [71]). Une des diffe´rences entre MsFEM et les me´thodes
multie´chelles variationnelles est que ces dernie`res utilisent des termes sources dans la
7Cette me´thode a e´te´ largement utilise´e dans des applications en science des mate´riaux. Elle utilise
une description atomistique discre`te aux e´chelles fines.
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formulation des proble`mes locaux (voir [10]). De fac¸on similaire aux me´thodes utilisant
l’information globale, des me´thodes du type MsFEM utilisant de l’information globale li-
mite´e pour construire des fonctions de base mutie´chelles sont introduites dans [1, 42, 83].
Cependant, dans le concept de MsFEM, l’information locale est directement couple´e
via une formulation variationnelle et ne pre´suppose pas une forme spe´cifique pour les
e´quations grossie`res. Remarquons que des fonctions de base spe´ciales dans les me´thodes
e´le´ments finis ont e´te´ utilise´es plus toˆt dans [16, 18]. MsFEM a des similarite´s avec plu-
sieurs autres me´thodes multie´chelles, particulie`rement celles base´es, comme elle, sur la
me´thode d’homoge´ne´isation (voir par exemple [36, 99]).
Originellement, la me´thode MsFEM e´tait propose´e pour des e´quations line´aires et
cette ide´e a e´te´ ge´ne´ralise´e aux proble`mes non line´aires dans [43]. Bien qu’elle ait surtout
e´te´ applique´e a` des proble`mes multie´chelles de cate´gorie 2, elle parait potentiellement
adaptable a` des contextes de cate´gorie 3. C’est pourquoi elle est a` la base de nos e´tudes.
2 Pre´sentation des travaux
2.1 Proble´matique de la the`se
Les proble`mes multie´chelles e´tudie´s dans la litte´rature posse`dent ge´ne´ralement des
caracte´ristiques spe´ciales a` l’e´chelle microscopique. Ceci e´tant rarement le cas dans la
nature, nous nous inte´ressons, dans cette the`se, aux proble`mes multie´chelles les plus
ge´ne´raux, que nous avons appele´s cate´gorie 3 dans la section pre´ce´dente. Toutes les
e´chelles sont alors a` prendre en compte. Tout comme Engquist, nous nous demandons
si de nouvelles ide´es8 issues de la mode´lisation multie´chelles peuvent eˆtre utilise´es afin
de de´velopper des techniques permettant de traiter des proble`mes multie´chelles plus
ge´ne´raux. Ne´anmoins, nous supposons que les he´te´roge´ne´ite´s des proble`mes varient peu
a` l’e´chelle de la dure´e de simulation. Dans ce but, nous de´veloppons une me´thodologie
de´die´e a` la re´solution de ce type de proble`mes et nous l’appliquons a` plusieurs contextes
multie´chelles, a` savoir : la propagation d’un polluant en milieu urbain, la propagation
d’une fissure, la simulation d’un re´seau e´lectrique et celle d’un re´seau de distribution de
biens. L’importance des simulations pour ces proble`mes re´side dans la prise de de´cision.
Dans le cas ou` des expe´riences ne peuvent pas eˆtre re´alise´es, un grand nombre de simu-
lations permet de combler partiellement ce manque d’expe´riences. Lorsqu’un calcul en
temps re´el (temps CPU tre`s petit devant le temps physique) n’est pas re´alisable, il faut
cependant eˆtre capable de simuler ce grand nombre de situations dans un temps raison-
nable (ordre de la journe´e). Ces simulations diffe`rent par les conditions aux limites, les
conditions initiales, les termes sources, etc. Eventuellement quelques changements locaux
des he´te´roge´ne´ite´s peuvent avoir lieu. Une me´thode correspondant a` ces crite`res doit donc
fournir une solution assez rapidement, en n’e´tant pas trop gourmande en me´moire, afin
de re´aliser de nombreuses simulations.
Ainsi, la me´thode des e´le´ments finis multie´chelles (MsFEM) de´veloppe´e par Hou
pre´sente des avantages pour ce type d’e´tude. En effet, meˆme si le calcul des fonctions de
base est assez long9, les fonctions de base sont inde´pendantes entre elles. Leur construc-
8”Can these new ideas in multiscale modeling be used to develop techniques that can handle more
general problems ?” publie´e en 2007 dans [40].
9Par exemple en 2D le couˆt des ope´rations est deux fois plus long que celui des e´le´ments finis classique.
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tion peut donc eˆtre effectue´e en paralle`le (voir [60] pour plus de de´tails), et cela re´duit
significativement leur couˆt. Celui-ci peut eˆtre encore re´duit dans le cas d’un proble`me
avec se´paration d’e´chelles. En re´utilisant les fonctions de base, la re´pe´tition de simu-
lations est peu couˆteuse. En effet, cette re´pe´tition re´duit d’autant leur couˆt relatif en
comparaison au couˆt total, et le calcul a` l’e´chelle grossie`re est peu couˆteux.
En s’inspirant de cette me´thode, l’objectif est de formaliser une me´thodologie multi-
e´chelles pour des proble`mes de cate´gorie 3 et de l’appliquer a` des contextes varie´s
repre´sentatifs de proble`mes complexes inspire´s de situations re´elles. Plus pre´cise´ment,
nous proposons :
• la mise en place de la me´thodologie s’appliquant a` des proble`mes multie´chelles
complexes repre´sentatifs de situations re´elles ;
• le de´veloppement de me´thodes nume´riques adapte´es (aux diffe´rents contextes) et
fonde´es sur les meˆmes paradigmes que la me´thodologie multie´chelles, une validation
nume´rique de ces me´thodes, et, en conse´quence, de l’approche globale de la me´tho-
dologie multie´chelles.
Pour cela, la the`se s’articule de la fac¸on suivante : d’abord nous construisons une me´tho-
dologie multie´chelles, puis, pour diffe´rents domaines d’applications, nous de´veloppons et
validons des me´thodes baˆties sur cette me´thodologie.
2.2 Me´thodologie multie´chelles fonde´e sur les e´le´ments finis
multie´chelles
L’inte´reˆt de ce premier chapitre est de poser les fondations d’une me´thodologie
ge´ne´rale. Nous nous inspirons de la me´thode MsFEM de Hou (pour plus de de´tails
voir [44] et section 1.2c), conc¸ue pour des milieux poreux et adapte´e a` de nombreux
contextes, dont l’ide´e est d’effectuer la re´solution en deux e´tapes :
1. des fonctions de base, dites multie´chelles, sont calcule´es localement sur un maillage
suffisament fin pour re´soudre les de´tails des petites e´chelles de taille ε ;
2. ensuite, la solution ve´rifie une e´quation macroscopique dont les cœfficients de´pendent
des fonctions de base multie´chelles. Elle est re´solue par une me´thode de type
e´le´ments finis.
Le nombre de fonctions de base est tre`s infe´rieur au nombre de degre´s de liberte´ ne´cessaire
pour re´soudre l’e´chelle ε, la deuxie`me e´tape est, par conse´quent, peu couˆteuse. Graˆce au
calcul des fonctions de base multie´chelles qui prennent en compte les de´tails, ce type
de me´thode permet d’effectuer des calculs plus complexes qu’une me´thode nume´rique
classique avec un faible temps CPU et peu de besoin en me´moire.
Puisque cette me´thode est base´e sur la the´orie de l’homoge´ne´isation (voir [15]), nous
rappelons tout d’abord quelques re´sultats importants de cette the´orie. Nous de´taillons
le cas de la dimension un, puis distinguons les cas d’un milieu pe´riodique et he´te´roge`ne
ge´ne´ral. Le but de l’homoge´ne´isation est de remplacer un milieu tre`s he´te´roge`ne par
un milieu homoge`ne. Les quantite´s d’homoge´ne´isation permettent d’ame´liorer l’analyse
asymptotique quand la taille de l’he´te´roge´ne´ite´ ε tend vers ze´ro. Nous e´tudions la situa-
tion classique ou` le corps est de´crit dans Ω ( Rd par l’e´quation suivante{ −∇ · (Aε∇uε) = f dans Ω,
uε = 0 sur ∂Ω,
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ou` Aε ∈ M(α, β,Ω) = {A ∈ (L∞(Ω))d×d , αξt.ξ ≤ ξtAξ ≤ βξt.ξ ∀ξ ∈ Rd}, avec ξt le
transpose´ du vecteur ξ. L’homoge´ne´isation consiste a` chercher une e´quation du meˆme
type que celle de uε pour laquelle u∗, dans H10(Ω), serait solution faible. Si la micro-
structure est pe´riodique, la the´orie de l’homoge´ne´isation donne une description macro-
scopique de la limite quand la petite longueur d’e´chelle ε tend vers ze´ro. La limite, quand
ε tend vers ze´ro, est la solution d’un proble`me, dit homoge´ne´ise´, plus simple. Il existe
diffe´rentes me´thodes comme le de´veloppement asymptotique a` deux e´chelles pour un
milieu pe´riodique ou la H-(ou G-)convergence pour un milieu ge´ne´ral.
La solution e´tant une moyenne, l’influence des petites e´chelles des proble`mes multi-
e´chelles n’apparaˆıt pas. Pour cela, en s’inspirant des fonctions tests oscillantes de Tartar
(voir [97]), le but de l’homoge´ne´isation nume´rique est d’obtenir des fluctuations mi-
croscopiques sur la solution homoge´ne´ise´e a` l’aide de fonctions de base oscillantes. La
me´thode MsFEM est une me´thode d’homoge´ne´isation nume´rique ou` les fonctions de
base multie´chelles, contenant l’information microscopique, sont des solutions locales du
proble`me he´te´roge`ne et fournissent les cœfficients de l’e´quation homoge´ne´ise´e. L’e´qua-
tion homoge´ne´ise´e est ensuite re´solue par la me´thode des e´le´ments finis en remplac¸ant
les fonctions e´le´ments finis Q1 par les fonctions de base multie´chelles. Dans le cas ou`
les conditions aux limites des fonctions de base sont line´aires, nous notons la me´thode
MsFEM-L. Ces conditions e´tant artificielles, elles ne refle`tent pas le caracte`re he´te´roge`ne
du proble`me. Ceci ge´ne`re des arte´facts nume´riques. Hou a propose´ une ame´lioration,
appele´e oversampling (voir [60]). Nous notons cette me´thode MsFEM-OS.
Nous de´gageons ensuite des ide´es pour une me´thodologie multie´chelles ge´ne´rale en-
globant MsFEM. Nous souhaitons trouver une solution approche´e uε dans Xε de u dans
X, avec Xε un espace fonctionnel de (grande) dimension finie. Le proble`me approche´
s’e´crit Lεuε = f ε. Le de´fit est de se ramener a` un proble`me dans un espace de plus petite
dimension, inde´pendante de ε, tout en pre´servant les informations de taille ε. L’ide´e est
donc de choisir un sous-espace X0 de petite dimension, engendre´ par des profils de so-
lutions {Φi}i qui contiennent les informations a` l’e´chelle ε. En de´composant le domaine
spatial Ω ( Rd a` l’aide d’un maillage compose´s de cellules, note´es K, de taille H et l’in-
tervalle de temps par des intervalles note´s [tn; tn+1], une me´thode multie´chelles cherche
successivement :
• la base multie´chelles de X0 dont les e´le´ments Φi sont solutions de :
LΦΦi = 0 dans [tn; tn+1]×K,
Φi|∂K(t, x) = g
i
K(t, x) sur [tn; tn+1]× ∂K,
Φi|t=tn = g
0
K dans {tn} ×K,
ou` les conditions aux limites giK , ainsi que les conditions initiales g
0
K sont a` choisir ;
• l’inconnue u0 comme solution du proble`me macroscopique :
L0u0 = f 0.
Ge´ne´ralement les cœfficients de LΦ sont ceux de Lε restreint a` [tn; tn+1]×K. La condition
initiale g0K et les conditions aux limites g
i
K sont classiquement de´finis comme e´le´ments
d’un espace XH de meˆme dimension que celle de X
0, mais ne prenant pas en compte
les he´te´roge´ne´ite´s du proble`me, elles peuvent par exemple eˆtre e´gales des fonctions de
base e´le´ment fini sur le maillage de taille H. Pour calculer les cœfficients de l’ope´rateur
(line´aire) L0, le terme Lεuε est projete´ sur l’espace X0 engendre´ par la base multie´chelles.
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Afin de re´cupe´rer l’information a` l’e´chelle microscopique, la solution u0 =
∑
i uiΦ
i dans
X0 est ensuite reconstruite dans Xε. Pour un milieu pe´riodique, il est possible de le faire
en cherchant le de´veloppement asymptotique de uε dont u0 est le premier terme. Pour
un milieu non pe´riodique, cette reconstruction peut s’e´crire :
uε =
∑
i
ui
(∑
α
Φiαψ
α
)
,
ou` ψα de´signe un e´le´ment de la base de l’espace Xε (de grande dimension), par exemple
une fonction e´le´ment fini Q1 sur un maillage fin (maillage sur lequel les fonctions Φi
sont calcule´es) de taille h. La me´thodologie, inspire´e du point de vue MsFEM peut eˆtre
utilise´e pour des proble`mes tre`s ge´ne´raux (milieu continu, discret, he´te´roge´ne´ite´s non
pe´riodiques, etc.). Dans cette me´thodologie, MsFEM est de´compose´e en deux e´tapes :
1. des solutions mode`les (fonctions de base multie´chelles), sont calcule´es localement
sur un maillage suffisament fin pour re´soudre les de´tails de taille ε ;
2. ensuite, la solution est cherche´e dans la base des solutions mode`les.
Xε
Ru0 ≈ uε Lεuε = f ε
Lu = f
form
e dis
cre´t
ise´e
X0
u0 L0u0 = f 0
R Π
re´solution
Fig. 2 – Sche´ma de la me´thodologie multie´chelles. Le point de de´part est un proble`me
discre´tise´ de Lu = f , dans Xε (de grande dimension). Il est projete´ par l’ope´rateur
Π. Le proble`me obtenu dans un espace X0 de petite dimension est ensuite re´solu, puis
l’ope´rateur R permet de reconstruire la solution sur l’espace Xε.
Cette me´thodologie est donc de´crite de la fac¸on suivante (voir le sche´ma Fig. 2) :
1. le proble`me approche´ Lεuε = f ε est projete´ par l’ope´rateur Π ;
2. le proble`me obtenu dans un espace X0 de petite dimension est ensuite re´solu ;
3. enfin, l’ope´rateur R permet de reconstruire la solution sur l’espace Xε.
2.3 Me´thode multie´chelles pour la simulation de fissures
Dans un premier chapitre d’application, nous nous inte´ressons au contexte de simu-
lation de fissures en me´canique des solides. Une fissure est un de´faut d’un mate´riau de
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taille extreˆmement petite : l’e´paisseur de la fissure est ne´gligeable devant la longueur du
mate´riau. Cependant, son effet est non ne´gligeable puisque la propagation de la fissure
peut mener a` la cassure. Il s’agit donc d’un proble`me multie´chelles de cate´gorie 2 pour
une unique fissure.
La simulation d’une fissure est ge´ne´ralement re´alise´e avec succe`s par des me´thodes
de type XFEM (voir [79]), ce qui n’est plus le cas en conside´rant des proble`mes plus
complexes : beaucoup de fissures dispose´es non re´gulie`rement qui se croisent, d’e´paisseurs
diffe´rentes, etc. Dans ce cas, le proble`me devient de cate´gorie 3. Il est alors impossible
de re´soudre efficacement un mode`le microscopique dans tout le domaine. De plus, un des
inte´reˆts est de pouvoir re´aliser de nombreuses simulations de fac¸on rapide. Le proble`me
e´tant de nature multie´chelles, ces difficulte´s peuvent se re´soudre graˆce a` une me´thode
multie´chelles adapte´e. Nous appliquons alors, a` ce contexte, la me´thodologie multie´chelles
de´crite pre´ce´demment. Nous choisissons de re´soudre ce proble`me par une me´thode de type
multie´chelles : la me´thode des e´le´ments finis multie´chelles (MsFEM) de´veloppe´e par Hou
et jamais utilise´e dans ce contexte.
Pour mode´liser ce proble`me, nous partons de l’e´quation stationnaire associe´e a` l’e´-
quation du mouvement donne´e par la loi fondamentale de la dynamique, et de la loi
du comportement d’un milieu e´lastique homoge`ne isotrope (la loi de Hooke) donnant le
tenseur des contraintes :
σ = λ tr (σ˜) I + 2µσ˜,
ou` tr est la trace, I est le tenseur identite´, les cœfficients λ et µ sont les cœfficients de
Lame´, σ˜ est le tenseur des de´formations line´arise´ :
σ˜i,j =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
,
ou` u est le de´placement. Nous conside´rons ainsi une e´quation de Navier de l’e´lasticite´
pour le champ des de´placements du mate´riau. En se restreignant au cas de la dimension
deux et a` un chargement monodimensionnel f , puis en ne´gligeant le rotationnel de u,
nous obtenons une e´quation elliptique du second ordre a` re´soudre :
−∇ ·
(
ν
−→∇u
)
= f,
avec u le de´placement (dans la meˆme direction que f) et
ν =
{
1 en dehors de la fissure,
δ a` l’inte´rieur de la fissure,
ou` δ est un parame`tre tre`s petit (δ  1).
Les fonctions de base multie´chelles (solutions mode`les) sont solutions de l’e´quation
pre´ce´dente sur une cellule grossie`re et soumises aux conditions aux limites :
1. line´aires pour MsFEM-L ;
2. e´gale a` une combinaison line´aire de fonctions de base interme´diaires pour MsFEM-
OS.
Les conditions aux limites artificielles line´aires sont impose´es et ne sont pas donne´es par la
physique. Comme l’a de´ja` observe´ Hou (voir [59]), elles ge´ne`rent des arte´facts nume´riques
sur la solution approche´e. Le principe de MsFEM-OS est d’e´loigner les conditions aux
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x x
Fig. 3 – Solutions nume´riques pour la simulation d’une fissure (y ∈ [0.47375; 0.475])
observe´es sur la tranche (y ∈ [0.46; 0.49]). A gauche : avec MsFEM-L — A droite : avec
MsFEM-OS.
limites artificielles afin de limiter leur influence. Des fonctions de base interme´diaires ϕm
sont calcule´es comme solutions de l’e´quation localement sur un volume de controˆle K˜,
plus grand que K (voir Fig. 4, page 16). Pour chaque fonction Φi a` de´terminer dans K, il
y a autant de sommets de K que de fonctions de base interme´diaires associe´es a` calculer.
La fonction multie´chelles Φi est ensuite construite comme une combinaison line´aire des
fonctions ϕm ve´rifiant la condition10 :
Φi(xj) = δi,j.
Des simulations nume´riques, a` l’aide de notre code 2D en maillage carte´sien, montrent
la pertinence de cette nouvelle approche au contexte. Elles sont re´alise´es avec plusieurs
chargements (line´aire et oscillant), des conditions aux limites de Dirichlet homoge`nes
(traction pure) et de Neumann (de´placement pur). Les erreurs relatives en normes L1,L2
et L∞ sont plus petites lorsque les fonctions de base multie´chelles sont calcule´es a` l’aide
de MsFEM-OS. Les solutions obtenues par MsFEM-L et MsFEM-OS sont nettement
diffe´rentes, comme le montre une coupe autour de la fissure sur la figure Fig. 3. En outre,
sur une coupe 1D, nous observons que l’influence de la fissure sur les bords des cellules du
maillage a disparu avec MsFEM-L, alors que ce n’est pas le cas dans une coupe au centre
d’une cellule. L’apport de MsFEM-OS, donc de l’influence des conditions aux limites
dans le calcul des fonctions de base, est non ne´gligeable. Cette influence est observe´e en
visualisant les fonctions de base. Les re´sultats confirment les ame´liorations apporte´es en
e´loignant les conditions aux limites artificielles et valident l’approche multie´chelles dans
ce contexte.
2.4 Etude d’un proble`me de diffusion en milieu urbain
Nous nous inte´ressons ensuite a` la propagation d’un polluant en milieu urbain dans
les deux chapitres suivants : le premier concerne l’e´tude the´orique et le second l’e´tude
nume´rique en dimension deux. En particulier, dans le cadre d’un projet avec la direction
ge´ne´rale de l’armement (DGA) de Grammat, nous nous sommes focalise´s sur la capacite´
10En maillage carte´sien, nous contruisons quatre fonctions ϕm et la fonction Φi ve´rifie quatre condi-
tions.
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a` simuler en temps re´el une situation de crise dans l’hypothe`se d’un attentat terroriste
utilisant une bombe sale ou d’un accident industriel. Le milieu urbain est un milieu
he´te´roge`ne, non ne´cessairement pe´riodique. Ses he´te´roge´ne´ite´s sont les obstacles (les pe-
tites e´chelles) qui influencent la diffusion d’un polluant. Lors d’une situation de crise, le
but est de calculer en temps re´el et de manie`re pre´cise l’e´volution de la concentration
d’un polluant dans la zone urbaine. La pre´cision est fondamentale, puisque des erreurs,
meˆme locales peuvent mener a` de mauvaises de´cisions, entrainant de graves conse´quences
(morts, intoxications). Cependant, il est inenvisageable de re´aliser des simulations sur un
maillage fin : un calcul en temps re´el contraint la re´solution a` une e´chelle tre`s grossie`re.
Il s’agit d’un proble`me multie´chelles de cate´gorie 3, car les obstacles sont fixes, non
pe´riodiques et de diffe´rentes tailles.
Les e´tudes re´alise´es jusqu’a` pre´sent concernent une petite zone urbaine (voir [87, 20]).
Pour aborder ce proble`me, nous appliquons la me´thodologie qui permet de re´soudre
l’e´chelle fine en temps re´el. En effet, l’e´chelle fine est re´solue graˆce a` la pre´cision des
solutions mode`les (choix de l’espace X0) et le calcul est re´alise´ en temps re´el car la
premie`re e´tape (construction de X0) est de fait un pre´calcul et la re´solution sur X0 est
rapide. En particulier, nous utilisons la me´thode des e´le´ments finis multie´chelles. Nous
remarquons que MsFEM-OS ne peut eˆtre utilise´e en l’e´tat dans ce contexte, duˆ a` la
pre´sence d’obstacles. En conse´quence, nous proposons plusieurs techniques, inspire´es de
MsFEM-OS, pour ame´liorer les conditions aux limites line´aires, donc le choix de l’espace
X0, au milieu urbain. De plus, nous utilisons la me´thode de pe´nalisation (voir [7]) qui nous
permet de prendre en compte les obstacles de la ville. Il est alors possible de s’affranchir
de l’utilisation d’un maillage non structure´ qui devrait suivre la ge´ome´trie de la ville ;
maillage difficile a` construire et a` manipuler, en particulier en 3D et dans une situation
en temps re´el. Celle-ci est alors couple´e avec la me´thode multie´chelles et simplifie le
proble`me a` re´soudre. Ce couplage permet aussi d’adapter la me´thode MsFEM-OS au
contexte.
La mode´lisation mathe´matique de ce proble`me peut se faire de fac¸on simplifie´e (voir
[58]) par une e´quation aux de´rive´es partielles instationnaire de convection-diffusion sur un
domaine note´ Ωε (domaine a` trous ne contenant pas les obstacles). Nous nous inte´ressons
en particulier au cas de la re´solution du proble`me de diffusion suivant :{
−∇ · (νε−→∇uε) = f ε dans Ωε,
uε|∂Ω = g
ε sur ∂Ωε,
ou` uε est la concentration, f ε est la source (ou le puit), gε est la condition aux limites et
νε est la diffusion. Ceci permet de voir comment est pris en compte la morphologie de
la ville. La condition aux limites gε est prise nulle au bord des obstacles afin d’e´viter la
pe´ne´tration a` l’inte´rieur d’eux. Nous e´tudions le couplage de MsFEM avec une me´thode
de pe´nalisation, agre´mente´ des nouvelles techniques pour adapter les conditions aux
limites. La me´thode de pe´nalisation consiste en l’ajout, dans l’e´quation de diffusion, d’un
terme d’absorption σu, ou` σ, appele´e fonction de pe´nalisation, est non nulle a` l’inte´rieur
des obstacles. La nouvelle e´quation e´tant de´finie sur le domaine Ω incluant les obstacles,
les cœfficients sont a` de´finir a` l’inte´rieur de ceux-ci (dans Ω \Ωε). Pour u de´fini dans Ω,
notre mode`le devient : {
−∇ · (ν−→∇u) + σu = f dans Ω,
u|∂Ω = g sur ∂Ω,
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avec les cœfficients suivants :
ν =
{
νε dans Ωε,
νε
δ
dans Ω \ Ωε, f =
{
f ε dans Ωε,
0 dans Ω \ Ωε, σ =
 0 dans Ωε,νε
δL2A
dans Ω \ Ωε,
ou` LA de´signe la longueur caracte´ristique d’absorption et δ est un parame`tre. La condi-
tion aux limites est de´finie par g = gε|∂Ω. L’analyse montre que ce terme d’absorption σu
garantie la nullite´ de la solution au bord des obstacles, puisque
u −→
δ→0
0 sur ∂ (Ω \ Ωε) .
En outre, en dimension un, nous obtenons au bord d’un obstacle u = O(δ). Ce nou-
veau mode`le est une bonne approximation du premier. L’e´tape suivante est le calcul des
fonctions de base multie´chelles, solutions du proble`me pre´ce´dent dans une zone locale.
Autrement dit, la fonction Φi, centre´e au nœud (grossier) xi, est solution de :{
−∇ · (ν−→∇Φi) + σΦi = 0 dans K,
Φi|∂K = gK sur ∂K,
ou` K est une cellule grossie`re dont xi est un sommet, et gK est la donne´e des conditions
aux limites.
Il reste ensuite a` de´terminer les parame`tres LA, δ de la me´thode de pe´nalisation et les
conditions aux limites gK pour les fonctions de base multie´chelles. La valeur de LA est une
donne´e physique et est de l’ordre de ε. Une analyse nume´rique nous permet de de´terminer
le parame`tre de pe´nalisation δ : il est de l’ordre de la taille h du maillage fin (maillage
sur lequel les fonctions de base sont calcule´es). Les fonctions de base sont calcule´es en
utilisant MsFEM-L, MsFEM-OS, mais aussi deux nouvelles ide´es d’ame´liorations des
conditions aux limites :
1. En s’inspirant de MsFEM-OS, l’ide´e est d’utiliser une matrice toujours inversible
lors du passage des fonctions de base interme´diaires aux fonctions de base multi-
e´chelles. Pour cela, la matrice A donnant la combinaison line´aire des fonctions de
base interme´diaires telle que Φi(xj) = δi,j est remplace´e par Â. Cette nouvelle
matrice est de´finie par
Âi,j = Ψ˜j(xi),
ou` Ψ˜j est la fonction Q1 dans K˜ centre´e au sommet x˜j de K˜ (voir figure Fig. 4(a),
page 16). Dans le cas ou` les cœfficients de l’e´quation sont constants dans K, Â
est e´gale a` A. Le calcul des fonctions de base interme´diaires est identique a` celui
de MsFEM-OS et Φi est alors une fonction Q1 dans K. Cette technique est note´e
MsFEM-Hcentree.
2. Une autre ide´e pour le calcul des fonctions de base multie´chelles est de remplacer
la combinaison line´aire des fonctions de base interme´diaires par une homothe´tie.
Une seule fonction de base interme´diaire est alors ne´cessaire ici. Cette homothe´tie
est de´finie, pour tout x dans K, par :
Φi(x) =
ϕi(x)
Ψ˜i(xi)
.
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De plus, le volume K˜ est construit comme sur la figure Fig. 4(b) (page 16), en
e´loignant seulement les areˆtes oppose´es au nœud xi afin d’obtenir a` une constante
multiplicative pre`s, Φi(xj) = δi,j. Il s’agit encore de retrouver pour Φ
i une fonc-
tion Q1 dans K en l’absence d’obstacle. Cette technique par homothe´tie est note´e
MsFEM-H.
K
xi K˜
x˜i
K
K˜
xi
(a) (b) (c)
Fig. 4 – Calcul des fonctions de base : — (a) Construction du volume K˜ pour MsFEM-
OS et MsFEM-Hcentree — (b) Construction du volume K˜ pour MsFEM-H — (c)
Exemple de fonction de base obtenue avec MsFEM-OS ou` l’obstacle est bien pris en
compte.
Nous montrons ensuite que la me´thode converge lorsque la taille du maillage diminue.
Soit le proble`me en dimension un :
trouver u : Ω→ R telle que
{
Lu = −(νu′)′ + σu = f,
u|∂Ω = 0,
ou` la fonction f ∈ L2(Ω) est donne´e. Nous supposons que les cœfficients ν et σ appar-
tiennent a` L∞(Ω) et ve´rifient les conditions ν(x) ≥ νmin > 0 et σ(x) ≥ σmin ≥ 0 pour
tout x dans Ω. Notons H la taille du maillage grossier.
The´ore`me 1. La solution de Galerkin uε ve´rifie l’estimation d’erreur
||u− uε||E ≤ 1
pi
√
νmin
H||f ||L2(Ω) + inf
vh∈Xε
||u− vh||E,
ou` ||·||E de´signe la norme e´nergie dans H10(Ω), de´finie par ||v||2E =
∫
Ω
ν (v′)2 dx+
∫
Ω
σv2dx.
Nous donnons e´galement quelques e´le´ments pour re´soudre l’e´quation de convection-
diffusion instationnaire dans le contexte de la propagation d’un polluant en milieu ur-
bain :
• l’ajout du terme temporel se fait de manie`re relativement facile : il suffit alors de
discre´tiser avec un sche´ma d’Euler, ou de Crank-Nicolson ;
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• l’ajout de la convection est plus de´licat :
– une convection dominante entraˆıne un proble`me de stabilite´ de la me´thode
nume´rique : des techniques de stabilisation (voir [64]) sont alors ne´cessaires,
– les valeurs du champ de convection ne sont connues qu’en peu de points (stations
me´te´o), il faut donc se donner un mode`le afin de le calculer inte´gralement. Ceci
peut se faire en de´couplant les composantes et en utilisant les meˆmes fonctions
de base que pre´ce´demment. Ce faisant, le champ de convection n’est pas qualita-
tivement repre´sentatif du vent ; il n’y a, par exemple, pas de contournement des
obstacles. Pour coupler les composantes du champ de convection, il faut ajou-
ter une condition supple´mentaire comme la divergence nulle, ce qui demande la
construction de fonctions de base multie´chelles a` divergence nulle.
Enfin, une validation nume´rique en deux dimensions (spatiales) du couplage MsFEM-
Pe´nalisation sur l’e´quation elliptique dans un milieu urbain est re´alise´e. Ce couplage est
teste´ tout d’abord dans des cas acade´miques ; avec des cœfficients oscillants pe´riodi-
quement, puis des cœfficients repre´sentants une ville ge´ne´re´e ale´atoirement. Ces tests
fournissent une e´tude exhaustive du couplage pour diffe´rentes me´thodes de construction
de l’espace X0 (calcul des fonctions de base) : choix de de´termination des conditions
aux limites et choix des ope´rateurs proble`me local, ainsi que le choix des ope´rateurs
du proble`me global (re´solution dans X0). Une solution de re´fe´rence est calcule´e par la
me´thode des e´le´ments finis Q1 pour chaque test sur le maillage le plus fin. Pour ces tests,
la comparaison des diffe´rentes solutions est re´alise´e en :
1. calculant les erreurs relatives Ep et Fp de´finies par :
Ep (u
num) =
||unum − uref||p
||uref||p , Fp (u
num
H ) =
||unumH − unumH/2 ||p
||unumH/2 ||p
,
ou` unumH est la solution nume´rique MsFEM calcule´e avec un maillage grossier de
taille H, ||.||p est la norme dans l’espace Lp et uref est une solution de re´fe´rence11 ;
2. visualisant la solution globale, sur un zoom de celle-ci, ainsi que sur une coupe 1D
dans une partie du domaine.
Dans le premier test (cœfficients oscillants), les re´sultats obtenus en utilisant MsFEM-
OS et MsFEM-Hcentree sont satisfaisants, ce qui n’est pas le cas de ceux obtenus par
MsFEM-H et MsFEM-L. Dans le second test (ville virtuelle), les re´sultats les plus sa-
tisfaisants sont obtenus avec l’utilisation de MsFEM-OS et MsFEM-H. Dans ce cas, la
me´thode MsFEM-Hcentree n’est plus aussi bien adapte´e. Graˆce au couplage, MsFEM-
OS peut donc eˆtre utilise´e et donne encore de meilleurs re´sultats que ceux obtenus avec
MsFEM-L dans les deux cas tests.
Finalement, une simulation en situation est propose´e sur une zone urbaine autour de
l’ae´roport de Toulouse-Blagnac. Elle est re´alise´e en utilisant les me´thodes de´termine´es,
par les tests pre´ce´dents, comme e´tant les plus adapte´es au contexte urbain, ainsi que la
me´thode classique MsFEM-L. Les me´thodes MsFEM-L et MsFEM-H sont utilise´es avec
et sans le couplage. Les re´sultats obtenus, sur la figure Fig. 5 par exemple, montrent
que ces calculs sont re´alisables sur un cas re´el. De plus, nous observons qu’en utilisant
MsFEM-H (avec ou sans pe´nalisation) les re´sultats restent satisfaisants. Il en est de
meˆme de ceux obtenus par MsFEM-OS avec pe´nalisation.
11Cette solution est calcule´e a` l’aide des e´le´ments finis standard sur le maillage fin.
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Fig. 5 – Simulation de la diffusion d’un polluant dans une zone urbaine re´elle. — A
gauche : la photo de l’ae´roport. — A droite : la solution calcule´e par MsFEM-H avec
pe´nalisation sur le maillage grossier 60× 32. Les de´tails les plus fins, de l’ordre du me`tre
carre´, sont re´solus par la me´thode nume´rique, bien que les mailles grossie`res aient une
taille de 23 me`tres sur 20 me`tres.
Ces simulations re´ve`lent l’apport de MsFEM-OS lorsque la me´thode est couple´e avec
la pe´nalisation ainsi que l’inte´reˆt de MsFEM-H dans un contexte urbain. En outre, le
temps de calcul ne´cessaire avec les me´thodes multie´chelles utilise´es dans ce chapitre est
ne´gligeable par rapport au temps ne´cessaire pour un calcul avec la me´thode des e´le´ments
finis Q1 sur le maillage le plus fin : le calcul en temps re´el est donc re´alisable par ces
me´thodes multie´chelles.
2.5 Me´thode multie´chelles pour un mode`le discret de re´seaux
e´lectriques
Nous nous inte´ressons ensuite a` des proble`mes multie´chelles dans des milieux dis-
crets. Un exemple de proble`me multie´chelles de cate´gorie 3 dans un domaine discret
est la simulation d’un re´seau e´lectrique ayant de nombreux de composants. L’objectif
est de simuler son comportement en terme d’intensite´ et de tension en tout point. Il
s’agit d’un proble`me multie´chelles ou` la pre´cision en chaque point est importante. En
effet, un proble`me en un point peut couper le courant dans tout le re´seau (exemple :
disjoncteur) ou encore si une connexion est change´e, le comportement du courant peut
eˆtre comple`tement modifie´ lui aussi. Les petites e´chelles ont donc une influence non
ne´gligeable sur les grandes. Un composant pouvant eˆtre relie´ a` un nombre arbitraire de
composants, ce proble`me est de cate´gorie 3.
Il s’agit alors de proposer une me´thode multie´chelles base´e sur la me´thodologie du
premier chapitre. Dans ce contexte, il n’y a pas de proble`me de rapidite´ de calcul mais
plutoˆt de complexite´ du domaine, celui-ci ayant un tre`s grand nombre de composants
a` traiter. Afin de re´aliser un grand nombre de simulations, une me´thode multie´chelles
s’ave`re utile. A partir de la me´thodologie, nous de´veloppons une me´thode multie´chelles
utilisable dans un domaine discret.
Le re´seau est repre´sente´ par un graphe (voir [28]) compose´ de nœuds et de branches
connectant les nœuds entre eux. Ce graphe est oriente´ car le courant ne passe que dans
un sens. Les lois de Kirchoff (de tension et de courant) et la loi d’Ohms ge´ne´ralise´e four-
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nissent les e´quations re´gissant le comportement du re´seau (voir [85]). Elles s’interpre`tent
en un syste`me line´aire, d’inconnue le vecteur V des potentiels aux nœuds, et de source
AJ :
Y V = AJ,
avec A la matrice indiquant le sens du courant, J le vecteur des courants sources et Y
la matrice d’admittance qui prend en compte les caracte´ristiques des composants. La
tension s’exprime en fonction des potentiels, puis l’intensite´ en fonction de la tension.
Nous remarquons que, comme il s’agit d’un re´seau ferme´ (pour que le courant passe), il
n’y a pas de conditions aux limites. Nous cherchons une approximation V ε dans Xε = CNε
de V , ou` N ε est le nombre de nœuds du graphe. Le syste`me line´aire que ve´rifie V est de
la taille du re´seau, donc potentiellement tre`s grand.
Une me´thode multie´chelles permet alors de re´duire la taille d’un tel syste`me en
de´composant le graphe du re´seau en sous-graphes. Ces sous-graphes sont relie´s entre
eux a` l’aide de certains nœuds, appele´s portes. Les solutions mode`les sont calcule´es lo-
calement a` un sous-graphe. Dans ce contexte, il s’agit de vecteurs de base multie´chelles.
Le vecteur de base Φi est solution du syste`me pre´ce´dent restreint a` un sous-graphe Gk,
dont xi est une de ses portes. Il est soumis aux conditions aux limites suivantes :
Φi(xj) = δi,j,
ou` xj est une porte de Gk. La notation Φi(xj) signifie la αie`me composante dans la base
canonique de Xε, ou` la porte xj est en fait
12 le nœud xα. Nous cherchons ensuite V
0 dans
l’espace X0 ⊆ CN0 (N0 est le nombre total de portes) engendre´ par les vecteurs de base
{Φi}i. Ce vecteur est solution du syste`me suivant :
Y 0V 0 = J0,
avec Y 0 ∈ CN0×N0 et J0 = ∑i JiΦi ∈ X0 de´finis par
Y 0i,j =< YR
(
Φj
)
,R
(
Φi
)
>Xε,Xε , et Ji =< AJ,R
(
Φi
)
>Xε,Xε ,
ou` R (Φi) est le vecteur Φi ∈ X0 exprime´ dans la base de Xε. Lors de la troisie`me e´tape,
par un changement de base, le vecteur V 0, de´fini dans la base de X0, est exprime´ dans
la base de Xε a` l’aide des vecteurs de base multie´chelles :
V ε = R
(
V 0
)
=
N0∑
i=1
ViR
(
Φi
) ∈ Xε,
ou` les Vi sont les composantes de V
0 dans la base {Φi}i.
Graˆce a` une me´thode multie´chelles il est possible de simuler des graphes tre`s com-
plexes et, par un changement de conditions de simulation, il est possible de pre´dire le
comportement d’un grand nombre de situations en un temps court. De plus, le com-
portement du re´seau apre`s diffe´rentes reconnexions peut eˆtre e´tudie´ : par exemple, une
comparaison de solutions apre`s plusieurs simulations permet d’observer la re´action d’un
graphe a` l’ajout et/ou la suppression de composants.
12Une porte est avant tout un nœud du graphe.
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2.6 Re´seaux de distribution : mode´lisation et me´thode multi-
e´chelles
Les re´seaux de distribution de biens et leurs inte´ractions fournissent un deuxie`me
contexte discret d’application de me´thodes multie´chelles. L’objectif ici est de mode´liser
les stocks de diffe´rents produits (matie`res premie`res par exemple) e´change´s dans un
re´seau au niveau plane´taire. Les e´changes sont multiples puisqu’il est possible de les
re´aliser entre deux re´gions quelconques (ge´ographiquement proche ou pas). Les points et
les liens a` conside´rer sont alors tre`s nombreux. De plus, les flux des produits au travers
du re´seau s’influencent mutuellement : par exemple, l’utilisation du fioul peut servir
a` produire de l’e´lectricite´, et re´ciproquement cette dernie`re sert a` extraire le pe´trole.
Nous sommes donc amene´s a` conside´rer un domaine potentiellement tre`s grand. Il s’agit
d’un proble`me multie´chelles, car en ne´gligeant un producteur ou un consommateur, le
comportement global du re´seau peut s’ave´ver totalement diffe´rent. De meˆme que pour le
cas des re´seaux e´lectriques, il s’agit d’un proble`me multie´chelles de cate´gorie 3, puisque
ce re´seau n’est pas une chaˆıne mais un graphe non coplanaire.
La distribution de produits est ge´ne´ralement mode´lise´e a` l’aide d’une chaˆıne de pro-
duction, avec, e´ventuellement, deux machines traitant simultane´ment deux parties d’un
meˆme produit (voir [33, 6, 13, 55]). Ici, la distribution de produits est un re´seau ou` chaque
e´change, bidirectionnel, se fait pour plusieurs produits, entre deux zones quelconques. Le
comportement d’un re´seau de distribution n’est pas issu de principes physiques ; il s’agit,
par conse´quent, dans ce chapitre, de proposer une mode´lisation d’un re´seau de distribu-
tion de biens, ainsi qu’une me´thode multie´chelles qui permet de simuler efficacement de
grands re´seaux de distribution de biens et d’ite´rer les simulations.
Mode´lisation. Le re´seau est mode´lise´ par un graphe non oriente´ (e´changes bidirec-
tionnels) sans boucle. Ce proble`me est mode´lise´ pour chaque produit p par une e´quation
instationnaire de´crivant l’e´volution du stock disponible ρpα en chaque point (re´gion) xα du
globe. Pour chaque produit, un graphe est normalement associe´13, mais nous conside´rons
ici un unique graphe qui est l’union de tous ces graphes. Notons ρ le vecteur des stocks ρpα.
Ce vecteur satisfait, sur un domaine tre`s grand, le syste`me d’e´quations couple´es suivant :
dρ
dt
= Q+ (ρ)−Q− (ρ) + Π (ρ)− c (ρ) , (1)
ou` Q+ (respectivement Q−) est la quantite´ totale de produit entrante (respectivement
sortante), Π est la production et c est la consommation. Les de´pendances par rapport
aux parame`tres sont implicites. Les termes de couplage sont les consommations et les
productions, par exemple la production Π est compose´e de la production Πe (ρe, ρp, ce)
d’e´lectricite´ de´pendant du stock ρp de fioul, et de la production Πp (ρp, cp) de fioul.
Nous remarquons que si le re´seau repre´sente le re´seau d’e´changes plane´taire, il est ferme´
et il n’y a donc pas de conditions aux limites. La de´termination des flux Q+, Q− se
fait a` travers des variables de controˆles, a` savoir : la capacite´ d’un nœud a` de´livrer un
produit a` ses nœuds voisins, la proportion d’envoi d’un produit d’un nœud a` un autre, la
commande d’un produit d’un nœud a` un autre. Ces variables de´pendent e´videmment du
stock disponible a` chaque instant, mais aussi du temps d’acheminement et de traitement,
13Deux zones ne sont pas connecte´es s’il n’existe pas de moyen d’e´change de produit, ce qui de´pend
entre autre du produit conside´re´.
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de la vitesse de traitement, de la capacite´ maximale de traitement, et de la quantite´
minimale de stock (re´serve souhaite´e).
Me´thode multie´chelles. Une me´thode multie´chelles permet ici de re´duire la taille du
graphe et en conse´quence celle du syste`me. Les e´changes e´tant multiples, les points et
les liens a` conside´rer sont tre`s nombreux. Le principe est le meˆme que pour les re´seaux
e´lectriques ou` le graphe est de´compose´ en sous-graphes sur lesquels les solutions mode`les
sont pre´calcule´es. Ces sous-graphes sont, par exemple, les pays et les portes (nœuds
de connexion entre sous-graphes) sont les re´gions frontalie`res ou (ae´ro)portuaires. Dans
ce contexte, les vecteurs de base (solutions mode`les) de´pendent du temps. En effet, le
vecteur de base Φi s’exprime dans la base de Xε :
R
(
Φi(t)
)
=
∑
α,m
Φiα,mψ
α1]tm−1;tm](t).
Le vecteur Φi.,m =
{
Φiα,m
}
α
, de´fini sur l’intervalle de temps ]tm−1; tm], ve´rifie le syste`me
(1) restreint a` un sous-graphe, soumis aux conditions aux limites suivantes :
Φiα,m = δi,j,
ou` la porte xj est le meˆme point que le nœud xα. Le stock est ensuite calcule´ comme
e´le´ment de l’espace X0, engendre´ par les vecteurs Φi, c’est-a`-dire :
ρ0(t) =
N0∑
i=1
ρi(t)Φ
i(t).
Il ve´rifie le syste`me (1). Nous remarquons que les fonctions de base peuvent eˆtre calcule´es
avec un pas de temps plus grand que celui utilise´ dans le calcul de l’e´volution des stocks.
Le vecteur ρε des stocks dans le re´seau est finalement exprime´ dans Xε comme :
ρε(t) = R
(
ρ0(t)
)
=
N0∑
j=1
ρj(t)R
(
Φj(t)
)
.
Cette me´thode multie´chelles est adapte´e a` la simulation d’un re´seau de distribution de
biens mode´lise´ par le syste`me (1).
3 Synthe`se
Dans cette the`se, nous avons :
• mis en place la me´thodologie multie´chelles s’appliquant a` des proble`mes multi-
e´chelles complexes repre´sentatifs de situations re´elles ;
• de´veloppe´ des me´thodes nume´riques adapte´es (aux diffe´rents contextes) et fonde´es
sur les meˆmes paradigmes que la me´thodologie multie´chelles, puis propose´ une
validation nume´rique des me´thodes, et, en conse´quence, de l’approche globale de
la me´thodologie multie´chelles.
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Plus pre´cise´ment, dans une premie`re partie (premier chapitre), le but e´tait la mise
en place de la me´thodologie multie´chelles ge´ne´rale fonde´e sur les bases de la me´thode
MsFEM (me´thode des e´le´ments finis multie´chelles). Cette me´thodologie multie´chelles
est le socle de cette the`se et a e´te´ teste´e et valide´e dans divers contextes. La partie
suivante (deuxie`me chapitre) traite d’un proble`me de me´canique des solides : la propa-
gation d’une fissure. Le but e´tait de tester et valider nume´riquement la me´thode MsFEM
dans ce contexte. Pour cela, nous avons imple´mente´ la me´thode dans un code 2D pro-
gramme´ en fortran 90. Nous avons ensuite successivement teste´ diffe´rentes variantes de
la me´thode MsFEM sur le cas d’une fissure isole´e de taille caracte´ristique infe´rieure a` la
taille d’une cellule de calcul. Seule la me´thode MsFEM, avec ame´liorations des condi-
tions aux limites pour les fonctions de base multie´chelles, produit des re´sultats satisfai-
sants. Dans une troisie`me partie (troisie`me et quatrie`me chapitres), nous avons utilise´
la me´thodologie multie´chelles en adaptant MsFEM dans le contexte de simulation en
temps re´el de propagation de polluant en milieu urbain. Pour cela, nous avons de´veloppe´
de nouvelles techniques de de´termination des conditions aux limites des fonctions de
base multie´chelles. De plus, nous l’avons couple´e avec une me´thode de pe´nalisation afin
d’adapter MsFEM et permettant de simplifier la prise en compte des obstacles du mi-
lieu. Une e´tude analytique de la convergence des me´thodes nume´riques a e´te´ re´alise´e en
dimension un. Ensuite, une imple´mentation des me´thodes a e´te´ effectue´e dans un code
de simulation 2D. Finalement, par une batterie de cas tests (acade´miques et re´alistes),
nous avons valide´ l’efficacite´ en pre´cision et temps de calcul de la me´thodologie (et des
me´thodes) multie´chelles pour ce contexte. Dans une dernie`re partie, nous avons de´veloppe´
des me´thodes multie´chelles, issues de la me´thodologie, a` des contextes en milieux discrets
a` grand nombre d’inconnues : un re´seau e´lectrique (cinquie`me chapitre) et un re´seau de
distribution de biens (sixie`me chapitre). Nous avons e´tudie´ the´oriquement les mode`les a`
utiliser. Le cas des re´seaux de distribution de biens a ne´cessite´ un travail de mode´lisation.
Nous avons ensuite e´tudie´ la mise en œuvre d’une me´thode multie´chelles pour chacun
des contextes. En outre, nous nous sommes inte´resse´s a` leurs e´volutions envisageables
dans le cadre d’un code ope´rationnel.
Dans cette the`se, nous avons montre´ de manie`re the´orique et nume´rique la pertinence
de la me´thodologie multie´chelles pour divers contextes (en milieu continu et discret).
Chapitre I
Me´thodologie multie´chelles fonde´e
sur les e´le´ments finis multie´chelles
Dans ce chapitre, nous de´veloppons une me´thodologie multie´chelles afin de donner
un cadre ge´ne´ral de me´thodes pour des proble`mes multie´chelles.
Cette me´thodologie est inspire´e de la me´thode des e´le´ments finis multie´chelles (MsFEM)
provenant de la the´orie de l’homoge´ne´isation. L’objectif de cette me´thode est de trouver
une approximation nume´rique de la solution de l’e´quation homoge´ne´ise´e qui re´git le com-
portement macroscopique du milieu e´tudie´. Dans une premie`re section, nous passons en
revue quelques notions d’homoge´ne´isation, avant de de´crire la me´thode des e´le´ments finis
multie´chelles comme me´thode d’homoge´ne´isation nume´rique dans une seconde section.
Enfin, dans une troisie`me section, nous de´crivons la me´thodologie multie´chelles.
1 Notion d’homoge´ne´isation
L’homoge´ne´isation est la the´orie mathe´matique de la moyennisation. Elle a e´te´ in-
troduite par Babuska dans les anne´es 1970 (voir [15]) pour des proble`mes d’inge´nie´rie
nucle´aire. Il a travaille´ dans le contexte d’un milieu pe´riodique comme dans le travail
pre´ce´dent de Sanchez-Palencia (voir [90],[91]) qui conside´rait des mixtures de mate´riaux
montrant une ge´ometrie pe´riodique pour des questions de diffusion ou d’e´lasticite´ line´ari-
se´e.
Le but de l’homoge´ne´isation est de remplacer un milieu tre`s he´te´roge`ne par un milieu
homoge`ne dans lequel les calculs sont plus simples. Les me´thodes d’homoge´ne´isation per-
mettent d’e´tudier le comportement global de corps he´te´roge`nes avec un grand nombre
d’he´te´roge´ne´ite´s dont la taille caracte´ristique est petite par rapport a` la taille caracte´ris-
tique du corps. Le corps est de´crit par une e´quation aux de´rive´es partielles dont les cœffi-
cients oscillent rapidement quand le nombre d’he´te´roge´ne´ite´s devient tre`s grand. Quand
on essaie de re´soudre le proble`me nume´riquement, on a besoin d’utiliser un maillage
tre`s fin pour obtenir une bonne approximation de la solution et ceci est tre`s couˆteux.
En homoge´ne´isation, on souhaite ”moyenner” les he´te´roge´ne´ite´s et e´tudier un proble`me
homoge`ne, avec un mate´riau fictif dont le comportement est e´quivalent dans une certaine
mesure a` celui du proble`me originel, et ceci lorsque le nombre d’he´te´roge´ne´ite´s est tre`s
grand.
Etudions la situation classique ou` le corps est de´crit dans le domaine borne´ Ω ( Rd
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par l’e´quation suivante { −∇ · (Aε∇uε) = f dans Ω,
uε = 0 sur ∂Ω,
(I.1)
ou` Aε ∈ M(α, β,Ω) = {A ∈ (L∞(Ω))d×d , αξt.ξ ≤ ξtAξ ≤ βξt.ξ ∀ξ ∈ Rd} avec ξt le
transpose´ du vecteur ξ. La fonction uε ∈ H10(Ω) est l’unique solution faible du proble`me
aux conditions aux limites (I.1), avec f ∈ L2(Ω). La suite {uε}ε est borne´e dans l’espace
de Banach re´flexif H10(Ω) car, d’apre`s l’ine´galite´ de Poincare´ : ||uε||H1 ≤ C||f ||L2 . On
peut donc extraire une sous-suite convergant faiblement dans H10(Ω) vers une fonction
u∗.
L’homoge´ne´isation consiste a` chercher une e´quation du meˆme type que celle de uε
pour laquelle u∗ ∈ H10(Ω) est solution faible. Autrement dit, elle consiste a` chercher la
matrice A∗ associe´e qui de´crit le milieu homoge`ne (du mate´riau fictif e´quivalent).
1.1 Homoge´ne´isation dans un domaine monodimensionnel
Commenc¸ons par le cas monodimensionnel, c’est-a`-dire pour un domaine borne´ Ω (
R. Nous nous inte´ressons a` l’e´quation suivante : −
d
dx
(
Aε
duε
dx
)
= f dans Ω,
uε|∂Ω = 0,
(I.2)
ou` f ∈ L2 (Ω) et la suite {Aε}ε est borne´e dans L∞ (Ω). Posons
ηε = Aε
duε
dx
.
Comme uε est borne´e dans H10 (Ω), on a
duε
dx
borne´e dans L2(Ω). De plus, comme Aε est
borne´e dans L∞ (Ω), ηε est aussi borne´e dans L2(Ω). Par (I.2), on a aussi f = −dηε
dx
qui
est borne´e dans L2(Ω), d’ou` ηε est borne´e dans H1(Ω). L’injection de H1(Ω) dans L2(Ω)
e´tant compacte, on peut donc extraire une sous-suite convergeant fortement dans L2(Ω).
De plus, H1(Ω) e´tant un espace de Banach re´flexif, on peut donc extraire1 une nouvelle
sous-suite, encore note´e ηε, convergeant faiblement dans H1(Ω), d’ou` :
dηε
dx
⇀
dη
dx
faiblement dans L2(Ω),
et par identification des limites, nous obtenons :
− dη
dx
= f. (I.3)
D’un autre coˆte´, comme uε est borne´e dans H10 (Ω), on peut extraire une sous-suite,
encore note´e uε, telle que :
uε ⇀ u∗ faiblement dans H10(Ω),
1La sous-suite reste borne´e dans H1(Ω).
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d’ou` :
duε
dx
⇀
du∗
dx
faiblement dans L2(Ω),
et
duε
dx
=
1
Aε
Aε
duε
dx
=
1
Aε
ηε ∈ L2(Ω) (I.4)
La suite
1
Aε
e´tant borne´e dans L∞(Ω), on peut extraire une sous-suite qui converge
faiblement* dans L∞(Ω) vers
1
A∗
. Comme ηε converge fortement dans L2(Ω), donc dans
L1(Ω), nous obtenons, en identifiant les limites de (I.4) :
du∗
dx
=
1
A∗
η,
ce qui donne, d’apre`s (I.3), l’e´quation homoge´ne´ise´e :
− d
dx
(
A∗
du∗
dx
)
= f. (I.5)
Dans le cas d’un milieu pe´riodique, c’est-a`-dire si Aε ∈ M(α, β,Ω) est pe´riodique,
e´crivons Aε(x) = A
(
x
ε
)
, avec A(y) > 0 pe´riodique en y, de pe´riode Y . Nous pouvons
alors calculer explicitement le cœfficient homoge´ne´ise´ A∗. En effet, la limite de la suite
1
Aε
est :
1
Aε
⇀
1
|Y |
∫
Y
1
A(y)
dy =
1
A∗
faiblement* dans L∞(Y ),
ou` |Y | est la mesure de la pe´riode Y .
Remarque : Le cœfficient homoge´ne´ise´ A∗ est la moyenne harmonique de A. Il n’est
pas, en ge´ne´ral, e´gal a` la moyenne arithme´tique 1|Y |
∫
Y
A(y)dy.
1.2 Homoge´ne´isation en milieu pe´riodique
L’analyse pre´ce´dente ne peut pas se ge´ne´raliser a` plusieurs dimensions. L’e´tude peut
se faire par des de´veloppements asympotiques a` deux e´chelles dont la justification ri-
goureuse de la convergence s’appuie sur des me´thodes telles que la convergence a` deux
e´chelles (voir [4]) ou les fonctions tests oscillantes (voir [97, 89]). On regarde le proble`me
Lεuε = −∇ · (Aεuε) = f ε ou` Aε(x) = A (x
ε
)
avec A pe´riodique sur le volume Y = [0; 1]d,
cœrcive et f ε ∈ L2 (Ω). On cherche la solution uε de ce proble`me sous la forme d’un
de´veloppement asympotique :
uε(x) =
∑
i≥0
εiui(x,
x
ε
), (I.6)
ou` les fonctions (x, y) 7→ ui(x, y) sont pe´riodiques en y sur Y . L’ope´rateur Lε s’e´crit :
Lε = −
∑
i,j
∂
∂xi
(
Aεi,j (x)
∂
∂xj
)
, (I.7)
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ou` xi de´signe la i
ie`me composante de x dans Ω ⊂ Rd. Remarquons que lorsqu’on diffe´rencie
une fonction ϕˆ(x) = ϕ(x, x
ε
) par rapport a` la variable x, on a :
∂ϕˆ
∂xj
=
∂ϕ
∂xj
+
1
ε
∂ϕ
∂yj
,
ou` y est e´value´ en x
ε
. Nous avons donc, en utilisant la convention des indices re´pe´te´s :
Lεuε = − ∂
∂xi
(
Ai,j(y)
∂
∂xj
∑
i≥0
εiui(x,
x
ε
)
)
− 1
ε
∂
∂yi
(
Ai,j(y)
∂
∂xj
∑
i≥0
εiui(x,
x
ε
)
)
= − ∂
∂xi
(
Ai,j(y)
(
∂u0
∂xj
+
1
ε
∂u0
∂yj
+ ε
∂u1
∂xj
+
∂u1
∂yj
))
−1
ε
∂
∂yi
(
Ai,j(y)
(
∂u0
∂xj
+
1
ε
∂u0
∂yj
+ ε
∂u1
∂xj
+
∂u1
∂yj
+ ε2
∂u2
∂xj
+ ε
∂u2
∂yj
))
+O (ε)
= L3u0 +L
2u1 +L
1u2 +
1
ε
(
L2u0 +L
1u1
)
+
1
ε2
(
L1u0
)
+O (ε) ,
ou` yi de´signe la i
ie`me composante de y dans Y et :
L1 = − ∂
∂yi
(
Ai,j(y)
∂
∂yj
)
,
L2 = − ∂
∂yi
(
Ai,j(y)
∂
∂xj
)
− ∂
∂xi
(
Ai,j(y)
∂
∂yj
)
,
L3 = − ∂
∂xi
(
Ai,j(y)
∂
∂xj
)
.
En identifiant les termes de meˆme puissance en ε, nous obtenons :
L1u0(x, y) = − ∂
∂yi
(
Ai,j(y)
∂
∂yj
u0(x, y)
)
= 0,
L1u1 +L
2u0 = 0, (I.8a)
L1u2 +L
2u1 +L
3u0 = f. (I.8b)
La the´orie des e´quations aux de´rive´es partielles elliptiques du second ordre (voir [53])
implique que u0 est inde´pendante de y, donc u0(x, y) = u
∗(x). Ceci simplifie l’e´quation
(I.8a) pour u1, qui devient :
− ∂
∂yi
(
Ai,j(y)
∂
∂yj
)
u1(x, y) =
(
∂
∂yi
Ai,j(y)
)
∂u∗
∂xj
(x). (I.9)
Nous pouvons interpre´ter cette dernie`re comme une e´quation pour l’inconnue pe´riodique
y 7→ u1(x, y). Par ailleurs, la variable x n’intervient qu’a` travers le facteur ∂u∗∂xj (x), si bien
que, par line´arite´, cette solution peut s’e´crire sous la forme :
u1(x, y) = −
∑
k
χk(y)
∂u∗
∂xk
(x) + u˜1(x). (I.10)
ou` nous avons note´ χk la solution pe´riodique du proble`me suivant :
∂
∂yi
(
Ai,j(y)
∂
∂yj
)
χk(y) = δj,k
∂
∂yi
Ai,j(y) =
∂
∂yi
Ai,k(y). (I.11)
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On peut fixer χk nul au bord de Y ou le prendre de moyenne nulle sur Y pour de´finir
une unique solution, puis fixer u˜1(x) = 0. Finalement, l’e´quation (I.8b) pour u2 devient :
∂
∂yi
(
Ai,j(y)
∂
∂yj
)
u2 = L
2u1 +L
3u∗ − f.
La condition de solvabilite´ pour les e´quations aux de´rive´es partielles elliptiques du second
ordre avec conditions aux limites pe´riodiques (voir [53]) ne´cessite que le membre de droite
L2u1 +L
3u∗ − f soit de moyenne nulle par rapport a` la variable rapide y sur la pe´riode
Y (alternative de Fredho¨lm). Cette condition permet d’obtenir l’e´quation homoge´ne´ise´e
pour u∗ :
− ∂
∂xi
(
A∗i,j
∂
∂xj
)
u∗ = f, (I.12)
ou`
A∗i,j =
(∫
Y
(
Ai,j − Ai,k ∂χ
j
∂yk
)
dy
)
.
En effet,∫
Y
L2u1(x, y)dy = −
∫
Y
∂
∂yi
(
Ai,j(y)
∂u1
∂xj
)
dy −
∫
Y
(
Ai,j(y)
∂2u1
∂yjxi
)
dy
= −
∫
Y
∂
∂yi
(
Ai,j(y)
∂
∂xj
(
−χk ∂u
∗
∂xk
))
dy
−
∫
Y
(
Ai,j(y)
∂2
∂yjxi
(
−χk ∂u
∗
∂xk
))
dy
=
∫
Y
∂
∂yi
(
Ai,j(y)χ
k
) ∂2u∗
∂xjxk
dy +
∫
Y
(
Ai,j(y)
∂
∂yj
χk
∂2u∗
∂xixk
)
dy
= −
∫
Y
Ai,j(y)χ
k(y)
∂
∂yi
(
∂2u∗
∂xjxk
)
dy +
∫
Y
(
Ai,j(y)
∂χk(y)
∂yj
∂2u∗
∂xkxi
)
dy,
a` l’aide d’une inte´gration par parties ou` l’inte´grale sur le bord ∂Y est nulle par pe´riodicite´,
pour la dernie`re e´galite´. Finalement, le premier terme e´tant nul, on obtient :∫
Y
L2u1(x, y)dy =
(∫
Y
Ai,k(y)
∂χj(y)
∂yk
dy
)
∂2u∗
∂xixj
,
et la condition
∫
Y
(
L2u1 +L
3u∗ − f) = 0 devient :
f(x) =
∫
Y
f(x)dy = −
∫
Y
(
Ai,j(y)− Ai,k(y)∂χ
j(y)
∂yk
)
dy
∂2u∗
∂xixj
.
La me´thode de de´veloppement asymptotique a` deux e´chelles est mathe´matiquement
formelle, elle permet de calculer heuristiquement l’e´quation homoge´ne´ise´e (I.12), mais
n’est pas une preuve rigoureuse du processus d’homoge´ne´isation. En effet, le de´veloppe-
ment asymptotique (I.6) de uε n’est pas toujours correct. Par exemple, il n’inclus pas la
possibilite´ de couches limites dans le voisinage de ∂Ω (voir [75]).
Remarque : Cette analyse peut s’appliquer a` d’autres e´quations, comme par exemple a`
−∇ · (Aε (x)∇uε) + a0 (x)uε = f dans [44]. On obtient comme e´quation homoge´ne´ise´e :
− ∂
∂xi
(
A∗i,j
∂
∂xj
)
u∗ +
∫
Y
A0dy u
∗ = f,
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ou` A0(y) = a0(
x
ε
). L’homoge´ne´isation pour des e´quations non line´aires a aussi e´te´ e´tudie´
(voir [84, 44, 50]). Conside´rons par exemple, pour une e´quation de la forme :
−∇ · (Aε(x, uε,−→∇uε)) + Aε0(x, uε,
−→∇uε) = f,
ou` uε ∈ W1,p0 (Ω) et Aε, Aε0 sont des fonctions pe´riodiques par rapport a` la variable
spatiale et satisfaisant certaines hypothe`ses. Il peut eˆtre montre´ que uε converge vers
u∗ ∈W1,p0 (Ω), solution d’un proble`me homoge´ne´ise´ :
−∇ ·
(
A∗(x, u∗,
−→∇u∗)
)
+ A∗0
(
x, u∗,
−→∇u∗
)
= f.
Les cœfficients homoge´ne´ise´s sont de´finis par :
A∗(η, ξ) =
∫
Y
A(y, η, ξ +
−→∇yNη,ξ(y))dy,
et
A∗0(η, ξ) =
∫
Y
A0(y, η, ξ +
−→∇yNη,ξ(y))dy,
ou` Nη,ξ est la solution pe´riodique de moyenne nulle de
−∇ ·
(
A(y, η, ξ +
−→∇yNη,ξ(y))
)
= 0 dans Y.
1.3 Homoge´ne´isation en milieu he´te´roge`ne
Bien qu’introduite pour des milieux pe´riodiques, l’homoge´ne´isation a e´te´ e´tudie´e pour
des milieux he´te´roge`nes ge´ne´raux. Cette ge´ne´ralisation est aborde´e dans cette section.
L’approche pe´riodique, c’est-a`-dire des de´veloppements asympotiques a` deux e´chelles, se
ge´ne´ralise aux cas non pe´riodiques mais il n’y a pas de formule explicite pour A∗. Nous
utilisons plutoˆt la H-convergence introduite par Tartar et Murat (voir [81, 96]). Cette
me´thode ge´ne´ralise la G-convergence (convergence of Green kernels) de Spagnolo et De
Giorgi (voir [94, 34]) dans les anne´es 1960, ou` on identifie la limite faible des solutions.
Soit {Aε}ε une famille de matrices dans M(α, β,Ω). On dit que Aε H-converge vers
A∗ ∈M(α′, β′,Ω), et on note Aε H⇀ A∗, si pour tout f ∈ H−1(Ω) et uε ∈ H10(Ω) solution
de :
−∇ · (Aε−→∇uε) = f dans Ω,
alors on a : {
uε ⇀ u∗ faiblement dans H10(Ω),
Aε
−→∇uε ⇀ A∗−→∇u∗ faiblement dans L2(Ω)d,
ou` u∗ ∈ H10(Ω) satisfait l’e´quation homoge´ne´ise´e
−∇ · (A∗−→∇u∗) = f dans Ω.
Remarque : En un certain sens, la H-convergence de´signe la convergence de l’inverse
des ope´rateurs (−∇· (Aε∇))−1 de H−1(Ω) dans H10(Ω), ou` ces espaces sont munis de leur
topologie faible.
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Lorsque Aε ∈ M(α, β,Ω), ou` Ω ⊆ Rd est un domaine borne´, il existe A∗ dans
M
(
α, β
2
α
,Ω
)
tel que, pour une sous-suite, Aε
H
⇀ A∗. De plus, cette limite est unique.
Excepte´ dans le cas pe´riodique, ce re´sultat abstrait ne donne pas de formule explicite
pour la limite A∗. En fait, le tenseur homoge´ne´ise´ A∗ est de´fini comme la limite au sens
des distributions :
Aε
−→∇ξj ⇀ A∗ej,
ou` {ei}i=1,...,d de´signe la base canonique de Rd et les ξj satisfont
ξj ⇀ ej faiblement dans H
1(Ω),
−∇ · (Aε∇ξj)→ −∇ · (A∗ej) fortement dans H−1(Ω).
Ces fonctions sont appele´es fonctions test oscillantes. De telles fonctions tests oscillantes
ne sont ni explicites (car de´pendent de A∗), ni uniques. On peut les de´finir (voir [5])
comme solutions de :{
−∇ ·
(
Aε
−→∇ξj
)
= −∇ ·
(
A∗
−→∇ej
)
dans Ω,
ξj = ej sur ∂Ω.
(I.14)
Pour les de´tails, on pourra se re´fe´rer a` [97].
Techniquement, la me´thode la plus puissante et ge´ne´rale pour fournir un tel the´ore`me
d’homoge´ne´isation est la me´thode des fonctions tests oscillantes de Tartar. Une autre
me´thode, plus simple mais restreinte au cas pe´riodique, est la convergence a` deux e´chelles
introduites par Nguetseng ([82]) et Allaire ([4]).
Remarque : L’homoge´ne´isation en milieu ale´atoire pour des proble`mes line´aires est
e´galement e´tudie´, notamment dans [19] et [67].
2 Homoge´ne´isation nume´rique
Le but de l’homoge´ne´isation nume´rique est de calculer la re´ponse d’un milieu he´te´ro-
ge`ne de longueur caracte´ristique ε avec un maillage de taille H  ε. On ne se satisfait pas
d’un mode`le homoge´ne´ise´ : on veut aussi obtenir les fluctuations microscopiques. Pour
cela, on utilise des fonctions test oscillantes, ide´e inspire´e par la me´thode introduite juste
au dessus.
2.1 Le principe
Dans le cas pe´riodique, on remarque que l’on a uε(x) ≈ u∗ (x− εχ (x
ε
))
, ou` χ =(
χ1, . . . , χd
)
est le vecteur des solutions de (I.11) et u∗ est la solution du proble`me
homoge´ne´ise´. En effet, d’apre`s (I.6) et (I.10), on a :
uε(x) ≈ u∗(x) + εu1
(
x,
x
ε
)
= u∗(x)− ε
∑
i
χi
(x
ε
) ∂u∗
∂xi
(x) (I.15)
qui est le de´but d’un de´veloppement de Taylor de u∗ en x− εχ (x
ε
)
. On peut donc e´crire
uε ≈ u∗ ◦ ξ ou` ξ(x) = (ξ1(x), . . . , ξd(x)) ≈ x− εχ(x
ε
)
est le vecteur des fonctions tests
30 I. Me´thodologie multie´chelles
oscillantes solutions de (I.14). En se basant sur cette remarque, Allaire et Brizzi (voir
[5]) proposent d’utiliser un maillage grossier et une me´thode e´le´ments finis standard de
degre´ quelconque, puis d’effectuer un changement de variables.
La solution uε peut s’e´crire u∗◦ξ+rε, ou` rε est le reste du de´veloppement qui tend vers
ze´ro quand ε tend vers ze´ro. La re´solution d’une formulation variationelle approche´e de∫
Ω
Aε
−→∇uε.−→∇vdx = ∫
Ω
fvdx ne´cessite le calcul des fonctions tests oscillantes qui ne sont
pas explicites puisque, d’apre`s la de´finition (I.14), elles de´pendent de A∗ qui est inconnue.
Il faut donc introduire une proce´dure d’approximation ade´quate. La fonction u∗ ◦ ξ + rε
est solution du proble`me variationnel que l’on peut e´crire sous la forme suivante :∫
Ω
Aε
−→∇ (u∗ ◦ ξ) .−→∇vdx =
∫
Ω
fvdx−
∫
Ω
Aε
−→∇rε.−→∇vdx ∀v ∈ H10(Ω), (I.16)
ou` le dernie`re inte´grale tend vers ze´ro quand ε tend vers ze´ro. Notons u la solution du
proble`me (I.16) avec rε nul et en utilisant des fonctions tests ade´quates, c’est-a`-dire sous
la forme v◦ξ. Autrement dit, la fonction u est solution du proble`me variationnel suivant :∫
Ω
Aε
−→∇ (u ◦ ξ) .−→∇ (v ◦ ξ) dx =
∫
Ω
f (v ◦ ξ) dx ∀v ∈ H10(Ω). (I.17)
Afin de calculer une approximation uh de u, introduisons une fonction de base oscillante
de´finie par :
Φk(x) = ψk ◦ ξ(x), (I.18)
ou` ψk est une fonction e´le´ment fini, puis cherchons la solution approche´e de u dans
l’espace engendre´ par {Φi}i. Nous divisons Ω en cellules K, puis nous de´finissons ξi
comme solution de :{
−∇ ·
(
Aε
−→∇ξi
)
= −∇ ·
(
A∗K
−→∇ei
)
dans K,
ξi = ei sur ∂K,
(I.19)
ou` A∗K est une approximation locale de A
∗ dans K. L’approximation la plus simple
consiste a` prendre A∗K constante dans K, le membre de droite de l’e´quation pre´ce´dente
e´tant alors nul. Les fonctions tests oscillantes ξi sont calcule´es a` l’aide d’une me´thode
nume´rique standard.
Nous cherchons alors la solution nume´rique approche´e sous la forme uh ◦ ξ ou` ξ =
(ξ1, . . . , ξd) est le vecteur des fonctions tests oscillantes solutions de (I.19). En prenant{
ψk
}
k
les e´le´ments finis de Lagrange, les fonctions de base Φk = ψk ◦ ξ sont telles que :
∇ ·
(
Aε
−→∇Φk
)
=
∑
j
∇ ·
(
Aε
−→∇ξ
) ∂ψk
∂xj
dans K,
et si A∗K est constant dans (I.19), on obtient :
−∇ ·
(
Aε
−→∇Φk
)
= 0 dans K. (I.20)
De plus, comme ξi = ei sur ∂K, les fonctions Φ
k ve´rifient la condition aux limites Φk = ψk
sur ∂K. Finalement, on garde la complexite´ d’un calcul grossier, mais les fonctions de
bases contiennent des oscillations microscopiques. On remarque qu’aucune pe´riodicite´
n’est ne´cessaire pour la mise en œuvre.
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Il est souvent difficile de calculer les cœfficients homoge´ne´ise´s quand le proble`me
(I.11) ne´cessite une discre´tisation tre`s fine. Dans ce cas, les conditions aux limites pour
les cœfficients homoge´ne´ise´s peuvent eˆtre tre`s utiles. Trouver des conditions aux limites
pre´cises de´pendant des he´te´roge´ne´ite´s est une taˆche difficile. Il y a plusieurs travaux dans
la litte´rature ou` les conditions aux limites sont calcule´es et les microstructures optimales
correspondantes sont de´termine´es. En pre´sence de bords fins, on peut e´viter la re´solution
des proble`mes cellules pour le calcul des solutions homoge´ne´ise´s. On se re´fe`re a` [77] et
[30] pour les descriptions de bords varie´s.
En prenant les e´le´ments finis de degre´ un, on retrouve la me´thode MsFEM de Hou
(voir [59]) qui sera de´taille´ dans la suite. La difficulte´ re´side dans l’oscillation des cœffi-
cients de tre`s petite taille, note´e ε. Afin de de´tailler cette me´thode que nous avons choisi
d’utiliser, rappelons tout d’abord la me´thode des e´le´ments finis standard qui est utilise´e
dans MsFEM.
2.2 Me´thode des e´le´ments finis
Soit a` re´soudre l’e´quation aux de´rive´es partielles suivante :
Lu = f dans Ω, (E)
ou` Ω ( Rd est un domaine borne´ re´gulier (d ∈ {1, 2, 3} est la dimension spatiale), L
est un ope´rateur de´fini sur X, avec X ⊆ C (Ω,R). Ecrivons le proble`me (E) sous forme
variationnelle :
trouver u ∈ X, ∀v ∈ X, a(u, v) = l(v). (I.21)
Afin d’obtenir une approximation nume´rique de u, nous remplac¸ons le proble`me varia-
tionnel (I.21) par un proble`me approche´, dans un espace de dimension finie. La me´thode
d’approximation interne du proble`me s’e´crit :
trouver uh ∈ Xh, ∀vh ∈ Xh, a(uh, vh) = l(vh), (I.22)
ou` Xh est un sous-espace de X de dimension N finie.
Afin de trouver une solution uh dans Xh, nous posons {ψα}α=1,...,N une base de Xh.
Nous cherchons uh sous la forme uh =
∑
α uαψ
α et le proble`me (I.22) e´quivaut alors a` la
re´solution d’un syste`me line´aire de taille N ×N :∑
β
a(ψβ, ψα)uβ = l(ψ
α) α = 1, ..., N.
Le choix de l’espace Xh doit ve´rifier certaines proprie´te´s afin de simplifer le calcul des
composantes uα. Pour obtenir une approximation interne (I.22) du proble`me variationnel
(I.21), il s’agit de construire un sous-espace Xh de X de dimension finie. Pour cela, nous
introduisons tout d’abord un maillageMh de Ω a` l’aide de cellules K de taille h, de sorte
que Ω =
⋃
K∈Mh
K. Notons {xα}α=1,...,N les sommets des cellules, c’est-a`-dire les nœuds du
maillageMh sur Ω. Le maillageMh est dessine´ en carte´sien (K ∈Mh est un quadrangle)
sur la figure Fig. I.1, ou` une cellule du maillage est repre´sente´e en gras, et un point xα
est repre´sente´ a` l’aide d’un disque. Le choix le plus imme´diat pour construire la base
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K
Ω
xα
Fig. I.1 – Maillage carte´sien Mh sur le domaine Ω. Une cellule K est dessine´e en gras,
un nœud xα est repre´sente´ par un petit point et le support de la fonction de base ψ
α
assosie´e a` xα est la partie grise´e.
{ψα}α=1,...,N de Xh est de prendre des fonctions affines dans chaque cellule de Mh. Pour
un maillage carte´sien, nous obtenons :
Xh = {v ∈ C0(Ω) : v|K ∈ Qp ∀K ∈Mh et v = 0 sur ∂Ω}, (I.23)
ou` Qp (p ∈ N) de´signe l’espace vectoriel des polynoˆmes a` cœfficients re´els, de degre´ p par
rapport a` chaque variable. Pour un maillage compose´ de triangles, il suffit de remplacer
Qp par Pp qui de´signe l’espace vectoriel des polynoˆmes a` cœfficients re´els, de degre´ p en
les d variables.
Une base de Xh est donc construite de la manie`re suivante : a` tout sommet xα, on
associe la fonction ψα dans Xh de´finie par ψ
α(xβ) = δα,β pour tout 1 ≤ α, β ≤ N .
De plus, tout v dans Xh se de´compose sur cette base de Xh en v =
∑
α v(xα)ψ
α. Le
support de ψα se compose de la re´union des cellules de Mh qui ont pour sommet xα. Il
est repre´sente´ par une zone grise sur la figure Fig. I.1. Ce support e´tant localise´ autour
du nœud xα, la matrice A = (a(ψ
β, ψα))β,α est creuse.
Finalement, la me´thode des e´le´ments finis consiste a` multiplier l’e´quation (E) par
chacune des fonctions ψα puis a` inte´grer sur leur support. Nous obtenons l’e´quation
(I.22) avec Xh de´fini en (I.23). La solution approche´e uh est ensuite cherche´e sur l’espace
Xh, c’est-a`-dire sous la forme :
uh(x) =
N∑
α=1
uαψ
α(x),
ou` pour tout α = 1, ..., N , uα est le nombre re´el uh(xα), car ψ
α(xβ) = δα,β.
Les composantes uα sont calcule´es en re´solvant le syste`me line´aire de taille N
0 ×N0
suivant :
A (u.) = b,
ou` (u.) de´signe le vecteur de composantes {uα}α=1,...,N0 , A la matrice des ope´rateurs
discre´tise´s (a(ψβ, ψα))β,α et b le vecteur qui discre´tise le second membre de l’e´quation,
c’est-a`-dire bα = l (ψ
α).
2.3 La me´thode des e´le´ments finis multie´chelles (MsFEM)
L’objectif de cette me´thode est d’approcher la solution homoge´ne´ise´e dans XH avec
H  ε, pour calculer avec un temps CPU et une capacite´ de me´moire limite´s, sans
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re´soudre les proble`mes auxiliaires qui surviennent en homoge´ne´isation (par exemple,
les proble`mes cellules pe´riodiques (I.11)). Les composantes de cette solution nume´rique
doivent prendre en compte les petites fluctuations. Soit a` re´soudre :
Lu = f dans Ω, (I.24)
ou` L = −∇·
(
Aε
−→∇ .
)
. Cette me´thode utilise les e´le´ments finis de degre´ un pour re´soudre
la formulation globale (I.17). Notons H la taille du maillage et prenons p = 1 dans la
de´finition2 (I.23) de XH . Afin de prendre en compte les petites fluctuations, une fonction
de base Φi est l’image d’une fonction Ψi de XH , par un ope´rateur note´ F . En notant
X0 l’espace engendre´ par les fonctions de base {Φi}i, nous e´crivons Φi = F (Ψi), ou`
F : XH → X0. Ces fonctions e´tant de´finies par (I.18), cet ope´rateur est donc de´fini par
F (v) = v ◦ ξ, ou` ξ est la fonction test oscillante (voir section 2.1) solution de :{
−∇ ·
(
Aε
−→∇ξ
)
= 0 dans K,
ξ(x) = x sur ∂K,
et Φi = F (Ψi) est alors solution de (I.20), c’est-a`-dire :{
−∇ ·
(
Aε
−→∇Φi
)
= 0 dans K,
Φi|∂K = Ψ
i
|∂K sur ∂K.
(I.25)
Plac¸ons nous en maillage carte´sien pour des raisons de simplifications. Cette recons-
truction prendra tout son sens dans les chapitres suivants. Soit un maillage M a` N0
nœuds {xi}i=1,...,N0 sur le domaine de calcul Ω, ou` N0 est le cardinal de X0. Le calcul se
de´roule en deux e´tapes : la re´solution de (I.25), puis celle de (I.17).
Fonctions de base. La premie`re partie du calcul par MsFEM est la construction des
fonctions de base multie´chelles. Comme dans la me´thode des e´le´ments finis standard,
pour chaque nœud xi du maillage M, nous construisons une fonction de base associe´e
Φi. Pour prendre en compte les variations des cœfficients de l’e´quation, cette fonction est
solution locale d’une e´quation homoge`ne associe´e a` (I.24), sujette a` certaines conditions
aux limites. Le support Λi de Φ
i est l’ensemble des cellules3 K ayant le nœud xi pour
sommet, soit Λi = ∪{K ∈M, xi ∈ K}. La fonction de base multie´chelles Φi est de´finie,
pour tout K ⊂ Λi, comme solution de :{
LΦi = 0 dans K,
Φi|∂K(x) = Ψ
i(x) sur ∂K.
(I.26)
Ce proble`me est re´solu a` l’aide de la me´thode des e´le´ments finis de degre´ un.
Remarque : Lorsqu’une re´gion, note´e Kloc, plus petite que K permet de caracte´riser les
he´te´roge´ne´ite´s locales (exemple : he´te´roge´ne´ite´s pe´riodiques), il est possible de re´soudre
(I.26) sur Kloc. Les matrices de discre´tisation utilisent seulement l’information dans les
petites re´gions de calcul Kloc et les fonctions de base peuvent eˆtre e´tendues pe´riodique-
ment a` la cellule grossie`re K si ne´cessaire (voir [44]). De telles re´gions sont appele´es
Representative Volume Element (RVE).
2XH est l’ensemble des e´le´ments finis de degre´ un.
3Il est compose´ de quatre cellule dans un maillage carte´sien.
34 I. Me´thodologie multie´chelles
Formulation globale. La caracte´ristique de MsFEM est l’utilisation de la formulation
variationnelle a` l’e´chelle grossie`re qui permet de coupler les fonctions de base multi-
e´chelles. La solution est cherche´e sur le maillage M en la de´composant dans la base des
Φi :
u0 =
∑
i
uiΦ
i,
ou` les ui sont les valeurs approche´es de la solution aux nœuds grossiers xi. La solution
prend en compte les petites fluctuations graˆce aux fonctions de base multie´chelles. En
substituant cette de´composition dans l’e´quation a` re´soudre, puis en utilisant la me´thode
des e´le´ments finis ou` les fonctions de base sont remplace´es par les Φi, le syste`me a` re´soudre
est de taille N0 ×N0. Cette me´thode permet donc un calcul rapide de la solution.
En ge´ne´ral, la formulation globale peut eˆtre facilement modifie´e avec de nombreuses
formulations globales base´es sur les volumes finis, les e´le´ments finis mixtes, les me´thodes
du type Galerkin discontinus, et d’autres. MsFEM peut facilement eˆtre e´tendu aux
syste`mes d’e´quations line´aires, tels que les e´quations d’e´lasticite´.
Remarque : Les conditions aux limites pour les fonctions de base jouent un roˆle crutial
dans la capture de l’information a` l’e´chelle fine. Si les conditions aux limites locales
pour les fonctions de base ne refle`tent pas la nature des he´te´roge´ne´ite´s sous-jacentes,
MsFEM peut avoir de grandes erreurs. Ces erreurs sont due a` la resonnance entre la
taille H de l’e´chelle grossie`re et l’e´chelle de la longueur caracte´ristique ε du proble`me.
Pour des cœfficients pe´riodiques cette longueur est la pe´riode. Par un choix judicieux de
conditions aux limites pour les fonctions de base, on peut re´duire significativement les
erreurs de resonnance. Hou et Wu ont propose´ une me´thode d’oversampling dans [60]
pour surmonter cette difficulte´.
D’apre`s Hou ([59]), pour u dans H2(Ω) solution de{
−∇ ·
(
a
(x
ε
)
∇u
)
= f dans Ω
u = 0 sur ∂Ω,
(I.27)
et u0 dans X0 solution de∫
Ω
a
(x
ε
)
∇u0.∇Φidx =
∫
Ω
fΦidx ∀i, (I.28)
lorsque h < ε, nous obtenons l’estimation d’erreur suivante :
||u− u0||H1 ≤ Ch(||f ||L2 + ||u||H2).
Or ||u||H2 = O
(
1
ε
)
, ce qui implique que cette estimation devient tre`s grande quand le
rapport h
ε
augmente, c’est-a`-dire quand ε tend vers ze´ro. Lorsque h > ε, nous obtenons
l’estimation d’erreur suivante :
||u− u0||H1 ≤ C(h+ ε)||f ||L2 + C
( ε
h
)1/2
||u∗||W1,∞ ,
ou` u∗ ∈ H2(Ω) ∩W 1,∞(Ω) est la solution du proble`me homoge´ne´ise´ suivant :{ −∇ · (a∗∇u∗) = f dans Ω,
u = 0 sur ∂Ω.
On peut s’apercevoir ici que lorsque h est de l’ordre de ε, l’erreur de la me´thode est
maximale. Cet effet, appele´ effet de re´sonnance d’e´chelle (voir [59]), est une re´sonnance
entre la taille du maillage et la petite e´chelle du proble`me.
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3 La me´thodologie multie´chelles
Le but est d’obtenir la solution d’une e´quation pouvant eˆtre instationnaire et dont les
cœfficients n’ont aucune caracte´ristique particulie`re (pas ne´cessairement pe´riodique) en
espace. La solution obtenue doit approcher au mieux les variations de la solution exacte
avec un couˆt de calcul (en temps et en me´moire) raisonnable. Il s’agit de s’inspirer de
la me´thode MsFEM pre´sente´e dans la section pre´ce´dente dont l’ide´e est de pre´calculer
des fonctions qui prennent en compte les fluctuations des cœfficients de l’e´quation, puis
de chercher la solution dans l’espace engendre´ par ces fonctions. Nous ne sommes pas
inte´resse´ par la convergence de la solution nume´rique vers la solution homoge´ne´ise´e quand
ε tend vers ze´ro. Nous cherchons une solution nume´rique approchant finement la solution
de l’e´quation dont les he´te´roge´ne´ite´s des cœfficients sont fixes.
3.1 Principe de la me´thode
Sans perte de ge´ne´ralite´, nous regardons un proble`me stationnaire, quitte a` conside´rer
la variable temporelle comme un parame`tre. Nous souhaitons trouver une solution ap-
proche´e uε dans Xε de u dans X, avec Xε un espace fonctionnel de dimension N ε finie et
u solution de
Lu = f dans Ω.
Nous devons donc re´soudre le proble`me approche´ Lεuε = f ε dans Xε. La dimension de
Xε, N ε =
|Ω|
εd
avec |Ω| la mesure4 de Ω, est tre`s grande si ε est petit. Notons {ψα}α une
base de Xε. La fonction ψα est par exemple un e´le´ment fini, c’est-a`-dire Xε = Xh.
Le de´fit de ces me´thodes multie´chelles est de se ramener a` un proble`me dans un
espace de plus petite dimension, inde´pendante de ε, tout en gardant les informations de
taille ε. L’ide´e est donc de choisir le ”bon” sous-espace X0 de petite dimension N0 (avec
N0  N ε) qui garde ”en me´moire” les petites informations. Des profils de solutions
{Φi}i, contenant les informations de l’e´chelle ε, sont construits et X0 est alors l’espace
engendre´ par ces profils. Nous sommes ainsi ramene´s a` re´soudre une e´quation sur X0.
Pour construire X0, nous devons de´finir deux ope´rateurs : un ope´rateur de reconstruction,
note´ R, et un ope´rateur de projection, note´ Π. L’ope´rateur R : X0 ↪→ Xε est l’injection
canonique, il est utilise´ pour passer de la solution u0 calcule´e dans X0 a` la solution
approche´e uε dans Xε. Les informations des petites tailles ε, contenues dans la base
de X0, sont ainsi ”remonte´es” graˆce a` l’ope´rateur R. Il est repre´sente´ par une fle`che
montante sur la figure Fig. I.2. Le passage de Lεuε = f ε a` L0u0 = f 0 se fait a` l’aide
de l’ope´rateur de projection Π : Xε → X0, qui est un ope´rateur satisfaisant la relation
suivante :
Π ◦R = IdX0 .
Il est repre´sente´ par une fle`che descendante sur la figure Fig. I.2. Comme Π ◦ Lεuε =
Πf ε, pour avoir Ru0 ≈ uε, nous prenons L0 = Π ◦ Lε ◦ R et Πf ε = f 0. En effet,
Π ◦Lεuε = Πf ε = f 0 = L0u0 = Π ◦Lε ◦Ru0. Sur la figure Fig. I.2 un sche´ma re´sume
le principe de la me´thode multie´chelles.
Pour re´soudre le proble`me dans X0, une me´thode nume´rique (type e´le´ments finis,
volumes finis, etc.) est utilise´e. Dans MsFEM, la re´solution du proble`me dans X0 se fait
4Il s’agit de la mesure de Lebegue.
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Xε
Ru0 ≈ uε Lεuε = f ε
Lu = f
form
e dis
cre´t
ise´e
X0
u0 L0u0 = f 0
R Π
re´solution
Fig. I.2 – Sche´ma de la me´thodologie. Le point de de´part est un proble`me discre´tise´ de
Lu = f , dans Xε (de grande dimension). Il est projete´ par l’ope´rateur Π. Le proble`me
obtenu dans un espace X0 de petite dimension est ensuite re´solu, puis l’ope´rateur R
permet de reconstruire la solution sur l’espace Xε.
a` l’aide des e´le´ments finis. En ge´ne´ral, les fonctions de base Ψi utilise´es dans la me´thode
des e´lements finis standard sont remplace´es par les fonctions de base multie´chelles Φi.
Les e´le´ments de la base {Φi}i=1,...,N0 de X0 sont des solutions locales d’une e´quation
homoge`ne associe´e a` Lεuε = f ε.
La me´thode MsFEM consiste en deux ingre´dients principaux : le calcul des fonc-
tions de base multie´chelles (construction de X0) et une formulation nume´rique globale
qui couple ces fonctions de base (e´quation dans X0). Les fonctions de base multie´chelles
servent a` capturer l’information de l’e´chelle caracte´ristique microscopique de la solu-
tion. Une formulation globale utilise ensuite ces fonctions de base afin de fournir une
approximation pre´cise des cœfficients de la solution dans l’espace X0.
3.2 Les e´tapes de la me´thode
Tout d’abord, nous construisons un maillage M de taille H sur Ω.
a) Etape 1 : construction d’une base de l’espace X0
La premie`re partie du calcul est la construction de la base multie´chelles, c’est-a`-dire
de X0. Il s’agit de modifier la base {Ψi}i de XH pour l’adapter a` notre proble`me. Notons
Φi les e´le´ments de la base de X0, comme les fonctions de base multie´chelles dans MsFEM.
Le support Λi de Φ
i est l’ensemble des cellules K ayant le nœud xi pour sommet, soit
Λi =
⋃ {K ∈M, xi ∈ K}. Une fonction Φi = F (Ψi) est de´finie pour tout K ⊆ Λi par :{
LΦ ◦R (Φi) = 0 dans K,
R
(
Φi|∂K
)
= giK sur ∂K,
(I.29)
ou` LΦ est un ope´rateur repre´sentatif du proble`me, permettant de capturer les effets des
petites e´chelles dans K. Les conditions aux limites giK sont a` choisir.
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Nous pouvons, par exemple, prendre LΦ l’ope´rateur de la discre´tisation de L restreint
a` K, giK qui co¨ıncide avec Ψ
i de XH sur ∂K. Dans ce cas, la fonction Ψ
i est l’approxima-
tion a` l’e´chelle grossie`re de Φi et Φi(xj) = δi,j. Nous remarquons que les e´le´ments R (Φ
i)
oscillent a` l’inte´rieur de K car elles prennent en compte les oscillations fines.
Remarque : S’il s’agit de re´soudre une e´quation de´pendant du temps, c’est-a`-dire dans
[0;T ]× Ω, la fonction Φi = F (Ψi) est de´finie pour tout K ⊆ Λi et tout n par :
LΦ ◦R (Φi) = 0 dans [tn; tn+1]×K,
R
(
Φi|∂K
)
(t, x) = giK(t, x) sur [tn; tn+1]× ∂K,
R
(
Φi|t=tn
)
= g0K dans {tn} ×K,
(I.30)
ou` les conditions initiales g0K sont aussi a` choisir. Dans ce cas, nous pouvons prendre L
Φ
l’ope´rateur de la discre´tisation de L restreint a` [tn; tn+1] ×K, giK(t, .) qui co¨ıncide avec
Ψi de XH sur ∂K pour tout t dans [tn; tn+1], g
0
K e´gale a` Ψ
i dans K et Φi(., xj) = δi,j.
Dans certains cas, le calcul de la base multie´chelles peut eˆtre fait analytiquement,
sinon une me´thode nume´rique est ne´cessaire, par exemple la me´thode des e´le´ments finis
comme pour MsFEM. Afin de re´soudre le proble`me (I.29) nume´riquement, nous construi-
sons un nouveau maillage, dit fin, sur chaque cellule K du maillageM, dit alors grossier.
Pour trouver la solution R (Φi) dans Xε de (I.29) avec la me´thode des e´le´ments finis
Λi
K
Ω
xi
zoom
K
xα
Fig. I.3 – Maillages grossiers et fin utilise´s dans MsFEM. — A gauche : le maillage
grossier M sur le domaine Ω. — A droite : un zoom sur le maillage fin local a` la cellule
K. Le point xα est un nœud du maillage fin local a` K. Le support Λi de Φ
i est dessine´
par une zone grise.
standard de´crite dans la section pre´ce´dente, nous remplac¸ons Xh par X
ε, Ω par K et
dans (I.30) [0;T ] est aussi remplac¸e´ par5 [tn; tn+1]. Pour plus de clarete´, choisissons des
lettres grecques pour les indices qui concernent les maillages fins. Dans chaque cellule
K, notons {xα}α les nœuds du maillage fin. Sur la figure Fig. I.3, nous pouvons voir,
pour le cas d’un maillage carte´sien, un zoom sur la construction du maillage fin sur une
cellule K du maillageM. Dans le but de ne pas allourdir les notations, nous conside´rons
un unique maillage fin sur le domaine entier Ω. Il suffit de renume´roter globalement les
5La variable temporelle est conside´re´e comme un parame`tre et les composantes de R
(
Φi
)
sont des
fonctions du temps.
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nœuds des maillages fins. Le maillage fin est donc constitue´ de N ε nœuds {xα}α=1,...,Nε .
Le nombre N ε de nœuds fins est la dimension de Xε et le maillage fin sur Ω est donc
celui qui serait utilise´ avec une me´thode nume´rique classique pour re´soudre le proble`me
Lεuε = f ε. En notant ψα un e´le´ment de la base de Xε = {∑Nεα=1 vαψα, vα : R+ → R}, le
proble`me variationnel approche´ (analogue de (I.22)) de (I.29) devient ici :
trouver Φi ∈ Xε telle que ∀K ⊆ Λi, < LΦΦi, ψα >= 0 dans K, ∀α = 1, ..., N ε,
ou simplement :
trouver Φi =
∑
α/xα∈Λi
Φiαψ
α telle que ∀K ⊆ Λi, < LΦΦi, ψα >= 0 dans K, ∀α : xα ∈ Λi.
Ceci est e´quivalent a` la re´solution de syste`mes line´aires (un pour chaque K) de taille N
ε
N0
,
petite par rapport a` N ε, en prenant seulement les α tels que le support de ψα et K ne
soient pas disjoints, c’est-a`-dire les nœuds xα de K.
Le choix de conditions aux limites giK line´aires pour le calcul de Φ
i sont artificielles.
Comme pour les fonctions de base multie´chelles, le choix des conditions aux limites dans
(I.29) joue un roˆle crucial dans l’approximation de la solution multie´chelles. Intuitive-
ment, les conditions aux limites pour la base de X0 refle`tent l’oscillation multie´chelles
de la solution a` travers le bord d’une cellule grossie`re K. En choisissant une condition
aux limites line´aire pour cette base, nous cre´ons une erreur entre la solution exacte et
l’approximation nume´rique a` travers le bord ∂K de la cellule. Dans le cas monodimen-
sionnel ou multidimensionnel discret, cette question n’est pas pre´sente puisque les bords
des cellules grossie`res (les nœuds du maillage grossier M) sont des points isole´s. Dans
les chapitres suivants, nous regarderons des ame´liorations a` apporter a` cette e´tape de la
me´thode, en particulier sur le choix des conditions aux limites giK . La me´thode utilisant
MsFEM et les conditions aux limites giK line´aires est note´e MsFEM-L. Nous remarquons
que pour des e´quations elliptiques line´aires, LΦ est line´aire et en conse´quence X0 est un
espace line´aire engendre´ par {F (Ψi), Ψi ∈ XH}.
Remarque : Le terme source n’apparaˆıt pas dans les proble`mes (I.29) et (I.30), il n’est
donc pris en compte que grossie`rement, mais cela permet de faire le calcul des e´le´ments
de la base multie´chelles, qui sont un mode`le local apriori de la solution. Il suffit de
connaˆıtre certaines informations, sur L en particulier, sans pour autant connaˆıtre la
situation (terme source, conditions aux limites et conditions initiales). Ceci permet de
pre´calculer la base de X0.
Une fois cette base construite, nous obtenons l’espace X0 engendre´ par ces e´le´ments
Φi qui sont couple´s pour obtenir l’e´quation globale.
b) Etape 2 : Re´solution de l’e´quation globale
Regardons maintenant la deuxie`me e´tape du calcul. Il s’agit de la re´solution deLεuε =
f ε en utilisant la premie`re e´tape.
La me´thode des e´le´ments finis multie´chelles utilise, dans cette e´tape, les fonctions de
base multie´chelles Φi, calcule´es a` l’e´tape pre´ce´dente, comme fonctions de base du maillage
M. Il s’agit de la me´thode des e´le´ments finis de´crite dans la section pre´ce´dente (voir 2.2)
en remplac¸ant Xh par X
0. Nous utilisons ici aussi la base de X0 comme base pour la
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solution approche´e, c’est-a`-dire que la solution nume´rique u0 est cherche´e dans l’espace
X0. Pour trouver la solution de notre proble`me dans X0, nous substituons u0 =
∑
i uiΦ
i
dans l’e´quation discre´tise´e sur le maillage fin. Comme u0 est de´fini sur le maillage grossier,
l’e´quation re´sultante est projete´e sur l’espace X0 de dimension grossie`re pour trouver les
ui, qui sont les composantes de u
0 dans la base de X0. Ceci peut eˆtre fait de diffe´rentes
fac¸ons. Choisissons de multiplier l’e´quation re´sultante par les fonctions tests a` l’e´chelle
grossie`re. D’autres approches peuvent eˆtre prises, notamment pour des proble`mes non
line´aires. Notons WH l’espace des fonctions tests, qui est de dimension N
0. Dans le cas
des me´thodes des e´le´ments finis de Galerkin, nous cherchons u0 dans X0 et nous prenons
les fonctions tests dans WH = X
0. Il est aussi possible de choisir les fonctions tests
dans WH = Xh, comme dans la version Petrov-Galerkin de MsFEM introduite dans [62].
Nous remarquons que, dans les deux versions, l’e´quation a` l’e´chelle fine est multiplie´e
par des fonctions test de l’e´chelle grossie`re, donc le syste`me re´sultant est de dimension
N0 grossie`re.
La formulation variationnelle approche´e de L0u0 = f 0 s’e´crit donc :
trouver u0 ∈ X0 telle que ∀Ψ ∈WH , < L0u0,Ψ >=< f 0,Ψ >,
avec < ., . > le produit de dualite´ entre L0(X0) et WH . En ge´ne´ral, L
Φ et L0 sont
diffe´rents pour des proble`mes non line´aires.
Ceci donne lieu a` un syste`me d’e´quations, de tailleN0×N0, pour trouver les valeurs de
la solution aux nœuds grossiers {xi}i, donc le syste`me d’e´quations re´sultant de´termine
la solution sur le maillage M. En e´crivant u0 dans la base multie´chelles de X0, nous
obtenons un syste`me de petite taille N0 ×N0 :
A
(
u0.
)
= b,
ou` nous avons note´ (u0.) le vecteur des composantes ui, A la matrice de l’ope´rateur
L0 discre´tise´, c’est-a`-dire Aij =< L
0Φj,Φi > si WH = X
0 et Aij =< L
0Φj,Ψi > si
WH = XH , et b le vecteur de discre´tisation du second membre f
0, c’est-a`-dire bi =
∑
j <
Φj,Φi > fj si WH = X
0 et bi =
∑
j < Φ
j,Ψi > fj si WH = XH . Les composantes
de la solution approche´e u0 dans la base de X0, obtenues apre`s re´solution du syste`me,
correspondent aux valeurs approche´es de la solution sur les nœuds du maillage M.
Remarques :
– La matrice A est creuse. En effet, les nœuds grossiers xi ont tre`s peu de nœuds
voisins (nœuds appartenant a` une meˆme cellule que xi) dans un maillage carte´sien,
donc, pour de nombreux e´le´ments Φj, le support de Φi (et de Ψi) et celui de Φj
sont disjoints.
– Si le proble`me est instationnaire, les composantes ui de´pendent du temps. Meˆme
dans le cas LΦ instationnaire si Φi et u0 ne sont pas calcule´s sur les meˆmes inter-
valles de temps, les ui de´pendent du temps.
c) Etape 3 : post-traitement
Pour remonter a` Xε, nous reconstruisons la solution en chaque nœud du maillage fin
en utilisant la base multie´chelles. Ceci revient a` appliquer l’ope´rateur de reconstruction
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R a` u0. Nous obtenons ainsi :
uε (x) = R
(
u0 (x)
)
= R
(∑
i
uiΦ
i (x)
)
=
∑
i
uiR
(
Φi (x)
)
=
∑
i
ui
∑
α
Φiαψ
α (x) .
En identifiant Φi ∈ X0 ⊂ Xε et son interpolation R(Φi) ∈ Xε, nous avons tout simple-
ment :
uε(x) =
∑
i
ui.Φ
i(x) =
∑
i
ui
(∑
α
Φiαψ
α(x)
)
, x ∈ Ω.
Dans le cas ou` le proble`me est instationnaire, les composantes ui de u
0 de´pendent du
temps et ainsi nous obtenons :
uε(t, x) =
∑
i
ui.Φ
i(t, x) =
∑
i
ui
(∑
α
Φiα(t)ψ
α(x)
)
, x ∈ Ω.
De plus, si LΦ est un ope´rateur stationnaire, donc Φiα re´el, nous obtenons :
uε(t, x) =
∑
i
ui(t).Φ
i(x) =
∑
i
ui(t)
(∑
α
Φiαψ
α(x)
)
, x ∈ Ω.
3.3 Cas de MsFEM pour une e´quation elliptique line´aire
Nous regardons, dans cette partie, comment re´soudre, avec MsFEM, une e´quation
elliptique line´aire du point de vue de cette me´thodologie. Dans le cas de la re´solution
d’une e´quation elliptique line´aire de la forme :
−∇ · (ν−→∇u) = f dans Ω,
il suffit de prendre tous les ope´rateurs e´gaux :
Lε(v) = L0(v) = LΦ(v) = −∇ · (ν−→∇v),
et l’espace des fonctions test e´gal a` celui engendre´ par les fonctions de base multie´chelles,
c’est-a`-dire WH = X
0.
Nous sommes donc amene´s a` re´soudre avec MsFEM le proble`me approche´ suivant :
−∇ · (ν−→∇uε) = f ε dans Ω,
ou` uε ∈ Xε, f ε ∈ L(Xε). Ici, les fonctions de base multie´chelles sont solutions du proble`me
suivant :
trouver Φi dans Xε telle que
{
−∇ · (ν−→∇Φi) = 0 dans K,
Φi = Ψi sur ∂K,
ou` Ψi est un e´le´ment de la base de XH , qui est de´fini par :
XH = {v ∈ C0(Ω) : v|K ∈ Q1 ∀K ∈M et v = 0 sur ∂Ω} pour un maillage carte´sien ;
XH = {v ∈ C0(Ω) : v|K ∈ P1 ∀K ∈M et v = 0 sur ∂Ω} sinon.
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En utilisant la me´thode des e´le´ments finis standard sur un maillage plus fin (de taille h),
nous obtenons le syste`me : ∑
β
∫
ν
−→∇ψα.−→∇ψβΦiβ = 0, ∀α.
La re´solution du syte`me nous donne les composantes Φiα de Φ
i dans la base {ψα}α de
Xε. La re´solution de −∇ · (ν∇u0) = f 0 dans Ω ou` u0 ∈ X0, ce fait en changeant, dans la
me´thode des e´le´ments finis, les fonctions de base par les fonctions multie´chelles Φi. Ceci
nous donne, apre`s re´solution du petit syste`me line´aire de taille N0 ×N0 suivant :∑
j
∫
Λi
ν
−→∇Φi.−→∇Φjuj =
∑
j
∫
Λi
ΦiΦjfj ∀i,
les composantes ui de u
0 dans X0, soit u0 =
∑
i uiΦ
i. Comme Φi =
∑
α Φ
i
αψ
α, la solution
approche´e est finalement donne´e par :
uε =
∑
α
(∑
i
uiΦ
i
α
)
ψα.
Remarque : Dans MsFEM, une fonction de base multie´chelles est solution locale6 du
proble`me sans second membre. La solution dans X0 donne une bonne approximation de la
solution homoge´ne´ise´e vers laquelle elle converge lorsque ε tend vers ze´ro. En remontant
a` l’espace X0, sur lequel les e´le´ments de la base sont calcule´s, c’est-a`-dire celui de´crivant
les solutions sur le maillage fin, la solution varie a` l’e´chelle des petites he´te´roge´ne´ite´s du
proble`me.
4 Conclusion
Une bonne approximation est obtenue avec la me´thode des e´le´ments finis standard,
ou tout autre me´thode, seulement si la taille h du maillage est plus petite que l’e´chelle
la plus fine, c’est-a`-dire h  ε. Il est bien connu que ceci n’est pas satisfaisant puisque
le temps CPU, aussi bien que la place me´moire, croˆıt polynoˆmialement en h−1, ce qui
devient rapidement prohibitif. La repre´sentation de la solution a` l’e´chelle fine, via la base
multie´chelles permet de re´duire la dimension du calcul : N0 au lieu de N ε.
La me´thodologie multie´chelles de´veloppe´e dans ce chapitre de´crit un ensemble de
me´thodes multie´chelles. Elle ge´ne´ralise l’ide´e de MsFEM en cre´ant une base qui est
utilise´e lors du calcul de la solution sur un maillage grossier. La solution nume´rique
multie´chelles obtenue varie a` l’e´chelle fine en prenant en compte les fluctuations du
proble`me. Elle est ainsi proche d’une solution nume´rique obtenue par une me´thode clas-
sique (e´le´ments finis par exemple) sur un maillage tre`s fin.
Cette me´thodologie donne donc un sche´ma de construction de me´thodes nume´riques
multie´chelles permettant de re´soudre efficacement un proble`me he´te´roge`ne apre`s un
pre´calcul de solutions mode`les.
6Dans les cellules ayant en commun le nœud grossier associe´ a` la fonction.
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Chapitre II
Me´thode multie´chelles pour la
simulation de fissures
Dans ce chapitre, nous appliquons la me´thodologie multie´chelles a` la simulation de
fissures. Elle est re´alise´e par la me´thode MsFEM. Nous validons cette me´thode sur un
mode`le simple d’un proble`me de fissure a` l’aide de re´sultats nume´riques. Nous pre´sentons
le proble`me dans une premie`re partie, suivi du mode`le choisi dans une deuxie`me partie.
De plus, la me´thode est adapte´e a` ce contexte dans une troisie`me partie et valide´e dans
une quatrie`me partie.
1 Pre´sentation du proble`me
1.1 Contexte physique
Un de´faut d’un mate´riau est parfois ge´ne´rateur d’une fissure susceptible de se propa-
ger brutalement jusqu’a` provoquer une rupture. Le crite`re de Griffith (voir [57]) de´signe
une contrainte maximale au-dela` de laquelle un mate´riau fragile rompt. La fissure, si-
gnifiant petite fente, est caracte´rise´e par une discontinuite´ brutale, ou` la matie`re est
se´pare´e sur une certaine surface, comme sur la figure Fig. II.1. Sa propagation, sous
l’effet de contraintes suffisantes, combine´e ou non avec un environnement agressif (corro-
sion sous contrainte), peut mener a` la rupture du mate´riau. La fissure est essentiellement,
en pratique, le facteur limitant de la re´sistance me´canique des mate´riaux fragiles (par
exemple les verres et les ce´ramiques). La me´canique des solides propose des e´quations
repre´sentatives du comportement intrinse`que des mate´riaux au cours des phe´nome`nes
conside´re´s. La the´orie de l’e´lasticite´ est, le plus souvent, suffisante pour calculer les
contraintes et les de´formations (voir [74]).
1.2 Apport
La simulation d’une fissure se fait classiquement par la me´thode des e´le´ments finis
e´tendus (XFEM), qui est bien adapte´e a` ce contexte. Elle a e´te´ de´veloppe´e a` la fin
des anne´es 1990 par Moe¨s et Belystschko (voir [79]) et est base´e sur la me´thode de
partition de l’unite´ de Babuska (voir [17]). Dans cette me´thode, la fissure est repre´sente´e
inde´pendamment du maillage. Une me´thode e´le´ments finis standard est d’abord de´finie
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Fig. II.1 – Fissures.— A gauche : une unique fissure. — A droite : plusieurs fissures qui
se croisent.
sur le maillage. Sur les e´le´ments touche´s par la fissure, la base e´le´ment fini rec¸oit des
degre´s de liberte´ spe´cifiques pour repre´senter les effets de la fissure. Le long de la fissure,
pour repre´senter la se´paration du mate´riau, la fonction de base est multiplie´e par une
fonction de Heaviside, et sur le nœud contenant le fond de fissure, les fonctions de base
sont multiplie´es par les singularite´s du mode`le, ce qui permet d’e´viter le raffinement
pre`s du fond de fissure. L’ide´e d’enrichir la base e´le´ment fini par la singularite´ n’est pas
nouvelle : par exemple, la me´thode dite de la singularite´ (”Singular Function Method”)
a inspire´ XFEM (voir [95, 24]). De plus, en cas de propagation, il n’est pas ne´cessaire
de remailler le domaine, car le maillage n’est pas modifie´ : seuls les degre´s de liberte´
spe´cifiques qui repre´sentent la fissure et ses effets doivent eˆtre mis a` jour.
Cependant, lorsque plusieurs fissures se croisent, le nombre de degre´s de liberte´
spe´cifiques tend vers celui des e´le´ments finis standard et les singularite´s sont plus diffi-
ciles a` calculer aux intersections des fissures. L’e´paisseur ε d’une fissure est tre`s petite
par rapport a` celle du domaine, comme sur la figure Fig. II.1. Ceci est sche´matise´ de
fac¸on simplifie´e sur la figure Fig. II.2. Ce type de proble`me nous sugge`re l’utilisation
d’une me´thode multie´chelles. Nous choisissons alors la me´thode MsFEM pour l’adapter
a` ce contexte. Le but est de tester et valider nume´riquement la me´thode MsFEM dans
ce contexte. Nous verrons, par la suite, que ce contexte illustre bien les ame´liorations
apporte´es par l’oversampling.
2 Mode`le choisi
Nous supposons que le domaine Ω ⊆ Rd est un milieu e´lastique1 comportant une
fissure. Nous assimilons cette fissure a` une surface d’e´paisseur ne´gligeable devant sa
1Un milieu est e´lastique s’il existe un e´tat de re´fe´rence sans contrainte et si, apre`s de´formation,
le tenseur des contraintes ne de´pend que du tenseur des de´formations calcule´ a` partir de cet e´tat de
re´fe´rence.
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longueur. Physiquement, elle correspond a` du vide (la zone de se´paration du mate´riau).
Notons Ωε le domaine sans la fissure comme sur la figure Fig. II.2. Nous regardons le
Ωε
Ω
fissure
zoom
ε
Fig. II.2 – Domaine avec fissure : Ω est le domaine rectangulaire et Ωε le domaine
physique (sans la fissure). La fissure est d’e´paisseur ε tre`s petite.
comportement du de´placement de la surface par rapport a` la configuration d’e´quilibre,
c’est-a`-dire sans force exerce´e. Le de´placement est la diffe´rence entre l’ancienne et la
nouvelle position.
L’e´quation stationnaire associe´e a` l’e´quation de mouvement2 apre`s line´arisation nous
donne les e´quations d’e´quilibre (voir [37]) :∑
j
∂σi,j
∂xj
+ fi = 0, (II.1)
ou` les fi sont les densite´s volumiques des forces et σ est le tenseur des contraintes. La
loi de comportement du milieu est de´finie par :
σi,j =
∑
k,l
ai,j,k,lσ˜k,l, (II.2)
ou` σ˜ est le tenseur des de´formations line´arise´ relie´ au champ des de´placements −→u par :
σ˜i,j =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
,
et les ai,j,k,l sont des coefficients qui ne de´pendent pas de la variable d’espace dans un
milieu homoge`ne.
Supposons que le milieu Ω est homoge`ne et isotrope3. Le tenseur σ ve´rifie alors la loi
de comportement de Hooke :
σ = λ tr (σ˜) I + 2µσ˜, (II.3)
ou` tr est la trace et I est le tenseur identite´. Les cœfficients λ et µ sont les cœfficients
de Lame´4. Ceci donne, en remplac¸ant (II.3) dans les e´quations d’e´quilibre (II.1), les
2Elle est donne´e par la loi fondamentale de la dynamique.
3Un milieu est isotrope s’il a les meˆme proprie´te´s quelques soient les directions autour d’un point, ce
qui n’est pas le cas par exemple des cristaux dont la structure est ordonne´e.
4λ n’a pas d’interpre´tation physique et µ est le module de cisaillement.
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e´quations de Navier de l’e´lasticite´ pour le champ des de´placements :
(λ+ µ)
−→∇ (div−→u ) + µ∆−→u +−→f = −→0 .
Remarque : Le terme
−→∇ (div−→u ) peut s’e´crire sous la forme rot (rot−→u ) + ∆−→u .
Plac¸ons nous en dimension deux et supposons que le rotationnel de −→u est constant,
nous e´crivons finalement le syste`me sous la forme :
ν∆−→u +−→f = −→0 ,
avec ν = λ+2µ. De plus, en prenant la premie`re composante de
−→
f nulle par un choix de
mode de rupture d’ouverture comme sur la figure Fig. II.3, seule la deuxie`me composante
de −→u est non nulle.
−→
f
Fig. II.3 – Modes de ruptures6. — A gauche : les trois diffe´rents modes de ruptures. —
A droite : le chargement choisi dans ce chapitre.
Notons simplement u la deuxie`me composante de −→u et f celle de −→f , puis conside´rons
l’e´quation d’e´quilibre dans un domaine fissure´ Ωε ( Ω, c’est-a`-dire l’e´quation elliptique
du second ordre suivante :
−∇ ·
(
ν
−→∇u
)
= f dans Ω, (II.4)
ou` f est appele´ le chargement. Du point de vue de la mode´lisation, la fissure consiste a`
prendre dans (II.4) :
ν =
{
1 dans Ωε,
δ dans Ω \ Ωε, (II.5)
avec δ un parame`tre tre`s petit (δ  1). Le de´placement u ve´rifie (II.4) avec les conditions
aux limites de Dirichlet :
u|∂Ωε = g sur ∂Ωε, (II.6)
pour un proble`me de traction pure, ou les conditions aux limites de Neumann :{
u|∂Ω = g sur ∂Ω,
∂u
∂n
= 0 sur ∂ (Ω \ Ωε) , (II.7)
6Source : http://fr.wikipedia.org/wiki/Fichier:Modes_de_rupture.JPG
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ou` −→n est la normale exte´rieure a` Ω, pour un proble`me de de´placement pur (voir [31]).
Remarques :
– Sans fissure, ni force exte´rieure, la surface se comporte comme une membrane dont
le comportement dynamique est mode´lise´ par l’e´quation des ondes (voir [49]).
– En l’absence de fissure, c’est-a`-dire Ωε = Ω, le de´placement u ve´rifie alors l’e´quation
dynamique :
ρ
∂2u
∂t2
−∆u = f,
ou` ρ est la densite´ de masse de la configuration d’e´quilibre.
Plus ge´ne´ralement, dans un milieu non ne´cessairement homoge`ne et isotrope, en
dimension quelconque et sans hypothe`se sur les forces, les e´quations dynamiques
s’e´crivent :
ρ
∂2ui
∂t2
=
∑
j
∂σi,j
∂xj
+ fi,
ou` σ ve´rifie (II.2).
Sur ce mode`le (II.4)-(II.5), nous regardons dans la section suivante comment utiliser
la me´thode MsFEM (voir chapitre I) dans ce contexte.
3 Me´thode multie´chelles MsFEM
Cette me´thode nume´rique ne´cessite une de´composition du domaine Ω en cellules.
De´finissons un maillage M, dit grossier, a` N0 nœuds {xi}i=1,...,N0 (voir Fig. II.4). Les
xi
x1
xNε
xα
K
support Λi de Φ
i
Hh
Fig. II.4 – Maillages carte´siens en deux dimensions. Le domaine Ω est de´compose´ en
cellules grossie`res (en traits pleins) de taille H, qui sont elles meˆme de´compose´es en
cellules fines (en pointille´s) de taille h. Le support Λi de la fonction Φ
i (marque´ par des
traits plus e´pais) est centre´ au nœud xi du maillage grossier et est compose´ des cellules
grossie`res dont xi est le sommet. Une de ces cellules K est indique´e par une zone grise´e.
Le point xα est un nœud du maillage fin et les points {xi}i=1,...,Nε sont les nœuds du
maillage fin sur Ω entier.
cellules grossie`res sont de taille ∆x×∆y, avec ∆x le pas d’espace dans la direction x et
∆y le pas d’espace dans la direction y, ou simplement H ×H si ∆x = ∆y = H. Chaque
cellule est a` son tour de´compose´e en cellules, dites fines. Nous repre´sentons un exemple de
de´composition du domaine sur la figure Fig. II.4, ou` les cellules grossie`res sont en traits
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pleins et les cellules fines en pointille´s. Choisissons de noter avec des lettres grecques les
indices du maillage fin. De´finissons sur Ω un maillage fin a` N ε nœuds {xξ}ξ=1,...,Nε . Ce
maillage est pris conforme au maillage grossier, c’est-a`-dire qu’a` chaque nœud grossier xi
correspond un nœud fin xξ. Le maillage grossier comporte donc N
0 nœuds et le maillage
fin N ε nœuds.
La me´thode se de´roule en trois e´tapes : un pre´calcul des fonctions de base, puis
la re´solution globale du proble`me et enfin le post-traitement. La fonction ν varie a` une
e´chelle ε H. Ces variations fines de ν seront porte´es par les fonctions de base. Pre´cisons
ces e´tapes dans le contexte de la fissure.
3.1 Construction des fonctions de base
Nous pre´sentons ici la premie`re e´tape du calcul de la me´thode, c’est-a`-dire comment
sont calcule´es les fonctions de base multie´chelles pour notre proble`me (II.4). Les fonctions
de base {Φi}i=1,...,N0 doivent prendre en compte les variations de ν. Notons Λi le support
de Φi, c’est-a`-dire :
Λi =
⋃
xi sommet de K
K.
Chaque fonction de base est solution de l’e´quation stationnaire homoge`ne associe´e a` (II.4),
soit du proble`me suivant :
(P i)
{
−∇ · (ν−→∇Φi) = 0 sur K,
Φi|∂K = gK sur ∂K,
(II.8)
ou` K ⊆ Λi est une des cellules grossie`res du support Λi de Φi, et gK est la donne´e des
conditions aux limites.
Pour chaque cellule K, nous utilisons la me´thode des e´le´ments finis standard pour
re´soudre les proble`mes (P i) avec un maillage fin sur K a` NK nœuds {xα}α=1,...,NK et de
taille infe´rieure a` ε dans les deux directions d’espace.
Remarque : Il s’agit de construire, pour chaque nœud xi, une fonction Φ
i en re´solvant
quatre proble`mes (une par cellule K de Λi), ou quatre fonctions pour chaque cellule K
de M.
Comme nous l’avons vu dans le chapitre pre´ce´dent, la condition aux limites gK n’e´tant
pas une donne´e physique, sa de´termination est un point de´licat dans le calcul des fonc-
tions de base. Nous utiliserons d’abord des conditions aux limites line´aires puis des
conditions aux limites plus adapte´es a` notre proble`me dans la suite du chapitre. Ici,
nous calculons les fonctions de base en prenant pour gK la fonction de base des e´le´ments
finis Q1 centre´e au nœud xi. Sur le bord de la cellule K, nous posons donc gK = Ψi|∂K ,
c’est-a`-dire : {
gK(xj) = δi,j ∀xj ∈ ∂K
gK line´aire sur ∂K.
En multipliant l’e´quation par une fonction de base ψα de Xε, puis en inte´grant formelle-
ment sur son support, nous obtenons :
−
∫
γα
∇ · (ν−→∇Φi)ψα = 0,
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ou` γα de´signe le support de ψ
α. Ceci donne, apre`s inte´gration par parties :∫
γα
ν
−→∇Φi−→∇ψα = 0,
car ψα est nulle sur le bord de son support γα. En cherchant Φ
i dans l’espace Xε engendre´
par les ψα, nous utilisons la de´composition de Φi suivante :
R
(
Φi
)
(x) =
∑
β
ψβ(x)Φiβ, x ∈ ∂K,
ou` les Φiβ sont les composantes de la fonction Φ
i dans Xε. En utilisant la me´thode des
e´le´ments finis pour re´soudre l’e´quation (II.8), nous obtenons un syste`me line´aire de taille
NK ×NK :∑
β
∫
γα∩γβ
(ν
−→∇ψβ−→∇ψα) Φiβ +
∑
β
∫
∂(γα∩γβ)
(−νψα−→∇ψβ).−→n ds Φiβ = 0.
Ce syste`me peut s’e´crire sous forme matricielle :
D
(
Φi.
)
= 0,
avec (Φi.) le vecteur des composantes de la fonction Φi dans Xε, et
Dα,β =
∫
γα∩γβ
ν
−→∇ψβ.−→∇ψα −
∫
∂(γα∩γβ)
νψα
−→∇ψβ.−→n ds︸ ︷︷ ︸
=0 car ψα|∂γα=0 et
−→∇ψβ|∂γβ=
−→
0
=
∫
γα∩γβ
ν
−→∇ψβ.−→∇ψα.
Pour le calcul de ces inte´grales, nous utilisons l’expression analytique des fonctions ψα.
Une fonction de base line´aire 2D (voir Fig. II.5) est le produit de deux fonctions de
base line´aire 1D dans chaque direction. Le maillage 2D est le produit carte´sien des
ψα1D
zα
zβ
ψα2D
xαxβ
zαzβ
xα
zα
yα xβ
zβ
yβ
Fig. II.5 – Fonction de base line´aire 2D. — A gauche une fonction de base line´aire en
1D. — A droite une fonction de base line´aire en 2D construite comme un produit de
deux fonctions en 1D.
intervalles de deux maillages 1D. Notons yα et zα les nœuds de chaque maillage en
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1D. Les nœuds du maillage 2D sont alors les xα = (zα, yα). Sur un intervalle [zα; zβ] ∪
[zβ; zα], nous avons ψ
α
1D(x) = 1 −
x− zα
zβ − zα . Ceci donne en 2D, pour la fonction de base
ψα2D centre´e en xα = (zα, yα) sur une cellule fine de son support :
ψα2D(x, y) = ψ
α
1D(x)× ψα1D(y) = 1 +
(x− zα)(y − yα)
(zβ − zα)(yβ − yα)
− x− zα
zβ − zα −
y − yα
yβ − yα
,
ou` xβ = (zβ, yβ) est l’autre extre´mite´ de la cellule fine, grise´e sur la figure Fig. II.5.
Remarquons qu’en (zβ, y) ou (x, yβ) cette fonction est nulle et ψ
α
2D (xα) = 1.
La fonction de base Φ est connue sur le bord de la cellule K, car Φ|∂K = gK sur ∂K.
En se´parant les inconnues des donne´es du proble`me, puis en re´solvant les syste`mes (un
pour chaque cellule K ⊆ Λi), nous obtenons les composantes Φiα de Φi dans la base des
e´le´ments finis {ψα}α.
Remarque : Dans cette partie du calcul, il y a beaucoup de syste`mes line´aires a` re´soudre.
Cependant, ils ne sont pas trop grand (de taille NK × NK), ce qui permet de faire les
calculs assez rapidement et n’occupe pas une grande place en me´moire. De plus, ces
calculs sont inde´pendants, ce qui permet de les faire en paralle`le et ainsi de gagner du
temps de calcul. Ici, ces calculs sont faits au pre´alable, car ils ne ne´cessitent pas de
connaˆıtre les donne´es du proble`me. Le temps de calcul n’est ainsi pas tre`s important.
Nous pouvons donc nous permettre un maillage tre`s fin.
Ce pre´calcul sert ensuite dans la re´solution de l’e´quation contenant les donne´es ”en
temps re´el” du proble`me. Cela fait l’objet de la suite.
3.2 Re´solution du proble`me global
Nous pre´sentons ici la deuxie`me e´tape du calcul de la me´thode, c’est-a`-dire comment
calculer le de´placement a` partir des fonctions de base multie´chelles. Dans ce chapitre,
nous re´solvons le proble`me stationnaire (II.4) :{
−∇ · (ν−→∇u) = f dans Ω,
u|∂Ω = g sur ∂Ω.
Nous cherchons la solution approche´e u0 dans X0 sous la forme :
u0(x) =
N0∑
i=1
uiΦ
i(x), (II.9)
ou` les ui sont les composantes de la fonction u
0 dans l’espace X0 engendre´ par les fonctions
de base multie´chelles {Φi}i=1,...,N0 . La me´thode consiste a` utiliser la me´thode des e´le´ments
finis standard en remplac¸ant les fonctions de base Q1 par les fonctions de base multi-
e´chelles {Φi}i=1,...,N0 , pre´calcule´es dans l’e´tape pre´ce´dente.
La discre´tisation de l’e´quation (II.4) par les e´le´ments finis {ψα}α=1,...,Nε donne :
−
∫
γα
∇ ·
(
ν
−→∇uε
)
ψα︸ ︷︷ ︸
(Lεuε)α
=
∫
γα
f εψα, ∀α = 1, . . . , N ε,
(II.10)
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d’ou`
Lεuε =
∑
α
(
−
∫
γα
∇ ·
(
ν
−→∇uε
)
ψα
)
ψα.
Afin de projeter (II.10) sur X0, nous multiplions l’e´quation (II.4) par une fonction de
base multie´chelles Φi, puis nous inte´grons sur son support, ce qui nous donne :
−
∫
Λi
∇ · (ν−→∇u0)Φi︸ ︷︷ ︸
(L0u0)i
=
∫
Λi
fΦi, ∀i = 1, . . . , N0.
(II.11)
Il s’agit donc d’utiliser l’ope´rateur de projection suivant :
Π : Xε → X0
uε 7→
∑
i
(∫
Λi
uεΦi
)
︸ ︷︷ ︸
ie`mecomposante
Φi.
L’ope´rateur L0 est donc de´fini par :
L0u0 =
∑
i
(
−
∫
Λi
∇ · (ν−→∇u0)Φi
)
Φi.
De plus, comme nous cherchons u0 dans X0, en substituant la de´composition (II.9)
dans (II.11), nous obtenons :
N0∑
j=1
∫
Λi∩Λj
(
−∇ ·
(
ν
−→∇ΦjΦi
))
uj =
∫
Λi
fΦi, ∀i = 1, . . . , N0.
Enfin, apre`s inte´gration par parties, nous sommes amene´s a` re´soudre le syste`me line´aire
de petite taille N0 ×N0 suivant :
N0∑
j=1
Di,juj =
N0∑
j=1
Mi,jfj, ∀i = 1, . . . , N0, (II.12)
avec les matrices :
Di,j =
∫
Λi∩Λj
ν
−→∇Φj−→∇Φi −
∫
∂(Λi∩Λj)
νΦi
−→∇Φj.−→n ijds,
et Mi,j =
∫
Λi∩Λj
ΦiΦj,
ou` −→n ij de´signe le vecteur normal unitaire exte´rieur a` ∂(Λi ∩ Λj).
L’inversion du syste`me, c’est-a`-dire de la matrice D, sujet aux conditions aux limites
g sur ∂Ω, donne les composantes uj de la fonction u
0 dans la de´composition (II.9). Dans
cette partie le syste`me a` re´soudre est petit (de taille N0 ×N0), donc rapide a` re´soudre.
Une me´thode nume´rique classique utiliserait un syste`me de tre`s grande taille, ce qui est
tre`s lent. La me´thode multie´chelles nous permet de re´soudre un syste`me de petite taille,
donc d’obtenir une solution approche´e tre`s rapidement.
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Remarque : Pour calculer les composantes uj de u
0 dans la base des Φi, il suffit
d’inte´grer dans le syste`me (II.12) les conditions aux limites :
• pour la condition de Dirichlet u|∂Ωε = g : les termes en uj correspondants aux
nœuds xj du bord de Ωε sont retire´s du membre de gauche et ajoute´s dans le
vecteur second membre, en le remplac¸ant par la valeur connue de g(xj) ;
• pour la condition de Neunmann ∂u
∂n
= 0 : les termes en uj correspondants aux
nœuds xj du bord de ∂ (Ω \ Ωε) reste dans le membre de gauche, uj reste une
valeur inconnue a` calculer.
Pour le calcul de
∫
Λi
fΦi, nous utilisons une me´thode de quadrature. Les fonctions Φi
sont e´value´es en tout point de Ω graˆce a` l’interpolation e´le´ments finis : Φi =
∑
α Φ
i
αψ
α
et f , connue analytiquement, est e´value´e a` l’aide de la meˆme interpolation :
f ≈∑β f(xβ)ψβ. Autrement dit, nous avons ∫Λi fΦi ≈∑α,β f(xβ)Φiα ∫Λi ψβψα.
3.3 Post-traitement
Il s’agit de la reconstitution d’une solution approche´e uε dans Xε. La re´solution de
(II.4) fournit une solution approche´e u0 dans X0. Pour trouver une solution approche´e
uε = R(u0) dans l’espace Xε, c’est-a`-dire sur le maillage fin a` N ε nœuds, il suffit de rem-
placer les fonctions Φi par leur de´composition sur Xε, soit Φi(x, y) =
∑Nε
α=1 Φ
i
αψ
α(x, y),
ou` les Φiα sont nulles si le support de ψ
α et celui de Φi sont disjoints. Nous obtenons
ainsi :
uε(x, y) =
∑
i
uiΦ
i(x, y) =
N0∑
i=1
ui
Nε∑
α=1
Φiαψ
α(x, y) =
∑
α
uαψ
α(x, y),
ou` on note uα =
∑N0
j=1 ujΦ
j
α la composante de u
ε correspondant a` l’e´le´ment ψα. Finale-
ment, la solution approche´e uε est de´finie sur le maillage fin de taille N ε, ce qui permet
d’avoir un comportement de´taille´ de la solution.
3.4 La me´thode MsFEM avec oversampling
Ici, nous nous inte´ressons a` la me´thode d’oversampling mentionne´e dans le chapitre
I, que nous notons MsFEM-OS. Nous l’appliquons a` notre proble`me de fissure. Cette
me´thode permet d’e´liminer l’effet des conditions aux limites line´aires (voir [61]) duˆ a`
l’erreur entre les conditions aux limites locales artificielles impose´es aux fonctions de base
multie´chelles et la nature globale de la solution oscillatoire de l’ope´rateur diffe´rentiel.
Nous cherchons a` construire des fonctions de base multie´chelles solutions de (II.8)
avec des conditions aux limites gK plus adapte´es a` l’ope´rateur du proble`me (II.4). L’ide´e
est d’e´loigner les conditions aux limites line´aires7 du bord de la cellule K. Pour cela,
nous construisons des volumes de controˆle K˜, comme sur la figure Fig. II.6 pour un
maillage carte´sien, en e´largissant les cellules K d’un certain nombre κ de cellules fines
dans chaque direction et de chaque coˆte´. Nous construisons ensuite des fonctions de
base interme´diaires, note´es ϕ, solutions des proble`mes (P i) sur ces nouveaux volumes
de controˆle. Sur chaque sommet x˜m du volume K˜ ainsi construit, nous construisons une
7Dans MsFEM-L, gK est line´aire.
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Fig. II.6 – Calcul d’une fonction de base interme´diaire ϕm par la me´thode MsFEM-OS.
— A gauche : construction du nouveau volume de controˆle K˜ dans le cas ou` K est divise´
en quatres cellules fines dans chaque direction et κ = 2 ; les sommets de K˜ sont note´s
x˜k. — A droite : construction de la condition aux limites g eK sur ∂K˜.
fonction ϕm solution du proble`me suivant :
(Pm)
{
LΦϕm = 0 dans K˜,
ϕm|∂ eK = g eK sur ∂K˜,
soit ici :  −∇ ·
(
ν
−→∇ϕm
)
= 0 dans K˜,
ϕm|∂ eK = g eK sur ∂K˜,
avec comme conditions aux limites :{
g eK(x˜k) = δm,k,
g eK line´aire sur ∂K˜.
Le nœud x˜k est un sommet (voir la figure Fig. II.6) de K˜, situe´ a` une distance (dans
toutes les directions) de κ cellules (fines) du sommet xk de la cellule K. Chacun des
proble`mes (Pm) est re´solu par la me´thode des e´le´ments finis sur un maillage fin sur K˜,
comme explique´ pre´ce´demment pour le calcul de (II.8). Le maillage sur K˜ comporte N eK
nœuds de taille infe´rieure a` ε (dans chaque direction d’espace) En fait, il s’agit des nœuds
fins de K auxquels sont ajoute´ κ nœuds fins dans chaque direction et de chaque coˆte´
pour comple´ter jusqu’a` K˜.
Pour calculer ensuite la fonction de base Φk dans la cellule K ⊆ Λk, nous l’e´crivons
comme une combinaison line´aire des fonctions interme´diaires ϕm calcule´es ci-dessus. En
maillage carte´sien, cette combinaison s’e´crit :
Φk(x) =
4∑
m=1
λkmϕ
m(x), (II.13)
ou` les λkm sont des cœfficients tels que les fonctions Φ
k ve´rifient8 Φk(xj) = δj,k. Ceci peut
s’e´crire a` l’aide du syste`me line´aire suivant :
A
(
λk.
)
= δ.,k, (II.14)
8En maillage carte´sien, nous contruisons quatre fonctions ϕm et la fonction Φk ve´rifie quatres condi-
tions.
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ou` δ.,k est le vecteur des δi,k,
(
λk.
)
est le vecteur compose´ des λkm a` de´terminer, et A est la
matrice compose´e des valeurs des ϕm en les sommets deK, c’est-a`-dire Ai,m = ϕ
m(xi). Les
fonctions de base Φk ainsi obtenues sont bien solutions de (II.8) avec gK =
∑4
m=1 λ
k
mϕ
m
|∂K .
En effet, LΦ(ϕmλkm) = 0 dans K˜ ⊃ K pour tout m, donc LΦ(Φk) = 0 dans K et
Φk|∂K =
∑4
m=1 λ
k
mϕ
m
|∂K = gK . Ceci donne Φ
k solution de
−∇ ·
(
ν
−→∇Φk
)
= 0 dans K,
et
Φk|∂K =
4∑
m=1
λkmϕ
m
|∂K = gK .
Les conditions aux limites de ϕm sur ∂K˜ ne sont pas adapte´es, mais les valeurs de ϕm le
sont sur ∂K ⊂ K˜. Une combinaison line´aire de ces valeurs est donc adapte´e pour servir
de conditions aux limites (sur ∂K) pour Φk.
Remarques :
1. Lorsque κ est nul, il s’agit de la me´thode MsFEM-L.
2. Lorsqu’il n’y a pas d’oscillation des cœfficients, les fonctions de base Φk sont
line´aires (Q1), car les ϕm sont line´aires et Φk est une combinaison line´aire de ces
dernie`res.
3. En utilisant cette construction des fonctions de base multie´chelles Φ, ces fonctions
sont non conformes dans le sens ou` elles ne sont pas continues sur les areˆtes des
cellules grossie`res K. Cependant, ceci n’a pas une grande importance dans la suite
du calcul (voir [59]).
4 Simulations nume´riques en dimension deux
Pour ve´rifier la pertinence de la me´thode MsFEM dans ce contexte, nous re´alisons
quelques simulations nume´riques sur un domaine a` deux dimensions d’espace (d = 2).
Les re´sultats nume´riques sont compare´s a` une solution uref de re´fe´rence9. Les erreurs
relatives de unum, la solution nume´rique MsFEM, calcule´es pour cette comparaison sont
de´finies par :
Ep (u
num) =
||unum − uref||p
||uref||p ,
avec les normes discre`tes Lp :
||u||p =
(
h
∑
xα
|u(xα)|p
)1/p
si p <∞,
et ||u||∞ = max
xα
|u(xα)|,
ou` les points xα sont les nœuds du maillage fin.
9Ne connaissant pas explicitement la solution exacte, celle-ci est remplace´e par une solution de
re´fe´rence de´termine´e par une me´thode d’e´le´ments finis Q1 standard sur le maillage fin a` Nε nœuds.
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4.1 Configurations de simulations
Le domaine conside´re´ correspond au carre´ unite´ Ω = [0, 1]2. Dans les cas tests qui
suivent, nous prenons 10−6 comme valeur du parame`tre δ (valeur du cœfficient de diffu-
sion ν a` l’inte´rieur de la fissure).
Pour chaque condition aux limites, de Dirichlet (II.6) et de Neumann (II.7), deux cas
tests sont e´tudie´s en prenant les termes sources et les conditions aux limites suivants :
• Cas 1 : f(x, y) = 2 y − 1 (voir Fig. II.7 a` gauche), g = 0.
• Cas 2 : f(x, y) = − sin(2pi y) (voir Fig. II.7 a` droite), g = 0.
Fig. II.7 – Termes sources conside´re´s. — A gauche : pour le premier cas f(x, y) = 2 y−1.
— A droite : pour le second cas f(x, y) = − sin(2pi y).
x
y
x = 0.36125x = 0.5875
H
zoom
h
H
Fig. II.8 – Domaine de calcul utilise´ pour les simulations nume´riques. — A gauche : le
domaine entier Ω avec la fissure (x ∈ [0.36125; 0.5875]) et le maillage grossier de taille
H. — A droite : un zoom sur la cellule [0.35; 0.4]× [0.45; 0.5] en gras a` gauche, la fissure
et le maillage fin sous-jacent de taille h apparaissent.
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Le maillage fin est constitue´ de 800 cellules par direction, soit un pas d’espace h =
1
800
= 1.25.10−3. La fissure Ω \ Ωε correspond aux mailles fines d’indices compris entre
290 et 470 dans la direction x et e´gal a` 380 dans la direction y, l’e´paisseur est celle d’une
seule cellule fine : ε = h. La fissure est donc le rectangle Ω \ Ωε = [0.36125; 0.5875] ×
[0.47375; 0.475], repre´sente´ sur la figure Fig. II.8.
4.2 Re´sultats nume´riques d’un premier cas
Dans le premier cas, c’est-a`-dire en prenant f(x, y) = 2 y − 1, les erreurs relatives
par rapport a` la solution de re´fe´rence sont repre´sente´es dans le tableau Tab. II.1. Nous
pouvons voir sur ce tableau que les erreurs avec 21 nœuds dans chaque direction, soit
un pas d’espace H = 0.05, sont plus petites avec l’utilisation de MsFEM-OS. Cette
E1 E2 E∞
MsFEM-L 7.6746.10−2 1.0985.10−1 5.0490.10−1
MsFEM-OS 2.4314.10−2 2.7986.10−2 1.4138.10−1
Tab. II.1 – Erreurs relatives Ep des me´thodes MsFEM-L et MsFEM-OS avec un maillage
de taille H = 0.05, dans le cas ou` f(x, y) = 2 y − 1 et avec les conditions aux limites de
Dirichlet homoge`nes.
distinction se voit clairement sur les figures Fig. II.10 et Fig. II.11 en comparant les
solutions nume´riques a` la solution de re´fe´rence.
Une nette diffe´rence apparaˆıt entre la solution approche´e par MsFEM-L et la solution
de re´fe´rence. En effet, sur la figure Fig. II.10 nous focalisons sur une zone autour de la
fissure10 puis nous projettons sur l’axe des abscisses pour obtenir une coupe presque mo-
nodimensionnelle un peu ”e´tale´e”. Nous nous apercevons alors que la solution MsFEM-L
est tre`s diffe´rente de la solution de re´fe´rence : il semble y avoir plusieurs petites fissures.
Ceci est duˆ aux conditions aux limites gK line´aires sur les areˆtes des cellules grossie`res.
Ces conditions rendent les fonctions de base line´aires continues le long de l’areˆte, meˆme
si elles traversent la fissure, et la solution ne prend pas en compte la fissure sur l’areˆte.
Sur la figure Fig. II.11, nous voyons effectivement ce de´faut de la me´thode MsFEM-L.
La fissure devient ”invisible” pour les fonctions de base sur les areˆtes (voir a` gauche de
la figure Fig. II.9) puisque ces conditions aux limites line´aires ne repre´sentent pas la
pre´sence d’une fissure. Sur la coupe 1D en dehors de la fissure, la solution est continue
(courbe de gauche de la figure Fig. II.11). Sur la coupe 1D a` l’inte´rieur de la fissure la
solution est soit discontinue (courbe du centre de la figure Fig. II.11), si l’axe de coupe
se trouve a` l’inte´rieur de la cellule, soit continue (courbe de droite de la figure Fig. II.11)
si l’axe de coupe se trouve sur le bord d’une cellule grossie`re.
En revanche, la solution MsFEM-OS est proche de la solution de re´fe´rence. La fissure
est mieux repre´sente´e : la solution est discontinue tout le long de la fissure comme le
montre la figure Fig. II.10. De plus, sur les coupes 1D (voir figure Fig. II.11), nous
retrouvons cette discontinuite´, quelque soit l’axe de coupe (a` l’inte´rieur ou sur le bord
d’une cellule). Sur la droite de la figure Fig. II.9, nous pouvons voir que la fissure est bien
10Il s’agit de la tranche de visualisation sur le dessin en haut a` gauche correspondant a` y dans
[0.46; 0.49].
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Fig. II.9 – Fonction de base observe´e sur [0.45; 0.55] × [0.45; 0.5]. — A gauche : Une
fonction de base calcule´e avec MsFEM-L ou` les conditions aux limites line´aires sont
situe´es sur l’areˆte (en x = 0.5) ; — A droite : meˆmes conditions avec MsFEM-OS.
prise en compte par les fonctions de base lorsque la me´thode MsFEM-OS est utilise´e.
Nous pouvons de la meˆme manie`re remarquer sur la dernie`re coupe de la figure Fig. II.11,
qui correspond a` une coupe sur le bord d’une cellule, une tre`s le´ge`re discontinuite´ due
aux fonctions de base non conformes.
4.3 Re´sultats nume´riques d’un second cas
Dans le second cas, c’est-a`-dire avec f(x, y) = − sin(2pi y), les erreurs par rapport a`
une solution de re´fe´rence sont repre´sente´es dans le tableau Tab. II.2. Ce tableau indique
que les erreurs relatives Ep avec 20 cellules dans chaque direction, soit H = 0.05, sont
plus petites en utilisant MsFEM-OS. Comme pour le premier cas, une nette diffe´rence
apparaˆıt. Les re´sultats e´tant visuellement tre`s proches de ceux obtenus dans le premier
cas, ceux-ci ne sont pas repre´sente´s. Les conclusions sont identiques.
E1 E2 E∞
MsFEM-L 9.7287.10−2 1.3798.10−1 5.8929.10−1
MsFEM-OS 3.3338.10−2 3.8661.10−2 1.7079.10−1
Tab. II.2 – Erreurs relatives Ep des me´thodes MsFEM-L et MsFEM-OS avec un maillage
de taille H = 0.05, dans le cas ou` f(x, y) = − sin(2pi y) et avec les conditions aux limites
de Dirichlet homoge`nes.
4.4 Commentaires
Quelques soient les conditions aux limites, Dirichlet ou Neumann, et le chargement
f (cas 1 et 2) utilise´s, la me´thode MsFEM-L (MsFEM classique) ne donne pas de
bons re´sultats. L’influence ne´faste des conditions aux limites line´aires dans le calcul des
fonctions de base apparaˆıt ici, d’ou` l’importance d’en de´terminer de plus adapte´es. La
me´thode MsFEM-OS (MsFEM avec oversampling) fournit, dans ce contexte de fissure,
des re´sultats tout a` fait satisfaisants.
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x
y
tranche de
visualisation
autour de
la fissure
x
x x
Fig. II.10 – Solutions nume´riques. — En haut a` gauche est repre´sente´ le domaine de
calcul Ω, ainsi que la tranche (y ∈ [0.46; 0.49]) autour de la fissure (y ∈ [0.47375; 0.475])
sur laquelle les solutions sont observe´es. — En haut a` droite : la solution de re´fe´rence.
— En bas : les solutions nume´riques pour H = 0.05 et h = 1.25.10−3, avec la solution
MsFEM-L (a` gauche) et la solution MsFEM-OS (a` droite).
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Fig. II.11 – Coupes 1D des solutions nume´riques. — En haut est repre´sente´ un zoom
([0.3; 0.5]× [0.45; 0.5]) autour de la fissure, ainsi que les trois axes de coupe sur lesquels
nous observons les solutions et le maillage grossier de taille H. — Sur la premie`re ligne,
la solution de re´fe´rence est coupe´e suivant les trois axes. — Sur la deuxie`me ligne, la
solution MsFEM-L est coupe´e suivant les trois axes. — Sur la troisie`me ligne, la solution
MsFEM-OS est coupe´e suivant les trois axes. — De gauche a` droite : la coupe en dehors
de la fissure, a` l’inte´rieur d’une cellule contenant une partie de la fissure et au bord d’une
cellule contenant une partie de la fissure. Sur chaque courbe, l’emplacement exact de la
fissure est dessine´ en pointille´s.
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Le choix des conditions aux limites pour le calcul de la base de X0 est tre`s im-
portant. Ces conditions refle`tent les oscillations au bord des cellules (grossie`res) K.
Afin d’ame´liorer le calcul de la solution, des conditions aux limites plus adapte´es sont
ne´cessaires ; par exemple avec la technique MsFEM-OS en calculant dans un domaine
plus grand que la cellule et en utilisant seulement l’information a` l’inte´rieur de la cellule
pour construire les fonctions de base. En faisant cela, nous re´duisons significativement
l’influence des conditions aux limites artificielles.
5 Conclusion
Le but de ce chapitre e´tait de tester MsFEM dans un contexte de fissure, nouveau
pour cette me´thode. La simulation d’une fissure est re´alise´e classiquement par la me´thode
XFEM. L’ide´e commune de MsFEM et XFEM d’utiliser des fonctions de base mieux
adapte´es au proble`me permet d’utiliser un maillage inde´pendant de la fissure, meˆme en
cas de propagation. Dans XFEM, des fonctions de base, qui prennent en compte la singu-
larite´, sont ajoute´es. Dans MsFEM, nous modifions, a` l’aide de re´solutions (nume´riques
par exemple) de proble`mes locaux, certaines fonctions de base qui prennent en compte la
singularite´. Lorsque la taille et/ou le nombre de fissures augmentent, le nombre de degre´
de liberte´ dans XFEM augmente tre`s vite, alors que dans MsFEM il reste constant. Pour
une unique fissure, la me´thode MsFEM n’est d’un inte´reˆt qu’acade´mique. Cependant,
pour de grandes et nombreuses fissures qui se croisent, comme sur la droite de la figure
Fig. II.1, cette me´thode multie´chelles peut se re´ve´ler particulie`rement adapte´e.
Nous avons vu qu’une me´thode du type MsFEM est adapte´e au proble`me de fissures.
Des cas tests ont e´te´ simule´s a` l’aide d’un code MsFEM 2D que nous avons e´crit en
fortran 90 sur un maillage carte´sien. Ils illustrent, pour la simulation de l’ouverture d’une
fissure, non seulement la pertinence de l’approche MsFEM, mais aussi le danger que
peuvent repre´senter une mauvaise de´termination des conditions aux limites artificielles.
La me´thode MsFEM-OS produit des re´sultats tre`s satisfaisants, car proche d’une solution
de re´fe´rence. Par contre, la me´thode MsFEM-L ne permet pas de re´aliser une simulation
pre´cise de l’ouverture d’une fissure. Les cas tests vus dans ce chapitre ont e´te´ re´alise´s
avec une unique fissure, le cas de plusieurs fissures pourrait eˆtre simule´ sans aucune
modification, ni de la me´thode, ni du code ; seule l’initialisation serait complexifie´e.
Finalement, avec une me´thode multie´chelles comme MsFEM, il est aussi possible
d’utiliser un mode`le physique diffe´rent pour le proble`me local (II.8) des fonctions de
base dont le support contient une partie de la fissure. Un mode`le a` l’e´chelle mole´culaire
pourrait eˆtre utilise´ pour mieux prendre en compte l’ouverture locale de la fissure.
Chapitre III
Etude d’un proble`me de diffusion en
milieu urbain par une me´thode
multie´chelles avec pe´nalisation
Dans ce chapitre, nous e´tudions un proble`me de diffusion de´crivant la propagation
d’un polluant en milieu urbain. Nous le re´solvons par un couplage de la me´thode de
pe´nalisation avec des variantes de MsFEM. Dans une premie`re partie, nous pre´sentons le
proble`me a` re´soudre, puis le mode`le utilise´ dans une deuxie`me partie. Dans les deux par-
ties suivantes, nous de´crivons la me´thode utilise´e : nous commenc¸ons par la me´thode de
pe´nalisation avant de de´crire son couplage avec la me´thode multie´chelles. Dans une cin-
quie`me partie, nous proposons des techniques d’ame´liorations des conditions aux limites
pour le calcul des fonctions de base. Dans une sixie`me partie, nous analysons en dimen-
sion un la convergence de la me´thode, puis, dans une septie`me partie, nous de´crivons
des modifications a` apporter a` la me´thode pour des mode`les plus complexes. Enfin, dans
une dernie`re partie, nous discutons du choix des ope´rateurs pour le couplage.
1 Pre´sentation du proble`me
1.1 Contexte
Nous assistons a` une e´volution et a` une augmentation des attaques auxquelles il faut
s’adapter. Citons par exemple les accidents industriels (AZF en 2001, Tchernobyl en 1986,
etc) ou les attentats terroristes avec l’apparition du bioterrorisme comme avec l’attaque
au gaz sarin dans le me´tro de Tokyo en 1995 et avec l’apparition d’organisations comme
Al-Qaida. De nos jours, ce proble`me d’inse´curite´ est au cœur des pre´occupations, surtout
depuis l’attentat du 11 Septembre 2001 aux Etats-Unis. En effet, pour se pre´parer aux
futurs attentats, plusieurs mesures de se´curite´ se mettent en place : exercice de faux
attentat au gaz sarin dans le me´tro parisien en 2003, cre´ation de cartes par scanner laser
de certaines villes en 3D, etc. Etant de nature diffe´rente : accidentelle, ou terroriste ; la
de´fense diffe`re en conse´quence.
Face a` des catastrophes naturelles, comme le cyclone Katrina en 2006, nous ne pou-
vons pas lutter, mais nous pouvons pre´voir certaines situations et pre´parer les zones a`
risques (exemple du Japon avec les tremblements de Terre). Pour des catastrophes acci-
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dentelles ou des attentats terroristes, il est impossible de pre´voir. Il est seulement possible
de limiter les risques en cre´ant des normes de se´curite´ dans les industries ou en renforc¸ant
les controˆles dans les transports en commun par exemple. Pour limiter, voire meˆme e´viter,
les pertes (mate´rielles mais surtout humaines) lors d’un danger imme´diat non pre´visible,
il faut pouvoir re´agir rapidement. Il est e´videmment inenvisageable de se donner le temps
de re´aliser des simulations puisqu’il faudrait pre´voir toutes les situations possibles (lo-
calisation et quantification du danger, etc.) et toutes les conditions possibles (donne´es
me´te´orologiques : le vent n’est pas connu a` l’avance, etc.). Il faudrait en conse´quence en
se´lectionner ; mais nous nous heurtons alors au proble`me du choix des situations ”impor-
tantes”, et donc au choix des crite`res de se´lection, alors qu’il y a toujours des impre´vus.
Ainsi, pour avoir acce`s aux donne´es, la seule possiblite´ est d’attendre le moment T0
d’avoir besoin des calculs. Dans ce cas, le temps restant pour simuler l’e´volution de la
situation est tre`s fortement re´duit. Nous sommes donc amene´s a` devoir calculer avec une
rapidite´ ressemblant a` celle du cerveau lors du de´clenchement d’un re´flexe. Nous pouvons
conside´rer une ville comme un domaine d’une taille de l’ordre de quelques kilome`tres par
direction d’espace. De plus, elle est constitue´e d’obstacles (baˆtiments, parcs, rues, etc.)
qui sont plus ou moins opaques pour le polluant : nous conside´rons qu’il ne pene`tre pas
a` l’inte´rieur d’un baˆtiment. Une ville est donc vue comme un domaine avec des trous.
La pollution a certains effets contraires, dont la manifestation et le caracte`re varient,
de´pendants par exemple de l’e´chelle ge´ologique conside´re´e. Pour connaˆıtre la propaga-
tion a` l’inte´rieur de la ville, il faudrait pouvoir de´crire des de´tails de petite taille ε, ce
qui implique l’utilisation d’un maillage de l’ordre du millions de mailles. En outre, les
obstacles dans la ville sont de tous types de forme, toutes tailles, etc, ce qui rend la
ge´ome´trie complexe. Il faudrait utiliser un maillage non structure´ (maillage qui suit la
ge´ome´trie), extreˆmement difficile a` cre´er (pas automatique) et a` manipuler en 3D, en
particulier sur un tre`s grand nombre de mailles. De nombreuses e´tudes ont e´te´ faite sur
la pollution urbaine : e´tude de la quantite´ de gaz a` effet de serre (CO2), e´tude de la
pollution de l’air sur les baˆtiments.
1.2 Apport
Ge´ne´ralement, les e´tudes sur un polluant en milieu urbain concernent la propagation
de la pollution urbaine dans des zones localise´es comme un canyon ou un croisement
de rue (voir [58, 87, 20]). Dans une ville, la ge´ome´trie est tre`s complexe, ce qui rend
difficile les simulations d’un fluide. Une me´thode multie´chelles permet de tels calculs.
Nous utilisons la me´thodologie multie´chelles dans le contexte de simulation en temps
re´el de propagation de polluant en milieu urbain. Comme me´thode multie´chelles, nous
reprenons MsFEM et nous proposons de nouvelles variantes car la me´thode MsFEM-OS
ne peut pas eˆtre utilise´e dans ce contexte. De plus, la me´thode de pe´nalisation apporte
une simplification de cette complexite´ ge´ome´trique. La me´thodologie multie´chelles vue
dans le premier chapitre est donc couple´e avec la me´thode de pe´nalisation. Nous validons,
a` l’aide de nombreux tests, son efficacite´ en pre´cision et temps de calcul pour ce contexte.
Nous re´alisons e´galement une e´tude analytique de la convergence en dimension un. Nous
remarquons qu’un deuxie`me avantage de la me´thode de pe´nalisation est l’utilisation de
MsFEM-OS dans le contexte du milieu urbain.
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(a) (b) (c)
Fig. III.1 – Gaz sarin. — (a) Mole´cule. — (b) Formule chimique. — (c) Effets sur
l’organisme.
2 Mode`le utilise´
Est appele´ polluant un contaminant ayant une incidence sur l’e´cosyste`me, et/ou sur
un organisme (voir l’exemple du sarin sur la figure Fig. III.1) au-dela` d’un certain
seuil. Ce corps de nature complexe a un comportement complexe. Son e´tude fait appel a`
diffe´rents domaines scientifiques, tels que la physique, la chimie, la me´canique, la turbu-
lence, etc. Ce qui met l’e´tude comple`te de sa constitution et de ses effets hors de porte´e
des physiciens. Il peut aussi inte´ragir avec un autre produit ou meˆme se de´grader, ce qui
modifie sa constitution et peut ainsi augmenter son pouvoir toxique. Qu’il soit sous forme
gazeuse, liquide, ou solide, sa re´action avec l’environnement est complexe. Un polluant
peut eˆtre radioactif, engendrer des re´actions indirectes, se de´grader (la dure´e de son effet
peut changer), avoir des effets combine´s qui peuvent diffe´rer suivant l’environnement,
avoir des re´percussions de diffe´rents types1, etc. La mode´lisation de la propagation d’un
polluant dans une ville est donc extreˆmement complexe.
Nous choisissons de ne pas nous inte´resser a` un polluant particulier, a` ses proprie´te´s,
ses inte´ractions avec l’environnement, etc, mais de mode´liser la propagation dans un mi-
lieu urbain d’un unique et quelconque polluant passif (pas de re´action chimique, ni avec
un autre produit, ni avec son environnement) sous forme gazeuse. Un des mode`les de pol-
luant dans une rue les plus simples est le mode`le ”STREET model”. Il est empiriquement
base´ sur des mesures de pollution dans des rues. Un autre mode`le analytique, propose´ par
Hotchkiss and Harlow (1973), est base´ sur une solution approche´e d’une e´quation sta-
tionnaire d’advection-diffusion. L’approche meso-e´chelle regarde typiquement une ville
comme une structure rigide de la couche limite de l’atmosphe`re. Les e´tudes micro-e´chelle,
d’un autre coˆte´, analysent la dispersion de polluant et les flots turbulents autour de
baˆtiments isole´s, dans les mode`les ”street canyon” 2D (voir [93, 70]) focalisant sur le
phe´nome`ne dispersif a` l’e´chelle d’un baˆtiment et de la rue. Dans [58], les auteurs e´tudient
1Par exemple, il est encore possible d’observer des conse´quences du nuage radioactif de Tchernobyl
comme l’e´pide´mie de nombreux cancers de la thyro¨ıde dans les zones fortement expose´es.
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les villes compactes ou` la ville entie`re elle-meˆme agit comme un obstacle a` l’approche du
vent. La dispersion du polluant dans les re´seaux de rue des mode`les de villes de´pendent
principalement des conditions de vent qui, a` leur tour, de´pendent des caracte´ristiques
morphologiques urbaines telles que la forme de la ville, la densite´ de baˆtiments, la confi-
guration des rues, etc., et les caracte´ristiques de la source de polluant. Ils e´tudient les
effets de la morphologie urbaine sur la dispersion de polluant dans des mode`les de ville
ide´alise´e. Le transport de polluant est mode´lise´ par une e´quation de convection-diffusion
moyenne´ en temps. Pour mode´liser la propagation d’un polluant dans une ville, nous
choisissons l’e´quation instationnaire de convection-diffusion suivante :
∂uε
∂t
+∇ · (−→Vεuε)−∇ · (νε−→∇uε) = f ε dans [0;T ]× Ωε,
uε|∂Ωε = g
ε dans [0;T ]× ∂Ωε,
uεt=0 = u
ε
0 dans {0} × Ωε,
ou` uε est la concentration du polluant, f ε est la source (ou le puit), νε est la diffusion,−→
Vε est le champ de convection, gε est la condition aux limites et uε0 est la donne´e initiale.
Le domaine Ωε ( Rd est un domaine non convexe (duˆ aux obstacles dans une ville)
repre´sente´ sur la figure Fig. III.2 et [0;T ] est un intervalle de temps fini.
ε
Fig. III.2 – Exemple de domaine de calcul Ωε non convexe repre´sentant un milieu urbain.
Les zones grise´es repre´sentent les obstacles de taille minimale ε. Ces zones ne sont pas
inclus dans Ωε.
Dans ce chapitre, nous nous inte´ressons au proble`me simplifie´ de l’e´quation station-
naire avec le terme de convection nul suivante :{
−∇ · (νε−→∇uε) = f ε dans Ωε,
uε|∂Ωε = g
ε sur ∂Ωε.
(III.1)
Ceci permet de voir comment est pris en compte la morphologie de la ville par la me´thode
multie´chelles. Afin de re´soudre le proble`me sur Ωε, nous devons imposer des condi-
tions aux limites aux bords des obstacles : prenons gε nulle aux bords des obstacles.
La re´solution d’un tel proble`me ne´cessite un maillage adapte´, difficile a` mettre en œuvre.
Pour simplifier le proble`me des obstacles, nous utilisons la me´thode de pe´nalisation
qui remplace le proble`me (III.1) par un autre proble`me de´fini sur l’enveloppe convexe
de Ωε, c’est-a`-dire le domaine auquel sont ajoute´s les obstacles (baˆtiments, etc). Nous
notons Ω ce nouveau domaine. Nous pre´sentons donc, dans la section suivante, cette
me´thode de pe´nalisation.
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3 La me´thode de pe´nalisation
3.1 Motivation
A priori, notre domaine de calcul Ωε est un domaine quelconque non convexe, car
une ville est une zone contenant des obstacles (parties opaques). Ceux-ci peuvent eˆtre
de formes, de tailles, et de dispositions quelconques. Le contexte dans lequel nous nous
situons nous oblige a` calculer rapidement, nous ne pouvons donc pas nous permettre
de refaire tous les calculs en cas de modification locale du domaine Ωε. Apre`s avoir
calcule´ une base de X0 (espace de petite dimension), si un changement2 a lieu avant
la re´solution3 sur X0, la ge´ome´trie de la ville est modifie´e, ce qui signifie que Ωε est
diffe´rent de celui utilise´ pour le calcul de X0. Lorsque le maillage suit la ge´ome´trie de la
ville, il faut alors remailler et refaire le calcul sur X0. Bien que chaque e´le´ment de X0 soit
calcule´ rapidement et de fac¸on inde´pendante des autres, il est souhaitable de l’e´viter. Ce
type de maillage est tre`s complexe a` re´aliser et a` manipuler, en particulier en 3D. Si la
modification est locale, il est souhaitable d’avoir a` recalculer seulement certains e´le´ments
de X0 pour ne pas perdre l’avantage d’une me´thode multie´chelles.
Il est alors souhaitable d’utiliser un maillage qui ne suit pas la ge´ome´trie de la ville,
comme un maillage carte´sien, facile a` cre´er et a` manipuler, mais aussi a` modifier. Dans la
suite, nous conside´rons ce type de maillage. Nous souhaitons donc une me´thode qui nous
permette de traiter la re´solution du proble`me sur tout type de domaine non convexe par
une me´thode de type MsFEM. Afin de re´soudre ce proble`me, nous nous inspirons d’une
me´thode, appele´e me´thode de pe´nalisation (voir [7]), utilise´e lors de la re´solution d’une
e´quation de Navier-Stokes incompressible autour d’obstacles. Cette me´thode, de´crite
dans la suite de cette partie, est ensuite couple´e a` la me´thode multie´chelles MsFEM vue
dans le chapitre I.
Remarque : Il est impossible d’utiliser la me´thode MsFEM-OS de´crite dans le chapitre
pre´ce´dent. En effet, lorsqu’un obstacle touche un nœud du maillage, il n’existe pas de
fonction de base associe´e a` ce nœud. Ceci est duˆ a` la non inversion de la matrice A
permettant de calculer une combinaison line´aire des fonctions interme´diaires ϕm tel que
les conditions Φi(xj) = δi,j soient ve´rifie´es.
La probabilite´ pour qu’au moins un nœud du maillage soit sur un obstacle est non
nulle, voire proche de un. De plus, il est impossible d’ommettre ces obstacles puisque ils
peuvent eˆtre nombreux dans ce cas, d’autant plus en raffinant le maillage, et peuvent
eˆtre de tailles potentiellement grandes. La me´thode MsFEM-OS ne pourra donc pas eˆtre
utilise´e pour re´soudre le proble`me (III.1). Cependant, la me´thode MsFEM-L fonctionne
parfaitement ici, dans le sens ou` elle permet d’obtenir des re´sultats. Ces re´sultats ont
e´videmment les proble`mes mentionne´s dans le chapitre pre´ce´dent, a` savoir l’effet de
couche limite duˆ aux conditions aux limites artificielles. Nous re´glons donc ce proble`me
d’incompatibilite´ graˆce a` la pe´nalisation.
2Par exemple une explosion (changement rapide) ou une simple e´volution de la ville (changement
plus lent).
3Il peut s’e´couler un certain temps entre ces deux e´tapes.
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3.2 Pre´sentation de la me´thode
Soit a` re´soudre le proble`me
Lu = f dans Ωε, (III.2)
ou` le domaine Ωε est non convexe. Afin d’e´viter de construire un maillage qui suit la
ge´ome´trie du domaine, nous re´solvons un proble`me sur un ensemble, note´ Ω, contenant
son enveloppe convexe au lieu de re´soudre un proble`me sur un domaine non convexe Ωε.
L’ide´e est d’obliger la solution a` eˆtre tre`s petite a` l’inte´rieur des obstacles pour simuler la
condition uε|∂(Ω\Ωε) nulle sur ∂ (Ω \ Ωε), ou` Ω\Ωε est le domaine qui contient les obstacles.
La me´thode consiste a` ajouter dans l’e´quation (III.2) dans Ωε un terme d’absorption
de la forme σ¯1D, ou` D est le domaine dans lequel nous voulons pe´naliser, c’est-a`-dire
ici l’ensemble des obstacles. Le proble`me (III.2) est donc remplace´ par un proble`me,
dit pe´nalise´. L’inverse du cœfficient du nouvel ope´rateur, c’est-a`-dire
1
σ¯
, repre´sente la
perme´abilite´ du milieu : plus l’obstacle est perme´able et plus ce nombre est grand. Le
domaine Ω \ Ωε e´tant compose´ d’obstacles tre`s imperme´ables, le cœfficient 1
σ¯
doit eˆtre
tre`s proche de ze´ro. Il faut donc prendre une valeur tre`s grande pour σ¯. Le domaine Ωε
e´tant un milieu sans obstacle, il est tre`s perme´able, le cœfficient σ¯ doit alors eˆtre tre`s
petit dans Ωε. Il est donc annule´ en multipliant σ¯ par 1Ω\Ωε dans l’e´quation (III.3). Le
proble`me pe´nalise´ (e´tendu a` Ω) s’e´crit donc :
Lu+ σu = f dans Ω, (III.3)
ou` σ est une fonction nulle dans Ωε de´finie par σ = σ¯1Ω\Ωε . Elle est appele´e fonction de
pe´nalisation. Remarquons qu’a` l’inte´rieur de Ωε l’e´quation (III.3) est en fait l’e´quation
de de´part (III.2). Les cœfficients de L, ainsi que la valeur de f , sont a` de´finir a` l’inte´rieur
de Ω \ Ωε.
Remarque : Il existe diffe´rents types de pe´nalisation, comme la H1-pe´nalisation (voir
[7]), ou` les auteurs pe´nalisent la partie line´aire de L pour Navier-Stokes.
Lorsque le proble`me (III.2) est re´solu dans Ωε, la solution n’est pas calcule´e a` l’inte´rieur
des obstacles, e´tant donne´ que les obstacles n’appartiennent pas a` Ωε. Ne´anmoins, nous
devons ge´ne´rer un maillage adapte´ a` la topologie complexe de la ville et il est ne´cessaire
d’imposer des conditions aux limites approprie´es sur les obstacles.
Les obstacles e´tant inclus dans Ω avec la me´thode de pe´nalisation, il faut calculer la so-
lution a` l’inte´rieur des obstacles. Nous allons voir dans la suite que la solution est presque
nulle a` l’inte´rieur. D’un autre coˆte´, cela permet de construire un maillage inde´pendent
de la ville et ne pas se soucier des conditions aux limites sur les obstacles. De plus, nous
avons pu remarquer que MsFEM-OS ne peut eˆtre utilise´ pour la re´solution de (III.2) et
MsFEM-L donne des re´sultats bien moins pre´cis en ge´ne´ral. Avec la pe´nalisation, il est
e´galement possible d’utiliser la me´thode MsFEM-OS.
3.3 Validite´ de la me´thode
Pour prendre en compte les obstacles contenus dans notre domaine, nous remplac¸ons
les fonctions νε, σε, f ε de´finies sur Ωε par les mode`les discontinus ν, σ, f de´finies sur Ω.
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L’e´quation (III.1) pe´nalise´e s’e´crit alors :{
−∇ · (ν−→∇u) + σu = f dans Ω,
u|∂Ω = g sur ∂Ω,
(III.4)
avec les cœfficients suivants :
ν =
{
νε dans Ωε,
νε
δ
dans Ω \ Ωε, f =
{
f ε dans Ωε,
0 dans Ω \ Ωε, σ =
 0 dans Ωε,νε
δL2A
dans Ω \ Ωε,
et la condition aux limites g = gε|∂Ω. Les cœfficients de l’ope´rateur dans l’e´quation (III.4)
sont ainsi des fonctions oscillantes, dont les variations sont de taille minimum ε. Le
parame`tre ε repre´sente la taille des plus petits obstacles, donc des composantes connexes
de Ω \ Ωε. Les fonctions g et f , respectivement les conditions aux limites et le terme
source, sont des donne´es du proble`me, LA est la longueur caracte´ristique d’absorption
4
et δ est le parame`tre de pe´nalisation.
a) Solution monodimensionnelle a` l’inte´rieur d’un obstacle
Plac¸ons nous sur un intervalle et ajoutons un obstacle sur celui-ci. Comme la me´thode
de pe´nalisation permet d’e´viter les proble`mes de conditions aux limites au bord des
obstacles, nous regardons la solution au bord de cet obstacle. Soit Ω = [a; b], avec a, b
re´els quelconques. Quitte a` faire un changement de variable, nous positionnons le ze´ro
sur une extre´mite´ de Ω \ Ωε, a ne´gatif et b positif. Il s’agit donc de la situation ou` un
obstacle est place´ en [0; x˜] et Ωε = [a; 0] ∪ [x˜; b], comme sur la figure Fig. III.3. Afin de
x˜0a bΩ \ Ωε
Fig. III.3 – Position d’un obstacle en [0; x˜] sur le domaine de calcul [a; b].
forcer la solution a` eˆtre nulle a` l’inte´rieur d’un obstacle, nous ajoutons la fonction σ dans
l’e´quation. Notre e´quation pe´nalise´e (III.3) en 1D s’e´crit alors :
− (νu′)′ + σu = f dans Ω.
Ceci donne dans Ω \ Ωε :
−ν
ε
δ
u′′ +
νε
δL2A
u = 0, soit − u′′ + 1
L2A
u = 0.
La solution de cette e´quation est u(x) = c ch
(
x
LA
)
+d sh
(
x
LA
)
pour tout x ∈ Ω\Ωε, ou` la
constante c = u(0) est de´termine´e en fonction des conditions aux limites et d = LAu
′(0).
En effet, u(x) = c ch
(
x
LA
)
+ d sh
(
x
LA
)
ve´rifie :
−u′′(x) + 1
L2A
u(x) = −
(
c
L2A
ch
(
x
LA
)
+
d
L2A
sh
(
x
LA
))
+
c
L2A
ch
(
x
LA
)
+
d
L2A
sh
(
x
LA
)
= 0.
4La longueur caracte´ristique d’absorption est petite par rapport a` la taille caracte´ristique d’un
baˆtiment, c’est-a`-dire LA ≤ ε.
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La continuite´ de νu′ au bord de l’obstacle donne alors :
νεu′|Ωε =
νε
δ
u′|Ω\Ωε .
De plus, nous avons −νεu′′ nul dans Ωε, ce qui implique que u′|Ωε est constant et
u′|Ωε(x˜) =
u(b)− u(x˜)
b− x˜ ,
u′|Ωε(0) =
u(a)− u(0)
a
,
d’ou` : 
u′|Ω\Ωε(x˜) = δ × u′|Ωε(x˜) = δ ×
u(b)− u(x˜)
b− x˜ ,
u′|Ω\Ωε(0) = δ × u′|Ωε(0) = δ ×
u(a)− u(0)
a
.
En de´rivant u(x), nous trouvons d = δLAu
′
|Ωε(0) et c =
LAδ
sh
“
x˜
LA
” (u′|Ωε(x˜)− u′|Ωε(0)ch( x˜LA)).
Comme c = u(0), nous obtenons :
c = δLA
(
u(b)− u(x˜)
b− x˜ −
u(a)
a
ch
(
x˜
LA
))
×
(
sh
(
x˜
LA
)
− δLA
a
ch
(
x˜
LA
))−1
.
Ceci donne donc :
u(x˜) = δLA
(
1 +
δLA
b− x˜ c˜
)−1((
u(b)
b− x˜ +
u(a)
a
ch
(
x˜
LA
))
c˜+
u(a)
a
sh
(
x˜
LA
))
,
ou` c˜ =
(
ch
(
x˜
LA
)
− δLA
a
sh
(
x˜
LA
))
×
(
sh
(
x˜
LA
)
− δLA
a
ch
(
x˜
LA
))−1
. Regardons la de´pendance
de u(x˜) par rapport a` δ et notons g(δ) = u(x˜). La de´rive´e g′(δ) est de´finie pour
1 + δLA
b−x˜ c˜ (δ) 6= 0. Or c˜ (δ) est continue pour δ 6=
ash
“
x˜
LA
”
LAch
“
x˜
LA
” > 0 et nulle pour δ = 0,
il existe donc δ1 ∈]0;
ash
“
x˜
LA
”
LAch
“
x˜
LA
” [ tel que c˜ (δ) < 1 pour δ ∈ [0; δ1]. La fonction g est donc
de classe C1 sur [0; δ1] et par le the´ore`me des accroissements finis, nous obtenons pour
tout δ ∈ [0; δ1] :
|g(δ)| ≤ max
x∈[0;δ]
|g′(x)||δ|,
car g(0) = 0. Finalement, nous avons pour tout δ ∈ [0; δ1] :
|u (x˜) | = |g(δ)| ≤ max
x∈[0;δ1]
|g′(x)|δ = O (δ) .
Remarques :
1. Remarquons que u|Ω\Ωε tend vers ze´ro lorsque δ tend vers ze´ro.
2. Sans ajout de la fonction σ dans l’e´quation, la continuite´ de νu′ au bord de l’obstacle
donne :
νε
∂u
∂n
=
∂u
∂n
,
ou` −→n est la normale exte´rieure a` l’obstacle, donc u est constante (quelconque) a`
l’inte´rieur d’un obstacle.
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b) Solution bidimensionnelle a` l’inte´rieur d’un obstacle
Regardons maintenant ce qui se passe sur ∂Ωε dans le cas ou` la dimension spatiale
est d = 2. Intuitivement, la solution doit eˆtre proche de ze´ro, voire s’annuler. C’est le
but de la me´thode de pe´nalisation.
Le proble`me pe´nalise´ a` re´soudre est le suivant :
−∇ · (ν−→∇u) + σu = f dans Ω.
Soit φλ une fonction test, comme sur la figure Fig. III.4, telle que
−→∇φλ ∼ 1
λ
−→n , ou` λ est
l’e´paisseur5 du support γλ de φλ et
−→n est la normale exte´rieure a` Ω \ Ωε. Alors, pour
Ω \ Ωε
Ωε
1
λ
φλ
−→n
Fig. III.4 – Fonction test φλ dont le support est inclus dans une boule de petit rayon λ.
tout re´el λ > 0, nous avons :∫
γλ
ν
−→∇u.−→∇φλ +
∫
γλ
σuφλ =
∫
γλ
fφλ.
En effet, les termes de bords s’annulent car φλ est nulle sur le bord de son support. En
conse´quence, en notant [f ]Λ le saut de la fonction f a` travers la surface Λ, nous avons :[
ν
−→∇u.−→n
]
∂(Ω\Ωε)
−→
λ→0
0,
car σ et f sont des fonctions volumiques (σ = f = 0 sur ∂ (Ω \ Ωε)). Ainsi, nous obte-
nons : −→∇u|Ω\Ωε .−→n = δ
−→∇u|Ωε .−→n −→
δ→0
0,
puis
∂
∂n
u|Ω\Ωε −→
δ→0
0 dans ∂Ωε.
Ainsi, u|Ω\Ωε tend vers une constante clim quand δ → 0.
De plus, quand LA est tre`s petit, nous pouvons e´crire
νε
δ
= o
(
νε
δL2A
)
, c’est-a`-dire
ν = o(σ) dans Ω \Ωε. Or, −ν
ε
δ
∆u+
νε
L2Aδ
u est nul dans Ω \Ωε, donc σu est nul (termes
5Cela signifie qu’il existe une boule Bλ de rayon λ qui contienne le support de φλ.
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d’ordre L−1A ) dans Ω \Ωε, car f est nul dans Ω \Ωε. Comme σ est non nulle dans Ω \Ωε,
la constante clim est donc nulle. Finalement,
u −→
δ→0
0 dans Ω \ Ωε.
Remarque : Comme dans le cas 1D, en n’ajoutant pas le terme d’absorption, la solution
est constante dans Ω \ Ωε, mais pas ne´cessairement nulle.
4 Le couplage avec la me´thode de pe´nalisation
De´crivons ici la me´thode MsFEM couple´e avec la me´thode de pe´nalisation afin de
re´soudre le proble`me (III.1) qui nous inte´resse. Nous cherchons ici a` approcher la concen-
tration u du polluant sur un domaine note´ Ωε. Pour cela, nous mode´lisons la pre´sence
d’obstacles par la me´thode de pe´nalisation pre´sente´e dans la section pre´ce´dente. Nous
appliquons la me´thode MsFEM couple´e avec la me´hode de pe´nalisation sur un maillage
carte´sien. Il s’agit donc de re´soudre le proble`me (III.4). Dans notre domaine bidimen-
Λi
K
xi
x1
xNε
H
zoom
h
xα
Fig. III.5 – Maillages (grossier et fin). — A gauche : le maillage grossier M de taille H
sur le domaine Ω. — A droite : un zoom sur le maillage fin (de taille h) local a` la cellule
K. Le point xα est un nœud du maillage fin local sur K et les points {xα}α=1,...,Nε sont
les nœuds du maillage fin sur Ω. Le support Λi de Φ
i est dessine´ par une zone grise, il
s’agit des cellules ayant le nœud grossier xi pour sommet.
sionnel rectangulaire Ω, de´finissons un maillage grossier M a` N0 nœuds {xi}i=1,...,N0 .
Les cellules grossie`res sont de taille H. De´finissons sur Ω un maillage fin, conforme6 au
maillage grossier, a` N ε nœuds {xξ}ξ=1,...,Nε (voir Fig. III.5). Les lettres grecques sont
encore re´serve´es aux indices du maillage fin. Les fonctions σ et ν varient a` une e´chelle
ε  H. Ces variations fines de σ et ν sont porte´es par les fonctions de base. Dans la
suite, nous de´taillons les e´tapes du calcul de MsFEM pour re´soudre (III.4).
6A chaque nœud grossier xi correspond un nœud fin xξ.
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4.1 Construction des fonctions de base
Nous pre´sentons ici la premie`re e´tape du calcul de la me´thode MsFEM pour la
re´solution de (III.4). Comme dans le chapitre II, les fonctions de base multie´chelles
{Φi}i=1,...,N0 doivent prendre en compte les variations de ν et de σ et sont solutions de
l’e´quation stationnaire homoge`ne associe´e a` (III.4) sur une partie locale de Ω. Autrement
dit, la fonction Φi, centre´e au nœud xi, est solution de :{
LΦΦi = −∇ · (ν−→∇Φi) + σΦi = 0 dans K,
Φi|∂K = gK sur ∂K,
(III.5)
ou` K est une cellule grossie`re du support Λi de Φ
i, c’est-a`-dire une cellule dont xi est un
sommet (voir figure Fig. III.5) et gK est la donne´e des conditions aux limites.
Afin de re´soudre nume´riquement ce proble`me local a` l’aide de la me´thode des e´le´ments
finis standard, la cellule K est de´compose´e en cellules fines avec un maillage fin a` NK
nœuds {xα}α=1,...,NK , de taille infe´rieure a` ε dans toutes les directions d’espace. Les
cœfficients ν, σ sont suppose´s constants dans les cellules fines. Comme nous l’avons vu
dans le chapitre pre´ce´dent, la condition aux limites gK n’e´tant pas une donne´e physique,
sa de´termination est un point de´licat dans le calcul des fonctions de base. Les conditions
aux limites gK de Φ
i sont a` choisir, par exemple (voir le chapitre II) :
1. en imposant des conditions aux limites artificielles : line´aires pour MsFEM-L,
ou
2. en les adaptant au proble`me : a` l’aide de la re´solution de proble`mes supple´mentaires
pour MsFEM-OS.
Nous utilisons d’abord des conditions aux limites line´aires puis des conditions aux limites
plus adapte´es (avec MsFEM par exemple) a` notre proble`me dans la suite du chapitre
(voir la section 5).
Les fonctions Φi se de´composent dans l’espace Xε engendre´ par les fonctions e´le´ments
finis ψα :
R
(
Φi
)
=
∑
α
Φiαψ
α.
En utilisant cette de´composition et la me´thode des e´le´ments finis pour re´soudre l’e´quation
(III.5), nous obtenons un syste`me line´aire de taille NK ×NK sous forme matricielle :
(D + S)
(
Φi.
)
= 0, (III.6)
ou` (Φi.) de´signe le vecteur des composantes de la fonction Φi sur Xε,
Dα,β =
∫
γα∩γβ
ν
−→∇ψβ.−→∇ψαdx,
et
Sα,β =
∫
γα∩γβ
σψβψαdx.
Remarque : Dans cette partie du calcul, il y a de nombreux syste`mes line´aires a`
re´soudre. Cependant, ils ne sont pas trop grand (de taille NK × NK), ce qui permet
de faire les calculs assez rapidement et n’occupe pas une grande place me´moire. De plus,
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ces calculs sont inde´pendants, ce qui permet de les faire en paralle`le si ne´cessaire et ainsi
de gagner du temps de calcul.
Ici, ces calculs sont faits au pre´alable car ils ne ne´cessitent pas de connaˆıtre les donne´es
du proble`me ; le temps de calcul n’a ainsi pas besoin d’eˆtre tre`s rapide. Nous pouvons
donc nous permettre un maillage tre`s fin. Ce pre´calcul sert ensuite dans la re´solution
de l’e´quation contenant les donne´es ”en temps re´el” du proble`me. Cela fait l’objet de la
suite du chapitre.
4.2 Re´solution de l’e´quation globale
Nous pre´sentons ici la deuxie`me e´tape du calcul de la me´thode MsFEM, c’est-a`-dire
comment calculer la concentration du fluide a` partir des fonctions de base multie´chelles.
Dans ce chapitre, nous re´solvons le proble`me stationnaire (III.4), c’est-a`-dire :{
−∇ · (ν−→∇u) + σu = f dans Ω,
u|∂Ω = g sur ∂Ω.
Nous cherchons la solution approche´e u0 dans X0, c’est-a`-dire sous la forme :
u0(x) =
N0∑
i=1
uiΦ
i(x), (III.8)
ou` les ui sont les composantes de la fonction u
0 sur l’espace X0 engendre´ par les fonctions
de base multie´chelles {Φi}i=1,...,N0 .
La discre´tisation de l’e´quation (III.4) par les e´le´ments finis {ψα}α=1,...,Nε donne :
Lεuε =
Nε∑
α=1
(
−
∫
γα
∇ ·
(
ν
−→∇uε
)
ψα +
∫
γα
σuεψα
)
ψα.
L’ope´rateur L0 est ici de´fini par :
L0u0 =
N0∑
i=1
(
−
∫
Λi
∇ · (ν−→∇u0)Φi +
∫
Λi
σu0Φi
)
Φi.
De plus, comme u0 appartient a` X0, en substituant la de´composition (III.8) dans l’e´quation
globale L0u0 = f 0, le syste`me line´aire a` re´soudre de petite taille N0×N0 devient le sui-
vant :
N0∑
j=1
(Di,j + Si,j)uj =
N0∑
j=1
Mi,jfj, ∀i = 1, . . . , N0, (III.9)
avec les matrices :
Di,j =
∫
Λi∩Λj
ν
−→∇Φj−→∇Φidx−
∫
∂(Λi∩Λj)
νΦi
−→∇Φj.−→n ijds,
Si,j =
∫
Λi∩Λj
σΦiΦjdx,
et Mi,j =
∫
Λi∩Λj
ΦiΦjdx,
(III.10)
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ou` −→n ij de´signe le vecteur normal unitaire exte´rieur a` ∂(Λi∩Λj) et fj la jie`me composante
de f 0 dans X0.
Remarque : Dans cette partie, le syste`me a` re´soudre est petit (de taille N0 × N0),
donc rapide a` re´soudre. Une me´thode nume´rique classique utiliserait un syte`me de tre`s
grande taille, donc tre`s long. Graˆce a` la me´thode multie´chelles le syste`me a` re´soudre est
de petite taille, donc nous obtenons une solution approche´e tre`s rapidement.
4.3 Post-traitement
Pour retrouver la solution approche´e uε = R(u0) dans Xε, c’est-a`-dire sur le maillage
fin a` N ε nœuds, il suffit de remplacer les fonctions Φi par R (Φi) sur Xε. Nous obtenons
ainsi :
uε(x) =
N0∑
i=1
uiR
(
Φi
)
(x) =
N0∑
i=1
ui
Nε∑
α=1
Φiαψ
α(x).
Les composantes de uε dans Xε sont donc
N0∑
i=1
uiΦ
i
α. Finalement, la solution approche´e
uε est de´finie sur le maillage fin de taille N ε, ce qui permet d’avoir un comportement
de´taille´ de la solution.
4.4 Choix des parame`tres pour la pe´nalisation
Le but ici est de choisir les valeurs de δ et LA. La constante LA est la taille de la
couche limite, c’est-a`-dire la taille minimale des obstacles conside´re´s. Le cœfficient de
pe´nalisation δ dans σ repre´sente la perme´abilite´ d’un obstacle. Plus δ est grand, plus le
milieu est conside´re´ comme perme´able. Ici, un obstacle est imperme´able, δ est donc petit.
Afin de justifier nume´riquement le choix de δ, nous conside´rons le proble`me suivant{ −∆uε = f ε dans Ωε,
uε|∂Ω = 0 sur ∂Ωε,
(III.11)
ou` Ωε = Ω \ B (0, ε) ( R2 avec Ω = B(0, 1), la boule centre´e en ze´ro et de rayon un.
Prenons f ε = 4− 1+ε
r
, avec r =
√
x2 + y2, tel que
uε = (1− r)(r − ε).
En effet,
−∂
2uε
∂x2
= − (r − ε) ∂
2(1− r)
∂x2
− 2∂(1− r)
∂x
∂(r − ε)
∂x
− (r − 1) ∂
2(r − ε)
∂x2
= (r − ε− 1 + r) ∂
2r
∂x2
+ 2
(
∂r
∂x
)2
= (2r − ε− 1) r
2 − x2
r3
+ 2
x2
r2
,
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et en proce´dant de meˆme pour y, ceci nous donne :
−∆uε = −∂
2uε
∂x2
− ∂
2uε
∂y2
= (2r − ε− 1)
(
r2 − x2
r3
+
r2 − y2
r3
)
+ 2
(
x2
r2
+
y2
r2
)
= 2− ε+ 1
r
+ 2.
Le proble`me (III.11) est remplace´ par le proble`me pe´nalise´ suivant :{
−∇ · (ν−→∇u) + σu = f dans Ω,
u|∂Ω = 0 sur ∂Ω,
(III.12)
ou`
ν =
{
1 dans Ωε,
1
δ
dans B (0, ε) ,
σ =
 0 dans Ωε,1
δL2A
dans B (0, ε) ,
f =
{
f ε dans Ωε,
0 dans B (0, ε) .
Prenons ε = 0.1 et re´alisons des simulations sur plusieurs maillages. Pour chaque taille
h de maillage, regardons les erreurs en norme L∞(Ωε) en variant la valeur de δ. Chaque
courbe correspond a` un maillage fixe´ avec h donne´ dans la le´gende.
Fig. III.6 – Erreur commise sur (III.12) en fonction du parame`tre de pe´nalisation δ pour
diffe´rentes tailles h de maillage
(
1
10
, . . . , 1
160
)
.
Nous observons sur la figure Fig. III.6 qu’il y a toujours une valeur optimale pour δ
de´pendant de h. Afin de mieux voir la de´pendance en h, redimensionnons δ et l’erreur
par h. Ainsi, ceci nous donne le choix optimal est entre δ = h et δ = 2h (voir la figure
Fig. III.7).
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Fig. III.7 – Erreur commise sur (III.12) divise´e par la taille h du maillage en fonction
du parame`tre de pe´nalisation δ divise´ par la taille h pour diffe´rentes tailles de maillage(
1
10
, . . . , 1
160
)
.
Le nombre δ e´tant sans dimension, il est donc pris e´gal au pas d’espace fin adimen-
sionne´ par la longueur du domaine (identique dans les deux directions). Plus ge´ne´ralement,
il est pris e´gal au minimum sur les directions du pas d’espace fin adimensionne´ par la
longueur du domaine.
5 Les conditions aux limites dans le calcul des fonc-
tions de base
Dans le chapitre pre´ce´dent, nous avons vu que les conditions aux limites dans le
proble`me des fonctions de base multie´chelles avaient un roˆle important et des conditions
aux limites line´aires ne refle`tent pas les oscillations des cœfficients. Rappelons que pour
MsFEM-L, la fonction Φi ve´rifie les conditions aux limites suivantes :
Φi = Ψi sur ∂K,
ou` Ψi est la fonction Q1 centre´e au nœud xi. Il est intuitivement clair que les effets des
conditions aux limites artificielles ne sont pas ne´gligeables. Ces conditions aux limites
line´aires posent proble`me quand, par exemple, un baˆtiment touche le bord d’une cellule
grossie`re : la fonction de base multie´chelles Φ est line´aire sur ∂K alors que les cœffi-
cients ν, σ varient sur ∂K. La fonction Φ ne prend donc pas suffisamment en compte les
variations de ν, σ proches du bord de la cellule K. Nous pre´sentons dans cette section
quelques ide´es afin d’y reme´dier.
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5.1 Technique d’oversampling
Nous nous inte´ressons ici a` la me´thode MsFEM-OS, vue dans le chapitre pre´ce´dent.
Nous rappelons que cette me´thode permet d’e´liminer l’effet des conditions aux limites
line´aires (voir [61]) duˆ a` l’erreur entre les conditions aux limites locales artificielles im-
pose´es aux fonctions de base multie´chelles et la nature globale de la solution oscillatoire
de l’ope´rateur diffe´rentiel.
L’ide´e de la me´thode est d’e´loigner les conditions aux limites line´aires du bord de la
cellule K afin d’obtenir des conditions aux limites plus adapte´es par une combinaison
line´aire de fonctions de base interme´diaires. Nous construisons d’abord des fonctions
de base interme´diaires ϕm, solutions des proble`mes (III.5) sur des nouveaux volumes
de controˆle K˜. Ces volumes K˜ sont construits en e´largissant K de κ cellules fines dans
chaque direction et chaque coˆte´ comme sur la figure Fig. III.8. La fonction Φi est ensuite
cherche´e comme une combinaison line´aire des ϕm telle que Φi(xj) = δi,j en re´solvant le
syste`me (II.14). Les fonctions de base Φi ainsi obtenues sont solutions de (III.5) avec
gK =
∑4
m=1 λ
i
mϕ
m
|∂K puisque Φ
i est solution dans K de
LΦ
(
Φi
)
=
4∑
m=1
LΦ
(
ϕmλim
)
= 0,
Φi|∂K =
4∑
m=1
λimϕ
m
|∂K = gK .
Remarques :
1. Les conditions aux limites de ϕm sur ∂K˜ ne sont pas adapte´es au proble`me, mais
les valeurs de ϕm sur ∂K ⊂ K˜ sont adapte´es. Une combinaison line´aire de ces
valeurs est donc adapte´e au proble`me (III.4) pour servir de conditions aux limites
Φi|∂K pour Φ
i.
2. Lorsqu’il n’y a pas d’obstacle, les fonctions de base sont line´aires, car les ϕm sont
line´aires et Φ est une combinaison line´aire de ces dernie`res.
3. Lorsque, pour tout m, ϕm(xi) est tre`s proche de ze´ro, le syste`me line´aire (II.14)
est tre`s mal conditionne´ et la fonction de base Φ obtenue peut ne pas eˆtre adapte´e,
voire pas de´finie. Cette situation se produit lorsque le nœud grossier xi est situe´ a`
l’inte´rieur d’un obstacle.
Il paraˆıt donc ne´cessaire d’utiliser une me´thode qui e´limine l’effet des conditions aux
limites line´aires, mais qui permette de calculer des fonctions de base multie´chelles, pour
tout type de ville et de maillage, c’est-a`-dire meˆme lorsque un nœud grossier se trouve a`
l’inte´rieur d’un obstacle.
5.2 Technique d’homothe´tie centre´e
Dans cette partie, nous nous inte´ressons au proble`me mentionne´ dans la dernie`re re-
marque sur la me´thode MsFEM-OS. Dans le cas ou` un nœud du maillage est a` l’inte´rieur
d’un obstacle, il semble difficile de trouver une combinaison line´aire des ϕm pour calculer
la fonction de base multie´chelles Φ. Cependant, nous ne pouvons pas garder les condi-
tions aux limites line´aires qui ne refle`tent pas la ge´ome´trie de la ville sur les bords des
cellules grossie`res.
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Afin d’obtenir une me´thode qui e´limine cet effet des conditions aux limites, nous
nous inspirons de l’ide´e de MsFEM-OS qui consiste a` e´loigner les conditions aux limites
line´aires du bord de la cellule K pour calculer des fonctions de base interme´diaires ϕm.
Pour pouvoir calculer avec des nœuds grossiers a` l’inte´rieur d’obstacles, situation pouvant
survenir en milieu urbain, l’ide´e est de remplacer la combinaison line´aire des ϕm par une
autre combinaison line´aire. Nous notons cette me´thode MsFEM-Hcentree.
Les fonctions ϕm sont solutions de (III.5) sur un volume de controˆle K˜ plus grand
qu’une cellule grossie`re K, c’est-a`-dire ϕm est solution de{
LΦ (ϕm) = 0 sur K˜,
ϕm
∂ eK = g eK . (III.13)
avec la condition aux limites sur ∂K˜{
g eK (x˜j) = δm,j,
g eK line´aire sur ∂K˜.
Les volumes de controˆle K˜ sont construits en e´largissant les cellules K d’un certain
nombre κ de cellules fines (voir figure Fig. III.8), comme pour la me´thode MsFEM-
OS. Les fonctions ϕm sont les meˆmes que celles calcule´es par la me´thode MsFEM-OS
pre´ce´dente. Nous re´solvons le proble`me (III.13) par la me´thode des e´le´ments finis stan-
κ cellules
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K˜
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01
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Fig. III.8 – Calcul de la fonction de base interme´diaire ϕm pour les me´thodes MsFEM-
OS et MsFEM-Hcentree. — A gauche : construction du nouveau volume de controˆle K˜
dans le cas ou` K est divise´ en quatres cellules fines dans chaque direction et κ = 2. —
A droite : construction de la condition aux limites g eK sur ∂K˜.
dard sur un maillage fin a` N eK nœuds, de taille infe´rieure a` ε dans toutes les directions
d’espace. Ce maillage est le maillage fin de K auquel sont ajoute´es des cellules fines pour
comple´ter jusqu’a` obtenir un maillage pour K˜.
Apre`s avoir calculer les fonctions ϕm, nous utilisons seulement l’information a` l’inte´ri-
eur de K pour construire Φk. La combinaison line´aire est telle qu’en l’absence d’obstacle,
les fonctions de base soient Q1. Pour cela, nous remplac¸ons dans (II.14) la matrice A
par Â, qui est de´finie par Âi,j = Ψ˜j(xi), ou` Ψ˜j de´signe la fonction de base Q1 dans K˜
centre´e au sommet x˜j de K˜. Les composantes du vecteur
(
λk.
)
sont alors de´termine´es
par le syste`me suivant :
Â
(
λk.
)
= δ.,k,
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ou` δ.,k est le vecteur des δi,k. La combinaison line´aire (II.13) permet ensuite d’obtenir la
fonction de base multie´chelles Φk.
Remarques :
1. Dans le cas ou` il n’y a pas d’obstacle, ϕm est la fonction de base Q1 dans K˜, et les
matrices A et Â sont e´gales par de´finition de Â. Nous retrouvons ainsi la me´thode
MsFEM-OS (et MsFEM-L), et Φk est une fonction de base Q1 dans K.
2. Par construction, les fonctions de base multie´chelles Φ ne sont pas conformes
(comme pour MsFEM-OS) dans le sens ou` elles ne sont pas continues sur les areˆtes
des cellules grossie`res.
3. Lorsque les ϕm(xi) sont tre`s proches de ze´ro, c’est-a`-dire quand le nœud grossier
xi est situe´ a` l’inte´rieur d’un obstacle, alors Φ
i(xi) est aussi proche de ze´ro.
5.3 Technique d’homothe´tie
Dans cette partie, nous nous inte´ressons encore au proble`me mentionne´ dans la
dernie`re remarque sur la me´thode MsFEM-OS. Comme pour la technique pre´ce´dente,
nous cherchons une me´thode qui fournisse une solution en toute circonstance, meˆme
lorsqu’un nœud du maillage est a` l’inte´rieur d’un obstacle. Pour obtenir une nouvelle
me´thode qui e´limine cet effet des conditions aux limites, nous nous inspirons encore de
l’ide´e de MsFEM-OS qui consiste a` e´loigner les conditions aux limites line´aires du bord
de K pour calculer des fonctions de base interme´diaires ϕm.
Contrairement a` la me´thode pre´ce´dente, pour pouvoir se permettre de calculer des
cas ou` des nœuds grossiers se retrouvent a` l’inte´rieur d’obstacles, l’ide´e ici est d’e´loigner
encore les conditions aux limites line´aires non nulles, mais de remplacer ensuite la com-
binaison line´aire des ϕm par une homothe´tie. Une seule fonction de base interme´diaire ϕ
est alors ne´cessaire ici. La fonction de base multie´chelles Φi est donc la transforme´e de ϕi
par une homothe´tie. Cette fonction ϕi est solution de (III.5) sur un volume de controˆle
K˜ plus grand qu’une cellule grossie`re K, c’est-a`-dire ϕi est solution de{
LΦ
(
ϕi
)
= 0 sur K˜,
ϕi
∂ eK = g eK , (III.14)
avec la condition aux limites sur ∂K˜ : g eK = Ψ˜i. Afin d’obtenir, apre`s homothe´tie,
Φi(xj) = δi,j a` une constante multiplicative pre`s, nous imposons e´galement g eK (xj) nulle
pour les sommets xj de K diffe´rents de xi. Ceci peut eˆtre fait en choisissant correctement
K˜, par exemple en prenant K˜ tel que les sommets xj de K, diffe´rents de xi appartiennent
aussi au bord de K˜. Les volumes de controˆle K˜ sont donc construits en e´largissant les
cellules K d’un certain nombre κ de cellules fines, du coˆte´ des areˆtes inte´rieures au sup-
port de la fonction de base (voir figure Fig. III.9). Autrement dit, nous e´loignons les
areˆtes ayant pour sommet le nœud xi associe´ a` la fonction de base cherche´e Φ
i. Nous
re´solvons le proble`me (III.14) par la me´thode des e´le´ments finis standard sur un maillage
fin a` N eK nœuds, dont les cellules sont de taille infe´rieure a` ε dans toutes les directions
d’espace. Ce maillage est le maillage fin de K auquel des cellules fines sont ajoute´es pour
le comple´ter jusqu’a` couvrir K˜.
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Fig. III.9 – Calcul de la fonction de base interme´diaire ϕi pour la me´thode d’homothe´tie
(MsFEM-H). — A gauche : construction du nouveau volume de controˆle K˜ dans le cas
ou` K est divise´ en quatres cellules fines dans chaque direction et κ = 2. — A droite :
construction de la condition aux limites g eK sur ∂K˜.
Apre`s avoir calculer ϕi, nous utilisons seulement l’information a` l’inte´rieur de K pour
construire Φi. Le cœfficient d’homothe´tie est pris tel que, en l’absence d’obstacles, Φi soit
la fonction de base line´aire Q1, comme dans le cas des deux techniques pre´ce´dentes. La
fonction de base multie´chelles Φi est donc construite en posant :
Φi(x) =
ϕi(x)
Ψ˜i(xi)
, dans K, (III.15)
ou` Ψ˜i de´signe la fonction de base Q1 dans K˜ centre´e en x˜i.
Remarques :
1. En l’absence d’obstacle, ϕi est la fonction de base Q1 dans K˜, c’est-a`-dire Ψ˜i,
et Φi est la transfome´e par homothe´tie de cette dernie`re. Nous retrouvons alors
les fonctions de base Q1, puisqu’aux nœuds grossiers xj (sommets de K), nous
obtenons :
Φi(xj) =
Ψ˜i(xj)
Ψ˜i(xi)
= δi,j,
et dans la cellule K, la fonction Φi est donc la fonction de base Q1.
2. En utilisant cette construction des fonctions de base multie´chelles, ces fonctions
sont, comme pour les me´thodes pre´ce´dentes, non conformes, dans le sens ou` elles
ne sont pas continues sur les areˆtes des cellules grossie`res.
3. Lorsque ϕi(xi) est tre`s proche de ze´ro
7, c’est-a`-dire quand le nœud grossier xi est
situe´ a` l’inte´rieur d’un obstacle, alors Φi(xi) l’est aussi car la condition aux limites
Φi(xj) = δi,j n’est pas impose´e dans cette me´thode.
7La condition aux limites est impose´e sur K˜, qui ne contient pas le nœud xi si κ est non nul.
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6 Convergence en dimension un
Nous illustrons ici l’approche multie´chelles ge´ne´rale en construisant une me´thode
e´le´ments finis multie´chelles pour le proble`me aux conditions aux limites 1D suivant :
trouver u : Ω→ R telle que
{
Lu = −(νu′)′ + σu = f,
u(0) = u(L) = 0,
(III.16)
ou` f ∈ L2(Ω) est donne´e et Ω = [0, L]. Nous supposons que les cœfficients ν et σ appar-
tiennent a` L∞(Ω) et ve´rifient les conditions ν(x) ≥ νmin > 0 et σ(x) ≥ σmin ≥ 0 pour
tout x ∈ Ω. De plus, les fonctions ν et σ oscillent rapidement et changent brutalement
sur une petite e´chelle, note´e ε. Notre but est d’exhiber un espace e´le´ments finis multi-
e´chelles X0 ( X associe´ a` un maillage de taille H  ε, donc tel que la dimension N0 de
X0 soit de l’ordre de L
H
. Cet espace doit eˆtre choisi pour donner une solution approche´e
de (III.16) avec une erreur d’ordre H inde´pendamment de la taille ε des variations dans
les cœfficients de l’e´quation.
La formulation variationnelle de (III.16) s’e´crit :
trouver u ∈ H10(Ω) telle que a(u, v) =
∫ L
0
fvdx, ∀v ∈ H10(Ω),
ou` la forme biline´aire a(u, v) est de´finie dans H10(Ω) par
a(u, v) =
∫ L
0
νu′v′dx+
∫ L
0
σuvdx.
6.1 Une me´thode avec solution exacte des proble`mes locaux
Oublions pour l’instant le maillage fin de taille h et construisons une me´thode multi-
e´chelles sur un maillage grossier de taille H. Divisons Ω en intervalles Ki = [xi; xi+1],
i = 1, . . . , N0 − 1 ou` les N0 nœuds sont de´finis par xi = iH et H = LN0−1 . Choisissons
l’espace multie´chelles adapte´ a` l’ope´rateur L :
VH = {uH ∈ C0(Ω) telle que LuH = 0 dans Ki, i = 1, . . . , N0 − 1}, (III.17)
ou` C0(Ω) de´signe l’espace des fonctions de´finies sur Ω continues et nulles au bord de
Ω. L’approximation Galerkin standard uH ∈ VH de la solution du proble`me (III.16) est
alors
a(uH , φH) =
∫ L
0
fφHdx, ∀φH ∈ VH . (III.18)
The´ore`me 2. La solution de Galerkin uH dans (III.18) satisfait l’estimation d’erreur
suivante :
||u− uH ||E ≤ H
pi
√
νmin
||f ||L2(Ω),
ou` || · ||E de´signe la norme e´nergie dans H10(Ω) de´finie par || · ||2E = a(·, ·).
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De´monstration. Nous allons utilise´ le re´sultat suivant :
Lemme 3. (Lemme de Cea)
||u− uH ||E = inf
vH∈VH
||u− vH ||E.
Prenons vH ∈ VH l’interpolant de u, c’est-a`-dire telle que vH(xi) = u(xi), i =
1, . . . , N0 et notons e l’erreur d’interpolation, c’est-a`-dire e = u − vH . Nous obtenons
alors dans chaque cellule du maillage{ −(νe′)′ + σe = f sur [xi; xi+1],
e(xi) = e(xi+1) = 0.
En multipliant l’e´quation pre´ce´dente par e et en inte´grant sur Ki, nous obtenons∫ xi+1
xi
ν|e′|2dx+
∫ xi+1
xi
σe2dx =
∫ xi+1
xi
fedx ≤ ||f ||L2(Ki)||e||L2(Ki). (III.19)
Comme la fonction e s’annule sur la frontie`re de Ki, nous pouvons lui appliquer l’ine´galite´
de Poincare´, qui borne la norme L2 par la semi-norme H1. De plus, comme la longueur
de Ki est Hi = |xi+1 − xi|, la meilleure constante possible dans l’ine´galite´ est Hipi , d’ou` :
||e||L2(Ki) ≤
Hi
pi
(∫ xi+1
xi
|e′|2dx
) 1
2
.
Or, σ e´tant positif, on a
νmin
∫ xi+1
xi
|e′|2dx ≤
∫ xi+1
xi
ν|e′|2dx ≤
∫ xi+1
xi
ν|e′|2dx+
∫ xi+1
xi
σe2dx,
ce qui implique :
||e||L2(Ki) ≤
Hi
pi
√
νmin
(∫ xi+1
xi
ν|e′|2dx+
∫ xi+1
xi
σe2dx
) 1
2
. (III.20)
Notons Ii =
∫ xi+1
xi
ν|e′|2dx+∫ xi+1
xi
σe2dx. En le substituant dans (III.19) nous voyons que :
I2i ≤ ||f ||2L2(Ki)||e||2L2(Ki) ≤ ||f ||2L2(Ki)
H2i
pi2νmin
Ii,
donc ∫ xi+1
xi
ν|e′|2dx+
∫ xi+1
xi
σe2dx ≤ H
2
i
pi2νmin
||f ||2L2(Ki).
En sommant sur tous les intervalles Ki, nous obtenons finalement
||e||E = ||u− vH ||E ≤ H
pi
√
νmin
||f ||L2(Ω).
La preuve se termine en appliquant le lemme de Cea.
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Remarque : Si σmin > 0, l’estimation d’erreur peut eˆtre ame´liore´e en :
||u− uH ||E ≤ H√
pi2νmin +H2σmin
||f ||L2(Ω).
En effet, nous avons
pi2νmin||e||2L2(Ki) +H2i σmin||e||2L2(Ki) ≤ H2i
∫ xi+1
xi
ν|e′|2dx+H2i
∫ xi+1
xi
σe2dx
≤ H2i
(∫ xi+1
xi
ν|e′|2dx+
∫ xi+1
xi
σe2dx
)
= H2i Ii.
L’ine´galite´ (III.20) devient alors :
||e||L2(Ki) ≤
Hi√
pi2νmin +H2i σmin
(∫ xi+1
xi
ν|e′|2dx+
∫ xi+1
xi
σe2dx
) 1
2
.
6.2 Une me´thode multie´chelles imple´mentable
La me´thode pre´ce´dente est seulement d’un inte´reˆt the´orique puisque la construction
de l’espace VH comporte une solution exacte de l’e´quation aux de´rive´es partielles sur
chaque intervalle Ki. L’ide´e est de remplacer ces solutions exactes par des approximations
e´le´ments finis sur un maillage fin de taille h. Introduisons maintenant des nœuds fins
xξ = ξh, ξ = 1, . . . , N
ε, avec h = L
Nε−1 . Pour simplifier, nous supposons que N
ε − 1 est
un multiple de N0 − 1, en fait H
h
= N
ε−1
N0−1 est un nombre entier et chaque e´le´ment Ki est
de´compose´ en H
h
e´le´ments fins. L’espace de grande dimension suscite´ dans la discussion
ge´ne´rale est maintenant :
Xε = Vh = {uh ∈ C0(Ω) tel que uh est line´aire sur [xξ, xξ+1], ξ = 1, . . . , N ε − 1}.
Le sous-espace multie´chelles X0 de Xε est maintenant de´fini (voir la de´finition (III.17)
de VH) par :
X0 = VHh
= {uh ∈ Vh tel que a(uh, φh) = 0 ∀φh ∈ Vh tel que γh ⊂ Kξ pour ξ ∈ {1, . . . , N0 − 1}},
ou` γh de´signe le support de φh. L’approximation de Galerkin standard uHh ∈ X0 de la
solution du proble`me (III.16) est alors :
a(uHh, φHh) =
∫ L
0
fφHhdx, ∀φHh ∈ X0. (III.21)
The´ore`me 4. La solution de Galerkin uHh dans (III.21) ve´rifie l’estimation d’erreur
suivante :
||u− uHh||E ≤ 1
pi
√
νmin
H||f ||L2(Ω) + inf
vh∈Vh
||u− vh||E.
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De´monstration. Notons V l’espace fonctionnel H10 muni du produit scalaire a(·, ·). De´-
composons cet espace en la somme directe V = V 0 + VH ou`
V 0 = {g ∈ V telle que g(xi) = 0, i = 1, . . . , N0}
et VH est de´fini par (III.17) :
VH = {uH ∈ C0(Ω) telle que LuH = 0 dans Ki, i = 1, . . . , N0 − 1}.
En effet, pour u ∈ V il suffit de prendre u˜ ∈ V 0 tel que pour tout i, Lu˜ = Lu dans Ki et
uH = u− u˜ est bien e´le´ment de VH . Remarquons que VH est le comple´ment orthogonal
de V 0 dans V . De´composons de meˆme Vh = V
0
h + VHh ou` V
0
h = Vh ∩ V 0 et notons que
VHh est le comple´ment orthogonal de V
0
h dans Vh. Soit uh ∈ Vh la solution e´le´ment fini
sur le maillage fin, c’est-a`-dire
a(uh, φh) =
∫ L
0
fφhdx, ∀φh ∈ Vh. (III.22)
Il existe des de´compositions uniques de u ∈ V et uh ∈ Vh
u = u˜+ uH avec u˜ ∈ V 0 et uH ∈ VH (III.23)
uh = u˜h + uHh avec u˜h ∈ V 0h et uHh ∈ VHh (III.24)
ou` uH et uHh sont les solutions approche´es de´finies par (III.18) et (III.21) respectivement.
Nous avons
||u˜h||2E = a(u˜h, u˜h) = a(uHh, u˜h) + a(u˜h, u˜h) = a(uh, u˜h),
car V 0h est orthogonal a` VHh, donc, par (III.22), cela donne
||u˜h||2E =
∫ L
0
fu˜hdx = a(u, u˜h),
car a(u,Φ) =
∫
fΦ pour tout Φ ∈ V . Or V 0h , qui est inclus dans V 0, est orthogonal a` VH
donc
||u˜h||2E = a(u˜, u˜h) + a(uH , u˜h) = a(u˜, u˜h) ≤ ||u˜||E||u˜h||E,
et
||u− uHh||E ≤ ||u− uh||E + ||uh − uHh||E
≤ ||u− uh||E + ||u˜h||E d’apre`s (III.24),
≤ ||u− uh||E + ||u˜||E par l’ine´galite´ pre´ce´dente,
≤ ||u− uh||E + ||u− uH ||E d’apre`s (III.23).
Concluons par le lemme de Cea en remarquant que :
||u− uh||E = inf
vh∈Vh
||u− vh||E.
Finalement, le the´ore`me 4 indique que la me´thode converge lorsque la taille H du
maillage tend vers ze´ro.
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7 Equation de convection-diffusion instationnaire
Rappelons le mode`le choisi :
∂uε
∂t
+∇ · (−→Vεuε)−∇ · (νε−→∇uε) = f ε dans [0;T ]× Ωε,
uε|∂Ωε = g
ε dans [0;T ]× ∂Ωε,
uε (t = 0) = uε0 dans {0} × Ωε.
ou` uε(x, t) est l’inconnue, νε(x) est la diffusion (constante dans l’air),
−→
Vε(x) est le champ
de convection a` l’instant initial8, f ε(x, t) est la source, gε(x, t) est la condition aux limites
et uε0(x) est la condition initiale. Remarquons que le domaine Ωε contient des trous,
donc il faut utiliser un maillage complexe (surtout en 3D), difficile a` construire et a`
manipuler9. Pour cela, la me´te´o ne´glige les baˆtiments, ce qui n’est pas assez pre´cis. De
plus, les conditions aux limites nulles sont difficiles a` mettre en œuvre. En utilisant la
pe´nalisation, le but est donc de re´soudre :
∂u
∂t
+∇ · (−→Vu)−∇ ·
(
ν
−→∇u
)
+ σu = f sur [0;T ]× Ω,
u|∂Ω = g sur [0;T ]× ∂Ω,
u(t = 0) = u0 sur {0} × Ω.
(III.25)
Remarques :
• Avantages : le maillage est carte´sien (donc rapide et simple, etc.) et le domaine Ω
est rectangulaire (convexe).
• Inconve´nients : les cœfficients et le terme source restent a` de´finir sur le comple´men-
taire Ω \ Ωε. Les valeurs de ν, σ,−→V et f sont donne´es par :
ν =
{
νε dans Ωε,
νε
δ
dans Ω \ Ωε,
−→
V =
{ −→
Vε dans Ωε,
0 dans Ω \ Ωε,
σ =
 0 dans Ωε,νε
δL2A
dans Ω \ Ωε, f =
{
f ε dans Ωε,
0 dans Ω \ Ωε,
ce qui rend les cœfficients discontinus (variations rapides).
L’e´tude du cas stationnaire sans convection en utilisant la me´thode MsFEM couple´e
a` la pe´nalisation dans ce contexte a` e´te´ re´alise´ dans ce chapitre, voyons ce qu’il manque
pour rajouter les termes instationnaire et de convection.
7.1 L’e´quation de diffusion non stationnaire
Il est encore possible ici d’utiliser MsFEM et la pe´nalisation puisqu’il s’agit encore
d’un proble`me multie´chelles d’espace : la variable temporelle t est conside´re´e comme un
parame`tre. Il suffit juste de discre´tiser en plus temporellement.
8Le champ de convection peut eˆtre conside´re´ constant au cours du temps de la simulation.
9Rappelons que le but est de calculer en temps re´el.
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Dans le cas du proble`me de diffusion non stationnaire, l’inconnue uε de´pend du temps
et de l’espace et les fonctions de base Φi uniquement de l’espace, c’est-a`-dire que uε s’e´crit
sous la forme :
uε(t, x) =
N0∑
i=1
Φi(x)ui(t),
et le syste`me (III.9) a` re´soudre devient :∑
j
Mi,j (∂tuj) +
∑
j
(Di,j + Si,j)u∗j =
∑
j
Mi,jfj, (III.26)
avec :
Mi,j =
∫
Λj∩Λi
ΦiΦjdx,
Di,j =
∫
Λi∩Λj
ν
−→∇Φj−→∇Φidx+
∫
∂(Λi∩Λj)
(−ν−→∇ΦjΦi).−→n ds,
et Si,j =
∫
Λi∩Λj
σΦiΦjdx.
Pour re´soudre le syste`me d’e´quations diffe´rentielles du premier ordre pre´ce´dent (III.26) de
manie`re explicite (respectivement implicite), les termes en espace sont e´value´s a` l’instant
t (respectivement a` l’instant t + ∆t). Le sche´ma d’Euler explicite sera contraint par
une condition de Courant-Friedrichs-Lewy (CFL) sur le pas de temps ∆t pour assurer la
stabilite´ de la me´thode. Le sche´ma d’Euler implicite, quant a` lui, est inconditionnellement
stable. Il est aussi possible d’utiliser par exemple un sche´ma de Crank-Nickolson, ou de
Runge-Kutta.
Afin de de´terminer (∂tu.), nous devons attribuer une valeur approche´e a` ∂tuj. Pour
cela, nous pouvons utiliser par exemple un sche´ma de´centre´. En approchant ∂tuj par
un+1j −unj
∆t
et en notant I la matrice identite´ de taille N0 ×N0, (III.26) s’e´crit :
(M+ ∆tθ (D+ S))
(
un+1.
)
= (M−∆t(1− θ) (D+ S)) (un.)+(1−θ)M (fn.)+θM (fn+1.) ,
avec θ compris entre ze´ro et un, ou simplement :
• avec un sche´ma explicite (θ = 0) :(
un+1.
)
=
(
I−∆tM−1 (D+ S)) (un.) + ∆t(fn.),
• avec un sche´ma implicite (θ = 1) :(
un+1.
)
= (M+ ∆t (D+ S))−1M
(
un.+ ∆tfn+1.
)
,
• avec un sche´ma Crank-Nicholson (θ = 1
2
) :(
M+
∆t
2
(D+ S)
)(
un+1.
)
=
(
M− ∆t
2
(D+ S)
)
(un.) +
1
2
M (fn.) +
1
2
M
(
fn+1.
)
.
7.2 L’e´quation de convection-diffusion
Nous sommes dans un contexte de convection dominante. En effet, le nombre de
Reynolds Re est le rapport entre la vitesse multiplie´e par la longueur caracte´ristique et la
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viscosite´ cine´matique ν. Or ν est de l’ordre de 10−5m2.s−1 pour l’air, le vent est de l’ordre
du me`tre par seconde (plusieurs kilome`tres par heure) et la longueur caracte´ristique de
notre proble`me de l’ordre du me`tre (ou la dizaine de me`tres), ce qui donne un nombre de
Reynolds tre`s grand. L’influence du champ de convection
−→
Vε est donc importante. Pour
re´soudre l’e´quation (III.25), plusieurs proble`mes se posent :
– La discre´tisation : proble`me de stabilite´. Il faut alors utiliser la me´thode des
e´le´ments finis stabilise´s (voir [64]), qui consiste a` ajouter de la diffusion nume´rique.
– Les valeurs de
−→
Vε sont donne´es sur un ensemble fini, de cardinal assez petit, de
points xs (station me´te´o) de Ωε. Il faut alors se donner un mode`le que doit ve´rifier−→
Vε afin de le connaˆıtre a` l’e´chelle fine.
Le champ de convection est suppose´ constant a` l’e´chelle de la simulation, ou du moins
constant par morceaux10 et dans ce cas il est recalcule´ sur chaque intervalle de temps
(sur lequel il est constant). Le syste`me a` re´soudre s’e´crit :
∑
j
Mi,j (∂tuj) +
∑
j
(
Di,j + Si,j +
∑
k
−−→
Bi,j,k.
−→
Vk
)
uj =
∑
j
Mi,jfj,
avec : −−→
Bi,j,k = −
∫
Λi∩Λj∩Λk
Φj
−−→∇ΦiΦkdx+
∫
∂(Λi∩Λj∩Λk)
ΦkΦjΦi−→n ds.
soit sous forme matricielle :∑
j
Mi,j (∂tuj) +
∑
j
(Di,j + Si,j + Ci,j)uj =
∑
j
Mi,jfj,
ou` C est la matrice de la discre´tisation de la convection : Ci,j =
∑
k
−−→
Bi,j,k.
−→
Vk. Apre`s
discre´tisation temporelle, nous obtenons :
• avec un sche´ma explicite (θ = 0) :(
un+1.
)
=
(
I−∆tM−1 (D+ S+ C)) (un.) + ∆t(fn.),
• avec un sche´ma implicite (θ = 1) :(
un+1.
)
= (M+ ∆t (D+ S+ C))−1M
(
un.+ ∆tfn+1.
)
,
• avec un sche´ma Crank-Nicholson (θ = 1
2
) :(
M+
∆t
2
(D+ S+ C)
)(
un+1.
)
=
(
M− ∆t
2
(D+ S+ C)
)
(un.)+
1
2
M
(
(fn.) +
(
fn+1.
))
.
En pratique, une grande partie du temps est consacre´e a` construire les fonctions de
base Φi qui portent les petites e´chelles de variations : inversion de matrices de grande
taille (quatre pour un maillage carte´sien). Cependant, ces calculs sont re´alise´s une seule
fois, au pre´alable (”preprocessing”). La re´solution de (III.25), c’est-a`-dire le calcul en
temps re´el, n’implique qu’une seule inversion de matrice de petite taille N0 × N0, ce
qui, en pratique, est tre`s rapide. De ce fait, il est possible, aussi pour ce mode`le, de
10Le vent change tre`s peu de direction ou d’intensite´ sur un court intervalle de temps.
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re´aliser un grand nombre de simulations nume´riques pre´cises en changeant uniquement
les conditions aux limites ou les conditions initiales de`s lors que les fonctions de base
sont pre´calcule´es et stocke´es.
Le calcul du champ de convection se fait sur le maillage grossier et il est reconstitue´
sur le maillage fin graˆce aux fonctions de base. Le champ de convection est solution de
l’e´quation suivante :
− ν∆−→Vε = −→0 dans Ωε. (III.27)
Remarque : Si le proble`me est a` convection dominante, il faut introduire le terme de
transport (
−→
Vε.∇)−→Vε dans l’e´quation pre´ce´dente qui devient :(−→
Vε.∇
)−→
Vε − ν∆−→Vε = −→0
Malheureusement, ce terme est non line´aire. La notation
−→
Vε.∇ utilise´e ici signifie sim-
plement : ∑
k
−→
Vεk
∂
∂xk
.
Afin de re´soudre (III.27) sur tout le domaine Ω, nous rajoutons le terme de pe´nalisation
σ
−→
V, ce qui donne l’e´quation suivante a` re´soudre :
−∇ ·
(
ν.∇−→V
)
+ σ
−→
V = 0, (III.28)
muni de la condition aux limites
−→
V |∂Ω donne´e (condition de Dirichlet par exemple).
L’inconnue
−→
V e´tant un vecteur, il est possible de :
– de´coupler les composantes du vent en calculant se´pare´ment les coordonne´es (cha-
cune ve´rifiant (III.28)). La me´thode des e´le´ments finis nous donne donc pour chaque
composante Vm du vecteur
−→
V :∑
j
(Di,j + Si,j) Vmj = 0, (III.29)
Nous utilisons les meˆmes fonctions de base multie´chelles que pre´ce´demment pour
chaque composante. Ce faisant, le champ de convection n’est pas qualitativement
repre´sentatif du vent ; il n’y a, par exemple, pas de contournement des obstacles.
– ajouter la condition supple´mentaire ∇ · −→V = 0 qui permet de coupler les compo-
santes. Cette condition a pour conse´quence la construction de fonctions de base a`
divergence nulle, mais qui cre´e des tourbillons, et ne premettent pas de repre´senter
une solution constante par une combinaison des fonctions de base.
Une fois le champ de convection reconstruit sur le maillage fin, ce n’est plus une inconnue
du proble`me et il suffit de re´soudre (III.25).
8 Discussion sur le choix des ope´rateurs
Nous avons de´crit dans ce chapitre la me´thode MsFEM utilisant les meˆmes ope´rateurs
pour le calcul des fonctions de base et de l’e´quation globale, c’est-a`-dire L0 = LΦ. Ceci
88 III. Proble`me de diffusion en milieu urbain
est un choix, d’autres ope´rateurs pourraient eˆtre utilise´s comme il a e´te´ mentionne´ dans
le chapitre pre´ce´dent. Cependant, ce choix est le plus imme´diat. Jusqu’a` pre´sent ce type
de proble`me n’a pas e´te´ aborde´ dans le monde multie´chelles.
Pour re´soudre des e´quations de la forme (III.4), Hou sugge`re (voir [43]) dans un
contexte ge´ophysique de ne pas prendre en compte le terme de re´action σΦ dans le
calcul des fonctions de base et de changer le terme de re´action σu par σu¯ ou` u¯ est
la moyenne de u dans les cellules grossie`res, c’est-a`-dire
∑
j
1
|K|
∫
K
Φjdxuj. Ceci n’est
pas plus complexe a` mettre en œuvre que le calcul pre´ce´dent. En retirant le terme de
pe´nalisation σΦ dans le calcul des fonctions de base, celles-ci ne sont plus des solutions
mode`les de l’e´quation (III.4) et ne sont pas ne´gligeables dans un obstacle. La solution
globale est donc nulle seulement si elle l’est aux nœuds grossiers autour de l’obstacle, ce
qui n’est pas oligatoirement le cas et va aussi de´pendre du maillage choisi. De plus, la
fonction u¯ n’a pas ve´ritablement de sens physique. La solution de −∇ · (ν−→∇u) + σu¯ = f
est proche de la solution du proble`me homoge´ne´ise´, que nous ne pouvons pas expliciter
ici. Cette solution n’a a priori aucune raison d’eˆtre proche de la solution physique de
notre proble`me −∇ · (ν−→∇u) + σu = f .
Un interme´diaire entre ces deux choix est de ne pas prendre en compte le terme de
re´action σΦ dans le calcul des fonctions de base et de conserver le terme de re´action σu
dans l’e´quation globale. Ceci permet de re´soudre le proble`me physique, mais uniquement
a` l’e´chelle grossie`re.
A priori, retirer le terme de pe´nalisation dans le calcul des fonctions de base ne devrait
pas eˆtre un bon choix. L’ame´lioration du re´sultat par le remplacement dans l’e´quation
globale de σu par σu¯ n’est pas garanti non plus. L’importance la plus grande entre le
terme σΦ et le terme σu ne semble pas claire. Le premier choix semble donc plus ade´quat
dans le contexte urbain. Le chapitre suivant aura donc pour but de tester ces me´thodes
et ainsi de valider ou invalider ces intuitions sur les ope´rateurs. Il aura aussi pour but de
de´terminer les techniques de choix des conditions aux limites dans le calcul des fonctions
de base.
Remarques :
– Toutes ces me´thodes propose´es pour ame´liorer les conditions aux limites dans le
calcul des fonctions de base sont des me´thodes MsFEM non conformes, dans le sens
ou` les fonctions de base sont discontinues le long des areˆtes des cellules grossie`res.
Dans [45, 60, 61] les auteurs ont montre´ que l’erreur de non conformite´ e´tait petite
et qu’elle peut donc eˆter ne´glige´e.
– La re´sonnance d’e´chelle mentionne´e dans le chapitre I existe a priori ici aussi.
Cependant, dans notre contexte, le cas inte´ressant est de prendre H bien plus
grand que ε.
9 Conclusion
Dans ce chapitre, nous avons applique´ la me´thodologie multie´chelles, en adaptant la
me´thode MsFEM, au contexte de la propagation d’un polluant en milieu urbain. Nous
avons conside´re´ un mode`le de transport simplifie´ dans un milieu he´te´roge`ne, e´tant donne´
que le but e´tait de de´velopper une me´thode nume´rique performante. La me´thode de
pe´nalisation est couple´e ici avec la me´thode multie´chelles, puisqu’elle permet une simpli-
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fication du proble`me : elle permet, entre autre, de s’affranchir d’un maillage non structure´
qui suivrait les he´te´roge´ne´ite´s du milieu urbain. De fait, le mode`le avec pe´nalisation est
une approximation de l’e´quation de diffusion choisie comme mode`le.
Nous avons pre´sente´ plusieurs me´thodes existantes pour le calcul de l’espace X0
dans ce contexte : MsFEM-L, MsFEM-OS, mais aussi deux nouvelles techniques plus
adapte´es : MsFEM-Hcentree, MsFEM-H. Sans la pe´nalisation, MsFEM-OS ne permet
pas de calculer une base de X0. Cependant, nous avons montre´ que le couplage avec la
me´thode de pe´nalisation rend possible ce calcul par MsFEM-OS. De plus, nous avons
propose´ une analyse en dimension un de la convergence des me´thodes multie´chelles
couple´es. Ensuite, nous avons e´tudie´ l’adaptation de la me´thode multie´chelles au cas
d’une e´quation de convection-diffusion instationnaire. Le passage au cas instationnaire
est simple, puisque la ge´ome´trie de la ville est constante au cours de la simulation.
Ne´anmoins, la prise en compte d’un terme convectif dominant est plus de´licate puisqu’il
faut, dans ce cas, ajouter un terme de stabilisation (diffusion) nume´rique a` la me´thode.
Enfin, plusieurs choix d’ope´rateurs L0 et LΦ peuvent eˆtre envisage´s ; en particulier la
(non)prise en compte du terme de pe´nalisation dans le calcul des fonctions de base.
La discrimination entre ces choix et les ame´liorations des conditions aux limites ar-
tificielles ne´cessite une e´tude nume´rique, re´alise´e en dimension deux dans le chapitre
suivant.
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Chapitre IV
Etude d’un proble`me de diffusion en
milieu urbain : re´sultats nume´riques
en dimension deux
Dans ce chapitre, nous re´solvons nume´riquement, en deux dimensions spatiales, par
la me´thode des e´le´ments finis multie´chelles couple´e avec la pe´nalisation, l’e´quation de
diffusion pre´sente´e au chapitre pre´ce´dent. Ceci revient a` la re´solution, par la me´thode
des e´le´ments finis multie´chelles, de l’e´quation pe´nalise´e, a` savoir :{
−∇ · (ν−→∇u) + σu = f dans Ω,
u|∂Ω = g sur ∂Ω,
(IV.1)
avec les cœfficients suivants
ν =
{
νε dans Ωε,
νε
δ
dans Ω \ Ωε, f =
{
f ε dans Ωε,
0 dans Ω \ Ωε, σ =
 0 dans Ωε,νε
δL2A
dans Ω \ Ωε.
La condition aux limites est de´finie par g = gε|∂Ω. Les choix de Ω,Ωε, ν
ε, LA, δ, f
ε et gε
sont a` de´finir suivant les diffe´rents cas e´tudie´s dans ce chapitre. Le but est de tester
nume´riquement les diffe´rentes me´thodes pre´sente´es dans le chapitre pre´ce´dent. Dans un
premier temps, elles sont teste´es sur des cas ”acade´miques”. Nous nous inte´ressons a` un
premier cas test pour lequel les cœfficients ν, σ sont continus, oscillants et pe´riodiques. Ce
cas est bien adapte´ a` un traitement par des me´thodes d’homoge´ne´isation et la solution
nume´rique doit converger vers la solution homoge´ne´ise´e. Cependant, de tels cœfficients
oscillants ne sont pas repre´sentatifs d’un contexte urbain pour lequel ν, σ sont discon-
tinus et non-pe´riodiques. Ainsi, nous proposons un cas test ”acade´mique” dit de ”ville
virtuelle”. Il n’existe alors pas de solution homoge´ne´ise´e calculable explicitement vers
laquelle nos solutions nume´riques sont cense´es converger. Nous comparerons pour cela
nos solutions nume´riques a` une solution de re´fe´rence obtenue a` l’aide d’une me´thode des
e´le´ments finis standard Q1 sur un maillage tre`s fin. Enfin, ces me´thodes sont teste´es sur
des donne´es re´elles issues d’une image satellite de la zone urbaine autour de l’ae´roport
de Toulouse-Blagnac.
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1 Imple´mentation
Rappelons que la me´thode MsFEM consiste a` calculer un jeu de fonctions {Φi}i=1,...,N0
qui sert de fonctions de base lors de la re´solution e´le´ments finis du proble`me. Ces fonc-
tions, ainsi que la solution globale, sont calcule´es nume´riquement.
Formules d’inte´gration. Nous approchons les inte´grales du chapitre pre´ce´dent, a`
l’aide de la me´thode de quadrature de Gauss a` quatre points. A l’inte´rieur de la cel-
lule fine sur laquelle nous inte´grons, prenons quatre points en lesquels la fonction est
e´value´e (voir la figure Fig. IV.1). Les poids de Gauss sont e´gaux a` la surface du do-
maine d’inte´gration. Une inte´grale sur une cellule fine ω, de la forme
∫
ω
fdxdy, est donc
approche´e par
∑4
g=1 wgf(xg, yg), ou` les wg sont les poids de Gauss et les points (xg, yg)
sont les points de Gauss de la figure Fig. IV.1.
dx
dx√
3
dy
dy√
3
Fig. IV.1 – Points de Gauss • sur le domaine d’inte´gration (ici, une cellule fine).
Nous de´composons d’abord sur les cellules fines les inte´grales sur les cellules grossie`res
K, c’est-a`-dire
∫
K
fdxdy =
∑
ω⊂K
∫
ω
fdxdy, puis nous approchons chaque inte´grale sur
les cellules fines avec la me´thode de quadrature de Gauss. Comme les fonctions a` inte´grer
sur une cellule fine sont des polynoˆmes de degre´ au plus un, une quadrature de Gauss a`
quatre points est exacte.
Re´solution des syste`mes. L’inversion des syste`mes line´aires peut se faire par une
me´thode de re´solution ite´rative. Ici, nous choisissons d’utiliser la me´thode GMRES
(Ge´ne´ralisation de la me´thode de Minimisation du RESidu), base´e sur l’algorithme d’Ar-
noldi, avec pre´conditionneur. GMRES donne une approximation de la solution dans un
espace de Krylov qui minimise la norme du re´sidu.
Visualisation. Comme nous utilisons des maillages carte´siens re´guliers, les fichiers de
sorties sont formatte´s pour eˆtre lus par le logiciel gnuplot.
2 Cas tests
Afin de savoir quelles me´thodes multie´chelles pre´sente´es dans le chapitre pre´ce´dent
sont les plus approprie´es dans un contexte urbain, nous de´finissons plusieurs cas tests.
Pour chacun d’entre eux, nous comparons les diffe´rentes me´thodes multie´chelles avec la
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me´thode des e´le´ments finis standard (de degre´ un) sur un maillage fin qui re´soud les
plus petits de´tails en jeu. Cette comparaison est re´alise´e en calculant les erreurs rela-
tives de la solution approche´e unum obtenue par une me´thode multie´chelles par rapport
a` celle obtenue par les e´le´ments finis standard uref. Ces erreurs, note´es Ep, sont calcule´es
pour toutes les me´thodes avec plusieurs maillages successivement raffine´s. Nous com-
parons aussi l’erreur relative, note´e Fp, entre la solution nume´rique multie´chelles pour
une me´thode donne´e et la solution de la meˆme me´thode obtenue avec un maillage deux
fois plus fin. Ceci permet de s’assurer que la suite des solutions approche´es quand le
pas d’espace H tend vers ze´ro est bien une suite de Cauchy. Les deux types d’erreurs
relatives utilise´es sont donc de´finis par :
Ep (u
num) =
||unum − uref||p
||uref||p , (IV.2)
Fp (u
num
H ) =
||unumH − unumH/2 ||p
||unumH/2 ||p
, (IV.3)
avec les normes discre`tes Lp :
||u||p =
(
h
∑
xα
|u(xα)|p
)1/p
si p <∞,
||u||∞ = max
xα
|u(xα)|,
ou` les xα sont les nœuds du maillage fin, et u
num
H est la solution nume´rique multie´chelles
calcule´e avec un maillage grossier de tailleH. Nous regardons les erreurs E1, E2, E∞, F1, F2
et F∞ pour chaque me´thode et pour diffe´rents maillages grossiers successivement raffine´s :
H = 1
5
, 1
10
, 1
20
, 1
40
et 1
80
. Le maillage fin utilise´ pour le calcul des fonctions de base et le
calcul de la solution de re´fe´rence posse`de un pas d’espace fin h = 1
800
. Ce pas d’espace est
suffisamment petit pour re´soudre les de´tails les plus fins des proble`mes que nous traitons.
2.1 Cas test a` cœfficients oscillants
Commenc¸ons par un cas proche de ceux issus de la litte´rature (voir [46], [62] et
[60]). Celui-ci est modifie´ afin d’eˆtre repre´sentatif de ce qui se passe dans un contexte
de diffusion avec pe´nalisation. En effet, nous ajoutons un terme de pe´nalisation a` une
e´quation de diffusion a` cœfficient ν oscillant.
a) De´finition du cas test
Prenons une e´quation elliptique de la forme −∇ · (ν−→∇u) = f sur Ω a` cœfficient ν
oscillant. Choisissons une valeur particulie`re de ν, note´e ν∗, a` partir de laquelle les points
seront conside´re´s comme e´tant en dehors de Ωε, c’est-a`-dire prenons
Ωε = {x ∈ Ω, ν(x) < ν∗}.
Les obstacles sont donc repre´sente´s par tous les points x tels que ν(x) ≥ ν∗. Pe´nalisons
maintenant cette e´quation par une fonction de pe´nalisation σ oscillante, nulle en dehors
des obstacles, donc lorsque ν < ν∗. La fonction σ sera de´finie par σ = 1
δ
(ν − ν∗)+, ou` δ
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est un petit parame`tre et (.)+ de´signe la partie positive. Cette fonction σ est nulle aux
points en lesquels ν est en dessous de la valeur seuil ν∗, c’est-a`-dire
σ =
{ 1
δ
(ν − ν∗) dans Ωε
0 dans Ω \ Ωε.
Finalement, nous choisissons ν∗ = 5, δ = 1
800
, Ω = [0; 1]2, f = 1 et u|∂Ω = 0, puis
nous testons les me´thodes multie´chelles sur le proble`me suivant :{
−∇ · (ν−→∇u) + σu = 1 sur [0; 1]2,
u∂Ω = 0,
(IV.4)
avec les cœfficients oscillants suivants :
ν =
∑4
i=1 νi
minx∈Ω
(∑4
i=1 νi(x)
) , σ = (ν − 5)+ × 800,
ou` les fonctions νi oscillantes sont de´finies par :
ν1 =
2 + p sin(50qx)
2 + p cos(37qy)
+
2 + p sin(37qy)
2 + p cos(50qx)
, ν2 =
2 + p cos(27qx)
2 + p sin(20qy)
+
2 + cos(20qy)
2 + p cos(27qx)
,
ν3 =
2 + p sin(34qx)
2 + p sin(41qy)
+
2 + p sin(41qy)
2 + p cos(34qx)
, ν4 = (3 + sin(33qx)) (3 + sin(30qy)) ,
avec p = 1.8 et q = 2pi 8
5
. Remarquons que ν prend des valeurs entre un et dix, certaines
plus grandes que cinq et d’autres plus petites, ce qui implique que Ωε est non vide et
diffe´rent de Ω.
Nous avons vu dans le chapitre pre´ce´dent que MsFEM-OS nous permet de re´duire,
voire d’e´liminer, l’effet de re´sonance d’e´chelle. Ce test nous permet de ve´rifier si, dans un
contexte qui se rapproche du contexte urbain, et avec un terme de pe´nalisation, MsFEM-
OS ame´liore toujours les re´sultats. Il nous permet aussi de tester les choix des ope´rateurs
du calcul des fonctions de base et ceux du calcul de l’e´quation globale. Ces choix sont
ceux dont nous avons discute´ dans le chapitre pre´ce´dent, a` savoir s’il faut retirer le terme
de pe´nalisation σΦ et/ou changer σu en σu¯.
b) Re´sultats nume´riques
L’e´quation (IV.4) est re´solue par la me´thode des e´le´ments finis standard afin de
fournir une solution de re´fe´rence pour les comparaisons. La solution de re´fe´rence obtenue
se trouve sur la figure Fig. IV.2. Elle est compare´e aux diffe´rentes me´thodes multie´chelles.
Cette comparaison des diffe´rentes solutions est re´alise´e en :
1. calculant les erreurs Ep et Fp de´finies pre´ce´demment ;
2. visualisant la solution globale, un zoom de celle-ci, et une coupe 1D dans une partie
du domaine.
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Re´fe´rence. La solution obtenue par les e´le´ments finis standard avec le maillage fin
croˆıt de ze´ro a` 0.025 sur Ω (voir Fig. IV.2) du bord du domaine vers le centre. En
regardant sur une partie du domaine, zoom de la figure Fig. IV.2, nous apercevons
une de´croissance re´gulie`re de la solution. De plus, la solution prend bien en compte les
variations des cœfficients. En effet, sur la coupe 1D en y = 0.5 de la figure Fig. IV.2 nous
pouvons voir les petites variations de la solution sur l’intervalle [0; 0.05] en x. Cette coupe
1D est dessine´e sur une petite section du domaine qui couvre quarante cellules. Les petits
de´tails sont pris en compte graˆce a` l’utilisation d’un maillage assez fin. En prenant une
taille de maillage quarante fois plus grande, nous aurions observe´ une solution line´aire
sur le zoom de la coupe 1D, bien que les cœfficients ν et σ varient a` une plus petite
e´chelle.
Fig. IV.2 – Solution de re´fe´rence (e´le´ments finis standard) dans le cas test a` cœfficients
oscillants pour le maillage fin. — Sur la figure du dessus, nous pouvons voir la solution
obtenue sur le domaine entier Ω. — En bas a` droite, nous voyons un zoom sur une partie
du domaine [0.8; 1]× [0.55; 0.85], encadre´e en noir sur la figure du haut. — A gauche est
repre´sente´e une coupe 1D en y = 0.5 avec un zoom sur une cellule grossie`re (x ∈ [0; 0.05]).
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H E1 E2 E∞ F1 F2 F∞
MsFEM-L
0.2 7.10.10−2 7.00.10−2 6.99.10−2 5.36.10−2 5.57.10−2 7.29.10−2
0.1 1.99.10−2 1.94.10−2 2.34.10−2 1.25.10−2 1.35.10−2 2.23.10−2
0.05 8.93.10−3 8.18.10−3 1.26.10−2 4.25.10−3 4.38.10−3 1.08.10−2
0.025 1.02.10−2 1.00.10−2 1.22.10−2 6.59.10−3 6.72.10−3 1.05.10−2
0.0125 1.63.10−2 1.64.10−2 1.80.10−2 − − −
MsFEM-OS
0.2 7.70.10−2 7.45.10−2 7.17.10−2 5.92.10−2 6.00.10−2 7.47.10−2
0.1 1.98.10−2 1.93.10−2 2.02.10−2 1.53.10−2 1.56.10−2 2.13.10−2
0.05 4.85.10−3 4.75.10−3 6.75.10−3 3.96.10−3 4.06.10−3 7.02.10−3
0.025 1.14.10−3 1.21.10−3 4.11.10−3 1.18.10−3 1.30.10−3 4.11.10−3
0.0125 1.16.10−3 1.16.10−3 3.59.10−3 − − −
MsFEM-H
0.2 7.23.10−2 7.09.10−2 7.22.10−2 5.24.10−2 5.49.10−2 7.59.10−2
0.1 2.93.10−2 2.97.10−2 4.81.10−2 3.28.10−2 3.52.10−2 6.99.10−2
0.05 2.84.10−2 3.17.10−2 6.92.10−2 1.74.10−1 1.85.10−1 2.45.10−1
0.025 1.55.10−1 1.63.10−1 2.51.10−1 1.31 1.43 1.72
0.0125 6.35.10−1 6.55.10−1 7.46.10−1 − − −
MsFEM-Hcentree
0.2 1.02.10−1 9.42.10−2 8.43.10−2 7.73.10−2 7.40.10−2 8.29.10−2
0.1 2.70.10−2 2.51.10−2 2.54.10−2 2.15.10−2 2.08.10−2 3.30.10−2
0.05 8.21.10−3 8.29.10−3 1.48.10−2 5.76.10−3 6.14.10−3 1.17.10−2
0.025 5.24.10−3 5.76.10−3 1.40.10−2 7.54.10−3 7.86.10−3 1.90.10−2
0.0125 9.16.10−3 9.51.10−3 1.91.10−2 − − −
Tab. IV.1 – Erreurs relatives E1, E2, E∞, F1, F2 et F∞, des me´thodes MsFEM-L,
MsFEM-OS, MsFEM-H et MsFEM-Hcentree dans le cas test a` cœfficients oscillants. Pour
chaque me´thode, les erreurs sont calcule´es avec les maillages de taille H = 1
5
, 1
10
, 1
20
, 1
40
et 1
80
. Les erreurs Ep comparent la solution multie´chelles a` la solution de re´fe´rence et les
erreurs Fp comparent la solution multie´chelles a` celle obtenue avec un pas d’espace H
deux fois plus fin.
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H E1 E2 E∞ F1 F2 F∞
MsFEM-L
0.2 6.15.10−2 6.24.10−2 6.50.10−2 4.70.10−2 4.99.10−2 6.93.10−2
0.1 1.71.10−2 1.72.10−2 2.31.10−2 1.10.10−2 1.22.10−2 2.18.10−2
0.05 8.26.10−3 7.56.10−3 1.26.10−2 4.54.10−3 4.63.10−3 1.06.10−2
0.025 1.00.10−2 9.91.10−3 1.22.10−2 6.70.10−3 6.82.10−3 1.05.10−2
0.0125 1.63.10−2 1.64.10−2 1.80.10−2 − − −
MsFEM-OS
0.2 6.06.10−2 6.17.10−2 6.47.10−2 4.75.10−2 5.03.10−2 7.01.10−2
0.1 1.54.10−2 1.59.10−2 1.90.10−2 1.21.10−2 1.30.10−2 2.00.10−2
0.05 3.85.10−3 4.02.10−3 6.61.10−3 3.19.10−3 3.46.10−3 6.81.10−3
0.025 1.01.10−3 1.12.10−3 4.11.10−3 1.26.10−3 1.35.10−3 4.12.10−3
0.0125 1.16.10−3 1.16.10−3 3.59.10−3 − − −
MsFEM-H
0.2 6.14.10−2 6.23.10−2 6.67.10−2 4.70.10−2 4.98.10−2 7.08.10−2
0.1 2.64.10−2 2.70.10−2 4.47.10−2 3.11.10−2 3.32.10−2 6.77.10−2
0.05 2.82.10−2 3.15.10−2 6.91.10−2 1.74.10−1 1.85.10−1 2.46.10−1
0.025 1.55.10−1 1.63.10−1 2.51.10−1 1.32 1.43 1.72
0.0125 6.35.10−1 6.56.10−1 7.47.10−1 − − −
MsFEM-Hcentree
0.2 6.15.10−2 6.26.10−2 6.72.10−2 4.80.10−2 5.07.10−2 6.92.10−2
0.1 1.63.10−2 1.68.10−2 2.08.10−2 1.33.10−2 1.44.10−2 3.03.10−2
0.05 6.89.10−3 7.31.10−3 1.56.10−2 4.34.10−3 4.98.10−3 1.09.10−2
0.025 5.19.10−3 5.78.10−3 1.41.10−2 7.16.10−3 7.54.10−3 1.89.10−2
0.0125 9.19.10−3 9.54.10−3 1.91.10−2 − − −
Tab. IV.2 – Erreurs relatives E1, E2, E∞, F1, F2 et F∞, des me´thodes MsFEM-L,
MsFEM-OS, MsFEM-H et MsFEM-Hcentree sans σ dans le calcul des fonctions de base,
dans le cas test a` cœfficients oscillants. Pour chaque me´thode, les erreurs sont calcule´es
avec les maillages de taille H = 1
5
, 1
10
, 1
20
, 1
40
et 1
80
. Les erreurs Ep comparent la solution
multie´chelles a` la solution de re´fe´rence et les erreurs Fp comparent la solution multi-
e´chelles a` celle obtenue avec un pas d’espace H deux fois plus fin.
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H E1 E2 E∞ F1 F2 F∞
MsFEM-L
0.2 1.79.10−1 2.06.10−1 2.83.10−1 4.57.10−2 4.69.10−2 6.08.10−2
0.1 2.13.10−1 2.29.10−1 2.60.10−1 1.02.10−2 1.09.10−2 1.86.10−2
0.05 2.23.10−1 2.33.10−1 2.50.10−1 5.25.10−3 5.43.10−3 9.75.10−3
0.025 2.19.10−1 2.27.10−1 2.42.10−1 9.91.10−3 1.01.10−2 1.26.10−2
0.0125 2.07.10−1 2.15.10−1 2.29.10−1 − − −
MsFEM-OS
0.2 5.35.10−2 5.57.10−2 6.26.10−2 4.31.10−2 4.60.10−2 6.87.10−2
0.1 2.17.10−1 2.32.10−1 2.64.10−1 1.18.10−2 1.22.10−2 1.74.10−2
0.05 2.30.10−1 2.40.10−1 2.57.10−1 2.86.10−3 3.03.10−3 5.94.10−3
0.025 2.33.10−1 2.41.10−1 2.55.10−1 2.76.10−3 2.81.10−3 4.22.10−3
0.0125 2.30.10−1 2.38.10−1 2.51.10−1 − − −
MsFEM-H
0.2 5.38.10−2 5.59.10−2 6.24.10−2 4.62.10−2 4.81.10−2 6.91.10−2
0.1 2.01.10−1 2.14.10−1 2.66.10−1 3.34.10−2 3.59.10−2 6.90.10−2
0.05 2.24.10−1 2.40.10−1 3.17.10−1 2.20.10−1 2.30.10−1 2.84.10−1
0.025 4.13.10−2 5.21.10−2 1.64.10−1 1.59 1.72 2.06
0.0125 6.12.10−1 6.33.10−1 7.30.10−1 − − −
MsFEM-Hcentree
0.2 1.80.10−1 2.07.10−1 2.81.10−1 4.69.10−2 4.79.10−2 6.19.10−2
0.1 2.16.10−1 2.31.10−1 2.61.10−1 1.34.10−2 1.40.10−2 2.76.10−2
0.05 2.31.10−1 2.41.10−1 2.56.10−1 4.34.10−3 4.89.10−3 1.05.10−2
0.025 2.35.10−1 2.43.10−1 2.55.10−1 7.83.10−3 8.04.10−3 1.82.10−2
0.0125 2.42.10−1 2.50.10−1 2.62.10−1 − − −
Tab. IV.3 – Erreurs relatives E1, E2, E∞, F1, F2 et F∞, des me´thodes MsFEM-L,
MsFEM-OS, MsFEM-H et MsFEM-Hcentree sans σ dans le calcul des fonctions de
base et avec la moyenne de u dans le calcul grossier, dans le cas test a` cœfficients
oscillants. Pour chaque me´thode, les erreurs sont calcule´es avec les maillages de taille
H = 1
5
, 1
10
, 1
20
, 1
40
et 1
80
. Les erreurs Ep comparent la solution multie´chelles a` la solution
de re´fe´rence et les erreurs Fp comparent la solution multie´chelles a` celle obtenue avec un
pas d’espace H deux fois plus fin.
2. Cas tests 99
Fig. IV.3 – Solution MsFEM-L dans le cas test a` cœfficients oscillants avec le maillage
de taille H = 1
20
. — Sur la figure en haut a` droite, nous voyons la solution obtenue sur
le domaine Ω. — En bas a` droite, nous voyons un zoom sur une partie du domaine,
[0.8; 1]× [0.55; 0.85], correspondant au cadre noir de la figure situe´e au-dessus. — En bas
a` gauche est repre´sente´e une coupe 1D en y = 0.5 avec un zoom sur une cellule grossie`re
(soit x ∈ [0; 0.05]) de la solution MsFEM (en rouge), ainsi que de la solution de re´fe´rence
(en pointille´s noirs).
MsFEM-L. La premie`re me´thode est la me´thode des e´le´ments finis multie´chelles clas-
sique. La solution obtenue est visuellement proche de la solution de re´fe´rence sur le do-
maine Ω, ainsi que sur le zoom sur [0.8; 1]× [0.55; 0.85], comme nous pouvons le voir sur
la figure Fig. IV.3 (avec le maillage de taille H = 1
20
). Cependant, si nous regardons une
coupe 1D en y = 0.5 avec un zoom sur une cellule grossie`re (x ∈ [0; 0.05]), nous pouvons
voir l’influence de la condition aux limites line´aire sur les areˆtes des cellules : la solution
approche´e semble line´aire alors que la solution de re´fe´rence oscille. Les de´tails les plus
fins ne sont pas correctement pris en compte avec MsFEM-L. Dans le tableau Tab. IV.1,
nous pouvons voir l’e´volution des erreurs en divisant par deux la taille du maillage. Les
erreurs Ep comparent la solution MsFEM-L a` la solution de re´fe´rence et les erreurs Fp
comparent la solution MsFEM-L a` celle obtenue avec un pas d’espace deux fois plus fin.
Quelques soient les erreurs, le comportement est identique. Les erreurs Ep de´croissent
lorsque la taille du maillage diminue puis croissent a` partir de H = 1
20
. Ce comportement
e´tait pre´visible avec cette me´thode puisque nous avons vu dans le chapitre pre´ce´dent que
la me´thode MsFEM-L cre´e des effets de re´sonnance d’e´chelle. Lorsque les deux tailles de
maillages sont proches, l’erreur est d’ordre un. Nous pouvons voir la courbe des erreurs
E2 sur la figure Fig. IV.7(b). Les erreurs Fp de´croissent lorsque la taille du maillage
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diminue, ce qui signifie que la solution approche´e semble converger. De plus, sur les ta-
bleaux Tab. IV.2 et Tab. IV.3, nous voyons que les erreurs ne sont pas vraiment re´duites
en retirant le terme de pe´nalisation σΦ du calcul des fonctions de base.
Fig. IV.4 – Solution MsFEM-OS dans le cas test a` cœfficients oscillants avec le maillage
de taille H = 1
20
. — Sur la figure en haut a` droite, nous voyons la solution obtenue sur
le domaine Ω. — En bas a` droite, nous voyons un zoom sur une partie du domaine,
[0.8; 1]× [0.55; 0.85], correspondant au cadre noir de la figure situe´e au-dessus. — En bas
a` gauche est repre´sente´e une coupe 1D en y = 0.5 avec un zoom sur une cellule grossie`re
(soit x ∈ [0; 0.05]) de la solution MsFEM (en rouge), ainsi que de la solution de re´fe´rence
(en pointille´s noirs).
MsFEM-OS. La deuxie`me me´thode est la me´thode des e´le´ments finis multie´chelles
avec oversampling. La solution obtenue est visuellement proche de la solution de re´fe´rence
sur le domaine Ω et sur le zoom [0.8; 1]×[0.55; 0.85] (voir figure Fig. IV.4 pour le maillage
de taille H = 1
20
). De plus, si nous regardons une coupe 1D en y = 0.5 avec un zoom sur
x ∈ [0; 0.05] (une cellule grossie`re), nous voyons clairement l’influence des oscillations des
cœfficients ν, σ. Nous voyons aussi l’ame´lioration faite au niveau des areˆtes des cellules :
la solution approche´e oscille et est plus proche de la solution de re´fe´rence. Les de´tails
les plus fins sont mieux pris en compte avec MsFEM-OS. Dans le tableau Tab. IV.1,
nous pouvons voir l’e´volution des erreurs Ep et Fp avec MsFEM-OS. Quelques soient les
erreurs, le comportement est identique. Les erreurs Ep de´croissent lorsque la taille du
maillage diminue et semblent stagner a` partir de H = 1
40
. Nous pouvons voir la courbe
des erreurs E2 sur la figure Fig. IV.7(a). Les erreurs Fp de´croissent lorsque la taille
du maillage diminue. La solution approche´e semble donc converger. Cette me´thode est
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meilleure que la pre´ce´dente car les erreurs sont plus petites et elles continuent de de´croˆıtre
apre`s H = 1
20
. Cependant, l’erreur doit croˆıtre a` nouveau lorsque H est de l’ordre de
h. Dans le tableau Tab. IV.2, nous remarquons que les erreurs sans le terme σΦ dans
le calcul des fonctions de base stagnent. Dans le tableau Tab. IV.3 sont pre´sente´es les
erreurs sans le terme σΦ et avec le terme σu¯ ; les Ep sont dix a` cent fois plus grandes et
les erreurs Fp sont sensiblement les meˆmes que dans les autres tableaux.
Fig. IV.5 – Solution MsFEM-H dans le cas test a` cœfficients oscillants avec le maillage
de taille H = 1
20
. — Sur la figure en haut a` droite, nous voyons la solution obtenue sur
le domaine Ω. — En bas a` droite, nous voyons un zoom sur une partie du domaine,
[0.8; 1]× [0.55; 0.85], correspondant au cadre noir de la figure situe´e au-dessus. — En bas
a` gauche est repre´sente´e une coupe 1D en y = 0.5 avec un zoom sur une cellule grossie`re
(soit x ∈ [0; 0.05]) de la solution MsFEM (en rouge), ainsi que de la solution de re´fe´rence
(en pointille´s noirs).
MsFEM-H. La troisie`me me´thode est la me´thode des e´le´ments finis multie´chelles
avec homothe´tie. La solution obtenue est visuellement proche de la solution de re´fe´rence
sur le domaine Ω, ainsi que sur le zoom [0.8; 1] × [0.55; 0.85]. Nous pouvons le voir par
exemple sur la figure Fig. IV.5 pour le maillage de taille H = 1
20
. De plus, si nous
regardons la coupe 1D de cette figure en y = 0.5 avec un zoom sur x ∈ [0; 0.05], soit une
cellule grossie`re, nous pouvons voir distinctement que la me´thode prend bien en compte
les de´tails les plus fins : la solution approche´e oscille et est proche de la solution de
re´fe´rence. Cette solution est meilleure que celle obtenue avec MsFEM-L et ressemble a`
celle obtenue avec MsFEM-OS. Les de´tails les plus fins sont bien pris en compte. Dans
le tableau Tab. IV.1, nous pouvons voir l’e´volution des erreurs Ep et Fp avec MsFEM-
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H. Toutes ces erreurs ont le meˆme comportement. Les erreurs Ep de´croissent lorsque la
taille du maillage diminue puis croissent a` partir de H = 1
20
. Nous pouvons voir la courbe
des erreurs E2 sur la figure Fig. IV.7(b). Les erreurs Fp de´croissent lorsque la taille du
maillage diminue puis croissent a` partir de H = 1
10
. Nous avons calcule´s d’autres erreurs
qui apparaissent dans les tableaux Tab. IV.2 pour les fonctions de base correspondant
au calcul sans σΦ, et dans Tab. IV.3 pour les erreurs correspondant au calcul sans σΦ et
avec σu¯. Dans ces tableaux les erreurs Fp et Ep sont du meˆme ordre que dans le pre´ce´dent
tableau, voire bien plus grandes. Cette me´thode n’est donc pas meilleure que MsFEM-L
car les erreurs sont au mieux du meˆme ordre de grandeur et souvent plus grandes. Les
erreurs E2 de ces dernie`res sont trace´es sur la figure Fig. IV.7(b) ou` nous observons
qu’elles sont comparables.
Fig. IV.6 – Solution MsFEM-Hcentree dans le cas test a` cœfficients oscillants avec le
maillage de taille H = 1
20
. — Sur la figure en haut a` droite, nous voyons la solution
obtenue sur le domaine Ω. — En bas a` droite, nous voyons un zoom sur une partie du
domaine, [0.8; 1]× [0.55; 0.85], correspondant au cadre noir de la figure situe´e au-dessus.
— En bas a` gauche est repre´sente´e une coupe 1D en y = 0.5 avec un zoom sur une cellule
grossie`re (soit x ∈ [0; 0.05]) de la solution MsFEM (en rouge), ainsi que de la solution
de re´fe´rence (en pointille´s noirs).
MsFEM-Hcentree. La quatrie`me me´thode est la me´thode des e´le´ments finis multi-
e´chelles avec homothe´tie centre´e. La solution obtenue est elle aussi visuellement correcte
sur le domaine Ω et sur le zoom [0.8; 1] × [0.55; 0.85] (voir la figure Fig. IV.6 pour
le maillage de taille H = 1
20
). De plus, si nous regardons la coupe 1D en y = 0.5
avec un zoom sur une cellule grossie`re, c’est-a`-dire x ∈ [0; 0.05], nous voyons l’influence
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des baˆtiments et l’ame´lioration faite par rapport a` MsFEM-L au niveau des areˆtes des
cellules : la solution approche´e oscille et ressemble aux solutions de MsFEM-OS et de
MsFEM-H. Cette me´thode prend bien en compte les de´tails les plus fins : la solution
approche´e oscille avec des variations de petite taille. Dans le tableau Tab. IV.1, nous
pouvons voir l’e´volution des erreurs avec MsFEM-Hcentree. Les erreurs ont le meˆme
comportement pour tout p. Elles de´croissent lorsque la taille du maillage diminue puis
croissent a` partir de H = 1
40
pour Ep et de H =
1
20
pour Fp. Cette me´thode est donc
meilleure que MsFEM-L et MsFEM-H car les erreurs sont plus petites. Cependant ces
erreurs restent plus grandes que celles de la me´thode MsFEM-OS. Les erreurs E2 de
ces dernie`res sont trace´es sur la figure Fig. IV.7(a) ou` nous observons qu’elles sont
comparables.
(a) (b)
Fig. IV.7 – Courbes d’erreurs relatives E2 pour les maillages de taille
1
5
a` 1
80
en e´chelle
logarithmique. (a) Les points rouges sont les erreurs de MsFEM-OS, la ligne en pointille´s
noirs repre´sente les erreurs de MsFEM-Hcentree. — (b) Les points rouges sont les erreurs
de MsFEM-L, la ligne en pointille´s noirs repre´sente les erreurs de MsFEM-H.
c) Commentaires
Retirer le terme de pe´nalisation σΦ dans l’e´quation des fonctions de base, en chan-
geant celui de l’e´quation globale ou pas, de´te´riore les re´sultats de toutes les me´thodes
teste´es ici. En effet, en retirant le terme σΦ dans le calcul des fonctions de base, nous
remarquons (voir le tableau Tab. IV.2) que les erreurs obtenues sont identiques a` celles
obtenues avec le terme σΦ, et ceci quelque soit la me´thode utilise´e. De plus, remplacer
l’inconnue u par u¯ dans le terme de pe´nalisation σu de l’e´quation globale, ne re´duit pas
les erreurs, voire les augmente pour certaines me´thodes.
Dans ce cas test MsFEM-OS ame´liore qualitativement et quantitativement les re´sul-
tats. Nous avons pu constater sur les zooms 1D le gain de pre´cision par rapport a` la
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me´thode MsFEM-L. Dans ce cas test, nous avons observe´, par le calcul des erreurs
(voir le tableau Tab. IV.1), que MsFEM-OS est la me´thode qui produit la solution
multie´chelles la plus proche de la solution de re´fe´rence (e´le´ments finis standard sur un
maillage fin). En comparant quantitativement les diffe´rentes me´thodes MsFEM sur le
cas test a` cœfficients oscillants, nous nous apercevons, en regardant les erreurs Ep et Fp
du tableau Tab. IV.1, que la me´thode multie´chelles classique (MsFEM-L) ne donne pas
de re´sultat satisfaisant, meˆme avec un maillage plutoˆt fin (par exemple, H = 1
80
= 10ε).
Par contre, les erreurs Ep et Fp avec la me´thode MsFEM-OS sont tre`s satisfaisantes :
de l’ordre de 10−2 ou 10−3. De plus, la me´thode MsFEM-Hcentree donne de meilleurs
re´sultats que la me´thode MsFEM-L. Ces re´sultats sont comparables a` ceux de MsFEM-
OS, meˆme si les erreurs ne sont pas aussi satisfaisantes que pour MsFEM-OS. Par contre,
la me´thode MsFEM-H fournit une solution multie´chelles avec la meˆme pre´cision que celle
obtenue avec MsFEM-L. La figure Fig. IV.7(a) compare les courbes d’erreurs E2 des
deux me´thodes MsFEM-OS et MsFEM-Hcentree pour lesquelles les erreurs sont du meˆme
ordre, et la figure Fig. IV.7(b) compare les courbes d’erreurs E2 des deux me´thodes
MsFEM-L et MsFEM-H pour lesquelles les erreurs sont aussi du meˆme ordre.
Ce cas test valide l’imple´mentation des me´thodes mais n’est pas discriminant pour
le contexte urbain. En effet, dans un contexte urbain, les cœfficients ν, σ ne sont pas
oscillants pe´riodiques. C’est pourquoi nous poursuivons les tests sur un cas d’une ville
virtuelle.
2.2 Cas d’une ville virtuelle
Le but est d’observer le comportement des me´thodes multie´chelles dans un contexte
plus repre´sentatif du milieu urbain pour lequel ν et σ sont discontinus. Nous les testons
donc sur un domaine qui repre´sente une ville virtuelle. Pour cela, nous positionnons
ale´atoirement un ensemble de baˆtiments sur le domaine Ω, ce qui est e´quivalent a` de´finir
Ωε repre´sentant la partie ouverte de la ville. Toutes les me´thodes sont ensuite teste´es et
compare´es dans cette configuration.
a) De´finition du cas test
Pour cre´er une ville virtuelle, nous concentrons Nb baˆtiments, principalement autour
du centre du domaine. La taille des baˆtiments dans la direction x est note´e lx et celle dans
la direction y est note´e ly. La taille minimale des obstacles est fixe´e a` ε, qui correspond
au plus petit de´tail que nous souhaitons pouvoir capturer. La taille maximale est fixe´e a`
7ε. Les donne´es sont alors les suivantes :
Ω = [0; 1]2, Nb = 50, ε =
1
800
,
ε ≤ lx ≤ 7ε, ε ≤ ly ≤ 7ε,
LA = ε, δ = 2.10
−3, νε = 1,
avec le terme source nul et la condition aux limites constante, e´gale a` un.
Il s’agit alors de re´soudre le proble`me suivant :{
−∇(ν−→∇u) + σu = 0 dans Ω,
u|∂Ω = 1 sur ∂Ω,
(IV.5)
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avec les cœfficients :
ν =
{
1 dans Ωε,
5.102 dans Ω \ Ωε, et σ =
{
0 dans Ωε,
32.107 dans Ω \ Ωε.
b) Ge´ne´rateur de ville virtuelle
La ville virtuelle est ge´ne´re´e ale´atoirement de la fac¸on suivante : pour chaque
baˆtiment (de 1 a` Nb) :
1. Tirons ale´atoirement et uniforme´ment la position (x, y) du centre (compris dans le
domaine Ω). Nous notons r =
√
(2x− 1)2 − (2y − 1)2 le rayon du vecteur dans le
re´fe´rentiel [−1; 1]2 et θ son angle.
2. Confinons le baˆtiment vers le centre du domaine. En d’autres termes, nous cre´ons
un centre-ville dense et une banlieue disperse´e.
(a) Nous notons d = max {%, 1.1} ou` % est un nombre ale´atoire compris entre 0
et 5.
(b) Utilisons d > 1 pour re´duire le rayon r, c’est-a`-dire que nous construisons
un nouveau vecteur
(
r
d
cos(θ), r
d
sin(θ)
)
. Nous translatons ainsi le centre du
baˆtiment vers le centre 0 du domaine [−1; 1]2.
(c) Nous nous ramenons au domaine Ω par un simple changement de variable :
le centre du baˆtiment est donc xc = 1
2
(
r
d
cos(θ) + 1, r
d
sin(θ) + 1
)
.
Nous avons donc construit un baˆtiment qui est en fait une cellule de taille fixe ε et
de centre xc.
3. Tirage ale´atoire de la taille du baˆtiment (voir figure Fig. IV.8) :
(a) Tirons ale´atoirement et uniforme´ment sur l’intervalle [0; 3] deux entiers : mx
pour la direction x et my pour la direction y.
(b) Nous rajoutonsmx cellules fines dans la direction x de chaque coˆte´ du baˆtiment,
et my cellules dans la direction y.
Finalement, le baˆtiment construit est centre´ en xc et est de taille ale´atoire lx× ly =
(2mx + 1)ε× (2my + 1)ε et nous avons effectivement (lx, ly) ∈ [ε; 7ε]2.
En ite´rant ce proce´de´ sur le nombre de baˆtiment, nous obtenons une ville virtuelle a`
Nb baˆtiments rectangulaires confine´s autour du centre du domaine. Le re´sultat final est
repre´sente´ sur la figure Fig. IV.9.
c) Re´sultats nume´riques
L’e´quation (IV.5) est re´solue par la me´thode des e´le´ments finis standard pour fournir
une solution de re´fe´rence. Cette solution est ensuite compare´e aux meˆmes me´thodes que
dans le cas test a` cœfficients oscillants. Comme pour le cas pre´ce´dent, la comparaison
des solutions est re´alise´e en :
1. calculant les erreurs Ep et Fp de´finies par (IV.2) et (IV.3) ;
2. visualisant la solution sur le domaine Ω, sur une partie du domaine, ainsi que sur
une coupe 1D au centre du domaine.
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(xi, yj)
(xi+1, yj+1)
xc
ε
ε
mxε mxε
myε
myε
ly
lx
Fig. IV.8 – Construction d’un baˆtiment a` partir de donne´es (xc,mx,my) prises
ale´atoirement. A la cellule de taille ε × ε centre´e en xc, nous ajoutons mxε (respec-
tivement myε) dans la direction x (respectivement y) de chaque coˆte´ pour former le
baˆtiment de taille lx × ly = (2mx + 1)ε× (2my + 1)ε.
Fig. IV.9 – Ville virtuelle. — A gauche : les cinquante baˆtiments de la ville. — A droite :
un zoom sur les baˆtiments de la ville dans la zone (x, y) ∈ [0.4; 0.5]× [0.5; 0.6].
Re´fe´rence. La solution obtenue par les e´le´ments finis standard de´croˆıt de un a` ze´ro
sur Ω en allant vers le centre, comme sur la figure Fig. IV.10. Cette solution est qualita-
tivement raisonnable. En effet, nous avons simule´ l’arrive´e d’un polluant par l’exte´rieur
du domaine, ce dernier se propage vers l’inte´rieur du domaine par diffusion. En regardant
sur une partie du domaine (voir le zoom de la figure Fig. IV.10), nous voyons que la
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concentration de´croˆıt vers ze´ro a` l’approche d’un baˆtiment, repre´sente´ par un petit carre´
noir. Ceci est normal car, dans un baˆtiment, la concentration doit eˆtre nulle. Sur la coupe
1D en y = 0.5 de la figure Fig. IV.10, nous pouvons voir que, partant des conditions aux
limites e´gales a` un, la solution de´croˆıt jusqu’a` atteindre ze´ro dans le ”centre-ville”, c’est-
a`-dire au centre du domaine. Les baˆtiments qui influencent la solution sont repre´sente´s
par des carre´s noirs en dessous de cette coupe. Il s’agit des baˆtiments qui se situent
autour de la zone y = 0.5. La solution est perturbe´e par la pre´sence de baˆtiments puis-
qu’elle de´croˆıt plus vite lorsqu’elle rencontre l’un d’entre eux. Les petits baˆtiments sont
pris en compte graˆce a` l’utilisation d’un maillage assez fin. A contrario, en prenant une
taille de maillage plus grande, les baˆtiments les plus petits, c’est-a`-dire dont la taille est
plus petite que celle du maillage, auraient e´te´ ”transparents”.
Fig. IV.10 – Solution de re´fe´rence (e´le´ments finis standard) dans le cas de la ville virtuelle
pour le maillage fin. — Sur la figure en haut a` droite, nous pouvons voir la solution
obtenue sur le domaine entier Ω, avec en surimpression la position des obstacles en noir.
— En bas a` droite est repre´sente´ un zoom sur une partie [0.8; 1]× [0.55; 0.9] du domaine,
encadre´e en noir sur la figure situe´e au-dessus. — A gauche est repre´sente´e une coupe
1D en y au milieu du domaine. Sur cette coupe sont aussi repre´sente´s, avec des carre´s
noirs, les baˆtiments autour de y = 0.5 et pour x ∈ [0; 1].
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H E1 E2 E∞ F1 F2 F∞
MsFEM-L
0.2 4.57.10−2 6.51.10−2 3.50.10−1 3.99.10−2 6.01.10−2 3.95.10−1
0.1 2.35.10−2 2.79.10−2 1.42.10−1 2.27.10−2 3.91.10−2 2.94.10−1
0.05 3.58.10−2 4.55.10−2 2.62.10−1 1.97.10−2 3.43.10−2 3.82.10−1
0.025 4.30.10−2 5.34.10−2 3.48.10−1 1.88.10−2 2.75.10−2 2.53.10−1
0.0125 4.41.10−2 4.81.10−2 2.86.10−1 − − −
MsFEM-OS
0.2 1.02.10−2 1.39.10−2 1.12.10−1 9.44.10−3 1.34.10−2 1.11.10−1
0.1 7.99.10−3 1.03.10−2 8.11.10−2 5.49.10−3 8.50.10−3 7.56.10−2
0.05 5.09.10−3 6.50.10−3 4.95.10−2 2.41.10−3 4.11.10−3 5.19.10−2
0.025 4.16.10−3 4.59.10−3 3.07.10−2 1.40.10−3 2.08.10−3 2.83.10−2
0.0125 3.17.10−3 3.41.10−3 2.55.10−2 − − −
MsFEM-H
0.2 3.24.10−2 4.28.10−2 2.30.10−1 2.06.10−2 3.33.10−2 1.95.10−1
0.1 1.95.10−2 2.39.10−2 9.34.10−2 1.35.10−2 1.74.10−2 9.59.10−2
0.05 1.59.10−2 1.77.10−2 9.25.10−2 7.20.10−3 1.06.10−2 6.53.10−2
0.025 1.38.10−2 1.52.10−2 6.19.10−2 6.97.10−3 9.11.10−3 7.07.10−2
0.0125 1.12.10−2 1.25.10−2 6.04.10−2 − − −
MsFEM-Hcentree
0.2 4.86.10−2 6.17.10−2 3.35.10−1 4.24.10−2 5.61.10−2 2.77.10−1
0.1 3.69.10−2 3.94.10−2 1.65.10−1 1.60.10−2 2.18.10−2 1.33.10−1
0.05 3.17.10−2 3.31.10−2 8.62.10−2 7.19.10−3 1.11.10−2 8.35.10−2
0.025 2.98.10−2 3.08.10−2 8.58.10−2 5.99.10−3 7.72.10−3 7.30.10−2
0.0125 2.53.10−2 2.64.10−2 8.95.10−2 − − −
Tab. IV.4 – Erreurs relatives E1, E2, E∞, F1, F2 et F∞, des me´thodes MsFEM-L,
MsFEM-OS, MsFEM-H et MsFEM-Hcentree dans le cas test d’une ville virtuelle a` 50
baˆtiments. Pour chaque me´thode, les erreurs sont calcule´es avec les maillages de taille
H = 1
5
, 1
10
, 1
20
, 1
40
et 1
80
. Les erreurs Ep comparent la solution MsFEM a` la solution de
re´fe´rence et les erreurs Fp comparent la solution MsFEM a` celle obtenue avec un pas
d’espace H deux fois plus fin.
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H E1 E2 E∞ F1 F2 F∞
MsFEM-L
0.2 4.01.10−1 4.69.10−1 1.49 3.43.10−1 5.79.10−1 1.43
0.1 3.31.10−1 4.35.10−1 2.47 2.24.10−1 3.72.10−1 2.22
0.05 1.92.10−1 2.11.10−1 5.82.10−1 7.96.10−2 9.47.10−2 3.90.10−1
0.025 1.23.10−1 1.32.10−1 3.51.10−1 6.47.10−2 7.04.10−2 2.58.10−1
0.0125 6.24.10−2 6.75.10−2 2.77.10−1 − − −
MsFEM-OS
0.2 8.74.10−1 9.08.10−1 1.00 1.38 1.26 1.48
0.1 3.31.10−1 4.35.10−1 2.47 2.24.10−1 3.71.10−1 2.23
0.05 1.90.10−1 2.09.10−1 5.82.10−1 7.71.10−2 9.62.10−2 4.17.10−1
0.025 1.23.10−1 1.31.10−1 3.51.10−1 5.43.10−2 5.78.10−2 2.04.10−1
0.0125 7.24.10−2 7.67.10−2 2.34.10−1 − − −
MsFEM-H
0.2 4.01.10−1 4.69.10−1 1.49 3.43.10−1 5.79.10−1 1.43
0.1 3.31.10−1 4.35.10−1 2.47 2.23.10−1 3.70.10−1 2.22
0.05 1.89.10−1 2.09.10−1 5.82.10−1 7.90.10−2 9.79.10−2 4.24.10−1
0.025 1.20.10−1 1.29.10−1 3.49.10−1 6.72.10−2 7.24.10−2 2.59.10−1
0.0125 5.71.10−2 6.18.10−2 2.26.10−1 − − −
MsFEM-Hcentree
0.2 4.01.10−1 4.69.10−1 1.49 3.43.10−1 5.79.10−1 1.43
0.1 3.31.10−1 4.35.10−1 2.47 2.23.10−1 3.70.10−1 2.22
0.05 1.91.10−1 2.10.10−1 5.82.10−1 7.62.10−2 9.46.10−2 4.12.10−1
0.025 1.25.10−1 1.33.10−1 3.52.10−1 4.79.10−2 5.22.10−2 2.04.10−1
0.0125 8.06.10−2 8.50.10−2 2.46.10−1 − − −
Tab. IV.5 – Erreurs relatives E1, E2, E∞, F1, F2 et F∞, des me´thodes MsFEM-L,
MsFEM-OS, MsFEM-H et MsFEM-Hcentree dans le cas test d’une ville virtuelle a` 50
baˆtiments, sans le terme σΦ dans le calcul des fonctions de base. Pour chaque me´thode,
les erreurs sont calcule´es avec les maillages de taille H = 1
5
, 1
10
, 1
20
, 1
40
et 1
80
. Les erreurs
Ep comparent la solution MsFEM a` la solution de re´fe´rence et les erreurs Fp comparent
la solution MsFEM a` celle obtenue avec un pas d’espace H deux fois plus fin.
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H E1 E2 E∞ F1 F2 F∞
MsFEM-L
0.2 5.70.10−1 5.82.10−1 9.60.10−1 2.05.10−1 2.41.10−1 4.29.10−1
0.1 3.03.10−1 3.12.10−1 8.85.10−1 2.05.10−1 2.14.10−1 3.82.10−1
0.05 8.14.10−2 1.02.10−1 6.24.10−1 1.21.10−1 1.30.10−1 3.82.10−1
0.025 3.66.10−2 4.29.10−2 2.93.10−1 1.98.10−2 2.97.10−2 2.17.10−1
0.0125 4.14.10−2 4.41.10−2 1.91.10−1 − − −
MsFEM-OS
0.2 1.35 1.70 5.35 1.66 1.89 2.95
0.1 2.17.10−1 2.32.10−1 2.64.10−1 9.79.10−1 9.89.10−1 1.00
0.05 8.34.10−2 1.03.10−1 6.23.10−1 1.21.10−1 1.29.10−1 4.16.10−1
0.025 3.65.10−2 4.30.10−2 3.17.10−1 2.17.10−2 3.09.10−2 2.45.10−1
0.0125 3.85.10−2 4.15.10−2 1.58.10−1 − − −
MsFEM-H
0.2 1.35 1.69 5.37 1.64 1.87 2.90
0.1 3.04.10−1 3.13.10−1 8.85.10−1 2.01.10−1 2.10.10−1 3.77.10−1
0.05 8.57.10−2 1.05.10−1 6.23.10−1 1.20.10−1 1.27.10−1 4.08.10−1
0.025 3.37.10−2 4.06.10−2 3.24.10−1 1.83.10−2 2.87.10−2 2.20.10−1
0.0125 3.27.10−2 3.50.10−2 1.41.10−1 − − −
MsFEM-Hcentree
0.2 1.35 1.70 5.42 1.65 1.88 2.91
0.1 3.80.10−1 4.79.10−1 2.06 2.63.10−1 3.72.10−1 1.48
0.05 2.19.10−1 2.40.10−1 6.11.10−1 8.91.10−2 1.02.10−1 3.88.10−1
0.025 1.48.10−1 1.59.10−1 5.80.10−1 9.70.10−2 1.69.10−1 1.01
0.0125 1.16.10−1 1.51.10−1 2.19 − − −
Tab. IV.6 – Erreurs relatives E1, E2, E∞, F1, F2 et F∞, des me´thodes MsFEM-L,
MsFEM-OS, MsFEM-H et MsFEM-Hcentree dans le cas test d’une ville virtuelle a` 50
baˆtiments, sans le terme σΦ dans le calcul des fonctions de base et avec le terme de
pe´nalisation σu¯ dans le calcul grossier. Pour chaque me´thode, les erreurs sont calcule´es
avec les maillages de taille H = 1
5
, 1
10
, 1
20
, 1
40
et 1
80
. Les erreurs Ep comparent la solution
MsFEM a` la solution de re´fe´rence et les erreurs Fp comparent la solution MsFEM a` celle
obtenue avec un pas d’espace H deux fois plus fin.
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Fig. IV.11 – Solution MsFEM-L dans le cas de la ville virtuelle avec un maillage de taille
H = 1
20
. — Sur la figure en haut a` droite, nous pouvons voir la solution obtenue sur Ω,
avec en surimpression la position des obstacles en noir. — En bas a` droite est repre´sente´
un zoom sur une partie [0.8; 1] × [0.55; 0.9] du domaine, encadre´e en noir sur la figure
situe´e au-dessus. — A gauche est repre´sente´e une coupe 1D en y au milieu du domaine
de la solution multie´chelles en rouge, ainsi que de la solution de re´fe´rence en pointille´s
noirs. Sur cette coupe sont aussi repre´sente´s, avec des carre´s noirs, les baˆtiments autour
de y = 0.5 et pour x ∈ [0; 1].
MsFEM-L. La premie`re me´thode est la me´thode des e´le´ments finis multie´chelles
classique. La solution obtenue est visuellement proche de la solution de re´fe´rence sur
le domaine Ω (voir Fig. IV.11) pour le maillage de taille H = 1
20
. Sur le zoom sur
[0.8; 1] × [0.55; 0.9], nous pouvons tout de meˆme voir des artefacts nume´riques dus aux
conditions aux limites line´aires sur les areˆtes des cellules lors du calcul des fonctions de
base. De plus, en regardant la coupe 1D en y = 0.5, nous pouvons voir plus pre´cise´ment
l’influence sur la solution approche´e de cette condition aux limites line´aire sur les areˆtes
des cellules grossie`res. La solution obtenue par MsFEM-L est distinctement diffe´rente
de la solution de re´fe´rence. Ceci se refle`te dans le tableau Tab. IV.4, ou` nous voyons
l’e´volution des erreurs Ep et Fp en divisant par deux la taille H du maillage. Les erreurs
Ep comparent la solution MsFEM-L a` la solution de re´fe´rence calcule´e pre´ce´demment et
les erreurs Fp comparent la solution MsFEM-L a` celle obtenue avec un pas d’espace deux
fois plus fin. Les erreurs Ep ont toutes le meˆme comportement : elles de´croissent lorsque
la taille du maillage diminue puis croissent a` partir de H = 1
20
. La me´thode a le meˆme
comportement que pour le cas test a` cœfficients oscillants. Sur la courbe des erreurs E2 de
la figure Fig. IV.15, nous pouvons voir ce comportement. Les erreurs Fp se comportent
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aussi comme dans le cas test a` cœfficients oscillants : elles de´croissent lorsque la taille
du maillage diminue, ce qui signifie que la solution approche´e semble converger. De plus,
dans le tableau Tab. IV.5, nous voyons que les erreurs Ep sont dix fois plus grandes (ou
du meˆme ordre pour H = 1
80
) en retirant le terme σΦ du calcul des fonctions de base.
Les erreurs Fp sont elles aussi jusqu’a` dix fois plus grandes. En remplac¸ant l’inconnue u
par sa moyenne dans le terme σu de l’e´quation globale, les erreurs Ep sont dix fois plus
grandes (voir Tab. IV.3) pour H = 1
5
et H = 1
10
, et le´ge`rement plus petites pour H = 1
40
et H = 1
80
. Les erreurs F∞ restent quasiment identiques a` celles observe´es jusqu’a` pre´sent
et les autres erreurs Fp sont dix fois plus grandes. Les erreurs avec la moyenne de u et
sans le terme σΦ sont tre`s proches de celles obtenues sans le terme σΦ.
Fig. IV.12 – Solution MsFEM-OS dans le cas de la ville virtuelle avec un maillage de
taille H = 1
20
. — Sur la figure en haut a` droite, nous pouvons voir la solution obtenue
sur Ω, avec en surimpression la position des obstacles en noir. — En bas a` droite est
repre´sente´ un zoom sur une partie [0.8; 1]× [0.55; 0.9] du domaine, encadre´e en noir sur
la figure situe´e au-dessus. — A gauche est repre´sente´e une coupe 1D en y au milieu du
domaine de la solution multie´chelles en rouge, ainsi que de la solution de re´fe´rence en
pointille´s noirs. Sur cette coupe sont aussi repre´sente´s, avec des carre´s noirs, les baˆtiments
autour de y = 0.5 et pour x ∈ [0; 1].
MsFEM-OS. La solution est toujours proche de la solution de re´fe´rence globalement
(voir la figure Fig. IV.12 pour le maillage de taille H = 1
20
). Si nous regardons le
zoom sur [0.8; 1] × [0.55; 0.9], nous pouvons voir qu’elle semble moins perturbe´e que
celle obtenue par MsFEM-L. Nous voyons sur la coupe 1D que l’influence des baˆtiments
est relativement bien prise en compte avec cette me´thode. En effet, contrairement a` la
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me´thode pre´ce´dente, la solution suit bien le comportement de la solution de re´fe´rence.
Cependant, sur cette coupe, nous pouvons aussi voir l’influence de la non conformite´ des
fonctions de base (le de´crochage en x ≈ 0.9). Dans le tableau Tab. IV.4, l’e´volution des
erreurs de MsFEM-OS, en divisant par deux la taille du maillage, est pre´sente´e. Toutes
les erreurs, Ep et Fp, ont le meˆme comportement : elles diminuent lorsque la taille H
du maillage grossier diminue. Sur la courbe des erreurs E2 de la figure Fig. IV.15, nous
pouvons voir cette de´croissance de l’erreur. Dans le tableau Tab. IV.5, ainsi que dans le
tableau Tab. IV.6, la plupart des erreurs obtenues sont au moins dix fois plus grandes.
Les erreurs calcule´es en utilisant u¯ dans l’e´quation globale ne sont que le´ge`rement plus
petites.
Fig. IV.13 – Solution MsFEM-H dans le cas de la ville virtuelle avec un maillage de taille
H = 1
20
. — Sur la figure en haut a` droite, nous pouvons voir la solution obtenue sur Ω,
avec en surimpression la position des obstacles en noir. — En bas a` droite est repre´sente´
un zoom sur une partie [0.8; 1] × [0.55; 0.9] du domaine, encadre´e en noir sur la figure
situe´e au-dessus. — A gauche est repre´sente´e une coupe 1D en y au milieu du domaine
de la solution multie´chelles en rouge, ainsi que de la solution de re´fe´rence en pointille´s
noirs. Sur cette coupe sont aussi repre´sente´s, avec des carre´s noirs, les baˆtiments autour
de y = 0.5 et pour x ∈ [0; 1].
MsFEM-H. La me´thode avec homothe´tie fournit une solution approche´e visuellement
proche de la solution de re´fe´rence. Nous voyons cette solution sur la figure Fig. IV.13
avec le maillage de taille H = 1
20
, ainsi que le zoom sur [0.8; 1] × [0.55; 0.9] sur lequel
nous pouvons aussi voir que la solution est bien approche´e. Elle ressemble a` la solution
de MsFEM-OS. De plus, la coupe 1D re´ve`le une ame´lioration des re´sultats par rapport a`
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MsFEM-L en changeant les conditions aux limites line´aires dans le calcul des fonctions de
base. Nous voyons sur la coupe 1D que l’influence des baˆtiments est prise en compte cor-
rectement avec cette me´thode. En effet, comme pour la me´thode pre´ce´dente, la solution
suit exactement la solution de re´fe´rence et ces deux solutions ne se distinguent pas sur la
courbe. De plus, sur cette coupe, nous pouvons aussi voir une ame´lioration par rapport a`
MsFEM-OS. Cependant, dans le tableau Tab. IV.4, nous pouvons voir que la me´thode
MsFEM-OS reste meilleure que MsFEM-H. En effet, les erreurs de MsFEM-H sont plus
grandes que celles de MsFEM-OS. En divisant par deux la taille du maillage, toutes
les erreurs de MsFEM-H diminuent. Cependant, comme pour toute me´thode MsFEM,
cette de´croissance ne pourra pas de´passer la limite H = ε a` partir de laquelle l’erreur
stagne. Sur la courbe des erreurs E2 de la figure Fig. IV.15, nous pouvons voir cette
de´croissance de l’erreur. Sur le tableau Tab. IV.5, ainsi que sur le tableau Tab. IV.6,
nous remarquons que les erreurs Ep et Fp sont jusqu’a` dix fois plus grandes. Les re´sultats
sont tre`s peu ame´liore´s avec la moyenne de u dans l’e´quation globale.
Fig. IV.14 – Solution MsFEM-Hcentree dans le cas de la ville virtuelle avec un maillage
de taille H = 1
20
. — Sur la figure en haut a` droite, nous pouvons voir la solution obtenue
sur Ω, avec en surimpression la position des obstacles en noir. — En bas a` droite est
repre´sente´ un zoom sur une partie [0.8; 1]× [0.55; 0.9] du domaine, encadre´e en noir sur
la figure situe´e au-dessus. — A gauche est repre´sente´e une coupe 1D en y au milieu du
domaine de la solution multie´chelles en rouge, ainsi que de la solution de re´fe´rence en
pointille´s noirs. Sur cette coupe sont aussi repre´sente´s, avec des carre´s noirs, les baˆtiments
autour de y = 0.5 et pour x ∈ [0; 1].
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MsFEM-Hcentree. La solution approche´e obtenue par la me´thode avec homothe´tie
centre´e est visuellement proche de la solution de re´fe´rence. Elle est visible sur la figure
Fig. IV.14 avec le maillage de taille H = 1
20
. Le zoom sur [0.8; 1] × [0.55; 0.9] de cette
solution est tre`s proche de celui obtenu avec MsFEM-OS et MsFEM-H. D’ailleurs, la
coupe 1D ressemble beaucoup a` celle de la me´thode MsFEM-OS. Ces deux me´thodes
ont globalement le meˆme comportement. La solution est correctement approche´e ; elle
est bien influence´e par la pre´sence de baˆtiments et suit le comportement de la solution
de re´fe´rence, meˆme si nous pouvons voir l’influence de la non conformite´. Dans le tableau
Tab. IV.4, nous pouvons voir l’e´volution des erreurs, en divisant par deux la taille du
maillage. Toutes les erreurs, Ep et Fp, ont le meˆme comportement : elles diminuent en
raffinant le maillage. Cependant, ces erreurs re´ve`lent un comportement moins bon que
MsFEM-OS et MsFEM-H. Sur la courbe des erreurs E2 de la figure Fig. IV.15, nous
pouvons voir cette de´croissance de l’erreur. Sur le tableau Tab. IV.5 donnant les erreurs
sans le terme d’absorption dans le calcul des fonctions de base multie´chelles, ainsi que sur
le tableau Tab. IV.6 donnant les erreurs sans le terme d’absorption et avec le terme σu¯
dans l’e´quation globale, nous voyons la de´croissance de l’erreur mais qui reste supe´rieure
a` celles de MsFEM-OS et MsFEM-H et plus e´leve´es que celle du tableau Tab. IV.4.
Fig. IV.15 – Courbes d’erreurs relatives en norme L2 des diffe´rentes me´thodes MsFEM
pour les tailles de maillages de 1
5
a` 1
80
en e´chelle logarithmique pour le cas test de la ville
virtuelle. Les points rouges sont les erreurs de MsFEM-L, la ligne bleue avec des points
est la courbe d’erreurs de MsFEM-H, la ligne verte repre´sente les erreurs de MsFEM-OS
et celle en pointille´s noirs l’erreur de MsFEM-Hcentree.
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d) Commentaires
Retirer le terme σΦ, avec la moyenne de u dans le calcul grossier ou pas, de´te´riore,
dans ce cas e´galement, les re´sultats pour toutes les me´thodes multie´chelles teste´es ici
et quelque soit le maillage utilise´. En effet, en retirant le terme σΦ dans le calcul des
fonctions de base, nous remarquons (voir le tableau Tab. IV.5) que les erreurs obtenues
sont plus grandes que celle obtenues avec le terme σΦ, et ceci, quelque soit la me´thode
utilise´e. De plus, en remplac¸ant l’inconnue u par sa moyenne dans le terme de pe´nalisation
σu de l’e´quation globale, les erreurs sont plus petites mais elles restent encore bien plus
grandes que celles trouve´es en gardant le terme σΦ dans le calcul des fonctions de base.
Comme dans le cas test pre´ce´dent, l’utilisation de MsFEM-OS ame´liore qualitati-
vement et quantitativement les re´sultats par rapport a` MsFEM-L. Dans ce cas test,
plus proche de notre contexte, la me´thode multie´chelles donnant les meilleurs re´sultats
reste celle avec MsFEM-OS. Les me´thodes d’homothe´tie donnent de meilleurs re´sultats
que la me´thode MsFEM-L. L’influence des plus petits de´tails, c’est-a`-dire les plus petits
baˆtiments, est mieux prise en compte avec ces me´thodes. En comparant quantitative-
ment les diffe´rentes me´thodes dans le cas d’une ville virtuelle, nous nous apercevons, en
regardant les erreurs Ep et Fp dans le tableau Tab. IV.4, que la me´thode multie´chelles
classique (MsFEM-L) ne donne pas de re´sultats tre`s satisfaisants, meˆme avec l’utilisation
d’un maillage plutoˆt fin (H = 1
80
= 10ε). Par contre, la me´thode MsFEM-OS cre´e des
erreurs de l’ordre de 10−3 (ou 10−2 pour la norme L∞). La me´thode MsFEM-H avec
le maillage le plus grossier, c’est-a`-dire 1
5
, donne de meilleurs re´sultats que MsFEM-L
avec le maillage le plus fin, c’est-a`-dire 1
80
. La me´thode MsFEM-Hcentree donne des
re´sultats interme´diaires entre ceux de MsFEM-L et MsFEM-H. La courbe de la figure
Fig. IV.15 re´sume bien le comportement ge´ne´ral des erreurs commises par les diffe´rentes
me´thodes teste´es ici. La me´thode classique (MsFEM-L) a les erreurs les plus grandes, et
la me´thode MsFEM-OS les plus petites. L’erreur diminue lorsque le nombre de nœuds
croˆıt. Nous retrouvons l’effet de re´sonnance attendu sur la courbe d’erreur de la me´thode
classique (MsFEM-L), alors que sur les autres courbes, nous pouvons voir que cet effet
a e´te´ partiellement e´limine´.
2.3 Discussion sur les fonctions de base
Pre´sentons pour commencer plusieurs fonctions de base obtenues avec diffe´rentes
me´thodes : la me´thode classique (MsFEM-L) ainsi que les me´thodes pre´sentant les
meilleurs re´sultats dans un cas de ville virtuelle, c’est-a`-dire MsFEM-OS et MsFEM-
H. Pour cela, choisissons une configuration tre`s simple1 dans laquelle quelques baˆtiments
sont positionne´s ”strate´giquement”, c’est-a`-dire en des zones pouvant poser des proble`mes
lors du calcul des fonctions de base.
Prenons un domaine de´compose´ en neuf cellules grossie`res (trois dans chaque direc-
tion) dans lequel nous nous concentrons sur une unique cellule grossie`re (celle du centre).
Choisissons par exemple Ω = [0, 3
4
]× [0, 3
4
]. Puisque les autres cellules ne nous inte´ressent
pas, notons 1, 2, 3 et 4 les indices des nœuds grossiers de la cellule centrale sur la figure
Fig. IV.16. La taille du plus petit obstacle conside´re´ est ε = 2
48
× 3
4
. Pour calculer les
fonctions de base, le maillage fin est pris a` N ε = 49 nœuds fins, 16 cellules fines pour la
cellule centrale, dans chaque direction pour avoir ε plus grand que la taille d’une cellule
1Le but est seulement de regarder en de´tail le calcul (et les re´sultats) des fonctions de base.
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Fig. IV.16 – Domaine de calcul avec un maillage grossier a` N0 = 4 et un maillage fin
a` N ε = 49. Trois obstacles, dont la taille la plus petite est ε = 1
32
, sont positionne´s. Les
quatres nœuds de la cellule centrale qui nous inte´resse sont indice´s par 1, 2, 3 et 4.
fine (h = 1
48
× 3
4
). Regardons seulement trois obstacles {B1, B2, B3} place´s en trois zones
diffe´rentes :
– B2 est centre´ au nœud d’indice 1 et de taille 5ε dans la direction x et 4ε dans la
direction y,
– B1 est centre´ dans la cellule centrale et de taille ε× ε,
– B3 est positionne´ sur une areˆte de la cellule centrale centre´ en (0.5,
3
8
) et de taille
2ε× 2.5ε.
Les fonctions de base de la me´thode MsFEM-L ont, sur la figure Fig. IV.17, des valeurs
comprises entre ze´ro et un. Cependant, les valeurs line´aires sur les areˆtes [x2, x3] de Φ
2
et de Φ3 ne sont pas pre´cises : a` une distance LA d’un obstacle (au moins au milieu
de l’obstacle B3), les fonctions de base doivent eˆtre nulles. Ceci ne peut eˆtre le cas par
construction, puisque cette me´thode impose sur les cellules des conditions aux limites
line´aires. Pour la me´thode MsFEM-OS, les fonctions de base interme´diaires ϕk (a` gauche
de la figure Fig. IV.18) prennent en compte correctement les trois obstacles B1, B2 et
B3 (contrairement a` la me´thode pre´ce´dente). Cependant, ϕ
k(x1) = est nul pour tout k =
2, 3, 4, ce qui me`ne a` la non inversibilite´ de la matrice A du syste`me (II.14) permettant
de calculer Φ1. Cette matrice est ici e´gale a` :

5.191 10−9 1.490 10−9 1.410 10−9 4.037 10−10
0.103 0.514 2.540 10−2 0.168
6.578 10−2 2.700 10−2 0.427 0.160
1.551 10−2 0.165 0.156 0.550
 ,
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Fig. IV.17 – Fonctions de base multie´chelles obtenues avec MsFEM-L — A gauche :
Configuration des obstacles dans la cellule centrale — A droite : Fonction de base multi-
e´chelles dans la cellule centrale (1) fonction Φ1 associe´e au nœud x1 — (2) fonction Φ
2
associe´e au nœud x2 — (3) fonction Φ
3 associe´e au nœud x3 — (4) fonction Φ
4 associe´e
au nœud x4. La condition aux limites line´aire sur l’areˆte n’est clairement pas approprie´e.
contrairement a` celle utilise´e pour calculer Φ3 qui est ici e´gale a` :
0.463 0.179 0.167 6.081 10−2
0.179 0.562 6.0785 10−2 0.187
0.177 6.165 10−2 0.561 0.187
5.767 10−2 0.187 0.186 0.562
 .
La premie`re ligne de la matrice pour le calcul de Φ1 est presque nulle, ce qui rend difficile
le calcul de son inverse. Les fonctions de base de la me´thode MsFEM-H sont line´aires sur
les areˆtes ne contenant pas d’obstacle, mais sont nulles lorsqu’il y a un obstacle (meˆme
sur un nœud grossier), comme nous pouvons le voir sur la figure Fig. IV.19.
2.4 Bilan
A l’aide de ces diffe´rents tests, nous avons pu nous apercevoir que les me´thodes
MsFEM couple´es avec la pe´nalisation donnent des solutions approche´es cohe´rentes. De
plus, l’utilisation de la me´thode MsFEM-OS apporte un gain notable par rapport a` la
me´thode classique (MsFEM-L). Elle donne aussi de meilleurs re´sultats que les me´thodes
MsFEM-H et MsFEM-Hcentree. Dans le cas test des cœfficients oscillants (voir section
2.1), la me´thode MsFEM-OS et la me´thode MsFEM-Hcentree se comportent bien, alors
que les deux autres produisent des re´sultats insatisfaisants. Dans le cas test de la ville
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Fig. IV.18 – Fonctions de base multie´chelles pour MsFEM-OS — A gauche : Configura-
tion des obstacles dans la cellule centrale — A droite : (1a) fonction de base multie´chelles
interme´diaire ϕ1 associe´e au nœud x1 — (1b) fonction de base multie´chelles Φ
1 associe´e
au nœud x1. La matrice A e´tant non inversible dans le cas de MsFEM-OS, Φ
1 n’existe
pas dans ce cas — (2a) fonction ϕ2 — (2b) fonction Φ2 — (3a) fonction ϕ3 — (3b)
fonction Φ3 — (4a) fonction ϕ4 — (4b) fonction Φ4.
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Fig. IV.19 – Fonctions de base multie´chelles pour MsFEM-H — A gauche : Configuration
des obstacles dans la cellule centrale — A droite : (1a) fonction de base multie´chelles
interme´diaire ϕ1 associe´e au nœud x1 — (1b) fonction de base multie´chelles Φ
1 associe´e
au nœud x1 — (2a) fonction ϕ
2 — (2b) fonction Φ2 — (3a) fonction ϕ3 — (3b) fonction
Φ3 — (4a) fonction ϕ4 — (4b) fonction Φ4.
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virtuelle (voir section 2.2), la me´thode MsFEM-OS et la me´thode MsFEM-H se com-
portent bien, alors que les deux autres produisent des re´sultats insatisfaisants. De plus,
la modification de l’e´quation des fonctions de base, c’est-a`-dire le retrait du terme de
pe´nalisation σΦ, n’ame´liore pas les re´sultats dans le cas test des cœfficients oscillants
et les de´te´riore dans le cas test de la ville virtuelle, pour toutes les me´thodes utilise´es.
En remplac¸ant le terme de pe´nalisation σu par σu¯ dans l’e´quation globale, en plus du
retrait de σΦ, les solutions MsFEM s’e´loignent encore plus de la solution e´le´ments finis
standard avec le maillage fin (solution de re´fe´rence).
Avec la me´thode de pe´nalisation, MsFEM-OS est la me´thode la plus adapte´e. Ce-
pendant, la me´thode MsFEM-H donne des re´sultats tout a` fait comparables dans le
contexte urbain. Nous pouvons maintenant tester ces me´thodes sur des donne´es re´elles
issues d’une zone urbaine autour de l’ae´roport de Toulouse-Blagnac. Ceci fait l’objet de
la section suivante.
3 Simulations sur une ville re´elle
Dans cette section, nous e´tudions le comportement de ces me´thodes multie´chelles
a` partir de donne´es re´elles. Pour cela, nous extrayons les donne´es a` partir d’une photo
satellite. D’apre`s les re´sultats de la section pre´ce´dente, les me´thodes les plus adapte´es sont
MsFEM-OS et MsFEM-H en utilisant les meˆmes ope´rateurs pour le calcul des fonctions
de base et l’e´quation globale, c’est-a`-dire L0 = LΦ = Lε. C’est pourquoi, nous re´alisons,
avec MsFEM-OS, MsFEM-L et MsFEM-H, des simulations avec ces parame`tres re´alistes.
3.1 Description
Etant donne´ un milieu urbain, l’ae´roport de Toulouse-Blagnac par exemple, nous
souhaitons savoir si une des variantes de la me´thode MsFEM est capable de nous fournir
une bonne approximation de la concentration. La premie`re e´tape consiste a` construire
les parame`tres nume´riques, c’est-a`-dire les valeurs des parame`tres ν et σ dont nous avons
besoin pour le calcul, a` partir de donne´es re´elles, comme par exemple une photo satellite,
puis a` de´finir les conditions de simulation.
a) Construction des parame`tres nume´riques
Afin de simuler une situation dans une ville re´elle, il faut transformer la re´alite´ en
donne´es nume´riques. Prenons par exemple la photo satellite de l’ae´roport de Toulouse
que nous pouvons voir sur la figure Fig. IV.20. Il s’agit ici d’extraire les valeurs des
cœfficients de notre ope´rateur L a` partir de cette photo. Pour cela, faisons l’hypothe`se
que la ve´ge´tation est un obstacle au meˆme titre qu’un baˆtiment. Le but est d’eˆtre ca-
pable de de´finir si un pixel de l’image est ou n’est pas dans un baˆtiment. Graˆce a` cette
discrimination, nous construisons Ωε et par voie de conse´quence les valeurs de ν et de σ.
Une photo est un ensemble de pixels dont la couleur est code´e par un triplet (R,G,B),
avec 0 ≤ R,G,B ≤ 255. Le code (R,G,B) donne la proportion de rouge (R), vert (V) et
bleu (B). Chaque pixel repre´sente une cellule fine. Le triplet (R,G,B) associe´ a` un pixel
doit eˆtre transforme´ en des valeurs pour les cœfficients en ces points. Nous pouvons donc
cre´er une matrice S associe´e a` la photo (premie`re e´tape de´crite sur la figure Fig. IV.21)
dont chaque e´le´ment est le code (R,G,B) du pixel correspondant, c’est-a`-dire
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Fig. IV.20 – Photo satellite de la zone urbaine de l’ae´roport de Toulouse-Blagnac.
Si,j = (Ri,j, Gi,j, Bi,j).
ou` Ri,j (respectivement Gi,j, Bi,j) est la quantite´ de rouge (respectivement de vert et de
bleu) du pixel place´ au point xi,j.
xi,j
pixel
i
j
photo
(R,G,B)
e´tape 1
Si,j
matrice
Si,j ∈ V ol ?
e´tape 2
0/1
de´tection
d’obstacle
e´tape 3
Ωε
ν, σ
donne´es
nume´riques
Fig. IV.21 – Etapes du traitement de donne´es a` partir d’une photo satellite : identifi-
cation du code de couleurs type (R,G,B) du pixel centre´ en chaque xi,j, cre´ation de la
matrice des codes de couleurs, puis de´tection des obstacles pour la cre´ation des cœfficients
du mode`le et enfin la construction de Ωε, ν et σ.
A l’aide de ces codes de couleurs, nous souhaitons de´terminer s’il s’agit d’un obstacle
ou pas. En attribuant respectivement un ou ze´ro comme valeur a` chaque pixel, nous
construisons une fonction de de´tection qui vaut un dans un obstacle et ze´ro sinon. En
fait, nous de´terminons un code (R,G,B) pour la couleur caracte´ristique d’un obstacle,
que nous notons (R∗, G∗, B∗), puis une marge (ηR, ηG, ηB) autour de laquelle la teinte
d’un obstacle peut varier, c’est-a`-dire que nous conside´rons comme faisant partie d’un
obstacle tous les pixels dont le code (R,G,B) appartient au paralle´le´pipe`de :
V ol = [R∗ − ηR;R∗ + ηR]× [G∗ − ηG;G∗ + ηG]× [B∗ − ηB;B∗ + ηB].
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Les autres pixels sont conside´re´s en zone libre (dans la rue). La fonction de de´tection est
l’indicatrice sur ce paralle´le´pipe`de, c’est-a`-dire Si,j 7→ 1V ol (Si,j). Ceci constitue l’e´tape 2
de la figure Fig. IV.21.
Remarque : En conside´rant plusieurs types d’obstacles (baˆtiments, ve´ge´tations, etc),
nous pouvons soit prendre pour V ol la re´union des paralle´le´pipe`des construits avec des
couleurs caracte´ristiques, soit attribuer des valeurs diffe´rentes de ze´ro ou un a` la fonc-
tion de de´tection, qui sera alors une combinaison line´aire d’indicatrices sur les diffe´rents
paralle´le´pipe`des correspondants a` chaque type d’obstacles.
Fig. IV.22 – Photo satellite de la zone urbaine de l’ae´roport de Toulouse avec les
baˆtiments en surimpression : e´tape 2 de la figure Fig. IV.21.
Apre`s avoir de´tecte´ les baˆtiments, il reste a` attribuer des valeurs aux cœfficients ν, σ
selon que le point soit a` l’inte´rieur d’un obstacle ou pas (e´tape 3 de la figure Fig. IV.21).
Construisons Ωε en prenant les cellules de centre xi,j dont l’image de Si,j par la fonction
de de´tection est nulle, c’est-a`-dire :
Ωε =
⋃
i,j
{ωi,j, Si,j /∈ 1−1V ol{1} = V ol},
ou` ωi,j est la cellule de centre xi,j.
Remarque : En 2D, la re´cupe´ration de donne´es est quasi-instantane´e. En 3D, il faut
ajouter la hauteur des baˆtiments. Pour traiter cela, en ayant un scan 3D de la ville
nous pouvons faire la meˆme chose qu’en 2D, et la matrice S devient alors un tenseur.
Dans le cas contraire (pas de scan 3D disponible), nous pouvons attribuer la hauteur d’un
obstacle en proce´dant par tirage ale´atoire de valeurs autour d’une hauteur repre´sentative
du quartier en question, un peu comme pour de´tecter les obstacles en 2D avec le code
(R,G,B).
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Fig. IV.23 – Donne´es nume´riques issues de la photo Fig. IV.22.
b) Configuration de simulation
Avec les donne´es obtenues par le traitement de la photo de l’ae´roport, nous souhai-
tons tester le comportement des me´thodes multie´chelles. La taille ε du de´tail conside´re´
(ge´ne´ralement, la taille du plus petit baˆtiment) est de´termine´e, ou du moins borne´e,
par la taille d’un pixel de la photo. Le maillage fin est donc fixe´ ici a` 1380 × 640. Nous
conside´rons deux maillages grossiers2 : 15× 8 et 60× 32.
Chaque pixel repre´sente un me`tre carre´, c’est-a`-dire que la taille du pixel est ε = 1m.
Le choix du domaine de calcul, qui est l’ensemble de tous les pixels de la photo, est donc
fixe´ a` Ω = [0; 1380]× [0; 640], et les parame`tres du mode`le sont les suivants :
la longueur caracte´ristique d’absorption : LA = 1m,
le parame`tre de pe´nalisation : δ = 7.25.10−4,
la diffusion dans l’air : νε = 1m2s−1.
Nous souhaitons simuler ce qui se passe lorsque un polluant arrive de l’exte´rieur de la
ville. Choisissons pour cela un terme source nul a` l’inte´rieur de Ω, c’est-a`-dire f = 0
et la condition aux limites constante, e´gale a` un sur le bord pour repre´senter l’arrive´e
d’un polluant exte´rieur a` la zone d’observation Ω. Afin d’analyser l’apport des me´thodes
multie´chelles ainsi que le couplage avec la me´thode de pe´nalisation, cette configuration
de simulation est teste´e dans la section suivante sur les deux maillages grossiers 15 × 8
et 60 × 32 en utilisant la me´thode classique (MsFEM-L) ainsi qu’avec les me´thodes
qui, d’apre`s la section 2.2, sont les mieux adapte´es dans le cas d’un milieu urbain, a`
savoir MsFEM-OS et MsFEM-H. Ces me´thodes sont utilise´es avec et sans la me´thode de
pe´nalisation. La me´thode des e´le´ments finis standard sur un maillage tre`s fin est utilise´e
2Ce sont des diviseurs du nombre de cellules fines pour que le maillage fin s’adapte au grossier,
c’est-a`-dire que l’ensemble des nœuds grossiers est inclus dans celui des nœuds fins.
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(a) (b)
Fig. IV.24 – Exemple de maillages utilise´s pour l’ae´roport. — (a) Maillage grossier 15×8
—(b) Zoom sur le maillage fin 1380× 640 a` l’inte´rieur d’une cellule du maillage grossier
15× 8.
pour fournir une solution de re´fe´rence, comme avec les cas tests de la section pre´ce´dente.
Cette solution de re´fe´rence est compare´e aux diffe´rentes me´thodes MsFEM sur diffe´rents
maillages.
3.2 Re´sultats de la simulation
Fig. IV.25 – Solutions de re´fe´rence calcule´e avec la me´thode des e´le´ments finis standard
sur le maillage fin (1380× 640) pour des donne´es ge´ome´triques re´elles. — A gauche :
la solution calcule´e avec les conditions aux limites nulles au bord des obstacles (sans
pe´nalisation). — A droite : la solution calcule´e avec pe´nalisation.
Re´fe´rence. Dans le cas de la simulation base´e sur la photo autour de l’ae´roport, nous
voyons sur la figure Fig. IV.25 l’e´volution de la propagation du polluant. Ce polluant
entre dans la ville et est rapidement bloque´ par la zone dense de baˆtiments. La ”condition
draconienne” de perme´abilite´ des obstacles mode´lise´ par le terme d’absorption dans notre
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mode`le impose une concentration nulle a` l’inte´rieur des obstacles. La solution a` droite de
la figure Fig. IV.25 chute donc a` ze´ro a` l’approche d’un obstacle comme nous l’avons de´ja`
constater dans le cas test de la ville virtuelle (section 2.2). En imposant des conditions
aux limites nulles au bord des obstacles (sans utiliser la me´thode de pe´nalisation), le
comportement de la solution a` gauche de la figure Fig. IV.25 est identique.
15× 8 15× 8
60× 32 60× 32
Fig. IV.26 – Solution MsFEM-L pour des donne´es ge´ome´triques re´elles. — A gauche :
la solution calcule´e sans pe´nalisation. — A droite : la solution calcule´e avec pe´nalisation.
— En haut : avec le maillage 15× 8. — En bas : avec le maillage 60× 32.
MsFEM-L. Dans le cas de la simulation base´e sur la photo autour de l’ae´roport, la
solution calcule´e avec MsFEM-L avec le maillage 15×8 pre´sente des de´fauts sur les bords
des cellules (grossie`res), comme nous pouvons le voir sur la figure Fig. IV.26. Ceci avec
ou sans utilisation de la pe´nalisation. Cependant, ils sont moins marque´s avec le maillage
60× 32.
MsFEM-H. Dans le cas de la simulation base´e sur la photo autour de l’ae´roport, les
de´fauts visuels de la solution calcule´e avec MsFEM-L ont e´te´ corrige´s par MsFEM-H,
meˆme avec le maillage 15×8. La solution obtenue avec le maillage 60×32 ressemble forte-
ment a` la solution de re´fe´rence, avec ou sans utilisation de la me´thode de la pe´nalisation.
MsFEM-OS. Dans le cas de la simulation base´e sur la photo autour de l’ae´roport,
les re´sultats obtenus sont toujours satisfaisants en utilisant la pe´nalisation. Pour les
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15× 8 15× 8
60× 32 60× 32
Fig. IV.27 – Solution MsFEM-H pour des donne´es ge´ome´triques re´elles. — A gauche :
la solution calcule´e sans pe´nalisation. — A droite : la solution calcule´e avec pe´nalisation.
— En haut : avec le maillage 15× 8. — En bas : avec le maillage 60× 32.
deux maillages, ces re´sultats sont tre`s proches de ceux obtenus avec MsFEM-H couple´e
avec pe´nalisation et aucun re´sultat n’est obtenu sans pe´nalisation. Ils ne sont donc pas
repre´sente´s.
Temps CPU. Le temps de calcul de la solution de re´fe´rence est de 573 secondes, alors
que pour une me´thode multie´chelles le calcul grossier met 10−3 seconde avec le maillage
15 × 8 et 9.10−2 seconde avec le maillage 60 × 32. Le calcul des fonctions de base met
623 secondes avec le maillage grossier 15 × 8 et 310 secondes avec le maillage grossier
60× 32.
3.3 Bilan
Comme pour la ville virtuelle, la visualisation des solutions obtenues permet d’af-
firmer que les me´thodes se comportent bien globalement. MsFEM-L produit encore des
artefacts nume´riques dus aux conditions aux limites line´aires. MsFEM-OS ne permet
pas de faire les calculs dans l’utilisation de la pe´nalisation, mais couple´e avec celle-ci les
re´sultats re´pondent aux attentes. La dernie`re me´thode teste´e est la me´thode MsFEM-H,
elle peut se coupler avec la pe´nalisation et elle fournit des re´sultats similaires a` ceux de
MsFEM-OS.
Les tests re´alise´s dans la section 2 ont re´ve´le´s qu’en prenant le meˆme ope´rateur
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pe´nalise´ pour l’e´quation des fonctions de base et pour l’e´quation globale, cela permet
une meilleure pre´cision pour toutes les me´thodes. Dans le cas d’une ville virtuelle, il est
pre´fe´rable d’utiliser MsFEM-OS ou MsFEM-H qui produisent des re´sultats plus pre´cis
que MsFEM-L ou MsFEM-Hcentree. Les simulations re´alise´es sur des donne´es re´elles de
l’ae´roport confirme la pre´cision des re´sultats obtenus avec les me´thodes MsFEM-OS et
MsFEM-H par rapport a` ceux des e´le´ments finis, ainsi que la rapidite´ des calculs. En
effet, les me´thodes MsFEM apportent un gros gain de temps et de place me´moire par
rapport a` la me´thode des e´le´ments finis standard en fournissant des re´sultats comparables
quantitativement. Ceci est possible graˆce au pre´calcul des fonctions de base. De plus,
l’utilisation de la me´thode de pe´nalisation permet de re´aliser les calculs avec la me´thode
MsFEM-OS dans un contexte urbain et ainsi de garder les ame´liorations apporte´es par
cette me´thode. Nous avons remarque´ que MsFEM-H fournit des re´sultats satisfaisants
sans utiliser la me´thode de pe´nalisation et rend facultative l’utilisation de la pe´nalisation.
4 Conclusion
Cette e´tude nume´rique montre qu’une me´thode multie´chelles du type de MsFEM,
couple´e avec la me´thode de pe´nalisation, est efficace pour simuler la propagation d’un
polluant en milieu urbain. La taille d’une ville re´elle est telle qu’une me´thode nume´rique
classique ne permet pas de re´aliser des simulations nume´riques en temps re´el. A contrario,
nous avons montre´ qu’une me´thode multie´chelles en e´tait capable.
Les me´thodes ont e´te´ valide´es sur des cas tests acade´miques, repre´sentatifs d’une ville
virtuelle et sur des donne´es re´elles issues d’une image satellite. La me´thode MsFEM-
L, meˆme avec la pe´nalisation n’est pas concluante. Dans ce contexte de propagation
de polluant en milieu urbain, nous avons constate´ que MsFEM-OS ne peut eˆtre uti-
lise´ en l’e´tat. Ne´anmoins, la me´thode de pe´nalisation permet d’adapter MsFEM-OS.
Elle simplifie les calculs et rend possible la construction de X0 pour MsFEM-OS. Les
nouvelles ame´liorations de MsFEM (MsFEM-Hcentree, MsFEM-H) propose´es dans le
chapitre pre´ce´dent et teste´es dans celui-ci montrent de bons comportements, qu’elles
soient couple´es ou pas avec la pe´nalisation. Il suffit donc d’utiliser quelques adaptations
de MsFEM comme MsFEM-H et/ou un couplage avec la pe´nalisation. De plus, nous
avons teste´ diffe´rents type d’ope´rateurs pour le calcul des fonctions de base et celui de
l’e´quation grossie`re. Les meilleurs re´sultats sont obtenus avec le terme d’absorption dans
le calcul des fonctions de base mulite´chelles et dans l’e´quation globale.
Finalement, avec les diffe´rents tests re´alise´s dans ce chapitre, nous avons constate´
que les me´thodes MsFEM couple´es avec la pe´nalisation produisent des re´sultats pre´cis,
en particulier MsFEM-OS et MsFEM-H dans le cas d’une ville (virtuelle ou re´elle). En
conse´quence, la me´thodologie multie´chelles permet d’obtenir un bon compromis entre
pre´cision et rapidite´ e´galement dans un contexte urbain.
Chapitre V
Me´thode multie´chelles pour un
mode`le discret de re´seaux
e´lectriques
Dans ce chapitre, nous nous inte´ressons a` la simulation d’un re´seau e´lectrique ayant de
nombreux composants. Le re´seau est un domaine constitue´ de points et de lignes qui les
relient. Ces points e´tant tre`s nombreux, une me´thode multie´chelles se re´ve`le ne´cessaire
afin de re´duire la taille des syste`mes en jeu. Nous de´veloppons dans ce chapitre une
me´thode multie´chelles issue de la me´thodologie de´veloppe´e dans le premier chapitre et
adapte´e au re´seau e´lectrique. Nous pre´sentons le mode`le, puis la me´thode multie´chelles
adapte´e a` ce contexte.
1 Pre´sentation du proble`me
1.1 Contexte
La re´partition d’e´lectricite´ se fait a` travers des re´seaux de distribution. Un tel re´seau
est un ensemble d’infrastructures permettant d’acheminer l’e´nergie e´lectrique des centres
de production vers les consommateurs d’e´lectricite´. Il est constitue´ de composants connec-
te´s par des lignes e´lectriques. Parmi ces composants, certains permettent de modifier la
tension e´lectrique (e´nergie e´change´e par unite´ de charge). Diffe´rents niveaux de tension
apparaissent donc sur les lignes e´lectriques. Les connexions sont ge´ne´ralement complexes,
e´tant donne´ qu’un composant e´lectrique est connecte´ a` un ou plusieurs autres compo-
sants, qui sont eux-meˆmes interconnecte´s. Cependant, une structure globale en ”e´toiles”
est souvent observe´e. Certains nœuds, appele´s poˆles, sont connecte´s a` un grand nombre
de nœuds voisins qui ne sont connecte´s qu’au poˆle, d’ou` la structure en e´toile. Ces
poˆles sont connecte´s a` d’autres poˆles connectant les structures e´toile´es entre elles. Un
exemple classique de re´seau en e´toile a` plusieurs e´chelles est le re´seau internet, dont nous
voyons une repre´sentation sche´matique sur la figure Fig. V.1. Dans le cas plus ge´ne´ral
d’une structure non e´toile´e, les poˆles sont des nœuds ayant beaucoup de connexions. Les
connexions entre poˆles sont peu nombreuses compare´es a` celles entre nœuds.
Chaque re´seau e´lectrique est diffe´rent : son comportement de´pend de tous ses com-
posants et de leurs connexions. Les ge´ne´rateurs alimentent le re´seau en e´lectricite´ qui est
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re´partie dans tout le re´seau. Un re´seau e´lectrique doit assurer la gestion dynamique de
l’ensemble (production, transport, consommation), mettant en œuvre des re´glages ayant
pour objectif d’assurer la stabilite´ de l’ensemble. Pre´voir le courant dans l’ensemble du
re´seau demande la connaissance de son intensite´ (quantite´ de charge e´lectrique) en n’im-
porte quel point : il faut donc prendre en compte l’ensemble du re´seau. La maˆıtrise de
l’intensite´, donc sa connaissance dans l’inte´gralite´ du re´seau, est importante. En effet,
une ampoule, par exemple, a besoin d’une certaine intensite´ pour fonctionner correcte-
ment : si l’intensite´ est trop faible elle n’e´clairera pas (suffisament). La panne d’un seul
ge´ne´rateur, ou meˆme parfois d’un autre composant fortement connecte´ au re´seau, modifie
conside´rablement la nature du re´seau. Il est alors ne´cessaire que le re´seau puisse re´agir
en fonction des donne´es pour corriger les ”de´fauts” et assurer la distribution convenable
d’e´lectricite´.
Fig. V.1 – Exemple de re´seau en e´toiles : le re´seau internet1.
1Source : http://fr.wikipedia.org/wiki/Fichier:Internet_map_1024.jpg
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1.2 Apport
La simulation d’un circuit e´lectrique peut se faire par des me´thodes classiques, mais,
pour un re´seau e´lectrique contenant de nombreux composants interconnecte´s entre eux,
cela ne´cessite des calculs tre`s longs et gourmands en me´moire. Afin d’e´viter ces contraintes,
plusieurs solutions sont possibles. La structure d’un re´seau offre la possibilite´ de conside´rer
ce proble`me sous un angle multie´chelles : l’e´chelle des poˆles serait l’e´chelle grossie`re2, alors
que l’e´chelle des nœuds serait l’e´chelle fine. Contrairement a` un domaine spatial continu,
le nombre de poˆles par ”zone” grossie`re n’est pas limite´ (voir figure Fig. V.2). Nous
choisissons de re´soudre le proble`me de simulation d’un re´seau e´lectrique a` l’aide d’une
me´thode multie´chelles. Son utilisation permet de re´duire la taille du syste`me a` re´soudre.
Graˆce a` cela, il est possible de re´aliser des calculs potentiellement couˆteux en temps
et en me´moire, et en conse´quence d’ite´rer des simulations d’un re´seau complexe a` un
moindre couˆt. Aucune me´thode multie´chelles n’a e´te´ utilise´e jusqu’a` pre´sent sur ce type
de proble`me en re´seau. Dans les chapitres pre´ce´dents, nous avons utilise´ des variantes de
la me´thode MsFEM dans un domaine physique continu rectangulaire. Dans ce contexte,
le domaine est discret et complexe. Une me´thode multie´chelles est particulie`rement utile
lorsque le re´seau est grand. La me´thodologie multie´chelles est donc utilise´e ici afin de
construire une me´thode adapte´e a` ce milieu discret.
2 Mode`le utilise´
Les re´seaux e´lectriques que nous traitons et analysons ici consistent en une inter-
connexion d’e´le´ments physiques ide´alise´s tels que des inducteurs, des capacite´s, des
re´sistances et des ge´ne´rateurs.
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Fig. V.2 – Exemple simple de re´seau e´lectrique avec des composants en connexion avec
plusieurs autres. Les rectangles sont les composants e´lectriques, les cercles sont les points
de connexion entre composants et les lignes sont les fils e´lectriques dont le sens du courant
qui y circule est repre´sente´ par les fle`ches.
2Des groupes de quelques poˆles et des nœuds avec lesquels ils sont connecte´s constitueraient la cellule
grossie`re.
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En accord avec les me´thodes de re´solution pour la the´orie des graphes (voir [28]), un
re´seau e´lectrique peut eˆtre repre´sente´ par un graphe oriente´ avec des areˆtes de´signant les
branches compose´es de composants e´lectriques et des sommets repre´sentant les connexions
finales des composants.
De´finition 5. Un graphe G est constitue´ de points xα appele´s nœuds et de couples de
nœuds [xα, xβ] formant des lignes appele´es areˆtes connectant les nœuds xα et xβ.
Re´ciproquement, les nœuds xα et xβ sont dit connecte´s s’il existe une branche [xα, xβ]
reliant ces deux points.
Le nombre de nœuds d’un graphe est note´ N ε et l’ensemble de ces nœuds est note´
N = {x1, x2, . . . , xNε}. Le domaine de calcul Ω est alors une partie de l’espace discret
Zd, avec 1 ≤ d ≤ N ε − 1 (cas ou` tous les nœuds sont connecte´s entre eux), puisque les
nœuds du graphe peuvent eˆtre repre´sente´s par un nombre dans cet espace3.
De´finition 6. Un graphe G oriente´ est un graphe dont les branches sont des couples
de nœuds (xα, xβ) ordonne´s, c’est-a`-dire (xα, xβ) 6= (xβ, xα). Dans le cas d’une branche
oriente´e (xα, xβ) le nœud xα est le nœud initial et xβ le nœud final.
Le nombre de branches oriente´es d’un graphe est note´N εb et l’ensemble de ces branches
est note´ B = {b1, b2, . . . , bNεb}. Nous permettons ici a` un nœud d’eˆtre connecte´ a` plusieurs
autres nœuds. Par contre le graphe est sans boucle, c’est-a`-dire qu’un nœud ne peut pas
eˆtre connecte´ a` lui-meˆme. Nous remarquons que, apriori, le nombre de branches est
diffe´rent du nombre de nœuds : N εb 6= N ε.
Conside´rons un re´seau e´lectrique de´crit sur la figure Fig. V.2. C’est une version
simple d’un re´seau e´lectrique qui nous permet d’expliquer le principe. Un re´seau re´aliste
ressemblerait plus a` la figure Fig. V.1 mais non exploitable dans la suite pour des raisons
de clarte´. Le re´seau est associe´ a` un graphe oriente´ G connectant N ε nœuds a` l’aide de
N εb branches (voir la figure Fig. V.3). La the´orie des re´seaux e´lectriques est formule´e en
terme de deux variables, appele´es courant et tension. Le courant et la tension sont les
inconnues du proble`me, ils sont de´finis aux branches du graphe. Chaque composant est
alors associe´ a` une branche. Nous choisissons d’orienter le graphe comme sur la figure
Fig. V.4, c’est-a`-dire que nous orientons les branches de la fac¸on suivante : dans la
branche le courant traverse le composant du nœud initial vers le nœud final.
Remarque : Lors d’un montage en de´rivation, si deux composants (au moins) sont
parcourus par le courant dans le meˆme sens, comme sur la figure Fig. V.6, le couple
(xα, xβ) repre´sente deux (ou plus) branches. Nous pouvons donc choisir d’identifier les
branches ayant les meˆmes nœuds initiaux et finaux. Ceci n’est pas ne´cessaire puisque nous
rangeons se´paremment les branches et les nœuds du graphe. Cependant, cela permet de
de´finir une branche comme un couple ordonne´ de nœuds, inde´pendament du composant,
et nous ne conside´rons qu’un seul composant par branche, c’est-a`-dire (xα, xβ) repre´sente
une unique branche, et nous pouvons identifier b et (xα, xβ). Dans le cas contraire, nous
ne pouvons pas e´crire b = (xα, xβ), mais juste que xα est le nœud initial de b, xβ le nœud
final de b et la branche b doit aussi comporter l’information du composant. Nous verrons
par la suite les conse´quences de cette identification, c’est-a`-dire que nous pre´ciserons les
modifications a` apporter.
3Deux nœuds connecte´s sont repre´sente´s par {0; 1} ( Z. Trois nœuds, tous connecte´s, sont repre´sente´s
par {(0, 0); (0, 1); (1, 0)} ( Z2, et ensuite de suite.
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Fig. V.3 – Exemple simple de graphe oriente´ : graphe correspondant au re´seau e´lectrique
de la figure Fig. V.2. Les lignes sont les branches oriente´es du graphe dont l’orientation
est indique´e par les fle`ches. Les cercles sont les nœuds du graphe. Les cercles pleins
sont les portes (ou poˆles). Les lignes en pointille´s repre´sentent la de´composition de Ω en
sous-domaines (cellules).
Pour e´tudier les circuits en re´gime variable, il est plus pratique d’e´crire les variables
sinuso¨ıdales4 en variables complexes. Cette notation complexe simplifie les e´quations a`
re´soudre pour de´terminer l’e´tat d’un circuit en re´gime sinuso¨ıdal puisque une de´rivation
se traduit par une multiplication. Introduisons les notations suivantes sur les matrices et
les vecteurs :
• A ∈ ZNε×Nεb est la matrice d’incidence nœud-branche, de´signant le sens du courant,
de´finie par 
Aα,b = 1 si xα est le nœud final de b,
Aα,b = −1 si xα est le nœud initial de b,
Aα,b = 0 sinon,
• I ∈ CNεb est le vecteur des intensite´s aux branches, c’est-a`-dire Ib de´signe l’intensite´
dans la branche b,
• U ∈ CNεb est le vecteur des tensions aux branches, c’est-a`-dire Ub de´signe la tension
dans la branche b,
• J ∈ CNεb est le vecteur des courants sources, c’est-a`-dire Jb de´signe le courant source
dans la branche b, qui correspond au courant d’un ge´ne´rateur dans la branche b,
• Y˜ ∈ CNεb×Nεb est la matrice d’admittance de branche, qui donne les caracte´ristiques
des composants (par exemple les re´sistances ou les capacite´s),
• V ∈ CNε est le vecteur des potentiels nodaux, c’est-a`-dire Vα de´signe le potentiel
au nœud xα.
Remarquons, d’apre`s la convention d’orientation du graphe (voir Fig. V.4), que l’e´le´ment
Aβ,b de la matrice A est e´gal a` un lorsque le courant arrive au nœud xβ (nœud final de
b). La matrice Y˜ est une matrice diagonale qui, a` chaque branche du graphe, prend la
valeur de l’admittance du dipoˆle dans la branche. L’admittance d’un dipoˆle line´aire passif
est le rapport entre l’intensite´ du courant qui le traverse et la tension a` ses bornes. Son
inverse est l’impe´dence, de partie re´elle la re´sistance et d’argument le de´phasage de la
4EDF fournit un courant sinuso¨ıdal.
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xα xβ
>
Ib
Ub
Fig. V.4 – Convention des signes : dans la branche b, de nœud initial xα et final xβ, le
courant Ib traverse le composant du nœud xα vers le nœud xβ et la tension Ub est la
diffe´rence de potentiel entre le nœud xα et le nœud xβ : Ub = Vα − Vβ.
tension par rapport a` l’intensite´ (voir [85]). Par exemple, pour un re´sistor, l’admittance
est l’inverse de la re´sistance, pour un condensateur ide´al de capacite´ C, il s’agit de iCω
et pour une bobine ide´ale d’inductance L, il s’agit de 1
iLω
.
La tension et l’intensite´, inconnues du proble`me, respectent certaines lois de la phy-
sique, pre´cise´ment les lois de Kirchhoff et la loi d’Ohm. Rappelons ces lois qui nous
permettent de mode´liser le proble`me du re´seau e´lectrique.
La loi de tension de Kirchhoff. Elle est aussi appele´e loi des mailles. Applique´e a`
une boucle ferme´e du circuit, elle signifie que la somme des potentiels est nulle. Ceci
implique que dans un montage en de´rivation, la tension aux branches est la meˆme.
La loi de courant de Kirchhoff. Elle est aussi appele´e loi des nœuds. Applique´e a`
un nœud xα, elle signifie que la somme des courants entrants est e´gale a` la somme des
courants sortants, c’est-a`-dire ∑
b
Ib =
∑
b′
Ib′ ,
ou` la somme porte sur les branches b dont le nœud xα est le nœud final de la branche et
sur les branches b′ dont le nœud xα est le nœud initial de la branche. Apre`s identification
des branches : b = (xβ, xα) et b
′ = (xα, xβ). Ceci revient a` e´crire simplement :∑
b=(xβ ,xα)
Aα,bIb = 0,
ce qui se traduit pour l’ensemble des nœuds du graphe par le syste`me suivant
AI = 0Nε . (V.1)
La loi d’Ohm ge´ne´ralise´e. Elle relie les variables de courant I et de tension U graˆce
a` la matrice d’admittance de branche Y˜ et est de´crite par la relation suivante :
I = J + Y˜ U. (V.2)
Pour tout nœud x′β diffe´rent de xβ la tension Ub dans la branche b, de nœud initial xβ et
final x′β, est la diffe´rence entre les potentiels Vβ et Vβ′ aux nœuds xβ et β
′ respectivement,
c’est-a`-dire
Ub = Vβ − Vβ′ = −Aβ,bVβ − Aβ′,bVβ′ = −
∑
xα∈N
Aα,bVα.
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Le vecteur U peut donc s’e´crire en fonction du vecteur V a` l’aide de la transpose´e de la
matrice −A, c’est-a`-dire
U = −AtV. (V.3)
En remplac¸ant U par −AtV dans (V.2) et en utilisant (V.1), nous obtenons :
0 = AI = AJ + AY˜ U = AJ − AY˜ AtV.
Notons Y ∈ CNε×Nε e´gale a` la matrice d’admittance AY˜ At. Le syste`me line´aire pre´ce´dent
se re´e´crit :
Y V = AJ. (V.4)
Ce syste`me d’inconnue V et de source AJ est de taille N ε × N ε. Il est e´quivalent a` la
re´solution du proble`me variationnel :
trouver V ε ∈ Xε tel que pour tout W ∈ Xε, < Y V ε,W >=< AJ,W >,
ou` Xε de´signe l’espace vectoriel dans lequel nous cherchons la solution approche´e V ε,
c’est-a`-dire5 Xε = CNε et < ., . > est le produit hermitien dans Xε. Ce syste`me e´tant de
tre`s grande taille, il est re´solu a` l’aide de la me´thode multie´chelles. Nous de´crivons cette
me´thode dans la section suivante.
3 La me´thode multie´chelles
La re´solution de (V.4) correspond a` la re´solution d’un proble`me de re´seau e´lectrique a`
l’e´chelle des nœuds du re´seau. Notons ε la longueur caracte´ristique de cette e´chelle. Nous
conside´rons que deux nœuds sont a` une distance ε s’ils sont connecte´s par une branche :
ε = 1
Nε−1 . Lorsque le re´seau contient beaucoup de composants, donc de branches et de
nœuds, la taille N ε×N ε du syste`me (V.4) a` re´soudre devient tre`s grande. Nous utilisons
ici une me´thode multie´chelles pour re´duire la taille du syste`me. En effet, une me´thode
multie´chelles permet d’obtenir une solution approche´e en re´solvant un syste`me de petite
tailleN0×N0 (avecH = 1
N0−1  ε). Ceci est possible graˆce aux pre´calculs des vecteurs de
base multie´chelles qui contiennent l’information a` petite e´chelle. Cette re´duction de taille
du syste`me permet donc de faire des calculs rapides, ce qui rend possible la simulation
de nombreuses situations. En effet, apre`s avoir re´alise´ le pre´calcul des vecteurs de base,
la re´solution du syste`me (de petite taille) est quasiment instantanne´e.
Comme il a e´te´ vu dans le chapitre I, le domaine de calcul, ici le re´seau e´lectrique, doit
eˆtre divise´ en sous-domaines (cellules) en faisant des ”paquets”. Par exemple, comme sur
la figure Fig. V.3, le graphe oriente´ G est de´compose´ en sous-graphes6 que l’on note Gk
(voir figure Fig. V.5). Autrement dit, nous avons la de´composition suivante :
G =
⋃
k
Gk.
Un sous-graphe est lui aussi compose´ de nœuds et de branches. Dans Gk, notons Nk
l’ensemble des nœuds et Bk l’ensemble des branches. Pour chaque sous-graphe Gk, est
5Pour chacun des Nε nœuds, nous cherchons une valeur complexe.
6Il s’agit des cellules grossie`res, ou d’une e´toile pour le re´seau en e´toiles.
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Fig. V.5 – De´composition du graphe G de la figure Fig. V.3 en trois sous-graphes Gk. Le
point xi est une porte, il est commun aux sous-graphes G1 et G3. Les nœuds {xα}α=1,...,6
sont les nœuds du sous-graphe G3.
appele´ porte un nœud de Nk tel qu’il existe une branche qui connecte ce nœud a` un
nœud d’un autre sous-graphe. Notons Pk l’ensemble des portes de Gk, c’est-a`-dire
Pk = {xα ∈ Nk : ∃k′ 6= k, b ∈ Bk′ , Aα,b 6= 0}.
Il s’agit des nœuds connecte´s a` un autre sous-graphe7. Ils sont donc communs a` plusieurs
sous-graphes, et les Pk ne sont pas disjoints. Notons Sk son comple´mentaire dans Nk,
c’est-a`-dire l’ensemble des nœuds de Gk tel qu’il n’existe aucune connexion (directe) avec
un nœud d’un autre sous-graphe :
Sk = {xα ∈ Nk : ∀k′ 6= k, b ∈ Bk′ , Aα,b = 0}.
Il s’agit de nœuds ”internes” a` Gk. Les sous-graphes sont construits de telle sorte que
les ensembles Sk soient disjoints, puisque les nœuds de Sk ne sont connecte´s a` aucun
nœud d’un autre sous-graphe. De plus, notons P = ∪kPk l’ensemble des portes de G, de
cardinal N0 et S = ∪kSk.
Un sous-graphe peut eˆtre vu comme un me´ta-composant e´lectrique avec plusieurs
portes, ou` une porte co¨ıncide avec un nœud fin, comme sur la figure Fig. V.5. Locale-
ment a` un sous-graphe, les portes sont traite´es comme nœuds de bord. Du point de vue
multie´chelles, ces sous-graphes constituent les e´le´ments a` l’e´chelle grossie`re8 et les portes
constituent les nœuds grossiers9.
Le temps de calcul de´pend du nombre N0, il est donc souhaitable de de´composer
le graphe G en e´vitant un nombre de portes trop e´leve´, soit N0  N ε. Dans le cas
d’une structure en e´toiles, les portes sont les nœuds centraux des e´toiles qui connectent
les e´toiles entre elles. Dans la mesure du possible, il s’agit de regrouper les nœuds qui
7Une porte a e´te´ appele´e poˆle pour un re´seau en e´toiles.
8Il s’agit des cellules grossie`res K dans les chapitres pre´ce´dents.
9Il s’agit des nœuds grossiers xi dans les chapitres pre´ce´dents.
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ont beaucoup de connexions entre eux et de prendre pour les portes le nœuds n’ayant
pas trop de connexions avec les autres sous-graphes. Sur la figure Fig. V.5, nous avons
repre´sente´ un exemple de de´composition (en pointille´s) avec trois portes. Une porte peut
eˆtre connecte´e a` plusieurs nœuds et plusieurs portes d’un meˆme sous-graphe.
La re´solution du syste`me (V.4) se fait en trois e´tapes :
1. Pre´calcul, pour chaque porte xi ∈ P , du vecteur de base multie´chelles Φi associe´.
2. Re´solution du syste`me global de taille N0 ×N0.
3. Post-traitement.
Le de´tail de ces e´tapes fait l’objet de cette section.
3.1 Construction des vecteurs de base
La premie`re e´tape est le calcul des vecteurs de base multie´chelles des sous-graphes
portant l’information a` petite e´chelle ε. Ce sont les vecteurs qui engendrent l’espace
X0 (voir chapitre I). L’ope´rateur R, introduit dans le chapitre I, de´finit l’ope´ration de
passage de la base de Xε vers celle de X0. Il est construit en multipliant un vecteur a`
gauche par la matrice PΦ ∈ CNε×N0 de changement de base de Xε = CNε dans la base
de X0 ⊂ CN0 , c’est-a`-dire :
R : X0 → Xε
x 7→ PΦx.
La matrice de passage PΦ est de´finie par PΦα,i = Φ
i
α pour i = 1, . . . , N
0 et α = 1, . . . , N ε.
Les images par R des vecteurs de base de X0 sont solutions de proble`mes locaux (calcule´s
dans les sous-graphes). Notons Rk : X
0 → CNk la restriction de R aux nœuds de Nk, tel
que Rk(x) est le vecteur des composantes de P
Φx correspondant seulement aux e´le´ments
de Nk, c’est-a`-dire Rk(x) =
(
PΦx
)
α:xα∈Nk .
En fait, pour toute porte xi dans P , nous construisons une solution mode`le Φi. Pour
tout k tel que xi ∈ Pk, notons Φ˜i = Rk (Φi) ∈ Xε, c’est-a`-dire que Φ˜i est le vecteur Φi
exprime´ dans la base de Xε restreint aux nœuds de Nk. Ce vecteur Φ˜i est solution du
proble`me homoge`ne suivant : {
Y kΦ˜i = 0 dans Gk,
Φ˜i(xj) = δi,j ∀xj ∈ Pk,
(V.5)
ou` Y k est la restriction de Y a` Gk, c’est-a`-dire la matrice d’admittance nodale Y k =
AkY˜ k
(
Ak
)t
du sous-graphe Gk, avec Y˜ k est la restriction de Y˜ a` Gk et Ak celle de A. La
notation Φ˜i(xj) signifie la α
ie`me composante dans la base canonique de Xε, ou` la porte
xj est
10 le nœud xα. Le syste`me (V.5) est de taille Nk ×Nk, ou` Nk  N ε est le nombre
de nœuds dans Gk, c’est-a`-dire le cardinal de Nk.
Le vecteur Rk (Φ
i) est donc de´fini pour tout nœud de Nk tel que xi ∈ Pk en re´solvant
le proble`me (V.5). Pour les nœuds de Nk tels que xi /∈ Pk, le vecteur Rk (Φi) est nul. Le
support Λi de R (Φ
i) est alors l’ensemble
Λi =
⋃
k
{Nk tel que xi ∈ Pk}.
10Une porte est avant tout un nœud du graphe.
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Remarques :
– Les matrices A et Y˜ caracte´risent entie`rement le re´seau e´lectrique. La matrice
A caracte´rise seulement le graphe G associe´. De la meˆme manie`re, pour tout k,
les matrices Ak et Y˜ k caracte´risent entie`rement les sous-re´seaux e´lectriques et Ak
uniquement les sous-graphes Gk associe´s. Ce sont en fait les sous-matrices (blocs
de matrices) des matrices A et Y˜ .
– Le calcul des vecteurs Φ˜i est un calcul local (aux sous-graphes Gk).
– Les vecteurs de base Φi sont inde´pendants.
En notant {ψα}α=1,...,Nε la base canonique de Xε, nous cherchons R (Φi) dans Xε, tel
que les Rk (Φ
i) soient solutions des proble`mes (V.5), sous la forme :
R
(
Φi
)
=
Nε∑
β=1
ψβΦiβ. (V.6)
En fait, il suffit de sommer sur les indices des nœuds des sous-graphes du support Λi
de Φi, c’est-a`-dire sur les nœuds des Gk tels que xi ∈ Pk. Pour re´soudre (V.5), nous
multiplions Y kΦ˜i = 0 par ψα, puis nous de´composons Φ˜i graˆce a` (V.6), en sommant sur
les β tels que xβ ∈ Nk. Nous obtenons alors pour tout α tel que xα ∈ Nk :∑
β
< Y kψβ, ψα >Xε,Xε Φ
i
β =
Nε∑
η=1
∑
β
(
Y kψβ
)
η
ψαηΦ
i
β =
∑
β
(
Nε∑
η,j=1
Y kη,jψ
β
j ψ
α
η
)
Φiβ = 0,
(V.7)
en sommant sur les β tels que xβ ∈ Nk. Notons S la matrice de´finie par Sα,β =∑Nε
η,j=1 Y
k
η,jψ
β
j ψ
α
η , le syste`me pre´ce´dent s’e´crit alors simplement, en prenant en compte
les conditions aux limites : ∑
β/xβ∈Sk
Sα,βΦ
i
β = Sα,i, (V.8)
ou` (Sα,i)α est le vecteur des conditions aux limites, car
∑
β/xβ∈Pk Sα,βδi,β = Sα,i.
Remarque : Ce syste`me a` re´soudre est en fait de taille plus petite que Nk ×Nk car le
cardinal de Sk est infe´rieur a` Nk, le cardinal de Nk.
Ces vecteurs constituent une base de l’espace vectoriel X0, isomorphe a` CN0 , c’est-a`-
dire que X0 est engendre´ par {Φi}i∈P . Une fois l’espace X0 construit, il est utilise´ pour
le calcul de la solution de (V.4).
3.2 Re´solution du proble`me global
La deuxie`me e´tape de la me´thode est le calcul d’une solution approche´e de (V.4)
dans X0. En multipliant le syste`me (V.4), c’est-a`-dire Y V ε = AJ , dans l’espace Xε par
un vecteur R (Φj) de Xε, nous obtenons :
< Y V ε,R
(
Φj
)
>Xε,Xε=< AJ,R
(
Φj
)
>Xε,Xε ,
ou` V ε est une solution approche´e dans Xε. Il s’agit donc d’utiliser l’ope´rateur de projec-
tion suivant :
Π : Xε → X0
V ε 7→
∑
i
(
< V ε,R
(
Φi
)
>Xε,Xε
)︸ ︷︷ ︸
ie`mecomposante
Φi.
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En utilisant la de´composition de V ε ∈ Xε : V ε = ∑jR (Φj)Vj, nous obtenons, pour
toute porte xj ∈ P :
N0∑
j=1
Vj < YR
(
Φj
)
,R
(
Φi
)
>Xε,Xε=< AJ,R
(
Φi
)
>Xε,Xε .
Ce syste`me s’e´crit e´galement :
N0∑
j=1
Y 0i,jVj = J
0, (V.9)
avec Y 0 ∈ CN0×N0 et J0 = ∑i JiΦi ∈ X0 de´finis par :
Y 0i,j =< AY˜ A
tR
(
Φj
)
,R
(
Φi
)
>Xε,Xε=< Y˜ A
tR
(
Φj
)
, AtR
(
Φi
)
>CN
ε
b ,CN
ε
b
,
et
Ji =< AJ,R
(
Φi
)
>Xε,Xε .
Le syste`me (V.9) peut s’e´crire sous la forme d’un syste`me line´aire de taille N0 ×N0 :
Y 0V 0 = J0, (V.10)
avec V 0 ∈ X0 ⊂ CN0 le vecteur dans la base {Φi}i : V 0 =
∑N0
i=1 ViΦ
i. Ce syste`me
a` re´soudre est de petite taille N0 × N0. Il est e´quivalent a` la re´solution du proble`me
variationnel :
trouver V 0 ∈ X0 tel que pour tout W 0 ∈ X0, < Y 0V 0,W 0 >X0,X0=< J0,W 0 >X0,X0 .
Graˆce a` la me´thode multie´chelles, le syste`me (V.4) de taille N ε × N ε est approche´ par
le syste`me (V.10) de taille N0×N0, ou` N0  N ε lorsque la de´composition du graphe G
est bien choisie pour re´duire le nombre N0 de portes.
Remarque : Les cœfficients de la matrice Y 0 sont calcule´s localement aux sous-graphes :
Y 0j,i =< Y˜ A
tR
(
Φi
)
, AtR
(
Φj
)
>CN
ε
b ,CN
ε
b
=
∑
k
< Y˜ kAtkRk
(
Φi
)
, AtkRk
(
Φj
)
>,
en sommant sur les indices des sous-graphes appartennant a` l’intersection des supports
de R (Φi) et R (Φj). Nous utilisons ensuite la de´composition (V.6) de R (Φi). Pour eˆtre
plus pre´cis, nous avons :
Y 0i,j =
Nε∑
α=1
(
AY˜ AR
(
Φj
))
α
R
(
Φi
)
α
=
Nε∑
α,β=1
Nεb∑
b=1
Aα,bY˜b,bAβ,bR
(
Φj
)
β
R
(
Φi
)
α
=
Nε∑
α,β=1
Nεb∑
b=1
Nε∑
η,γ=1
Aα,bY˜b,bAβ,bΦ
j
ηψ
η
βΦ
i
γψ
γ
α,
=
Nε∑
α,β=1
Nεb∑
b=1
Aα,bY˜b,bAβ,bΦ
j
βΦ
i
α.
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3.3 Post-traitement
La troisie`me et dernie`re e´tape de la me´thode multie´chelles est la reconstitution d’une
solution approche´e V ε dans Xε. La re´solution de (V.10) fournit une solution approche´e
V 0 dans X0. Pour obtenir une solution approche´e dans l’espace Xε, il suffit d’appliquer
l’ope´rateur R qui permet de changer de base. Pour cela, nous utilisons les composantes
des vecteurs de base multie´chelles R (Φi) dans Xε, a` l’aide de la matrice de passage PΦ.
En utilisant le changement de base dans la de´composition de V 0 ∈ X0, c’est-a`-dire
V 0 =
∑N0
j=1 VjΦ
j, nous obtenons, avec (V.6), une solution approche´e V ε dans l’espace
Xε :
V ε = R (V 0) =
N0∑
i=1
ViR
(
Φi
)
=
N0∑
i=1
Vi
Nε∑
α=1
Φiαψ
α =
Nε∑
α=1
(
N0∑
i=1
ViΦ
i
α
)
ψα =
Nε∑
α=1
Vαψ
α,
ou` Vα =
∑N0
i=1 ViΦ
i
α est la composante de V
ε correspondant a` l’e´le´ment ψα de la base de
Xε. En fait, pour calculer Vα, il suffit de sommer sur les portes xi du sous-graphe auquel
appartient le nœud xα.
Il reste ensuite a` restituer les valeurs des inconnues (tension et courant) dans toutes
les branches du re´seau, c’est-a`-dire les Ub et Ib pour tout b ∈ B. Par un simple produit
matriciel, nous obtenons la tension : U = −AtV . Un second produit matriciel, permet de
re´cupe´rer le courant : I = J+ Y˜ U , graˆce a` la loi d’Ohm ge´ne´ralise´e (V.2) et a` l’ajout des
sources J . De plus, pour connaˆıtre l’intensite´ du courant il n’est pas ne´cessaire de calculer
explicitement la tension dans le re´seau ; il suffit pour cela de multiplier V directement
par −Y˜ At afin d’obtenir l’intensite´ I = J − Y˜ AtV .
Remarque : Lorsque des composants sont monte´s en de´rivation (comme a` gauche de la
figure Fig. V.6), du point de vue du graphe, les branches auxquelles ils appartiennent sont
les meˆmes si le courant les parcourt dans le meˆme sens. Ceci ne pose bien e´videmment pas
de proble`me pour la tension qui est la meˆme aux bornes des composants (loi des mailles).
Par contre, il faut faire attention pour la restitution du courant. Le vecteur I que nous
calculons donne la tension aux branches du re´seau apre`s identification des branches d’un
montage en de´rivation des composants. L’intensite´ calcule´e dans cette branche est en fait
la somme des intensite´s (voir a` droite de la figure Fig. V.6). En connaissant l’intensite´
totale, la tension et les caracte´ristiques des composants, il est possible de re´cupe´rer cor-
rectement, graˆce a` la matrice d’admittance, la valeur de l’intensite´ du courant traversant
tous les composants du re´seau.
xα xβ
>
I ′b
>
Ib
>
I ′′b >
<
Ub
xα xβ
>
Ib
Ub
Fig. V.6 – Equivalence dans un sche´ma en de´rivation : Ib = I
′
b + I
′′
b .
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3.4 Reconnexion
Une particularite´ du proble`me de re´seau e´lectrique est la possibilite´ de modifier la
topologie du domaine. En effet, il est possible ici d’ajouter ou de retirer des nœuds, ainsi
que des branches (connexions). Dans un milieu continu, les connexions sont fixes puisque
deux points sont connecte´s s’ils sont proches physiquement. Par contre, dans les deux
milieux (continu et discret), il est possible de modifier les donne´es sur les nœuds. Cette
modification topologique peut se faire :
i) au niveau local : en ajoutant ou en retirant un composant dans un sous-graphe,
c’est-a`-dire en modifiant Sk et Bk ;
ii) au niveau semi-local : en ajoutant ou en retirant une connexion entre sous-graphes,
c’est-a`-dire en modifiant P ;
iii) au niveau global : en ajoutant ou en retirant un sous-graphe. Remarquons que
retirer un sous-graphe est e´quivalent a` retirer les portes de ce sous-graphe, puisque
les nœuds de Sk sont alors isole´s et n’inte´ragissent plus avec les autres sous-graphes.
Par la me´thode multie´chelles, il est alors inte´ressant, pour un re´seau donne´, de simuler
plusieurs termes sources J . Notons V− la solution de l’e´quation dont une (ou plusieurs)
composante(s) du vecteur terme source J est annule´e, pour simuler par exemple une
panne. Nous pouvons aussi regarder la diffe´rence V 0 − V 0− qui repre´sente la re´action
globale du re´seau, ainsi que V ε − V ε− qui repre´sente la re´action locale du re´seau.
3.5 Mise en place
Construction des graphes. Le re´seau est repre´sente´ par un graphe oriente´. Un graphe
est compose´ d’une listeN de nœuds et d’une autre liste B de branches qui sont des couples
ordonne´s de nœuds. La me´thode multie´chelles implique la cre´ation de sous-graphes Gk qui
sont compose´s d’ensembles (a` cre´er) de nœuds Nk et de branches Bk, qui sont des couples
repre´sentants les connexions dans le sous-graphe Gk. De plus, pour lier ces sous-graphes
entre eux, certains nœuds, communs a` plusieurs sous-graphes, appele´s portes, jouent un
roˆle particulier. Nous cre´ons donc une liste P de portes et, pour chaque sous-graphe Gk.
Nous pouvons aussi cre´er la liste Sk de nœuds qui ne sont pas des portes. Remarquons
que, dans Bk, il y a des couples de nœuds appartenant a` Sk ∪ P , puisque Bk repre´sente
l’ensemble des connexions entre les nœuds de Nk.
Entre´e des parame`tres. Comme chaque branche ne connecte que deux nœuds en-
semble, et que chaque nœud n’est connecte´ qu’a` un nombre restreint de branches, la
matrice A est creuse. La matrice d’admittance de branche Y˜ est donne´e par le proble`me
e´lectrique sous-jacent au graphe ; c’est une matrice diagonale qui, pour chaque branche,
prend la valeur caracte´ristique du composant donnant l’intensite´ en fonction de la ten-
sion. En identifiant les branches d’un montage en de´rivation (voir figure Fig. V.6), la
valeur de Y˜ est alors la somme des valeurs en les diffe´rentes branches identifie´es. Nous cal-
culons ensuite, par un simple produit matriciel, la matrice, du syste`me (V.4), a` inverser
Y = AY˜ At.
Reconnexion. Dans le cas d’une reconnexion topologique du graphe G, plusieurs si-
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tuations sont a` envisager et les calculs qui en de´coulent sont diffe´rents :
• Pour ajouter ou retirer un nœud a` l’inte´rieur d’un sous-graphe, il suffit d’ajouter
un e´le´ment dans les listes Nk (et Sk) et Bk, puis de recalculer les vecteurs de base
dans le sous-graphe Gk.
• Pour ajouter une connexion entre les sous-graphes Gk et Gj, il faut ajouter dans P
la nouvelle porte xi, retirer de Sk et de Sj le nœud xi devenu une porte, ajouter
la connexion dans Bk et Bj. Il faut ensuite recalculer les vecteurs de base dans les
sous-graphes Gk et Gj, puis calculer un nouveau vecteur de base Φi dans Gk et Gj.
• Pour retirer une connexion entre sous-graphes, il faut supprimer le vecteur de base
Φi, ou` xi est la porte de la connexion perdue, dans ces sous-graphes et recalculer les
autres vecteurs de base dans ces sous-graphes. De plus, il faut re´actualiser les listes :
il faut supprimer xi de P et l’ajouter dans les listes Sk et Bk des sous-graphes.
• Retirer un sous-graphe est e´quivalent a` retirer toutes les connexions de ce sous-
graphe.
• Pour ajouter un sous-graphe Gk, il faut cre´er les nouveaux ensembles Nk (et Sk) et
Bk, ajouter les nouvelles portes dans P et retirer dans Sj les nœuds devenus des
portes avec ces nouvelles connexions. Il faut donc calculer de nouveaux vecteurs de
base pour chaque nouvelle porte et reprendre les modifications lors d’un ajout de
connexions pour les sous-graphes auxquels Gk est connecte´.
3.6 Performance
Pre´ce´demment, un calcul en temps re´el se devait d’eˆtre un calcul plus rapide que le
temps physique pour une e´quation aux de´rive´es partielles de´pendante du temps. Dans ce
mode`le, le temps physique des phe´nome`nes observe´s est quasi-instantane´ et la solution a`
un instant donne´ ne de´pend pas de celle a` l’instant pre´ce´dent : il s’agit de la re´ponse du
re´seau a` une condition de ge´ne´rateurs. Ge´ne´ralement, il est inte´ressant de tester un grand
nombre de sce´narii : diffe´rentes conditions de ge´ne´rateurs, diffe´rents composants, etc. La
me´thode multie´chelles est bien adapte´e pour simuler efficacement un grand nombre de
simulations. En effet, le pre´calcul des vecteurs de base permet de re´duire notablement le
temps de re´solution d’un syste`me. Pour une seule simulation, nous conside´rons le temps
de calcul du syste`me grossier (V.10) de la me´thode multie´chelles, note´ τM , auquel nous
lui ajoutons le temps de pre´calcul, note´ τP , des vecteurs de base. Le temps de calcul total
de la me´thode multie´chelles est du meˆme ordre que τC , celui d’une me´thode classique,
c’est-a`-dire :
τP + τM ≈ τC pour une simulation.
Cependant, pour k  1 simulations, le gain apparaˆıt clairement car, dans ce cas, le
temps de calcul est :
τP + k × τM  k × τC pour re´aliser k simulations.
Ceci devient rapidement tre`s couˆteux lorsque le nombre k de simulations devient grand.
Une autre me´thode optimisant le calcul sur tout le re´seau, comme une me´thode de
de´composition de domaine, ne permet pas force´ment de nombreuses simulations s’il faut
recalculer sur le re´seau entier a` chaque fois.
Essayons de fournir une premie`re analyse des be´ne´fices de la me´thode multie´chelles
dans ce contexte. Comme nous avons besoin d’utiliser un re´seau a` l’e´chelle fine pour
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calculer les vecteurs de base multie´chelles avec l’aide des sous-re´seaux (voir la premie`re
e´tape du calcul dans la section 3.1), il est logique de comparer une me´thode multi-
e´chelles avec une re´solution du proble`me (V.4) a` l’e´chelle fine en utilisant une me´thode
classique. Le premier avantage de cette me´thode est bien e´videmment le gain significatif
en temps de calcul. En effet, la me´thode multie´chelles consiste en la formation, puis la
re´solution nume´rique d’un syste`me a` une e´chelle grossie`re approchant un proble`me a`
e´chelles multiples. Ceci permet de re´duire le nombre de degre´s de liberte´ (N0 au lieu de
N ε) mais sans la perte de pre´cision qui survient avec une me´thode classique, puisque le
syste`me (V.10) forme´ prend en compte les informations aux petites e´chelles. Le syste`me
a` l’e´chelle grossie`re e´tant plus petit que le syste`me a` l’e´chelle fine, il est en conse´quence
plus rapide a` re´soudre. De plus, les re´solutions (pour les diffe´rents vecteurs de base) du
proble`me (V.5) sont couˆteuses mais, les vecteurs de base e´tant inde´pendants, ils peuvent
eˆtre calcule´s efficacement en paralle`le, comme dans le contexte du transport de polluant.
La premie`re e´tape du calcul peut donc aussi eˆtre faite assez rapidement. Les vecteurs de
base ne de´pendant pas du terme source et des conditions sur l’ope´rateur, ils peuvent eˆtre
re´utilise´s pour d’autres simulations. Un autre avantage de la me´thode multie´chelles est le
gain de place me´moire. En effet, la me´moire d’un ordinateur ne´cessaire pour re´soudre le
proble`me initial avec une me´thode nume´rique classique a` l’e´chelle fine est de l’ordre du
nombre de nœuds dans le re´seau, alors que la me´thode multie´chelles ne´cessite seulement
O (max {N0,maxk {Nk}}) quantite´ de me´moire pour la re´solution de (V.10) et (V.5), ou`
Nk (cardinal de Nk) est le nombre de nœuds a` l’inte´rieur du sous-graphe Gk.
4 Conclusion
Jusqu’a` pre´sent, les me´thodes multie´chelles n’existent pas pour les re´seaux e´lectriques
a` notre connaissance, malgre´ leur grand potentiel dans ce contexte. En effet, elles ap-
portent de la rapidite´ lors de la re´alisation de nombreuses simulations, un gain de me´moire
non ne´gligeable, et surtout la possibilite´ de reconnexions topologiques11.
Nous avons de´veloppe´, dans ce chapitre, une me´thode multie´chelles adapte´e a` ce
contexte de re´seau e´lectrique de grande taille. L’espace continu Ω ( Rd (avec d ∈
{1, 2, 3}) des pre´ce´dents chapitres a laisse´ place ici a` un espace discret, de tre`s grande
dimension : le domaine de calcul est Ω ( Zd, avec 1 ≤ d ≤ N ε − 1 (cas ou` tous
les nœuds sont connecte´s entre eux). Les variantes de MsFEM utilise´es pour les deux
contextes pre´ce´dents, ont e´te´ remplace´es ici par une me´thode pour des proble`mes discrets
ou` la notion d’e´le´ments finis a disparu. L’espace discret implique aussi la disparition du
proble`me des conditions aux limites artificielles, qui a ne´cessite´ la mise en place de tech-
niques spe´cifiques dans les chapitres pre´ce´dents. Cette difficulte´ n’apparaˆıt pas dans ce
contexte puisque, comme pour le cas de la dimension un en milieu continu, le bord des
cellules grossie`res est constitue´ de points isole´s (voir [44]). La seule condition aux limites
impose´e dans (V.5) est δi,j. Cette me´thode multie´chelles offre la possibilite´ de re´aliser, a`
moindre couˆt, de nombreuses simulations afin d’e´tudier le comportement du re´seau face
a` des modifications locales ou globales du re´seau. La me´thodologie multie´chelles est donc
avantageuse pour la simulation de re´seaux e´lectriques ayant de nombreux composants.
Cette me´thode multie´chelles doit eˆtre teste´e sur un re´seau avec diffe´rents termes
11Dans un re´seau, il est inte´ressant de pouvoir retirer et/ou ajouter une connexion qui le modifie
localement, voire meˆme globalement et simuler l’impact de cette modification.
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sources afin d’observer, par exemple, l’impact d’une de´faillance de ge´ne´rateur. Il est
aussi possible de simuler la re´action du re´seau face a` des changements de connexions ou
de composants.
Chapitre VI
Re´seaux de distribution :
mode´lisation et me´thode
multie´chelles
Dans ce chapitre, nous conside´rons un re´seau de distribution de biens. Ce re´seau est
constitue´ d’un ensemble de zones e´changeant (transferts dans les deux sens) diffe´rents
produits avec d’autres zones. Le nombre de zones e´tant tre`s grand, l’ide´e est d’utili-
ser une me´thode multie´chelles, comme dans le cas d’un re´seau e´lectrique (voir chapitre
V), mais pour un mode`le e´crit sous la forme d’un syste`me d’e´quations diffe´rentielles
couple´es. Nous proposons de mode´liser et de de´velopper une me´thode de re´solution
pour ce type de re´seau. Nous pre´sentons dans une premie`re partie le proble`me. En-
suite, dans une deuxie`me partie, nous mode´lisons un re´seau de distribution de biens par
un mode`le ge´ne´ral pour un unique produit. Ce mode`le est ensuite e´tendu a` plusieurs pro-
duits couple´s. Dans une troisie`me partie, nous de´veloppons une me´thode multie´chelles
pour la re´solution de ce proble`me.
1 Pre´sentation du proble`me
1.1 Contexte
L’objectif ultime est de simuler les e´changes de multiples produits, par exemple les
matie`res premie`res, sur la plane`te. Chaque zone pouvant potentiellement inte´ragir avec
toutes les autres dans le re´seau, la dimension de l’espace est de l’ordre du nombre de ces
zones1. Les flux de produits sont soit des commandes soit des livraisons. Chaque zone
consomme (et produit e´ventuellement) des biens qu’elle peut e´changer avec ses voisins
dans le re´seau. Par un bien, nous entendons tout produit e´changeable avec une autre
zone. Un e´quilibre mondial est ge´ne´ralement constate´, mais l’augmentation ge´ne´ralise´e
de la consommation des pays e´mergeants (Chine, Inde, etc) met a` mal cet e´quilibre. De
plus, des tensions ge´opolitiques font que des producteurs se retirent parfois violemment
du re´seau. Par exemple, en janvier 2009, l’Ukraine bloque le transit de gaz en provenance
de la Russie, qui fournit 40% du besoin en gaz de l’Europe, dont la quasi-totalite´ (80%)
1Remarquons qu’il ne s’agit pas d’une chaˆıne ou` chaque point n’e´change qu’avec le ou les point(s)
suivant(s).
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transite par l’Ukraine. En repre´saille, la Russie stoppe la livraison de gaz les mois suivants
ge´ne´rant une crise. Ceci a des re´percussions e´videmment non ne´gligeables : la France a
subi une baisse de plus de 70%, alors que la Pologne a pu compenser en ayant recours a`
un autre fournisseur. Le re´seau mondial voit transiter un ensemble de matie`res premie`res
(pe´trole, gaz, fioul, charbon, combustible nucle´aire, e´lectricite´, etc). Tous ces produits
sont consomme´s de diverses manie`res : en tant que produit fini (gaz, fioul, charbon,
e´lectricite´ par exemple) ou encore comme produit de´rive´ pour cre´er de l’e´lectricite´. Le
combustible nucle´aire produit de l’e´lectricite´ dans des centrales nucle´aires, le charbon et
le gaz dans des centrales thermiques. La particularite´ de l’e´lectricite´ par rapport a` tous les
autres produits est la difficulte´ de stockage, ce qui rend la pre´vision de consommation et
de production extreˆmement importante. La simulation du re´seau de distribution mondial
est donc d’importance strate´gique.
1.2 Apport
La gestion des chaˆınes de production est souvent e´tudie´e (voir [55, 33, 6]). Il s’agit
de chaˆınes ou` une machine transmet un produit a` celle qui suit, et e´ventuellement,
dans certains cas, en passant par deux autres machines interme´diaires traitant le pro-
duit simultane´ment. Dans [21], les auteurs mode´lisent un processus avec trois activite´s
(consolidation, fabrication et distribution) et cherchent a` calculer le temps de re´ponse
minimum pour de´livrer le produit a` la destination finale. Le but ici est d’e´tudier un
re´seau de distribution de biens ou` chaque e´change, bidirectionnel, se fait pour plusieurs
produits, entre deux zones quelconques. En particulier, nous souhaitons e´tudier la mise
en place the´orique d’un outil de simulation fonde´ sur un mode`le permettant l’ajout de
centres de production, l’e´volution du re´seau a` moyen et long terme, la stabilite´ de celui-ci
en re´ponse a` des changements brusques, etc. Chaque zone est caracte´rise´e par son stock,
sa production, sa consommation et sa capacite´ a` e´changer avec les autres. A l’aide d’une
me´thode multie´chelles, il est possible de re´aliser plusieurs simulations d’un re´seau de dis-
tribution, et d’inclure des effets de diffe´rentes e´chelles. Dans ce chapitre, le mode`le que
nous proposons simule un tel re´seau de distribution de biens. Nous de´veloppons ensuite
une me´thode multie´chelles, issue de la me´thodologie, qui permet de simuler ce type de
proble`mes complexes par le mode`le propose´ sur de grands re´seaux.
2 Mode´lisation d’un re´seau de distribution de biens
Nous mode´lisons ici un re´seau de distribution de biens. Le re´seau est un domaine
constitue´ de zones relie´es entre elles par des e´changes. Lorsque le re´seau correspond a`
la plane`te entie`re, il est ne´cessairement ferme´2. Chaque zone d’e´change est assimile´e a`
un point et deux zones e´changeant un produit sont relie´es par des lignes. Assoc¸ions a`
ce re´seau un graphe G (voir [22, 54]). Ce graphe est constitue´ de points, appele´s nœuds,
connecte´s par des lignes, appele´es branches (voir chapitre V pour les de´finitions). Il est
donc compose´ d’un ensemble N de nœuds, note´s xα et d’un ensemble B de branches. Une
branche est un couple de nœuds [xα, xβ] qui correspond a` une connexion entre les nœuds
xα et xβ. Remarquons que, comme dans le chapitre V, le nombre de branches peut eˆtre
diffe´rent du nombre de nœuds. Ne´anmoins, ici une zone peut a priori livrer un produit
2Les e´changes en dehors de notre plane`te sont ne´glige´s ici.
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a` une autre zone, puis commander a` celle-ci ce meˆme produit. Les inte´ractions entre les
zones sont donc a` double sens. Nous supposons alors que le graphe G est non oriente´3.
De´finition 7. Un graphe G est dit non oriente´ si pour tous les nœuds xα, xβ ∈ N ,
l’identification [xα, xβ] = [xβ, xα] est satisfaite.
Les produits sont e´change´s entre les diffe´rents nœuds. Les nœuds sont connecte´s s’il
existe un moyen d’e´changer des produits entre eux, comme une route, un pipeline, etc,
c’est-a`-dire que la branche entre ces nœuds existe s’il y a un e´change potentiel entre eux.
Il est possible de convenir que des nœuds soient connecte´s entre eux, alors qu’il n’y a
aucun e´change. Il est ensuite plus facile d’ajouter une voie d’e´change si la branche existe
de´ja` dans le graphe. Nous appelons nœud voisin d’un nœud xα un des nœuds avec lequel
xα est connecte´. Nous conside´rons que les e´changes entre une zone et elle-meˆme sont
nuls, c’est-a`-dire que le graphe est sans boucle.
De´finition 8. Une boucle est une branche partant d’un nœud et arrivant sur lui-meˆme,
c’est-a`-dire une branche de la forme [xα, xα].
Comme nous conside´rons plusieurs produits, si Gp de´signe le graphe pour le produit p
constitue´ de l’ensemble N p de nœuds et Bp de branches, le graphe G pour l’ensemble des
produits est alors constitue´ des ensembles N = ∪pN p et B = ∪pBp. Notons N ε la somme
du nombre de nœuds dans chaque graphe Gp, c’est-a`-dire la somme des cardinaux des
N p. Remarquons que pour un seul produit N ε est le nombre de nœuds, comme dans les
autres chapitres. Pour plusieurs produits, N ε est le nombre de nœuds de G si une zone
est repre´sente´e par des nœuds distincts pour des produits diffe´rents, c’est-a`-dire que l’on
conside`re que les ensembles N p sont disjoints.
Remarque : Comme N ε est la somme sur les produits p des cardinaux des N p, il
peut exister α, β tels que xα et xβ repre´sentent la meˆme zone mais pour deux produits
diffe´rents ; ils sont alors connecte´s4 si un des produits permet de fabriquer l’autre.
En chaque nœud, une certaine quantite´ de produit p est disponible. Notons ρpα cette
quantite´. Elle e´volue en fonction des diffe´rents e´changes qui se produisent avec ses voisins.
2.1 Mode`le pour un produit
Nous cherchons ici a` mode´liser les e´changes qui se traduisent par une e´volution de
ρpα. Cette e´volution de´pend des quantite´s de produit p qui entrent et sortent de la zone
situe´e en xα, ainsi que des activite´s a` l’inte´rieur de cette zone. Introduisons les notations
suivantes :
• qpα,β est la quantite´ de produit p livre´ par le nœud xα au nœud xβ,
• q˜pα,β est la quantite´ de produit p arrivant au nœud xβ en provenance du nœud xα ;
comme il n’y a pas de perte en chemin, cela signifie que
q˜pα,β
(
t+ τ pα,β
(
qpα,β(t)
))
= qpα,β(t),
ou` τ pα,β
(
qpα,β(t)
)
est le temps d’acheminement et de traitement de qpα,β(t),
3Il n’y a pas de sens privile´gie´.
4Remarquons que le graphe est bien sans boucle car les deux points sont distincts meˆme s’il repre´sente
la meˆme zone.
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• Qpα+ est la quantite´ totale de produit p entrant au nœud xα, c’est-a`-dire
Qpα+(t) =
∑
β 6=α
q˜pβ,α (t) =
∑
β 6=α
qpβ,α
(
t− τ pα,β(t)
)
, (VI.1)
• Qpα− est la quantite´ totale de produit5 p sortant du nœud xα, c’est-a`-dire
Qpα−(t) =
∑
β 6=α
qpα,β(t),
• Πpα est la production de produit p au nœud xα,
• cpα est la consommation de produit p au nœud xα.
Ces flux sont repre´sente´s sur la figure Fig. VI.1 ; Qpα+ + Π
p
α est le flux entrant, Q
p
α−+ c
p
α
est le flux sortant.
xγ
xα
xβ
<q˜pγ,α
>q
p
α,β
cpα
Πpα
(a)
xγ
xα ρpα
xβ
>< Q
p
α−
(b)
xγ
ρpα
xα
xβ
<
>
Qpα+
(c)
Fig. VI.1 – Exemple d’un graphe de re´seau de distribution de biens autour d’un nœud
xα pour un produit p. — (a) Au nœud xα, c
p
α est la quantite´ de produit p consomme´e, Π
p
α
est la quantite´ produite, qpα,β est la quantite´ envoye´e par le nœud xα au nœud xβ et q˜
p
γ,α
est celle qui arrive du nœud xγ vers le nœud xα. — (b) Au nœud xα, ρ
p
α est la quantite´
de produit p disponible et Qpα− est celle qui sort du nœud xα pour eˆtre distribue´e aux
nœuds voisins. — (c) Au nœud xα, ρ
p
α est la quantite´ de produit p disponible et Q
p
α+ est
celle qui entre au nœud xα en provenance des nœuds voisins.
Remarques :
– Il s’agit en fait de sommes sur les β 6= α tels que xβ soit connecte´ a` xα. En effet, si
xα et xβ ne sont pas connecte´s, alors q
p
α,β(t) est nul pour tout t.
– Si le temps d’acheminement et de traitement est instantanne´, alors τ pα,β est nul et
q˜pα,β(t) = q
p
α,β(t).
– La fonction Π est une fonction majore´e puisque la production est limite´e par une
capacite´ maximale.
5Il s’agit de la quantite´ retire´e du stock avant d’eˆtre traite´e et livre´e.
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Pour chaque produit p, la loi de conservation se traduit (voir [13, 55]) par l’e´volution
temporelle de la quantite´ disponible (stock) ρpα au nœud xα (pour α = 1, . . . , N
ε). Elle est
donne´e par la quantite´ de produit provenant des nœuds voisins a` laquelle il faut ajouter
la production et retirer la quantite´ de produit qui part et la consommation, c’est-a`-dire
que ρpα satisfait l’e´quation suivante :
dρpα
dt
= Qpα+ −Qpα− + Πpα − cpα. (VI.2)
Ceci s’e´crit pour le vecteur ρp de composantes ρpα :
dρp
dt
= Qp+ −Qp− + Πp − cp dans Gp, (VI.3)
ou` Qp+, Q
p
−,Π
p et cp sont les vecteurs de composantes respectives Qpα+, Q
p
α−,Π
p
α et c
p
α.
Afin de fermer le syste`me, il faut de´finir les liens (e´changes) entre les nœuds et les
contraintes a` appliquer sur chaque nœud. Pour cela, nous de´finissons des variables de
controˆles.
2.2 Controˆles
Nous de´finissons en premier lieu les parame`tres permettant les e´changes de produits
et donc caracte´risent le re´seau de distribution de biens. La production Πpα existe si le
nœud xα est capable de produire le produit p. La consommation c
p
α est une donne´e du
proble`me.
D’abord, nous voulons que le stock ρpα de produit p au nœud xα ne tombe pas en
dessous d’un certain seuil, note´ ρp∗α . Ce seuil est une re´serve de produit p qui correspond,
par exemple, a` la consommation de ce produit sur un petit intervalle de temps permettant
de ”tenir” durant l’acheminement6 de la ”livraison”. Supposons qu’au nœud xα le produit
p est traite´ avec une vitesse de traitement vpα et avec une capacite´ de traitement maximale
µpα. Ceci signifie que le nœud xα a la capacite´ de de´livrer le produit p a` tous ses nœuds
voisins avec le flux suivant (voir [54]) :
f pα = f
p
α (ρ
p
α) = min {µpα, vpα(ρpα − ρp∗α )+},
comme sur la figure Fig. VI.2. Elle repre´sente la quantite´ maximale de produit p que le
nœud xα peut envoyer.
f pα
ρpαρ
p∗
α
vpαρ
p
α
µpα
Fig. VI.2 – Forme de la fonction f pα (ρ
p
α) du flux maximal de produit p au nœud xα.
6L’acheminement n’est pas instantanne´ comme dans un fil e´lectrique (voir chapitre V).
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Nous de´finissons maintenant le taux auquel le nœud xα de´livre le produit p a` chacun
de ses nœuds voisins. Comme nous voulons inte´grer le fait que le nœud receveur peut
controˆler le taux auquel il rec¸oit le produit, nous introduisons la variable de controˆle
ypα,β, qui repre´sente la demande de produit p au nœud xα par le nœud xβ. Cette quantite´
doit eˆtre nulle lorsque les nœuds xα et xβ ne sont pas connecte´s. Posons Y
p
α la demande
totale de produit p au nœud xα par ses nœuds voisins, c’est-a`-dire
Y pα (t) =
Nε∑
β=1
ypα,β(t).
Nous de´finissons enfin la quantite´
qpα,β(t) = min
{
dpα,β(t)f
p
α, y
p
α,β(t)
}
, (VI.4)
ou` dpα,β est la proportion de produit p que le nœud xα de´cide d’envoyer au le nœud xβ.
Le nœud xα ne peut de´livrer au nœud xβ plus de produit p que ce dernier n’en a besoin.
Remarque : Si les nœuds xα et xβ ne sont pas connecte´s, alors q
p
α,β = min
{
dpα,βf
p
α, 0
}
est nul. De plus, si ρpα est nul, alors f
p
α est nul et ainsi q
p
α,β est nul pour tout β.
La matrice de re´partition (de distribution) Dp du produit p, dont les cœfficients sont
les dpα,β, reste a` de´finir. Elle ve´rifie cependant∑
β 6=α
dpα,β = 1, et d
p
α,β = 0 si xβ et xα ne sont pas connecte´s, en particulier si β = α.
(VI.5)
Dans le contexte de re´seaux de distribution de biens auquel nous sommes inte´resse´s,
le cœfficient dpα,β de la matrice de re´partition de produit p est base´ en terme de strate´gies
politiques, e´conomiques, de capacite´s techniques, etc. Par exemple, nous pouvons choisir
de ne pas livrer un voisin, bien qu’il ait fait une demande, pour diffe´rentes raisons : offre
non suffisante, de´saccord politique, difficulte´s techniques d’acheminement, etc. Dans [12],
plusieurs ordres de priorite´s sont propose´s lorsque les commandes sont traite´es les unes
a` la suite des autres. Afin que la quantite´ de´livre´e qpα,β soit proportionnelle a` la demande
ypα,β, nous proposons
7 par exemple la matrice de re´partition Dp du produit p donne´e par :
dpα,β =
ypα,β
Y pα
. (VI.6)
Autrement dit, le nœud xα re´parti e´quitablement ses livraisons entre ses ”clients”. De
plus, remarquons que les cœfficients de la matrice Dp satisfont bien la condition (VI.5).
Le flux sortant Qpα− de produit p au nœud xα est ensuite de´termine´ a` l’aide de (VI.6)
par :
Qpα−(t) = min {f pα, Y pα (t)} = min {µpα, vpαρpα, Y pα (t)}.
En conse´quence, avec le choix (VI.6), si la capacite´ f pα exce`de la demande totale Y
p
α ,
toutes les demandes des nœuds voisins seront satisfaites. D’un autre coˆte´, ceci permet
a` chaque nœud voisin xβ de recevoir le produit p d’autres nœuds, a` condition que la
capacite´ f pα et la demande y
p
α,β soient non nulles.
7Cette strate´gie est un choix et n’est pas un outil de mode´lisation.
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Remarque : Les qpβ,α sont connus en tous les nœuds et sont de´finis par (VI.4). Les flux
entrants externes Qpα+ re´sultent alors de (VI.1), c’est-a`-dire :
Qpα+(t) =
∑
β 6=α
qpβ,α
(
t− τ pα,β
)
=
∑
β 6=α
ypβ,α
(
t− τ pα,β
)
min
{
f pβ
Y pβ
(
t− τ pα,β
) , 1}
=
∑
β 6=α
dpβ,α
(
t− τ pα,β
)
Qpβ−
(
t− τ pα,β
)
(par le choix (VI.6)) .
Il est important de spe´cifier la strate´gie de la demande, c’est-a`-dire de de´finir les
quantite´s ypα,β. De meˆme que pour d
p
α,β, la demande est une fonction de diffe´rents types
de facteurs tels que des strate´gies politiques, le couˆt des produits, leur disponibilite´s, etc.
Ici, nous proposons certaines re`gles possibles. La commande du nœud xβ au nœud xα,
pour des nœuds connecte´s, est effective si et seulement si le stock est en dessous du seuil
ρp∗β , ce qui signifie que :
ypα,β =

1
τ˜ pβ
(
ρp∗β − ρpβ
)
y˜pα,β quand ρ
p
β < ρ
p∗
β ,
0 quand ρpβ ≥ ρp∗β ,
soit
ypα,β =
1
τ˜ pβ
(
ρp∗β − ρpβ
)
+
y˜pα,β,
ou` • (.)+ signifie la partie positive,
• τ˜ pβ est le temps de retour au stock ”minimal” ρp∗β et
• y˜pα,β de´signe la re´partition de la demande telle que
∑
α6=β y˜
p
α,β = 1.
Le seuil ρp∗β doit eˆtre tel que ρ
p
β soit strictement positif en tout temps, donc il faut
8
par exemple que, pour tout t :
∑
β y
p
β,α(t − τ pβ,α) ≤ ρp∗α (t). Autrement dit, la re´serve au
temps t doit au moins couvrir ce qui est attendu au temps t. Nous remarquons que les
diffe´rentes quantite´s mentionne´es pre´ce´demment peuvent eˆtre prises en compte a` travers
les cœfficients y˜pα,β de la matrice de re´partition de la demande Y˜
p. La quantite´ y˜pα,β
de´pend de la strate´gie : couˆt, disponibilite´ du produit, etc. De plus, si ρpα = 0, alors il est
souhaitable d’avoir ypα,β nul pour tout xβ, en prenant, par exemple, y˜
p
α,β nul pour tout xβ.
Nous pouvons ve´rifier que cela ne contredit pas la condition sur y˜pα,β puisque la somme
se fait sur les α.
Le stock ρp est ainsi entie`rement de´fini. Remarquons que les flux s’e´crivent :
Qpα+(t) =
1
τ˜ pα
(ρp∗α − ρpα)+
(
t− τ pα,β
)
×
Nε∑
β=1
y˜pα,β
(
ρpβ
(
t− τ pα,β
))
Y pβ
(
t− τ pα,β
) min{µpβ, vpβρpβ (t− τ pα,β) , Y pβ (t− τ pα,β)}
= Qpα+
(
ρp
(
t− τ pα,β
)
, t
)
.
8Le stock doit eˆtre suffisant pour compenser les commandes du nœud xβ non livre´es.
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et
Qpα− (t) = min
{
µpα, v
p
αρ
p
α (t) ,
∑Nε
β=1
(
1
τ˜ pβ
(
ρp∗β − ρpβ
)
+
(t) y˜pα,β (ρ
p
α (t))
)}
= Qpα− (ρ
p (t) , t) .
Finalement (VI.2) devient :
dρpα
dt
=
1
τ˜ pα
(ρp∗α − ρpα)+
Nε∑
β=1
y˜pα,β
(
ρpβ
)
Y pβ
min
{
µpβ, v
p
βρ
p
β, Y
p
β
} (
t− τ pα,β
)
︸ ︷︷ ︸
Q
p
α+(ρp(t−τpα,β),t)
−min
{
µpα, v
p
αρ
p
α,
Nε∑
β=1
(
1
τ˜ pβ
(
ρp∗β − ρpβ
)
+
y˜pα,β
)}
(t)︸ ︷︷ ︸
Q
p
α−(ρp(t),t)
+Πpα (t)− cpα (t) .
(VI.7)
Lorsque les parame`tres τ˜ p, µp, vp, τ p et la matrice Y˜ p sont fixe´s, puis lorsque les valeurs
en t ≤ tn de ρp, ρp∗ sont connnues, une discre´tisation temporelle de (VI.7) e´crit sous forme
vectorielle nous donne la valeur de ρp a` l’instant tn+1. Remarquons que Π
p et cp a` l’instant
tn sont des fonctions donne´es, de´pendantes de ρ
p(tn).
2.3 Couplages de produits
Nous nous inte´ressons ici a` la mode´lisation d’un re´seau de distribution de biens reliant
le produit e´lectricite´ et d’autres produits. Notons
• p = e le produit e´lectricite´,
• p les autres produits.
Le produit e´lectricite´ ve´rifie les hypothe`ses suivantes :
1. L’e´lectricite´ est un produit tre`s faiblement stockable. Ne´anmoins, le mode`le reste
inchange´ ; le stock est simplement tre`s petit a` tout instant.
2. Les centrales e´lectriques thermiques sont des centrales utilisant du fioul, du char-
bon, etc, c’est-a`-dire qu’elles consomment d’autres matie`res premie`res pour pro-
duire de l’e´lectricite´. Ceci donne les relations de couplage suivantes :
cp = cp (Πe) et Πe = Πe (ρe, ρp, ce) . (VI.8)
3. La production d’e´lectricite´ est quasi-instantanne´e en re´ponse a` la consommation
d’e´lectricite´, ce qui implique τ eα,β = 0 pour tout α, β.
4. La production d’e´lectricite´ d’une centrale nucle´aire est minore´e car elle ne peut
jamais eˆtre arreˆte´e ve´ritablement, sa production ne peut qu’eˆtre limite´e a` une
valeur minimale de fonctionnement.
5. La production d’e´lectricite´ est la somme des productions par les diffe´rents types de
centrales (qui utilisent diffe´rentes matie`res premie`res).
Conside´rons la mode´lisation d’un re´seau de distribution de biens a` deux cate´gories
de produits, par exemple l’e´lectricite´ et le charbon. Ces deux produits suivent le mode`le
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(VI.3). Le mode`le pour les deux produits est alors le syste`me d’e´quations couple´es :
dρp
dt
= Qp+ (ρ
p)−Qp− (ρp) + Πp (ρp)− cp (Πe (ρe, ρp, ce)) dans Gp,
dρe
dt
= Qe+ (ρ
e)−Qe− (ρe) + Πe (ρe, ρp, ce)− ce dans Ge,
(VI.9)
ou` les termes de couplage sont les consommations et les productions. Ceci s’e´crit pour le
vecteur ρ =
(
ρp
ρe
)
:
dρ
dt
= Q+ (ρ)−Q− (ρ) + Π (ρ)− c (ρ) dans G, (VI.10)
ou` la production Π est compose´e de la production Πe (ρe, ρp, ce) d’e´lectricite´ et de la
production Πp (ρp, cp) de charbon. Les de´pendances par rapports aux parame`tres sont
implicites. Le syste`me (VI.10) devient le mode`le ge´ne´ral pour un ensemble de produits
{pm}m en prenant le vecteur ρ compose´ des vecteurs {ρpm}m, c’est-a`-dire pour le vecteur
ρ =
(
ρp1
...
)
.
3 La me´thode multie´chelles
La re´solution de (VI.3) ou de (VI.10) implique la re´solution d’un proble`me de re´seau
a` l’e´chelle des nœuds du graphe. Notons ε = 1
Nε−1 la longueur caracte´ristique de cette
e´chelle. Lorsque des simulations sont re´alise´es au niveau plane´taire, les nœuds et les
branches sont tre`s nombreux. La taille N ε × N ε du syste`me9 (VI.3) a` re´soudre devient
tre`s grande. De plus, en conside´rant plusieurs produits, la taille du syste`me d’e´quations
couple´es (VI.10) est alors extreˆmement grande. Le but ici est de re´duire la taille du
syste`me10 (VI.10) en utilisant une me´thode multie´chelles. En effet, une me´thode multi-
e´chelles permet d’obtenir une solution approche´e en re´solvant un syste`me de petite taille
N0 × N0. Ceci est possible graˆce aux pre´calculs de vecteurs de base multie´chelles qui
contiennent l’information a` petite e´chelle ε. Cette re´duction de taille du syste`me permet
donc de faire des calculs rapides, ce qui rend possible la simulation de nombreuses si-
tuations. En effet, lorsque le pre´calcul des vecteurs de base est re´alise´, la re´solution du
syste`me est tre`s rapide, ce qui rend possible de multiples re´solutions.
Cherchons une solution approche´e ρε ∈ Xε avec Xε = RNε . Notons {ψα}α=1,...,Nε
la base canonique de Xε. Afin d’utiliser cette me´thode, nous de´composons le domaine
en sous-domaines. Le re´seau est donc divise´ en plusieurs parties relie´es entre-elles par
des points appele´s nœuds grossiers (voir par exemple la figure Fig. VI.3). Le graphe
non oriente´ G est de´compose´ en sous-graphes11 que nous notons Gk. Autrement dit nous
avons la de´composition suivante :
G =
⋃
k
Gk.
9Pour chaque nœud xα, les flux Q
p
α+, Q
p
α− de´pendent des valeurs de tous les ρ
p
β .
10Le syste`me (VI.3) est un cas particulier de (VI.10).
11Il s’agit des cellules grossie`res, note´es ge´ne´riquement K dans les premiers chapitres.
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xγ
xα
xβ
G1 G2
G3
Fig. VI.3 – De´composition de graphe en trois sous-graphes.
Un sous-graphe est lui aussi compose´ de nœuds et de branches. Dans Gk, notons Nk
l’ensemble des nœuds et Bk l’ensemble des branches.
Remarque : Si nous conside´rons un re´seau diffe´rent par produits12, chaque graphe Gp
est de´compose´ en sous-graphes Gpk . et la dimension de Xε est N ε =
∑
pN
p, ou` Np est le
nombre de nœuds dans le graphe Gp.
Pour chaque sous-graphe Gk, appelons porte un nœud de Nk tel qu’il existe une
branche qui connecte ce nœud a` un nœud d’un autre sous-graphe. Notons Pk l’ensemble
des portes (nœuds grossiers) de Gk, c’est-a`-dire :
Pk = {xα ∈ Nα,∃k′ 6= k et xβ ∈ Nk′ , tels que [xα, xβ] ∈ Bk′} .
Ces nœuds sont donc communs a` plusieurs sous-graphes. Les Pk sont des ensembles non
disjoints et suppose´s non vides. Une porte est connecte´e a` d’autres nœuds de plusieurs
sous-graphes. Elle peut eˆtre connecte´e a` une autre porte, donc il peut y avoir plusieurs
portes par sous-graphes, c’est-a`-dire que Pk n’est pas ne´cessairement un singleton. De
plus, notons P = ∪kPk, l’ensemble des portes de G et notons N0 la somme des cardinaux
des Pp, diffe´rent de la somme des cardinaux des Pk.
Le temps de calcul de´pend du nombre N0, il est donc souhaitable de de´composer
le graphe G en e´vitant un nombre de portes trop e´leve´ pour avoir N0  N ε. Dans
la mesure du possible, il s’agit de regrouper les nœuds ayant beaucoup de connexions
12Les connexions sont diffe´rentes suivant les produits.
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entre eux et de prendre des portes n’ayant pas trop de connexions avec les autres sous-
graphes. Dans ce cas, comme a` l’inte´rieur d’un pays les e´changes sont tre`s nombreux, il est
logique de prendre le de´coupage en sous-graphes correspondant au de´coupage frontalier
(ou e´ventuellement de regrouper plusieurs pays entre eux). Un sous-graphe peut donc
eˆtre vu comme un pays communiquant avec plusieurs autres pays a` travers des re´gions
frontalie`res ou (ae´ro)portuaires13. Ces re´gions voisines a` fort transit (et peu nombreuses)
sont les portes de notre re´seau.
Localement a` un sous-graphe, les portes sont traite´es comme nœuds de bord. D’un
point de vue multie´chelles, ces sous-graphes constituent les e´le´ments a` l’e´chelle grossie`re
et les portes constituent les nœuds grossiers14. Notons Sk le comple´mentaire de Pk dans
Nk, c’est-a`-dire l’ensemble des nœuds de Gk tel qu’il n’existe aucune connexion15 avec
un nœud d’un autre sous-graphe :
Sk = {xα ∈ Nα tels que ∀k′ 6= k,∀xβ ∈ Nk′ , [xα, xβ] /∈ Bk′} .
Il s’agit de nœuds ”internes” a` Gk. Les ensembles Sk sont disjoints puisque les nœuds de
Sk ne sont connecte´s a` aucun nœud d’un autre sous-graphe. De plus, notons S = ∪kSk.
Finalement :
G = (N ,B) = (S ∪ P ,B) ,
Gk = (Nk,Bk) = (Sk ∪ Pk,Bk) .
Nous cherchons a` approcher ρ dans l’espace Xε par ρε avec une me´thode multie´chelles.
La re´solution du syste`me (VI.10) se fait en trois e´tapes :
1. Pre´calcul des vecteurs de base multie´chelles Φi associe´s aux portes xi ∈ P ;
2. Re´solution du syste`me global de taille N0 ×N0 ;
3. Post-traitement.
Le de´tail de ces e´tapes fait l’objet de cette partie.
3.1 Construction des vecteurs de base
Dans cette premie`re e´tape, les vecteurs multie´chelles Φi portant l’information a` petite
e´chelle ε sont calcule´s localement, dans les sous-graphes. Notons X0 l’espace engendre´ par
ces vecteurs. Rappelons que l’ope´rateur de reconstruction R, introduit dans le premier
chapitre, de´finit l’ope´ration de passage de la base de Xε vers celle de X0. Il est construit
en multipliant un vecteur a` gauche par la matrice PΦ ∈ RNε×N0 de changement de base
de Xε dans la base de X0 ⊂ RN0 , c’est-a`-dire
R : X0 → Xε
x 7→ PΦx,
La matrice de passage PΦ est de´finie par PΦα,i = Φ
i
α pour i = 1, . . . , N
0 et α = 1, . . . , N ε.
L’image par R des vecteurs de base multie´chelles de X0 sont solutions de proble`mes
locaux aux sous-graphes. Notons Rk : X
0 → RNk la restriction aux nœuds de Nk, c’est-
a`-dire que Rk(x) est le vecteur des composantes de P
Φx correspondant seulement aux
13L’import-export transite par des ”re´gions cle´s”.
14Il s’agit des nœuds xi dans les chapitres pre´ce´dents.
15Il existe un chemin de connexion mais pas de connexion directe avec un autre sous-graphe.
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e´le´ments de Nk. Pour toute porte xi ∈ P , nous construisons un vecteur Φi tel que R (Φi)
soit une solution e´le´mentaire du proble`me (VI.10).
Pour un produit p, notons Φi,p un vecteur de base multie´chelles prenant en compte
le re´seau. Il est associe´ a` un nœud grossier xi. Pour tout k tel que xi ∈ Pk, notons Φ˜i,p la
restriction de R (Φi,p) a` Nk. Ce vecteur est solution du proble`me (VI.3) localement au
sous-graphe Gk, c’est-a`-dire qu’il ve´rifie le proble`me : dΦ˜
i,p
dt
+LΦ
(
Φ˜i,p
)
= 0 dans Gk,
Φ˜i,p(xj) = δi,j ∀xj ∈ Pk,
(VI.11)
ou`
LΦ
(
Φ˜i,p
)
= Qp+|Gk
(
Φ˜i,p
)
−Qp−|Gk
(
Φ˜i,p
)
+ Πp
(
Φ˜i,p
)
− cp
(
Φ˜i,p
)
,
et la notation Φ˜i,p(xj) signifie la α
ie`me composante dans la base canonique de Xε, ou` la
porte xj est
16 le nœud xα. Ces vecteurs repre´sentent le comportement des sous-graphes en
cas d’isolation et de re´actions instantanne´es du re´seau
(
τ pα,β = 0
)
. Pour plusieurs produits
{pm}m, la production et la consommation d’un produit peuvent de´pendre du stock des
autres produits lors d’un couplage comme dans (VI.8). Le vecteur Φi,p doit, dans ce cas,
de´pendre des autres vecteurs {Φi,pm}m. Notons alors Φi le vecteur compose´ de tous les
vecteurs {Φi,pm}m, c’est-a`-dire : Φi =
Φ
i,p1
Φi,p2
...
. La restriction Φ˜i =
Φ˜
i,p1
Φ˜i,p2
...
 de R (Φi) a`
Nk ve´rifie (VI.10) localement : dΦ˜
i
dt
+LΦ
(
Φ˜i
)
= 0 dans Gk,
Φ˜i(xj) = δi,j ∀xj ∈ Pk.
(VI.12)
Avec les produits e´lectricite´ et charbon, la production s’e´crit Π
(
Φ˜i
)
= Π
(
Φ˜i,e, Φ˜i,p, ce, cp
)
.
Remarque : Si le graphe G est associe´ au produit p, le sous-graphe Gk dans (VI.11)
est alors remplace´ par Gpk et le sous-graphe Gk dans (VI.12) est construit en concate´nant
tous les sous-graphes Gpmk .
Le syste`me (VI.12) est de taille Nk × Nk, ou` Nk  N ε est le nombre de nœuds
dans Gk, c’est-a`-dire le cardinal de Nk. Le vecteur R (Φi) est donc de´termine´ pour tout
nœud xα de Nk, avec Nk tel que xi ∈ Pk, en re´solvant le proble`me (VI.12) sur chaque17
sous-graphe Gk. Pour les nœuds xα de Nk, ou` Nk est tel que xi /∈ Pk, la composante
du vecteur R (Φi) associe´e a` l’e´le´ment ψα est nulle. Le support (voir Fig. VI.4) Λi de
R (Φi) est alors l’ensemble suivant :
Λi =
⋃
k
{Nk tel que xi ∈ Pk}.
16Une porte est avant tout un nœud du graphe.
17Un proble`me a` re´soudre pour chaque k tel que xi ∈ Pk.
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xi
xi
G1
G2
Fig. VI.4 – Support Λi de R (Φ
i) : union de G1 et de G2.
La re´solution de (VI.12) se fait en cherchant R (Φi) ∈ Xε × [0;T ] tel que les Rk (Φi)
soient solutions des proble`mes locaux (VI.12), sous la forme :
R
(
Φi(t)
)
=
Nε∑
α=1
ψαΦiα(t). (VI.13)
En fait, il suffit de sommer sur les indices α des nœuds des sous-graphes du support Λi
de Φi, c’est-a`-dire des Gk tels que xi ∈ Pk. Les productions et les consommations utilise´es
dans (VI.11) et (VI.12) sont des donne´es dans Gk pour tout temps. En supposant que
Φi est constant sur des intervalles de la forme ]tm−1; tm], la re´solution de ces proble`mes
sur ces intervalles nous donne les valeurs
{
Φiα,m
}
α,m
de Φiα(t) =
∑
m Φ
i
α,m1]tm−1;tm](t), et
donc de
R
(
Φi(t)
)
=
∑
α,m
Φiα,mψ
α1]tm−1;tm](t).
En multipliant le terme d
eΦi
dt
+LΦ
(
Φ˜i
)
dans (VI.12) par un e´le´ment ψα de la base de
Xε, nous obtenons, pour tout α tel que xα ∈ Nk :
<
dΦ˜i
dt
, ψα >Xε,Xε + < L
Φ
(
Φ˜i
)
, ψα >Xε,Xε= 0 dans Gk×]tm−1; tm],
ou` < ., . >Xε,Xε de´signe le produit scalaire usuel : < r, s >Xε,Xε=
∑
α rαsα. En introdui-
sant la de´composition (VI.13) de Φ˜i, nous obtenons :
∑
xβ∈Nk
dΦiβ(t)
dt
< ψβ, ψα >Xε,Xε︸ ︷︷ ︸
=0 pour α6=β
+ < LΦ
 ∑
xβ∈Nk
Φiβ(t)ψ
β
 , ψα >Xε,Xε= 0 dans Gk×]tm−1; tm],
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puis en discre´tisant explicitement :
Φiα,m+1 = Φ
i
α,m −∆tLΦ
 ∑
xβ∈Nk
Φiβ,mψ
β
ψα,
avec ∆t = tm − tm−1. Ceci s’e´crit encore sous forme vectorielle :
Φi.,m+1 = Φ
i
.,m −∆t s,
ou` s est le vecteur de´fini par :
sα = L
Φ
 ∑
xβ∈Nk
Φiβ,mψ
β
ψα.
Remarque : Les vecteurs Φ˜i sont inde´pendants et leur calculs sont locaux. Ils ne´cessitent
la re´solution d’un syste`me de taille plus petite que Nk × Nk car le cardinal de Si est
infe´rieur au cardinal Nk de Nk.
Ces vecteurs constituent une base de l’espace vectoriel X0, isomorphe a` RN0 . Une fois
l’espace X0 construit, il est utilise´ pour le calcul de la solution de (VI.10).
3.2 Re´solution du proble`me global
Dans la deuxie`me e´tape de la me´thode, nous calculons les valeurs des stocks aux
portes (nœuds grossiers). Nous cherchons a` approcher ρ dans l’espace X0 par ρ0, soit
sous la forme :
ρ0(t) =
N0∑
i=1
ρi(t)Φ
i(t). (VI.14)
Le vecteur ρε ve´rifie (VI.10), soit
dρε
dt
+ Lε (ρε) =
dρε
dt
−Q+ + Q− − Π + c = 0, et nous
cherchons le vecteur ρ0 dans X0 ve´rifiant :
d
dt
ρ0 +L0
(
ρ0
)
= 0, (VI.15)
avec L0 = Lε restreint aux portes.
Les vecteurs de base Φi(t) sont de´pendants du temps, donc il y a plusieurs possibilite´s
pour re´soudre le proble`me global :
1. A chaque pas de temps δt, les vecteurs R (Φi) sont recalcule´s (∆t = δt). Dans ce cas,
nous pouvons supposer que les ρi sont constants.
2. Les vecteurs R (Φi) ne sont recalcule´s qu’a` certains instants (∆t ≥ δt).
Pour re´soudre (VI.15), nous multiplions le terme
dρ0
dt
+L0 (ρ0) par un e´le´ment Φi de
la base de X0, puis de´composons ρ0 dans la base de X0 avec (VI.14). Nous obtenons ainsi
pour tout i :(
d
dt
(∑
j
ρjΦ
j
)
+L0
(∑
j
ρjΦ
j
))
Φi = 0 dans G × [0;T ],
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et pour tout i et tout n :(∑
j
(
d
dt
(
ρjΦ
j,m
))
+L0
(∑
j
ρjΦ
j,m
))
Φi,m = 0 dans G × [tn; tn+1[.
Avec la premie`re strate´gie, nous avons m = n+ 1, alors qu’avec la deuxie`me strate´gie m
est tel que [tn; tn+1] ( [tm−1; tm] et les vecteurs Φi,m utilise´s sont les derniers vecteurs a`
avoir e´te´ calcule´s. Ceci donne apre`s une discre´tisation Euler explicite retrograde :
∑
j
ρj,mΦ
j,mΦi,m =
∑
j
ρj,nΦ
j,mΦi,m − δtΦi,mL0
(∑
j
ρjΦ
j,m
)
,
avec δt = tn+1 − tn. Ceci s’e´crit sous forme matricielle :
Mρ.,n+1 = Mρ.,n − δt < Φ.,m, s (ρ.,n,Φ.,n) >X0,X0 , (VI.16)
ou`< ., . >X0,X0 est le produit scalaire usuel dans X
0,Mi,j =< Φj,m,Φi,m >Xε=
∑
α
Φj,mα Φ
i,m
α ,
s (ρ0n,Φ
.,n) = L0
(∑
j
ρjΦ
j,m
)
est une constante, Φ.,m est le vecteur de composantes
{Φi,m}i, et ρ.,n celui de composantes {ρi,n}i. L’inversion du syste`me matriciel (VI.16)
nous donne les valeurs ρi,n.
Remarque : Il est possible d’utiliser une discre´tisation implicite, en utilisant une me´thode
ite´rative de Newton.
3.3 Post-traitement
Apre`s avoir calculer les valeurs de ρj, nous utilisons les vecteurs Φ
i pour obtenir une
solution approche´e ρε dans Xε a` partir de ρ0 dans X0. Nous e´crivons :
ρε(t) = R (ρ0(t)) =
N0∑
j=1
ρj(t)R
(
Φj(t)
)
=
N0∑
j=1
ρj(t)
Nε∑
α=1
∑
m
Φjα,mψ
α1]tm−1;tm](t)
=
Nε∑
α=1
(∑
m
N0∑
j=1
ρj(t)Φ
j
α,m1]tm−1;tm](t)
)
ψα =
Nε∑
α=1
ρα(t)ψ
α,
ou` ρα(t) est alors la composante de ρ
ε(t) correspondant a` l’e´le´ment ψα de la base de
Xε. En fait, ρα(t) =
∑
m
∑N0
j=1 ρj(t)Φ
j
α,m1]tm−1;tm](t) =
∑
n
∑N0
j=1 ρj,nΦ
j
α,m1[tn;tn+1[(t) avec,
suivant la strate´gie, m = n+ 1 ou tel que [tn; tn+1] ( [tm−1; tm].
Les composantes du vecteur ρε ainsi obtenu sont les valeurs approche´es des stocks
des diffe´rents produits (ou du produit) en tous les nœuds du re´seau sur des intervalles
de temps de taille δt.
160 VI. Re´seaux de distribution
4 Conclusion
Dans ce chapitre, nous nous sommes inte´resse´s a` la mode´lisation et a` la mise en place
d’une me´thode de simulation d’un re´seau plane´taire de distribution de biens. Le terme
”bien” peut eˆtre synonyme de matie`res premie`res (pe´trole, gaz, charbon, uranium) et de
de´rive´s de celles-ci (fioul, e´lectricite´, produits alimentaires, etc).
Le mode`le. Le re´seau mondial est repre´sente´ par un graphe non oriente´ constitue´ d’un
tre`s grand nombre de nœuds en interaction. Chaque nœud repre´sente une re´gion de la
plane`te qui consomme et produit potentiellement les biens qui se de´placent cependant
vers ses voisins par des liens d’e´changes re´ciproques. Notez que les voisins ne sont pas
ne´cessairement des voisins au sens ge´ographique du terme mais aussi des voisins avec les-
quels des liens d’e´changes sont forts18. Chaque nœud posse`de un stock (e´ventuellement
tre`s petit) de produit qu’il souhaite ne pas laisser chuter en dec¸a` d’une valeur seuil :
c’est une des contraintes qui pousse un nœud a` s’approvisionner chez ses voisins et/ou
a` augmenter sa production locale. Dans notre mode`le, la variation temporelle du stock
de produit en chaque nœud est une fonction des flux de produit entrant et sortant, de la
consommation et de la production. Plusieurs produits peuvent eˆtre traite´s conjointement
dans ce mode`le, chacun ve´rifiant une e´quation du meˆme type que pre´ce´demment (seuls
les flux diffe`rent). Notons cependant que l’e´lectricite´ ne peut quasiment pas eˆtre stocke´e
et doit eˆtre produite a` partir d’une autre source (gaz, charbon dans des centrales ther-
miques, ou uranium dans des centrales nucle´aires), ce qui rend ce produit spe´cifique. En
particulier, la consommation de certains produits de´pend de la production d’e´lectricite´,
ce qui couple les e´quations mode´lisant chaque produit entres elles via les termes de
production et de consommation.
La me´thode multie´chelles. Ge´ne´ralement, un tel graphe peut eˆtre de´coupe´ en sous-
graphes relie´s entre eux par des nœuds, appele´s ”portes”, particulie`rement connecte´s au
voisinage. Le de´coupage en sous-graphes (en pays par exemple) ame`ne a` penser qu’une
me´thode multie´chelles serait utile pour re´duire le couˆt de calcul. En effet, le nombre de
nœuds (et de branches) du graphe est tellement grand qu’une simulation comple`te est
difficilement envisageable, en particulier si plusieurs produits sont conside´re´s. Nous avons
alors mis en place une me´thode multie´chelles. Celle-ci calcule des vecteurs de base pour
chaque porte de chaque sous-graphe. Ces vecteurs de base pour chaque produit ve´rifient
le meˆme mode`le. Localement, un calcul fin au niveau des nœuds des sous-graphes est
re´alise´. Nous faisons ensuite l’hypothe`se qu’une re´partition des stocks suffisament fide`le
peut eˆtre de´crite sur cette base re´duite. Un calcul sur la base re´duite (au niveau des
portes) permet alors de re´duire drastiquement la taille du syste`me a` re´soudre. Dans
cette approche, les vecteurs de base sont de´pendants du temps, mais ils peuvent ne pas
eˆtre recalcule´s a` chaque cycle de calcul. En effet, ils peuvent eˆtre conserve´s pendant
plusieurs cycles, en particulier tant qu’aucune modification importante (nouveau pro-
ducteur, panne, changement de consommation, nouvelle strate´gie, etc) n’apparaˆıt dans
le sous-graphe conside´re´. De plus, en cas de changements locaux, il est possible de ne
18Par exemple les e´changes de biens, donc les liens, entre Cuba et les USA sont quasiment nuls. Ils sont
historiquement plus de´veloppe´s entre Cuba et la Russie bien que celle dernie`re soit ge´ographiquement
tre`s e´loigne´e de Cuba.
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recalculer que certains vecteurs de base pour une ”mise a` jour” locale. Ce faisant, le gain
en couˆt de calcul est d’autant plus grand que la fre´quence de recalcul des vecteurs de
base est faible.
Evolutions possibles. La me´thode multie´chelles pre´sente´e posse`de aussi la qualite´
de ne pas eˆtre de´pendante du mode`le sous-jacent. Il est donc envisageable d’utiliser
un mode`le plus pre´cis pour calculer les vecteurs de base au sein des sous-graphes, par
exemple le mode`le a` l’inte´rieur d’un pays pourrait prendre en compte la production
d’e´nergies renouvelables, et conserver un mode`le plus grossier a` l’e´chelle globale, par
exemple a` l’e´chelle plane´taire ou` seuls les flux les plus importants de matie`res premie`res
sont conside´re´s. Nous aurions alors une me´thode multie´chelles au niveau spatial mais
aussi au niveau des mode`les. Enfin, les e´chelles de temps des phe´nome`nes mis en jeu
sont de l’ordre de l’heure (e´volution du vent pour une e´olienne), de la journe´e (mise en
route d’une centrale thermique), de la saison (variation de la consommation d’e´lectricite´
hiver/e´te´), de l’anne´e ou de plusieurs de´cennies (construction de nouvelles centrales).
Enfin, certaines de´cisions ge´opolitiques ont une influence pratiquement instantanne´e sur
les prix des matie`res premie`res, donc sur les flux de ceux-ci. La caracte´ristique multi-
e´chelles en temps pourrait rendre encore plus pertinente l’approche multie´chelles pour
ce contexte. Comme pour les re´seaux e´lectriques (voir chapitre V), il est envisageable de
conside´rer des reconnexions topologiques du graphe de de´part. Ceci est particulie`rement
inte´ressant pour :
• cre´er dynamiquement de nouvelles portes : par exemple, pour connecter un pays
e´mergent a` un marche´ ou prendre en compte la construction de nouveaux pipe-
lines19 ;
• ajouter de nouveaux producteurs : par exemple, le Canada qui pourrait devenir,
dans un avenir proche, un producteur de pe´trole incontournable a` l’aide de ses
schistes bitumeux qui sont en quantite´ tre`s importante dans son sol20 ;
• enlever des consommateurs ou producteurs par de´connexions de certaines portes :
par exemple, les guerres en Irak ont durablement re´duit la quantite´ de pe´trole
extraite mais aussi le nombre de clients, donc, du point de vue de la mode´lisation,
elles ont re´duit le nombre de nœuds (et de portes) du graphe associe´.
Le but d’un outil de simulation est de tester, a` partir d’une situation ”stable”, plusieurs
scenarii. Par exemple, en augmentant la consommation dans le temps, nous souhaitons
observer la re´action du syste`me via les strate´gies de production propose´es. L’approche
multie´chelles permet de multiplier le nombre de scenarii teste´s dans un temps de calcul
relativement court, d’autant plus court que les fonctions de base ne sont pas recalcule´s
a` chaque cycle de calcul.
19Le projet Nord Stream est un pipeline de gaz naturel parcourant 1 220 kilome`tres entre Vyborg
(Russie) et Greifswald (Allemagne), sous la mer Baltique. Nord Stream est conc¸u pour transporter
jusqu’a` 55 milliards de me`tres cubes de gaz par an, suffisamment pour approvisionner plus de 25 millions
de me´nages et s’affranchir du pipeline passant par l’Ukraine. Le re´seau ukrainien est strate´gique pour
l’union europe´enne, car l’approvisionnement en provenance de la Russie (fournisseur a` hauteur de 40%
de l’UE) transite a` 80% par l’Ukraine.
20Les schistes bitumineux (e´galement appele´s pyroschistes ou schistes ke´robitumeux) sont des roches
se´dimentaires a` grain fin, contenant des substances organiques, les ke´roge`nes, en quantite´ suffisante pour
fournir du pe´trole et du gaz combustible.
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Les proble`mes multie´chelles sont des proble`mes complexes par essence. Les effets des
petites e´chelles sur le comportement global de la solution sont souvent non ne´gligeables.
Quand les petites e´chelles posse`dent des caracte´ristiques spe´ciales, le proble`me est sim-
plifie´ et un ensemble de me´thodes, dites multie´chelles, sont a` disposition pour le re´soudre.
Ces caracte´ristiques sont place´es au cœur de ces me´thodes (elles en de´pendent intrin-
se`quement). Cependant, dans une vaste majorite´ de proble`mes multie´chelles, les petites
e´chelles ont rarement des caracte´ristiques utilisables. Dans ce cas, il serait souhaitable
d’avoir a` disposition une me´thodologie multie´chelles la plus ge´ne´rale possible.
1 Conclusion
Dans cette the`se, nous avons de´veloppe´ une me´thodologie multie´chelles ge´ne´rale.
Nous l’avons applique´e et teste´e a` diffe´rents contextes : me´canique des solides (fissure),
me´canique des fluides (propagation d’un polluant en milieu urbain), e´lectrocine´tique
(re´seau e´lectrique) et mode´lisation d’un re´seau de distribution de biens. Cette e´tude
montre l’apport des me´thodes multie´chelles, construites a` partir de cette me´thodologie,
dans la re´solution de proble`mes complexes.
La me´thodologie multie´chelles du premier chapitre a e´te´ applique´e aux pre´ce´dents
contextes et valide´e nume´riquement pour les contextes en milieux continus. Cette me´tho-
dologie est inspire´e de la me´thode des e´le´ments finis multie´chelles (MsFEM) de´veloppe´e
par Hou (voir [44]).
Me´canique des solides. Une fissure est habituellement simule´e a` l’aide de la me´thode
des e´le´ments finis e´tendus (XFEM). Or cette me´thode pert en efficacite´ lorsque le nombre
de fissures augmente, en particulier si ces dernie`res se croisent. Nous avons donc propose´
l’utilisation de la me´thodologie multie´chelles du premier chapitre. Nous avons adapte´ la
me´thode MsFEM a` ce contexte de me´canique des solides. Des simulations nume´riques
montrent que la me´thode classique (MsFEM-L) n’est pas suffisament pre´cise. Elle ne
peut pas rendre compte de l’ouverture d’une fissure sur un maillage grossier. Par une
adaptation (MsFEM-OS) des conditions aux limites dans les calculs locaux (solutions
mode`les), nous avons montre´ nume´riquement que la me´thode donne de bons re´sultats.
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En effet, elle permet de simuler l’ouverture d’une fissure bien que la taille de la fissure
soit ne´gligeable par rapport a` la taille d’une maille grossie`re.
Me´canique des fluides. Le proble`me de propagation d’un polluant en milieu urbain
devient rapidement difficile lorsque la morphologie de la ville se complexifie. De ce fait,
il est souvent e´tudie´ que sur des zones locales (deux rues qui se croisent par exemple)
pour examiner la pollution urbaine (CO2). Nous avons conside´re´ un mode`le tre`s sim-
plifie´ consistant en une e´quation de diffusion dans un milieu he´te´roge`ne. Nous avons
mis en place la me´thode MsFEM pour ce contexte. Nous avons montre´ que la me´thode
MsFEM-OS n’est pas de´finie et donc ne peut eˆtre applique´e en l’e´tat. Deux nouvelles
ide´es ont en conse´quence e´te´ de´veloppe´es pour de´terminer des conditions aux limites des
fonctions de base multie´chelles : MsFEM-Hcentree et MsFEM-H. De plus, nous avons
aussi couple´ la me´thode multie´chelles avec la me´thode de pe´nalisation qui permet d’uti-
liser des maillages carte´siens simples a` manipuler et a` imple´menter informatiquement.
Ce couplage permet dans ce cas d’utiliser MsFEM-OS sans modification de celle-ci. Nous
avons imple´mente´ toutes ces me´thodes. Elles ont e´te´ teste´es sur des cas acade´miques et
enfin sur des donne´es re´elles issues d’images satellites. Nous avons d’ailleurs de´veloppe´
un outil d’extraction automatique de ces donne´es. Nous avons montre´ que ces me´thodes
allient pre´cision et rapidite´. En effet, sur un maillage grossier, elles permettent d’obtenir
une solution qui capte des e´chelles dont la taille caracte´ristique est tre`s infe´rieure a` celle
d’une maille grossie`re. Comme le maillage global posse`de peu de cellules, le temps de
calcul est drastiquement re´duit. Les me´thodes les plus performantes dans ce contexte,
avec la pe´nalisation, sont MsFEM-OS et MsFEM-H. Cette dernie`re reste performante
sans le couplage. Nous avons donc montre´ la pertinence de la me´thodologie multie´chelles
dans ce contexte simplifie´ de transport de polluant en milieu urbain.
Electrocine´tique. Aucune me´thode multie´chelles n’ayant e´te´ utilise´e, a` notre connais-
sance, pour simuler un re´seau e´lectrique, l’ide´e est d’appliquer la me´thodologie multi-
e´chelles. Le but est d’appre´hender des re´seaux de plus en plus complexes, ainsi que de
pouvoir re´aliser un grand nombre de simulations dans un temps raisonnable. Cependant,
dans un milieu discret, il est impossible d’utiliser MsFEM ou une variante adaptant les
conditions aux limites. En effet, de manie`re analogue au milieu continu en dimension
un, aucune adaptation des conditions aux limites n’est ne´cessaire apriori car les nœuds
sont isole´s. Nous avons propose´ une me´thode multie´chelles, issue de la me´thodologie
multie´chelles ge´ne´rale et adapte´e a` ce contexte discret. Cette me´thode devrait he´riter
des proprie´te´s d’efficacite´ montre´es dans les tests nume´riques pour les milieux continus.
Re´seau de distribution. L’objectif est de s’attaquer a` des proble`mes socie´taux en
simulant des e´changes (aucun sens privile´gie´) de plusieurs produits entres des zones
quelconques. Nous avons tout d’abord propose´ une mode´lisation de l’e´volution du stock
par un syste`me d’e´quations instationnaires pouvant eˆtre couple´es a` travers les variables
de consommation et de production21. Il s’agit encore d’un proble`me en milieu discret
pour lequel nous appliquons la me´thodologie multie´chelles. Dans la me´thode que nous
avons de´veloppe´e pour ce re´seau, les solutions mode`les de´pendent du temps puisque les
microstructures e´voluent plus rapidement dans ce contexte. Cependant, elles peuvent eˆtre
21Par exemple, la production d’un produit de´pend de la consommation d’un autre.
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calcule´es sur des pas de temps plus longs que ceux utilise´s pour la solution macroscopique.
Ce faisant, cette me´thode multie´chelles devrait eˆtre efficace dans ce contexte.
2 Perspectives
Nous mentionnons maintenant quelques perspectives d’e´volution pour les diffe´rents
contextes.
Me´canique des solides. Apre`s avoir teste´ la me´thode sur une fissure soumise a` un
chargement monodimensionnel, il serait inte´ressant de pouvoir le faire sur plusieurs fis-
sures d’e´paisseurs diffe´rentes qui se croisent. Puis, nous souhaiterions tester la me´thode
avec un chargement multidimensionnel pour lequel le mode`le serait diffe´rent. Il serait
aussi inte´ressant d’utiliser un mode`le de´crivant les actions au niveau mole´culaire au bout
de la fissure. De plus, comme dans le proble`me de propagation de polluant, nous pour-
rions utiliser d’autres variantes de MsFEM.
Me´canique des fluides. Les re´sultats e´tant obtenus en dimension deux, le passage
a` la dimension trois pourrait eˆtre re´alise´. L’e´tude du milieu urbain s’appuyant sur une
e´quation de diffusion, il faudrait poursuivre les tests en enrichissant le mode`le pour qu’il
soit plus proche de la re´alite´ a` l’aide de termes non line´aires, en utilisant un mode`le
de turbulence, ce qui requiert une adaptation supple´mentaire de la me´thode, voire de
la me´thodologie. En outre, le vent ne pouvant pas eˆtre conside´re´ comme une donne´e,
il doit plutoˆt eˆtre mode´lise´. Cette mode´lisation doit coupler les composantes du vent,
par exemple en ajoutant la condition de divergence nulle. Ceci demande des solutions
mode`les adapte´es a` ce nouveau proble`me, ces solutions e´tant maintenant des fonctions
vectorielles dont les composantes sont couple´es. Il serait aussi inte´ressant d’utiliser des
me´thodes nume´riques de type volumes finis pour ces proble`mes a` convection dominante.
Re´seaux. Pour les proble`mes en milieux discrets, il serait inte´ressant de simuler sur
un cas re´aliste, ce qui demande un acce`s a` des donne´es de terrain. Dans ces re´seaux,
un des objectifs serait de simuler des reconnexions, c’est-a`-dire des ajouts/retraits de
connexions, des changements de composants pour le re´seau e´lectrique et de strate´gies
de production dans certaines zones pour le re´seau de distribution. Dans un re´seau de
distribution de biens, il serait aussi possible d’y inte´grer plusieurs mode`les a` des e´chelles
diffe´rentes : afin d’inclure les effets nationaux qui diffe`rent des effets internationaux.
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Title : Study of a multiscale methdology applied to various problems on continuous and discrete
area.
Abstract : In this thesis, we have interested in multiscale problems meaning problems with
very fine scales which effects have non negligible impact. The mathematical resolution is often
very difficult and a numerical resolution requires demanding discretizations in terms of memory
and CPU time. Our purpose has been to develop a general multiscale methodology founded
on the multiscale finite element method (MsFEM). This methodology has been the basis of
our work. We have developed, tested and valided the methodology for multiscale problems.
These problems has been representative of real situations from various contexts (continuous
and discrete area) : solids mechanics, fluids mechanics, electrokinetic and distribution network
modelling. First we have validated several MsFEM variants applied to a fissure problem. Then,
we have mesured the methodology efficiency in a real time simulation of pollutant propaga-
tion in urban area context. Moreover, we have improved MsFEM and further coupled with a
penalisation method. We have also developed extensions, derived from the same methodology,
for discrete area dealing with many unknowns. The contexts of this study have been electric
and distribution networks. The later has required some modelling. Thus we have illustrated the
efficiency of the multiscale methodology on these various contexts.
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