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Oil recovery from unconventional reservoirs with low porosity and tight permeability is 
only a fraction of the total volume in place. Several improved and enhanced methods are being 
researched and applied to increase the oil recovery factor from these reservoirs. Gas-assisted 
gravity drainage is a gas injection technique that has shown great success in conventional 
reservoirs. For this method, gas is injected into the top of the reservoir to push oil downward 
towards a horizontal producing well. As the reservoir depletes in pressure, more gas comes out of 
solution to form a gas cap and increase this phenomenon. There are many challenges specific to 
tight formations to overcome for this method to be successful. This thesis uses reservoir simulation 
modeling to evaluate the impact this technique would have in tight oil reservoirs. 
The focus for my work included preparing a tight oil reservoir which resembled the Eagle 
Ford Formation to use as a base model for sensitivity analysis. I developed a sensitivity matrix to 
systematically test different variables which were expected to have the most impact on oil recovery 
factor. I then performed my sensitivity analysis on both single porosity and dual permeability 
models to compare results when considering naturally fractured formations.  
Results for this modeling work identified several trends which can be used as screening 
criteria for reservoirs where gas-assisted gravity drainage is applicable. In addition to the 
qualitative analysis work, the results provided quantitative data for increased recovery factors. The 
gas-assisted gravity drainage application increased the base recovery factor values up to 3.6% and 
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CHAPTER 1  
 
INTRODUCTION 
This thesis evaluates the proof of concept and models gas-assisted gravity drainage 
behavior in unconventional tight oil reservoirs. This work explores the different variables that 
impact this gas injection process and mechanism for oil recovery. It is important to understand 
how different reservoir characteristics can affect and alter gas-assisted gravity drainage in tight 
reservoir systems to know whether this improved oil recovery technique is appropriate for field 
application. In this chapter, I will present the problem statement and my hypothesis, my research 
objections, a brief description of the methodology for my work, and the research contributions for 
my thesis. 
1.1 Problem Statement 
In the past decade, unconventional reservoirs have become the focus area for many oil 
companies. As technology continues to improve, these operations have become more economic 
and there is a high interest to pursue and produce these fields. Unlike conventional reservoirs, the 
oil recovery from unconventional reservoirs has been very low, leaving large volumes of 
hydrocarbons in place. Additional improved and enhanced recovery efforts are being explored to 
determine if similar methods from more conventional reservoirs can be applied to the 
unconventional reservoirs. Gas injection is one method being explored and scrutinized to 
understand the interactions with the reservoir fluids and the potential to increase oil recovery. The 
work in this thesis focuses on using reservoir simulation modeling as a tool to help identify if tight 
oil reservoirs have potential to improve performance using the gas-assisted gravity drainage 
(GAGD) process. The goal is to prove or disprove GAGD as a feasible method in tight oil 
reservoirs characterized by low permeabilities. If numerical modeling validates that gas-assisted 
gravity drainage method can be applicable to tight oil reservoirs, then reservoir characterization 
screening criteria can be developed and used to determine which reservoirs can increase their oil 




1.2 Thesis Objectives 
To achieve this goal, the following objectives have been set: 
1. Conduct modeling studies for quantitative assessment of GAGD concept for its 
applicability to tight oil reservoirs using field data 
a. Perform sensitivity analysis for gas injection at different injection criteria  
i. Starting date 
ii. Soak period 
iii. Rate vs pressure controlled 
b. Perform sensitivity analysis for variable permeability 
i. Performance changes with increasing permeability 
ii. Adjustment to the horizontal to vertical permeability ratio 
c.  Explore impact of natural fractures on recovery factor 
2. Determine screening criteria for GAGD applicability in unconventional reservoirs 
a. Determine if modeling studies prove GAGD viable for tight oil unconventional 
reservoirs 
1.3 Methodology 
A thorough literature review and research were performed to understand the significance 
and best approach for tight oil reservoir modeling. With learnings and appropriate data collected, 
I was able to begin constructing a model for my thesis work. The modeling work was completed 
using the Computer Modelling Group Ltd. (CMG) software package. I worked with their IMEX 
simulator package which is best suited for black oil and unconventional reservoir simulations, 
including improved recovery processes. I created a model and history matched it to Eagle Ford 
production data, where permeability values were very tight. Next, I developed a matrix for 
sensitivity runs to ensure I was testing reservoir and operational properties in a systematic and 
structured manner. For my sensitivity analysis, I tested my variables with both a single porosity 
and dual permeability set-up, to compare the reservoir performance when natural fractures were 
considered. With all the simulation runs completed, results were visualized and analyzed to 




1.4 Research Contribution 
In this research, a tight oil reservoir with gas injected into the top of the reservoir was 
modeled using simulation software. Different input parameters were adjusted and analyzed to 
understand the behavior of the gas and the applicability GAGD might have for tight oil reservoirs. 
The results identified trends in the data which were useful in drawing conclusions regarding the 
feasibility of GAGD. The results also provided quantitative values for improved oil recovery 









CHAPTER 2    
 
GAS-ASSISTED GRAVITY DRAINAGE APPLICATION 
This chapter explores the background behind GAGD development and the need for 
recovery methods to be explored. Additionally, it describes the recovery mechanism for 
GAGD and discusses multiple case studies and their application to the research. 
2.1 Background 
For many years, oil and gas have been produced from conventional reservoirs around the 
world. In more recent years, the development of horizontal drilling and hydraulic fracturing 
techniques have improved and made unconventional reservoirs economic to produce. It is observed 
that production from unconventional wells can have initially high production rates. After two to 
three years of production, this rate decreases substantially which could make it difficult for the 
well to achieve marginal costs quickly. Low, uneconomic flowrates cause well abandonment, 
which results in large volumes of oil and gas fluids remaining unproduced in the reservoir (Wang 
et al. 2017). The reservoir’s recovery factor plays a major role in a field’s development and 
economics. Literature estimates that a tight oil reservoir may only yield 1% to 10% recovery factor 
and a tight gas reservoir may yield 5% to 30% (Wang et al. 2017). There are three main phases for 
production: primary, secondary, and tertiary. Primary production recovers hydrocarbons through 
the reservoir’s natural flow and fluid expansion. In tight reservoirs, this flow can be restricted and 
many of the hydrocarbon fluids remain trapped in the rock after primary production. Secondary 
and tertiary production phases follow primary production with the goal to recover additional 
hydrocarbons from the reservoir. More recently this terminology has changed to describe improved 
or enhanced oil recovery techniques, which refer to additional methods applied after primary oil 
recovery. There is a significant amount of ongoing research to understand reservoir 
characterization and which method would be applicable to implement and increase production. 
Improved and enhanced oil recovery techniques are options that may extend the life of the well 




2.2 Literature Review 
Conventionally, improved oil recovery techniques include water injection and immiscible 
gas injection. Enhanced oil recovery techniques are extended to thermal or steam injection, 
miscible gas injection, and chemical flooding. Although these techniques are successful for 
conventional reservoirs, they cannot be applied the same way for unconventional reservoirs. 
Unconventional reservoirs behave differently from conventional reservoirs. Unconventional 
reservoirs include reservoirs with tight or low permeability, heavy oil, oil shales, or gas hydrates. 
The focus for this thesis is on tight oil reservoirs. It is important to understand the fluid storage, 
flow, and recovery mechanisms in tight reservoirs. These reservoirs are characterized by low 
permeability, confinement of phase envelope, osmosis, geomechanical rock deformation, and 
high-velocity non-Darcy flow in hydraulic fractures (Wang et al. 2017). Additionally, Wang et al. 
(2017) characterized these reservoirs to have both organic and inorganic pores, which range from 
micrometers to nanometers in size and contribute to the lower permeabilities. The organic matter-
filled pores alter the wettability of the matrix. They generally are oil-wet while inorganic pores are 
water-wet, creating a mix wettability environment which can be difficult to characterize. The small 
pore throat sizes contribute to capillary forces, or interfacial tension. These capillary forces can 
induce a pressure difference. Capillary pressure is the pressure difference across the interface 
between two immiscible fluids arising from the capillary forces. It works against the interfacial 
tension between the oil and water phases. These forces make it difficult to produce the 
hydrocarbons. In reservoirs with extremely high capillary pressure values, methods to reduce or 
eliminate the capillary forces are implemented so that the fluids can flow from the confined pore 
spaces. In addition to the forces acting on the formation fluids, the formation matrix can affect 
fluid flow as well. The shale formations which make up a large portion of unconventional tight oil 
reservoirs can act semipermeable and restrict the flow of water and hydrocarbon molecules. The 
goal for these reservoirs is to mobilize the hydrocarbon fluids and increase permeability. One 
method to increase the reservoir permeability is by fracturing the rock surrounding the well to 
create additional surface areas to flow. To accomplish this, the operator will pump large volumes 
of fluid with sand or proppant at high pressures to overcome the fracture pressure and create an 
opening for fluid to flow. This process is known as hydraulic fracturing. The micro-fractures and 
hydraulic fractures create an interconnected pathway through the rock to improve flow in shale 
environments. Characterizing the reservoir correctly can help us understand the physics for the 
6 
 
reservoir to flow and choose the appropriate improved or enhanced oil recovery technique. My 
research focused on a gas injection method called gas-assisted gravity drainage. I wanted to 
understand how gas injection could impact oil recovery in the tight oil reservoirs which exhibit 
some of the characteristics described above.  
2.2.1 GAGD Method 
Gas-assisted gravity drainage technique with an application for unconventional reservoirs 
was developed at Louisiana State University (LSU) to overcome the limitations of conventional 
gas injection techniques (Mahmoud and Rao 2007). In more traditional methods, such as 
continuous gas injection or water-alternating-gas (WAG), the fluid is injected from one vertical 
well with the intention to sweep the reservoir horizontally and produce from a vertical well on the 
other side. Continuous gas injection requires a large volume of available gas. It also works best in 
a reservoir with high heterogeneity. Depending on the location and gas used, this can become a 
very expensive operation. Another complication that can develop is early gas breakthrough as the 
gas sweeps across the reservoir. WAG techniques were created to help reduce early breakthrough. 
This process alternates injecting water to improve the sweep efficiency and injecting gas for 
improved displacement efficiency. While this method had been implemented for field applications, 
it has only yielded 5% to 10% additional recovery (Mahmoud and Rao 2007). GAGD was 
developed to improve performance and overcome these limitations. In GAGD, gas is the 
nonwetting phase which is introduced into the reservoir initiating the drainage process to occur, 
however, it is more often used as a pressure maintenance method. This application involves a series 
of vertical injection wells positioned at the top of a formation’s pay zone, with a horizontal 
producing well below near the oil-water contact. This placement of wells allows gravity to assist 
the flow of fluids. The injected gas is less dense than the reservoir oil and formation fluids. This 
sets up the mechanics for a natural separation of fluids. As more gas is injected from above, it will 
gradually spread deeper and wider into the formation pushing oil towards the producing well (Rao 
et al. 2004). Figure 2.1 shows a diagram of this process. The water and oil in the formation will be 




Figure 2.1    General GAGD process diagram (Rao et al. 2004). 
This technique relies on the buoyancy of the fluids, as gravity naturally segregates the fluids, so 
the lighter fluid remains above the denser formation fluid. For this to happen, the reservoir must 
be in communication vertically. For conventional reservoirs, the hydrocarbons have migrated from 
a source rock to a different reservoir. While the migration may occur in different directions based 
on geology, geophysics, and other components of the rock, these reservoirs generally allow for 
better fluid flow. In unconventional and tight oil reservoirs, the hydrocarbons more commonly 
remain in place in the source rock. Therefore, it is critical to understand the permeability within 
the source rock, especially in the vertical direction as it applies to GAGD techniques. 
For GAGD to be successful, the gas injection rate needs to be optimized. Most operators 
want to perform operations in the quickest and most efficient way possible while minimizing their 
costs. Injecting the gas too fast, however, can have its drawbacks. The injection rate controls the 
frontal velocity of the gas. If this velocity is too fast, viscous forces may dominate. The gas may 
also become denser, limiting the gravity drainage mechanism. Depending on the gas that is 
injected, carbon dioxide (CO2) for example, may mix with the oil in solution and reduce interfacial 
tensions. This would increase the mobility of the oil and improve the displacement efficiency. CO2 
would result in other mechanisms for increased production but has complications including 
availability, sequestration, and storage. Other gasses, such as natural gas or nitrogen, are more 
readily available and a more economic option to pursue. It is important to find a balance between 
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the gravity drainage, gas in solution, and economics for successful operations (Mahmoud and Rao 
2007). To model the injection behavior, an experiment was performed in laboratory settings testing 
slow, moderate, and fast injection rates. Generally, results showed that a higher injection rate 
yielded higher oil recovery. Maximizing the rate without compromising the efficiency is the 
recommendation for application. LSU performed additional sets of experiments to observe the 
behavior of GAGD in a naturally fractured reservoir. The fractures provided flow paths for the gas 
to travel down into the reservoir. Additionally, the gas traveling in the fracture forced oil out of 
the matrix due to buoyancy effects. Both fractured reservoir models at different injection rates 
showed larger oil recovery percentages than unfractured reservoirs (Mahmoud and Rao 2007). 
When fractures are present, there is always the risk of early gas breakthrough. Each reservoir 
should be analyzed individually for application. 
2.2.2 GAGD in Naturally Fractured Reservoirs 
It was previously mentioned that gas in a fractured network can bypass oil as it flows 
through a reservoir. In a naturally fractured reservoir, if the gas-oil-contact in the fracture is lower 
than the gas-oil-contact in the matrix, then a hydrostatic imbalance is developed (Kasiri and Bashiri 
2009). This imbalance will cause the oil in the matrix to drain outward towards the oil in the 
fracture, trying to achieve hydrostatic equilibrium. As the oil drains from the matrix, it is replaced 
by gas, and then the oil which flowed into the natural fracture can be produced. This is the GAGD 
process as it applies to reservoirs with natural fractures. Kasiri and Bashiri (2009) referenced Van 
Golf-Racht and stated that this process begins if the column of gas in the fracture is higher than 
the threshold height. This is because the capillary pressure has a negative effect on production and 
oil can be produced to the extent that gravitational forces exceed capillary forces.  
2.2.3 Capillary Pressure 
Capillary pressure is defined as the pressure difference across the interface between two 
immiscible fluids, the non-wetting fluid minus the wetting fluid. This pressure can have effects on 
fluid flow. One thing that contributes to capillary pressure is the pore size. This can be very 
important in tight oil reservoirs, where pore sizes are in the nano-size range. Tiny pores create 
confinement affecting the fluid behavior through the geometric constraint of fluid molecules and 
molecule-wall interaction. Such small pore sizes can contribute to very large capillary pressures 
(Wu et al. 2016). Xiong et al. (2016) noted that tight oil reservoirs additionally are known for 
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higher reservoir pressures and initial oil compositions with larger fractions of lighter components. 
The higher reservoir pressures in combination with the low permeabilities have large effects on 
rock compaction. The nano-pore size in combination with the lighter fluid components contribute 
to pore confinement (Xiong et al. 2016). Capillary pressure can also affect the vapor-liquid 
equilibrium. Vapor-liquid equilibrium is a state at which a pure component or mixture exists in 
both the liquid and vapor phases at the same temperature and pressure. Capillary pressure in terms 
of phase pressures is defined as pressure of the liquid phase minus pressure of the vapor phase 
(Wu et al. 2016). Figure 2.2 represents a phase envelope with changes due to confinement and 
capillary pressure effects. On the oil side the bubble point pressure is depressed. The capillary 
effect decreases with increasing temperatures. On the gas condensate side of the figure, the dew 
point curve expands and has higher pressure values when compared to cases without capillary 
effects. 
 
Figure 2.2    Phase envelope changes with confinement (Wu et al. 2016). 
Without accounting for large capillary pressures, the ultimate recoveries and saturation values can 
be underestimated (Wu et al. 2016). Therefore, it is important to consider in reservoir simulation 
modeling. Siripatrachai et al. (2017) performed simulation experiments for both the Bakken and 
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Eagle Ford formations. The capillary forces for the Bakken (a) and the Eagle Ford (b) can be found 
in Figure 2.3. 
 
Figure 2.3    Capillary pressure curves for Bakken (a) and Eagle Ford (b) formations 
(Siripatrachai et al. 2017). 
The small pore spaces have created large capillary pressures for these tight oil formations. The 
authors reported that the Bakken simulation modeling had 9.6% increase in cumulative oil 
production after 10 years using capillary pressure and the Eagle Ford simulation modeling had 
5.6% to 13.2% increase in cumulative oil production. The range in the Eagle Ford was due to 
uncertainties in the interfacial tension values. When capillary pressure on phase behavior is not 
considered, the interfacial tension only affects the flow of gas and oil through the capillary pressure 
curves (Siripatrachai et al. 2017). When this occurs the effect on production is minimal. 
2.2.4 Injection Fluid 
When considering possible injection fluids, it is important to consider availability, costs, 
and interaction with reservoir fluid systems. Nitrogen has several advantages that make it desirable 
as an injection fluid for GAGD processes. Xu et al. (2019) mentioned that nitrogen is widely 
available and can be extracted from the air since it makes up about 80% of earth’s atmosphere. 
Cryogenic technology to separate out the nitrogen from the air at a 99.98% mole purity and 
relatively low costs has been proven for many years (Mungan 2003). Additionally, the density of 
nitrogen is low compared to other gases which will enhance GAGD effects. Nitrogen does not 
have negative effects on pipe corrosion, it is non-flammable, and does not pose a health risk. It 




more space downhole (Xu et al. 2019). For applicability to GAGD, the injected gas needs to be 
immiscible, meaning it does not become a homogeneous solution. Teklu et al. (2014) defined 
miscibility as the minimum pressure at which the interfacial tension between oil and gas 
disappears. This is another reason nitrogen is very attractive as an injection gas. It is known to 
have very high miscibility pressures. One method to determine the minimum miscibility pressure 
(MMP) is performing a slim tube test. The slim tube test involves a narrow tube packed with sand 
or glass beads. The tube can be initially saturated with the oil at reservoir temperature above the 
bubble point pressure (Vahidi and Zargar 2007). The miscibility condition is determined by 
conducting the displacement at various pressures and evaluating the percent recovery change. The 
recovery increases by increasing the displacement pressure, but the additional recovery above 
MMP is generally minimal (Vahidi and Zargar 2007). Therefore, the MMP is determined by 
identifying the change in slope on a pressure versus percent recovery plot. MMP values can change 
depending on different factors such as oil type and composition, temperature, and gas to oil ratio 
(GOR) in solution. Table 2.1 summarizes different nitrogen MMP values reported from Mungan 
(2003), Vahidi and Zargar (2007), and Hudgins et al. (1990) for various oils. 
Table 2.1    Nitrogen MMP summary for various oils (Mungan 2003; Vahidi and Zargar 2007; 









39 365 1,500 5,300 
34 200 1,168 5,750 
34 265 1,168 5,500 
34 300 1,168 5,400 
61.5 279 84 8,850 
61.5 279 247 6,700 
61.5 279 564 4,980 
 
From this table, some general correlations can be found. Increasing temperature is related to a 
decreasing MMP value and increasing GOR is related to a decreasing MMP value. More data 
would be valuable to understand the effects of the fluid API gravity interconnected with 
temperature and solution GOR, however experimental data for nitrogen is limited in published 
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literature. Overall, a higher pressure is required for the nitrogen to reach miscibility. Some other 
concerns that literature mentioned include a lower MMP value in unconventional reservoirs 
because of the confined pore space of these reservoirs and immiscible displacement overcoming 
high capillary pressures to push the oil out of the matrix (Teklu et al. 2014; Mungan 2003). 
2.2.5 Reservoir Simulation 
For my thesis, I utilized simulation software to perform sensitivity runs for GAGD 
applicability. The Computer Modelling Group Ltd. (CMG) is a software company well known for 
its reservoir simulation software. They offer several different packages depending on the type of 
modeling that needs to be done. The IMEX software package is best suited for black oil and 
unconventional reservoir simulations, including improved recovery processes. Modeling 
unconventional reservoirs can be somewhat difficult. These reservoirs generally have lower 
permeability and lower porosity. They can also be naturally fractured including micro and macro 
fracture networks. Additionally, the accuracy of the model is highly dependent on the input values 
entered into the software. Key reservoir input parameters include permeability values, porosity, 
relative permeability end points, reservoir pressure, well spacing, etc. (Yang et al. 2007). The best 
practice has been history matching data to build confidence in the model and help quantify the 
uncertainty. It is better to match several cases if available than to rely on a single case dataset. 
History matching is characterized by a non-uniqueness meaning that several different 
combinations of input parameters might yield similar results. Therefore, the more cases that are 
matched, the more likely the parameters are chosen correctly (Yang et al. 2007). One option to 
account for these characteristics is to choose the appropriate gridding. This can also help improve 
the simulation run time. Another option is to choose the correct permeability regime, such as single 
porosity or dual permeability. Literature found that using a dual-permeability, local grid 
refinement, and a logarithmically spaced grid design work best for shale-gas reservoirs (Cipolla et 
al. 2009). For proof of concept regarding GAGD application, single porosity and dual permeability 
set ups were modeled using CMG’s black oil IMEX simulator. 
2.2.6 Case Studies 
The follow case studies were included in this thesis because they were relevant to GAGD 
methodology or gas injection processes. The learnings from these case studies were applied to my 
reservoir simulation modeling work. 
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2.2.6.1 Hawkins Oilfield Case Study 
A few studies have been performed for applicability of GAGD processes and the effect it 
may have on different types of reservoirs. For conventional reservoirs, GAGD is applied after 
waterflood operations which recovers up to 40% to 60% in conventional reservoirs. Field tests 
have shown that GAGD can recover 85% to 95% of oil in place (Ren et al. 2005). One of the 
reported gravity injection methods involved a dipping reservoir in the East Fault Block of the 
Hawkins Oilfield with an up-dip injection of gas. This reservoir had high permeability, was 
strongly water-wet, and a light oil reservoir. Ren et al. (2005) described the gas injection process 
applied to this scenario as Double Displacement Process (DDP) because it involved the use of gas 
to displace the oil remaining after a waterflood. Gravity was the driving mechanism for fluid flow 
(Ren et al. 2005). The difficulties observed with this process included low oil production at gas 
breakthrough and a short oil production time before rates tapered off. For the case study, the 
reservoir simulator was used to evaluate how changes in injection rate, dip angles, and relative 
permeabilities affected production for the DDP method. The reservoir model was constructed to 
be homogeneous and anisotropic. Table 2.2 lists the reservoir properties and their values.  
Table 2.2    Reservoir simulation input data (Adapted from Ren et al. 2005) 
Properties Simulation Data 
Porosity (%) 25 
Permeability (md) 1,500 
Connate Water Saturation (%) 15 
Sorw (%) 25 
Sorg (%) 5 
Reservoir Temperature (°C) 93.30 
Bed Dip Angle (°) 8, 30, 60 
Pay Thickness (m) 30.50 
API Gravity (g/cm3) 0.87 
Viscosity (mPa-s) 0.90 
Bubble Point Pressure (kPa) 20,684 
GOR (m3/m3) 178 
Oil FVF at Bubble Point 1.25 
Water-Drive Recovery (% OOIP) 65 
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The reservoir properties entered were combined from several fields where this process was 
implemented. The average reservoir pressure did not vary throughout the life of the model to 
ensure the injection remained an immiscible gas.  
First, the injection rates were tested at three different values: a low rate of 227 m3/D, an 
optimum rate of 425 m3/D, and a high rate of 850 m3/D. Gas was injected at each rate and compared 
after 10 years to observe the displacement behavior. Figure 2.4, Figure 2.5, and Figure 2.6 show 
displacement after 10 years of injection. The displacement front was observed to change as the gas 
migrated deeper into the reservoir. With the high-rate gas injection, the oil bank barely formed at 
the producing well and gas breakthrough was early after only 4 years of production.  
 
 
Figure 2.4    Displacement at high injection rate (Ren et al. 2005). 
As the rate decreased, the gas-oil front became flatter. The optimum case resulted in the oil bank 
pushed to the bottom of the reservoir after 10 years of injection. Figure 2.5 shows the displacement 





Figure 2.5    Displacement at optimum injection rate (Ren et al. 2005). 
For the slow rate case, the oil bank had not reached the bottom of the reservoir after 10 years of 




Figure 2.6    Displacement at slow injection rate (Ren et al. 2005). 
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Next this case study modeled the effects of the dip angle. The three dip angles analyzed 
included 8⁰, 30⁰, and 60⁰. It was observed that dip angle and injection rate were not independent 
of one another. The steeper the reservoir dip angle, the more injection rate required. It was also 
observed that the steeper dip angle resulted in better performance.  
The authors also explored the implications of oil relative permeability and their model. 
They noted that three-phase relative permeabilities are difficult in reservoir simulation. Generally, 
for simplification two-phase relative permeabilities are used and their correlations to determine 
three-phase scenarios. The experiment discussed four different approaches and proved that the 
production results vary depending on relative permeabilities (Ren et al. 2005). It is important to 
match the data as accurately as possible for the best results.  
Understanding the reservoir’s behavior with gas injection is important. The reservoirs with 
higher degrees of dip angle yielded better performance results, indicating they have good 
communication vertically and laterally throughout the reservoir. With a reservoir that has vertical 
communication, it is likely that gas injection directly above horizontal producing wells will also 
yield great performance with the right reservoir conditions. Although this work was performed on 
conventional reservoir scenarios, the application to tight oil reservoirs should be tested and the 
same methodology applied. 
2.2.6.2 Eagle Ford and Bakken Case Studies 
This case study investigated the possibility of using gas injection to improve liquids 
recoveries from containers in shale condensate and shale oil reservoirs. The method analyzed to 
increase these recoveries was gas recycling. The data sets used for the authors’ cases tested were 
based on Eagle Ford and Bakken reservoirs, which have low porosity and low permeability. The 
gas injection behavior for these reservoirs was applicable to the data set I used for my thesis. 
Fragoso et al. (2015) performed three case scenarios to test gas injection with gas, condensate, and 
oil container type reservoirs. These case scenarios were decided because the fluid distributions in 
many unconventional reservoirs have the fluid contacts upside down in comparison to 
conventional reservoirs. The oil is in the shallowest zone, condensate in the middle, and dry gas 
on the bottom of the structure. Fluid observations and behaviors can have implications towards 
recovery factors. While researching fluid distribution over geologic time, Fragoso et al. (2015) 
noted that reservoirs with smaller pores and smaller permeabilities lead to smaller production rates 
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but could lead to relatively stable GOR over long periods of time. This would result in larger liquid 
recoveries and consequently more attractive economics.  
In shale reservoirs, such as the Duvernay and Eagle Ford Shales, the liquid rich zones are 
towards the top of the reservoir, followed by condensates and then dry gas formations. Fragoso et 
al. (2015) did work to evaluate using dry gas from the lower parts of a reservoir and then reinjecting 
them into the upper and middle sections to maintain pressure above the dew point. This concept 
not only helps with improved recovery, but also creates a means to recycle produced gas. They 
created three test case scenarios to model this idea. Detailed modeling work can be found in their 
paper. 
Case I was modeled as a single porosity reservoir with a matrix permeability of 0.07 md. 
It featured a horizontal fractured well. Maximum surface gas production rate and minimum 
bottomhole pressure were set as constraints for the well and production was run for 10 years. The 
compositional simulation was used to investigate the possibility of improved liquid recovery from 
the condensate container of the structure. Fluid properties were similar to those of the Duvernay 
Shale. Fragoso et al. (2015) presented three of their top runs in their paper. The oil and gas recovery 
factors ranged from 23.2% to 29.7% and 21.9% to 26.9% respectively with gas injection. Without 
injection, they observed recovery factors around 19%. The question asked was are these recoveries 
possible in practice for a shale reservoir. It would be possible with the identification of the proper 
reservoir fluid properties. They concluded from Case I that for the conditions considered, recycled 
gas supplemented with dry gas from deep formations and proper flow identification could yield 
practical improved shale recovery factors.  
In Case II, the matrix permeability of the dual porosity and dual permeability models was 
0.0001 md. This model featured two horizontal wells at 6,000 ft in length, and then a 2,000 ft 
horizontal section utilized for sensitivity analysis to save computational time. The production wells 
were set to operate at a minimum bottom hole pressure of 500 psi and a maximum surface gas rate 
of 2 MMscf/D for 5 years of production due to low production values and a sharp initial decline. 
The compositional simulation examined behavior in the condensate container of the structure that 
could lead to improved recoveries in the Eagle Ford Shale. Different properties investigated 
included bottom hole pressure (BHP), natural fracture permeability, hydraulic fracture length and 
hydraulic fracture spacing in the horizontal well, and distance between parallel wells. Results 
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indicated that by reducing the BHP, recoveries were enhanced significantly. For natural fracture 
permeability, two different sensitivities were run. The microfractures permeabilities considered 
are shows in Table 2.3.  
Table 2.3    Case II permeability selection (Adapted from Fragoso et al. 2015) 
Permeability Direction Sensitivity 1 (md) Sensitivity 2 (md) 
I 0.00004 0.0002 
J 0.00004 0.0002 
K 0.00008 0.0004 
 
A higher natural fracture permeability showed that the heavier hydrocarbon components 
contributed close to 40% more production in 5 years. When testing natural fracture spacing, the 
authors found that the lower the natural fracture spacing value the larger the recovery. Good 
production results were observed with 500 ft subsurface hydraulic fracture end point intervals 
between two parallel horizontal wells. Smaller hydraulic fracture spacing led to larger recoveries.  
In Case III, the single porosity matrix permeability is 0.01 md, and the dual porosity and 
dual permeability matrix permeabilities for the model were 0.00025 md with an 8% porosity. This 
model included two horizontal wells, one a producer and one an injector. This case was developed 
to examine injecting gas into the oil container in the upper part of the structure. The reservoir 
properties were selected to represent Eagle Ford Shale. Additionally, a cyclic huff and puff gas 
injection was performed to understand its effects on the reservoir. For the huff and puff scenario, 
the injection period was 100 days followed by a 100 days of production period. The gas injection 
began after 5 years of primary production. For both continuous injection and huff and puff 
operations, beginning 5 years after production yielded better recovery factors than beginning 
injection at the onset of production. The learnings from this case study and the applied sensitivities 
are useful when evaluating gas injection methods. 
2.2.6.3 GAGD For Naturally Fractured Basement Reservoir Case Study 
This case study investigated GAGD method conducted in a huff and puff fashion to 
improve oil recovery for a fractured basement reservoir in Cuu Long Basin, offshore of Vietnam. 
This reservoir was a naturally fractured basement reservoir primarily made of granite, with 
19 
 
decreasing porosity and permeability with depth. This case study utilized horizontal producing 
wells for both injection and production in a huff and puff style gas injection. Dinh et al. (2017) 
noted that current production yielded a high water cut after just one year of production. Gas lift 
was utilized to improve the well’s performance, however, with increasing water cut values it did 
not have the capacity to support production. Gas injection was then considered.  
Dinh et al. (2017) performed a reservoir simulation study in 2014 where they injected gas 
for two days at a rate of 3.5 MMscf/D with an injection pressure of 1,700 psi, and a BHP of 2,100 
psi observed. With these injection parameters, displacement and oil swelling were both observed. 
In 2015, two pilot test wells were performed. Gas injection commenced in well Y-12P at the initial 
rate of 4 MMscf/D. Well tests conducted in well Y-24P showed a significant increase in oil 
production from 250 bbl/D to 1,300 bbl/D. The water cut decreased from 91% to 68%, suggesting 
a displacement process had occurred. Once the injected gas from well Y-12P had reached the offset 
well Y-24P, the producing well was shut-in for two weeks. After reopening for production, the 
well Y-24P showed a significant increase in performance with oil rates reaching 1,500 bbl/D and 
a lower water cut of 15.7%. Gas was injected for 54 days with a cumulative gas injection volume 
of 146 MMscf. After 1.5 months, the well performance returned to its original pre-injection state. 
Four total cycles were performed, their summary is found in Table 2.4 below.  










Cumulative Gas Injection (MMscf) 146 93 55 94 
Injection Time (D) 54 35 14 25 
Shut-In Time (D) 14 9 9 11 
Cumulative Gas Injection/Shut-In Time (MMscf/D) 10.43 10.33 6.11 8.55 
Cumulative Water-Free Oil Production (bbl) 8,990 4,798 1,560 3,517 
Cumulative Incremental Oil Gain (bbl) 5,553 7,125 1,946 5,010 
Cumulative Produced Gas Before High Oil Rate (MMscf) 11.74 12.06 3.90 11.60 
 
This table demonstrates how the amount of cumulative gas injected affects the oil production 




2.2.6.4 Assam Arakan Basin Case Study 
Simulation work was performed on the Dhansiri Valley of Assam Arakan Basin to 
determine if GAGD could help increase recovery factor for the reservoir of interest. The objective 
was to inject produced gas from the field and work towards achieving zero flaring. The reservoir 
was saturated dipping at 6° and contained good permeability and porosity. Baruah et al. (2019) 
noted that for a high permeability reservoir at this dip angle, the gas invades the originally oil-
saturated sand as the gas-oil-contact moves downdip because of oil production from further 
downdip. Additionally, the authors stated that the oil drained vertically downward through the gas-
invaded region and formed a thin layer with high oil saturation that drained along the base of the 
reservoir interval to the remaining downdip oil column. A visual for this flow mechanism is 
observed in Figure 2.7. 
 
Figure 2.7    GAGD process in dipping reservoir (Baruah et al. 2019). 
The reservoir had initially high production rates but only observed a 5% recovery factor 
after several years of production, facilitated by gas cap expansion and natural water drive (Baruah 
et al. 2019). The simulation model was created to represent the reservoir specific properties. The 
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vertical permeability was selected at 20% of the horizontal permeability. Relative permeability 
curves were created from special core analysis (SCAL) data. Pressure, volume, and temperature 
(PVT) data from a nearby well was also input in the simulation software. Then, history matching 
was performed to match the available production data for the two existing wells. Two additional 
producing wells were added to the simulation, one being a horizontal well to minimize the pressure 
gradients in the near-wellbore region avoiding coning. Baruah et al. (2019) created three variant 
injection scenarios to perform simulation runs and analyze the results. Variant I consisted of two 
operating producing wells, Variant II consisted of four operating producing wells and two water 
injection wells, and Variant III consisted of four operating producers and two gas injection wells. 
Baruah et al. (2019) reported from their study that gas injection helped in maintaining the reservoir 
pressure and reduced the aquifer activity. This caused a delay in water breakthrough and lead to 
higher recovery factors. Recovery values up to 33% were reported with gas injection, while the 
original operating case saw recovery values up to 19%.  
2.2.6.5 Ordos Basin Case Study 
This case study was performed by Lei et al. (2018) as a numerical model to represent a 
horizontal well in the Ordos Basin. They initially kept the injection rate steady at 150 tons/D of 
CO2 and varied their injection time for sensitivities. The soak time was 30 days, and three cycles 
were performed testing injection times from 10 days up to 60 days. At 40 days, cumulative 
incremental oil value reached a turning point and began to decrease. Lei et al. (2018) recommended 
an injection time of 10 days to minimize costs and still increase cumulative oil. The next sensitivity 
performed was on injection rate. They tested five different injection rates which ranged from 112.5 
tons/D up to 450 tons/D, with 150 tons/D being optimal due to performance and equipment 
requirements. The third sensitivity analyzed was soaking time, ranging from 20 days to 90 days, 
with 30 days showing optimal performance. Finally, the last sensitivity perform was for number 
of cycles. They ran simulation for up to seven cycles and found the most incremental oil production 
from cycles one through three, with four to five cycles being reasonable for huff and puff 
operations. Overall, their results showed that injection rate and time had the most impact for 
cumulative oil increments. Lei et al. (2018) then ran their simulation with actual production data 
for each of their optimal cases. Their findings suggested that incremental oil recovery was in the 




CHAPTER 3    
 
DATASETS FOR MODELING 
This chapter introduces the datasets used along with the subsequent models built for 
GAGD modeling. The first dataset was provided by Louisiana State University (LSU). 
Experimental laboratory data was used for proof of concept and to observe the behavior of the 
gas injection as it swept across the formation. The second dataset was provided by Todd 
Hoffman and David Reichhardt and was built using Eagle Ford reservoir properties and 
supported by oil and gas rate production data. Lastly, the chapter discusses preparing the model 
for my thesis simulation runs. 
3.1 LSU Experimental Dataset 1 
Beginning with the first data set, the goal was to show both an initial working model that 
aligned with LSU’s experimental work by Shah (2018) in GAGD and to set up an oil reservoir 
which could be used for the foundation of thesis work. The initial laboratory data contained higher 
permeability than the ideal tight reservoir, thus this model was developed to prove concept. The 
experimental work results relating to nitrogen injection at LSU are described in the following 
section and were recreated using CMG software. 
The experimental model consisted of two glass panels sealed and secured. An Indiana 
Limestone was used to represent a carbonate formation, then crushed and sieved to 600 
micrometers. Perforated tubing was installed in the bottom of the carbonate formation to represent 
a horizontal well, and the model was sealed with gas injection inlets in the top of the experimental 
model. First, the model was vacuumed to ensure no trapped air were in the pore spaces. Then, the 
model was flooded with deionized water to determine the pore volume and porosity. Using Darcy’s 
law, the permeability was then calculated. Once these values were recorded, then Decane was 
flowed through the system to prepare the model for gas injection. The gas was injected at three 
separate rates to observe recovery factors. It was observed that the production values significantly 
decreased after breakthrough, and the gas injection usually reached maximum recovery factor after 
seven hours of gas flooding. The initial setup parameters with the middle injection rate of 5 
cm3/min and the results are shown in Table 3.1. 
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Table 3.1    Laboratory experimental model parameters and results (Shah 2018) 
Experimental Model 
Grain Size (micrometer) 600 
Dimensions (L x W x H in inches) 11.50 x 1.50 x 19.50 
Pore Volume (cm3) 1,200 
Porosity (%) 40.07 
Permeability (md) 1,921 
Initial Oil Saturation (%) 87.50 
Initial Water Saturation (%) 12.50 
Breakthrough Pressure (psig) 0.45 
Recovery Factor at 5 cm3/min Nitrogen (%) 87.68 
Recovery Factor at 2nd 5 cm3/min Nitrogen (%) 86.39 
 
The input parameter units were converted to field units in the simulation software to ensure 
consistency of data. Then, the simulation results from lab data inputs were compared to understand 
the accuracy of the model. The initial oil in place (IOIP) value resulted in 0.012127 bbl. The small 
amount was attributed to laboratory settings and a controlled volume size. Since the lab was 
performed at surface conditions and the experiment setup was not pressurized, it was assumed that 
there is a formation volume factor equal to 1. Table 3.2 shows the total fluid in place values. It 
should be noted that the experimental lab data assumed a vacuum was created and that by 
saturating their system only oil remained in the pore spaces of their model. The simulation software 
values indicated the values had not yet been matched and there was room to improve results.  
Table 3.2    Laboratory data input and reservoir simulation model initial fluids in place 
Item Units Value 
Total oil in place STB 0.01213 
Total water in place STB 0.00167 
Total gas in place SCF 0.22443 
 
To view the results, I opened the .irf file in CMG and created time plots. By plotting the cumulative 
oil production from the horizontal well versus time, the total recovered hydrocarbons could be 




Figure 3.1    Laboratory data cumulative oil versus time. 
From this plot, an initial increase in oil production is observed that gradually levels off after the 
gas breakthrough level. Breakthrough occurred where the line had a distinct change in slope and 
began to level off just prior to 2.5 hours of production time. The total cumulative production was 
0.00605916 bbl. Comparing the cumulative production value to IOIP resulted in a 49.96% 
recovery factor. This value was much lower than the expected 86% to 87% range observed from 
the laboratory experiment. Figure 3.2 shows the oil recovery factor plotted versus time. 
 
Figure 3.2    Laboratory data recovery factor versus time. 
25 
 
After the initial setup and run, adjustments needed to be made to the model. There were several 
areas to be looked at to improve the results. Several adjustments were made to the relative 
permeability curves and gridding system to allow for larger oil saturation levels and to maximize 
oil recovery. The original relative permeability endpoint values input into the model were too 
restrictive and not allowing the oil to flow. Water saturation values ranged from 0.05 to 0.95 and 
liquid saturation values ranged from 0.10 to 0.98. The oil relative permeabilities on the liquid 
saturation curve were near zero until greater than 0.50 liquid saturation value. The gas relative 
permeability on the liquid saturation curve neared zero at saturation values above 0.75. These 
curves were built without a given dataset for relative permeability values and therefore I knew they 
were subject to change. The original relative permeability curves can be seen in Figure 3.3 and 
Figure 3.4.  
 
 
Figure 3.3    Laboratory data simulation Kr vs Sw curve. 




Figure 3.4    Laboratory data simulation Kr vs Sl curve. 
I extended the liquid saturation value limits as well as performed smoothing for both the water and 
liquid saturation relative permeability curves. The resulting curves can be viewed in Figure 3.5 
and Figure 3.6. 
 
Figure 3.5    Laboratory data simulation Kr vs Sw (corrected) curve. 
Kr vs Sl 




Figure 3.6    Laboratory data simulation Kr vs Sl (corrected) curve. 
I also changed the gridding in the J-direction from three blocks to a one block system. The idea 
was to create a single column for the fluid to flow through. With these adjustments, the cumulative 
oil produced, and oil recovery factor significantly increased creating a better match to the 
laboratory experimental work. Figure 3.7 shows the corrected cumulative oil produced and Figure 
3.8 shows the corrected oil recovery factor for this experiment. 
 
 
Figure 3.7    Laboratory data simulation cumulative oil (corrected) versus time. 




Figure 3.8    Laboratory data simulation recovery factor (corrected) versus time. 
Without additional details for the original dataset, it was difficult to get a perfect match, but the 
data was sufficient to show gas behavior and achieve proof of concept.  
Next the oil saturation profiles for the experiment simulation were analyzed to observe the 
behavior of the injected gas in relationship to the oil. Figure 3.9 shows the initial oil saturation, the 
oil saturation as injected gas begins to enter the system, and the oil saturation levels at the end of 
the experiment for the original model built. The highest saturation value was indicated in red at 
0.88 and the lower saturation value on the scale was indicated in green at 0.24. 
 
 
Figure 3.9    Laboratory data simulation oil saturation changes with gas injection. 
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At 31 min injection time, there is a pronounced boundary between the injected gas and the oil as 
it is pushed downwards towards the producing well. At the end of the simulation, the reservoir 
appears to be saturated with mostly gas, but with such a large scale it can be difficult to visually 
show the higher oil saturation values remaining in the well. Notice on the scale the green values 
extend up to 0.50 oil saturation values. After the updated relative permeability curves and 
saturation values, these same oil saturation profiles were created to compare results. The highest 
saturation value was indicated in red at 0.99 and the lower saturation value on the scale was 
indicated in green at 0.05 for the updated dataset in Figure 3.10. 
 
 
Figure 3.10    Laboratory data simulation oil saturation changes (corrected) with gas injection. 
The gas profiles behaved similarly between the original model and the corrected data. After 31 
minutes injection as seen in the middle for Figure 3.9 and Figure 3.10, the oil saturation profiles 
showed that the oil was flowing more easily towards the producing well for the corrected dataset 
up. Therefore, the recovery factor was much higher and better matched our laboratory 
experimental data. These profiles demonstrated that as the gas is injected, it swept downward and 
across the reservoir due to the lighter density. It created a gas cap on top of the reservoir as the oil 
was produced below from the horizontal well. This gas behavior continued downward and across 
until the oil was produced to residual saturation values. These results reinforced the behavior of 
the gas as literature described for GAGD methods and were good for conceptual understanding of 
the process. 
Oil Saturation (Corrected) 2000-Jan-01  Oil Saturation (Corrected) 2000-Jan-01 00:31:00  Oil Saturation (Corrected) 2000-Jan-01 09:00:00 
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3.2 Hoffman and Reichhardt Dataset 2 
The second dataset was an unconventional reservoir with tight permeability that contains 
a single hydraulically fractured horizontal producing well. This dataset had limited production 
data, and featured huff and puff gas injection at later dates which were not applicable for this work 
and could be ignored. The second dataset was developed from the URTEC-147 paper written by 
Todd Hoffman and David Reichhardt. Their modeling work was geared towards huff and puff CO2 
research in the Eagle Ford Formation. This data is valuable for a base case dataset because it has 
very low permeability, low porosity, and featured a horizontal producing well. Table 3.3 contains 
some of the basic input parameters used to build the model. 
Table 3.3    Input parameters for dataset 2 (Adapted from Hoffman and Reichhardt 2019) 
Properties Initial Inputs - Simulation Data 
Initial Reservoir Pressure (psi) 5,500 
Model Dimensions L x W x H (ft) 10,550 x 650 x 72 
Matrix Permeability (nd) 100 
Matrix Porosity (%) 8 
Well Lateral Length (ft) 9,550 
Fracture Half Length (ft) 325 
Fracture Spacing (ft) 250 
Fracture Permeability (md) 5 
Well Producing BHP (psi) 500 
Water Saturation (%) 37.5 
 
The gridding was set up for each grid block to be 50 ft by 50 ft, and 8 ft high. An example for the 




Figure 3.11    Side profile view for CMG model with hydraulic fractures. 
Water-wet relative permeability curves were initially created around the water saturation value and 
smoothing used within the simulator’s software as shown in Figure 3.12 through Figure 3.15. 
 
Figure 3.12    Original model Kr vs Sw. 




Figure 3.13    Original model Kr vs Sg. 
 
Figure 3.14    Original model fracture Kr vs Sw. 
Kr vs Sg 




Figure 3.15    Original model fracture Kr vs Sg. 
With the model’s dimensions replicated and basic fluid properties input, I wanted to run the model 
and see what production values generated. The full PVT fluid properties can be found in Table A.1 
in Appendix A. From Hoffman and Reichhardt (2019) work, the following Eagle Ford production 
data was provided and used for history matching. For the purposes of this thesis, only the initial 
primary production curve was created, from October 2012 to October 2014, prior to any CO2 
injection processes. The oil production data can be found in Figure 3.16. 
 
 
Figure 3.16    Production data (Hoffman and Reichhardt 2019). 
Kr vs Sg Kr vs Sg Fracture 
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The green data represents the actual field production, and the black line was the production data 
matched provided. To reproduce this work, I needed an initial production value at 412 bbl/D, with 
a quick decline rate to just under 50 bbl/D production rate. Once the model was built in CMG, I 
ran it through the IMEX simulator to compare initial results. The IOIP volume was calculated to 
be 1,823,600 bbl of oil. Although the total IOIP value was not provided by the paper, it indicated 
the size of the reservoir I was working with. Figure 3.17 plots the daily oil production rate and 
reservoir pressure versus time. The initial production rate was very high at 1,200 bbl/D followed 
by a rapid decline falling below 200 bbl/D and slowly decreasing after. The reservoir pressure 
began at 5,500 psi and steadily declined as more oil was produced from the well. While these rates 
and pressures were realistic for field data, they did not match the dataset provided. Adjustments to 
the hydraulic fractures, relative permeabilities, and other reservoir properties were made to work 
towards matching the historical data. 
 
 
Figure 3.17    Original model oil rate and reservoir pressure versus time. 
Since this reservoir was ultimately going to utilize gas injection from wells at the top of the 
reservoir, I wanted to extend my reservoir height above the horizontal well. Working with Thanh 
Nguyen from CMG, he suggested I change the thickness of the reservoir from 72 ft to 144 ft, with 
the wellbore still positioned in the center of the formation. This created more distance between the 
horizontal producer and future injection wells to be placed at the top of the reservoir. Next, to 
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reduce the initial production rate, he suggested I adjust the height of the fracture. Originally the 
simulator had the fracture height extending two blocks above and below, so adjusting this value to 
zero shortened the height of fracture. This successfully reduced my initial production rate to 
approximately 660 bbl/D with a steep decline. The change in reservoir pressure also decreased 
resulting in higher pressures over time due to the smaller fracture size. Figure 3.18 shows the 
adjusted oil rate and reservoir pressure from the changes in reservoir size and fracture dimensions. 
 
Figure 3.18    Oil rate and reservoir pressure with reduced fracture height. 
Next, I contacted the paper’s authors and acquired the production data from Dr. Hoffman. They 
were kind enough to provide me with the raw data points for both oil and gas rates acquired from 
the Texas Railroad Commission website. The production data was an average between wells in 
the Eagle Ford and had to be converted from monthly rates to a daily rate. Then following a 
template provided by CMG, I created a data table to import the daily rates as field history data into 
CMG and compared my current results. His dataset included original production data, as well as 
huff and puff injection data later implemented in the field. Only the data from original production 
prior to gas injection was considered for history matching. I then adjusted my production rate data 
constraints to better match the production profile. I reviewed literature for Eagle Ford reservoir 
properties to adjust my relative permeability curves, rock compaction changes with pressure, 
bubble point pressures, and capillary pressure values to include in my simulation. Values for 
relative permeability curves were gathered from Siripatrachai et al. (2017) and Tang et al. (2018). 
The rock compaction changes with pressure were provided in table form from Hoffman and 
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Reichhardt (2019) paper. Bubble point pressure values varied throughout Eagle Ford, so the model 
was adjusted trying different values following guidance from Gherabati et al. (2018) and Wang 
and Yu (2019). The capillary pressure values were guided from Siripatrachai et al. (2017). Through 
an iterative process, I performed multiple simulation runs, making small manual adjustments to 
best fit the field production data. Figure 3.19 and Figure 3.20 show the IMEX results for the 
changes considered overlain with the field production data. The simulation initial rate was set to 
412 bbl/D and the gas rate was constrained at 1.030 MMscf/D.  
 
 
Figure 3.19    Oil rate and pressure versus time with field data. 
The constraint imposed on the initial oil rate helped match the initial oil production profile better 
than the previous adjustments. The oil rate line in Figure 3.19 was not smooth, which was an 
indication of instability in the model. An instable model likely would not support the addition of 
an injection well and adjustments needed to be made. The gas rate behaved more smoothly in 
Figure 3.20, and the constraint imposed on the model helped control the initial gas production 
profile. Like the oil rate production profile, the gas rate production profile could be improved to 




Figure 3.20    Gas rate versus time with field data. 
With a working model, I then needed to fine tune the reservoir properties to better match the 
production data that had been provided and minimize any instability.  
3.2.1 History Matched Dataset 
I utilized CMOST-AI, an intelligent optimization and analysis tool to set boundary limits 
and perform iterations for minimizing the production error percentage. Properties input into the 
software include rock compressibility, rock compaction table data, water and liquid saturation 
relative permeability tables, hydraulic fracture dimensions, and permeability and porosity values. 
This software tool used set ranges of values that I entered based on Eagle Ford data to determine 
the best combination of values for a match. After each iteration, I narrowed my range of values 
and selected which parameters to continue iterations on. Figure 3.21 shows the best matched oil 





Figure 3.21    History matched oil rate. 
 
Figure 3.22    History matched gas rate. 
These matches were smooth curves, eliminating the instability observed with the previous model, 
and they provided a good match to pursue forward with my research. The PVT table produced 
from the CMG software can be found in Table A.2 of Appendix A. One limitation of this table 
was that it did not visually display the change that occurs at bubble point pressure even though the 
software accounts for the change in calculations. The bubble point pressure value in this model 
was 3,500 psi. Figure 3.23 and Figure 2.24 show the adjustments to the solution GOR, formation 





Figure 3.23    Solution GOR and formation volume factor versus pressure (adjusted). 
 
Figure 3.24    Oil and gas viscosity versus pressure (adjusted). 
Next, I reviewed the relative permeability curves for both my water saturation and liquid saturation 





Figure 3.25    History matched model Kr vs Sw. 
 
Figure 3.26    History matched model Kr vs Sl. 
The end points and saturation values were given a range in the CMOST-AI application and the 
resulting curves shifted and smoothed from the original values. The capillary pressure values were 
not adjusted during the CMOST-AI iterations. There were kept from literature values relative to 
saturation values entered in the simulation. Figure 3.27 shows the capillary pressure curve. 
Kr vs Sw 




Figure 3.27    History matched model capillary pressure versus Sw. 
CMG referenced McCain (1990) for the black oil, gas, and water PVT package used to predict the 
local properties of the fluid. The black oil model follows more closely the behavior for natural gas 
and not nitrogen as suggested to be the injection fluid so this may cause some slight differences in 
gas behavior. In addition to the matrix rock properties entered, a second rock type was created in 
CMG to account for the hydraulic fractures. The rock compaction table was applied to this second 
rock type. These hydraulic fracture pathways also had separate relative permeability curves to 
better represent their fluid flow behavior. Fluid travels more easily through the hydraulic fractures 
than it does the matrix. Figure 3.28 and Figure 3.29 show the relative permeability curves for water 
and gas saturations respectively in the hydraulic fractures. 




Figure 3.28    History matched model fracture Kr vs Sw. 
 
Figure 3.29    History matched model fracture Kr vs Sg. 
In addition to PVT data, relative permeability curves, and capillary pressure values, the history 
matched dataset had the following properties shown in Table 3.4.  
 
Kr vs Sw Fracture 
Kr vs Sg Fracture 
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Table 3.4    Input parameters for history matched dataset 
Properties History Matched Inputs - Simulation Data 
Initial Reservoir Pressure (psi) 5,500 
Model Dimensions L x W x H (ft) 10,550 x 650 x 144 
Matrix Permeability I and J Direction (nd) 95.49 
Matrix Permeability K Direction (nd) 43.12 
Matrix Porosity (%) 6.84 
Well Lateral Length (ft) 9,550 
Fracture Half Length (ft) 290 
Fracture Spacing (ft) 250 
Fracture Permeability (md) 4.50 
Well Producing BHP (psi) 500 
 
Some adjustments from the initial dataset were in variable permeability in the vertical and 
horizontal directions as well as a shorter fracture half length. Porosity decreased slightly from 8% 
to 6.84% and the reservoir pressure remained the same. With the data history match completed, I 
could prepare my model for my thesis simulation runs.  
3.2.2 Preparing A Working Model 
For the GAGD process, the model should have ample room for the gas to be injected and 
segregate from the oil column. I extended the reservoir top by adding additional grid blocks to the 
model so that injection wells would be placed above grid blocks containing the producing well’s 
hydraulic fractures. Three layers were added above the top of the hydraulic fractures creating 48 
ft spacing to the top of the reservoir. Figure 3.30 shows a side profile view of the reservoir block 
setup. The producing well ran horizontally with hydraulic fractures every 250 ft. It was positioned 
in layer 8 of my grid system in the K-direction and centered in the I-direction in layer 7. The 
hydraulic fractures reached four layers above and one layer below the producing well. This was 






Figure 3.30    Reservoir block setup. 
Next, I wanted to test different injector well setups, to understand what would work best 
for GAGD sensitivity analysis. I created two vertical injector wells in the top of the formation, 
spaced 2,500 ft apart. Various injection periods were run, as well as gas injection rates to observe 
the gas behavior as it entered the reservoir. The well was not shut in during the initial setup trials. 
A maximum injection pressure value of 10,000 psi was set to avoid errors in simulation runs and 
to ensure operational limits were not exceeded. When reviewing the initial results, there was not a 
noticeable increase in recovering factor. This indicated that the gas injection did not assist in 
pushing the oil towards the producing well. The gas was not spreading throughout the formation 
as expected for GAGD behavior. Figure 3.31 shows a section of the reservoir around one of the 
injector wells. Even though the injection rate was low at 1.5 MMscf/D, the localized injection 
around the well was reaching 10,000 psi and the gas was not spreading laterally or vertically. Gas 




Figure 3.31    Vertical well pressure profile before and after one month injection. 
This section view showed the pressure profile ranging from 500 psi in the hydraulic fractures of 
the producing well, indicated by the blue coloring, and up to 10,000 psi in the injector well block, 
indicated by the red coloring. I then installed a third vertical well with 1,250 ft spacing, 
hydraulically fractured each well, and maintained a maximum 10,000 psi injection pressure. I 
observed a similar trend, so I increased my permeability up to 0.01 md in the I and J directions and 
0.005 md in the K direction and observed the behavior of the gas. Figure 3.32 shows the reservoir 
section profile after two months injection. 
 
 
Figure 3.32    Three vertical injectors setup and pressure profile. 
Vertical Well – Injector 
Pressure (psi) 10-1-2037 
Vertical Well – Injector 












Three Vertical Wells – Injectors 









At the larger permeability values, the pressure profile shows the injected gas pressuring up the 
reservoir both laterally and vertically. When reviewing the recovery factor results, there was still 
no visible indication for increase oil production due to gas injection. This was likely because so 
much of the reservoir with the current well setup was unaffected by the gas injection. To recover 
more oil for tight oil formations, it would require several vertical injection wells spaced very 
closely together which would not be an economic decision. My next approach would be a 
horizontal gas injection well at the top of my reservoir, hydraulically fractured and offset from the 
production well. The goal was to maximize injection area to allow GAGD mechanism to occur. In 
addition to the physical changes I made to the model construction, I also reviewed pressure 
depletion with the horizonal injector more closely. The start date for the injection well will be 
discussed a bit more in the next section, but considerations for maintaining energy in the reservoir 
and injecting more closely to the bubble point pressure were made. Ideally, the reservoir should 
be below bubble point pressure to help facilitate a gas cap formation and enhance the effects of 
GAGD with gas injection. Taking the learnings from multiple iterations, I developed a model 
which would be my base case for all GAGD sensitivity runs moving forward. Figure 3.33 shows 
a 6-month injection period and the oil being pushed downward and outward through the reservoir 
as gas was injected above. 
 
 
Figure 3.33    Horizontal injector well setup and oil saturation profile. 
Horizontal Well – Injector 









With confirmation that the fluids were behaving as expected from the literature review findings, I 
proceeded with developing a matrix for the sensitivity runs planned for both a single porosity and 






CHAPTER 4    
 
GAGD SENSITIVITY RUNS 
This chapter discusses the selection criteria for variables adjusted and the systematic 
approach for the sensitivity runs performed. The object was to determine which variables had the 
most impact on increasing oil recovery factor for the GAGD process. 
4.1 Variables for Sensitivity Analysis 
There were many simulation inputs that could be adjusted and would yield different results. 
Additionally, reservoirs are not homogeneous, and it is very difficult to try to replicate all variables 
in a simulation model. It was important to narrow down the selection to the variables which may 
have the largest impact on improving performance.  
The two model types I chose to move forward with are single porosity and dual 
permeability. In a single porosity model, fluid flows from matrix block to matrix block. My first 
set of sensitivity runs did not include natural fractures as a parameter to test. My second model 
setup was for dual permeability, where fluid flows from matrix to matrix, matrix to fracture, and 
fracture to fracture. Dual permeability models better represent naturally fractured formations 
(Joslin and Thaker 2021). In my second set of sensitivity runs I tested the effects of natural 
fractures. The injection dates were chosen by analyzing my base case model and observing the 
pressure changes throughout the reservoir. By October 2017, which was 5 years from initial 
production, the average reservoir pressure had dropped below bubble point pressure and gas began 
to come out of solution. By October 2024, which was 12 years from initial production, the average 
reservoir pressure had dropped further to 2,000 psi and began to lose more energy. I wanted to 
observe the change in recovery when injecting at these different reservoir pressures. My injection 
period was selected to be 2 months, 3 months, and 6 months length of time. These injection periods 
were selected based on guidance from Du and Nojabaei (2019) as well as monitoring the gas 
spreading in the simulation. While there were several combinations for injection periods, I kept 
my focus narrow in this range. When the horizontal well was injecting gas into the formation, the 
horizontal producing well was shut in, and reopened after injection stopped. The matrix 
permeabilities selected range from 0.001 md at the lowest, chosen from the history matched 
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dataset, and increased to 0.1 md at the largest to maintain focus on tight oil reservoirs. Table 4.1 
lists each of these variables for the sensitivity matrix. 
Table 4.1    Variables selected for sensitivity matrix 
Variables Value Units 
Type of Model 
Single Porosity  
Dual Permeability  
Injection Start Date 
October 2017  











Natural Fracture 10 md 
Natural Fracture Spacing 
10 ft 
3 ft 









In addition to changing the permeability value, the impact for a tighter vertical permeability than 
horizontal was tested and the ratio selected from the history matched model. Since many tight oil 
reservoirs have limited communication vertically, adjusting this parameter showed how it impacts 
oil recovery. For the dual permeability model, the natural fractures were spaced equally at 10 ft in 
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each direction. Later this value was adjusted to 3 ft in each direction. The natural fracture 
permeability was set to 10 md. For the naturally fractured reservoir, the horizontal injector and 
producer wells were not hydraulically fractured. This was because the naturally fractured 
formation provided natural pathways for fluid to flow. Lastly, the injection rates were adjusted for 
these models to determine if rate had a huge impact on production. The larger injection rates were 
only applicable in the larger permeability formations due to an injection pressure constraint set at 
10,000 psi. 
4.2 Sensitivity Runs 
To test each of the selected parameters, I start with a base case model with the desired 
reservoir properties and no injection well. My first base case contained equal permeability values 
in the I, J, and K-directions. Next, I created the two different injection start date models, and ran 
each of them for 2 months, 3 months, and 6 months injection time at the lowest injection rate. This 
created 6 different injection models with similar reservoir properties. Once I had those results 
obtained, I would repeat the base case and 6 injection models changing the K-direction 
permeability value. This created seven new injection sensitivity runs all together. I then repeated 
this process for each permeability value selected. For the larger permeability values in the range 
of 0.05 md and 0.1 md, I increased the injection rate to 8 MMscf/D and 12 MMscf/D. The larger 
permeability values did not reach maximum injection pressure at the lower rates. When increasing 
the injection rate, I wanted to observe the gas produced to determine if there was gas flowing 
through the fractures and not pushing oil downward via gravity. This systematic approach allowed 
me to analyze each property individually as well as compare results for a large quantity of data. 






CHAPTER 5    
 
RESULTS AND ANALYSIS 
This chapter contains the simulation modeling results and discusses different trends 
observed in the data. The structure for this chapter contains the two model types, single porosity 
model and dual permeability model, as well as different methods to view the results. I completed 
118 single porosity model runs for my sensitivity analysis work and 153 dual permeability runs. 
With such a large amount of data, I narrowed my focus to key result variables to analyze. The key 
variables were oil rate, permeability values, GOR, cumulative gas production, cumulative gas 
injection, reservoir pressure, and recovery factor to understand the impact each one had on well 
performance.  
5.1 Single Porosity Model  
The results were separated into two main categories. The first category showed the 3D-
behavior of the gas injection from the IMEX results software in CMG. This helped visualize the 
recovery mechanism and the viability of GAGD in the reservoir. The second category focused 
more on visualizing the data in graphical form and identifying trends for analysis. 
5.1.1 IMEX Results 
In IMEX Results, I loaded the .irf files for each set of permeabilities and compared results. 
There was a 3D feature which showed the fluid flow behavior over time, as the methodology 
previously mentioned in Chapter 3. I analyzed pressure, oil saturation, and gas saturation profiles 
after 6 months of injection beginning five years from initial production. For the tighter 
permeability values, the injected gas was slow to spread throughout the reservoir but did exhibit 
the top-down movement as expected for GAGD. Additionally, for tighter permeability the 
reservoir maintained a higher-pressure value. Figure 5.1 shows the pressure profiles for a range of 




Figure 5.1    Pressure profiles for (a) 0.001 md, (b) 0.01 md, and (c) 0.1 md. 
In the tighter permeability formations,  the gas entered the formation and maxed out at an injection 
constraint set at 10,000 psi. It was also observed that the gas did not migrate past the immediate 
blocks and that the reservoir maintained a higher overall pressure. In the higher permeability case 
seen on the right, the reservoir depleted of pressure more, especially near the hydraulic fractures 
of the producing well. The injected gas induced higher pressure around the injection well which 
migrated downward and outward slowly into the reservoir. After observing these pressure trends, 
I then compared it to the oil saturation values for the same injection period and permeabilities. 
Figure 5.2 shows the oil saturation values after 6 months injection for different permeability values 
arranged smallest to largest from left to right. 
 
 
Figure 5.2    Oil saturation profiles for (a) 0.001 md, (b) 0.01 md, and (c) 0.1 md. 
For the 0.001 md case, the reservoir was heavily saturated with oil after 6 months injection except 
for the localized injection point. For the middle case with 0.01 md, the oil was pushed away as gas 
entered the formation, spreading out both laterally and vertically. For the largest case of 0.1 md, 
Pressure (psi)    04-01-2018                  Pressure (psi)    4-01-2018                   Pressure (psi)    4-01-2018 
Oil Saturation    04-01-2018                  Oil Saturation    4-01-2018                   Oil Saturation    4-01-2018 
53 
 
the oil had been pushed much deeper and wider into the formation away from the gas injection 
points. The gas saturation profiles reflecting this behavior are seen in Figure 5.3. 
 
 
Figure 5.3    Gas saturation profiles for (a) 0.001 md, (b) 0.01 md, and (c) 0.1 md. 
Like the previous examples, the gas saturation spread more in larger permeability formations and 
reached a greater surface area. In addition to visualizing the physics of my model and how the 
fluid was behaving, it was also important to understand the actual values observed and how they 
improved performance. The following section discusses the results in a graphical manner and helps 
to identify trends in the data.  
5.1.2 Visualizations and Analysis 
Due to the large amount of data collected for this thesis, it was best to display the results 
graphically. Spotfire  is a software which really helped organize and provide the flexibility to 
analyze data from multiple angles. I chose cross-plots for my primary method of analysis. In 
addition to comparing each variable against the performance of the well, I also was able to color 
the data and size the data points by additional variables to overlay on my cross-plot. There were 
three snapshots in time that I compared results to. I compared data at 10 years from initial 
production, at 20 years from initial production, and at 30 years from initial production to determine 
if there were any significant trends. Analyzing oil rate showed a positive trend with recovery factor 
increase after 20 years of production. At 10 years the trend was not well defined, and after 30 years 
many of the simulation runs showed rates less than 20 bbl/D. To better understand this trend, I 
analyzed the data with both injection rate and the length of injection period overlaid with my cross 
plot. In addition, I also sized the data points by permeability to represent behavior for tighter 
formations. Figure 5.4 and Figure 5.5 show oil rate versus recovery factor for 20 years production. 




Figure 5.4    Oil rate versus recovery factor increase at 20 years production  
colored by injection rate. 
 
Figure 5.5    Oil rate versus recovery factor increase at 20 years production  
colored by injection period. 
Oil Rate vs Recovery Factor at 20 Years Production 
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In Figure 5.4, the data points are colored by injection rates. In addition to higher oil rates yielding 
higher recovery factor increases, the higher injection rate also yielded higher recovery factor. In 
Figure 5.5, the data points are colored by injection period. The longer injection period of 6 months 
yielded higher oil rates and higher recovery factors. The permeability distribution displayed by the 
size of the data points in both figures did not yield any specific patterns. After reviewing oil rate, 
I wanted to understand how my GOR was impacted from gas injection. The GOR exhibited a 
negative trend for all dates production data was analyzed. Additionally, the distinction in 
permeabilities became more obvious. Larger permeability formations yielded higher GOR values. 
Figures 5.6 and 5.7 show the two plots for GOR versus recovery factor increase. Figure 5.6 is 
colored by injection rate and Figure 5.7 is colored by the injection period.  
 
 
Figure 5.6    GOR versus recovery factor increase at 20 years production  
colored by injection rate. 








Figure 5.7    GOR versus recovery factor increase at 20 years production  
colored by injection period. 
In this negative trend, the higher gas injection rates, and the longer injection periods both lowered 
the GOR value. While the gas was injected into the reservoir, the pressure increased locally around 
the injection region as explained in the previous section, and the gas briefly entered a liquid phase. 
Once injected stopped, the pressure fell again, and the gas began coming back out of solution 
below bubble point pressure. The isolated grouping to the lower left-hand corner of both figures 
were for the 0.001 md and 0.005 md lower permeability sensitivity runs. They tended to behave 
differently from the other sensitivities and were more restrictive towards fluid flow.  
 For cumulative gas production and cumulative gas injection, these values had direct 
correlations to reservoir pressure, injection rate, and injection length of time. As the reservoir 
pressure fell, more gas continued to come out of solution as shown in the solution GOR curves 
from Chapter 3. At higher rates and longer injection periods, more gas entered the formation. With 
more gas in the reservoir, the cumulative gas values increased as production continued. 
 The reservoir pressure versus recovery factor increase data also showed positive trends 
similar to the oil rate data. The higher injection rates and the longer injection periods yielded higher 
recovery rates. Figure 5.8 and Figure 5.9 show reservoir pressure versus recovery factor. 








Figure 5.8    Reservoir pressure versus recovery factor increase at 20 years production  
colored by injection rate. 
 
Figure 5.9    Reservoir Pressure versus recovery factor increase at 20 years production  
colored by injection period. 
Reservoir Pressure vs Recovery Factor at 20 Years Production 
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The sensitivity runs for the 0.001 md and 0.005 md permeabilities were isolated to the lower right-
hand corner of the figures. This was because the fluid did not flow as easily, and the reservoir 
maintained a higher pressure as the well was continuously produced. 
 In Chapter 4, one of the sensitivity runs mentioned was to observe the impact on 
performance when the reservoir permeability had a horizontal to vertical ratio of 2.2 to 1 versus a 
1 to 1 ratio. When compared side by side, the 2.2 to 1 ratio expected a slightly lower oil recovery 
factor increase. Compared data points are labeled and displayed in Figure 5.9 and the trend was 
consistent. It shifted the data points to represent more restrictive flow and lower recovery values, 
but the shift was so small it should not be considered as a major determining factor.  
 The conclusions drawn from these observations will be discussed in the following chapter. 
In this next section, I will present the data and discuss trends observed for the dual permeability 
model sensitivity runs. The model ran the same initial sensitivities as the single porosity model, 
with a few adjustments made for natural fracture spacing. 
5.2 Dual Permeability Model 
To ensure consistency, the results were separated into the two sections as done for the 
single porosity model. The 3D-behavior of the gas injection from the IMEX results software was 
viewed for both the matrix and natural fractures of the grid blocks. This helped explain the 
mechanisms for fluid travel within the complex system. The visualization cross plots were then 
compared to identify trends for analysis. 
5.2.1 Dual Permeability IMEX Results 
The dual permeability model was analyzed in the same manner of the single porosity 
model. In addition to reviewing pressure, oil saturation, and gas saturation values for a range of 
permeabilities, the differences between matrix and fractures of the grid blocks were compared. 
When analyzing average pressure, there was not a huge variance between the matrix and fracture. 
The pressure profile was more evenly distributed between the reservoir both vertically and 





Figure 5.10    Pressure profiles for 0.001 md for (a) matrix and (b) fracture 
The same trend was observed for permeabilities set to 0.01 md and 0.1 md, just the pressure values 
were slightly more depleted due to the larger permeabilities. When comparing the oil and gas 
saturation profiles, there was a noticeable difference between the matrix and fracture values. The 
matrix contained much higher oil concentrations while the fractures contained a mix of oil and 
gas. Figure 5.11 and 5.12 show the oil saturation profiles and gas saturation profiles respectively. 
 
 
Figure 5.11    Oil saturation profiles for 0.01 md for (a) matrix and (b) fracture 
 
Figure 5.12    Gas saturation profiles for 0.01 md for (a) matrix and (b) fracture 
Pressure (psi)    04-01-2018                                                    Pressure (psi)    4-01-2018 
, 
Oil Saturation    04-01-2018                                                    Oil Saturation    4-01-2018 
Gas Saturation    04-01-2018                                                    Gas Saturation    4-01-2018 
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These profiles indicated that the fluid was flowing easily through the natural fractures but not from 
the matrix. With 10 ft fracture spacing it was hypothesized that the contact area was not great 
enough to drain the reservoirs further. Another sensitivity to be evaluated in the next section is 
natural fracture spacing. The natural fracture spacing was decreased from 10 ft to 3 ft to increase 
the contact area against the formation and analyze how it impacted production. 
5.2.2  Dual Permeability Visualizations and Analysis 
It was interesting to plot the same data for the dual permeability model that I ran for the 
single porosity model. The observed trends varied between the two models. There were no strong 
correlations observed for oil rate versus recovery factor increase. Also, after 20 years of 
production, the oil rate for many data points had dropped below 10 bbl/D and may be too low to 
support the cost of operations at that time. After 10 years of production, the recovery factor 
increases were less than 1% and very low.  
The GOR versus oil recovery factor increase also had no distinguishable correlations. The 
different injection rates between 4.5 MMscf/D, 8 MMscf/D, and 12 MMscf/D were very mixed 
for each data point with only subtle differences with higher rates yielding slightly better recovery 
factors. The injection length of time also showed slightly higher recovery factors for longer periods 
of injection.  
In agreement with injection rates and time, the cumulative injection volumes showed a 
positive data trend. Figure 5.13 shows the cumulative gas injection versus oil recovery factor 
increase colored by injection rate. Figure 5.15 shows the cumulative gas injection versus oil 
recovery factor increase colored by injection period. As exhibited in the previous section, the gas 
traveled through the fractures throughout the reservoir. Therefore, the cumulative injected gas 
volumes form a very linear trend dependent on injection rate and how long the gas was injected 






Figure 5.13    Dual permeability cumulative gas injected versus recovery factor  
increase at 20 years production colored by injection rate. 
 
Figure 5.14    Dual permeability cumulated gas injected versus recovery factor  
increase at 20 years production colored by injection period. 
Cumulative Gas Injected vs Recovery Factor at 20 Years Production 
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 The reservoir pressure did yield a positive correlation in the data points. The sensitivity 
runs in the 0.001 md range maintained the highest amount of pressure as the formation was 
produced. Figure 5.15 and Figure 5.16 show the reservoir pressure versus oil recovery factor 
increase. Figure 5.15 shows the higher injection rates at 8 MMscf/D and 12 MMscf/D yielding 
higher recovery factor increases. Figure 5.16 shows that a longer injection period of 6 months 
yielded higher recover factor values. The tighter permeability formations indicated there was a 
distinction between the injection period and the well’s performance. The reservoir pressure values 
for the dual permeability model are in the same range of values as the single porosity model. Even 
though the IMEX software indicated that more gas may be running through the natural fractures, 
the reservoir is depleting pressure similarly to the single porosity model. 
 
 
Figure 5.15    Dual permeability reservoir pressure versus recovery factor  
increase at 20 years production colored by injection rate. 
Injection Rate 
(MMscf/D) 
Reservoir Pressure vs Recovery Factor at 20 Years Production 
Reservoir Pressure (psi) 




Figure 5.16    Dual permeability reservoir pressure versus recovery factor  
increase at 20 years production colored by injection period. 
 The ratio in the I and J-permeabilities to K-permeability did not have a huge impact on oil 
recovery factor for the dual permeability model. Looking at the graphs for each variable analyzed, 
they did shift the independent variable values based on behavior from restricted flow, but the 
impact to the well’s performance was minimal. This behavior was consistent to what was observed 
in the single porosity model. 
 Next, I made new sensitivity runs for each of the permeability values to observe the effect 
that fracture spacing had on the dual permeability model. I decreased my fracture spacing from 10 
ft to 3 ft to see if more contact area against the reservoir would result in additional oil recovery 
factor. Figure 5.17 shows the cumulative gas injected versus the oil recovery factor increase after 
20 years of production. The data points were colored by the natural fracture spacing. As an 
overview, it appeared that the data points were only colored blue representing 3 ft spacing. Upon 
closer look, there were very subtle changes with the data points almost overlapping, but the 3 ft 
spacing runs were just above the 10 ft spacing runs. Although the distinction was difficult to make, 
it did indicate that decreasing natural fracture spacing would result in more oil recovery. Distances 
of 10 ft and 3 ft are close and therefore the reservoir performance increase was small. 
Reservoir Pressure vs Recovery Factor at 20 Years Production 
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Figure 5.17    Dual permeability cumulative gas injected versus recovery factor  
increase at 20 years production colored by natural fracture spacing. 
 Each model exhibited unique behavior for how the injected gas traveled through the 
reservoir. Additionally, the data provided trends for what impacts the oil recovery factor most. The 
full set of results can be found in Figure A.1 through Figure A.6 in Appendix A. The discussions 
for these correlations and the conclusions made continue in the next chapter.  
  
Cumulative Gas Injected vs Recovery Factor at 20 Years Production 
Cumulative Gas Injected (MMscf) 
Natural Fracture 
Spacing (ft) 




CHAPTER 6    
 
CONCLUSIONS AND PATH FORWARD 
This chapter discusses the conclusions following the data and analysis work from the 
previous chapter. It answers the objectives and hypothesis for the thesis work completed and 
discusses a path forward. 
6.1 Conclusions 
The objectives set for this thesis were achieved. I performed modeling studies for 
quantitative assessment of GAGD and the applicability for tight oil reservoirs. With this objective, 
I was able to assess numerous variables and the effect they had on the well’s performance. The 
correlations derived from the data provided a guide for screening criteria and which variables had 
the most impact to improve oil recovery.  
6.1.1 Single Porosity Model Conclusions 
Reviewing the results for the single porosity model, the key variables for better 
performance included injection rate, injection period, GOR, and reservoir pressure. Maximum 
additional recovery values up to 3.6% were observed. Higher injection rates up to 12 MMscf/D 
were tested and yielded more oil recovery without experiencing gas overriding the formation 
fluids. The higher injection rates were not feasible in lower permeability formations, below 0.05 
md. This was because the injection well would reach a maximum 10,000 psi pressure limit set as 
a constraint to the well. Above 0.05 md, the pressure constraint was not met, and higher rates could 
be achieved. Some things to consider for operations would be equipment ratings and economics 
for pumping such high rates and large volumes of gas into formation.  
For injection period, the longer gas was injected into the top of the formation, the higher 
recovery factors were achieved. This was because as more gas was injected, it continued to spread 
outward and downward into the formation, pushing the oil out of the pore spaces and into the 
hydraulic fractures to be produced. Six months injection period was optimal for achieving larger 
oil recovery factor increases for all sensitivity runs. Additionally, the data showed that injecting 
earlier into the formation, 5 years after initial production versus 12 years, yielded stronger recovery 
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factors. This was because the formation maintained more energy when gas was injected at that 
time.  
As the formation pressure dropped below bubble point, more gas continued to come out of 
solution. Data showed that lower GOR values yielded higher oil recovery rates, therefore it would 
be important to monitor the volume of gas injected along with the gas produced to ensure the 
injected gas was not running through the formation to the producing well. It was better for the gas 
coming out of solution to form a gas cap in the reservoir and enhance the GAGD mechanism. 
As previously mentioned, injecting at an earlier data showed better results. This correlated 
strongly with a higher reservoir pressure yielding higher recovery factors. Also, the amount of gas 
injected increased the reservoir pressure yielding better performance. These variables were not 
unique in nature, but rather complimenting towards one another and worked together. In both 
single porosity and dual permeability models, a reservoir pressure above 1,500 psi after 20 years 
of production still obtained 2% increase in recovery factor. 
For the single porosity model, most of the permeability sizing had mixed results indicating 
it may not be a major factor in long term success. Permeability values less than 0.005 md behaved 
differently from the rest of the data points and were often isolated with lower performance. This 
concluded that even with the different variables tested, the performance for permeability values in 
this range was not likely to be significant. 
6.1.2 Dual Permeability Model Conclusions 
The dual permeability model was introduced to simulate how GAGD behavior changed 
when natural fractures were introduced into the formation. This model showed a mixed set of 
correlations in comparison with the single porosity model. The strongest correlations observed 
were the cumulative gas injection volume and the reservoir pressure. Additionally, trends for the 
injection rate and the injection period were the same between the two models. Maximum recovery 
factor increases were observed up to 5.6%. 
The results from IMEX showed this model to have gas flowing through the fractures. The 
GAGD mechanism was not as well defined as it was in the single porosity model. The cumulative 
gas injected showed a positive correlation when compared to oil recovery factor increase. Once 
injected gas volumes reached 800 MMscf, recovery factor increased above 2% could be achieved. 
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When this data was overlain with both injection rate and injection period, the larger values yielded 
higher recovery factors. With more gas filling the fracture network, the oil was pushed out of the 
matrix and recovered due to buoyancy effects as described in the literature review. 
The reservoir pressure showed the same correlations in the dual permeability model that it 
did for the single porosity model. Reservoirs with higher pressure and more energy for fluid flow 
yielded better oil recovery. The larger amounts of gas injected as well as the higher injection rates 
contributed to this result. 
An additional variable analyzed was the natural fracture spacing. The fracture spacing was 
decreased in the simulation from 10 ft to 3 ft to provide more surface area throughout the reservoir 
for fluid to flow into the fracture. Results did not show strong correlations for this change since 
the values were close. The values which showed these minimal differences supported the 
hypothesis that decreasing fracture spacing did increase oil recovery factor. One possibility for the 
smaller differences in values could be that the gas flowed through the fracture network and 
bypassed oil trapped in the pore spaces. Even with gas flowing through the natural fractures, I 
would expect a highly fractured formation with very small natural fracture spacing to yield good 
recovery factors. 
6.2 Future Work 
GAGD application for tight oil reservoirs is complex and requires further analysis work 
for any field application. The scope of work for this thesis was focused on key input variables to 
analyze. There were many factors and functioning parts in the reservoir that could be analyzed. 
Reservoir properties and pressure data should be considered for specific field applications. 
In addition to the basic injection scenarios created for this work, additional cycles could be 
introduced. Sensitivities should be run to understand how cycling the gas would alter the GAGD. 
Also, this work was done for proof of concept on a single horizontal well. Multiple producers and 
multiple injectors should be considered for a larger scale project. Also, the equipment availability 
and capacities should be considered as well as economics when potentially looking to inject at 
high rates or for large volumes of gas. These applications may not be suitable for all locations. 
Results indicated that for a more pronounced GAGD mechanism the natural fractures 
should be minimized. In a heavily naturally fractured reservoir, the gas flowed towards the path of 
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least resistance and the gravity drainage mechanism was not leading the oil recovery. The increase 
in natural fractures did result in higher recovery factors, and the leading mechanism was increased 
contact area against the reservoir. In addition to fracture spacing and frequency throughout a 
reservoir, the fracture permeabilities and complexities should be analyzed in full. These variables 
were outside the scope of this project and likely would impact oil recovery factors. With the right 
combination of input parameters for a dual permeability model, it is possible the GAGD 
mechanism could be more pronounce and yield higher recovery rates than the single porosity 
model. The best candidates for this application would be for tight reservoirs with higher 
permeability values, such as 0.1 md or greater, higher reservoir pressures, and lower GOR. 
Additional work should be done to pursue this injection method for reservoirs that meet those 
criteria. 
Overall, the simulation work performed for this thesis was a good indicator for how gas 
injection into the top of tight oil reservoirs might respond. Some sensitivity runs showed 
encouraging performance for GAGD to occur, while others proved to be more difficult to achieve. 
The variables analyzed for results provided good screening criteria and quantitative data for a 
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ADDITIONAL DATA TO SUPPORT THESIS 
 This appendix contains the PVT data from the CMG simulator for both the original 
model and the history matched model. Additionally, it contains the exported results at three 
different production times which were analyzed for trends. 














14.70 6.38 1.10 4.13 0.72 0.01 3.00E-05 
96.38 78.26 1.13 86.23 0.57 0.01 3.00E-05 
78.07 166.91 1.18 173.90 0.48 0.01 3.00E-05 
59.76 264.79 1.24 267.02 0.42 0.01 3.00E-05 
1,141.44 369.37 1.30 364.92 0.37 0.02 3.00E-05 
1,423.13 479.30 1.36 466.25 0.34 0.02 3.00E-05 
1,704.82 593.72 1.43 568.97 0.31 0.02 3.00E-05 
1,986.50 712.03 1.51 670.68 0.29 0.02 3.00E-05 
2,268.19 833.80 1.59 769.05 0.27 0.02 3.00E-05 
2,549.88 958.67 1.67 862.28 0.26 0.02 3.00E-05 
2,831.57 1,086.38 1.76 949.32 0.24 0.02 3.00E-05 
3,113.25 1,216.70 1.85 1,029.73 0.23 0.03 3.00E-05 
3,394.94 1,349.44 1.94 1,103.55 0.22 0.03 2.69E-05 
3,676.63 1,484.44 2.04 1,171.12 0.21 0.03 2.43E-05 
3,958.31 1,621.57 2.14 1,232.91 0.20 0.03 2.20E-05 
4,240.00 1,760.69 2.24 1,289.46 0.20 0.03 2.02E-05 


















4,664.00 1,986.54 2.40 1,365.91 0.19 0.03 1.78E-05 
4,876.00 2,112.01 2.48 1,400.69 0.18 0.04 1.68E-05 
5,088.00 2,242.94 2.56 1,433.44 0.18 0.04 1.59E-05 
5,300.00 2,379.29 2.65 1,464.33 0.17 0.04 1.51E-05 
 
Table A.2    History matched model PVT values 













14.70 6.38 1.10 4.13 0.72 0.01 3.00E-05 
313.72 83.36 1.13 86.23 0.57 0.01 3.00E-05 
612.74 178.53 1.18 173.90 0.48 0.01 3.00E-05 
911.76 283.64 1.24 267.02 0.42 0.01 3.00E-05 
1,210.78 395.97 1.30 364.92 0.37 0.02 3.00E-05 
1,509.80 514.05 1.36 466.25 0.34 0.02 3.00E-05 
1,808.82 636.97 1.43 568.97 0.31 0.02 3.00E-05 
2,107.84 764.08 1.51 670.68 0.29 0.02 3.00E-05 
2,406.86 894.90 1.59 769.05 0.27 0.02 3.00E-05 
2,705.88 1,029.07 1.67 862.28 0.26 0.02 3.00E-05 
3,004.90 1,166.28 1.76 949.32 0.24 0.02 3.00E-05 
3,303.92 1,306.30 1.85 1,029.73 0.23 0.03 3.00E-05 
3,602.94 1,448.92 1.94 1,103.55 0.22 0.03 2.69E-05 
3,901.96 1,593.98 2.04 1,171.12 0.21 0.03 2.43E-05 
4,200.98 1,741.31 2.14 1,232.91 0.20 0.03 2.20E-05 
4,500.00 1,890.80 2.24 1,289.46 0.20 0.03 2.02E-05 
4,660.00 1,983.83 2.32 1,328.91 0.19 0.03 1.89E-05 
4,820.00 2,080.16 2.40 1,365.91 0.19 0.03 1.78E-05 
74 
 
Table A.2    Continued 













4,980.00 2,179.75 2.48 1,400.69 0.18 0.04 1.68E-05 
5,140.00 2,282.59 2.56 1,433.44 0.18 0.04 1.59E-05 





















































0 Base Case 0 0.001 0.001 0.001 123 2,411       1,522       -           2,895       11.19 0.00
4.5 MM 2017 2 0.001 0.001 0.001 130 6% 2,290       -5% 1,503       88            2,945       0.02 11.35 0.16
4.5 MM 2017 3 0.001 0.001 0.001 133 8% 2,266       -6% 1,495       120          36% 2,965       0.02 11.40 0.21
4.5 MM 2017 6 0.001 0.001 0.001 139 13% 2,229       -8% 1,473       209          137% 3,020       0.04 11.53 0.33
0 Base Case 0 0.001 0.001 0.00045 118 2,308       1,443       -           2,956       10.57 0.00
4.5 MM 2017 2 0.001 0.001 0.00045 123 5% 2,224       -4% 1,430       75            3,000       0.01 10.68 0.12
4.5 MM 2017 3 0.001 0.001 0.00045 125 6% 2,209       -4% 1,424       100          34% 3,018       0.02 10.72 0.15
4.5 MM 2017 6 0.001 0.001 0.00045 129 10% 2,196       -5% 1,406       167          124% 3,065       0.04 10.80 0.23
0 Base Case 0 0.005 0.005 0.005 174 4,086       2,311       -           2,403       15.93 0.00
4.5 MM 2017 2 0.005 0.005 0.005 201 15% 3,606       -12% 2,232       234          2,511       0.04 16.70 0.77
4.5 MM 2017 3 0.005 0.005 0.005 213 23% 3,430       -16% 2,200       346          48% 2,564       0.07 16.98 1.05
4.5 MM 2017 6 0.005 0.005 0.005 251 45% 2,984       -27% 2,120       657          180% 2,722       0.13 17.50 1.57
0 Base Case 0 0.005 0.005 0.00227 171 3,876       2,243       -           2,432       15.60 0.00
4.5 MM 2017 2 0.005 0.005 0.00227 194 14% 3,397       -12% 2,168       198          2,528       0.04 16.20 0.61
4.5 MM 2017 3 0.005 0.005 0.00227 204 19% 3,240       -16% 2,142       290          46% 2,572       0.06 16.45 0.86
4.5 MM 2017 6 0.005 0.005 0.00227 234 37% 2,851       -26% 2,070       539          172% 2,699       0.11 16.93 1.33
0 Base Case 0 0.01 0.01 0.01 189 4,879       2,579       -           2,260       17.14 0.00
4.5 MM 2017 2 0.01 0.01 0.01 225 19% 4,283       -12% 2,443       275          2,398       0.06 17.87 0.73
4.5 MM 2017 3 0.01 0.01 0.01 245 29% 4,027       -17% 2,386       414          51% 2,471       0.09 18.10 0.96
4.5 MM 2017 6 0.01 0.01 0.01 307 62% 3,354       -31% 2,260       819          198% 2,690       0.19 18.39 1.24
0 Base Case 0 0.01 0.01 0.0045 188 4,658       2,521       -           2,281       16.94 0.00
4.5 MM 2017 2 0.01 0.01 0.0045 225 20% 4,020       -14% 2,385       274          2,420       0.06 17.72 0.77
4.5 MM 2017 3 0.01 0.01 0.0045 242 29% 3,752       -19% 2,336       408          49% 2,488       0.09 17.95 1.00
4.5 MM 2017 6 0.01 0.01 0.0045 298 59% 3,172       -32% 2,223       784          186% 2,688       0.18 18.26 1.32
0 Base Case 0 0.05 0.05 0.05 205 5,035       2,645       -           2,200       18.17 0.00
4.5 MM 2017 2 0.05 0.05 0.05 228 11% 4,527       -10% 2,486       275          2,354       0.07 18.31 0.14
4.5 MM 2017 3 0.05 0.05 0.05 239 17% 4,312       -14% 2,438       414          51% 2,425       0.10 18.32 0.15
4.5 MM 2017 6 0.05 0.05 0.05 276 35% 3,738       -26% 2,367       819          198% 2,622       0.19 18.20 0.03
8 MM 2017 2 0.05 0.05 0.05 238 17% 4,320       -14% 2,464       488          2,442       0.11 18.48 0.31
8 MM 2017 3 0.05 0.05 0.05 256 25% 4,023       -20% 2,446       736          51% 2,549       0.16 18.50 0.33
8 MM 2017 6 0.05 0.05 0.05 301 47% 3,427       -32% 2,438       1,456       198% 2,891       0.31 18.28 0.11
12 MM 2017 2 0.05 0.05 0.05 252 23% 4,094       -19% 2,472       732          2,534       0.15 18.62 0.45
12 MM 2017 3 0.05 0.05 0.05 274 34% 3,761       -25% 2,485       1,104       51% 2,690       0.22 18.62 0.45
12 MM 2017 6 0.05 0.05 0.05 300 47% 3,430       -32% 2,473       2,092       186% 3,259       0.48 18.15 0.00
0 Base Case 0 0.05 0.05 0.0227 204 5,051       2,651       -           2,199       18.16 0.00
4.5 MM 2017 2 0.05 0.05 0.0227 235 15% 4,381       -13% 2,466       275          2,360       0.07 18.44 0.28
4.5 MM 2017 3 0.05 0.05 0.0227 249 22% 4,136       -18% 2,409       414          51% 2,434       0.11 18.45 0.30
4.5 MM 2017 6 0.05 0.05 0.0227 296 45% 3,484       -31% 2,314       819          198% 2,642       0.20 18.37 0.21
8 MM 2017 2 0.05 0.05 0.0227 251 23% 4,099       -19% 2,428       488          2,453       0.12 18.64 0.48
8 MM 2017 3 0.05 0.05 0.0227 273 34% 3,771       -25% 2,394       736          51% 2,567       0.17 18.68 0.53
8 MM 2017 6 0.05 0.05 0.0227 328 61% 3,137       -38% 2,381       1,456       198% 2,915       0.33 18.51 0.35
12 MM 2017 2 0.05 0.05 0.0227 262 29% 3,925       -22% 2,421       655          2,522       0.15 18.75 0.60
12 MM 2017 3 0.05 0.05 0.0227 289 42% 3,564       -29% 2,410       980          50% 2,664       0.21 18.79 0.64
12 MM 2017 6 0.05 0.05 0.0227 334 64% 3,083       -39% 2,419       1,839       181% 3,113       0.42 18.47 0.31
0 Base Case 0 0.1 0.1 0.1 214 4,816       2,596       -           2,210       18.40 0.00
4.5 MM 2017 2 0.1 0.1 0.1 232 8% 4,449       -8% 2,472       275          2,353       0.06 18.39 0.00
4.5 MM 2017 3 0.1 0.1 0.1 240 12% 4,292       -11% 2,442       414          51% 2,418       0.09 18.34 0.00
4.5 MM 2017 6 0.1 0.1 0.1 269 26% 3,829       -20% 2,415       819          198% 2,598       0.18 18.12 0.00
8 MM 2017 2 0.1 0.1 0.1 238 11% 4,329       -10% 2,477       488          2,431       0.10 18.47 0.07
8 MM 2017 3 0.1 0.1 0.1 251 17% 4,105       -15% 2,487       736          51% 2,527       0.14 18.43 0.03
8 MM 2017 6 0.1 0.1 0.1 286 34% 3,602       -25% 2,513       1,456       198% 2,852       0.29 18.02 0.00
12 MM 2017 2 0.1 0.1 0.1 246 15% 4,180       -13% 2,514       732          2,513       0.14 18.54 0.14
12 MM 2017 3 0.1 0.1 0.1 263 23% 3,914       -19% 2,558       1,104       51% 2,655       0.20 18.46 0.06
12 MM 2017 6 0.1 0.1 0.1 273 28% 3,773       -22% 2,566       2,184       198% 3,263       0.48 17.72 0.00
0 Base Case 0 0.1 0.1 0.045 212 4,866       2,603       -           2,208       18.36 0.00
4.5 MM 2017 2 0.1 0.1 0.045 238 12% 4,326       -11% 2,446       275          2,361       0.07 18.50 0.14
4.5 MM 2017 3 0.1 0.1 0.045 249 18% 4,137       -15% 2,406       414          51% 2,430       0.10 18.47 0.11
4.5 MM 2017 6 0.1 0.1 0.045 287 36% 3,589       -26% 2,356       819          198% 2,620       0.19 18.30 0.00
8 MM 2017 2 0.1 0.1 0.045 248 17% 4,148       -15% 2,435       488          2,445       0.11 18.62 0.26



















































0 Base Case 0 0.001 0.001 0.001 64 4,607      2,610      -          2,340      15.48 0.00
4.5 MM 2017 2 0.001 0.001 0.001 68 5% 4,431      -4% 2,594      88            2,373      1% 15.87 0.38
4.5 MM 2017 3 0.001 0.001 0.001 69 7% 4,385      -5% 2,589      120          36% 2,385      2% 16.00 0.52
4.5 MM 2017 6 0.001 0.001 0.001 72 11% 4,268      -7% 2,577      209          137% 2,417      3% 16.34 0.85
4.5 MM 2024 2 0.001 0.001 0.001 70 8% 4,138      -10% 2,581      106          2,384      2% 15.59 0.10
4.5 MM 2024 3 0.001 0.001 0.001 72 12% 3,958      -14% 2,567      146          37% 2,403      3% 15.64 0.15
4.5 MM 2024 6 0.001 0.001 0.001 80 24% 3,526      -23% 2,533      258          143% 2,458      5% 15.79 0.31
0 Base Case 0 0.001 0.001 0.00045 64 4,110      2,422      -          2,419      14.73 0.00
4.5 MM 2017 2 0.001 0.001 0.00045 67 4% 3,977      -3% 2,411      75            2,447      1% 15.01 0.29
4.5 MM 2017 3 0.001 0.001 0.00045 68 5% 3,930      -4% 2,407      100          34% 2,458      2% 15.12 0.39
4.5 MM 2017 6 0.001 0.001 0.00045 70 9% 3,814      -7% 2,394      167          124% 2,486      3% 15.36 0.63
4.5 MM 2024 2 0.001 0.001 0.00045 68 6% 3,769      -8% 2,400      89            2,458      2% 14.80 0.07
4.5 MM 2024 3 0.001 0.001 0.00045 70 9% 3,643      -11% 2,389      119          33% 2,473      2% 14.83 0.10
4.5 MM 2024 6 0.001 0.001 0.00045 75 17% 3,355      -18% 2,366      204          128% 2,517      4% 14.93 0.20
0 Base Case 0 0.005 0.005 0.005 47 11,651    4,726      -          1,588      20.43 0.00
4.5 MM 2017 2 0.005 0.005 0.005 48 4% 12,114    4% 4,809      234          1,626      2% 21.68 1.25
4.5 MM 2017 3 0.005 0.005 0.005 49 6% 12,249    5% 4,847      346          48% 1,644      3% 22.19 1.76
4.5 MM 2017 6 0.005 0.005 0.005 53 13% 12,519    7% 4,954      657          180% 1,696      7% 23.40 2.97
4.5 MM 2024 2 0.005 0.005 0.005 56 19% 10,384    -11% 4,740      275          1,657      4% 20.87 0.44
4.5 MM 2024 3 0.005 0.005 0.005 61 31% 9,791      -16% 4,724      411          50% 1,697      7% 21.16 0.73
4.5 MM 2024 6 0.005 0.005 0.005 76 63% 8,686      -25% 4,676      804          193% 1,815      14% 22.14 1.71
0 Base Case 0 0.005 0.005 0.00227 49 10,832    4,545      -          1,639      20.17 0.00
4.5 MM 2017 2 0.005 0.005 0.00227 52 6% 10,888    1% 4,575      198          1,681      3% 21.28 1.11
4.5 MM 2017 3 0.005 0.005 0.00227 54 9% 10,925    1% 4,595      290          46% 1,699      4% 21.73 1.56
4.5 MM 2017 6 0.005 0.005 0.00227 57 16% 10,976    1% 4,650      539          172% 1,748      7% 22.81 2.64
4.5 MM 2024 2 0.005 0.005 0.00227 59 20% 9,488      -12% 4,529      252          1,710      4% 20.57 0.41
4.5 MM 2024 3 0.005 0.005 0.00227 64 30% 8,907      -18% 4,498      364          44% 1,748      7% 20.83 0.66
4.5 MM 2024 6 0.005 0.005 0.00227 79 60% 7,846      -28% 4,406      676          169% 1,857      13% 21.67 1.50
0 Base Case 0 0.01 0.01 0.01 38 14,681    5,425      -          1,384      21.42 0.00
4.5 MM 2017 2 0.01 0.01 0.01 39 2% 15,713    7% 5,550      275          1,418      2% 22.67 1.25
4.5 MM 2017 3 0.01 0.01 0.01 40 4% 16,060    9% 5,616      414          51% 1,437      4% 23.19 1.76
4.5 MM 2017 6 0.01 0.01 0.01 44 15% 16,557    13% 5,756      819          198% 1,507      9% 24.35 2.93
4.5 MM 2024 2 0.01 0.01 0.01 44 16% 13,709    -7% 5,493      275          1,435      4% 21.81 0.39
4.5 MM 2024 3 0.01 0.01 0.01 47 24% 13,287    -9% 5,514      414          51% 1,465      6% 22.06 0.64
4.5 MM 2024 6 0.01 0.01 0.01 57 49% 12,558    -14% 5,571      819          198% 1,555      12% 22.88 1.46
0 Base Case 0 0.01 0.01 0.0045 40 13,977    5,285      -          1,420      21.31 0.00
4.5 MM 2017 2 0.01 0.01 0.0045 42 5% 14,650    5% 5,384      274          1,462      3% 22.68 1.38
4.5 MM 2017 3 0.01 0.01 0.0045 43 7% 14,910    7% 5,441      408          49% 1,481      4% 23.20 1.89
4.5 MM 2017 6 0.01 0.01 0.0045 46 14% 15,486    11% 5,613      784          186% 1,534      8% 24.38 3.08
4.5 MM 2024 2 0.01 0.01 0.0045 47 18% 12,751    -9% 5,326      275          1,478      4% 21.72 0.42
4.5 MM 2024 3 0.01 0.01 0.0045 51 29% 12,176    -13% 5,325      414          51% 1,514      7% 22.02 0.71
4.5 MM 2024 6 0.01 0.01 0.0045 64 60% 11,154    -20% 5,315      819          198% 1,622      14% 23.03 1.73
0 Base Case 0 0.05 0.05 0.05 36 19,325    6,187      -          1,166      22.72 0.00
4.5 MM 2017 2 0.05 0.05 0.05 40 13% 20,265    5% 6,174      275          1,239      6% 23.20 0.48
4.5 MM 2017 3 0.05 0.05 0.05 43 21% 20,397    6% 6,166      414          51% 1,277      10% 23.38 0.66
4.5 MM 2017 6 0.05 0.05 0.05 52 45% 19,895    3% 6,130      819          198% 1,391      19% 23.84 1.12
4.5 MM 2024 2 0.05 0.05 0.05 41 14% 19,063    -1% 6,235      275          1,223      5% 23.02 0.30
4.5 MM 2024 3 0.05 0.05 0.05 44 23% 18,952    -2% 6,247      414          51% 1,256      8% 23.16 0.44
4.5 MM 2024 6 0.05 0.05 0.05 55 54% 18,514    -4% 6,220      819          198% 1,366      17% 23.48 0.76
8 MM 2017 2 0.05 0.05 0.05 44 22% 20,546    6% 6,200      488          1,287      10% 23.54 0.82
8 MM 2017 3 0.05 0.05 0.05 49 38% 20,454    6% 6,207      736          51% 1,349      16% 23.84 1.12
8 MM 2017 6 0.05 0.05 0.05 56 56% 18,440    -5% 6,200      1,456      198% 1,538      32% 24.57 1.85
8 MM 2024 2 0.05 0.05 0.05 45 25% 18,983    -2% 6,289      488          1,264      8% 23.33 0.61
8 MM 2024 3 0.05 0.05 0.05 50 40% 18,907    -2% 6,302      736          51% 1,324      14% 23.58 0.86
8 MM 2024 6 0.05 0.05 0.05 60 68% 17,181    -11% 6,220      1,456      198% 1,531      31% 24.02 1.30
12 MM 2017 2 0.05 0.05 0.05 48 35% 20,544    0% 6,233      732          1,341      15% 23.89 1.17
12 MM 2017 3 0.05 0.05 0.05 52 46% 19,721    -4% 6,248      1,104      51% 1,433      23% 24.30 1.59
12 MM 2017 6 0.05 0.05 0.05 62 74% 16,588    -19% 6,236      2,092      186% 1,699      46% 25.18 2.46
12 MM 2024 2 0.05 0.05 0.05 49 38% 18,951    -7% 6,330      732          1,315      13% 23.71 0.99









0 Base Case 0 0.05 0.05 0.0227 36 18,958    6,157      -          1,174      22.68 0.00
4.5 MM 2017 2 0.05 0.05 0.0227 40 13% 19,807    4% 6,135      275          1,249      6% 23.41 0.73
4.5 MM 2017 3 0.05 0.05 0.0227 43 22% 19,858    5% 6,124      414          51% 1,288      10% 23.64 0.96
4.5 MM 2017 6 0.05 0.05 0.0227 53 50% 19,376    2% 6,077      819          198% 1,403      20% 24.26 1.58
4.5 MM 2024 2 0.05 0.05 0.0227 41 16% 18,365    -3% 6,207      275          1,231      5% 23.04 0.36
4.5 MM 2024 3 0.05 0.05 0.0227 44 24% 18,185    -4% 6,224      414          51% 1,262      8% 23.21 0.53
4.5 MM 2024 6 0.05 0.05 0.0227 54 53% 17,699    -7% 6,219      819          198% 1,366      16% 23.65 0.97
8 MM 2017 2 0.05 0.05 0.0227 44 24% 19,976    5% 6,154      488          1,298      11% 23.87 1.18
8 MM 2017 3 0.05 0.05 0.0227 49 39% 19,870    5% 6,153      736          51% 1,362      16% 24.24 1.56
8 MM 2017 6 0.05 0.05 0.0227 58 63% 17,835    -6% 6,143      1,456      198% 1,552      32% 25.17 2.49
8 MM 2024 2 0.05 0.05 0.0227 45 26% 18,097    -5% 6,265      488          1,270      8% 23.44 0.76
8 MM 2024 3 0.05 0.05 0.0227 50 41% 18,017    -5% 6,291      736          51% 1,326      13% 23.80 1.12
8 MM 2024 6 0.05 0.05 0.0227 64 81% 16,053    -15% 6,226      1,456      198% 1,529      30% 24.39 1.71
12 MM 2017 2 0.05 0.05 0.0227 47 33% 19,996    5% 6,171      655          1,337      14% 24.15 1.47
12 MM 2017 3 0.05 0.05 0.0227 53 49% 19,434    3% 6,173      980          50% 1,419      21% 24.63 1.95
12 MM 2017 6 0.05 0.05 0.0227 61 73% 16,779    -11% 6,181      1,839      181% 1,643      40% 25.63 2.95
12 MM 2024 2 0.05 0.05 0.0227 49 39% 17,981    -5% 6,317      732          1,318      12% 23.96 1.28
12 MM 2024 3 0.05 0.05 0.0227 59 67% 17,369    -8% 6,313      1,104      51% 1,413      20% 24.40 1.72
12 MM 2024 6 0.05 0.05 0.0227 77 118% 13,300    -30% 6,226      2,184      198% 1,725      47% 24.81 2.13
0 Base Case 0 0.1 0.1 0.1 40 21,129    6,312      -          1,131      23.11 0.00
4.5 MM 2017 2 0.1 0.1 0.1 48 19% 21,651    2% 6,234      275          1,220      8% 23.33 0.21
4.5 MM 2017 3 0.1 0.1 0.1 48 20% 21,508    2% 6,204      414          51% 1,264      12% 23.39 0.28
4.5 MM 2017 6 0.1 0.1 0.1 50 25% 20,491    -3% 6,178      819          198% 1,374      21% 23.65 0.53
4.5 MM 2024 2 0.1 0.1 0.1 48 19% 20,893    -1% 6,294      275          1,205      7% 23.30 0.19
4.5 MM 2024 3 0.1 0.1 0.1 50 25% 20,606    -2% 6,264      414          51% 1,248      10% 23.38 0.26
4.5 MM 2024 6 0.1 0.1 0.1 53 32% 19,497    -8% 6,171      819          198% 1,375      22% 23.54 0.43
8 MM 2017 2 0.1 0.1 0.1 48 19% 21,627    2% 6,240      488          1,273      13% 23.49 0.38
8 MM 2017 3 0.1 0.1 0.1 49 22% 21,147    0% 6,250      736          51% 1,334      18% 23.67 0.55
8 MM 2017 6 0.1 0.1 0.1 54 35% 19,049    -10% 6,276      1,456      198% 1,514      34% 24.12 1.01
8 MM 2024 2 0.1 0.1 0.1 50 24% 20,726    -2% 6,296      488          1,259      11% 23.47 0.36
8 MM 2024 3 0.1 0.1 0.1 51 27% 20,255    -4% 6,264      736          51% 1,330      18% 23.61 0.50
8 MM 2024 6 0.1 0.1 0.1 56 40% 18,301    -13% 6,171      1,456      198% 1,541      36% 23.89 0.78
12 MM 2017 2 0.1 0.1 0.1 48 21% 21,295    1% 6,277      732          1,326      17% 23.71 0.60
12 MM 2017 3 0.1 0.1 0.1 50 26% 20,448    -3% 6,320      1,104      51% 1,410      25% 23.97 0.86
12 MM 2017 6 0.1 0.1 0.1 61 53% 16,780    -21% 6,328      2,184      198% 1,696      50% 24.59 1.48
12 MM 2024 2 0.1 0.1 0.1 50 26% 20,475    -3% 6,296      732          1,320      17% 23.69 0.57
12 MM 2024 3 0.1 0.1 0.1 52 31% 19,630    -7% 6,264      1,104      51% 1,424      26% 23.85 0.74
12 MM 2024 6 0.1 0.1 0.1 63 58% 16,238    -23% 6,171      2,184      198% 1,739      54% 24.17 1.06
0 Base Case 0 0.1 0.1 0.045 39 20,753    6,296      -          1,135      23.04 0.00
4.5 MM 2017 2 0.1 0.1 0.045 47 19% 21,365    3% 6,207      275          1,227      8% 23.52 0.48
4.5 MM 2017 3 0.1 0.1 0.045 49 24% 21,180    2% 6,169      414          51% 1,272      12% 23.64 0.59
4.5 MM 2017 6 0.1 0.1 0.045 51 31% 20,073    -3% 6,119      819          198% 1,388      22% 24.04 1.00
4.5 MM 2024 2 0.1 0.1 0.045 47 19% 20,197    -3% 6,291      275          1,205      6% 23.30 0.26
4.5 MM 2024 3 0.1 0.1 0.045 51 30% 19,958    -4% 6,271      414          51% 1,246      10% 23.41 0.37
4.5 MM 2024 6 0.1 0.1 0.045 55 41% 18,712    -10% 6,178      819          198% 1,373      21% 23.68 0.64
8 MM 2017 2 0.1 0.1 0.045 48 24% 21,258    2% 6,198      488          1,284      13% 23.78 0.74
8 MM 2017 3 0.1 0.1 0.045 50 27% 20,714    0% 6,192      736          51% 1,348      19% 24.05 1.00
8 MM 2017 6 0.1 0.1 0.045 55 42% 18,579    -10% 6,226      1,456      198% 1,526      34% 24.72 1.68
8 MM 2024 2 0.1 0.1 0.045 52 32% 19,998    -4% 6,303      488          1,257      11% 23.57 0.53
8 MM 2024 3 0.1 0.1 0.045 53 35% 19,419    -6% 6,271      736          51% 1,328      17% 23.77 0.73
8 MM 2024 6 0.1 0.1 0.045 60 54% 17,111    -18% 6,178      1,456      198% 1,539      36% 24.16 1.12
12 MM 2017 2 0.1 0.1 0.045 49 26% 20,857    0% 6,218      732          1,340      18% 24.10 1.06
12 MM 2017 3 0.1 0.1 0.045 52 32% 19,921    -4% 6,254      1,104      51% 1,426      26% 24.48 1.43
12 MM 2017 6 0.1 0.1 0.045 63 62% 16,273    -22% 6,299      2,184      198% 1,701      50% 25.37 2.32
12 MM 2024 2 0.1 0.1 0.045 53 34% 19,596    -6% 6,303      732          1,318      16% 23.90 0.85
12 MM 2024 3 0.1 0.1 0.045 56 42% 18,538    -11% 6,271      1,104      51% 1,421      25% 24.16 1.11















































0 Base Case 0 0.001 0.001 0.001 38 7,148      3,652      -          1,955      17.85 0.00
4.5 MM 2017 2 0.001 0.001 0.001 39 4% 7,063      -1% 3,655      88            1,978      1% 18.35 0.49
4.5 MM 2017 3 0.001 0.001 0.001 40 5% 7,058      -1% 3,658      120          1,986      2% 18.51 0.65
4.5 MM 2017 6 0.001 0.001 0.001 41 7% 7,043      -1% 3,667      209          2,007      3% 18.93 1.08
4.5 MM 2024 2 0.001 0.001 0.001 41 9% 6,632      -7% 3,617      106          1,993      2% 18.18 0.32
4.5 MM 2024 3 0.001 0.001 0.001 42 12% 6,496      -9% 3,603      146          2,009      3% 18.32 0.46
4.5 MM 2024 6 0.001 0.001 0.001 46 21% 6,230      -13% 3,581      258          2,051      5% 18.71 0.86
0 Base Case 0 0.001 0.001 0.00045 40 6,190      3,362      -          2,050      17.17 0.00
4.5 MM 2017 2 0.001 0.001 0.00045 41 3% 6,068      -2% 3,359      75            2,071      1% 17.54 0.37
4.5 MM 2017 3 0.001 0.001 0.00045 42 5% 6,033      -3% 3,358      100          2,079      1% 17.67 0.51
4.5 MM 2017 6 0.001 0.001 0.00045 43 8% 5,949      -4% 3,355      167          2,100      2% 18.00 0.83
4.5 MM 2024 2 0.001 0.001 0.00045 43 8% 5,749      -7% 3,327      89            2,084      2% 17.41 0.25
4.5 MM 2024 3 0.001 0.001 0.00045 44 10% 5,626      -9% 3,313      119          2,098      2% 17.51 0.35
4.5 MM 2024 6 0.001 0.001 0.00045 47 17% 5,399      -13% 3,292      204          2,133      4% 17.79 0.63
0 Base Case 0 0.005 0.005 0.005 18 17,088    6,222      -          1,182      21.81 0.00
4.5 MM 2017 2 0.005 0.005 0.005 17 -3% 18,505    8% 6,409      234          1,192      1% 23.07 1.26
4.5 MM 2017 3 0.005 0.005 0.005 17 -3% 19,012    11% 6,494      346          1,199      1% 23.59 1.79
4.5 MM 2017 6 0.005 0.005 0.005 17 -3% 20,277    19% 6,728      657          1,216      3% 24.84 3.04
4.5 MM 2024 2 0.005 0.005 0.005 20 13% 16,367    -4% 6,352      275          1,218      3% 22.47 0.67
4.5 MM 2024 3 0.005 0.005 0.005 21 20% 16,169    -5% 6,405      411          1,238      5% 22.89 1.09
4.5 MM 2024 6 0.005 0.005 0.005 23 34% 16,369    -4% 6,574      804          1,293      9% 24.20 2.39
0 Base Case 0 0.005 0.005 0.00227 19 16,227    6,051      -          1,226      21.65 0.00
4.5 MM 2017 2 0.005 0.005 0.00227 19 1% 17,005    5% 6,180      198          1,242      1% 22.81 1.16
4.5 MM 2017 3 0.005 0.005 0.00227 19 1% 17,343    7% 6,241      290          1,249      2% 23.28 1.64
4.5 MM 2017 6 0.005 0.005 0.00227 19 2% 18,164    12% 6,407      539          1,269      3% 24.43 2.78
4.5 MM 2024 2 0.005 0.005 0.00227 22 15% 15,290    -6% 6,138      252          1,267      3% 22.31 0.66
4.5 MM 2024 3 0.005 0.005 0.00227 23 21% 15,034    -7% 6,164      364          1,288      5% 22.70 1.05
4.5 MM 2024 6 0.005 0.005 0.00227 26 37% 14,936    -8% 6,254      676          1,343      10% 23.88 2.23
0 Base Case 0 0.01 0.01 0.01 13 19,782    6,845      -          1,009      22.50 0.00
4.5 MM 2017 2 0.01 0.01 0.01 13 -5% 21,966    11% 7,076      275          1,017      1% 23.73 1.23
4.5 MM 2017 3 0.01 0.01 0.01 13 -6% 22,801    15% 7,195      414          1,022      1% 24.26 1.75
4.5 MM 2017 6 0.01 0.01 0.01 13 -5% 24,556    24% 7,513      819          1,045      4% 25.48 2.98
4.5 MM 2024 2 0.01 0.01 0.01 15 9% 19,552    -1% 7,025      275          1,031      2% 23.03 0.52
4.5 MM 2024 3 0.01 0.01 0.01 15 13% 19,614    -1% 7,112      414          1,044      3% 23.35 0.84
4.5 MM 2024 6 0.01 0.01 0.01 16 21% 20,411    3% 7,377      819          1,078      7% 24.34 1.84
0 Base Case 0 0.01 0.01 0.0045 14 19,199    6,732      -          1,037      22.45 0.00
4.5 MM 2017 2 0.01 0.01 0.0045 14 -3% 21,018    9% 6,949      274          1,049      1% 23.84 1.39
4.5 MM 2017 3 0.01 0.01 0.0045 14 -4% 21,728    13% 7,059      408          1,055      2% 24.36 1.91
4.5 MM 2017 6 0.01 0.01 0.0045 14 -5% 23,449    22% 7,372      784          1,071      3% 25.58 3.13
4.5 MM 2024 2 0.01 0.01 0.0045 16 11% 18,613    -3% 6,888      275          1,065      3% 23.04 0.59
4.5 MM 2024 3 0.01 0.01 0.0045 17 17% 18,512    -4% 6,960      414          1,081      4% 23.43 0.98
4.5 MM 2024 6 0.01 0.01 0.0045 18 29% 19,068    -1% 7,186      819          1,124      8% 24.70 2.24
0 Base Case 0 0.05 0.05 0.05 8 28,964    7,704      -          782          23.57 0.00
4.5 MM 2017 2 0.05 0.05 0.05 8 -1% 32,172    11% 7,905      275          799          2% 24.11 0.54
4.5 MM 2017 3 0.05 0.05 0.05 8 1% 33,057    14% 8,005      414          809          4% 24.32 0.75
4.5 MM 2017 6 0.05 0.05 0.05 9 10% 34,354    19% 8,292      819          838          7% 24.94 1.37
4.5 MM 2024 2 0.05 0.05 0.05 9 3% 30,536    5% 7,917      275          796          2% 23.95 0.38
4.5 MM 2024 3 0.05 0.05 0.05 9 4% 31,314    8% 8,022      414          805          3% 24.13 0.56
4.5 MM 2024 6 0.05 0.05 0.05 9 11% 33,361    15% 8,314      819          833          7% 24.60 1.03
8 MM 2017 2 0.05 0.05 0.05 8 1% 33,427    15% 8,069      488          811          4% 24.49 0.92
8 MM 2017 3 0.05 0.05 0.05 9 5% 34,286    18% 8,253      736          827          6% 24.87 1.30
8 MM 2017 6 0.05 0.05 0.05 10 26% 35,147    21% 8,761      1,456      879          12% 25.89 2.32
8 MM 2024 2 0.05 0.05 0.05 9 4% 31,792    10% 8,088      488          807          3% 24.31 0.74
8 MM 2024 3 0.05 0.05 0.05 9 7% 33,152    14% 8,276      736          821          5% 24.63 1.06
8 MM 2024 6 0.05 0.05 0.05 10 26% 35,097    21% 8,774      1,456      876          12% 25.39 1.82
12 MM 2017 2 0.05 0.05 0.05 9 5% 34,274    0% 8,257      732          825          6% 24.91 1.34
12 MM 2017 3 0.05 0.05 0.05 9 13% 34,951    2% 8,532      1,104      849          9% 25.46 1.89
12 MM 2017 6 0.05 0.05 0.05 12 51% 35,161    3% 9,179      2,092      933          19% 26.77 3.20
12 MM 2024 2 0.05 0.05 0.05 9 6% 33,076    -4% 8,281      732          819          5% 24.75 1.18








0 Base Case 0 0.05 0.05 0.0227 9 27,075    7,657      -          793          23.55 0.00
4.5 MM 2017 2 0.05 0.05 0.0227 9 -1% 30,082    11% 7,852      275          812          2% 24.34 0.79
4.5 MM 2017 3 0.05 0.05 0.0227 9 2% 30,846    14% 7,949      414          823          4% 24.62 1.06
4.5 MM 2017 6 0.05 0.05 0.0227 10 10% 32,211    19% 8,228      819          853          8% 25.39 1.84
4.5 MM 2024 2 0.05 0.05 0.0227 9 5% 27,867    3% 7,863      275          810          2% 24.00 0.45
4.5 MM 2024 3 0.05 0.05 0.0227 10 7% 28,446    5% 7,967      414          819          3% 24.22 0.67
4.5 MM 2024 6 0.05 0.05 0.0227 10 14% 30,227    12% 8,259      819          846          7% 24.82 1.26
8 MM 2017 2 0.05 0.05 0.0227 9 2% 31,249    15% 8,012      488          825          4% 24.85 1.29
8 MM 2017 3 0.05 0.05 0.0227 9 6% 32,100    19% 8,191      736          842          6% 25.31 1.76
8 MM 2017 6 0.05 0.05 0.0227 11 25% 33,162    22% 8,695      1,456      895          13% 26.53 2.98
8 MM 2024 2 0.05 0.05 0.0227 10 8% 28,708    6% 8,032      488          820          3% 24.46 0.91
8 MM 2024 3 0.05 0.05 0.0227 10 10% 29,942    11% 8,220      736          835          5% 24.89 1.34
8 MM 2024 6 0.05 0.05 0.0227 12 31% 31,201    15% 8,715      1,456      890          12% 25.84 2.29
12 MM 2017 2 0.05 0.05 0.0227 9 4% 31,876    18% 8,138      655          835          5% 25.18 1.63
12 MM 2017 3 0.05 0.05 0.0227 10 11% 32,656    21% 8,374      980          857          8% 25.78 2.22
12 MM 2017 6 0.05 0.05 0.0227 12 38% 33,312    23% 8,956      1,839      925          17% 27.15 3.60
12 MM 2024 2 0.05 0.05 0.0227 10 10% 29,735    10% 8,224      732          833          5% 25.04 1.49
12 MM 2024 3 0.05 0.05 0.0227 11 18% 30,656    13% 8,492      1,104      858          8% 25.64 2.09
12 MM 2024 6 0.05 0.05 0.0227 15 72% 29,432    9% 9,166      2,184      959          21% 26.73 3.18
0 Base Case 0 0.1 0.1 0.1 6 36,869    7,980      -          713          23.93 0.00
4.5 MM 2017 2 0.1 0.1 0.1 6 3% 40,076    9% 8,181      275          730          3% 24.23 0.31
4.5 MM 2017 3 0.1 0.1 0.1 7 6% 40,864    11% 8,284      414          739          4% 24.35 0.42
4.5 MM 2017 6 0.1 0.1 0.1 7 20% 41,484    13% 8,578      819          766          8% 24.76 0.84
4.5 MM 2024 2 0.1 0.1 0.1 6 3% 39,495    7% 8,194      275          727          2% 24.21 0.28
4.5 MM 2024 3 0.1 0.1 0.1 7 6% 40,382    10% 8,297      414          736          3% 24.34 0.42
4.5 MM 2024 6 0.1 0.1 0.1 7 19% 41,758    13% 8,581      819          766          7% 24.69 0.76
8 MM 2017 2 0.1 0.1 0.1 7 6% 41,263    12% 8,350      488          741          4% 24.46 0.00
8 MM 2017 3 0.1 0.1 0.1 7 13% 41,756    13% 8,538      736          756          6% 24.72 0.26
8 MM 2017 6 0.1 0.1 0.1 9 43% 41,435    12% 9,050      1,456      807          13% 25.45 0.99
8 MM 2024 2 0.1 0.1 0.1 7 5% 41,027    11% 8,363      488          738          4% 24.45 0.00
8 MM 2024 3 0.1 0.1 0.1 7 12% 42,207    14% 8,546      736          754          6% 24.68 0.22
8 MM 2024 6 0.1 0.1 0.1 9 45% 42,604    16% 9,024      1,456      813          14% 25.26 0.81
12 MM 2017 2 0.1 0.1 0.1 7 12% 41,810    13% 8,543      732          754          6% 24.75 0.82
12 MM 2017 3 0.1 0.1 0.1 8 24% 41,980    14% 8,824      1,104      776          9% 25.13 1.21
12 MM 2017 6 0.1 0.1 0.1 12 89% 40,155    9% 9,514      2,184      872          22% 26.21 2.29
12 MM 2024 2 0.1 0.1 0.1 7 10% 42,408    15% 8,552      732          751          5% 24.74 0.81
12 MM 2024 3 0.1 0.1 0.1 8 24% 42,881    16% 8,816      1,104      778          9% 25.05 1.12
12 MM 2024 6 0.1 0.1 0.1 13 100% 40,558    10% 9,452      2,184      887          25% 25.85 1.93
0 Base Case 0 0.1 0.1 0.045 7 32,399    7,932      -          724          23.88 0.00
4.5 MM 2017 2 0.1 0.1 0.045 7 1% 36,120    11% 8,127      275          743          3% 24.45 0.56
4.5 MM 2017 3 0.1 0.1 0.045 7 3% 37,025    14% 8,227      414          753          4% 24.62 0.74
4.5 MM 2017 6 0.1 0.1 0.045 8 14% 38,448    19% 8,515      819          782          8% 25.19 1.30
4.5 MM 2024 2 0.1 0.1 0.045 7 4% 34,130    5% 8,141      275          740          2% 24.24 0.36
4.5 MM 2024 3 0.1 0.1 0.045 8 7% 35,045    8% 8,244      414          749          3% 24.41 0.53
4.5 MM 2024 6 0.1 0.1 0.045 8 16% 37,235    15% 8,529      819          778          7% 24.87 0.99
8 MM 2017 2 0.1 0.1 0.045 7 3% 37,502    16% 8,291      488          755          4% 24.77 0.00
8 MM 2017 3 0.1 0.1 0.045 8 9% 38,396    19% 8,476      736          771          6% 25.13 0.35
8 MM 2017 6 0.1 0.1 0.045 10 33% 39,294    21% 8,988      1,456      821          13% 26.07 1.30
8 MM 2024 2 0.1 0.1 0.045 8 6% 35,732    10% 8,311      488          751          4% 24.58 0.00
8 MM 2024 3 0.1 0.1 0.045 8 11% 37,138    15% 8,494      736          766          6% 24.88 0.11
8 MM 2024 6 0.1 0.1 0.045 10 39% 38,533    19% 8,973      1,456      826          14% 25.60 0.83
12 MM 2017 2 0.1 0.1 0.045 8 8% 38,407    19% 8,480      732          769          6% 25.17 1.28
12 MM 2017 3 0.1 0.1 0.045 8 18% 39,169    21% 8,758      1,104      792          9% 25.67 1.78
12 MM 2017 6 0.1 0.1 0.045 12 71% 38,718    20% 9,459      2,184      884          22% 27.01 3.13
12 MM 2024 2 0.1 0.1 0.045 8 9% 37,260    15% 8,500      732          764          5% 24.98 1.10
12 MM 2024 3 0.1 0.1 0.045 9 20% 38,255    18% 8,763      1,104      790          9% 25.40 1.52



















































0 10 Base Case 0 0.001 0.001 0.001 141 1,249       1,075       -           3,003       10.41
4.5 MM 10 2017 2 0.001 0.001 0.001 155 10% 1,267       1% 1,132       275          3,142       5% 10.74 0.33
4.5 MM 10 2017 3 0.001 0.001 0.001 162 15% 1,287       3% 1,163       414          51% 3,215       7% 10.92 0.51
4.5 MM 10 2017 6 0.001 0.001 0.001 192 37% 1,371       10% 1,258       819          198% 3,462       15% 11.46 1.05
0 10 Base Case 0 0.001 0.001 0.00045 128 1,250       907          -           3,190       8.64
4.5 MM 10 2017 2 0.001 0.001 0.00045 142 10% 1,330       6% 958          275          3,374       6% 8.93 0.29
4.5 MM 10 2017 3 0.001 0.001 0.00045 147 14% 1,381       11% 984          414          51% 3,482       9% 9.09 0.45
4.5 MM 10 2017 6 0.001 0.001 0.00045 169 32% 1,513       21% 1,061       819          198% 3,938       23% 9.59 0.95
0 10 Base Case 0 0.005 0.005 0.005 219 4,539       2,450       -           2,238       18.38
4.5 MM 10 2017 2 0.005 0.005 0.005 253 16% 4,064       -10% 2,361       275          2,366       6% 18.62 0.24
4.5 MM 10 2017 3 0.005 0.005 0.005 274 25% 3,761       -17% 2,308       414          51% 2,438       9% 18.70 0.32
4.5 MM 10 2017 6 0.005 0.005 0.005 356 63% 2,892       -36% 2,160       819          198% 2,666       19% 18.70 0.32
0 10 Base Case 0 0.005 0.005 0.00227 197 3,721       2,186       -           2,342       17.53
4.5 MM 10 2017 2 0.005 0.005 0.00227 222 12% 3,402       -9% 2,153       275          2,455       5% 17.90 0.37
4.5 MM 10 2017 3 0.005 0.005 0.00227 236 20% 3,206       -14% 2,133       414          51% 2,518       8% 18.06 0.52
4.5 MM 10 2017 6 0.005 0.005 0.00227 291 47% 2,659       -29% 2,077       819          198% 2,710       16% 18.32 0.78
0 10 Base Case 0 0.01 0.01 0.01 212 4,867       2,535       -           2,206       18.55
4.5 MM 10 2017 2 0.01 0.01 0.01 246 16% 4,183       -14% 2,397       275          2,352       7% 18.73 0.18
4.5 MM 10 2017 3 0.01 0.01 0.01 270 28% 3,841       -21% 2,331       414          51% 2,428       10% 18.78 0.23
4.5 MM 10 2017 6 0.01 0.01 0.01 355 68% 2,904       -40% 2,163       819          198% 2,664       21% 18.71 0.17
0 10 Base Case 0 0.01 0.01 0.0045 212 4,853       2,534       -           2,207       18.56
4.5 MM 10 2017 2 0.01 0.01 0.0045 247 16% 4,177       -14% 2,397       275          2,352       7% 18.73 0.17
4.5 MM 10 2017 3 0.01 0.01 0.0045 270 27% 3,836       -21% 2,330       414          51% 2,428       10% 18.78 0.23
4.5 MM 10 2017 6 0.01 0.01 0.0045 355 67% 2,898       -40% 2,163       819          198% 2,665       21% 18.71 0.16
0 10 Base Case 0 0.05 0.05 0.05 203 5,082       2,497       -           2,220       18.58
4.5 MM 10 2017 2 0.05 0.05 0.05 247 22% 4,171       -18% 2,361       275          2,364       6% 18.77 0.19
4.5 MM 10 2017 3 0.05 0.05 0.05 273 35% 3,801       -25% 2,297       414          51% 2,441       10% 18.82 0.24
4.5 MM 10 2017 6 0.05 0.05 0.05 362 78% 2,847       -44% 2,134       819          198% 2,676       21% 18.73 0.15
8 MM 10 2017 2 0.05 0.05 0.05 275 36% 3,775       -26% 2,312       488          2,462       11% 19.00 0.43
8 MM 10 2017 3 0.05 0.05 0.05 317 56% 3,249       -36% 2,238       736          51% 2,590       17% 19.07 0.50
8 MM 10 2017 6 0.05 0.05 0.05 412 103% 2,015       -60% 2,080       1,456       198% 3,016       36% 18.77 0.20
0 10 Base Case 0 0.05 0.05 0.0227 211 4,884       2,533       -           2,207       18.54
4.5 MM 10 2017 2 0.05 0.05 0.0227 246 17% 4,191       -14% 2,395       275          2,352       7% 18.73 0.18
4.5 MM 10 2017 3 0.05 0.05 0.0227 268 27% 3,842       -21% 2,327       414          51% 2,430       10% 18.78 0.24
4.5 MM 10 2017 6 0.05 0.05 0.0227 358 70% 2,900       -41% 2,161       819          198% 2,665       21% 18.71 0.17
8 MM 10 2017 2 0.05 0.05 0.0227 272 29% 3,815       -22% 2,342       488          2,450       11% 18.97 0.42
8 MM 10 2017 3 0.05 0.05 0.0227 313 48% 3,290       -33% 2,266       736          51% 2,580       17% 19.06 0.51
8 MM 10 2017 6 0.05 0.05 0.0227 412 95% 2,052       -58% 2,098       1,456       198% 3,009       36% 18.77 0.23
0 10 Base Case 0 0.1 0.1 0.1 185 5,617       2,427       -           2,244       18.58
4.5 MM 10 2017 2 0.1 0.1 0.1 238 28% 4,332       -23% 2,296       275          2,388       6% 18.83 0.25
4.5 MM 10 2017 3 0.1 0.1 0.1 273 48% 3,803       -32% 2,235       414          51% 2,465       10% 18.89 0.31
4.5 MM 10 2017 6 0.1 0.1 0.1 385 107% 2,704       -52% 2,080       819          198% 2,702       20% 18.76 0.18
8 MM 10 2017 2 0.1 0.1 0.1 275 48% 3,777       -33% 2,251       488          2,486       11% 19.06 0.49
8 MM 10 2017 3 0.1 0.1 0.1 333 80% 3,127       -44% 2,179       736          51% 2,615       17% 19.14 0.56
8 MM 10 2017 6 0.1 0.1 0.1 412 122% 1,830       -67% 2,045       1,456       198% 3,041       36% 18.77 0.19
0 10 Base Case 0 0.1 0.1 0.045 208 4,999       2,505       -           2,217       18.57
4.5 MM 10 2017 2 0.1 0.1 0.045 247 19% 4,175       -16% 2,368       275          2,362       7% 18.76 0.19
4.5 MM 10 2017 3 0.1 0.1 0.045 270 30% 3,813       -24% 2,304       414          51% 2,439       10% 18.81 0.24
4.5 MM 10 2017 6 0.1 0.1 0.045 360 74% 2,859       -43% 2,140       819          198% 2,673       21% 18.72 0.15
8 MM 10 2017 2 0.1 0.1 0.045 274 32% 3,784       -24% 2,319       488          2,459       11% 18.99 0.42
8 MM 10 2017 3 0.1 0.1 0.045 316 52% 3,261       -35% 2,245       736          51% 2,587       17% 19.07 0.50
8 MM 10 2017 6 0.1 0.1 0.045 412 99% 2,026       -59% 2,084       1,456       198% 3,014       36% 18.77 0.20
0 3 Base Case 0 0.001 0.001 0.001 142 1,251       1,086       -           2,992       10.54
4.5 MM 3 2017 2 0.001 0.001 0.001 160 13% 1,251       0% 1,143       275          3,129       5% 10.85 0.31
4.5 MM 3 2017 3 0.001 0.001 0.001 170 20% 1,266       1% 1,174       414          51% 3,203       7% 11.02 0.48
4.5 MM 3 2017 6 0.001 0.001 0.001 193 36% 1,377       10% 1,265       819          98% 3,450       15% 11.52 0.98
0 3 Base Case 0 0.005 0.005 0.005 218 4,642       2,469       -           2,231       18.37
4.5 MM 3 2017 2 0.005 0.005 0.005 252 16% 4,088       -12% 2,368       275          2,363       6% 18.64 0.27
4.5 MM 3 2017 3 0.005 0.005 0.005 272 25% 3,781       -19% 2,313       414          51% 2,436       9% 18.72 0.35



















































0 10 Base Case 0 0.001 0.001 0.001 75 2,314             1,684        2,575      15.31
4.5 MM 10 2017 2 0.001 0.001 0.001 79 5% 2,303             0% 1,775        275          2,644      3% 16.00 0.70
4.5 MM 10 2017 3 0.001 0.001 0.001 80 7% 2,299             -1% 1,825        414          51% 2,678      4% 16.37 1.06
4.5 MM 10 2017 6 0.001 0.001 0.001 85 13% 2,294             -1% 1,984        819          198% 2,773      8% 17.48 2.17
4.5 MM 10 2024 2 0.001 0.001 0.001 83 11% 2,147             -7% 1,698        275          2,685      4% 15.71 0.40
4.5 MM 10 2024 3 0.001 0.001 0.001 87 16% 2,073             -10% 1,709        414          51% 2,741      6% 15.94 0.63
4.5 MM 10 2024 6 0.001 0.001 0.001 100 34% 1,901             -18% 1,762        819          198% 2,904      13% 16.66 1.36
0 10 Base Case 0 0.001 0.001 0.00045 75 1,660             1,387        -          2,751      13.32
4.5 MM 10 2017 2 0.001 0.001 0.00045 79 5% 1,643             -1% 1,481        275          2,830      3% 13.99 0.68
4.5 MM 10 2017 3 0.001 0.001 0.00045 81 8% 1,636             -1% 1,532        414          51% 2,868      4% 14.35 1.03
4.5 MM 10 2017 6 0.001 0.001 0.00045 86 15% 1,633             -2% 1,692        819          198% 2,976      8% 15.42 2.10
4.5 MM 10 2024 2 0.001 0.001 0.00045 83 11% 1,562             -6% 1,418        275          2,870      4% 13.72 0.40
4.5 MM 10 2024 3 0.001 0.001 0.00045 87 16% 1,528             -8% 1,440        414          51% 2,930      6% 13.93 0.61
4.5 MM 10 2024 6 0.001 0.001 0.00045 101 35% 1,457             -12% 1,524        819          198% 3,103      13% 14.53 1.22
0 10 Base Case 0 0.005 0.005 0.005 32 20,044          5,707        -          1,273      22.77
4.5 MM 10 2017 2 0.005 0.005 0.005 34 5% 20,765          4% 5,804        275          1,316      3% 23.43 0.66
4.5 MM 10 2017 3 0.005 0.005 0.005 35 9% 20,994          5% 5,830        414          51% 1,344      6% 23.78 1.01
4.5 MM 10 2017 6 0.005 0.005 0.005 41 27% 21,119          5% 5,850        819          198% 1,440      13% 24.71 1.94
4.5 MM 10 2024 2 0.005 0.005 0.005 35 10% 19,671          -2% 5,792        275          1,320      4% 22.98 0.21
4.5 MM 10 2024 3 0.005 0.005 0.005 37 16% 19,385          -3% 5,823        414          51% 1,347      6% 23.13 0.36
4.5 MM 10 2024 6 0.005 0.005 0.005 44 37% 18,558          -7% 5,887        819          198% 1,434      13% 23.53 0.76
0 10 Base Case 0 0.005 0.005 0.00227 42 15,113          4,874        -          1,491      22.13
4.5 MM 10 2017 2 0.005 0.005 0.00227 43 3% 15,759          4% 4,998        275          1,528      2% 22.86 0.73
4.5 MM 10 2017 3 0.005 0.005 0.00227 43 4% 16,048          6% 5,055        414          51% 1,548      4% 23.24 1.11
4.5 MM 10 2017 6 0.005 0.005 0.00227 45 10% 16,748          11% 5,208        819          198% 1,611      8% 24.28 2.15
4.5 MM 10 2024 2 0.005 0.005 0.00227 46 10% 14,668          -3% 4,929        275          1,548      4% 22.39 0.27
4.5 MM 10 2024 3 0.005 0.005 0.00227 48 15% 14,444          -4% 4,952        414          51% 1,578      6% 22.55 0.42
4.5 MM 10 2024 6 0.005 0.005 0.00227 55 32% 13,797          -9% 5,008        819          198% 1,671      12% 23.04 0.91
0 10 Base Case 0 0.01 0.01 0.01 42 23,914          6,297        -          1,123      23.02
4.5 MM 10 2017 2 0.01 0.01 0.01 44 5% 23,314          -3% 6,159        275          1,226      9% 23.62 0.60
4.5 MM 10 2017 3 0.01 0.01 0.01 45 6% 22,972          -4% 6,093        414          51% 1,277      14% 23.91 0.89
4.5 MM 10 2017 6 0.01 0.01 0.01 47 12% 21,869          -9% 5,926        819          198% 1,420      26% 24.73 1.71
4.5 MM 10 2024 2 0.01 0.01 0.01 46 8% 22,545          -6% 6,235        275          1,208      8% 23.16 0.14
4.5 MM 10 2024 3 0.01 0.01 0.01 47 11% 21,911          -8% 6,203        414          51% 1,251      11% 23.25 0.23
4.5 MM 10 2024 6 0.01 0.01 0.01 51 22% 20,033          -16% 6,110        819          198% 1,376      23% 23.54 0.51
0 10 Base Case 0 0.01 0.01 0.0045 35 23,068          6,205        -          1,146      23.01
4.5 MM 10 2017 2 0.01 0.01 0.0045 41 19% 22,955          0% 6,146        275          1,229      7% 23.64 0.63
4.5 MM 10 2017 3 0.01 0.01 0.0045 45 30% 22,709          -2% 6,093        414          51% 1,277      11% 23.94 0.93
4.5 MM 10 2017 6 0.01 0.01 0.0045 48 38% 21,611          -6% 5,925        819          198% 1,420      24% 24.76 1.75
4.5 MM 10 2024 2 0.01 0.01 0.0045 41 18% 22,143          -4% 6,208        275          1,215      6% 23.18 0.17
4.5 MM 10 2024 3 0.01 0.01 0.0045 45 29% 21,619          -6% 6,194        414          51% 1,253      9% 23.28 0.27
4.5 MM 10 2024 6 0.01 0.01 0.0045 52 51% 19,811          -14% 6,109        819          198% 1,376      20% 23.57 0.57
0 10 Base Case 0 0.05 0.05 0.05 1 2,050,296     6,259        -          1,138      20.93
4.5 MM 10 2017 2 0.05 0.05 0.05 1 14% 1,796,223     -12% 6,124        275          1,240      9% 21.69 0.76
4.5 MM 10 2017 3 0.05 0.05 0.05 1 27% 1,616,536     -21% 6,059        414          51% 1,291      13% 22.07 1.14
4.5 MM 10 2017 6 0.05 0.05 0.05 1 70% 1,202,709     -41% 5,897        819          198% 1,433      26% 23.12 2.19
4.5 MM 10 2024 2 0.05 0.05 0.05 1 42% 1,441,345     -30% 6,197        275          1,223      7% 21.27 0.34
4.5 MM 10 2024 3 0.05 0.05 0.05 1 77% 1,160,442     -43% 6,165        414          51% 1,266      11% 21.45 0.53
4.5 MM 10 2024 6 0.05 0.05 0.05 2 257% 587,562        -71% 6,072        819          198% 1,392      22% 22.04 1.11
8 MM 10 2017 2 0.05 0.05 0.05 1 24% 1,656,335     -19% 6,075        488          1,305      15% 22.25 1.32
8 MM 10 2017 3 0.05 0.05 0.05 1 42% 1,447,153     -29% 6,001        736          51% 1,385      22% 22.87 1.94
8 MM 10 2017 6 0.05 0.05 0.05 1 125% 911,225        -56% 5,824        1,456      198% 1,614      42% 24.64 3.71
8 MM 10 2024 2 0.05 0.05 0.05 1 79% 1,145,884     -44% 6,197        488          1,276      12% 21.55 0.62
8 MM 10 2024 3 0.05 0.05 0.05 1 152% 813,278        -60% 6,165        736          51% 1,347      18% 21.90 0.97
8 MM 10 2024 6 0.05 0.05 0.05 4 731% 256,311        -87% 6,072        1,456      198% 1,556      37% 23.04 2.11
0 10 Base Case 0 0.05 0.05 0.0227 26 39,995          6,296        -          1,124      22.46
4.5 MM 10 2017 2 0.05 0.05 0.0227 24 -5% 42,176          5% 6,157        275          1,228      9% 23.09 0.63
4.5 MM 10 2017 3 0.05 0.05 0.0227 24 -6% 42,394          6% 6,090        414          51% 1,279      14% 23.42 0.96
4.5 MM 10 2017 6 0.05 0.05 0.0227 25 -2% 40,984          2% 5,923        819          198% 1,422      26% 24.31 1.85









0 10 Base Case 0 0.1 0.1 0.045 1 1,635,106     6,267        -          1,135      21.11
4.5 MM 10 2017 2 0.1 0.1 0.045 1 -12% 1,837,754     12% 6,131        275          1,238      9% 21.87 0.75
4.5 MM 10 2017 3 0.1 0.1 0.045 1 -1% 1,666,733     2% 6,066        414          51% 1,289      14% 22.24 1.13
4.5 MM 10 2017 6 0.1 0.1 0.045 1 41% 1,144,325     -30% 5,903        819          198% 1,431      26% 23.27 2.16
4.5 MM 10 2024 2 0.1 0.1 0.045 1 62% 1,031,050     -37% 6,204        275          1,221      8% 21.46 0.34
4.5 MM 10 2024 3 0.1 0.1 0.045 1 104% 819,282        -50% 6,172        414          51% 1,263      11% 21.64 0.53
4.5 MM 10 2024 6 0.1 0.1 0.045 3 311% 402,265        -75% 6,080        819          198% 1,389      22% 22.22 1.10
8 MM 10 2017 2 0.1 0.1 0.045 1 -9% 1,761,255     8% 6,082        488          1,303      15% 22.41 1.30
8 MM 10 2017 3 0.1 0.1 0.045 1 9% 1,481,537     -9% 6,007        736          51% 1,383      22% 23.03 1.92
8 MM 10 2017 6 0.1 0.1 0.045 1 96% 822,901        -50% 5,829        1,456      198% 1,611      42% 24.78 3.67
8 MM 10 2024 2 0.1 0.1 0.045 1 98% 840,889        -49% 6,204        488          1,274      12% 21.73 0.62
8 MM 10 2024 3 0.1 0.1 0.045 2 184% 585,931        -64% 6,172        736          51% 1,344      18% 22.08 0.96
8 MM 10 2024 6 0.1 0.1 0.045 6 790% 185,149        -89% 6,080        1,456      198% 1,554      37% 23.19 2.08
0 3.00 Base Case 0 0.001 0.001 0.001 75 2,376             1,704        -          2,565      15.41
4.5 MM 3.00 2017 2 0.001 0.001 0.001 78 5% 2,351             -1% 1,794        275          2,634      3% 16.11 0.70
4.5 MM 3.00 2017 3 0.001 0.001 0.001 80 7% 2,346             -1% 1,844        414          51% 2,667      4% 16.48 1.07
4.5 MM 3.00 2017 6 0.001 0.001 0.001 84 13% 2,345             -1% 2,002        819          98% 2,761      8% 17.58 2.17
4.5 MM 3.00 2024 2 0.001 0.001 0.001 83 11% 2,191             -8% 1,717        275          2,674      4% 15.82 0.41
4.5 MM 3.00 2024 3 0.001 0.001 0.001 87 16% 2,114             -11% 1,727        414          51% 2,730      6% 16.05 0.64
4.5 MM 3.00 2024 6 0.001 0.001 0.001 100 34% 1,940             -18% 1,780        819          98% 2,892      13% 16.79 1.38
0 3.00 Base Case 0 0.005 0.005 0.005 32 20,203          5,744        -          1,264      22.72
4.5 MM 3.00 2017 2 0.005 0.005 0.005 34 6% 20,898          3% 5,824        275          1,311      4% 23.44 0.72
4.5 MM 3.00 2017 3 0.005 0.005 0.005 35 11% 21,111          4% 5,848        414          51% 1,340      6% 23.79 1.07
4.5 MM 3.00 2017 6 0.005 0.005 0.005 41 29% 21,182          5% 5,859        819          98% 1,437      14% 24.71 1.99
4.5 MM 3.00 2024 2 0.005 0.005 0.005 35 11% 19,752          -2% 5,823        275          1,313      4% 22.94 0.22
4.5 MM 3.00 2024 3 0.005 0.005 0.005 37 17% 19,512          -3% 5,855        414          51% 1,339      6% 23.06 0.35
4.5 MM 3.00 2024 6 0.005 0.005 0.005 44 38% 18,679          -8% 5,917        819          98% 1,427      13% 23.46 0.74
0 3.00 Base Case 0 0.01 0.01 0.01 43 23,911          6,297        -          1,123      23.02
4.5 MM 3.00 2017 2 0.01 0.01 0.01 44 4% 23,311          -3% 6,159        275          1,226      9% 23.62 0.60
4.5 MM 3.00 2017 3 0.01 0.01 0.01 45 5% 22,971          -4% 6,093        414          51% 1,277      14% 23.92 0.89
4.5 MM 3.00 2017 6 0.01 0.01 0.01 47 10% 21,873          -9% 5,926        819          98% 1,420      26% 24.73 1.70
4.5 MM 3.00 2024 2 0.01 0.01 0.01 46 7% 22,554          -6% 6,235        275          1,208      8% 23.16 0.13
4.5 MM 3.00 2024 3 0.01 0.01 0.01 47 10% 21,907          -8% 6,203        414          51% 1,251      11% 23.25 0.22
4.5 MM 3.00 2024 6 0.01 0.01 0.01 51 21% 20,025          -16% 6,110        819          98% 1,376      23% 23.54 0.51
0 3.00 Base Case 0 0.05 0.05 0.05 0 3,238,387     6,259        -          1,138      20.92
4.5 MM 3.00 2017 2 0.05 0.05 0.05 0 23% 2,635,809     -19% 6,124        275          1,240      9% 21.69 0.77
4.5 MM 3.00 2017 3 0.05 0.05 0.05 0 43% 2,260,018     -30% 6,059        414          51% 1,291      13% 22.07 1.15
4.5 MM 3.00 2017 6 0.05 0.05 0.05 1 112% 1,524,508     -53% 5,897        819          98% 1,432      26% 23.10 2.19
4.5 MM 3.00 2024 2 0.05 0.05 0.05 1 65% 1,966,883     -39% 6,196        275          1,223      8% 21.26 0.34
4.5 MM 3.00 2024 3 0.05 0.05 0.05 1 119% 1,478,953     -54% 6,164        414          51% 1,266      11% 21.45 0.53
4.5 MM 3.00 2024 6 0.05 0.05 0.05 2 398% 663,648        -80% 6,072        819          98% 1,392      22% 22.04 1.12
8 MM 3.00 2017 2 0.05 0.05 0.05 0 39% 2,335,677     -28% 6,075        488          1,306      15% 22.24 1.33
8 MM 3.00 2017 3 0.05 0.05 0.05 1 67% 1,939,004     -40% 6,001        736          51% 1,384      22% 22.85 1.94
8 MM 3.00 2017 6 0.05 0.05 0.05 1 198% 1,087,067     -66% 5,824        1,456      98% 1,613      42% 24.62 3.71
8 MM 3.00 2024 2 0.05 0.05 0.05 1 123% 1,453,896     -55% 6,196        488          1,276      12% 21.54 0.62
8 MM 3.00 2024 3 0.05 0.05 0.05 1 239% 956,564        -70% 6,164        736          51% 1,347      18% 21.89 0.98
8 MM 3.00 2024 6 0.05 0.05 0.05 4 1168% 267,094        -92% 6,072        1,456      98% 1,557      37% 23.03 2.12
12 MM 3.00 2017 2 0.05 0.05 0.05 0 52% 2,135,315     -34% 6,038        732          1,372      21% 22.77 1.85
12 MM 3.00 2017 3 0.05 0.05 0.05 1 87% 1,729,398     -47% 5,957        1,104      51% 1,484      30% 23.67 2.75
12 MM 3.00 2017 6 0.05 0.05 0.05 1 364% 697,425        -78% 5,780        2,184      98% 1,812      59% 26.26 5.35
12 MM 3.00 2024 2 0.05 0.05 0.05 1 207% 1,055,304     -67% 6,196        732          1,338      18% 21.88 0.97
12 MM 3.00 2024 3 0.05 0.05 0.05 2 460% 589,852        -82% 6,164        1,104      51% 1,441      27% 22.45 1.53
12 MM 3.00 2024 6 0.05 0.05 0.05 10 2919% 110,027        -97% 6,072        2,184      98% 1,749      54% 24.38 3.46
0 3.00 Base Case 0 0.1 0.1 0.1 1 727,319        6,190        -          1,158      19.86
4.5 MM 3.00 2017 2 0.1 0.1 0.1 2 6% 685,442        -6% 6,059        275          1,260      9% 20.71 0.85
4.5 MM 3.00 2017 3 0.1 0.1 0.1 2 10% 659,304        -9% 5,997        414          51% 1,310      13% 21.12 1.25
4.5 MM 3.00 2017 6 0.1 0.1 0.1 2 21% 597,657        -18% 5,843        819          98% 1,452      25% 22.25 2.39
4.5 MM 3.00 2024 2 0.1 0.1 0.1 2 10% 660,525        -9% 6,127        275          1,243      7% 20.09 0.23
4.5 MM 3.00 2024 3 0.1 0.1 0.1 2 16% 622,800        -14% 6,095        414          51% 1,286      11% 20.28 0.41
4.5 MM 3.00 2024 6 0.1 0.1 0.1 2 38% 522,646        -28% 6,002        819          98% 1,414      22% 20.91 1.04
8 MM 3.00 2017 2 0.1 0.1 0.1 2 10% 660,339        -9% 6,013        488          1,324      14% 21.30 1.43
8 MM 3.00 2017 3 0.1 0.1 0.1 2 15% 627,167        -14% 5,942        736          51% 1,403      21% 21.96 2.09
8 MM 3.00 2017 6 0.1 0.1 0.1 2 30% 555,715        -24% 5,773        1,456      98% 1,632      41% 23.82 3.96
















































0 10 Base Case 0 0.001 0.001 0.001 46 4,324                      2,369        2,269      18.13
4.5 MM 10 2017 2 0.001 0.001 0.001 47 2% 4,446                      3% 2,490        275              2,315      2% 18.92 0.79
4.5 MM 10 2017 3 0.001 0.001 0.001 47 3% 4,513                      4% 2,555        414              2,337      3% 19.33 1.20
4.5 MM 10 2017 6 0.001 0.001 0.001 48 4% 4,749                      10% 2,759        819              2,396      6% 20.54 2.41
4.5 MM 10 2024 2 0.001 0.001 0.001 49 7% 4,227                      -2% 2,406        275              2,347      3% 18.78 0.65
4.5 MM 10 2024 3 0.001 0.001 0.001 51 10% 4,188                      -3% 2,428        414              2,386      5% 19.14 1.01
4.5 MM 10 2024 6 0.001 0.001 0.001 55 19% 4,097                      -5% 2,518        819              2,494      10% 20.22 2.09
0 10 Base Case 0 0.001 0.001 0.00045 49 2,795                      1,863        -              2,485      16.23
4.5 MM 10 2017 2 0.001 0.001 0.00045 51 3% 2,841                      2% 1,978        275              2,540      2% 17.02 0.79
4.5 MM 10 2017 3 0.001 0.001 0.00045 51 4% 2,868                      3% 2,039        414              2,566      3% 17.43 1.20
4.5 MM 10 2017 6 0.001 0.001 0.00045 53 7% 2,969                      6% 2,229        819              2,638      6% 18.64 2.42
4.5 MM 10 2024 2 0.001 0.001 0.00045 53 7% 2,716                      -3% 1,913        275              2,570      3% 16.88 0.66
4.5 MM 10 2024 3 0.001 0.001 0.00045 54 10% 2,681                      -4% 1,943        414              2,611      5% 17.23 1.00
4.5 MM 10 2024 6 0.001 0.001 0.00045 59 19% 2,611                      -7% 2,056        819              2,720      9% 18.20 1.97
0 10 Base Case 0 0.005 0.005 0.005 5 66,544                   7,302        -              872          23.56
4.5 MM 10 2017 2 0.005 0.005 0.005 5 12% 61,673                   -7% 7,518        275              886          2% 24.25 0.69
4.5 MM 10 2017 3 0.005 0.005 0.005 6 23% 57,352                   -14% 7,620        414              895          3% 24.62 1.06
4.5 MM 10 2017 6 0.005 0.005 0.005 6 39% 55,945                   -16% 7,897        819              925          6% 25.64 2.08
4.5 MM 10 2024 2 0.005 0.005 0.005 6 35% 50,767                   -24% 7,498        275              892          2% 23.85 0.29
4.5 MM 10 2024 3 0.005 0.005 0.005 7 47% 47,413                   -29% 7,595        414              902          3% 24.03 0.47
4.5 MM 10 2024 6 0.005 0.005 0.005 8 78% 42,373                   -36% 7,871        819              933          7% 24.56 1.00
0 10 Base Case 0 0.005 0.005 0.00227 13 25,715                   6,579        -              1,051      23.26
4.5 MM 10 2017 2 0.005 0.005 0.00227 12 -3% 27,855                   8% 6,806        275              1,062      1% 23.99 0.73
4.5 MM 10 2017 3 0.005 0.005 0.00227 12 -5% 29,032                   13% 6,919        414              1,068      2% 24.38 1.12
4.5 MM 10 2017 6 0.005 0.005 0.00227 12 -9% 32,577                   27% 7,242        819              1,086      3% 25.43 2.17
4.5 MM 10 2024 2 0.005 0.005 0.00227 13 4% 26,267                   2% 6,754        275              1,075      2% 23.61 0.35
4.5 MM 10 2024 3 0.005 0.005 0.00227 14 7% 26,601                   3% 6,842        414              1,088      3% 23.81 0.55
4.5 MM 10 2024 6 0.005 0.005 0.00227 15 13% 27,722                   8% 7,095        819              1,124      7% 24.44 1.18
0 10 Base Case 0 0.01 0.01 0.01 0 -                          8,215        -              646          23.52
4.5 MM 10 2017 2 0.01 0.01 0.01 0 0% -                          0% 8,404        275              666          3% 24.28 0.76
4.5 MM 10 2017 3 0.01 0.01 0.01 0 0% -                          0% 8,495        414              678          5% 24.65 1.13
4.5 MM 10 2017 6 0.01 0.01 0.01 0 0% 40,952,464            0% 8,737        819              716          11% 25.67 2.16
4.5 MM 10 2024 2 0.01 0.01 0.01 0 0% -                          0% 8,415        275              664          3% 23.82 0.30
4.5 MM 10 2024 3 0.01 0.01 0.01 0 0% -                          0% 8,514        414              673          4% 24.00 0.48
4.5 MM 10 2024 6 0.01 0.01 0.01 0 0% 5,387,235              0% 8,781        819              707          9% 24.53 1.01
0 10 Base Case 0 0.01 0.01 0.0045 3 92,405                   7,854        -              734          23.73
4.5 MM 10 2017 2 0.01 0.01 0.0045 4 44% 67,921                   -26% 8,043        275              754          3% 24.46 0.73
4.5 MM 10 2017 3 0.01 0.01 0.0045 5 71% 59,186                   -36% 8,137        414              766          4% 24.82 1.09
4.5 MM 10 2017 6 0.01 0.01 0.0045 7 146% 46,343                   -50% 8,397        819              800          9% 25.80 2.07
4.5 MM 10 2024 2 0.01 0.01 0.0045 4 55% 61,926                   -33% 8,049        275              753          3% 24.02 0.29
4.5 MM 10 2024 3 0.01 0.01 0.0045 5 85% 53,215                   -42% 8,147        414              763          4% 24.18 0.45
4.5 MM 10 2024 6 0.01 0.01 0.0045 8 173% 39,899                   -57% 8,424        819              795          8% 24.67 0.94
0 10 Base Case 0 0.05 0.05 0.05 0 498,775                 8,759        -              510          21.01
4.5 MM 10 2017 2 0.05 0.05 0.05 0 -29% 1,229,951              147% 9,004        275              517          1% 21.71 0.70
4.5 MM 10 2017 3 0.05 0.05 0.05 0 -97% 44,374,480            8797% 9,123        414              522          2% 22.08 1.07
4.5 MM 10 2017 6 0.05 0.05 0.05 0 0% -                          0% 9,408        819              551          8% 23.12 2.11
4.5 MM 10 2024 2 0.05 0.05 0.05 0 17% 693,536                 39% 9,010        275              516          1% 21.32 0.31
4.5 MM 10 2024 3 0.05 0.05 0.05 0 26% 826,704                 66% 9,132        414              520          2% 21.50 0.49
4.5 MM 10 2024 6 0.05 0.05 0.05 0 -29% 3,076,630              517% 9,455        819              541          6% 22.06 1.05
8 MM 10 2017 2 0.05 0.05 0.05 0 0% -                          0% 9,190        488              524          3% 22.25 1.25
8 MM 10 2017 3 0.05 0.05 0.05 0 0% -                          0% 9,376        736              538          6% 22.88 1.87
8 MM 10 2017 6 0.05 0.05 0.05 0 0% -                          0% 9,585        1,456          664          30% 24.65 3.64
8 MM 10 2024 2 0.05 0.05 0.05 0 20% 916,157                 84% 9,201        488              521          2% 21.58 0.57
8 MM 10 2024 3 0.05 0.05 0.05 0 -9% 1,831,068              267% 9,408        736              531          4% 21.92 0.91
8 MM 10 2024 6 0.05 0.05 0.05 0 0% -                          0% 9,817        1,456          611          20% 23.06 2.05
0 10 Base Case 0 0.05 0.05 0.0227 0 1,529,626              8,720        -              517          23.09
4.5 MM 10 2017 2 0.05 0.05 0.0227 0 19% 2,064,457              35% 8,954        275              528          2% 23.77 0.68
4.5 MM 10 2017 3 0.05 0.05 0.0227 0 47% 2,149,226              41% 9,065        414              535          3% 24.11 1.02
4.5 MM 10 2017 6 0.05 0.05 0.0227 0 475% 1,115,830              -27% 9,335        819              568          10% 25.01 1.92









0 10 Base Case 0 0.1 0.1 0.045 0 310,396                 8,783        -              503          21.40
4.5 MM 10 2017 2 0.1 0.1 0.045 0 84% 390,148                 26% 9,039        275              507          1% 22.04 0.64
4.5 MM 10 2017 3 0.1 0.1 0.045 0 163% 419,274                 35% 9,163        414              511          2% 22.37 0.97
4.5 MM 10 2017 6 0.1 0.1 0.045 1 656% 487,285                 57% 9,464        819              536          7% 23.31 1.91
4.5 MM 10 2024 2 0.1 0.1 0.045 0 74% 356,898                 15% 9,044        275              506          1% 21.70 0.30
4.5 MM 10 2024 3 0.1 0.1 0.045 0 136% 376,964                 21% 9,173        414              509          1% 21.87 0.47
4.5 MM 10 2024 6 0.1 0.1 0.045 1 660% 337,623                 9% 9,511        819              526          5% 22.37 0.97
8 MM 10 2017 2 0.1 0.1 0.045 0 186% 435,146                 40% 9,231        488              513          2% 22.52 1.12
8 MM 10 2017 3 0.1 0.1 0.045 0 352% 536,942                 73% 9,427        736              524          4% 23.07 1.67
8 MM 10 2017 6 0.1 0.1 0.045 0 0% -                          0% 9,591        1,456          662          32% 24.79 3.39
8 MM 10 2024 2 0.1 0.1 0.045 0 155% 380,928                 23% 9,243        488              510          1% 21.94 0.54
8 MM 10 2024 3 0.1 0.1 0.045 0 362% 377,857                 22% 9,460        736              518          3% 22.24 0.84
8 MM 10 2024 6 0.1 0.1 0.045 12 12958% 81,684                   -74% 9,839        1,456          605          20% 23.24 1.84
0 3.00 Base Case 0 0.001 0.001 0.001 45 4,436                      2,400        -              2,257      18.21
4.5 MM 3.00 2017 2 0.001 0.001 0.001 46 2% 4,543                      2% 2,519        275              2,304      2% 19.01 0.80
4.5 MM 3.00 2017 3 0.001 0.001 0.001 47 3% 4,610                      4% 2,584        414              2,325      3% 19.42 1.21
4.5 MM 3.00 2017 6 0.001 0.001 0.001 47 4% 4,851                      9% 2,788        819              2,384      6% 20.62 2.41
4.5 MM 3.00 2024 2 0.001 0.001 0.001 49 7% 4,318                      -3% 2,435        275              2,336      3% 18.87 0.66
4.5 MM 3.00 2024 3 0.001 0.001 0.001 50 11% 4,278                      -4% 2,457        414              2,374      5% 19.23 1.02
4.5 MM 3.00 2024 6 0.001 0.001 0.001 54 19% 4,200                      -5% 2,547        819              2,481      10% 20.32 2.11
0 3.00 Base Case 0 0.005 0.005 0.005 4 72,533                   7,329        -              866          23.49
4.5 MM 3.00 2017 2 0.005 0.005 0.005 5 13% 67,315                   -7% 7,540        275              881          2% 24.25 0.76
4.5 MM 3.00 2017 3 0.005 0.005 0.005 5 25% 61,771                   -15% 7,641        414              890          3% 24.62 1.13
4.5 MM 3.00 2017 6 0.005 0.005 0.005 6 48% 57,544                   -21% 7,914        819              920          6% 25.63 2.14
4.5 MM 3.00 2024 2 0.005 0.005 0.005 6 36% 54,884                   -24% 7,522        275              886          2% 23.79 0.30
4.5 MM 3.00 2024 3 0.005 0.005 0.005 7 57% 48,267                   -33% 7,620        414              896          4% 23.96 0.47
4.5 MM 3.00 2024 6 0.005 0.005 0.005 8 90% 43,265                   -40% 7,895        819              927          7% 24.48 0.99
0 3.00 Base Case 0 0.01 0.01 0.01 0 0% -                          0% 8,224        -              644          23.52
4.5 MM 3.00 2017 2 0.01 0.01 0.01 0 0% -                          0% 8,413        275              664          3% 24.28 0.76
4.5 MM 3.00 2017 3 0.01 0.01 0.01 0 0% -                          0% 8,504        414              675          5% 24.65 1.13
4.5 MM 3.00 2017 6 0.01 0.01 0.01 0 0% -                          0% 8,746        819              714          11% 25.67 2.15
4.5 MM 3.00 2024 2 0.01 0.01 0.01 0 0% -                          0% 8,424        275              662          3% 23.82 0.30
4.5 MM 3.00 2024 3 0.01 0.01 0.01 0 0% -                          0% 8,522        414              671          4% 23.99 0.47
4.5 MM 3.00 2024 6 0.01 0.01 0.01 0 0% 17,367,872            8,789        819              704          9% 24.53 1.01
0 3.00 Base Case 0 0.05 0.05 0.05 0 527,503                 8,759        -              510          21.02
4.5 MM 3.00 2017 2 0.05 0.05 0.05 0 0% 1,068,250              103% 9,004        275              517          1% 21.71 0.69
4.5 MM 3.00 2017 3 0.05 0.05 0.05 0 0% 13,765,839            2510% 9,125        414              521          2% 22.07 1.05
4.5 MM 3.00 2017 6 0.05 0.05 0.05 0 0% -                          0% 9,410        819              549          8% 23.11 2.09
4.5 MM 3.00 2024 2 0.05 0.05 0.05 0 0% 702,694                 33% 9,010        275              515          1% 21.34 0.32
4.5 MM 3.00 2024 3 0.05 0.05 0.05 0 0% 797,171                 51% 9,132        414              520          2% 21.51 0.49
4.5 MM 3.00 2024 6 0.05 0.05 0.05 0 0% 1,799,822              241% 9,456        819              540          6% 22.05 1.04
8 MM 3.00 2017 2 0.05 0.05 0.05 0 0% -                          0% 9,193        488              523          3% 22.25 1.23
8 MM 3.00 2017 3 0.05 0.05 0.05 0 0% -                          0% 9,376        736              536          5% 22.86 1.84
8 MM 3.00 2017 6 0.05 0.05 0.05 0 0% -                          0% 9,585        1,456          663          30% 24.63 3.61
8 MM 3.00 2024 2 0.05 0.05 0.05 0 0% 859,876                 63% 9,201        488              521          2% 21.59 0.57
8 MM 3.00 2024 3 0.05 0.05 0.05 0 0% 1,385,505              163% 9,409        736              531          4% 21.92 0.90
8 MM 3.00 2024 6 0.05 0.05 0.05 0 0% -                          0% 9,818        1,456          611          20% 23.05 2.03
12 MM 3.00 2017 2 0.05 0.05 0.05 0 0% -                          0% 9,375        732              534          5% 22.77 1.75
12 MM 3.00 2017 3 0.05 0.05 0.05 0 0% -                          0% 9,600        1,104          569          12% 23.67 2.66
12 MM 3.00 2017 6 0.05 0.05 0.05 0 0% -                          0% 9,542        2,184          848          66% 26.27 5.25
12 MM 3.00 2024 2 0.05 0.05 0.05 0 0% 1,355,199              157% 9,411        732              530          4% 21.91 0.89
12 MM 3.00 2024 3 0.05 0.05 0.05 0 0% -                          0% 9,694        1,104          552          8% 22.46 1.44
12 MM 3.00 2024 6 0.05 0.05 0.05 0 0% -                          0% 9,833        2,184          785          54% 24.42 3.40
0 3.00 Base Case 0 0.1 0.1 0.1 0 295,898                 8,795        -              501          19.89
4.5 MM 3.00 2017 2 0.1 0.1 0.1 0 0% 587,708                 99% 9,057        275              504          1% 20.73 0.85
4.5 MM 3.00 3 0.1 0.1 0.1 0 0% 1,090,160              268% 9,185        414              506          1% 21.14 1.26
4.5 MM 3.00 6 0.1 0.1 0.1 0 0% -                          0% 9,492        819              531          6% 22.28 2.40
4.5 MM 3.00 2024 2 0.1 0.1 0.1 0 0% 466,737                 58% 9,061        275              503          0% 20.12 0.23
4.5 MM 3.00 3 0.1 0.1 0.1 0 0% 635,102                 115% 9,193        414              505          1% 20.30 0.42
4.5 MM 3.00 6 0.1 0.1 0.1 0 0% 15,871,830            5264% 9,537        819              520          4% 20.94 1.05
8 MM 3.00 2017 2 0.1 0.1 0.1 0 0% 1,601,292              441% 9,254        488              508          1% 21.32 1.43
8 MM 3.00 3 0.1 0.1 0.1 0 0% -                          0% 9,454        736              518          3% 21.98 2.10
8 MM 3.00 6 0.1 0.1 0.1 0 0% -                          0% 9,534        1,456          678          35% 23.86 3.97






SUPPLEMENTAL ATTACHED FILE 
 This appendix  contains the description for the supplemental file included with my thesis. 
The supplemental file is from CMG software and is the base case .dat file type which was the 
source for the many sensitivities performed in my research. 
 
Table B.1    Supplemental attached file 
File Name Description 
HM_00430(2)_BlocksAdded_30Y.dat This .dat contains the reservoir created in 
CMG to represent a tight oil reservoir with a 
single horizontal producing well. The 








 This appendix contains the copyright permissions obtained for figures referenced 
throughout the literature review. The permissions are included in the order they appear in the 
thesis and referenced by the figure number. 
Permission for Figure 2.1 
 
Figure C.1    Permission for Figure 2.1 (Rao et al. 2004). 
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Permission for Figure 2.2 
 








Permission for Figure 2.3 
 








Permission for Figure 2.4, Figure 2.5, and Figure 2.6 
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Permission for Figure 3.16 
 
Figure C.6    Permission for Figure 3.16 (Hoffman and Reichdhart 2019) referenced from 
https://library.seg.org/page/policies/permissions. 
 
