Introduction
T HE Global Positioning System (GPS) has now entered the mainstream of engineering and is beginning to nd applications ranging from land and air traf c control to surveying and aircraft precision landing. In this paper we address the problem of attitude determination using GPS and multiple antennas. Assuming that cycle ambiguities are already known, the problem can be posed as the minimization of a function on the rotation group SO(3) of the form
where H 2 S O (3) and N , Q, W are given 3 £ 3 matrices. We show next how the usual formulation of the GPS-based attitude determination problem as given in the literature can be reduced to this particular form, and we describe the physical meaning of the elements constituting the various matrices. See Ref. 1 for a more complete discussion and background on the various issues related to GPS-based attitude determination. The GPS-based attitude determination problem can be viewed as an optimization problem on SO (3) , and as is well-known, S O(3) does not possess a Euclidean structure. There is both a welldeveloped theory and an abundance of numerical algorithms for constrained minimization of functions in Euclidean space, and it is quite reasonable to apply such an algorithm to the preceding objective function; the set of admissible solutions in this case would be the 3 £ 3 real matrices H subject to the constraints H T H = I and det(H ) = 1.
In this paper we suggest an alternative approach that takes advantage of the geometric structure of the rotation group SO (3) and recasts the problem as one of unconstrained minimization. More generally,in the case of compact semisimple Lie groups like S O (3) , it is possible to exploit the geometric and algebraic structure of the underlying space and derive computationally ef cient generalizations of unconstrainedoptimization algorithms that were originally intended for Euclidean space. In certain cases, and we show this to be true for our attitude determination problem, the geometric approach leads to algorithms with faster and more robust convergence properties.
Various forms of the attitude determination problem have been investigated in the aerospace literature. Closely related to our prob-lem is the Wahba problem, 2 which can be posed as the minimization of the function
where F 2 < 3 £ 3 is a given an arbitrary nonsingular matrix constructed from sensor measurements. Observe that setting N = I in our original objective function results in the Wahba problem (as does the trivial case of setting either N or Q to zero). Although not widely known within the aerospace community, the Wahba problem also arises in the context of the optimal matching of two threedimensional point sets.
3 ¡ 6 It can be shown (e.g., Refs. 7-9) that the H which minimizes and maximizes J (H ) are respectively given by
where U and V are obtained from the singular value decomposition (SVD) of F , i.e., F = U R V T (see Ref.
10 for a discussion on how to choose U and V so that both H max and H min are proper rotation matrices). Under certain simplifying assumptions, the GPS-based attitude determination problem reduces to the preceding form, but for the general case it does not appear that a closed-form solution like that for the Wahba problem can be derived. Numerical algorithms for the solution of the Wahba problem have also been proposed in, e.g., Refs. 7, 11-14, and in Ref. 15 a different optimality criterion for attitude estimation is proposed and evaluated. For the general GPS-based attitude determination problem, Cohen 1 develops a recursive algorithm for online estimation of the attitude that is based on a linearization of the objective function. Axelrad and Ward 16 present an extended Kalman lter for GPS-based attitude determination expressed in terms of quaternions, whereas Axelrad and Behre 17 discuss and compare several time and frequency algorithms for estimating spinning spacecraft angular rates and orientation of the angular momentum vector using GPS phase data. More recently Bar-Itzhack et al. 18 have proposed iterative quaternion-based algorithms for GPS-based attitude determination.
Although not directed speci cally at GPS-based attitude determination, in related work a number of researchers have posed optimization problemson S O(n) and investigatedtheir solutionsin a geometric setting. Brockett 19 considers objective functions on SO(n) of the form
where N , Q are given symmetric n £ n matrices.He shows that a variety of continuousand combinatorialproblems (e.g., the eigenvalue problem, linear programming, sorting) can be posed as the minimization of such an objectivefunctionand derivesthe corresponding gradient ow equations.Chu, 20 Bloch et al., 21 Helmke and Moore, 22 and others (see, e.g., Brockett 23 and the references cited therein) examine the geometryof these and other relatedoptimizationproblems on non-Euclidean spaces.
In this article we derive a class of numerical optimization algorithms for GPS-based attitude determination that takes advantage of the special structure of SO (3) . Speci cally, we present geometric versions of steepest descent and Newton's method applicable to our particular objective function on SO(3); in both these methods the attitude is determined as the solution of an unconstrained minimization problem.After some geometricpreliminarieswe derivethe detailed steps of the geometric steepest descentalgorithm,including methods for nding the exact solution as well as rapid estimates of the step size in the line search procedure. Newton's method is then generalized to our objective function. Results of numerical experiments comparing the relative performance of these algorithms with standard minimization algorithms provided by MATLAB ® are also given.
The particular problem we address ignores a number of practical issues related to GPS systems that must be resolved in order to obtain a complete solution, e.g., cycle ambiguity resolution, the multipath problem, structural distortion caused by exure and thermal effects, tropospheric effects, and receiver-speci c errors, all of which are topics of current study. Nevertheless,the problem we address is central to any attitude determination that uses GPS, and we believe our results suggest a fundamentally different and promising approach to high-performance attitude determination.
Geometric Preliminaries
In this section we review the geometric structure of the rotation group S O(3) and formulate the GPS-based attitude determination problem as the minimization of a certain second-order function on S O (3) . Some familiarity with matrix groups at the level of Ref. 24 is helpful but not required. The survey 12 also provides a detailed treatment of S O(3) and its various representations.
Exponential Coordinates on SO(3)
Recall that SO(3) consists of all 3 £ 3 real matrices H satisfying
hasthe structureof both an algebraic group and a differentiable manifold and is the classical example of a Lie group (see, e.g., Refs. 25 and 26 for an in-depth discussion). The Lie algebra of S O(3), denoted in lower-case as so (3) , consists of the 3 £ 3 real skew-symmetric matrices, i.e.,
with the Lie bracket [¢ , ¢ ]: so(3) £ so(3) ! so(3) de ned by the matrix commutator:
We introduce the following piece of notation. Given a vector x = (x 1 , x 2 , x 3 ) and a skew-symmetric matrix
Observe that [S 1 , S 2 ] = [S 1 £ S 2 ], i.e., the Lie bracket on so(3) corresponds to the vector product in < 3 . As with other Lie groups, the exponential map exp: so(3) ! S O(3) provides a set of local coordinates for S O (3) . If x 2 < 3 , k x k = 1, and h 2 < is an arbitrary scalar, then it is well-known that
is an onto map with the following physicalinterpretation:exp([x ]h ) is a rotation matrix corresponding to a rotation about the axis x by an angle h (in the right-hand sense). Conversely, given
where u satis es 1 + 2 cos u = tr(H ), j u j < p , and k log H k 2 = u 2 . The preceding formulas suggest the standard visualization of S O(3) as a ball of radius p , centered at the origin with the antipodal points identi ed-a point p inside the ball represents a rotation by an angle of k pk radians about the line passing from the origin through p. The rotation matrices with trace ¡ 1 have a rotation angle of p , and their logarithms are points on the boundary of the solid ball. In this case log H can have two possible values: if v is a unit eigenvector of H associated with the eigenvalue 1, then log H = §p [v] . As will be familiar to many, the exponential and logarithm are simply precise mathematicaldescriptionsof the Euler angle and Euler axis representation for rotations.
We de ne one additional mapping, called the adjoint mapping: if X is an element of a Lie group and x an element of its corresponding Lie algebra, then Ad X (x) = X x X ¡ 1 is an element of the Lie algebra. The following properties of the adjoint mapping on SO(3) can be veri ed via direct calculation and are used in what follows:
The last two identities are also valid for general Lie groups.
Minimal Geodesics on SO(3)
A natural way to de ne lengths of curves on S O(3) is as follows. Let H (t ) be a differentiable curve on S O(3) de ned over the closed interval 0 ·t · 1. It is easily veri ed that both (3) . Physically X b and X s correspond to the angular velocity expressed in body and inertial frame coordinates,respectively.De ne the inner product h ¢ , ¢ i on so(3) by
This inner product can be extended to the tangent space at an arbitrary point H of SO(3) by either left or right translation.In the case of left translation,
From the results of the preceding section, one can see that
Our particular choice of inner product on so(3) therefore leads to an inner product on the tangent space of S O(3) that is both left and right invariant, or bi-invariant. The length of the curve H (t ) is then de ned as
This de nition of length is natural in the sense that it is invariant with respect to both left and right translations,i.e., the length of both RH (t ) and H (t) R for arbitrary constant R 2 S O(3) is the same as that of H (t ). Given arbitrary endpoints H 0 , H 1 2 S O(3), the minimum length curve H (t ) connecting these endpoints (referred to as the minimal geodesic) is given by
Note that the minimal geodesic corresponds to the minimum angle eigenaxis rotation between two orientations. The exponential coordinates provide a convenient and mathematically concise means of representingand evaluating minimal geodesics on S O(3). Moreover, the minimal geodesicallows one to extendthe notionof straight lines to curved spaces like S O(3) and provides the means for generalizingthe steepestdescentmethod to minimize functionson S O(3), as we show later. 
GPS-Based Attitude Determination: Problem Formulation
The standard formulation of the GPS-based attitude determination problem is to minimize the following objective function with respect to a rotation matrix H :
where4 r i j denotes the set of differentialrange measurements taken at a single epoch for baseline i and satellite j , m, and n respectively denote the number of baselines and satellites, b i 2 < 3 is the i th baseline vector de ned in the body frame, and s j 2 < 3 is the line of sight to the j th satellite given in the local horizontal frame (see Fig. 1 and Ref. 1). H , the optimization parameter, represents the orientation of the body frame relative to the local horizontal frame.
3 £ n , the preceding objective function can be recast into the following form:
where N = SS T , Q = B B T , and W = S R T B T , and we have made use of the general identity tr( ABC ) = tr(C AB) = tr( BC A). Because the last term is constant, it can be neglected, so that the objective function reduces to min
Observe that the objective function consists of the sum of a linear and square term in H , with N , Q symmetric by de nition, and W arbitrary. In Ref. 27 an even more general objective function is formulated by introducing a weighting factor w i j :
The net effect of introducing the weighting factor is that, although the nal form of the objective functionis still tr{H N H T Q ¡ 2H W }, the matrices N and Q are no longer required to be symmetric. We explain the main ideas of our algorithm for the symmetric case and separately address the asymmetric case, which requires only minor modi cation of the symmetric results.
Steepest Descent Algorithm
The steepest descent method is one of the most basic and fundamental algorithms in numerical optimization and serves as the basis for more sophisticated optimization algorithms. Given an objective function J (x) in Euclidean space, the steepest descent algorithm consists of the following steps:
3) Repeat the preceding steps until convergence occurs. Mathematically, the iteration can be expressed as
where
A naturalmeans of extendingthe steepestdescent algorithmto functions on SO (3) is to conduct the line search along the minimal geodesic in the direction of the gradient. In the next section we derive the analytic gradient for our particular objective function and discuss methods for performing an ef cient line search along the minimal geodesic.
Computing the Gradient
The gradient can be derived by examining the rst-order term in the series expansion of the objective function. We parameterize a neighborhood of H 0 2 S O(3) by
with X 2 so(3). Then to rst order in X , we have
Ignoring higher-order terms, and taking advantage of the fact that N and Q are symmetric (for now-we treat the asymmetric case separately in the following), the term linear in X can be simpli ed to
where we have also used the easily established fact that
for any A 2 < n £ n and X 2 so(n) (i.e., X + X T = 0). The gradient of the objective function at H is therefore represented by
and the minimal geodesic passing through H 0 in the direction of the gradient is given by
We can also express the gradient ow using Ç H = X H as
The steepestdescent algorithmis thereforegiven by the following iteration:
Steepest Descent Algorithm:
In the next sectionwe discussmethodsfor performingthe line search to nd the stepsize t k .
Line Search
In this section we present an exact solution to the line-search minimization problem, as well as an alternative formulation of Brockett's 23 method for determining a step-size bound that ensures a decrease in the objective function.
Exact Solution
In the case of S O(3), because an explicit formula exists for the exponential coordinates, one can obtain the exact solution of the line-search procedure by simply determining the roots of a fourthorder polynomial. The method proceeds as follows. Recalling that e X t = I + X sin t + X 2 (1 ¡ cos t ) for unit length X , the line-search minimization procedure can be expressed as
Observe that u (t ) is periodic with period 2p . Substituting for e 
with the coef cients de ned as
, and
An alternative means of determining the coef cients that takes advantage of the periodicity of u (t ) is as follows:
The rst-order necessary conditions for a local minimum are given by the roots of d dt u (t ) = c 1 cos t ¡ c 2 sin t + 2c 3 cos 2t ¡ 2c 4 sin 2t = 0 (36)
Making the trigonometric half-angle substitution x = tan(x / 2),
2 ], and cos 2t = (x 4 ¡ 6x
2 ], the rst-order necessary conditions reduce to the following fourthorder polynomial in x:
The optimal step size is given by the real root of the preceding quartic (formulas for the roots of a quartic polynomial are available in various mathematical references) that minimizes the objective function u .
Step-Size Estimate
In Ref. 23 Brockett derives an estimate for the step size in the steepest descent minimizationof the functiontr(H N H T Q). Specifically, he derives an estimate for the t that minimizes
for given H , X , N, Q. In this section we derive a similar step-size estimate for the objectivefunction tr (H N H T Q ¡ 2H W ). The basic idea rests on the observation that for a scalar differentiablefunction f (t ) such that f (0) > 0 and j f 0 (t )j ·c for all t , then f (t)¸0 in the interval
If on the other hand we have f 0 (0) < 0 and j
An estimate for the step size can now be obtained by a combination of the preceding result and the Cauchy-Schwarz Inequality. Let J (H ) = tr (H N H T Q ¡ 2H W ), and
Then
and
Because the adjoint mapping Ad on S O(3) is an isometry, by applying the Cauchy-Schwarz Inequality to each term on the right-hand side we obtain
Observing that u
we can be assured u (t ¤ ) < u (0). Hence, at each step of the steepest descentalgorithmthe objectivefunctionis guaranteedto decrease.If u 0 (0) > 0, then setting t ¤ to have the opposite sign will accomplish the same result.
The step-size estimate is meaningful only for steepest descent; when used with other descent algorithms in which the search direction does not coincide with the gradient, convergence of the algorithm cannot be guaranteed. To understand why, observe that for general descent algorithms the search direction at each iterationwill be of the form d = Ag, where g is the gradient direction and A is some suitable square matrix (e.g., for steepest descent, A = ¡ I ). The step-size estimate can be expressed in the form t ¤ = k u 0 (0)k / c, where c is some suitable constant greater than or equal to k u 0 0 (t )k . Algorithms using the step-sizeestimate will then convergeto a value in which u 0 (0) = 0, or equivalently g d = g T Ag = 0. This result implies that either g = 0, which assures convergence to a local minimum, or when this is not the case, g T Ag = 0 with g 6 = 0. In the case of steepest descent, because A is always equal to ¡ I this corresponds to the former case and convergence to a local minimum can be guaranteed. However, for other descent algorithms in which A is not always positive de nite (e.g., Newton's method, which we discuss below), convergence to a local minimum cannot in general be guaranteed.
Asymmetric Case
For the case of asymmetric N and Q, the steepest descent algorithm is given by the following iteration:
Steepest Descent Algorithm (Asymmetric Case):
Newton's Method
The method of steepest descent method has linear convergence, and one of its well-known disadvantages is that it converges extremely slowly near critical points where the Hessian of the objective function is poorly conditioned. Newton's method, which uses second-orderterms in the Taylor expansion,in contrasthas quadratic convergence. In this section we develop a Newton-type algorithm for our GPS-based attitude determination problem.
The idea behind Newton's method is that the function to be minimized is approximated locally by a quadratic function, and this approximated function is then minimized exactly. In the case of functions in Euclidean space, the function J (x) is approximated near x k by the second-order Taylor expansion
where r 2 J (x) = @ 2 J / @x 2 is the Hessian of J at x. Solving the rst-ordernecessaryconditionsand addinga step-sizeminimization procedure, Newton's algorithm can be expressed as
where the step size a k is chosen to minimize J along the search direction. Observe that replacing r 2 J (x k ) by the identity results in the steepest descent algorithm.
Symmetric Case
To generalize this method to the symmetric form of our objective function, the rst order of business is to expand the objective function to second order about some H k :
where again we use left-translated exponential coordinates H = H k (I + X + 1 2 X 2 + ¢ ¢ ¢ ) for the expansion.The second-orderTaylor expansion is of the form
where F, A, B, C are given 3 £ 3 matrices and X 2 so(3). Newton's algorithm can be obtained by differentiating the preceding with respect to X and setting it equal to zero and nding the root X . The following results are useful in this regard.
Proposition 1: Given F, A, B, C 2 < 3 £ 3 and X 2 so(3). Then,
(C + C T ). The preceding identities can be veri ed by a straightforward calculation.
Differentiating the terms up to second order in the expansion for J (H ) and setting the result to zero, one obtains
The root X can be solved in closed form as follows:
The preceding equation can also be veri ed by a straightforward but involved calculation. In summary, we can construct the following Newton-type iterative procedure for solving the GPS-based attitude determination problem:
Algorithm for Newton's Method:
Asymmetric Case
The algorithm for asymmetric N and Q can be obtained by a straightforward modi cation of the results for the symmetric case. The resulting algorithm is as follows:
Algorithm for Newton's Method (Asymmetric Case):
Numerical Results
We now describe results of numerical experiments for evaluating the performance of the geometric algorithms considered in this paper. One rather obvious strategy that we have not yet discussed in this paper is to simply parametrize H by some suitable threeparameter representation (e.g., Euler angles, exponential coordinates) and solve the resulting unconstrainedminimization problem. For comparison purposes we consider exponential coordinates, so that the objective function is of the form
where k xk · p . Other coordinate representationsof SO(3) are possible, e.g., Euler angles, Rodrigues parameters, unit quaternions (which involves four coordinates but introduces an additional constraint), etc. For our study we have not carried out a systematic analysis of the effects of the particular choice of local coordinates; some recent related work in this connection is that of Oshman and Markley. 28 However, preliminary experiments with these various representationssuggest that the exponentialcoordinatesresult in the fastest and most robust convergence properties for the algorithms considered.
We apply two popular unconstrained minimization algorithms provided by MATLAB: the Nelder-Mead-type simplex search method and the BFGS quasi-Newton method [invoked by the commands fmins( ) and fminu( ), respectively]. Because of the symbolic complexity of the objective function, it is infeasible to determine analytic expressions for the gradient and Hessian in terms of local coordinates;these quantities are instead determined numerically by the MATLAB routines. Also, like general user-speci ed MATLAB programs, both fmins( ) and fminu( ) are written as m-les using MATLAB's programming language. For uniform comparison the geometric algorithms of this paper are therefore also implemented as m-les.
For all of the numerical experiments, the elements of N , Q, and W , as well as the initial point H 0 , are generated using the random function provided by MATLAB; this generates a value between 0 and 1 of uniform probability (the effects of scaling the values of N , Q, and W are discussed next). The stopping criterion we use Figure 2 shows the average computation times for the various algorithms, taken over 100 trials for each algorithm. In all cases the simulations are performed on a Pentium II PC with a clock speed of 333 MHz.
As evident from Fig. 2 , the geometric Newton's method using analytic gradients and Hessians displays the fastest average convergence, followed by the BFGS quasi-Newton method as invoked by fminu( ). Unlike the traditional Newton's method for functions in Euclidean space, quasi-Newton methods employ an approximate Hessian that is much faster to compute than the actual Hessian. The algorithm with the slowest average convergence is the steepest descent method with exact step size. If we instead use the step-size estimate for the line-searchprocedure,the averageconvergencetime improves dramatically by nearly a factor of 3.
To investigate the effects of programming language and compiler on algorithm performance, Fig. 2 also shows the average convergence times for the steepest descent and Newton's method, in which the algorithms are now implemented in C+ +. The order of performance of the three algorithms remains unchanged, although in this case there is now only a moderate difference in performance between using the exact and estimated step sizes in steepest descent.
We now consider the effects of scaling the values of N , Q, and W , which were chosen randomly before from a uniform distribution between 0 and 1. Observe that scaling the matrices has the net effect of producing a relative scaling between the rst and second terms of the objective function, i.e., the objective function now is of the form
where c > 0 is an arbitrary constant scale factor. Experimental results indicate that the choice of c has no effect on the average convergence times for the various algorithms. Rather, the tolerance used in the stopping criterion has the greatest effect. Because for all of the algorithms convergence time is proportional to the number of iterations, Fig. 3 graphs the average number of iterations as a function of the stopping tolerance criterion for steepest descent with exact and estimated step sizes and Newton's method. Figure 2 also compares the average convergencetimes of steepest descent with exact step size, Newton's method with exact step size, and MATLAB's fmins( ) and fminu( ) for the case of asymmetric N and Q. It also compares the relative performance of the steepest descentmethod with exact step size and Newton's method with exact step size when the algorithms are implemented in C+ +. As in the symmetric case,Newton's method has the bestaverageperformance, whereas steepest descent with exact step size has the worst average performance.
Finally, we observe that typical convergence times for the C+ + implementation of Newton's method result in computational performance of approximately 60 cycles per second. We expect the computation times for these algorithms can be signi cantly reduced with improved hardware and software.
Conclusions
In this article we have presented a class of numerical optimization algorithms for solving the GPS-based attitude determination problem. By exploiting both the underlying geometric and algebraic structure of the group of rotation matrices S O(3), ef cient algorithms that generalize to S O(3) the method of steepest descent and Newton's method were developed. Methods for analytically computing the exact step size in the line-searchprocedure, as well as for ef ciently computing a step-size estimate, were also outlined.
The numerical performance of these algorithms is compared with those of traditionaloptimizationalgorithmsintendedfor minimizing objectivefunctionsin Euclidean space. As our primary performance benchmarks, the objective function is rst formulated in exponential coordinates and minimized using both the Nelder-Mead-type simplex search method and the BFGS quasi-Newton method. Results of numerical experiments suggest that our geometric descent algorithms, in particular Newton's method, offer signi cant performance advantagesover traditionaloptimizationalgorithms intended for minimizing objective functions in Euclidean space.
As pointed out in the Introduction, the speci c problem we address is admittedly an idealized mathematical one and ignores a number of practical issues that must be resolved either a priori or simultaneously, e.g., cycle ambiguity resolution, the multipath problem, structural distortion caused by exure and thermal effects, tropospheric effects, and receiver-speci c errors, all of which are topics of current study. Clearly there are many additional issues that need to be considered in developing a complete solution to the GPS-based attitude determination problem, but we believe the geometric perspective offers a fundamentally different and promising approach to attitude determination using GPS.
