The problem of determining if an r-CNF boolean formula F over n variables is satisifiable reduces to the problem of determining if F has a satisfying assignment with a Hamming distance of at most d from a fixed assignment α [DGH is the LP optimum of the natural LP relaxation of vertex cover. In both the cases, these randomized algorithms have a better running time than the current best deterministic algorithms, though they do fail with very small probability.
a consequence we get a randomized algorithm for r-SAT that runs in O * ((
time. This algorithm matches the running time of Schöning's algorithm for 3-SAT and is an improvement over Schöning's algorithm for all r 4.
For r-uniform hitting set parameterized by solution size k, we describe a randomized FPT algorithm with a running time of O * (( 
Introduction
The satisfiability problem, denoted by SAT, is to determine if a boolean formula in conjunctive normal form (CNF) has a satisfying assignment. Before presenting the statement of our results on this and the other problems, we fix the notation and state some definitions formally. All boolean formulas are assumed to be in CNF. A variable is denoted as v i and a literal l is either a variable v j or its complement ¬v j . For a formula F and a clause C, let V(F) and V(C) denote the sets of variables that occur in F and C, respectively. A (truth) assignment α is a function that assigns a boolean value (0 or 1) to every variable. This function is extended to negative literals by setting α(¬v) = ¬α(v). The assignment that sets every variable to 0 is denoted as 0 n where n is the number of variables. The assignment α [¬l] is obtained from α by flipping (negating) the value of literal l. A literal l is satisfied by α if α(l) = 1. A clause C is satisfied by α if it contains a satisfied literal and a formula F is satisfied by α if all of its clauses are satisfied.
SAT is a fundamental problem in theoretical computer science and was the first problem to be proven NP-complete. Therefore, it has been extensively studied in various algorithmic and complexity-theoretic realms ever since [MS85, Pap91, Sch99, DGH + 02, PPSZ05, Sch05, MS11] . If the number of variables in the formula is n, then the brute force search over all possible assignments solves SAT in O(2 n mn) time where m is the number of clauses. After decades of research on this problem, it is still a major open question whether SAT admits an O * ((2 − ǫ) n ) algorithm for some constant ǫ > 0. If the number of literals in each clause of the formula is at most r, then the satisfiability problem for such formulas (called r-CNF formulas) is denoted by r-SAT. A landmark branching algorithm for r-SAT improving on the straightforward bound was described by Monien and Speckenmeyer in [MS85] . Their algorithm has O * (c n r ) runtime where c r is the largest real root of x r − 2x r−1 + 1 = 0. Further, c r < 2 for each fixed r 3. The bound on the width of the clauses gave rise to a natural parametrized local search problem called PROMISE-BALL-r-SAT (the nomenclature is due to [MS11] ).
PROMISE-BALL-r-SAT
Instance: An r-CNF formula F over n variables, a truth assignment α, a natural number d, with the additional promise that F has a satisfying assignment with a Hamming distance of at most d from α. Problem: Find a satisfying assignment to F.
Dantsin et al. gave a recursive algorithm for PROMISE-BALL-r-SAT running in O * (r d ) time. Their algorithm for PROMISE-BALL-r-SAT finds a satisfying assignment to F that is at a Hamming distance of at most d from α. Further, they showed how this algorithm, we refer to this as Dantsin's Algorithm, can be used to design an algorithm for r-SAT [DGH + 02]. Specifically, they showed the following, and we use this lemma in our main theorem.
Lemma 1.1. If an algorithm
Dantsin's algorithm maintained a truth assignment in each recursive function call. For a nonsatisfying assignment, the algorithm generated recursive subproblems by negating (referred to as flipping) the values of the variables, one at a time, that occur in a falsified clause. Indeed one of the choices is correct, and the algorithm's running time is analyzed by measuring the Hamming distance to an imaginary satisfying assignment. The depth of recursion is naturally upper bounded by d.
Schöning's randomized algorithm [Sch99] is a Monte Carlo algorithm that solved PromiseBall-r-SAT in O((r − 1) d ) time. It also maintains a truth assignment, and uses randomness by flipping the value of a randomly selected variable in an unsatisfied clause. Note that this is not a branching algorithm and it can be thought of as one step in iterative local search procedure on the Hamming Cube, which is the set of all 2 n truth assignments to n variables. This step is repeated a polynomial number of times and Schöning showed that the algorithm reaches a satisfying assignment with probability at least 1 (r−1) d . We refer to this approach as Schöning's Algorithm. The analysis is closely related to the analysis of a randomized polynomial time algorithm for 2-SAT by Papadimitriou [Pap91] . By starting with a randomly chosen truth assignment, r-SAT can be solved by Schöning's randomized algorithm in O * ((
. A derandomization of this algorithm has been described by Moser and Scheder in [MS11] . This deterministic algorithm has runtime that is arbitrarily close to Schöning's. They achieve this bound by solving PROMISE-BALL-r-SAT in O((r − 1) d+o(d) ) time and use the conversion procedure given by [DGH + 02] to solve r-SAT in O((
) time. A detailed exposition of these results can also been found in the book by Fomin and Kratsch [FK10] .
Analogous to SAT in importance, the task of determining if a hypergraph has a hitting set (also called vertex cover) of size at most k, denoted by HITTTING SET, is a classical problem in the parameterized complexity framework [NR03, CC08, AK10, vB14, DM14] . A hypergraph is a pair G = (V, E) consisting of a non-empty set V of vertices and a set E of hyperedges (also referred to as edges), each of which is a subset of V. A hitting set (vertex cover or transversal) of G is a set of vertices that intersects each edge. G is an r-hypergraph (r-uniform hypergraph) if each edge is of size at most (equal to) r. HITTING SET is fixed-parameter tractable with respect to the solution size k as the parameter and the current best algorithm runs in O((r − 1 + O(r −1 )) k + n)-time where r is max{|e| : e ∈ E(G)} [NR03] . Further, it is W[2]-complete with respect to k when r is unbounded [FG06] . HITTING SET on 2-Uniform hypergraphs is the classical VERTEX COVER and is NP-complete [GJ79] . A vertex cover of a graph can be viewed as a function assigning weights 0 and 1 to vertices such that the sum of the weights of the endpoints of any edge is at least 1. This algebraic definition led to the following linear programming formulation.
x(v) over all feasible solutions x A feasible solution x to LPVC(G) is referred to as an optimum solution if it minimizes v x(v) over all feasible solutions. The polytope defined by this linear program has surprisingly remarkable properties which have been exploited to obtain various tractability results for the problem. For instance, it is half-integral and an optimum solution can be obtained in polynomial time by rephrasing the problem as a flow computation on a network. Thus the value of an optimum solution to LPVC(G), denoted by vc * (G), is a polynomial-time computable lower bound on the size of a minimum vertex cover of G.
From the works of Nemhauser and Trotter [NT74, NT75] , x * has been shown to have several useful properties: x * (v) ∈ {0, 1, 1 2 } for each vertex v and there exists a minimum vertex cover that contains {v : x * (v) = 1} and is disjoint from {v : x * (v) = 0}. This result naturally leads to an elegant simplification procedure -the input instance can be transformed into an equivalent instance whose underlying graph has the property that ( 2 ) is the unique optimum solution to the linear program. Further, if k, the size of the vertex cover that we are looking for, is lesser than vc * (G), then we can declare that G has no vertex cover of size k.
The areas of parameterized complexity [Nie06, FG06, DF99] and exact algorithms [FK10] explores a landscape of many parameters to understand the complexity of different problems. VER-TEX COVER was one of the first problems known to be fixed-parameter tractable with respect to k, the desired solution size, as the parameter. Research on this problem has led to new directions in the area and the current fastest algorithm runs in O(1.2738 k + kn) time [CKX10] . The above guarantee parameterization of VERTEX COVER, referred to as ABOVE GUARANTEE VERTEX COVER (AGVC), is a very versatile parameterization introduced by Mahajan and Raman [MR99] where the parameter is the difference between a lower bound on any vertex cover and k, the size of the desired solution. The different lower bounds on vertex cover are the size of any maximal matching, vc * , and recently 2vc * − MM, and these have been extensively studied over the last decade [MR99, MRS09, LNR + 14, GP16]. In particular, the parameterization above LP guarantee has been a very fruitful line of study, see [LNR + 14], as faster algorithms for this parameter implies faster algorithms for many other problems with respect to the more intuitive solution size parameter. 
VERTEX COVER ABOVE LP

Our Contribution and Techniques Used
Our main contribution here is the design of a randomized branching algorithm for PROMISE-BALL-r-SAT. We prove the following two results.
Theorem 1.2. Given an r-CNF formula F over n variables, of Promise-Ball-r-SAT , an instance of a truth assignment α and a natural number d, there is a Las Vegas algorithm which finds a satisfying assignment that is in
H(α, d) in expected time O * (( r+1 2 ) d ). Further,
there is a Monte Carlo algorithm running in time
which finds a satisfying assignment with probability more than Theorem 1.3. Given an r-CNF formula F over n variables, there is randomized algorithm that finds a satisfying assignment, if one exists, with probability more than
Schöning's algorithm runs in O * ((
. Clearly, for r 4, we have a faster randomized local search algorithm. To the best of our knowledge, this is the first result after [Sch99] that gets closer to the running time of Paturi et. al [PPSZ05] for r-SAT. The randomized algorithm of Paturi et.al [PPSZ05] is based on another search technique -the Davis-PutnamLogemann-Loveland algorithm which is a backtracking approach and can be thought of as maintaining partial truth assignments during the search.
An immediate consequence of result for r-SAT is that we get results for r-uniform hitting set. In this case, we prove in Corollary 2.5 that r-uniform hitting set with solution size k as the parameter has a randomized FPT algorithm with running time O * (( r+1 2 ) k ). Our algorithm is exponentially faster than the current fastest deterministic algorithm for r-uniform hitting set which runs in time O * (r − 1 + O(r −1 )) d ) due to Niedermeier et al. [NR03] . For 3-Hitting Set this results in a O * (2 k ) algorithm, though randomized, which is better than the current best deterministic algorithm. The second consequence is that by using our algorithm for Promise-Ball-r-SAT in conjunction with the Nemhauser-Trotter theorem for vertex cover, we obtain a randomized algorithm running in time O * (2.25 k−vc * ) for VERTEX COVER ABOVE LP. This immediately results in randomized parameterized algorithms for problems are known to be equivalent to or reducible to VERTEX COVER ABOVE LP. Examples include VERTEX COVER ABOVE MAXIMUM MATCHING, ALMOST 2-SAT, RHORN-BDS, KÖNIG VERTEX DELETION and ODD CYCLE TRANSVERSAL. Our improved algorithm for VERTEX COVER ABOVE LP leads to algorithms for these problems that are faster than the current best known. Finally, like Schöning's algorithm [Sch99] and the algorithm by Moser and Scheder [MS11] , our approach also works for solving constraint satisfaction problems which we prove in Corollary 2.7.
We note that the use of randomness in this work is different from the way it is used in Schön-ing's Algorithm. The order in which the recursive subproblems are explored is where randomness comes into play. The novelty is also in the analysis of the algorithm. While Schöning's analysis estimates the progress made by the search towards a specific satisfying assignment, we analyze an imaginary slower search process (see Lemma 2.2) that not only finds a specific satisfying assignment, but it also finds it in a special order. This imaginary slower search has a nice handle with respect to the way in which the recursive subproblems are considered. This handle helps us write a natural recurrence, derived in Lemma 2.3, for the expected running time of the branching algorithm over all random choices. Finally, our algorithm can be viewed as a natural randomization of Dantsin's algorithm achieving the guarantees of Schöning's algorithm via an analysis very similar in spirit to that of Dantsin's algorithm.
Randomized Variant of Dantsin's Algorithm
Our algorithm is almost Dantsin's Algorithm, in an intuitive sense. We fix an arbitrary total order of the variables. When a clause that is unsatisfied by the current truth assignment is encountered, we branch on the variables of the clause in either the given order (of the variables of the clause) or in the reverse order. This order is selected at random. In each branch, as in Dantsin's algorithm, the value of a variable is flipped (negated) in a current truth assignment. We formally describe this randomized version of Dantsin's algorithm for PROMISE-BALL-r-SAT and prove that the expected running time over all random choices to find a satisfying assignment is O * (( 
Remark on
Step (I)-a: For the analysis of the r-SAT algorithms in this section, one such polynomial time operation is the processing of unit-clauses involving relevant variables not satisfied by α. This step does not contribute to the running time of the algorithm as there is no branching into recursive subproblems in this step. For the algorithms in this section, we do not analyse this step, and bound the running time under the implicit assumption that this step is not performed. However, in Section 3 the application of the Nemhauser-Trotter theorem is such a polynomial time preprocessing step. In that section, the proof that the algorithm identifies a solution and terminates in the time specified depends on the performance of this preprocessing. Therefore, the preprocessing step is included here to avoid restating the algorithm in Section 3.
Correctness:
For each fixed b ∈ {0, 1} d , since the algorithm is deterministic the corresponding recursion tree is well-defined. Since the branching is exhaustive, there is a satisfying assignment in H(α, d) if and only if it is found in some recursive call.
Running Time of Alg-Promise
) denote the number of leaves in the recursion tree associated with the algorithm before finding a satisfying assignment in H(α, d). The following observation is crucial to the analysis of Dantsin' (F, α, d) ) over all random choices b ∈ {0, 1} d , we bound the expected number of leaves explored to find a specific satisfying assignment β in  H(α, d) . This line of analysis is similar to the analysis technique in [Sch99] . Let L b (F, α, d, β) denote the number of leaves in the recursion tree explored by the algorithm before finding β. F has a satisfying assignment in H(α, d) , and b is a bit string in
Observation 2.1. It is clear that If
For a satisfying assignment β ∈ H(α, d), we prove an upper bound on the expected value of
Bounding L b (F, α, d, β) using a super-tree: To bound L b (F, α, d, β) we bound the total number of leaves explored in a modified recursion tree obtained from the recursion tree modelling the algorithm's search for β, starting at α using b. We refer to this as the super-tree, and it contains the recursion tree of the algorithm Alg-Promise-Ball-r-SAT b (F, α, d) to find β starting from α using b. To define the super tree, for each clause C we identify a representative variable, denoted by r(C), such that the literal of r(C) in C is set to true in the satisfying assignment β. The super-tree is now defined based on the recursion tree associated the execution of the algorithm on b and arguments F, α, d to find β. Let the recursive subproblems at the root node be based on the unsatisfied clause C. We first note that if one of the recursive subproblems is obtained by negating the value of r(C), then this recursive subproblem must be the last branch. The reason is that after the negation of r(C), the modified α is one bit closer to to β, so the recursive subproblem will find β in at most d − 1 levels. Therefore, the algorithm would have terminated successfully on returning from the recursive function call resulting from negating r(C). On the other hand, if all the recursive subproblems at the root result from negating variables in C different from r(C), then we add all the children and their subtrees recursively upto r(C) in the order specified by b 1 . This is repeated at every level in the recursion tree associated with Alg-Promise-Ball-r-SAT b (F, α, d). Note that in level i, i 0, of the recursion tree, we use the value of b i+1 to decide the order in which the variables' values are to be negated in an unsatisfied clause. Let T b (F, α, d, β) denote the number of leaves in this super-tree.
An example is illustrated using Figures 1 and 2 . The input formula is
, α is 0 3 and d = 2. The required β is the assignment that differs from α in assigning variables v 1 and v 3 . Figure 1 depicts the search tree of Dantsin's algorithm.
Figure 1: F = (v 1 +v 2 +v 3 )(¬v 1 +v 2 +v 3 )(v 1 +¬v 2 +v 3 )(v 1 +v 2 +¬v 3 ) and α :
The super-trees that we described earlier corresponding to this example is shown in Figure 2 . The representatives of the clauses are as follows:
The leaves that discover β in the mentioned way are shaded in the figure. Observe that our algorithm terminates at an earlier leaf labelled β, if one exists. Choice of b 00 01 10 11
Now, we move on to bounding E(L b (F, α, d)) in terms of E(T b (F, α, d, β) ). F, α, d, β) ).
Lemma 2.2. Let β ∈ H(α, d) be a satisfying assignment of F. Then, for each
Proof. For each b, the recursion tree of Alg-Promise-Ball-r-SAT b (F, α, d) is contained in the corresponding super-tree defined above. Therefore, F, α, d, β) ). Hence the lemma.
We now bound the expected running time of Alg-Promise-Ball-r-SAT b (F, α, d ) over all b ∈ {0, 1} d . Lemma 2.3. F, α, d , β)) = 1 and this is the base case for the recurrence we write below. By the definition of expectation,
be the clause at the root of the super-tree associated with Alg-Promise-Ball-r-SAT b (F, α, d ). Let v ∈ V(C) be the representative of C, then by definition β(v) = ¬α(v). We now write a recurrence relation for 
The explanation for the above equality follows from the structure of the super-tree and is as follows: The third term in the above summation follows from the fact that for both the values of b 1 , the branch, in the super-tree, in which the value of v in α is negated is taken. The first two terms are for the cases when b 1 = 0 and b 1 = 1, respectively. In the case when b 1 = 0, the branch for each u ∈ V(C) \ v such that u < v is taken. Symmetrically, for the case when b 1 = 1, the branch for each u ∈ V(C) \ v such that u > v is taken. The first two terms can now be written as a single summation as they are over disjoint sets of variables in C. Therefore,
It is easy to verify that ( 
A Parameterized Algorithm for r-Uniform Hitting Set
Finding a d-sized Hitting set in r-uniform hypergraphs is a natural special case of PROMISE-BALL-r-SAT. r-SAT instances in which there are no negative literals are instances of r-Uniform hitting set. Let V(G) and E(G) denote the vertex set and the edge set of G, respectively. Now, the corresponding r-CNF formula F G is constructed with V(F G ) = V(G) having a clause (v 1 , . . . , v r ) for each hyperedge {v 1 , . . . , v r } ∈ E(G). Further a hitting set corresponds to a satisfying assignment, and a hitting set of size at most d is at Hamming Distance at most d from the all-zeroes truth assignment. This is formalized in Observation 2.4.
Observation 2.4. G has a hitting set of size at most d if and only if F G has a satisfying in H(α, d) where
This naturally leads to the following result which is a corollary of Theorem 1.3.
Corollary 2.5. Given an r-Uniform hypergraph G and a positive integer k, there is a Monte Carlo algorithm that determines if G has a hitting set of size k with probability more than
An Algorithm for CSPs
Constraint Satisfactions Problems (CSPs) generalize satisfiability problems by allowing more than 2 truth values. Let V = {v 1 , . . . , v n } be a variable set. A constraint is of the form Corollary 2.7. Given a (k, r)-CSP formula F over n variables, there is randomized algorithm that finds a satisfying assignment, if one exists, with probability more than
Proof. The number of boolean formulas corresponding to the given CSP formula is O * (( k 2 ) n ) from Lemma 2.6. From Theorem 1.3, we can find a satisfying assignment, if one exists, for such a formula with probability more than
time. Now, the claimed bound follows.
A Randomized Algorithm for Above Guarantee Vertex Cover
An instance of Vertex cover is an instance of 2-uniform hitting set, therefore, we can use AlgPromise-Ball-r-SAT b (F, α, k) for an appropriate F, k and α. Given an instance G of vertex cover, let F = F G denote the instance of 2-SAT without negative literals. Now, from Corollary 2.5, we get an O * (1.5 k ) Monte Carlo algorithm for VERTEX COVER. In this section, we show that the algorithm runs in time O * (2.25 k−vc * (G) ) to find a vertex cover of size at most k.
As far as correctness is concerned, we know from Corollary 2.5 that it finds a vertex cover with probability more than 1 2 , if indeed G has a vertex cover of size at most k. To prove our running time as a function of k − vc * (G), in this section we assume that the Step 1-A in the algorithm is the well-known preprocessing rule based on the Nemhauser-Trotter theorem [NT74, NT75] . This is presented in this section for the sake of completeness.
For a subset X of V(G), the subgraphs of G induced by X and V(G) \ X are denoted by G[X] and G−X, respectively. for X ⊆ V(G), N G (X) is the set v∈X N G (v)\X and N G [X] = N G (X)∪X. The surplus of an independent set X in G, denoted by surplus G (X), is defined as the integer |N G (X)| − |X|. The surplus of G, denoted as surplus(G), is the minimum surplus over all independent sets in G. 
Nemhauser-Trotter Preprocessing Rule:
The rule depends on the following characterization, see [NT74, NT75] or the more recent [LNR + 14], of the minimum surplus of independent sets in terms of vc * (G).We list some observations pertaining to a minimum surplus independent set of G and the value of an optimum solution to LPVC(G). These follow from the results of [NT74] and [NT75] . 1. x * (v) ∈ {0, 1, 
All
1 2 } for each v ∈ V(G).
There exists a minimum vertex cover
Preprocessing Rule: Given an instance I = G, k , let x * denote an optimum half-integral solution to LPVC(G). Reduce I to instance
Parameter Drop: It is easy to check, and also proved in [LNR + 14], that this preprocessing step does not increase the parameter k − vc * . In Lemma 3.3 we consider the case when this preprocessing rule does not apply. Then, it means that vc * is attained at the all-1 2 solution, and from the Lemma 3.2, it follows that the minimum surplus is at least 1. surplus(H) + 1 (by adding v to H, the surplus of G can increase by at most 1), it follows that surplus(G) < 1. This contradicts the hypothesis that G has surplus at least 1. Therefore, vc * (H) = vc * (G) − 1 2 . If v is added into the vertex cover, then vertex cover budget available for H is k − 1. Therefore, k − 1 − vc * (H) = k − vc * (G) − 1 2 . Hence the lemma.
The Running Time Analysis:
We now present the last of our results which is a randomized algorithm for Above Guarantee Vertex Cover parameterized by k − vc * (G). Proof. The algorithm constructs F = F G , selects a b ∈ {0, 1} n uniformly at random, considers α to be the all-0 bit string. The it select b ∈ {0, 1} n uniformly at random and runs the Alg-Promise-Ballr-SAT b (F, α, k) with the Nemhauser-Trotter preprocessing rule in Step-IA by exploring not more than 2 × ( . Let β be a fixed vertex cover of size at most k. We now consider the random variable T b (F, α, k − vc * , β)-this is the number of nodes in the super-tree, as defined in Section 2, of the recursion tree of Alg-Promise-Ball-r-SAT b (F, α, k) till it finds β. We now claim a variant of Lemma 2.3 to prove this theorem.
Claim:
E b∈{0,1} n (T b (F, α, k − vc * , β)) = ( , k − vc * − 1 2 , β)]+ b ′ ∈{0,1} n−1
, k − vc * − 1 2 , β))
, k − vc * − 1 2 , β)) Clearly, ( 3 2 ) 2(k−vc * ) is a solution to this recurrence which gives an upper bound on the expected number of leaves in the search tree our algorithm explores to find β. Therefore, the application of the Markov's inequality shows that the algorithm we have described at the beginning of this proof is indeed succeeds with probability more than 1 2 in time O * (2.25 k−vc * (G) ). Hence the theorem.
We have presented an improved randomized algorithm for Promise-Ball-r-SAT. An open question is to derandomize it without losing too much of the running time-indeed, the natural derandomization of the Monte Carlo algorithm running over all possible random choices is bad as it gives a running time that is worse than the running time of Dantsin's algorithm [DGH + 02]. We believe that the use of a carefully configured extractors in each recursion call will give us a deterministic algorithm with running time comparable to the expectation values we have obtained.
