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SUMMARY 
This thesis presents a decision-flow method for gathering and analyzing 
the relevant information needed to make development decisions regarding large-
scale discrete-event simulation studies—such decisions as what method of data 
collection to use, whether or not to use a preliminary model, what simulation 
language to use, and whether to use outside consulting services at various stages. 
The approach is that of minimizing the time-discounted expected cost of 
all aspects of the simulation study—not only programming time and computer 
time, but also data collection, preliminary model development, model valida­
tion, and analysis and implementation of the simulation results. 
The decision-flow model, which was designed to include the decisions 
identified as important in the available literature, was validated experimentally 
by applying it to actual large-scale simulations. Narrative histories were col­
lected from each of two organizations at a time when data on the decisions made, 
the reasons for the decisions, the costs of the chosen alternatives and the esti­
mated costs of the rejected alternatives were still freshly available. Retro­
spective applications of the decision-flow model to the actual decisions made in 
these two simulation projects are presented in detail. 
C H A P T E R I 
INTRODUCTION 
Managers, particularly those at the highest levels, study or analyze 
complex situations and problems. Because solutions to many such problems 
can not always be determined analytically, simulation has been finding accep­
tance as an aid to decision making. Discrete-event simulation was developed 
to meet the need for a quantitative method of analyzing some of these complex 
situations. 
"Simulation" herein will refer to discrete-event simulation, which from 
its earliest form (the Monte Carlo methods used by Ulam, Fermi, and Von 
Neuman) ( 5 ) has been closely associated with the development of the digital 
computer. The speed with which the computer can perform mathematical 
operations and its rapid access memory make it a practical tool for use in 
simulation applications. The result has been a rapidly advancing state of the 
art of simulation. 
Simulation is one of several methods of comparing alternatives available 
to the decision maker. The decision maker must answer two distinct but inter­
related questions with regard to simulation for each problem: (1) should simu­
lation be used as the solution method; and (2) if so, how to simulate. The 
method of simulation chosen can affect the answer to the first question. 
The decision to simulate is not a simple yes or no decision. An analysis 
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of alternate solution methods should be conducted (14). During this analysis, 
the decision maker should try to learn as much as possible about the problem. 
He should compare the resource, time, and money requirements to the worth 
of the benefits of each alternative. Use of this analysis will assist him in de­
ciding for or against the use of simulation. 
Having made an affirmative decision to simulate, the decision maker 
concentrates on the simulation, its development, and ultimate use. This 
requires him to make decisions which affect the development of the resultant 
simulation. 
System Overview 
Simulation is often thought of by the manager as the program run on the 
computer. As a result, he focuses most, if not all, of his attention and effort 
on the costs and resource requirements associated with the computer and the 
computer program. The manager has used the computer primarily for rapid 
access to information and is acutely aware of the cost of computer run time. 
However, the computer run is only a part of the simulation process. 
In general terms, the simulation process has four major stages. As 
shown in Figure 1, these are: (1) Development, (2) Operation, (3) Modification, 
(4) and Repeated Operation. Stages 3 and 4, Modification and Repeated Operation, 
may be iterative, or may never be reached, depending on the objectives sought. 
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Figure 1. Four Stages of Simulation 
This thesis concentrates on modeling the development stage, but includes 
structuring the study of the economics associated with all stages. The develop­
ment stage, or process, consists of the activities shown in Figure 2. These 
activities are: Problem Definition; Data Collection and Processing; Mathematical 
Model Development; Computer Program Development; Design of Experiments; 
Computer Operation; and Analysis and Use of Simulation Results. Thus, the 
decision maker who focuses his attention on the computer and the computer pro­
gram is concentrating on only a part of the simulation development process. In 
each component, decisions are made which affect or shape the resultant simu­
lation. In each decision, the economics associated with the alternate courses 
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of action must be considered. 
Consider, for example, the issues in selecting the simulation language. 
* 
One language (FORTRAN) may require more programming time (costs), but 
less computer time (costs) than another (GPSS) . The other language (GPSS), 
while requiring less programming time, would necessitate training (costs) for 
the computer programmers. These cost trade-offs must be considered when 
making decisions in the simulation development process. 
Procedure and Objectives 
The primary objective of this thesis is to develop a model of the digital 
computer simulation development process that will enable analysis of the asso­
ciated economics. 
Secondary objectives include the application of a cost methodology to the 
model developed and validation of this model by case examples. 
This thesis is a first step in the study of the economics of simulation. 
It provides a framework to the simulation user for analysis of the economics 
associated with decisions in the development process. 
Scope 
The scope of this thesis is limited to large, discrete-event digital com­
puter simulations. "Discrete systems include variables that can take only 
particular values from among a finite (but possibly very large) set of 
FORTRAN, GPSS and all other languages mentioned herein are described in 
elementary simulation textbooks such as Refs. 6, 14, and 20. 
6 
alternatives" (14). The definition of Uarge*, for this thesis, is arbitrarily set 
to include those simulations which have a total development time greater than 
two man-years or have a run time equivalent to fifteen minutes on an IBM 360/50 
series computer. 
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C H A P T E R E 
LITERATURE SURVEY 
The techniques and philosophy of simulation have been extensively dis­
cussed in a wide-ranging literature. Specific topics range from those which 
relate to one aspect of simulation to those which describe the entire development 
process. Within the area of discrete-event digital computer simulation, the 
literature can be separated into two specific areas: the development of a simu­
lation and the economics of simulation development,, This separation is neces­
sary, despite some overlap and interaction between the two areas, in order to 
define and structure the process of simulation independent of the economic con­
siderations associated with the development process. 
Development of a Simulation 
Definition of Simulation 
Simulation has its origin in the study of systems. A system can be defined 
as "... a collection of regularly interacting or interdependent components... acting 
as a unit in carrying out an implicitly or explicitly defined mission" (14). Dis­
crete systems, those considered in this research, can be adequately described 
as a series or chain of events. Typical systems are: a customer in a grocery 
store, a transportation system, and a telephone switchboard. 
Analysis of a system usually requires that a model, a representation of 
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the system, be developed and used. Certain features of the system may be 
eliminated, abbreviated, changed, or approximated in the model. Two models 
of the same system need not be identical. However, each can satisfy the needs 
of the user. 
Simulation has been defined in a variety of ways. Mize and Cox define 
simulation as ".. .the process of conducting experiments on a model of a 
system..." (5). Ockene states his definition as ".. .the construction of a dynamic 
model of a system and its operation on a computer (19). Naylor describes simu­
lation in somewhat more detail as ".. .a numerical technique for conducting experi­
ments on a digital computer which includes.. .models that describe the behavior 
of a system over extended periods of real time" (20). Kiviat, Tocher, Gordon, 
and Schmidt and Taylor present similar definitions (17, 24, 15, 23). In each 
definition, the key ideas of system, model, time, components, model operation, 
and experimentation are present. 
This research will use the definition presented by Hillier and Leiberman 
who state that simulation is ".. .the technique of performing sampling experiments 
on a model of the system" (16). The simulation Trun' consists of a number of 
simulation experiments. Each experiment is a realization of a complete chain 
of events. 
Development Process of a Simulation 
The complete simulation development process is presented through case 
studies or examples, hypothetical or real, by several authors (6, 7, 22). These 
examples served as additional informal validation data (beyond that provided by 
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the two application studies reported in Chapter V) for the decision-flow model 
developed in Chapter m and Chapter IV. 
The major steps in the simulation development process are presented by 
Appelbaum, Naylor, Maisel and Gnugnoli, and Emshoff and Sisson (2, 20, 14, 6). 
A modification of these will be used in the model development in Chapter m. 
Simulation Languages 
Emshoff and Sisson state that there are two levels of decision making in 
selecting a simulation language (6). Level one concerns selection of the languages 
to be made available on the computing machinery. Level two concerns the prob­
lem analyst who must choose one of these languages for use in a particular simu­
lation. The model developed in Chapter m is directly applicable only to those 
decisions made at level two. However, the model may be extended by assigning 
a negative cost to the future benefits of having a new language added to the system. 
Chubb presents an economic evaluation of a particular simulation language 
(4). His procedure could be applied to other languages, and is applicable to the 
simulation development process. However, it omits several cost factors consi­
dered here, namely the costs of data collection, preliminary model development, 
model validation, and implementation. 
Teichroew and Lubian (18) presented a comparison of several computer 
languages in 1966. They did not offer a formalized method of making decisions 
about developing a simulation model, but they did offer a cogent discussion of the 
important trade-off between programming cost and execution cost. They found 
specialized languages such as GPSS to be low in programming cost but high in 
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execution cost, general languages such as F O R T R A N to be high in programming 
cost but low in execution cost, and partly specialized languages such as 
SIMSCRIPT (actually a general language with specific powerful simulation 
features) and GASP (a set of simulation-specific F O R T R A N subroutines) to be 
intermediate in the two costs. 
Justification and Rationale 
Simulation is a method for comparing alternatives. It may be used, as 
Hillier and Leiberman state, when problems are so complex that analytic solu­
tion is impossible and simulation provides the only practical solution approach 
(16). "However, systems do not have to be large or complex for simulation to 
be useful," as Kiviat states (17). Regardless of problem size and complexity, 
other reasons justifying use of simulation are: (1) a requirement for experi­
mental control; (2) a need to maintain a constant environment during experimen­
tation; (3) a need to study the real world system without modifying it in any way; 
and (4) the fact that a simulation model, once developed, can be used as often 
as desired (14, 17, 23). 
Disadvantages of Simulation 
Some disadvantages of computer simulation are: (1) it generally takes a 
long time to develop; (2) it requires scarce and expensive resources, such as, 
computer time; (3) it may require extensive field studies; and (4) it may hide 
critical assumptions (14, 23). 
* 
For simulations of the size treated herein, two man-years is a typical 
development time. 
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An additional disadvantage often results from a combination of human 
nature, the desire for excellence, and the pressures of competition. These 
human factors combine and cause simulation developers to make simulation 
models as detailed as possible. Besides increasing development time and cost, 
the model often produces unnecessary or unmanageable data. 
The advantages and disadvantages should be considered when making the 
decision to use simulation as the solution method. The assumption in this thesis 
that simulation is the solution method selected implies that these advantages and 
disadvantages were considered either explicitly or implicitly by the decision 
maker before using the results of this thesis. 
Economics of a Simulation 
Literature concerning the economics of digital computer simulation is 
rather scarce. Simulation is often described as expensive (14). 
A general survey, covering approximately fifty large discrete-event 
digital computer simulations, was conducted by Abt Associates, Inc. (1). The 
simulations were divided into groups based on the total cost and the total time 
of simulation development. Total cost and total time are considered, but no 
further breakdown is provided. 
Fried presents a method of computer project cost analysis (11). The 
method, a cost, benefit, and cash flow analysis, is similar to those used for 
capital investments. Operating and implementing costs are divided into their 
component costs. Three estimates, pessimistic, most likely, and optimistic, 
are made for each component. Payback and cash flow analysis result from 
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manipulation of these cost estimates. Alternative solution methods to a particu­
lar problem are compared by this analysis method. 
The method required one man-year of systems analyst time to complete 
analysis of the example presented, which had a project cost of between $500, 000 
and $1, 000, 000. A guideline amount of $25, 000 was presented as the minimum 
project cost to warrant this type of analysis. FriedTs work differs from this 
work chiefly in that Fried1 s method is not specifically developed for simulation 
cost analysis. 
Economic analysis models generally involve decision analysis as presented 
by Raiffa (21). The primary concern is the economic impact of decisions. One 
of the best known methods for dealing with decision problems is the decision tree. 
This method, presented by Raiffa, is an easily followed sequence of steps which 
requires only a fundamental knowledge of probability. The decision tree approach 
is used in this thesis. 
13 
C H A P T E R m 
M O D E L D E V E L O P M E N T 
Model Components 
The simulation development process is, in effect, a system. The system 
parts interact to allow accomplishment of a set of requirements, the simulation 
objectives. The major components or steps of a computer simulation develop­
ment have been identified by Appelbaum, Naylor, Maisel and Gnugnoli, and 
Emshoff and Sisson (2, 20, 14, 6). These are shown in Figure 3. Although the 
components identified by each author differ in number and specific title identifi­
cation, they are similar in content and follow in approximately the same general 
chronological order. The components presented by Naylor contained most of the 
components necessary for this research. However, this list was modified some­
what to provide the breakdown needed to study the costs associated with the 
development process. The components selected are shown in Figure 4. This 
flow chart describes the sequence of major components and the feedback loops 
that result from additional information. 
Events and End Items 
Each of the major components is divided into several large parts called 
events, which are accomplished in a specified sequence. Events often include 
participation by personnel from more than one department within the firm or 
Appelbaum (2) 
1. Problem Definition 
2. Simulation Decision 
3. Date Collection and 
Reduction 
4. Model Development 
5. Model Evaluation 
6. Simulation Programming 
7. Analyzing the Simulation 
Naylor (20) 
1. Formulation of 
the Problem 
2. Collection and Pro­
cessing of Real 
World Data 
3. Formulation of 
Mathematical Model 
4. Estimate of Parameters 
5. Evaluation of Model and 
Parameter Estimates 
6. Formulation of a 
Computer Program 
7. Validation 
8. Design of Simulation 
Experiments 






1. Preliminary 1. 
Analysis 2, 
2. Formulation of 
the Problem 3. 
3. Collection and 
Analysis of Perti- 4. 
nent Information 









Define the Problem 
Analyze Data Require­
ments and Data Sources 
Formulate Models of 
Sub-systems 
Combine Sub-systems 
into Simulation Model 
Gather Data and 
Estimate Parameters 







Analyze Results and 
Present to Management 
Implement Results 
Figure 3. Major Components of the Development Process 




Formulation of Problem Statement 
\ 
Collection and Processing of 
Real World Data 
Formulation of a Preliminary Model 
j 
Estimation of Parameters 
j 
Verification of Preliminary Model and 
Parameter Estimates 
Writing and Debugging 
o f C o m p u t e r P r o g r a m 
Validation of Simulation Model 
Design of Simulation Experiments 
I 
Operation of Simulation 
Analysis and Use of 
Simulation Results 1 
Problem 
Termination 
Figure 4. Flow Chart of Major Components of Computer 
Simulation Development Process. 
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organization as well as resources from more than one source. For the decision 
maker, this can make selection of a particular alternative course of action with­
in an individual event difficult. Therefore, the events have been divided into 
smaller parts, called end items. End items are basic work packages of the 
development process that are limited in scope to jobs which are directly respon­
sive to one middle manager or supervisor. 
Example 
The structuring process is shown in graphical form in Figure 5 . Simula­
tion consists of four stages. The development stage consists of ten major com­
ponents. The first component, Problem Formulation consists of two events; 
problem specification and objectives definition. The event, Objectives Defined, 
consists of three end items; specify objectives identify outputs, and specify 
relevant variables. 
Decision-Maker Explanation 
Development of a computer simulation requires a variety of skilled indi­
viduals; operations research analysts, statisticians, system analysts, and data 
processing specialists. These individuals may be the decision makers responsible 
for choosing a particular course of action during the simulation development pro­
cess. The number of decision makers and their exact areas of responsibility is 
determined by the individual simulation being developed and the organizational 
structure of the developing firm. In some cases, one individual will be the 
decision maker throughout the development process. In other cases, the term 
17 
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Figure 5. Structuring Process of Developed Model. 
18 
decision maker will refer to many individuals. The simulation developed by the 
decision makers and their staffs is for use by a high-level manager as an aid in 
analyzing a complex situation. 
The next section presents and explains the events and end items of each 
major component. 
Explanation of Components 
The general explanation of the procedure used to develop the model pre­
sented the major components of the simulation development process and the 
method used to designate events and end items. 
This section presents in sequential order the events and end items of each 
major component. Emphasis is placed on the alternatives facing the decision 
maker. The model developed is exhaustive. Not all components, events, and 
end items presented occur in all simulations. 
The diagram format used to present the components in this section is shown 
and explained in Figure 6. Figure 6 is a key for reading Figure 7 through Figure 
16; in these latter figures, each end item is specifically named. 
Detailed Formulation of the Problem Statement—Component 1 
Once the initial decision has been made to use simulation as the solution 
method for a given problem, the problem is usually reviewed and refined. This 
refinement is a continuing process because as more and more become known about 
the problem, it is possible to sharpen the definition. The refinement process can 
lead the decision maker to one of three alternatives: (1) He continues to accept 
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Figure 6. Diagram Format Explanation. 
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additional study which may result in a revised problem statement; or (3) he finds 
that the problem can best be solved by a method other than simulation or should 
be discontinued. This is shown in Figure 7. If the simulation is not aborted, 
the next end item, Problem Refinement, follows automatically. The problem is 
likely to be vaguely defined in qualitative terms, which must be translated into 
operational terms. This refinement gives management increased insight into the 
problem and is essential for the beginning of the modeling effort. 
Definition of the objectives of the simulation includes three end items: 
(1) specification of the objectives, (2) specification of the relevant variables, and 
(3) identification of the outputs desired. These three end items, while separate, 
interact to define the objectives of the simulation. The relevant variables are 
those which affect system performance as measured by the specified objectives. 
This performance measurement is reported in the outputs selected. 
The costs associated with this component may not be large compared to 
those of other components. However, formulation of the problem is the most 
crucial step in developing the simulation model of the system (6). Successful 
accomplishment of the simulation objectives depends on correct problem 
formulation. 
Collection and Processing of Real World Data—Component 2 
The collection and processing of real world data component is shown in 
Figure 8. 
The problem statement requires data (quantitative or otherwise) for use 
in developing the mathematical model, simulation experiments, and model 
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Figure 8. Collection and Processing of Real World Data—Component 2„ 
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validation. The data collection activity begins with the review and evaluation of 
the available data. If information in the data bank is available, processing of the 
data can begin. If it is not available, a data gathering phase must be undertaken. 
The methods of data gathering include use of questionnaires, interviews, engi­
neering analysis, experiments, or tests. The data required is specified by the 
decision maker. The applicable end items follow automatically with the selection 
of a data gathering method. 
For example, if questionnaires are to be used, an appropriate set of ques­
tions must be developed and evaluated. The questionnaire is then assembled, 
reproduced, and sent to a list of selected respondents. The completed question­
naires returned by the respondents is now available as raw data for processing. 
Processing of the data begins when raw data is collected. The data must 
often be converted from one medium to another. For example, handwritten docu­
ments must be punched on cards, which may be converted to magnetic tape, if the 
data is to be used by a computer. Conversion of the data allows data manipulation, 
which produces the workable data. 
The workable data achieved from this component is used in the development 
of the mathematical model, the next component, and in simulation experiments 
and model validation. 
Development of the Preliminary Model—Component 3 
The development of the preliminary model component is shown in Figure 9. 
Model formulation begins with identification of the subsystems which make 
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Figure 9 . Development of the Preliminary Model—Component 3 . TO 
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into less complex components, which makes modeling less difficult. 
Factors considered during the component specification process are: 
(1) the amount of detail desired in the model; (2) programming time, program 
debugging time, and computer efficiency; and (3) the simulation experiments to be 
conducted. 
Sometimes, useful information can be gained by operating a simulation 
model of a subsystem, with no necessity for operating the entire simulation model„ 
This alternative should be considered, but generally is not. 
Specification of the model components allows the specification of the vari­
ables, exogenous and endogenous, and parameters to begin. The number and choice 
of the input variables is often difficult. Too few input variables may cause less 
model detail to be achieved or may cause the model to be invalid. Too many input 
variables can reduce computational efficiency and increase model complexity. The 
output variables generally specified in the simulation's objectives, are dependent 
on input variable specification. These output variables must be achievable through 
use of the specified input variables. Parameter specification is closely tied to 
variable specification. The parameters must enable the input variables to produce 
the specified output variables. 
The functional relationships which unite the variables and parameters with­
in the specified components, produce the preliminary model and enable it to provide 
the desired results. The functional relationships should not increase model detail, 
cause production of unnecessary results, or produce an inaccurate model. Accep­
tance of the specified functional relationships, as constrained by the modeled 
26 
systemTs characteristics, results in achievement of the preliminary model. 
Rejection of the functional relationships requires repeating this component until 
acceptable results are achieved. 
Estimation of Parameter Values—Component 4 
The estimation of parameter values component is shown in Figure 10. 
Estimation of the parameter values consists of selecting an estimation 
method, verifying that the selected method can produce the desired results, and 
applying it to the historical data. The estimation methods, which include use of 
ordinary least squares, single equation techniques, simultaneous equations, and 
collection of values over time to compute a frequency distribution, produce the 
parameter value estimates. 
The parameter values are then tested. If the results of the tests are satis­
factory, the estimated values are accepted. If the results are rejected, estimation 
and testing is repeated until acceptable parameter values are achieved. 
Verification of the Preliminary Model and Parameter Estimates—Component 5 
The verification of the preliminary model and parameter estimates com­
ponent is shown in Figure 11. 
Before testing can begin, model preparation, which includes selection of 
the tests to be conducted, specification of the accuracy levels, and identification 
of the portions of the model to be tested, is accomplished. Test selection includes 
consideration of the results achieved from each test, time required to conduct the 
tests and analyze the results, and test applicability. The tests include tests of 































Figure 10. Estimates of Parameter Values—Component 4. 


























Figure 11. Verification of the Preliminary Model and Parameter 
Estimates—Component 5. 
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Designation of the model components to be tested is done in conjunction 
with test selection. Evaluation of all components may not be necessary if vali­
dation can be achieved by testing selected components. Reducing the size of the 
model to be tested can reduce the costs. 
Specification of the accuracy levels is the third end item in the prepara­
tion event. Consideration must be given to data requirements, number of experi­
ments, time, personnel, and equipment necessary to conduct each test. Benefits 
achieved by increasing accuracy levels must be compared with the additional 
costs required to obtain these increased levels. 
Completion of the testing preparation allows the designated tests to be con­
ducted. Accuracy of the conduct of the tests versus the costs, personnel, time, and 
equipment, should be considered. Completion of the tests is followed by analy­
sis of the results. Acceptance of the results is acceptance of the model as a valid 
representation of the system. Rejection of the results signifies that Components 
1 through 5 should be repeated. This may seem startling because of the costs 
involved in repeating these components. However, an invalid model which can 
not produce valid results is of no value to the simulation developer. 
Writing and Debugging of Computer Program—Component 6 
The writing and debugging of the computer program component is shown 
in Figure 12. 
Formulation of a flow chart, which describes the steps of the computational 
procedure and the relationship between them, requires the decision maker to 
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Increased detail requires more development time and more highly trained per­
sonnel. However, this increased detail can reduce time, personnel, and per­
sonnel skill necessary for problem encoding. The decision maker uses these 
trade-offs when specifying flow chart detail. 
The decision maker is faced with two general considerations when selec­
ting a simulation language. These are: (1) the question of a general purpose 
language versus a special purpose simulation language; and (2) contract program 
development versus development within the firm. The decision concerning the 
source of program development includes consideration of: (1) corporate computer 
hardware and software capabilities; (2) staff capabilities and availability for the 
encoding task; (3) time and money requirements; and (4) specific benefits achieved 
from each source. 
The decision concerning general purpose or special purpose simulation 
language requires consideration of: (1) programming time, which is generally 
shorter for simulation languages; (2) computer running time which is generaUy 
longer for simulation languages; (3) the training required for corporate personnel 
to be proficient in a specific language; (4) the ability of the language to provide 
the desired results. 
Large organizations often place an over-riding constraint on this decision­
making process. This constraint limits the program development process to 
corporate personnel who must use available computer equipment and languages. 
As a result, an important decision-making process is often ignored. 
Problem encoding requires a general encoding plan. Some examples are: 
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(1) use all programmers to encode the problem from beginning to end; (2) select 
individual components to be encoded; and (3) split the programmers and encode 
the problem at several points simultaneously. Numerous variations are possible. 
Encoding, debugging, and validating one or more components of the model sepa­
rately sometimes enables results to be achieved from operation of this portion 
prior to encoding the remaining components. 
Debugging the program, which is often aided by error detection diagnos­
tics included in the computer language, is complete when the program is identical 
to the original flow chart. The debugged program is ready for validation. 
Validation of the Computer Simulation Model—Component 7 
The validation of the computer simulation model component is shown in 
Figure 13. 
Validation of a computer simulation is a difficult problem (20). As such, 
validation is not always accomplished. Validation may be: (1) Comparing the 
simulated data with historical data; (2) Checking the performance of model sub­
systems; (3) Checking the variance of the outputs when the inputs are held con­
stant (high internal variability can obscure changes in outputs which resulted 
from changes in inputs); or (4) Asking people who know the real system to judge 
whether the model is reasonable (this is not scientific validation, but a test of 
reasonableness) (20, 6, 24). 
Validation begins with preparation for testing. Test selection and model 
preparation procedures, presented in detail in Component 5, are not repeated 
here. Test accuracy levels are determined by intended use of the simulation 
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Figure 13. Validation of the Computer Simulation Model—Component 7. 
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results. Lower accuracy levels are advantageous when the benefits achieved 
from higher accuracy levels can not be implemented in the real world system. 
Validation testing is conducted on the computer simulation model as it will 
be operated in general use. The decision maker accepts or rejects the test re­
sults. Acceptance means the model is ready for use. Rejection means that the 
tests need to be repeated or that the model requires revision. 
Design of Simulation Experiments—Component 8 
Design of computer simulation experiments is well documented in the 
literature (3, 8, 9, 17). The simulation experiments provide the simulated data. 
The decision maker is concerned with three problems: The problem of stochastic 
convergence; the problem of size; and, the problem of motive (3). These problems 
are the basis of this component, which is shown in Figure 14. 
The problem of motive concerns the accuracy with which the simulation 
experiment objectives are specified. Specifying the objectives as precisely as 
possible facilitates design selection. If the wrong design is chosen, the results 
will not be valid. 
Stochastic convergence is the convergence of sample averages to popula­
tion averages. The decision maker can solve this problem by increasing the 
sample size in three ways: (1) increase the simulation run length; (2) replicate 
the current run length; or (3) decrease the minimum time-unit. These methods 
are explained in detail in the literature (12, 10, 13). Monte Carlo techniques can 
also be used (3). The decision maker may not consider each of these methods in 
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Figure 14. Design of Simulation Experiments—Components 8. 
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The problem of size concerns the number of factors in the experiment. 
When limiting the number of factors by constructing a fractional design, the trade­
offs are the results achieved from the fractional design versus those achieved from 
a full factorial design. The costs of both alternatives include: (1) experiment 
planning time; (2) computer time required; and (3) data losses due to compounding 
effects. 
Completion of the design makes the experiments ready for use or operation 
by the computer. 
Operation of the Computer Simulation Model—Component 9 
The operation of the computer simulation model is shown in Figure 15. 
Operation of the computer simulation requires use of computer time. The 
decision maker must decide how to use the available time. Possible alternatives 
include: (1) to run only certain components; (2) to run the entire model; or (3) 
to replicate runs of one component. Each alternative's benefits are compared to 
the cost of operation of the alternative. 
Scheduling allocated run time includes consideration of: (1) computer 
operating efficiency; and (2) the ability of the simulation to produce the desired 
results in the scheduled time. This is generally coordinated with data processing 
personnel. Scheduling computer time on a regular basis is necessary for repeated 
operation of the simulation. 
Analysis and Use of Simulation Results—Component 10 
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Figure 15. Operation of the Computer Simulation Model—Component 9. 
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Figure 16. 
Operation of the computer simulation produces the data specified by 
Components 1 through 5, in the output formats encoded in Component 6. The 
simulation results, after collection and processing, are ready for testing. Selec­
tion and conduct of the tests is accomplished in the manner presented in Component 
7. Rejection of the simulation results, after testing, may require that all or some 
of the preceding components be repeated. In general, Components 8 through 10 
are repeated. The decision maker evaluates the reasons for rejection when de­
ciding which components will be repeated. Acceptance of the test results means 
that the simulation data is ready for interpretation and use. 
Interpretation of these results is the first step of implementation in the 
real world system. Because interpretation determines the real world system 
decision alternative to be supported, it should be done in an unbiased manner. 
If the decision maker forces the simulation results to support a pre-conceived 
decision, the value of the entire simulation can be lost. 
After interpretation of the results, the decision maker implements the 
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Figure 16. Analysis and Use of Simulation Results—Component 10. 
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C H A P T E R IV 
DECISION-FLOW DIAGRAM M O D E L 
The exhaustive model developed in Chapter HI presented the components 
that organize and structure the computer simulation development process. The 
resultant simulation is shaped by the decisions made during the development 
process. The size and complexity of the simulations discussed in this research 
makes decision making about simulation alternatives similarly complex. This 
thesis presents a formal procedure for making simulation decisions, in the hope 
of providing a useful aid to supplement the manager's judgement and intuition. 
The procedure selected to aid in the decision making is a version of the 
"decision-flow diagram or tree" ( 2 1 ) . The decision-flow diagram helps the 
decision maker to reason and to act in a systematic manner in situations in which 
some events occur that cannot be predicted with certainty. This enables him to 
select the best strategy ("best" from an expected-value point of view) among the 
alternatives. 
The decision-flow diagram presents, in chronological order, the alternatives 
available and the information known to the decision maker as he progresses through 
its various paths. The decision-flow diagram is a series of decision forks 
(decisions controlled by the decision-maker) and chance forks (decisions controlled 
by nature or chance). At each fork, distinct alternatives are available. Each 
alternative has an expected cost associated with it. The cost is incurred when that 
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particular alternative is chosen. The alternatives connect the decision and chance 
forks to form paths through the decision-flow diagram. Whereas the decision 
maker selects the alternative at a decision fork, nature or chance, selects the 
alternative at a chance fork. Each alternative at a chance fork has a probability 
or chance of being selected by nature. Assignment of numerical values for these 
probabilities is difficult (21). Use of the probability values will be explained later. 
In a decision-flow diagram, the decision forks are represented by squares, 
the chance forks are represented by circles, and the alternatives are represented 
by arrows that connect the forks. 
Explanation of the Developed Decision-Flow Diagram 
The decision-flow diagram provides structure for the decision making 
associated with the development of a computer simulation. 
Each alternative presented at the decision and chance forks is the best of 
a group of possible choices for that alternative. For example, consider the Out­
side Special Purpose alternative at the Development Source and Language Selection 
Fork (Decision Fork 3), in which the decision-maker decides on the development 
source and the language to be used to translate the problem into a computer program 
(See Figure 17). The choices here are between a special-purpose and a general-
purpose language and between in-house and outside-contract writing of the program. 
It is assumed that the best among the general-purpose languages, among the special-
purpose languages, and among the possible outside contractors has already been 
selected before development of the decision-flow diagram. For this alternative, 
for example, the original choices may have been Company A using ALGOL, Company 
Acept Decision Forks • 1, Dat  Colection 2. Preliminary Modal and Verifcation 3* Development Source and Program Language 4. Computer Model Validation 5. Model Revision 6. Model Operation 7* Implementation 
Chance ForksO 1, Dat  Availabilty 
2. Validation Acceptability Problem Statement ^ Availble A 2 'No Prelim 3 > Model 
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Figure 17. Decision-Flow Diagram for the Simulation Development Process. it* to 
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B using FORTRAN, Company C using COBOL, and Company D using FORTRAN. 
From these choices, Company B using FORTRAN was selected as best and is the 
only version of this alternative given in the decision-flow diagram. 
Explanation of the Forks in the Decision-Flow Diagram 
The decision-flow diagram for the simulation development process is shown 
in Figure 17. 
Data Availability Fork 
Chance Fork 1 is the Data Availability Fork. At this fork, the simulation 
will have been initiated by the refined problem statement and chance controls the 
availability of the required data in the developing organization's data base. There 
are two alternative decisions available at this fork: the Available alternative, in 
which the data required for the problem's solution is in the developing organization's 
data base; and the Not Available alternative, in which the data required for the 
problem's solution is not available in the developing organization's data base. 
Data Collection Fork 
Decision Fork 1 is the Data Collection Fork. At this fork, the simulation 
will not have the required data available in the developing organization's data base, 
and the decision maker must decide on a method of data collection. There are three 
alternative decisions available at this fork: the Questionnaire alternative, in which 
a questionnaire is used to obtain the data required; the Analysis alternative, in 
which a form of engineering analysis is conducted to achieve the required data; and 
the Experiments alternative, in which experiments that provide the required data 
are performed. 
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Preliminary Model and Verification Fork 
Decision Fork 2 is the Preliminary Model and Verification Fork. At this 
fork, the simulation will have the data collected and processed and the decision 
maker decides whether or not to use a preliminary model, and if a preliminary 
model is used, whether or not to verify its results. There are three alternative 
decisions available at this fork: the Preliminary Model Verified alternative, in 
which a preliminary model is used and the model's results are verified; the 
Preliminary Model Not Verified alternative, in which a preliminary model is used 
but the model's results are not verified; and the No Preliminary Model alternative, 
in which no preliminary model is used. 
Development Source and Language Selection Fork 
Decision Fork 3 is the Development Source and Language Selection Fork. 
At this fork, the decision maker decides on the development source and the language 
to be used to translate the problem into a computer program. There are four 
alternative decisions available at this fork: the In-house General Purpose alterna-
tive, in which the computer model is formulated by organization personnel using 
a general-purpose language; the In-house Special Purpose alternative, in which 
the computer program is formulated by organization personnel using a special 
purpose simulation language; the Outside General Purpose alternative, in which 
the computer program is formulated by an outside-contract firm using a general-
purpose language; the Outside Special Purpose alternative, in which the computer 
program is formulated by an outside-contract firm using a special purpose 
simulation language. 
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Computer Model Validation Fork 
Decision Fork 4 is the Computer Model Validation Fork. At this fork, the 
simulation will have a developed computer model. The decision maker decides 
whether or not to formally validate the computer model. There are two alternative 
decisions available at this fork: the Validation alternative, in which the computer 
model is validated; and the No Validation alternative, in which the computer model 
is not validated. 
Validation Acceptability Fork 
Chance Fork 2 is the Validation Acceptability Fork. At this fork, the simu­
lation will have a computer model that has been validated, and nature controls the 
acceptability of this validation. There are two alternative decisions available at 
this fork: the Acceptable alternative, in which the validation results are accepted 
by the decision maker; and the Not Acceptable alternative, in which the validation 
results are not accepted by the decision maker. 
Model Revision Fork 
Decision Fork 5 is the Model Revision Fork . At this fork, the simulation 
will have validation results which are not accepted by the decision maker and the 
decision maker must revise the computer model. Usually the only alternative 
available at this fork is the Revision alternative, in which the decision maker re­
vises the computer model to make it produce acceptable results. The extent of 
revision is, of course, variable. 
Operation Source Fork 
Decision Fork 6 is the Operation Source Fork. At this fork, the simulation 
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computer model must be operated or 'run' and the decision maker decides on the 
source to operate the computer model. There are two alternative decisions avail­
able at this fork: the In-house alternative, in which the computer model is operated 
on a computer owned by the developing organization; and the Outside alternative, 
in which the computer model is operated on an outside-contract firm computer. 
Implementation Fork 
Decision Fork 7 is the Implementation Fork. At this fork, the simulation 
will have been operated and the decision maker decides on the manner of implemen­
tation of the simulation results. Usually the only alternative decision available at 
this fork is the Implementation alternative, in which the simulation results are 
implemented in the real world system by the decision maker. 
Use of the Decision-Flow Diagram 
Before the developed decision-flow diagram can be used, the expected cost 
of each alternative at all forks must be obtained. These expected costs result from 
work, time, personnel, and money expenditure estimates made by the developing 
organization for activities associated with alternatives accomplished within the 
developing organization. Bids or contract offers provide the cost data for alter­
natives involving firms other than the developing organization. These costs are 
placed on the respective alternatives. 
Next, the probabilities associated with the chance fork alternatives must 
be specified. Raiffa presents several techniques for determining these 
probabilities (21). 
The research of Abt Associates, Inc. indicates that for a typical simulation 
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study, the probability of finding the required data already in useable form is 
about .56, and the probability of finding model validation results acceptable with­
out requiring model revision is about .50 (1). This thesis uses these two proba­
bility assignments for illustrative purposes at Chance Forks 1 and 2 respectively. 
Determination of the optimal strategy is the final step in the decision-making 
process. The goal of the decision maker is to minimize the expected cost of the 
entire simulation. Minimizing the expected cost is equivalent to maximizing the 
expected net benefits because it is assumed that every simulation which is con­
sidered acceptable for the given problem will provide the maximum benefits possible 
from a simulation. Thus, the decision maker examines and compares the various 
acceptable simulations for the given problem and selects the simulation with the 
minimum expected cost. 
Justified arguments can be made in the support of the belief that decision 
making is not based solely on cost minimization or profit maximization. However, 
this research uses cost minimization as the goal of the decision maker for the 
following reasons: 
1. Cost minimization is easily understood and can be directly applied by 
all users of the developed decision-flow diagram. 
2. The case examples used in this research would provide only cost 
estimates for the simulations being developed. 
The size of the simulations discussed in this thesis makes it necessary to 
consider the importance of time in the decision-making process. The time between 
successive decisions may be substantial. At the decision and chance forks, it may 
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be necessary to compare differences in immediate costs against differences in 
future costs. Consideration of time and its effect on the decision-making process 
is particularly important when the translation, validation, operation, and imple­
mentation of a simulation will extend over a period of years. The alternatives 
can be put on a comparable basis by the use of the Present Worth technique. This 
technique says: 
Given a model that will be used for N years at an expected cost of A 
dollars per year, the present worth of the cost is: (25) 
P = A ( 1 _ e - r N 
r v ' 
where r = ln(l + i) 
i = annual compound interest rate 
The interest rate, i, varies and is established by the individual organization. 
The optimal decision strategy is achieved by working backwards from the 
tips of the diagram. Two separate computational devices are used: (21) 
1. An averaging-out process at each chance fork. 
2. A choice process selecting the minimum cost path at each decision fork. 
The averaging-out process uses the probability assigned to each chance fork 
alternative and the cost of the respective alternative path. The probability that 
chance selects the alternative is multiplied by the path cost. This is repeated for 
all alternatives at the chance fork. The values obtained for all of the alternatives 
are summed and this value is placed at the chance fork. Consider the example 
chance fork presented in Figure 18. 
Figure 18. Example Chance Fork in a Decision-Flow Diagram. 
Figure 19. Example Decision Fork in a Decision-Flow Diagram. 
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The path cost is the sum of the alternative cost and the cost at the fork 
that the alternative precedes. The cost of Path A is: 
$6 + $9 = $15 
This cost is multiplied by the probability that Alternative A is selected by chance, 
which is . 6. This yields: 
.6 x $15 = $9 
This process is repeated for Path B. This produces: 
$5 + $15 = $20 
.4 x $20 = $8 
The path costs are summed: 
$9 + $8 = $17 
This value, $17 , is placed at Chance Fork 1. 
At each decision fork, one alternative must be selected. When the deci­
sion maker is at the decision fork, he looks down the alternative paths and selects 
the path of lowest cost. The path cost is the sum of the alternative cost and the 
cost at the fork that the alternative leads to. Consider the example decision tree 
presented in Figure 19. At Decision Fork 1, Path A or Path B must be chosen 
by the decision maker. The cost of Path A is: 
$10 + $12 = $22 
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The cost of Path B is: 
$5 + $18 = $23 
Path A is the least expensive, and is the path selected. The value of $22 is placed 
at Decision Fork 1. The decision maker who selects Alternative B because it is 
less expensive than Alternative A makes an error. He fails to look ahead past 
the alternative to the cost of the remainder of the path. 
These two basic tools are used during the fold back procedure which deter­
mines the optimal strategy selected by the decision maker. Starting at the tips, 
or ends, of the decision-flow diagram, the decision maker works backwards, or 
from right to left, through the diagram. The path cost is placed at the appropriate 
decision or chance fork using the computational techniques previously described. 
The alternative paths not selected are marked with double vertical slashes as 
shown in Figure 19 (Path B). 
Utilizing the developed decision-flow diagram and the computational tech­
niques provided, the simulation developer can structure M s decision-making pro­
cess and determine his optimal decision strategy based on the costs and probabili­
ties applicable to his particular simulation. 
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C H A P T E R V 
APPLICATIONS OF THE DECISION-FLOW DIAGRAM 
This chapter presents the application of the decision-flow diagram 
developed in Chapter IV to case examples. The two organizations selected were 
developing computer simulations of the size and type discussed in this research. 
Information about the development of each simulation was obtained from the indi­
vidual responsible for the simulation's development. Each individual's responses 
to a prepared list of questions were recorded on tape. From these responses, 
cost data required for use on the decision-flow diagram was obtained. 
Both organizations were promised anonymity by this author and will be 
referred to as "Organization B' and "Organization R" respectively. 
Case Example 1 
Organization B was developing a simulation of an information flow network. 
The organization had no operating procedures or policies, such as not permitting 
the use of a contract firm for research or planning projects, which would limit 
the decision-making flexibility during the development of the simulation. Thus, 
the entire decision-flow diagram, as developed in Chapter IV, is applicable to 
Organization B. This is shown in Figure 20. 
Reducing the number of alternatives considered at Decision Fork 1 and 
Decision Fork 3 did, however, limit the size of the decision-flow diagram. At 
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Figure 20. Unconstrained Decision-Flow Diagram of Organization B. 
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Decision Fork 1, only experiments were considered as an acceptable method of 
data collection. The best, from an economic comparison, was chosen. At 
Decision Fork 3, the special purpose simulation language chosen to be the alter­
native, In-house Special Purpose, with this alternative ultimately being selected, 
could not be used, or run, on the organization's computer. Program develop­
ment by a contracted firm, using a general purpose language or a special purpose 
simulation language, was not considered. This limitation of the alternatives con­
sidered at these decision forks reduced the size of the decision-flow diagram to 
that shown in Figure 21. 
This decision-flow diagram indicates only two decision forks with more 
than one alternative to choose from; Decision Fork 2, Preliminary Model and 
Verification, and Decision Fork 4, Computer Model Validation. Because a pre­
viously formulated small manual network configuration provided the information 
generally obtained from a preliminary model, the decision maker decided against 
the use of a preliminary model, as such. Thus, the alternative, No Preliminary 
Model, was selected at Decision Fork 2. 
At Decision Fork 4, Computer Model Validation, the decision maker chose 
to validate the computer model. Sophisticated statistical validation techniques 
were not employed, but the model results were compared to the real world data. 
From this comparison, the model was accepted as valid and operated without 
revision. 
The path formulated by Organization B through the decision-flow diagram, 
and the alternative costs, is shown in Figure 22. 
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Figure 2 1 B Reduced Decision-Flow Diagram of Organization B. 
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Case Example 2 
Organization R was developing a simulation of a transportation system 
network. The organization's operating procedures or policies did not permit 
computer program development or program operation by a contracted firm. This 
reduced the size of the decision-flow diagram developed in Chapter IV to that 
shown in Figure 23. 
This decision-flow diagram was not further reduced in size by limitation 
of the number of alternatives considered at any decision fork. 
Because the required data was available in the organization's data base, 
Decision Fork 2, Preliminary Model and Verification, was the first decision made 
by the decision maker. A previously developed computer simulation model pro­
vided the information generally gained from a preliminary model. Thus, the 
decision maker chose the alternative, No Preliminary Model, at Decision Fork 2. 
Both alternatives at Decision Fork 3, Development Source and Language 
Selection, were considered. Use of a special purpose simulation language by 
organization personnel, In-house Special Purpose, was an apriori selection. 
However, consideration was given to the alternative, In-house General Purpose. 
However, flow-charting and encoding were the characteristics primarily consi­
dered. Operation of the developed program in the selected language was not con­
sidered in this decision. The decision-flow diagram, and the fold back procedure, 
allows the decision maker to consider operation costs when the development 
source and language is selected. 
The decision maker decided against validation of the computer model at 
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Figure 23. Constrained Decision-Flow Diagram of Organization R. 
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Decision Fork 4. This decision designated the remainder of the path through the 
decision-flow diagram. 
The path formulated by Organization B through the decision-flow diagram 
is shown on Figure 24. 
Analysis of Case Examples 
Both organizations (Organization B and Organization R) have established 
a clearly defined path through the decision-flow diagram. No attempt will be made 
by this author to justify these paths as optimal nor to degrade them as examples 
of poor decision making. The paths of both organizations, and the associated 
costs, will be used to demonstrate the use of the Present Worth technique in 
comparing the decision alternatives in the decision-flow diagram. 
As explained in Chapter IV, the impact of time should be considered in 
economic decision making. The decision at Decision Fork 3, and the comparison 
of the alternatives at this fork, will be used to demonstrate the use of the Present 
Worth technique. For ease of explanation, the number of decision alternatives at 
Decision Fork 3 are reduced to the following: 
1. Special Purpose Simulation Language. 
2. General Purpose Language. 
The selection of a computer language and the methods used to compare lan­
guages is not an exact process because of the variety and range of possible evalu­
ation criteria (18). The criteria used in this explanation is cost minimization, the 
previously stated goal of the decision maker responsible for the simulation 
development. 
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Figure 24. Organization R Path Through Decision-Flow Diagram. 
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The costs associated with these alternatives include: Translation cost; 
validation cost; model operation cost; and implementation cost. Because imple­
mentation of the simulation results does not depend on the type of language used, 
but is basically a function of the managerial abilities of the analyst, the time and 
cost of implementation are considered to be equal for both decision alternatives 
(6). The cost of the alternatives are put on a comparable basis by use of the 
Present Worth technique. The decision maker compares the alternative costs 
and selects the minimum cost alternative. This decision is shown (in decision-
flow diagram format) in Figure 25. 
Generally, the time required for problem translation, and the cost, is 
greater when a general purpose language is used than it is when a special purpose 
simulation language is used. The computer model operation time, and the cost, 
is generally greater when a special purpose simulation language is used than it 
is when a general purpose language is used. 
A more definite comparison of the two language types is required for use 
in this thesis. To obtain the comparative relationships for translation time, vali­
dation time, and model operation time, an informal survey of several computer 
firms was conducted. This survey produced the following approximate relation­
ships, which are used in this thesis: 
1. The translation time, and cost, is approximately two times greater 
for a general purpose language than for a special purpose simulation 
language. 
2. The model operation time, and cost, is approximately eight times 
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Figure 25. Decision Fork Used in Case Example Analysis. 
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greater for a special purpose simulation language than for a general 
purpose language. 
3, The validation time, and cost, is approximately 1.5 times greater for 
a special purpose simulation language than for a general purpose 
language. 
The annual compound interest rate is assumed to be ten per cent (10%) for 
both organizations. 
Organization B 
The simulation model developed by Organization B used a special purpose 
simulation language. The path of Organization B through the decision-flow diagram 
(as was shown in Figure 22) displayed the time and cost for translation, validation, 
and model operation. The times and costs, to be used in determining the cost of 
this alternative are: 
1. Translation cost and time 
a. Cost $12,900/year 
b. Time .33 year 
2. Validation cost and time 
a. Cost $8000/year 
b. Time . 1 year 
3. Model operation cost and time 
a. Cost $400/year 
b. Time 10 years 
The total cost of this alternative, using the Present Worth technique is 
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now computed. The present worth of the total cost is: 
P(Cost) = P(Translation Cost) + P(Validation Cost + 
P(Model Operation Cost) 
P ( C O S T ) = 1 2 9 0 0 ^ . ^ ( . 3 3 ) - " : 
8 0 0 0 r - r ( . 3 3 ) - r ( . 4 3 ) 1 
G ~ 6 j 
400re-r(.43)_ e-r(10.43)' 
where i = . 1 
r = ln(l + i) = ln(l + . 1 ) = . 0 9 5 3 1 
• O / R , + X 1 2 9 0 0 r - . 0 3 1 4 5 ' 
P(Cost) = — 1 1 - e 
V 1 . 0 9 5 3 1 L 
8 0 0 0 r - . 0 3 1 4 5 - . 0 4 0 9 ! + e - e . 0 9 5 3 1 L 
4 0 0 
. 0 9 5 3 1 L 
r - . 0 4 0 9 8 - . 9 9 4 0 8 ' e - e 
P(Cost) = 1 3 5 3 4 7 . 8 1 ( 1 . - . 9 6 9 0 ) + 8 3 9 3 6 . 6 3 ( . 9 6 9 0 - . 9 5 9 8 ) 
+ 4 1 9 6 . 8 3 ( . 9 5 9 8 - . 3 7 0 1 ) 
P(Cost) = 4 1 9 6 + 7 7 2 + 2 4 7 5 = $ 7 4 4 3 . 
To determine the present worth of the cost of the general purpose language 
alternative, the translation cost, the validation cost, and the model operation cost 
are adjusted by the previously presented approximate relationships. 
The costs and times to be used in determining the cost of this alternative 
are: 
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1. Translation cost and time. 
a. Cost $25, 800/year 
b. Time .33 year 
2. Validation cost and time. 
a. Cost $12, 000/year. 
b. Time . 1 year. 
3. Model Operation cost and time. 
a. Cost $50/year. 
b. Time 10 years. 
P(Cost) = P(Translation Cost) = P(Validation Cost + 
P(Model Operation Cost) 
p , C o s t x _ 2 5 8 0 0 r _ e - r ( . 3 3 ) - j 1 2 0 0 0 r - r ( . 3 3 ) -r ( . 4 3 ) " 




where i = .1 
r = ln(l + i) = ln(l + . 1) = . 09531 
25800 r -.031451 12000 r -. 03145 -.04098 P(Cost) = 1-e + ie -e v ; .09531.. 1 .09531L 
50 r -.04098 -.994081 
. 0953 
P(Cost) = 270695.62 (1 - .9690) + 125904.94(.9690 - .9598) 
+ 524.60(.9598 - .3701) 
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P(Cost) - 8392. + 1158 + 309. = $9859. 
Based on the cost minimization goal, the decision maker would select the 
special purpose simulation language alternative. 
Organization R 
The simulation model developed by Organization R used a special purpose 
simulation language. The path of Organization R through the decision-flow diagram 
(as shown in Figure 24) displayed the time and cost for translation, validation, and 
model operation. The times and costs to be used in determining the cost of this 
alternative are: 
1. Translation cost and time 
a. Cost $12,000/year 
b. Time 1.33 years 
2. Validation cost and time 
a. Cost $12, 000/year 
b. Time .5 years 
3. Model Operation cost and time 
a. Cost $43,000/year 
b. Time 5 years 
P(Total Cost) = P(Translation Cost) + P(Validation Cost) 
+ P(Model Operation Cost) 
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P ( C o s t ) = ilOOO r i _ e - r ( 1 . 3 3 n 
r L 
+ 1 2 ° Q ° r -r(l0 33) -r(l. 83)1 
r J 
43000 j- -r(l. 83) -r(6. 83) 
r ! 
•r,/^, . V 12000 r, -.12676] 12000 r-.12676 -.17442' 
P(Cost) = — — - — 1 - e H e -e 
1 ' .09531 L J . 0 9 5 3 1 L 
43000 r -.17442 -.65097' 
+ 1 e -e 
.0953.' 
P(Cost) = .125904.94(1 - .8809) + . 125904.94(. 8809 - . 8399) 
+ 451159.37(.8399 - .5215) 
P(Cost) - 14995 + 5162 + 143649 = $163,770. 
To determine the present worth of the cost of the general purpose language 
alternative, the translation time, the validation time, and the model operation time 
are adjusted by the previously presented approximate relationships. 
The costs and times to be used in determining the cost of this alternative 
are: 
1. Translation cost and time 
a. Cost $24,000/year 
b. Time 1.33 years 
2. Validation cost and time 
a. Cost $18,000/year 
b. Time . 5 years 
68 
3. Model Operation cost and time 
a. Cost $5375/year 
b. Time 5 years 
P ( C o s t ) = ipOÔ  . e-r<1.33>-|+ 18000 re-P(1.33)_e-r(1.83)-| 
r L 
53751" -r(l. 83) -r(6.83) 
24000 
P<C0St> =^ltl[l-
 6 " ' 709531 C -.126761 18000 r -.12676 -.17442" 
.5375 r-. 17442 -.65097" 
+ e -e 
.09531 _ 
P(Cost) = 251809.88(1. - .8809) + 188857.41(. 8809 - .8399) 
+ 56394.92(. 8399 - .5215) 
P(Cost) = 29991 + 7743 + 17956 - $55,690. 
Based on the cost minimization goal, the decision maker would select the 
general purpose language alternative. 
The above explanation presented the use of the present worth technique 
to compare alternatives in the decision-flow diagram. The results, because of 
the use of the approximate relationships between the costs of a general purpose 
language and those of a special purpose simulation language, can not be accepted 
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as valid. However, the reader should be able to recognize that the decision-
flow diagram does structure the decision-making process, while allowing the 
decision maker accurately to compare the decision alternatives. 
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C H A P T E R VI 
CONCLUSIONS A N D R E C O M M E N D A T I O N S 
The conclusions of this research are: 
1. The additional cost of applying the decision-flow method developed herein 
seems to be not more than about two man-months (perhaps $4000 to $5000) 
over the cost of making decisions in the traditional way. As seen in Chapter 
V, the probable savings in using a structural decision-making process are 
an order of magnitude higher than this. Hence, it seems well worth while 
to use the decision-flow method in making simulation development decisions 
for large-scale simulations. 
2. Data gathered from the two organizations, which was used to validate the 
decision-flow diagram, verified the data collection method as applicable to 
large simulations. The narrative history method used to gather the relevant 
information for the decision-flow diagram appears readily useable by organi­
zations developing simulation studies, regardless of whether the formal 
diagram itself is used. 
3. There exist organizations developing simulations which have tended to ignore 
the economics associated with certain stages of the simulation development, 
causing them to incur unnecessary costs. 
It is recommended that further research be done to exploit and expand the 
work of this thesis, specifically: 
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1. Develop data-based methods of estimating the probabilities of the chance out­
comes in the decision-flow diagram (the probability data will be available in 
the needed form and the probability that the simulation mechanism will need 
substantial revision due to weaknesses diagnosed in the validation procedure) 
and of estimating all the costs. 
2. Test the assumption that every simulation method which is considered accept­
able for a given problem will provide the maximum implementation benefits 
possible from any simulation method. If necessary, revise the decision-flow 
method to allow varying benefits. 
3. Repeat the validation of the decision-flow method by using it on further actual 
applications. 
4. Extend the decision-flow method to smaller-scale simulations, where computer 
time and programming time are minor considerations and where such low-
power languages as HOCUS and BASIC might be appropriate. In this realm 
the time discounted expected-cost approach may become inappropriate or 
unwieldly, since some small-scale simulations are justifiable mainly for the 
added insights given to a manager as to how his system reacts to changes. 
72 
BIBLIOGRAPHY 
1. Abt Associates, "Survey of the State of the Art: Social Political, and 
Economic Models and Simulation, " Technology and the American Economy, 
Vol. 5, Cambridge, Mass., 1966. 
2. Appelbaum, Melvin, "Seven Steps to Simulation," Modern Data, Vol. 3, 
July, 1970. 
3. Burdick, D. S. and Thomas Naylor, "Design of Computer Simulation 
Experiments for Industrial Systems, " Communications of the Association 
for Computing Machinery, Vol. 9, No. 5, May, 1966. 
4. Chubb, Bruce A., "Economic Evaluation of the C S M P Digital Simulation 
Language," Simulation, Vol. 14, March, 1970. 
5. Cox, J. G. and J. H. Mize, Essentials of Simulation, Prentice-Hall, 
Englewood Cliffs, N.J., 1968. 
6. Emshoff, James R. and Roger L. Sission, Design and Use of Computer 
Simulation Models, Macmillian Company, 1970. 
7. Evans, George, Georgia Sutherland and Graham Wallace, Simulation Using 
Digital Computers, Prentice-Hall, Englewood Cliffs, N.J., 1967. 
8. Fishman, George, "Digital Computer Simulation: Estimating Sample Size, " 
Rand Corp., August, 1969. 
9. Fishman, George, "Digital Computer Simulation: The Allocation of Computer 
Time in Comparing Simulation Experiments, " Rand Corp., 1967a. 
10. Fishman, George and Philip J. Kiviat, "Spectral Analysis of Time Series 
Generated by Simulation Models," Rand Corp., February, 1968. 
11. Fried, Louis, "How to Analyze Computer Project Costs, " Computer 
Decisions, Vol. 3, August, 1971. 
12. Gafarian, A. V. and C. I. Ancker, "Mean Value Estimation from Digital 
Computer Simulation, " System Development Corp., Santa Monica, Calif., 
1965. 
73 
13. Geisler, Murray A., "The Sizes of Simulation Samples Required to Compute 
Certain Inventory Characteristics with Stated Precision and Confidence," 
Management Science , Vol. 10, January, 1964. 
14. Gnugnoli, Giuliano and Herbert Maisel, Simulation of Discrete Stochastic 
Systems, Science Research Associates, Inc., Chicago, HI., 1972. 
15. Gordon, Geoffrey, Systems Simulation, Prentice-Hall, Inc., Englewood 
Cliffs, N.J., 1969. 
16. Hillier, Frederick S. and Gerald J. Leiberman, Introduction to Operations 
Research, Holden-Day, Inc., San Francisco, Calif., 1967. 
17. Kiviat, Philip J., "Digital Computer Simulation: Modeling Concepts, " Rand 
Corp., Santa Monica, Calif., August, 1967. 
18. Lubian, John F. and Daniel Teichroew, "Computer Simulation: Discussion 
of the Technique and Comparison of Language, " Communications of the 
Association for Computing Machinery, Vol. 9, No. 10, October, 1966. 
19. Maynard, H. B., Industrial Engineering Handbook (Third Edition), McGraw-
Hill Book Company, New York, 1971. 
20. Naylor, Thomas H., et. al., Computer Simulation Techniques, Thomas H. 
Naylor, John Wiley & Sons, New York, 1966. 
21. Raiffa, Howard, Decision Analysis: Introductory Lectures on Choices Under 
Uncertainty, Addison-Wesley, Reading, Mass., 1970. 
22. Reitman, Julian, Computer Simulation Applications, Wiley-Interscience, 
New York, 1971. 
23. Schmidt, J., and R. E. Taylor, Simulation and Analysis of Industrial 
Systems, Richard C. Irwin, Inc., Homewood, 111. 1970. 
24. Tocher, K. D., The Art of Simulation, Van Nostrand, Princeton, N.J., 
1963. 
25. Buck, James R. and Thomas W . Hill, Jr., "Laplace Transforms for the 
Economic Analysis of Deterministic Problems in Engineering," The 
Engineering Economist 16, No. 4, 1971, p. 247-263. 
