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Kapitel 1
Einleitung
Was ist die qualitative Grundlage für das Verstehen und die Imitation von Bewegun-
gen anderer?
Wie integriert das Gehirn Informationen, wenn wir Bewegungen anderer betrachten?
Und wie könnte ein virtueller Agent so wahrnehmen und so agieren wie wir?
Die Vision eines menschenänlichen künstlichen virtuellen Agenten, der auf
gleicher Ebene mit einem Menschen kommunizieren kann, ist ein faszinieren-
des Problem der modernen Forschung. Um wie viel interessanter wäre ein
Agent, der nicht in erster Linie durch manuelle Modellierung seines Verhaltens
oder durch Lernverfahren auf vorgegebenen Datenmengen ein solches Verhal-
ten entwickelt, sondern mittels der selben Mechanismen wie der Mensch dazulernt
und Schlüsse über seine Situation und seinen Handlungsraum schließt.
Psychologische und physiologische Erkenntnisse, die im Verlaufe des letz-
ten Jahrzehnts gewonnen wurden, weisen auf die zentrale Rolle imitativer Ver-
haltensweisen (Meltzoff 2005) bei der unbewussten und bewussten Erweite-
rung des motorischen Repertoires während der Ontogenese des menschlichen
Verhaltens insbesondere während der Kindheit hin.
Die Entdeckung und Untersuchung von Spiegelneuronen-Systemen seit Ende
der 90-er Jahre hat die Mehrheit der Wissenschaftler auf eine postulierte direkte
Verschränkung oder gemeinsame Nutzung identischer Gehirnareale zwischen
sensorischen und motorischen Gehirnfunktionen aufmerksam gemacht (Riz-
zolatti & Craighero 2004). Diese Areale, die am Affen durch Messung im Hirn,
und beim Menschen durch bildgebende Verfahren ermittelt wurden, zeigen
sowohl bei der Ausführung als auch bei der bloßen Betrachtung bestimmter
Klassen von Bewegungen die gleiche Aktivierung – das ist das zentrale Kon-
zept für den Begriff der Motorresonanz.
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Diese Indizien sprechen für die Existenz von Vorwärtsmodellen und inver-
sen Modellen auf neuronaler Ebene (Wolpert & Kawato 1998) (Iacoboni et al.
1999). Inverse Modelle dienen dabei der Bewegungsplanung, also der Ermitt-
lung einer Folge einzelner Entscheidungen zum Erreichen eines erwünschten
Zustands, und damit der Erweiterung des Repertoires. Vorwärtsmodelle da-
gegen basieren auf der Verwendung bereits bekannter Bewegungsabläufe in
parallel laufenden Simulationen, erzeugen also aus den möglichen Entschei-
dungen tatsächliche Bewegungen, die nicht vom motorischen System ausge-
führt werden, deren Ergebnisse vielmehr Erklärungsansatze für eine Beobach-
tung mit unterschiedlich hohen Überzeugungswerten bieten können. Liefert ein
solches Vorwärtsmodell eine Reihe von Erklärungsansätzen, so können diese
als Grundlage dienen, Zustände oder Vorgänge auf höherer Ebene einer hier-
archischen Struktur sensomotorischer Verarbeitung einzuschätzen, zu beein-
flussen oder zu überprüfen.
Auf unterster Ebene der Anforderungen an eine Umgebung, die die glei-
chen Prinzipien für sensomotorische Verarbeitung und Imitation nutzen soll,
wie sie beim Menschen postuliert werden, bildete daher die Konzeption und
Entwicklung eines Vorwärtsmodells für virtuelle Agenten den Anfang – diese
stellt die Zielsetzung dieser Arbeit dar.
Das Modell soll als Grundlage für eine Einschätzung sensorischer Informa-
tionen anhand des bekannten Repertoires dienen, die später von höheren Ebe-
nen, die bespielsweise komplex strukturierte Bewegungsabläufe kapseln kön-
nen, als Prüfkriterium genutzt werden soll. Die niedrigste Ebene soll ihrerseits
durch Parameter „trimmbar“ sein, die dann später aus höhergelegenen Ebenen
herabgereicht werden. Die innewohnenden Toleranzen sollen derart beschaf-
fen sein, dass geringe Abweichungen zwischen Beobachtungen und Prototy-
pen die Überzeugungswerte nicht zu stark reduzieren. Ein Abgleich mit dem
Repertoire muss also eine gewisse Flexibilität der Einschätzung aufweisen, die
zusätzlich durch Parameter je nach Kontext feineingestellt werden können.
In dieser Arbeit wird ein probabilistischer Ansatz für ein solches motori-
sches Vorwärtsmodell vorgeschlagen, das resonant auf der gleichen Repräsen-
tation arbeitet, die auch zur Ausführung der Motorik dient. Der Kernansatz
lässt sich durch die folgende Darstellung des Satzes von Bayes subsumieren:
Überzeugung =
Erklärbarkeit ·Vorwissen
Gesamtsicherheit
Dieser probabilistische bottom-up-Einschätzungsprozess wurde bisher nur
in Minimalumgebungen verwendet (Rao, Shon & Meltzoff 2007). Die hier ent-
stehende Implementation ist vorgesehen für und eingebunden in ein bestehen-
des Framework für künstliche humanoide Agenten: den Agenten Max (Kopp
2003).
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Struktur der Arbeit
• Kapitel 2, Theoretische Basis und aktuelle Forschung, gibt eine Einfüh-
rung über die Grundlagen auf neuronaler Ebene, den Stand der psycho-
logischen Forschung zum Thema Imitation, und leitet bestehende Ar-
beiten mit probabilistischem Ansatz auf angrenzenden Gebieten ein, be-
schreibt die mathematischen Grundlagen, sowie das wahrscheinlichkeits-
theoretische „Rüstzeug“: Bayes’sche Wahrscheinlichkeitstheorie und In-
formationsfluss in Bayes-Netzen
• Kapitel 3, Max und Moritz – bestehendes Imitationsframework, prä-
sentiert den alten Stand der Umgebung mitsamt bestehender Designent-
scheidungen des künstlichen Agenten der Arbeitsgruppe
• Kapitel 4, Konzeption und Ideen, beschreibt die Anforderungen und die
grundlegenden Entscheidungen für die neue Umgebung
• Kapitel 5, Implementation, stellt die Klassen und mathematischen Mo-
dellierungen in der Ebene der motorischen Resonanz en détail vor
• Kapitel 6, Simulation und Ergebnisse, fasst die Ergebnisse von Tests der
Verlässlichkeit der Implementation im Bezug auf Erkennung und Bewer-
tung in verschiedenen Situationen zusammen
• Kapitel 7, Resümee und Ausblick, zieht ein Fazit der abgeschlossenen
Arbeit und führt die möglichen zukünftigen Erweiterungs- und Einsatz-
möglichkeiten aus
Kapitel 2
Theoretische Basis und
aktuelle Forschung
2.1 Biologische Grundlagen der Resonanz
Eine fundamentale neue Erkenntnis in der Gehirnforschung für das letzte Jahr-
zehnts war die Entdeckung von Spiegelneuronen (mirror neurons, MN) im F5-
Areal im Gyrus frontalis inferior (Inferior Frontal Gyrus, IFG) im Gehirn des Ma-
kaken, einem Areal, das allgemein bei der Ausführung zielgerichteter Bewe-
gungen aktiv ist.
Es handelt sich hierbei um Neuronen, bei denen eine elektrische Aktivität
sowohl bei der Ausführung einer spezifischen Bewegung, als auch bei der Be-
obachtung der gleichen oder einer sehr ähnlichen Bewegung bei einem Kom-
munikationspartner messbar ist (Rizzolatti & Arbib 1998) (Rizzolatti & Craig-
hero 2004). Dies wurde bei den Versuchen am Affen anhand direkter Messung
am Neuron durch intrazerebrale Elektroden ermittelt, es konnte daraufhin al-
so mit hoher Zeitauflösung das Potential auf der Ebene einer einzelnen Zelle
gesamplet werden. Diese Klasse von Neuronen existiert sowohl für die Kom-
bination visueller und motorischer Informationen (also das Betrachten einer
Bewegung und die korrespondierende eigene Ausführung), als auch für die
Kombination auditorischer Information mit Bewegungen (Geräuschen, die ei-
ne bestimmte Aktion typischerweise begleiten).
Wegen des hochgradig invasiven Verfahrens der Messung direkt am Neu-
ron gibt es keine derartigen Studien mit praktikabler Untersuchung auf zellu-
lärer Basis beim Menschen. Es wurden jedoch mittels bildgebender medizini-
scher Verfahren (etwa Magnetresonanztomographie und Positronenemissions-
Tomographie) in zahlreichen Studien (Chong, Cunnington, Williams, Kanwis-
her & Mattingley 2008) (Buccino et al. 2001) deutliche Hinweise und Verfah-
renauf die Existenz von Mirror Regions gewonnen, die das gleiche Verhalten zu
zeigen scheinen wie die einzelnen MN am Affen.
Beim Vergleich zwischen dem Mirror Neuron System (MNS) beim Affen und
beim Menschen ergab zunächst, dass das MNS beim Affen in erster Linie tran-
sitive Aktionsprimitive abdeckt (also diejenigen, die mit der Manipulation von
Objekten zu tun haben)(Umiltà et al. 2002). Beim Menschen hingegen fand man
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auch Mirror-Regionen, die auf intransitive Bewegungen, beispielsweise Gestik,
reagieren; die aktivierten Areale unterschieden sich hier jedoch je nach dem,
ob die beobachteten Aktionen transitiven oder intransitiven Charakter hatten.
Es wurden in verschiedenen Hirnarealen Spiegelfunktionen festgestellt, bei-
spielsweise ein Spiegelsystem für Greifverhalten im für die Sprachfähigkeit es-
sentiellen – durch Läsionsuntersuchungen unterstützt mindestens als für die
eigene Sprachproduktion zentral angesehenen – Broca-Areal des Menschen,
was Hypothesen über die Rolle des Spiegelsystems beim Spracherwerb und
der evolutionären Entwicklung der Sprachfähigkeit selbst erzeugte (Rizzolatti
& Craighero 2004).
Die Kongruenz eines Spiegelneurons wird definiert als seine Spezifizität ge-
genüber den Parametern der Klasse an Bewegungen, die es repräsentiert. Strikt
kongruente MN, die einen Anteil von rund 19-41% aller beim Makaken gefun-
denen Spiegelneuronen ausmachen, sind von hoher Spezifizität und reagieren
nur auf eine begrenztere Parameterspanne innerhalb beobachteter Bewegun-
gen, beispielsweise beim Greifverhalten nur auf eine begrenztes Intervall der
Griffstärke bzw. -geschwindigkeit. (Pellegrino, Fadiga, Fogassi, Gallese & Riz-
zolatti 1992) (Csibra 2007) Die Mehrzahl der gefundenen Spiegelneuronen fällt
jedoch in eine Kategorie mit einer breiteren Toleranz gegenüber Abweichun-
gen in den genauen Parametern im Hinblick auf die verwendeten motorischen
Kommandos. So kann solch ein Neuron geringerer Kongruenz aktiviert wer-
den, wenn eine durch eine transitive Handlung ein Objekt unabhängig von den
genauen ausgewählten Einzelbewegungen in einer bestimmten Weise manipu-
liert wird (z.B. beliebiges Ergreifen des Objekts mit den Händen oder gleich-
wertig mit dem Maul), scheinbar beziehen sich diese MN im Wesentlichen auf
das unmittelbare räumliche Ziel der Aktion. Eine weitere Kategorie von Spie-
gelneuronen reagiert zudem bei ihrem Feuerverhalten offenbar auf den weite-
ren Kontext der Bewegung oder ein mittelbareres Ziel. Es wurden Spiegelneu-
ronen gefunden, die auf das Ergreifen und Bewegen einer Frucht reagierten,
jedoch nur, wenn diese vom Demonstrator wie beim Essen in Richtung des
Mundes geführt wurde und nicht etwa, wenn er die Frucht statt dessen in ein
Gefäß zu legen trachtete (Fogassi et al. 2005).
Die Hypothesen über die Korrelation im MNS zwischen tatsächlicher Be-
wegung und der bloßen Betrachtung wurden unterstützt durch Verhaltensex-
perimente zur motor inference, bei denen nach Betrachtung von Bewegungs-
mustern die menschlichen Versuchspersonen, im Gegensatz zur Ausführung
ohne vorherige Demonstrationsphase, mehr Probleme hatten, eine neu vorge-
gebene Bewegung selbst präzise aufzuführen, wenn sie Unähnlichkeiten zu
der zuvor gezeigten aufwies(Chaminade, Franklin, Oztop & Cheng 2005). Das
MNS wird von einer Mehrheit der wissenschaftlichen Gemeinschaft als neuro-
nale Basis für das Verstehen von Verhalten, der Fähigkeit zur Imitation und
eine evolutionäre Basis des Spracherwerbs durch den Menschen angesehen
(Rizzolatti & Arbib 1998) (Rizzolatti & Craighero 2004).
Oztop, Kawato und Arbib (Oztop, Kawato & Arbib 2006) teilen die Funkti-
on in vier betrachtete Rollen auf:
• Rolle des MNS für imitatives Verhalten
• für das Verstehen einer Aktion (action understanding)
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• beim Zuschreiben von Intentionen (intention attribution)
• die Rolle für die Sprachfähigkeit bzw. in der Evolution der Sprache.
Oztop et al. (Oztop et al. 2006) merken an, dass sich sowohl echtes imita-
tives Verhalten als auch menschliche Sprachnutzung beim Affen nicht finden
ließen und postulieren daher beim Menschen die Einbettung des MNS in eine
höheres System.
Sie weisen im Weiteren auf den mangelnden Konsens über die im Mirror
Neuron System kodierten Informationen hin: es gebe noch keine aufschlussrei-
chen Untersuchungen darüber, ob es sich hierbei um Informationen auf nied-
rigem Level handle – also etwa Parameter motorischer Kommandos – oder ob
sie eher Zielzustände oder Intentionen kapselten.
Der Begriff des „Verstehens„ einer Aktion sei zudem in diesen Zusam-
menhang in der Literatur in einem weiten Spektrum auf viele verschiedene
Arten definiert, von „das Nachvollziehen einer gesehenen Aktion ist Verste-
hen“ bis „das Schließen auf die Intention, die die Aktion hervorrief, ist Verste-
hen“. Zudem gebe es noch wenig Erkenntnisse über die qualitative Ähnlichkeit
zwischen verschiedenen Spiegel-Systemen, etwa über Unterschiede in der Be-
schaffenheit von MNS für Gesten und MNS für Mimik. Wirklich belegt und
experimentell untermauert sei zunächst lediglich, dass bei den MNS eine er-
kennbare Korrelation zwischen der Aktivität bei Betrachtung wie Ausführung
einer Art von Bewegungen existiere.
Sie fahren fort, dass die bestehenden Vorstellungen über das zentrale Ner-
vensystem von einer Repräsentation von internen Modellen auf neuraler Basis
ausgingen, die Bewegungsplanung, -kontrolle, und -lernen unterstützten (Wol-
pert & Kawato 1998). Nach Arbib und Rizzolatti (Oztop, Kawato & Arbib 1997)
gehe man mindestens von einem Vorhandensein von inversen Modellen (also
Modellen, die zu einem bekannten Zielzustand eine Folge von nötigen Aktio-
nen bzw. Motorkommandos produzieren könnten) im ZNS aus, aber auch die
Existenz von kombinierten inversen und Vorwärtsmodellen sei postuliert wor-
den (Iacoboni et al. 1999) nach einem Modell über den Informationsfluss zwi-
schen F5-Areal und dem Superior Temporal Sulcus, welches anhand des Fun-
des von Neuronen für spezifische Bewegungsarten im Letzteren vorgeschlagen
wurde. Anhand solcher Vorwärtsmodelle könnten, begrenzt auf Bewegungen,
die im eigenen Repertoire schon existierten, detaillierte visuomotorische Extra-
polationen vorgenommen werden und diese als Simulationswert wieder auf
dem inversen Wege für die Generierung von Motorkommandos mitberück-
sichtigt werden.
R.C. Miall (Miall 2003) diskutiert diese Annahmen über die neuralen Reali-
sationen eines Vorwärtsmodells im F5-STS-Pathway bzw. F5-PF-STS-Pfad und
gibt zu bedenken, dass diese Annahme vereinfachend die Rolle des Cerebel-
lum ignoriere, das ebenfalls als Lokus von sowohl Vorwärts- als auch inver-
sen Modellen postuliert worden ist. Miall gibt alternative mögliche Pathways
für F5-STS unter Berücksichtigung des Cerebellum an, die diesem Rechnung
tragen. Zu der Diskrepanz zwischen der inhärent nötigen Präzision eines Vor-
wärtsmodells und (transitivem) Imitationsverhalten, bei dem gerade oft nicht
die Reproduktion der gezeigten motorischen Einzelaktionen der effzienteste
Lösungsansatz sei, räumt er ein, dass ein solches wie das von ihm präsentierte
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Modell noch keine Erklärungen über die Spezifizität mancher entdeckter Spie-
gelneuronen biete.
2.1.1 Über den adaptiven Wert der Entwicklung des MNS
Borenstein und Ruppin (Borenstein & Ruppin 2005) entwickelten eine Com-
putersimulation, mit der sie die Entwicklung von sensomotorischem Reso-
nanzverhalten unter evolutionärem Druck untersuchen wollten, ohne dabei
zunächst Augenmerk auf die Rolle des Mirror Neuron System zu legen.
Es lag ein Multiagentensystem zugrunde, dessen Agenten eine kleine Men-
ge an Freiheitsgraden für das Verhalten aufwiesen. In jedem Schritt der Simula-
tion wurden die Parameter der simulierten Welt derart verändert, dass eine an-
derer Ausgabevektor für die „Bewegung“ eine optimale Bewertung produzier-
te. Ein Demonstrator zeigte zu jedem möglichen Weltzustand die jeweils best-
mögliche Aktion. Den einzelnen Agenten lag ein mehrschichtiges feed-foward
neuronales Netz zugrunde, dessen Ausgaben seinem Entscheidungsvektor für
die Freiheitsgrade der Bewegung entsprachen, die (eben wegen des feed-forward-
Charakters) nicht in das Netz zurückgespeist wurden. Die Eingabeneuronen
nahmen einerseits den Weltzustand, andererseits die Aktionen des Demons-
trators in reduzierter Auflösung wahr; die Gewichte wurden zufällig initia-
lisiert. Die Anwendung eines evolutionären Algorithmus (Mutation der Ge-
wichte, Überleben der bestangepassten Untermenge an Agenten und Repro-
duktion zwischen diesen) führte nach 2000 Evolutionsschritten zu einer Men-
ge an Agenten, die resonantes Verhalten zeigten. Dabei entstanden regelmäßig
Neuronenkonfigurationen, die Spiegeleigenschaften aufwiesen.
Spaak und Haselager weiteten den Versuch unter rigoroseren Bedingungen
aus und konnten unter Evolutionsdruck bezüglich Imitationsfähigkeit eben-
falls die Emergenz von Spiegelneuronen beobachten (Spaak & Haselager 2008),
und damit ein Indiz für die Plausibilität des adaptiven Werts des Mirror Neuron
System während der menschlichen Evolution liefern.
2.2 Imitatives Verhalten des Menschen
2.2.1 Lernpsychologische Rolle der Imitation
Zu der Fragestellung, welche Rolle imitatives Verhalten beim natürlichen Er-
lernen von motorischen Fähigkeiten beim Menschen spielt, wurden im Laufe
der letzten Jahre neue Erkenntnisse gewonnen (Rao et al. 2007) (Meltzoff 2005).
Die hohe Flexibilität im Verhalten, die die Anpassungsfähigkeit des Menschen
an seine Umgebung steigert, ist evolutionär erkauft mit einem weitgehenden
Verlust angeborener Bewegungsfähigkeit und Körperkontrolle. Ein menschli-
ches Neugeborenes ist im Vergleich mit den meisten Tierarten nahezu hilflos
und verfügt über einen sehr kleinen Vorrat an kontrollierten Bewegungen.
Im Vergleich zu anderen Tieren kann der erwachsene Mensch jedoch sein
Verhaltensrepertoire und den Bewegungsvorrat für effektive Problemlösungen
leicht durch Beobachtung anderer Individuen und darauf folgendes Nachah-
men erweitern.
13 Theoretische Basis und aktuelle Forschung
Die psychomotorische Entwicklung von Kleinkindern gibt Aufschluss dar-
über, wie dieses System beschaffen sein könnte, postuliert wurde eine Eintei-
lung in Stufen (Meltzoff 2005). Rao et al. stellen die Hypothese auf, dass die-
ser stufenweise Fortschritt direkt korrespondiert mit einer Zunahme der Leis-
tungsfähigkeit der internen Modelle während des Aufwachsens.
Meltzoff teilt die Entwicklung derart in Stufen ein:
Die erste Stufe ist die des Body Babbling. Hier wird, ausgehend von einer
postulierten Unwissenheit des Kleinkindes über die Funktion fast aller Mus-
keln in seinem Körper, durch zufälliges Ausprobieren aller Muskelbewegun-
gen aller Körperteile im Hirn ein Korrenspondenzmodell zwischen der Akti-
vierung der entsprechenden motorischen Einheit und der im Anschluss beob-
achteten Zustandsänderung des Körpers (sei es optisch oder über Propriozep-
toren) herausgebildet. Dieses stellt eine Abbildung von Aktion und aktuellem
Zustand auf einen Zielzustand dar. Es bildet sich hierbei ein interpolierbarer
Raum heraus, in dem nach und nach alle physiologisch möglichen Bewegun-
gen abgedeckt werden. Der Prozess des Body Babbling beginnt bereits in utero.
Die zweite Stufe widmet sich der Imitation beobachteter Körperbewegungen.
Die Säuglinge sind in der Lage, bereits kurz nach der Geburt einzelne spezielle
Bewegungsprimitive nachzuahmen, ohne zuvor das Body Babbling-Stadium
am entsprechenden Orgen zu durchlaufen, so zum Beispiel einfache Gesichts-
ausdrücke. Im Verlaufe der weiteren Entwicklung ist zu beobachten, dass die
Kinder bereits initial die observierten Körperteile korrekt identifizieren kön-
nen und ihre motorische Aktivität auf diese fokussieren, auch wenn sie selbst
noch nicht in der Lage sind, die entsprechenden Körperteile geplant zu posi-
tionieren. Es bildet sich eine Fähigkeit zur Voraussage wahrscheinlicher Hand-
lungen des Gegenübers heraus, wie Experimente zur zeitverzögerten Imitation
verdeutlichten (Meltzoff & Moore 1994), bei denen die Kleinkinder sich bei der
Präsentation eines Gesichtes in Ruhe korrekt an die am Vortag demonstrierte
Mimik erinnerten und diese spontan reproduzierten.
Die Lösung des Korrespondenzproblems, also des Problems der Abbildung
beobachteter körperlicher Zustände oder Zustandsänderungen auf die entspre-
chenden eigenen Zustände, wird laut Meltzoff als beim Menschen angeboren
angenommen (Meltzoff 1999). So ziehen Säuglinge die beobachteten Gesichts-
ausdrücke ihrer Kommunikationspartner zusätzlich zur Propriozeption ihrer
Gesichtsmuskeln als Hilfsmittel zur Einschätzung ihres eigenen Gesichtsaus-
drucks heran.
Die dritte Stufe der Entwicklung in Kindern, die bereits etwa ein Jahr alt
sind, ist die Herausbildung der Fähigkeit, Aktionen mit Objekten (die nicht
Bestandteil ihres Körpers sind), in ihr Repertoire mit einfließen zu lassen. Rao
führt hierzu einige Studien an, die den Schluss zulassen, dass ein- bis an-
derthalbjährige Kinder bereits eine Vielzahl von Objektmanipulationen nutzen
können und führt diese Fähigkeit plausibel auf den evolutionären Druck bei
der Nutzung von Werkzeugen durch den Menschen zurück. Piaget (Piaget &
Inhelder 1969) (? ?) führt für die Evolution des motorischen Vorrats in dieser
Entwicklungsstufe zwei Prinzipien an, die den Aktionsraum des Kindes ohne
direkte imitative Impulse ausweiten und sich in verschiedenen Stadien in ihrer
Bedeutung abwechseln. Das Prinzip der Assimilation bewirkt eine Ausweitung
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eines bekannten Verhaltens auf Objekte, die ähnlich sind zu bekannten Objek-
ten und kompatibel mit dem Verhaltensmuster. So weitet ein Kleinkind seine
Motorik des Greifens mit der Hand fortlaufend auf neue Arten von Objekten
an. Schlägt ein solches Verhalten fehl (beispielsweise wegen der Größe des an-
gestrebten Objekts), so greift das Prinzip der Akkomdation, hier modifiziert das
Kind das Verhalten leicht, um dem Ziel näher zu kommen, es umgreift ein
großes Objekt also etwa mit beiden Armen.
Die vierte und anspruchsvollste Ebene des motorischen Lernvorgangs laut
Meltzoff berücksichtigt schließlich nicht nur beobachtete abgeschlossene Ak-
tionen, sondern ermöglicht es dem Kind, zusätzlich die Intention des Gegen-
übers, beziehungsweise das Ziel seiner durchgeführten Aktion, vorwegzuneh-
men.
Dieses System funktioniert vortrefflich gerade bei Handlungen des Erwach-
senen, die, zufällig oder absichtlich, ihr Ziel nicht erreichen, also durch ein
Ausrutschen oder eine kurze fehlerhafte Bewegung fehlschlagen. Die Kinder
reproduzierten im Experiment daraufhin nicht einfach die fehlgeschlagene Be-
wegung, sondern versuchten das angenommene Ziel teils durch andere Bewe-
gungsabläufe zu erreichen, nutzten also die Beobachtungen der vorgemachten
Bewegungen nicht als Schablone für eine direkte Kopie, sondern zur Simulati-
on eines möglichen Endzustandes, für dessen Erreichen sie aber den beobach-
teten Lösungsweg selber nicht als unbedingt notwendig betrachteten und statt
dessen einen eigenen Lösungsweg produzierten (Meltzoff 1995).
Die Kleinkinder haben offensichtlich die Fähigkeit zur Mentalisierung (theo-
ry of mind) hinzugewonnen, die anderen Menschen (bzw. Lebewesen) Intentio-
nen und eine verborgene Zustandshaftigkeit zuschreibt. Dies verallgemeinern
sie jedoch nicht auf menschenunähnliche Roboter: wenn ein solcher eine Ma-
nipulation an einem Objekt erfolgreich zu einem Ziel führte, so versuchten die
Kinder, das Ziel auch zu erreichen, aber im Falle eines fehlerhaften Abbruchs
der Demonstration schrieben sie den erfolgten (nicht menschenähnlichen) Be-
wegungsmustern kein Ziel zu; zentral hierbei scheint die fehlende Korrespon-
denz des Bewegungsmodells des Gegenübers mit dem eigenen Modell zu sein.
2.2.2 Soziale Rolle der Imitation
Chartrand und Bargh (Chartrand & Bargh 1999) betrachteten unbewusste imi-
tative Aktionen und Verhaltensangleichungen in menschlichen Interaktionen.
Sie bezeichneten als chameleon effect ein weitgefächertes Annähern von einzel-
nen kommunikativen Aspekten an die bei einem sozialen Partner beobachteten
Eigenheiten (Mimikry).
Dies ist sowohl auf sprachlicher Ebene zu erkennen – in der Nutzung nicht
standardspachlicher Akzente oder Wörter unter bestimmten Personen, ebenso
spezieller grammatische Eigenheiten – als auch auf motorischer Ebene. Hier
kann man bei Menschen sowohl bei Körperhaltung als auch in Mimik und im
Gestikulierverhalten synchronisative Züge innerhalb einer Gruppe feststellen.
Es handelt sich jedoch um unbewusstes Verhalten, keinen durch Planung he-
vorgerufenen Versuch der Imitation.
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Lakin et al. (J. Lakin, Jefferis, Cheng & Chartrand 2003) unternahmen den
Versuch, dieses Nachahmungsverhalten als evolutionär adaptiven Mechanis-
mus zu erklären. Sie gingen zunächst von der Grundlage aus, dass harmoni-
sches Gruppenverhalten und Kooperation sowohl zwischen verwandten als
auch nicht verwandten Individuen eines sozialen Verbundes in der Evolution
des Menschen für das Überleben und den Reproduktionserfolg des Einzelnen
von zentralem Einfluss waren und dass der reproduktive Erfolg von der Grup-
pe ausgestoßener Personen im Gegenzug stark geschwächt war (Buss & Ken-
rick 1998) (Johanson & Edgar 1996). Folglich habe es einen Selektionsdruck für
die Ausbreitung der Verhaltensweisen bzw. Gene für das vorteilhafte Sozial-
verhalten gegeben.
Weiterhin postulieren sie, dass sich der Charakter der Mimikry als evolu-
tionärer Trait im Verlaufe der Entwicklung der frühen Menschen verändert ha-
be: War es zunächst eine Form der Kommunikation, mit der vorteilhaftes, ja
überlebenswichtiges, Verhalten bei Beobachtung repliziert werden konnte (wo-
durch die Nachahmer ihre Überlebenschancen steigerten), habe sich die Rolle
im Verlaufe der menschlichen Evolution gewandelt zu einer Funktion als Soci-
al Glue, sozialem Klebstoff, der das Zusammenleben einer Gruppe verbessert
bzw. der Erfüllung sozialer Konformität des Einzelnen dient.
Abseits einer Form der Sychronisation von Dialogparametern, wie Rhyth-
mus und Abfolge innerhalb eines Gespräches (interactional synchrony), konzen-
trierten sie ihre Analyse vielmehr auf die Korrespondenz einzelner observier-
ter Verhaltensweisen im Rahmen des sogenannten behavior matching. Hierunter
versteht man synchronisiertes Verhalten in Gestik, Mimik und verbalen Para-
meters, das innerhalb einer Vielzahl von sozialen Kontexten beobachtet wer-
den kann, beispielsweise zwischen dem Lehrer und den Schülern im Rahmen
eines Klassenverbandes oder in Zwiegesprächen zwischen Beratern und Kun-
den, oder im Rahmen spezifischerer Verhaltensweisen wie dem synchronen
Zusammenzucken, wenn ein Mensch mit Schmerzen oder einer Verletzung be-
trachtet wird.
Chartrand und Bargh führten hierzu eine Reihe von Experimenten durch,
und stellten bei der Gegenüberstellung zweier getrennter Gruppen von Ver-
suchspersonen während der Interaktion mit je einer eingebrachten instruier-
ten Person mit sehr (überzogen) idiosynkratischer Gestik im Gespräch (ständi-
ges Wippen des Fußes bzw. wiederholtes Reiben im Gesicht) eine signifikan-
te statistische Tendenz zur Annäherung an das Verhalten dieser Person durch
die Gruppenmitglieder fest. Aufbauend auf den Ergebnissen einer Reihe frü-
herer Experimente, die belegten, dass die soziale Mimikry das harmonische
Zusammenleben (rapport) innerhalb der Gruppe steigert und Experimenten in
entgegengesetzter Richtung, die nahelegten, dass gesteigerte soziale Nähe das
Imitationsverhalten auch verstärken kann, etwa bei der Stellung zunehmend
persönlicher Fragen im Rahmen eines Interviews (Jefferis, Baaren & Chartrand
2003).
Lakin et al. kommen zu dem Schluss, dass hierbei eine Rückkopplungs-
funktion des Mimikry-Verhaltens und der dabei erzeugten Stärkung des Zu-
sammenhalts vorliege, die durch unbewusste imitative Aktionen somit suk-
zessive das Gruppengefühl stärke. Allerdings reagiere der Mensch auch auf
soziale Ablehnung und Ausschluss aus einem Sozialverbund, was sie als eine
der schlimmsten menschlichen Erfahrungen anführen, mit einer Tendenz zur
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Verstärkung des imitativen Verhaltens bei den nächsten Interaktionen. Expe-
rimentell konnten Lakin und Chartrand (J. L. Lakin & Chartrand 2003) dies
experimentell nachweisen: von einem Spiel ausgeschlossene Personen reagier-
ten daraufhin mit einer Verstärkung der Mimikry. Individuelle Unterschiede
seien schliesslich sowohl im Hinblick auf den Ausführenden selbst (das Maß
an Mimikry korreliere mit der Empathiefähigkeit eines Menschen), als auch
unter Betrachtung der Zielperson gegeben – bei „lohnenderen“ Personen, mit
denen Interaktionen eher zu einem Einschluss in eine Gruppe führten, werde
mehr Mimikry produziert.
2.3 Stand der Forschung und Verfahren
2.3.1 Imitatives Lernen in der Robotik
Der allgemeine Ansatz, das in einem Roboter oder künstlichen Agenten ver-
wendete motorische Repertoire durch Beobachtung und Imitation der Bewe-
gungen eines Demonstrators zu erweitern, hat bereits vor Jahren in die Robo-
tik Einzug gehalten, nachdem die Verfahren zur expliziten Modellierung bzw.
Planung von Bewegungsabläufen bei zunehmender Anzahl der Freiheitsgrade
und Umgebungen zunehmender Variabilität weniger traktierbar werden (Ca-
linon & Billard 2007).
Calinon und Billard versuchten, aufgenommene Gestenzüge durch einen
adaptiven Lernprozess zu klassifizieren und zu produzieren. Sie unternah-
men dies auf der Ebene abgeschlossener Bewegungen, die als Zeitreihen von
Vektoren aus Positions- und Winkeldaten der Arme vorlagen. Diese transfor-
mierten sie zunächst mittels einer Hauptkomponentenanalyse (PCA) auf den
Unterraum der Eigenvektoren zu den größten Eigenwerten, um für die Be-
wegung spezifisch durch Reduktion des Eingaberaumes auf eine Hyperebe-
ne die Anzahl der unabhängigen Freiheitsgrade für die nachfolgende Ana-
lyse zu reduzieren. Dies hatte die positiven Nebeneffekte der Reduktion der
Auswirkung des Rauschens und der Transformation in ein relatives Bezugs-
system für den späteren Abgleich mit den bekannten Prototypen – damit ei-
ner Unabhängigkeit von der gewählten Orientierung im Raum für die Klas-
sifikation einer Bewegung. Anhand eine Menge derart transformierter Einga-
ben je bekannter Gestenklasse trainierten sie mittels eines Maximum-likelihood-
Verfahrens ein kontinuierliches Hidden Markov Model (HMM), um dessen Über-
gangswahrscheinlichkeiten der verborgenen Zustände einzuschätzen. Im glei-
chen Zuge wurden die Parameter für die multivariaten Emissionsverteilungen
für jeden der Zustände eingeschätzt, die zusammen die beste Repräsentation
der gezeigten Zeitreihen darstellten.
Nach dem Training konnten sie nun durch Anwendung des Vorwärtsalgo-
rithmus für jede einzelne HMM für eine neue beobachtete und transformierte
Zeitreihe Scores für die Erklärbarkeit durch den codierten Prototypen ermit-
teln. Durch zwei Schwellwerte, einen für das absolute Ergebnis und einen für
das Verhältnis zwischen bestem und zweitbestem Score, konnten sie dann ei-
ne Entscheidung über das Vorliegen einer Erkennung treffen. Zur Ausführung
einer verallgemeinerten Imitationsbewegung nach erfolgreicher Klassifikation
generierten sie mit Hilfe des Viterbi-Algorithmus für die gesehene Bewegung
die beste Sequenz interner Zustände und interpolierten über die Erwartungs-
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werte der diesen Zuständen zugehörigen Ausgabeverteilungen. Diese Trajek-
torie im durch die PCA reduzierten Raum konnten sie nach Rücktransforma-
tion mit Hilfe der erhaltenen Eigenvektoren für die Ausführung durch den
Roboter dann als Bewegung ausführen.
Calinon und Billard erzielten hohe Erkennungsraten von durchschnittlich
96% (Calinon & Billard 2007) beim Test mit durch Menschen vorgeführten Be-
weungen, zwischen zwei Bewegungsklassen sichtbar ähnlichen Verlaufs war
die Erkennungsrate geringer.
Ihr Algorithmus erzielte gute Ergebnisse bei der Erkennung und Imitati-
on, und ist ein gutes Beispiel für ein Verfahren, welches aus einem demons-
trierten Datenvorrat trainiert und zusammenhängende Beobachtungssequen-
zen als Einheiten behandelt.
Dem gegenüber stehen modellbasierte Verfahren (Schaal 1999), die auf der
Vorhersage erwarteter Eingaben im Rahmen von Vorwärtsmodellen beruhen.
Rao et al. (Rao et al. 2007) haben einen solchen modellbasierten Einsatz für
ein stark reduziertes Experiment auf der Grundlage Bayes’scher Wahrschein-
lichkeitstheorie erstellt (Abschnitt 2.3.5) – daher folgt nun ein Einschub zur
verwendeten mathematischen Terminologie.
2.3.2 Mathematische Grundlagen
Für die nachfolgenden Abschnitte wird zunächst die zugrundeliegende ma-
thematische Notation und Bedingungen der Wahrscheinlichkeitstheorie auf-
geführt:
Die Wahrscheinlichkeitstheorie widmet sich der Analyse von Zufallsereig-
nissen, also beobachterer Ausgänge eines Zufallsexperimentes, die eine Unter-
menge der Ergebnismenge aller möglichen beobachtbaren Ausgänge darstellen.
Die möglichen Ausgänge eines Zufallsexperimentes werden durch eine soge-
nannte Zufallsvariable aus der Ergebnismenge auf die reellen Zahlen abgebil-
det, dies geschieht im diskreten Fall beispielsweise durch Indizierung der ab-
zählbaren möglichen Ausgänge. Die Zufallsvariable hat im diskreten Fall ei-
ne zugehörige sogenannte Wahrscheinlichkeitsfunktion (probability mass function,
PMF) P(A), die jeder der k möglichen Belegungen ai von A genau eine Wahr-
scheinlichkeit (einen Skalar) für das Eintreten zuordnet. Diese Funktion kann je
nach Situation aus physikalischen/mathematischen Begebenheiten analytisch
errechnet, durch statistische Datengewinnung angenähert, oder schlicht nach
Plausibilität definiert werden. Die Wahrscheinlichkeitswerte in der PMF erge-
ben in der Summe 1 (alle Belegungen zusammen haben 100% Wahrscheinlich-
keit). Grafisch dargestellt ergibt sich ein Histogramm mit i Bins.
P(A) =

1
2 , für A = a1,
2
5 , für A = a2,
1
10 , für A = a3.
(2.1)
Im stetigen Falle wird die Ergebnismenge analog in geeigneter Weise auf
die reellen Zahlen abgebildet, beispielsweise eine Abbildung B eines Sample-
raumes S auf ein Intervall: B : S→ [0..4]
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In dieser Situation werden die Wahrscheinlichkeiten statt einer PMF durch
eine Wahrscheinlichkeitsdichtefunktion (probability density function, PDF) darge-
stellt, die dem Limes der Histogrammfunktionen der diskreten Verteilungen
entspricht, z.B.
f (x) =

x
4 , für 0 ≤ x < 2,
1− x4 , für 2 < x ≤ 4,
0, 0, sonst.
(2.2)
Diese unterscheidet sich dadurch von ihrem Pendant, dass ihre Auswer-
tung über Integrale über Intervalle innerhalb ihres Definitionsbereiches erfolgt,
deren Ergebnis die Gesamtwahrscheinlichkeit zwischen den Integrationsgren-
zen angibt (Anm. die – quantisierende – Auswertung mit festen Intervalllän-
gen ergibt also wieder ein Histogramm gleich breiter Bins). Für sie gilt
P([b1; b2]) =
∫ b2
b1
f (x)dx (2.3)
=
∫ b2
−∞
f (x)dx−
∫ b1
−∞
f (x)dx = F(b2)− F(b1) (Maße) (2.4)
Es gelten als Bedingungen für Wahrscheinlichkeitsdichtefunktionen
lim
x→+−∞ f (x) = 0 (2.5)
und analog zum diskreten Fall die Bedingung an die kombinierte Gesamt-
wahrscheinlichkeit aller Ereignisse
∫ +∞
−∞
f (x)dx = 1. (2.6)
Rechnen mit Wahrscheinlichkeitswerten
Zwei Zufallsereignisse sind unabhängig, wenn das Eintreten des einen keine
Auswirkung auf die Wahrscheinlichkeit des Eintretens des anderen ausübt.
P(A ∩ B) = P(A)P(B)⇔ A, B unabhängig (2.7)
Diese Regel kann dann analog zur Berechnung der gleichzeitigen gemein-
samen Eintrittswahrscheinlichkeit (AND) von mehreren als unabhängig an-
genommenen Zufallsvariablen bei einem einzelnen Zufallsexperiment genutzt
werden.
Die Gesamtwahrscheinlichkeit sich gegenseitig ausschließender Zufallsereig-
nisse ist über die Summe der einzelnen Wahrscheinlichkeiten definiert, im dis-
kreten Fall:
19 Theoretische Basis und aktuelle Forschung
P(a1 ∪ a2) = P(a1) + P(a2) (2.8)
oder für die stetigen Verteilungen
P(A ∈ I1 ∪ A ∈ I2) = P(A ∈ I1) + P(A ∈ I2) (2.9)
für disjunkte Intervalle I1, I2.
Die bedingte Wahrscheinlichkeit P(A|B) ist die Wahrscheinlichkeit des Ereig-
nisses A unter der Voraussetzung, dass Ereignis B eingetreten ist. Im Falle der
Annahme der Unabhängigkeit der beiden Variablen ist P(A|B) = P(A).
Ansonsten ist die Gesamtwahrscheinlichkeit (P(A) aus der bedingten Wahr-
scheinlichkeit durch die sogenannte Marginalisierung zu gewinnen; es wird
über den Definitionsbereich von b integriert und daraus eine von der Belegung
für b unabhängige Wahrscheinlichkeit gewonnen (Gesetz der totalen Wahrschein-
lichkeit). Im kontinuierlichen Fall stellt die Marginalisierung eine Integration,
im diskreten Fall einfach die Summe, über die bedingten Wahrscheinlichkeiten
unter jeder möglichen Belegung für B dar – da diese sich gegenseitig ausschlie-
ßen.
Bayes’ Theorem
Der Satz von Bayes
P(A|B) = P(B|A)P(A)
P(B)
(2.10)
ist eine Aussage über die Verhältnisse zwischen den bedingten und totalen
Wahrscheinlichkeiten der Variablen A und B.
Er ermöglicht es, eine Verteilung für A unter den verschiedenen B zu be-
rechnen unter Einsatz einer initialen Verteilung über A und einer (typischer-
weise leichter zu ermittelnden) Verteilung P(B|A).
Die Wahrscheinlichkeit P(B) stellt eine marginalisierte Wahrscheinlichkeit
über P(B|A) dar – sie ist also konstant für alle Berechnungen von P(A|B) –
ausgeschrieben lautet Bayes’ Theorem also (im diskreten Fall):
P(A|B) = P(B|A)P(A)
∑alleAi (P(B|Ai)P(A))
(2.11)
2.3.3 Bayes’sche Wahrscheinlichkeitstheorie
Die Bayes’sche Wahrscheinlichkeitstheorie interpretiert die Ergebnisse einer
Wahrscheinlichkeitsfunktion im generellen Fall nicht wie die frequentistische
Seite als Aussage über Häufigkeiten, sondern als Maß für das Vertrauen (Glau-
ben, belief ) in eine Aussage.
In semantischer Hinsicht erfährt der Satz von Bayes eine Aufwertung:
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P(H|D) =
P(D|H)P(H)
P(D)
(2.12)
P(Hypothese|Daten) =
P(Daten|Hypothese)P(Hypothese)
∑alleHypothesenx (P(Daten|x)P(x))
(2.13)
Oder, um die übliche Terminologie einzuführen:
a-posteriori =
Likelihood ∗ a-priori
Evidence
(2.14)
Die Bedeutung dieser Begriffe wird hier je kurz ausgeführt:
Die a-priori-Wahrscheinlichkeit (Prior) P(H) stellt eine Wahrscheinlichkeits-
verteilung dar, die dem anfänglichen Glauben in die einzelnen Hypothesen
entspricht, ohne Berücksichtigung von zusätzlichen Informationen (ohne dia-
gnostische Unterstützung).
Die initialen Priors können frequentistischen Charakter haben und so sta-
tistisch begründete Information beinhalten, oder es können Verteilungen ange-
nommen werden (subjective priors (Jaynes 1968) (Bernardo 1997)).
Im Zuge einer angenommenen Verteilung muss abgewägt werden zwischen
dem Risiko, falsche Information in das System einzubringen, und gegensätz-
lich dazu der Situation, zu wenig relevante Information einzuführen, wenn die
Prior-Verteilung im Vergleich zu den Likelihood-Funktionen flach ist (der Ex-
tremfall ist die (oft durchaus plausible) Annahme einer Gleichverteilung über
einem endlichen Intervall, hier sind die posteriori-Wahrscheinlichkeiten nur
noch von den Likelihoods abhängig (non-informative priors, flat priors etc. (Ber-
nardo 1997)).
Der Idealfall ist die glattestmögliche Funktion über alle bekannten Werte; al-
so die Funktion mit maximal hoher Entropie, die alle vorgegebenen Nebenbe-
dingungen erfüllt, d.h. wenig zusätzlicher Information und wenig hohen Fre-
quenzanteilen (Maximum Entropy, (Jaynes 1968)).
Aus der Normalisierung der a-Posteriori-Wahrscheinlichkeiten im Rahmen
des Satzes von Bayes folgt, dass die a-Priori-Verteilungen nicht notwendiger-
weise die Bedingung eines Wahrscheinlichkeitsmaßes erfüllen müssen (Ge-
samtintegral = 1,0) und die Posteriori-Verteilung dennoch dieses Kriterium
erfüllen kann. Sie können sogar Polstellen aufweisen (das sind uneigentliche
Priors, improper priors) (Kass & Wasserman 1996). Beim Einsatz derartiger un-
eigentlichen Funktionen ist darauf zu achten, dass die a-Posteriori-Verteilung
nicht ebenfalls uneigentlich werden kann (Bernardo 1997).
Die Likelihood-Funktion P(D|H) ist eine positive Funktion, die eine Vertei-
lung von beobachtbaren Daten für D bei Vorliegen einer Hypothese H dar-
stellt. Man kann sie im weitesten als Verteilungsfunktion für D betrachten,
deren genaue Form oder Parameter durch die Hypothese H bestimmt sind:
P(D|H) = PH(D). Mit Hilfe dieser Funktion sind demnacht Voraussagen über
das Aussehen der auftretenden Datenmenge möglich, die beim Vorliegen ei-
ner jeder der Hypothesen zu erwarten ist. Die Likelihood-Funktionen müssen
21 Theoretische Basis und aktuelle Forschung
die Volumenbedingung einer Wahrscheinlichkeitsdichtefunktion im generel-
len Fall ebenfalls nicht erfüllen.
Die a-Posteriori-Wahrscheinlichkeit (Posterior) einer Hypothese ist dann ge-
nau die Auswertung des Bayes-Theorems und entspricht dem Überzeugungs-
wert unter Berücksichtigung der tatsächlich eingetroffenen Daten – eine Ver-
feinerung des Beliefs im Vergleich zu dem „naiveren“ a-Priori-Wert ohne Ein-
bezug der Einschätzungen etwa über den Grad der Ähnlichkeit zwischen Be-
obachtung und des Sollwert der einzelnen Hypothesen.
Der als Evidence bezeichnete Nenner der Formel fungiert im Kontext einer
Auswertung aller konkurrierenden Hypothesen als normalisierende Konstante,
die die Posteriors sämtlich auf [0, 1] beschränkt und deren Summe (bzw. das
Integral) auf 1,0 normiert.
Während die Berechnung der Posteriors nur von den Verhältnissen der ein-
zelnen Zählerbelegungen der Bayes-Formel abhängt, kann der absolute Wert
dieses Nenners als Gesamtunterstützung für die Qualität des gesamten Erklä-
rungsversuchs herangezogen werden (Dubuisson & Masson 1993): sind die Li-
kelihoods für die Hypothesen in den Regionen hoher Priori-Wahrscheinlichkeit
niedrig, so erhöhen sie den Evidence nicht stark. Auf der anderen Seite führt
starke diagnostische Unterstützung (Likelihoods) für Hypothesen, für die ei-
ne geringe a-Priori-Wahrscheinlichkeit angenommen wurde, ebenfalls nur zu
eine geringen Steigerung des Nenners.
Bei gleichgehaltenen Priors und gleichmäßiger Skalierung der Likelihoods
ändert sich auch der Nenner der Bayes-Formel entsprechend (und umgekehrt):
∑
H
P(x|H)
k
P(H) =
1
k ∑H
P(x|H)P(H) (2.15)
∑
H
P(x|H)P(H)
k
=
1
k ∑H
P(x|H)P(H) (2.16)
2.3.4 Bayes-Netze
Struktur eines Bayes’schen Netzes
Bayes-Netze (Kipper, Brants, Plach & Schäfer 1995) sind probabilistische, gra-
phenbasierte Verfahren zur hierarchischen Verarbeitung unsicheren Wissens.
Sie sind auch geeignet zur Modellierung von probabilistischen kausalen Ab-
hängigkeiten.
Strukturell sind es zyklenfreie und gerichtete Graphen, sie repräsentieren in
ihren Knoten Variablen bzw. Hypothesen-Mengen. Die Kanten ensprechen Ab-
hängigkeiten zwischen Knoten im Hinblick auf die gegenseitige Beeinflussung
des Beliefs über die unterschiedlichen Hypothesen, eine Kante zwischen zwei
Knoten fehlt, wenn ihre Variablen unabhängig sind, und eine Kante führt von
Knoten J zu Knoten K, wenn K von J beeinflusst wird, also P(K|J) 6= P(K).
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Die Knoten, von denen aus Kanten zu einem Knoten K führen, sind Vorgän-
gerknoten, diejenigen, die von K ausgehend mit einer Kante erreicht werden,
Nachfolgerknoten von K (auch als parents und children bezeichnet).
Knoten ohne Vorgänger sind Wurzelknoten; sie sind nicht durch andere Va-
riablen beeinflusst (engl. unconditional), Knoten mit Vorgängern werden als in-
nere Knoten bezeichnet.
Jeder innere Knoten K mit Vorgängern V1..Vn hat eine Verbindungsmatrix
bzw. Verbindungsfunktion link matrix / function, die die Verteilungsfunktion
der möglichen Belegungen in K durch die Vorgänger bedingt angibt.
P(K|V1, .., Vn) (2.17)
Man benötigt eine Matrix von der Dimension der Summe der Dimensionen
der Vorgängerknoten, oder eine entsprechende (interpolierende / analytische)
Funktion, jede einzelne Funktion aus dieser Schar P(K|V1..Vn) muss die Bedin-
gungen an eine Wahrscheinlichkeits-/Dichtefunktion erfüllen.
Jeder Knoten K mit Hypothesen K1..Kn (im Diskreten) enthält zu jeder Hy-
pothese (Kipper et al. 1995):
• einen Vektor pi, der je die Stärke der kausalen Unterstützung durch die
Vorgänger darstellt. Diese stellen in den Wurzelknoten einfache a-priori-
Wahrscheinlichkeiten dar, in den inneren Knoten ist dieser Wert ein durch
Informationspropagation im Netz zusammengefasster Wert für die ge-
samte kausale Unterstützung.
• einen Vektor λ, der je die Intensität der diagnostischen Unterstüzung durch
die Nachfolger repräsentiert. In den Blattknoten des Netzes (die keine
Nachfolger haben), entspricht dies der aus dem Satz von Bayes bekann-
ten Likelihood-Funktion, in anderen Knoten ist es analog zu pi wieder ein
zusammengefasster Wert.
• einen Vertrauenswert BEL, der das Vertrauen in die Hypothese auf das
Intervall [0..1] abbildet. Er korrespondiert mit der a-Posteriori-Wahrschein-
lichkeit des Bayes-Theorems und wird analog berechnet: BEL = pi ∗ λ ∗ α
(α die bekannte normalisierende Konstante).
Informationspropagation in einem Bayes-Netz
Wann immer in einem Knoten in einem solchen Bayes’schen Netz eine neue
Information eingebracht wird (beispielsweise durch Änderung der a-Priori--
Wahrscheinlichkeiten in den Wurzelknoten oder das Einpflegen neuer Like-
lihoods in den Blattknoten, die Injektion neuer Information ist jedoch mit un-
verändertem Propagationsalgorithmus überall im Netz möglich), wird in die-
sem Knoten zunächst der neue BEL-Wert aus pi und λ berechnet.
In einem Bayes-Netz wird nun diese Änderung des Vertrauenswertes nach
vorgegebenen Regeln über die Nachbarknoten rekursiv durch das gesamte
Netz propagiert. Hierzu wird ein Knoten aktiviert, sendet die entsprechenden
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Informationen an seine nicht aktivierten Nachbarknoten, und deaktiviert sich
dann wieder. Ein Knoten sendet keine Nachricht an den Knoten, der unmittel-
bar seine Aktivierung bewirkt hat.
Es wird bei der Propagation nach Pearl (Pearl 1991) nicht der BEL-Vektor
an sich übertragen, es kommen vielmehr zwei spezielle Arten an Nachrichten
zum Einsatz.
• Eine λ-Nachricht eines Knoten K an einen Vorgängerknoten V wird mit
Hilfe des λ-Vektor von K und der Verbindungsfunktion der beiden Kno-
ten errechnet (Rechenvorschrift in (Kipper et al. 1995) (Pearl 1991)). Der
in der λ-Nachricht enthaltete Korrekturvektor λK erzeugt in V, element-
weise auf den bestehenden λ multipliziert, die neuen diagnostischen Un-
terstützungswerte für die Berechnung von BEL.
• Eine pi-Nachricht wird hingegen an Nachfolgerknoten N gesendet. Der
in ihr enthaltene Korrekturvektor piN (aus pi und allen erhaltenen λ-
Nachrichten ausser der des Zielknotens, Rechenvorschrift ibid.) wird in
N mittels einer (verallgemeinerten) Marginalisierung über alle erhalte-
nen pi-Nachrichten als neue kausale Unterstützungswerte pieingepflegt
(ibid.), und anschliessend BEL berechnet.
Wenn keinen neuen Aktivierungen durch empfangene Nachrichten mehr
stattgefunden haben, ist die Informationsfortpflanzung in Netz beendet, und
die Knoten enthalten alle die anhand der neuen Informationen aktualisierten
Vertrauenswerte.
2.3.5 Rao et al.: Minimalversuch zur probabilistischen Imita-
tion
Rao, Shon und Meltzoff (Rao et al. 2007) haben das Imitations-Lernen unter
Zuhilfenahme der bayes’schen Wahrscheinlichkeitstheorie in einem Minimal-
experiment erprobt.
Für die zwei initialen Probleme, das der Generierung einer Folge von dis-
kreten Zuständen aus einer Menge von Eingabevariablen (wie beispielswei-
se der Aufnahme von Daten aus verschiedenen Sensoren oder Sinnesorganen,
und die darauf folgende höher angeordnete Einschätzung der Position eines
Objekts im Raum), sowie das schon erwähnte Korrespondenzproblem, also dem
geeigneten Abgleich der beobachteten Zustände mit Zuständen aus dem eige-
nen Zustandsraum, verwerden sie zur generellen Vereinfachung eine Identi-
tätsabbildung, was jedoch keine Voraussetzung für die Nutzbarkeit der wei-
terhin eingeführten Methodik sei.
Sie legen eine diskrete zweidimensionale Karte (tatsächlich ein Labyrinth
mit einer Anzahl nicht durchquerbarer Wände und einer Menge von erreichba-
ren Positionen als Goal States) als Bewegungsraum für ihre virtuellen Agenten
fest, auch für die möglichen Aktionen legen sie eine diskrete und sehr begrenz-
te Menge fest (Bewegungen in die vier Himmelsrichtungen um je ein Feld auf
der diskreten Karte). Mit Hilfe einer Art Body Babbling wird nun durch zufällige
Ausführung von Aktionen aus dem motorischen Repertoire ein Vorwärtsmo-
dell erzeugt:
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P(st + 1 = Sj|st = Si, at = Ai) (2.18)
welches also zu jedem Zeitpunkt t für jedes Paar von Startposition und
gewählter Aktion eine Wahrscheinlichkeit für die nächste auftretende Position
anzugeben vermag.
Sie reduzieren hierbei das Problem weiter, indem sie die für die Positionen
im Vorwärtsmodell ein relatives Koordinatensystem einsetzen, was die zum
Anlernen notwendige Datenmenge im Vergleich zu einer Repräsentation je-
der möglichen absoluten Position im Modell zwar stark vermindert, jedoch
beispielsweise die nicht durchquerbaren Wände nur als eine unspezifische Re-
duktion der Wahrscheinlichkeit des Übergangs in die entsprechende Richtung
darstellt – ihr Vorwärtsmodell enthält also keine spezifische Information über
physikalische Eigenheiten zu jeder Position.
Die a-Priori-Auftrittswahrscheinlichkeiten für die Aktionsprimitive je ak-
tueller Position und zu erreichendem Ziel
P(at = At|st = Si, g = Sg) (2.19)
gewinnen sie statistisch durch Auszählen des gewählten Verhaltens des
Trainers je Position und Zielzustand. Das gewonnene Vorwärtsmodell zusam-
men mit den a-Priori-Wahrscheinlichkeiten konnten sie nun erfolgreich nut-
zen, um bei Plazierung des Agenten und Vorgabe eines der bekannten Ziel-
felder eine zufriedenstelle Qualität bei der Durchquerung des Labyrinths zu
erhalten.
Hierzu gewannen sie (mittels Bayes) ihr inverses Modell,
P(at = Ai|st = Si, st + 1 = Sj, g = Sg) (2.20)
= cP(st + 1 = Sj|st = Si, at = Ai)P(at = Ai|st = Si, g = Sg) (2.21)
das unter Berücksichtigung des vorigen Zustandes sowie der aktuellen und
der Zielposition die Wahrscheinlichkeit für die Auswahl jeder möglichen Ak-
tion darstellte.
Rao et al. konnten unter stochastischer Anwendung dieses einfachen Mo-
dells – also der zufälligen Auswahl von Aktionen entsprechend ihrer aktuellen
Wahrscheinlichkeiten aus dem Inversen Modell, unter zusätzlicher fester Ver-
hinderung der Durchquerung von Wänden als einziger physikalischer Zusatz-
bedingung gute Ergebnisse bei der Imitation des Trainers erzielen (Rao et al.
2007).
In einem weiterführenden Experiment wurde dort auch der Fall der Ab-
sichtserkennung behandelt, es wurde
P(g = Sg|at = Ai, st = Si, st + 1 = Sj) (2.22)
(eine Einschätzung des erwarteten Zielzustands unter Berücksichtigung von
beobachteter Aktion und Zustandsübergang), unter wiederholter Anwendung
von Bayes’ Theorem, auf die obigen Priors und Vorwärtsmodell, sowie der Li-
kelihood der Position je Zielzustand P(s|g) und Priors für die Zielzustände
P(g) zurückgeführt.
25 Theoretische Basis und aktuelle Forschung
Zusammenfassung
In diesem Kapitel wurden die Erkenntnisse der neuronalen Forschung zur Mo-
torresonanz auf Grundlage der sogenannten Spiegelneuronen dargestellt, die bei
Bewegung wie Beobachtung gleiche Aktivierung zeigen, wobei Spiegelneu-
ronen unterschiedlicher Spezifität gefunden wurden. Es wurden Experimen-
te präsentiert, die dem angenommenen evolutionären Pfad ihrer Entstehung
Plausibilität verleihen.
Der Stand der Forschung zur Rolle der Beobachtung anderer sowie aktiver
Imitation für die Entwicklung des motorischen Repertoires des Menschen wur-
de ausgeführt, ebenso wurde die unbewusste Nachempfindung von Bewegun-
gen des Gesprächspartners bei der menschlichen Kommunikation dargestellt.
Zur Anwendung in der Robotik wurden Konzeptionen zum Imitationsler-
nen gegenübergestellt, wobei die eine Seite auf der Vorverarbeitung und Ana-
lyse von Datenmengen für das Training von Bewertungsfunktionen beruht, die
andere einen modellbasierten Ansatz mittels Vorhersage verfolgt, der in der Pra-
xis bislang nur in minimalen Experimenten untersucht wurde. Letzterer An-
satz verwendet die Bayes’sche Wahrscheinlichkeitstheorie, welche samt eines
Prinzips zur Propagation der derart gewonnenen Informationen in einem hier-
archischen System ebenfalls vorgestellt wurde.
Nach einer im nächsten Kapitel folgenden Ausführung über den für diese
Arbeit verwendeten Agenten Max werden die hier präsentierten Grundlagen
im Konzeptionskapitel wieder aufgegriffen.
Kapitel 3
Max und Moritz –
bestehendes
Imitationsframework
3.1 Max, virtueller humanoider Agent
Der virtuelle Agent Max (Kopp 2003) ist ein künstlicher Agent für die For-
schung an multimodaler Mensch-Maschine-Kommunikation. Er verfügt über
ein menschenähnliches kinetisches Körpermodell und eine Visualisierung auf
Basis der Avango-Bibliothek.
Neben dem Einsatz in der Forschung in der Technischen Fakultät der Uni-
versität Bielefeld hat sich Max auch im praktischen Einsatz schon als Virtueller
Museumsführer im Heinz Nixdorf MuseumsForum in Paderborn bewährt.
Körpermodell
Max’ menschenähnliches Körpermodell ist Voraussetzung für seinen Einsatz
für die gestenunterstützte Kommunikation mit echten Menschen (vgl. die bei
der gestenbasierten Mensch-Humanoiden-Kommunikation als inhärent ange-
nommene, aber von einer Äquivalenz des Körpermodells ausgehende, Lösung
des Korrespondenzproblems, s. Abschnitt 2.2.1).
Kopp bildet im skelettalen Modell des Agenten die für die menschliche
Kommunikation und freier Bewegung relevanten Freiheitsgrade auf 57 Gelen-
ke mit insgesamt 103 Freiheitsgraden ab.
Im Rahmen dieser Arbeit wurde als reduziertes Problem lediglich die Be-
wegung des Handgelenks bei fester Position des Oberkörpers im Raum, und
damit der dafür zuständigen Schulter- und Ellbogengelenke, betrachtet, wes-
halb im Folgenden auch nur die für diesen Einsatz relevanten Teile der Max-
Implementation (Kopp 2003) als Grundlagen behandelt werden.
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Abbildung 3.1: Räumliche Beeinflussung der Trajektorien bei Fortsetzung
(blau: Trajektorie eines einzelnen Stroke über seinen Definitionsbereich,
schwarz: Verlauf über das selbe Intervall, wenn eine schnelle Kante (rot) folgt)
3.1.1 Guiding Strokes, Guiding Sequences, Splines
Der Bewegung des Handgelenks basiert auf auf einer Modellierung, die die
segmentierte Repräsentation komplexer Bewegungen ermöglicht. Die einzel-
nen zugrundeliegenden Segmente sind die sogenannten Guiding Strokes. Es
handelt sich generell um eine Kapselung einer Zielposition im Raum und Ziel-
zeit mit erwünschten Parametern für die Akzentuierungsdynamik. Gekrümm-
te Guiding Strokes (Klasse CurvedGStroke) weisen darüber hinaus Parameter
zur Ausbildung einer über einen stetigen Definitionsbereich konfigurierbaren
Krümmung auf: die Form bestimmt zwischen vier Klassen der grundlegen-
den Form („S“- oder „C“-förmig; rechts oder links). Die Wölbung bestimmt die
Krümmungsstärke bzw. relative Länge des Lots auf die Verbindungsstrecke
zur Zielposition, die Rundung bestimmt über eine runde oder spitze Ausfor-
mung und die Schiefe über die Symmetrie der Kurve. Ein CurvedGStroke ent-
hält darüber hinaus einen Normalenvektor auf die Ebene, in der sich die Krüm-
mung erstreckt (wenn der Normalenvektor der Nullvektor ist, ergibt sich ein
gerader Stroke ohne Krümmung). Die Guiding Strokes sind sämtlich planar.
Diese Guiding Strokes dienen analog sowohl im bestehenden als auch im
entstehenden Imitationsframework als minimale motorischen Einheit für Zu-
standsübergänge des Handgelenks.
Mehrere Guiding Strokes und eine Startposition bilden zusammen eine Gui-
ding Sequence. Diese repräsentiert eine komplette Bewegung der Hand von ei-
ner Startposition zu der Zielposition des letzten Strokes über eine beliebig ge-
formte Bahn mit anhand der Zielzeiten der enthaltenen Strokes ausgeformtem
Geschwindigkeitsprofil.
Diese Sequenzen dienen in neuen Framework im Vorwärtsmodell der Ex-
trapolation beliebiger zukünftiger Zustände. Hierzu werden sie in Splines des
Typs MgcNUSSpline3 ausgerendert. Diese sind zeitlich parametrisierte Splines,
die in der Implementation als Quelle für die Vorhersage der exakten Positio-
nen durch GetPosition(t) dienen, die als Erwartungswerte genutzt werden.
Auch das Geschwindigkeitsprofil lässt sich anhand der Funktion GetFirst-
Derivative(t) ermitteln.
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Abbildung 3.2: Sensomotorisches Imitationsmodell (Kopp & Graeser 2006)
3.2 Max und Moritz, Gesten-Imitationsumgebung
Aufbauend auf dem Agenten Max entstand durch Arbeiten von Graeser und
Kopp (Graeser 2006) (Kopp & Graeser 2006) eine Implementation eines Agen-
ten mit der Kapazität zur Gestenaufnahme, -wiedererkennung und -produktion
zwischen zwei künstlichen Agenten identischen Körpermodells, in der mensch-
liches Resonanzverhalten nachempfunden wurde.
Einer Max-Instanz, die als „Moritz“ als Demonstrator fungiert und Gesten
produziert, wird ein um die Gestenfunktionalität erweiterter „Max“ als Reso-
nator gegenübergestellt.
Die Anforderungen bezüglich dieser Implementation betrafen die Aufnah-
me der sensorischen Informationen, das Durchsuchen sowie die Erweiterung
des eigenen motorischen Repertoires und schließlich die Produktion der resul-
tierenden Bewegungsrepräsentationen.
Die Imitation wurde in zwei Verfahren untergliedert, „Response Facilitati-
on“ und „True Imitation“ (siehe Bild 3.2). Bei ersterer handelt es sich um eine
low-level-Resonanz auf einem motorischen Vorwärtsmodell (Abschnitt 2.1), die
direkt auf dem bereits vorhandenen Repertoire arbeitet und versucht, anhand
der für die aktuelle Situation als Handlungsmöglichkeiten bekannten Motor-
kommandos Voraussagen über die zu erwartenden Beobachtungen zu machen
(prediction) und diese mit dem tatsächlichen Beobachtungen zu vergleichen,
und im Erfolgsfall die dies hervorrufenden Motorkommandos als erkannt an-
nimmt und ausführt.
Bei der „True Imitation“ hingegen, das sowohl zur Imitation unbekannter
Gesten als auch einer dynamischen Erweiterung des Repertoires mit den dar-
aus resultierenden Motorkommandos dient, handelt es sich um ein Verfahren,
welches einen stärkeren rekonstruktiven Charakter aufweist.
Es handelt sich um die Anwendung eines inversen Modells auf die Beobach-
tungen, das beliebige beobachtete Sequenzen ad-hoc in eine plausible Sequenz
von Motorkommandos überführt, die die Beobachtungen bi Ausführung am
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eigenen Körper reproduzieren können.
3.2.1 Eingabe
Für die sensorische Aufnahme wurde konzeptionell eine Aufteilung in Ultra-
kurzzeitgedächtnis (ultra short-term memory, USM) und Arbeitsgedächtnis (wor-
king memory, WM) vorgenommen. Während ersteres Sensordaten aus virtuellen
Sensoren aufnimmt, die für jeden beobachteten Körperteil (in Graesers Imple-
mentation handelte es sich um beide Handgelenkspositionen und die Winkel-
konfigurationen der Finger beiden Hände) Samples aus ihrem Zustandsraum
liefern, findet für die Aufnahme in das WM eine Vorverarbeitung statt, die am
Beispiel der Handgelenksposition die sensorischen 3D-Positionen in eine Se-
quenz von Richtungsvektoren überträgt.
Das USM ist hierbei von nur begrenztem Umfang, es wird allerdings zu
jedem Zeitschritt gepollt und das WM anhand der neu resultierenden Daten
erweitert.
Das WM ist von größerem Umfang und wird erst dann gelöscht, wenn eine
Erkennung oder Weiterverarbeitung der darin enthaltenen Daten erfolgreich
abgeschlossen wurde.
3.2.2 Motor Command Graph
Für jeden beobachteten Körperteil existiert in der Implementation ein Motor-
kommandograph (Motor command graph, MCG), welcher eine Repräsentation
des gesamten für diesen Körperteil bekannten motorischen Repertoires dar-
stellt.
Die Knoten in diesem Graphen sind Zustände (Konfigurationen) dieses
Körperteils zu festen Zeitpunkten, und die Kanten Zuständsübergänge in der
Form von Motorkommandos, die so beschaffen sind, die Konfiguration im
Startknoten einer Kante in die des Endknotens überführen zu können.
Es gibt einen Startknoten (hub node) in jedem Graphen, der den Anfangs-
zustand des Agenten widerspiegelt, und der auch bei Fehlerzuständen für die
Zurücksetzung des Agenten herangezogen wird. Zudem gibt es je genau einen
aktiven Knoten, der als aktueller Zustand den Startpunkt für die Suche im mo-
torischen Repertoire darstellt.
Eine aktive Kante dient, sofert definiert, als Repräsentation einer für den ak-
tuellen Imitationsversuch ausgeführten Bewegung.
3.2.3 Vorwärtsmodell
Das Vorwärtsmodell nach Graeser sucht anhand des aktuellen aktiven Knoten
das bestpassende Motorkommando für die beobachtete Bewegung, um dies als
Vergleichskriterium für die beobachtung mit dem bekannten Repertoire heran-
zuziehen. Hierzu wird aus den vom aktuellen Zustandsknoten ausgehenden
Kanten aus den Motorkommandos je eine Trajektorie produziert (eine Simula-
tion der resultierenden Bewegung). Anhand der Größe der Unterschiede in der
Position zwischen den Ergebnissen dieser Trajektorie für den nächsten Zeit-
punkt und des zeitlich korrespondierenden „Ist-Werts“ aus der Beobachtung
wird nun die den geringsten Fehler produzierende Kante für die bewertende
Verfolgung der nachfolgenden Beobachtungen genutzt („aktive Kante“) und
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gleichzeitig als Bewegung ausgeführt. Dies ist der resonante Imitationspfad,
„Response Facilitation“.
Solange die Differenz zwischen der nun erfolgenden Simulation über diese
Kante unter einem Schwellwert bleibt, wird die resonante Bewegung fortge-
führt.
Im Falle eines Fehlschlages wird das inverse Modell auf die beobachtete Da-
tensequenz ausgeführt.
3.2.4 Inverses Modell
Das inverse Modell dient zur Generierung neuer Folgen von Motorkomman-
dos für eine neue (bislang unbekannte) Bewegung, die als Sequenz von Samp-
les im Arbeitsgedächtnis liegt.
Im ersten Schritt werden diese Samples anhand der Bedingungen an die für
den Körperteil zuständige Klasse von Motorkommandos segmentiert. Am Bei-
spiel der Handgelenkposition wird die Bewegung mittels einer Bewertung der
Stellen mit großer Richtungsänderung sowie Stellen mit niedriger Geschwin-
digkeit in eine Folge von Segmenten unterteilt, deren Daten mit ausreichender
Präzision die Bedingungen bezüglich Form und Geschwindigkeitsprofil an die
Klasse der GuidingStrokes erfüllen.
Im zweiten Schritt wird diese Segmentierung dann zur Erstellung einer Fol-
ge von Motorkommandos herangezogen: Hierzu wird für jeden gewonnene
Abschnitt eine Abschätzung der für ihn gut passenden Parameter für ein Mo-
torkommando durchgeführt.
Für die Handgelenksposition (Motorkommandos: GuidingStrokes) werden
die Normalenebene des gesehenen Kurvenabschnitts und die Krümmungs-
stärke und -richtung bestimmt.
Die gewonnenen Parameter werden nun zur Herstellung eines neuen Mo-
torkommandos genutzt. Die aus der Abarbeitung für die gesamte Sequenz
entstandene Folge von Motorkommandos wird nun die dem verantwortlichen
Motorkommandographen hinzugefügt (eine Erweiterung des Repertoires), dann
wird die Sequenz in einer GuidingSequence zusammengefasst, die dann vom
motorischen Subsystem ausgeführt wird und somit eine verspätete Nachemp-
findung der gesehenen Bewegung darstellt („True Imitation“, der rekonstruk-
tive Pfad).
Kapitel 4
Konzeption und Ideen
In diesem Kapitel wird ein Umriss über den Kontext dargelegt, in den die Ar-
beit eingebettet ist und die daraus folgenden konzeptionellen Implikationen
für die Implementation eingeschätzt. Danach wird ein Konzept für die Reali-
sation der Komponenten eines probabilistischen Vorwärtsmodells als prädikti-
ves Element auf der Ebene der Motorkommandos präsentiert. Schließlich wird
die Konzeption einer Entscheidungsfunktion über low-level-Imitation vorge-
stellt.
4.1 Motivation
Die Motivation für die Konzeption der neuen Imitationsumgebung ist die Vi-
sion eines künstlichen Agenten, der die Grundlagen menschlicher Kommuni-
kation und sensomotorischer Schlussfolgerungen unter einem sich ändernden
sozialen Kontext nachempfindet. Die selben Grundlagen können auch der Ein-
bettung in ein Modell für eine natürlichere Mensch-Maschine-Kommunikation
dienen.
Die vorliegende Arbeit bezieht sich primär auf die Integration sensorischer
und motorischer Informationen, mit Fernblick auf die spätere Erfüllung der
für die menschliche Kommunikation wichtigen Rolle der Gestik bei sozialen
Interaktionen. Die möglichst konsistente Anwendung probabilistischer Ansät-
ze als Möglichkeit der Darstellung von Unsicherheit, unter Beibehaltung al-
ler in Frage kommenden Erklärungen von Beobachtungen mit gleichzeitiger
Ablehnung zu unwahrscheinlicher Hypothesen ist hier – im Vergleich zu be-
stehenden Alles-oder-Nichts-Modellen für die Klassifikation – eine zentraler
Beweggrund.
Es werden Verfahren der Bayes’schen Wahrscheinlichkeitstheorie verwen-
det, die aus Vorwissen (Priors) und Einschätzung von Beobachtungen (Like-
lihoods) Überzeugungswerte, Beliefs, für einzelne Hypothesen generiert (siehe
Abschnitte 2.3.3 ff.).
Die Basis sind hierarchisch übereinanderliegende Abstraktionsebenen zu-
nehmender konzeptioneller Verallgemeinerung. Sie haben jeweils einen Re-
präsentationsraum (im Normalfall) gegenseitig unterschiedlicher Beschaffenheit
und Dimensionaliät.
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Es wird auf jeder Ebene ein robuster Vorhersagemechanismus verlangt, der
sowohl die Auswirkungen der für auf dieser Ebene existenten Informations-
eingänge charakteristischen möglichen Fehlerquellen abmildert, aber zugleich
dabei die wichtigen Unterscheidungsmerkmale nicht zu sehr verwischt.
Toleranzen sind also prinzipiell in Richtung der Hauptfehler erwünscht,
dürfen jedoch nicht die Unterscheidung von Features in einer Weise kompro-
mittieren, die entweder zu Fehlklassifikationen führt (etwa durch Wegfall ei-
nes relevanten Kriteriums) oder aber die Klassifikationsergebnisse zu unsicher
macht (etwa durch zu flache Likelihood-Funktionen und damit zu geringem
Kontrast zwischen belief -Werten).
Das Framework soll schließlich neben einem Erkennungsteil auch einen
Entscheidungs- und Ausführungsteil umfassen, in welchem die Imitation dann
auf Grundlage von Informationen aus dem Erkennungsteil ausgeführt wird.
4.2 Mehrere Entscheidungsebenen
Beobachteten Bewegungen und Gesten eines anderen Menschen können auf
verschiedene Arten interpretiert werden:
• Zunächst können Bewegungen als isolierte Trajektorien aufgefasst wer-
den – eine Hand kann beispielsweise mit oder ohne Absicht zur Seite
bewegt werden, auch ohne dass eine Integration in einen komplexeren
Bewegungsablauf oder in eine geplante Handlung stattfinden muss. Auf
dieser Ebene der Motorkommandos sind einzig Positionierung und Bewe-
gungsverlauf der Einzelbewegung relevante Informationen.
• Wird der zeitliche Ablauf mehrerer solcher Einzelbewegungen betrach-
tet, kann daraus eine Klassifikation des Bewegungsablauf in eine Katego-
rie bekannter Motorprogramme erfolgen. Ein Zeigen mit dem Finger um-
fasst beispielsweise das Heben der Hand, das Ausstrecken eines Fingers
und die Rotation der Hand in einer bestimmten Weise, um auf ein Ziel-
objekt zu verweisen. Die zeitliche Historie beobachteter Bewegungen hat
hier also Einfluss und dementsprechend muss auf dieser Ebene bereits
ein Modell existieren, das die Verarbeitung derartiger Zeitreihen ermög-
licht.
• Mit zunehmender Abstraktion von der Einzelbewegung wird auf immer
höher liegenden Ebenen eine zunehmend funktionale Klassifikation er-
möglicht. Es können also Bewegungsabläufe, die eine Unähnlichkeit be-
züglich räumlicher Parameter oder bezüglich ihres internen zeitlichen
Verlaufes aufweisen, dennoch in einer funktionalen Klasse zusammen-
gefasst werden, wenn ihr postuliertes Ziel übereinstimmt. Im transitiven
Fall wären dies beispielsweise verschiedene Arten des Greifens nach ei-
nem Objekt, von oben vs. von unten, oder mit einer oder auch beiden
Händen; im intransitiven Fall gelten als unser klassisches Beispiel ver-
schiedene Bewegungen, die als „Winken“ angesehen werden sollten: ein
Kinder-Winken, bei der die Hand auf- und abbewegt wird, gegenüber
dem seitlichen Winken eines Erwachsenen; eine unterschiedliche (aber
plausible) Anzahl an Wiederholungen, oder eine Variabilität in der Ge-
schwindigkeit (bis zu einem gewissen Grad – eine Winkbewegung mit
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0,1 Hz oder aber 100 Wiederholungen würde für die Interaktion vielleicht
mehr Unklarheit erzeugen als Information transportieren).
• Je höher die Ebene liegt, desto abstrakter sind die unter einer Klasse oder
einem Ziel zusammengefassten Beobachtungen. Auf einer ausreichend
abstrakten Ebene würden also beispielsweise sensorische Cues verschie-
dener – in ihrem Repräsentationsraum nicht direkt kompatibler und so-
mit nicht direkt vergleichbarer – Sinnesorgane indirekt in einer semanti-
schen Klasse zusammengefasst (die Geste der entgegengestreckten Hand-
fläche und das Rufen von „Halt“ sind beispielsweise unter bestimmten
äußeren, d.h. kulturellen, Bedingungen äquivalent in ihrem Bedeutungs-
gehalt).
Unter Annahme eines Ebenenmodells soll also einerseits eine Klassifika-
tion von Informationen, die in niedrigeren Ebenen aufgenommen werden, in
den Repräsentationsraum der höherliegenden Ebenen ermöglicht werden – an-
dererseits sollen Entscheidungen, die auf der Grundlage auf in höherer Ebe-
ne durch Einfluss mehrerer auf niedrigeren Ebenen injizierter Informationen
und entsprechender Entscheidungsfunktionen entstanden sind, für die Aus-
führung wiederum in den Repräsentationsraum der entsprechenden niedrige-
ren Ebene rücktransformiert werden, um dort ausgeführt zu werden.
Es sind also Transformationsmechanismen in beide Richtungen notwendig;
in unserem probabilistischen Framework stellt sich dies, hier zunächst ohne
Betrachtung von Spezifika, im Allgemeinen derart dar:
Aufwärtstransformation
Die Aufnahme von Informationen, die in einer niedrigeren Ebene mit geringe-
rem Kontext erfolgte, muss auf der nächsten Ebene in eine Menge relevan-
ter Klassen eingeordnet werden. Hierzu wird für jede Klasse eine a-priori-
Wahrscheinlichkeit zur Verfügung gestellt und es wird eine Likelihood-Funktion
ermittelt, die unter Berücksichtigung äußerer Parameter einen Wahrschein-
lichkeitsraum für die Beobachtung auftretender Daten (im Repräsentations-
raum der niedrigeren Ebene) darstellt. Die Ausprägung einzelner Likelihood-
Funktionen ist hierbei spezifisch für die betrachtete Klasse der höheren Ebene.
Es handelt sich um eine plausible Vorhersage (prediction) für die beobachteten
Daten unter Einsatz von Vorwissen.
Das Sample einer aufgetretenen Beobachtung kann nunmehr in die entstan-
denen Likelihood-Funktionen eingesetzt werden – es ergibt sich ein Skalar, der
den Grad der Erklärbarkeit der Beobachtung unter der jeweiligen Likelihood
darstellt.
Nun wird, wie in Abschnitt 2.3.3 eingeführt, durch Anwendung des Satzes
von Bayes aus sämtlichen Priori-Wahrscheinlichkeiten und einzelnen Likelihood-
Ergebnisse eine Menge an Überzeugungswerten (belief ), nämlich genau die a--
Posteriori-Wahrscheinlichkeiten, gewonnen.
Diese stellen dann die Entscheidungsgrundlage (oder bei Gewinnung von
Posteriors aus mehr als einer niedrigen Ebene: eine der Entscheidungsgrundla-
gen) für die Interaktionen bzw. Informationsübertragung an der nächsthöhe-
ren Ebenengrenze dar.
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Abwärtstransformation
Liegt auf einer beliebigen Ebene eine Beobachtung vor, die imitiert werden soll,
so gibt es (Kapitel 1) zwei Wege, diese Imitation durchzuführen:
• low-level-Resonanz. Dieser Fall postuliert eine möglichst genaues Ko-
pieren der beobachteten Samples mittels des eigenen Körpermodells. Es
findet also bei der resonanten Imitation auf einer bestimmten Ebene kei-
ne Nutzung von Informationen statt, die auf einer höheren Ebene ge-
wonnen wurden, sondern der Grad der Rekonstruktion beschränkt sich
auf eine Ermittlung geeigneter Operationen für eine ausreichend exak-
te sofortige Kopie der Beobachtung. Dies bedeutet für eine Vorgehens-
weise, die die Beobachtung mit Hypothesen über eine Untermenge des
bekannten Repertoires abgleicht, hierbei eine direkte Ausführung eines
(des „besten“) Kandidaten aus eben dieser Menge als motorisches Kom-
mando.
• Rekonstruktion. Im Fall der action reconstruction werden die aufgenom-
menen Informationen über den als „Aufwärtstransformation“ angespro-
chenen generellen Mechanismus in mindestens die nächsthöhere Ebene
propagiert.
Der Grad der Analyse für die Rekonstruktion (und damit Abstraktion
von der Beobachtung) entspricht der Anzahl an Ebenen, um die die ver-
arbeitete Beobachtung aufwärtspropagiert wurde, bis eine Erkennung er-
folgreich stattfindet und eine Entscheidung getroffen wird.
Liegt nun auf einer höheren Ebene eine Menge an Überzeugungswer-
ten vor, etwa für eine Anzahl an identifizierbaren Zielen, und ist die
Verteilung über diese Werte zu einem Zeitpunkt derart beschaffen, dass
anhand einer für diese Ebene spezifischen Entscheidungsfunktion das
Vorliegen eines der Ziele als ausreichend sicher angenommen werden
kann, so kann, wenn eine Imitation tatsächlich erwünscht ist, dieses Ziel
als Grundlage der nachfolgenden Handlungen des Beobachters genutzt
werden.
Da das Ziel allerdings im Repräsentationsraum der höheren Ebene darge-
stellt ist, ist es durch mehrere Abstraktionsschritte von der ausführenden
Low-level-Schicht entfernt. Es muss also eine Reduktion auf den Raum
der niedrigsten ausführbaren Ebene vorgenommen werden.
Die Vorgehensweisen für diese Reduktion werden im Folgenden näher
betrachtet.
Zunächst kann für die Ausführung möglicher Ziele ein bestehender Vor-
rat (Repertoire) an Verhaltensweisen auf der entsprechenden Ebene genutzt
werden, der sich aus Elementen der darunterliegenden Ebene zusammensetzt.
Zu einem bestimmten Ziel ist also eine Übersetzung bekannt, die der nächst-
niedrigeren Ebene zur Ausführung übergeben werden kann, und von dieser
dann gegebenenfalls weiter herabtransformiert wird bis zu einer ausführen-
den Schicht.
Allgemeiner jedoch kann die Generierung einer Repräsentation eines Ziels
auf niedrigerer Ebene durch Rekonstruktion eines Weges zu seinem Erreichen
gewonnen werden. Dies geschieht durch Anwendung eines inverses Modells
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Abbildung 4.1: Nutzung und Erweiterung des Repertoires zweier Ebenen als
Generalisierung von Bild 3.2
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zwischen den beiden Ebenen (siehe Bild 4.1, „Planung auf“). Für eine effizi-
ente Verarbeitung ist eine Voraussetzung, dass Informationen über die Häu-
figkeit des Auftretens einer einzelnen Aktion bei Vorliegen eines Kontexts (im
einfachsten Fall ist dies der Ist-Zustand) sowie des Ziels der Aktion vorliegen,
so dass keine Graphsuche ohne Vorwissen stattfindet. Handelt es sich um eine
zeitliche Abfolge von Aktionsprimitiven, ergibt sich das Beispiel für die Wahr-
scheinlichkeit einer Aktionsauswahl bei bekanntem Kontext, aus dem Versuch
von Rao et al. (Abschnitt 2.3.5):
P(at = Ai|st = Si, st + 1 = Sj, g = Sg) (4.1)
welches aus den beobachteten Aktionen je Ziel und Ist-Zustand unter Zu-
hilfenahme eines Vorwärtsmodells, das Wahrscheinlichkeiten Zustandsüber-
gänge bei unterschiedlichen Aktionen angab, gewonnen wurde.
Das Ergebnis einer solchen ad-hoc-Generierung durch Rekonstruktion kann
dann selbstverständlich das bekannte Repertoire auf dieser Ebene dynamisch
erweitern.
4.3 Geschichtete Imitationscontroller
Um die Fragestellung der Rolle des Einflusses von low-level-Resonanz oder Ak-
tions-Rekonstruktion beziehungsweise des konkurrierenden Auftretens beider
zu behandeln, bietet sich ein geschichtetes Modell von Imitationscontrollern
an.
Jede Ebene kann Sichten auf die Eingaben der darunterliegenden Schicht
unter vorgegebenen Parametern anfordern: es wird dann eine Evaluationsein-
heit als Vorhersagen produzierendes Vorwärtsmodell in der unteren Ebene er-
stellt, die die übergebenen Parameter wiederum als Kontext für Anfragen in
die obere Schicht verwendet.
Die Information, die in unteren Schichten aufgenommen wird, wird durch
diese Evaluationseinheiten entsprechend der erhaltenen Parameter klassifiziert
und die obere Schicht kann die Ergebnisse (Posteriori-Werte und Gesamtevi-
denzen) auslesen.
Höherliegende Controller bestimmen die äußeren Parameter der Imitati-
onsausführung in niedrigeren Ebenen, unter anderem das Ausmaß an resonan-
ter Imitation, das dort ohne weitere Analyse durchgeführt wird („Affinität“ für
spontane Imitation). Die Motivation hierzu liegt in dem je nach sozialer Situa-
tion modulierten Ausmaß an Mimikry (s. Abschnitt 2.2.2).
Auf die weiter oben beschriebene Weise (Abwärtstransformation) werden
Entscheidungen auf höherem Niveau für die Ausführung sukzessive nach un-
ten expandiert; während dieses Prozesses werden die niedrigstufigen Mecha-
nismen zur Ausführung resonanter Imitation außer Kraft gesetzt.
4.4 Fokus: Ebene der Motorkommandos
Die niedrigste Ebene der motorischen Repräsentation im bestehenden Max--
und-Moritz-Framework war die Ebene der Motorkommandos, also eine Reprä-
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Abbildung 4.2: Evaluator mit Zielkontext für Prior- und Parameterfluss
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sentation genau auf der Ebene, die für die Generierung von Bewegung für den
Max-Agenten selbst genutzt wird (Kapitel 3).
Der Motor Command Graph bestand hierbei aus einer Menge an Knoten, die
einen statischen Punkt im Raum der Freiheitsgrade des jeweiligen Körperteils
darstellten (für das Handgelenk: seine 3d-Position), und die die Knoten verbin-
denden Kanten jeweils einen dem Körpermodell entsprechenden Kommando,
um den Zustandsübergang zwischen den beiden in den Knoten gekapselten
Zuständen zu erreichen (wiederum für das Handgelenk: ein charakteristisch
geformter Guiding Stroke).
Dieses Graphenmodell wird auch im Rahmen dieser Implementation wei-
tergenutzt, um das bekannte motorische Repertoire auf niedrigstem Level zu
repräsentieren.
Die Mechanismen für die Zustandsermittlung und die für die Entschei-
dung notwendigen Auswertungsmechanismen unterscheiden sich jedoch stark
von dem bestehenden Modell.
Das inverse Modell für das Layer des Motorkommandographen wurde, ab-
gesehen von einigen notwendigen Reparaturen, nicht angetastet, es wird der-
zeit im Rahmen eines weiteren, parallel laufenden Projektes durch eine verfei-
nerte Klassifikation erkannter Gestenzüge mittels self-organizing maps ersetzt.
Für die Erstimplementation des Vorwärtsmodells wurden gar die Ergebnis-
se den alten Inversen Modells – als zusätzliche Fehlerquelle – nicht herangezo-
gen, sondern durch modellierte Werte und eine spezielle sensorische Injektion
(siehe Anhang) ersetzt.
4.4.1 Umfang des Vorwärtsmodells der untersten Ebene
Das probabilistische Vorwärtsmodell auf der Ebene der Motorkommandos soll
zwei Zwecken dienen:
• auf der untersten Ebene selbst zur Einschätzung der Beobachtungen, die
dann zu sofortiger Imitation führen können sollen, wie in der bestehen-
den Max-und-Moritz-Umgebung (Kopp & Graeser 2006).
• als Informationsquelle für die nächsthöhere Ebene. Diese benötigt für die
Entscheidung über das Vorliegen von einer Reihe bekannter Ziele diagno-
stische (also „indirekte sensorische“) Unterstützung. Sie kann das Vor-
wärtsmodell auf die Bevorzugung bestimmter Pfade und das Ignorieren
irrelevanter Pfade „stimmen“, durch das Setzen von Priors und Toleranz-
parametern.
Die ideale und einfachste Ebeneneinteilung würde strikt entlang der sicht-
baren Repräsentationsräume erfolgen: die unterste Ebene behandelte für die
Vorhersage (prediction) den Raum des nächstmöglichen beobachteten Motor-
kommandos, ohne Berücksichtigung der vorangegangenen Kommandos, also
bei der Vorhersage eine Suchtiefe im Graphen von nur eins. Die zeitliche In-
tegration und jeglicher Einfluss des durch die vorangegangenen Motorkom-
mandos definierten Kontexts fände erst auf der nächsten Ebene im Rahmen
der Verarbeitung von Zeitreihen statt.
Man erkennt jedoch schnell, das diese simple Konzeption zu einem großen
Problem führt: die Vorhersage könnte ohne Ermöglichung einer größeren Such-
tiefe nur soweit in die (zeitliche) Zukunft vorhersagen, wie das Motorpro-
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Abbildung 4.3: Suchtiefe 1: Die kürzeste Kante begrenzt die Vorhersagbarkeit
gramm der Kante mit der kürzesten Laufzeit zulässt. Danach müsste die Vor-
hersage beendet werden, da nicht mehr über alle Kanten eine Likelihood-Funk-
tion ermittelt werden könnte.
Folglich muss schon die niedrigste Ebene, wenn sie aussagekräftig für un-
begrenzte Zeit in die Zukunft vorhersagen können soll (oder eher: nicht durch
die Topologie des Graphen und die Beschaffenheit der einzelnen traversierten
Kanten, sondern nur durch plausible Voreinstellungen und Limits begrenzt),
Hypothesen nicht über nur einzelne Kanten des Graphen, sondern vielmehr
über wachsende postulierte Kantenfolgen verarbeiten.
Es sind also Mechanismen notwendig, die neben der Erstellung neuer Hy-
pothesen diese auch verfeinern können im Rahmen einer Aufspaltung der Hy-
pothesen, wenn eine Kante endet und im Graphen weitere Kanten folgen (split-
Operation). Die auftretenden Fälle werden im Abschnitt über die Likelihoods
und im Implementationskapitel näher dargestellt.
Eine Hypothese ist hier eine eindeutige Folge von Kanten (ein Pfad in dem
Motorkommando-Graphen) mit den dazugehörigen Auswertungsmechanis-
men.
Wenn eine Hypothese aufgeteilt wird, entstehen mehrere Nachfolger-Hy-
pothesen, die gegenseitig ausschließlich sind, da sie sich in ihrer letzten Kom-
ponente (der neuesten Kante) unterscheiden (siehe Bild 4.4). Die neue Vorgän-
gerhypothese soll daraufhin von der weiteren Bearbeitung ausgenommen wer-
den (siehe Implementation).
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Abbildung 4.4: Erweiterung einer einzelnen Hypothese, mit Kantenfolgen
4.5 Konzeption für Propagation und Ebeneneinfluss
Die Ebenen unterschiedlicher Abstraktion interagieren analog zu einem Bayes-
Netz miteinander: die untere zweier Ebenen erhält von der oberen Ebene (auf
Anfrage) a-Priori-Wahrscheinlichkeiten zu einem für die Auswertung der unte-
ren Ebene definierten, aber dort nicht direkt Einfluss nehmenden Ziel für jede
der möglichen Hypothesen.
P(et = Ei) = P(et = Ei|g = G, h = Ej, Ek, El , ...) (4.2)
Das Ziel G und die im Rahmen der bestehenden Hypothese h bereits traver-
sierten Kanten Ej, Ek, El , ... sind der niedrigeren Ebene hier nur als verborgener
Kontext bekannt und lokal nicht im Sinne eines Parameters einer bedingten
Wahrscheinlichkeit zu sehen. Der Kontext (hier bezüglich des Zieles G) wird
gesetzt, wann immer ein spezifisches Vorhersage-Objekt von der höheren Ebe-
ne angefordert wird, um damit dann zur Auswertungszeit von der nächsthö-
heren Ebene davon abhängige Priors zu erfragen.
In der niederen Ebene entsprechen P(et) einfachen Priors für die nächstauf-
tretende Kante, auch wenn sie implizit durch Analyse oder Berechnung unter
Einfluss des Kontexts auf einer der nächsthöheren Ebenen entstanden sind, es
sich also um eine a-Priori-Verteilung handelt, die eine Funktion des Ziels und
der bekannten Historie ist.
In der einfachsten Implementation existiert die Ebene, die das Vorwissen –
oder im rein Bayes’schen Sinne die persönliche Vermutung – über eine beob-
achtete Bewegung einbringen könnte, noch nicht. Es wurden für das entstan-
dene Programm zunächst überall flache Priori-Verteilungen angenommen und
dann zu Testzwecken die Möglichkeit geschaffen, je Knoten und Kante je einen
festen frei wählbaren Prior zu setzen.
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Die Vorgehensweise, nicht-informative Priors einzusetzen, ist unter „Baye-
sianern“ allgemein umstritten (Bernardo 1997), insbesondere jedoch uneigent-
liche Priori-Verteilungen und der Einsatz ohne Einschränkung auf ein Intervall
(im Falle eines unbeschränkten Definitionsbereichs).
Die Implementation nutzt eine positive, beschränkte Verteilung auf endlich
vielen Bins (endlich viele Kanten pro Knoten), so dass diese einfache Verteilung
jedoch, mit einer endlichen Fläche, mindestens eigentlich ist. Es wird zudem
sowohl im Falle der flachen wie auch der fest vorgegebenen Priors explizit
eine Normierung des Gesamtvolumens der Priori-Verteilung vorgenommen.
Die Parameter für die Konfiguration der Likelihood-Generierung (primär:
Einstellung der Toleranz bezüglich räumlicher Abweichung, Einstellung der
Geschwindigkeitsspezifität je Kante) sollten ebenfalls der Beeinflussung durch
die höheren Ebenen unterliegen.
4.6 Konzeption für die Likelihood-Räume
Die für die Vorhersage zentralen Likelihood-Funktionen – es handelt sich wie er-
wähnt um Wahrscheinlichkeitsräume, die die Positionierungswahrscheinlich-
keit einer Variablen unter verschiedenen Parametern in die Zukunft extrapo-
lieren – sind gewissen Bedingungen unterworfen, die aber nicht den Bedin-
gungen für Wahrscheinlichkeits-Dichtefunktionen (PDF) gleichen. Insbeson-
dere ist die Volumenbedingung an eine PDF, nämlich dass das Integral über
den gesamten Raum gleich eins sein muss, im generellen Fall nicht Vorausset-
zung für eine Likelihood-Funktion. [Ronald A. Fisher, ’On the mathematical
foundations of theoretical statistics’, Philosophical Transactions of the Royal
Society, A, 222:309-368 (1922), Chapter 6]
Es müssen selbstverständlich die gleichen Bewertungsbedingungen für alle
Kanten gelten, damit die im Hinblick auf die produzierten Posteriors auf den
relativen Verhältnissen zwischen Likelihoods fundierenden, im Satz von Bayes
auftretenden Quotienten konsistent berechnet werden.
Gleichzeitig sollten die Likelihood-Funktionen in den relevanten Regionen
nicht zu stark abnehmen, da ihre absoluten Werte (direkt oder indirekt in der
Form des Nenners α im Satz von Bayes) als Kriterium für die vollständige Zu-
rückweisung (reject – „keine der Hypothesen trifft zu“) verwendet werden kön-
nen.
Insbesondere sollten also die Likelihood-Funktionen
• überall positiv, glatt und möglichst differenzierbar sein
• nicht sättigen (sonst droht Verfälschung der Quotienten)
• nach oben sinnvoll beschränkt sein (zum Beispiel: nahe 1,0)
• in einer „relevanten Region“ nicht zu klein werden (wegen Nutzung als
Rejection-Kriterium)
Bei der Modellierung der Likelihood-Funktionen für die Kanten im Motor-
kommandographen der Handgelenke (3D-Positionen + Guiding Strokes) waren
außerdem folgende offensichtliche Quellen für Unsicherheit und Fehler zu be-
rücksichtigen (Bild 4.5):
42 Konzeption und Ideen
Vorhersage-
qual i tät
Lag Abweichung der
Geschwindigkeit
räumliche Abweichung
Ambigui tät  im
Repertoire (MCG)
Entscheidungs-
qual i tät
Abbildung 4.5: Quellen der Unsicherheit für die Entscheidung
• lag – der Fehler durch eine sensorische Verzögerung (berichtete Zeit un-
gleich perfekter Vorhersagezeit)
• begrenzte Abweichungen in der räumlichen Befolgung einer Trajektorie
(gerade bei eventuellen menschlichen Interaktionspartnern)
• begrenzte Abweichungen in der Ausführungsgeschwindigkeit (dies ent-
spricht im weitesten Sinne einem zunehmenden lag)
Bei dem vorliegenden Konzept für die Likelihood-Funktionen wurden dies-
bezüglich zunächst folgende Entscheidungen getroffen:
• Das Lag sollte sich nicht in einer Reduktion der Likelihood-Auswertung
niederschlagen, sondern transparent gehandhabt werden – als Toleranz-
wert, der den Likelihood-Raum nur ausweitet aber nicht ausdünnt.
• für räumliche Abweichungen insbesondere orthogonal zur Solltrajekto-
rie wird eine gauss-verteilte Toleranz je Kante angenommen (auch hier
soll bei einer perfekten Reproduktion auch bei hoher Toleranz die Aus-
wertung nahe 1,0 liegen – also der Raum erweitert, aber nicht ausge-
dünnt werden)
• die zunehmenden zeitlichen Abweichungen durch eine zulässige Varia-
bilität in der Geschwindigkeit sollten durch einen die Verteilung ent-
lang der Trajektorie entsprechend der erwarteten Zeitunterschiede stre-
ckenden Geschwindigkeitstoleranzwert aufgefangen werden. Die Aus-
wertung exakt entlang der Trajektorie sollte für eine gegebene Likelihood-
Funktion – unter Annahme eines normalverteilten Geschwindigkeitsfeh-
lers – wieder in Form einer Gauss-Funktion abnehmen.
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Konzeptionell ergibt sich das Bild einer sich nach außen ausdünnenden
schlauchförmigen Verteilungsfunktion, die sich der Trajektorie, die durch ei-
ne oder mehrere Kanten vorgegeben ist, anschmiegt. Die Funktion nimmt mit
dem Abstand orthogonal zur Trajektorie durch eine Gauss-Funktion ab ( e−∆x2 ),
und mit zeitlichem Abstand (diese ist äquivalent zu einer von der ersteren un-
abhängigen Abweichung entlang der Trajektorie) ebenfalls. Analog sollen zwei
unabhängige Parameter für Toleranzen diese Funktion konfigurieren. Diese
Parameter, σtraj und σt, die den Grad der Streckung der Verteilung bestimmen,
sollten pro Kantenverlauf und Kontext individuell aus einer höheren Ebene
einstellbar sein, d.h. ebenso wie die a-Priori-Wahrscheinlichkeiten sollten die-
se Werte ebenfalls angefragt werden können. Der Gedanke hierbei ist, dass die
höhere Ebene eine Aussage über die Relevanz der räumlichen und zeitlichen
Genauigkeit in einer bestimmten Situation machen könnte, mittels Vorwissen,
welches auf der niedrigeren nicht existiert.
Ein wichtiger Faktor für das Ausmaß des Einflusses auf die Position durch
eine zeitliche Abweichung ist die vorhergesagte Geschwindigkeit zum jeweili-
gen Zeitpunkt: die räumliche Abweichung ∆s, die aus einem Fehler ∆t resul-
tiert, ist bei sich langsam ändernder Geschwindigkeit grob proportional zur
Geschwindigkeit:
∆s ≈ ∆t vt (4.3)
Dies und weitere Einflüsse werden en détail im Implementationskapitel be-
handelt, im Auswertungskapitel finden sich Tests bezüglich der erwünschten
Eigenschaften.
4.7 Konzept bezüglich der Posteriori-Gewinnung
Anhand der durch die Auswertung über einen Zeitraum t = t0..ti aufgenom-
mener Samples [xt, t] in den entsprechend der Zeitpunkte t für jede aktive
Hypothese generierten Likelihood-Funktionsobjekten L(Hypo, t) gewonnenen
Einschätzungen der Erklärbarkeit der Beobachtung mit der jeweiligen Hypo-
these lässt sich unter Zuhilfenahme der wie oben beschrieben angeforderten
a-Priori-Wahrscheinlichkeiten durch den Satz von Bayes eine a-Posteriori-Ver-
teilung generieren, die unabhängig von den absoluten Werten der Likelihoods
oder Priors einen Vergleich zwischen dem Gesamtvertrauen in die verschiede-
nen aktiven Hypothesen ermöglicht.
Die a-Posteriori-Verteilung erfüllt nun alle Kriterien an eine Wahrschein-
lichkeitsdichtefunktion (bzw. eine probability mass function im vorliegenden dis-
kreten Fall). Die Auswertung des Bayes-Theorems sorgt unter den angespro-
chenen Voraussetzungen an die Likelihood-Funktionen, insbesondere der Be-
dingung L(x, t) > 0, automatisch für eine Normierung des Integrals bzw. der
Summe über alle Hypothesen auf 1,0.
Gleichzeitig wird im Zuge der Anwendung des Satzes von Bayes die Nor-
mierungskonstante α = ∑alleHypothesenh (P(x|h)P(h)) gewonnen. Diese ist das
Maß für die gesamte aufgetretene Evidenz, d.h. die absoluten Werte der ein-
zelnen Evidenzen schlagen sich in dieser Größe nieder, während eine gleich-
zeitige Skalierung aller Likelihoods gerade keinen Einfluss auf die Posteriori-
Verteilung hat (abgesehen vom Spezialfall, dass alle gleich null sind, wodurch
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der Satz von Bayes nicht mehr auswertbar wäre). Die absoluten Werte der Li-
kelihoods sind bei Betrachtung von α selbst also einflussreich, es kann somit
als Anhaltspunkt für die Bewertung der Gesamtperformance der Hypothesen-
menge verwendet werden (für die angesprochene reject-Entscheidung).
Da wir eine Sequenz von Samples zu einigen aufeinanderfolgenden Zeit-
punkten betrachten (gerade eine mit diskreten Zeitabständen gesamplete Be-
wegung), stellte sich die Frage der Verwendung dieser Sequenz im Satz von
Bayes.
Hierzu wurden zwei Ansätze verfolgt:
• Auswertung der Likelihood für jeden der Zeitpunkte, dann Nutzung einer
Transformation darüber (zum Beispiel das arithmetische Mittel oder eine
Summe mit abklingendem Einfluss) und Einsatz dieses Resultats für die
Auswertung der jeweiligen Hypothese im Satz von Bayes
Pt(H|[x0..xt]) = Lt0 ..tn(x|H)P(H)
αt
(4.4)
Lt0 ..tn(x|H) =
1
tn
tn
∑
t=t0
Pt(xt|H) (likelihood mean) (4.5)
Lt0 ..tn(x|H) =
KLt0 ..tn−1(x|H) + Pt(xt|H)
1+ K
, K ∈ [0; 1[ (decay) (4.6)
• Benutzung des Posteriori-Ergebnisses für den Zeitpunkt tn als Priori-
Wert für die gleiche Hypothese zum Zeitpunkt tn+1 – der Satz von Bayes
ist also für n als Daten erhaltene Zeitschritte auch n-mal hintereinander
angewandt worden. Man spricht hier von Rückkopplung der a-Priori-Wahr-
scheinlichkeiten (prior feedback). Dieses Verfahren führt zu einer schritt-
weisen Entfernung des Einflusses der a-Priori-Wahrscheinlichkeiten und
konvergiert zu einer MLE. (Robert 1991) Der in der Implementation ver-
wendete Expectation-Berechnung bedient sich einer Mittlung über alle k
bekannten Zeitschritte:
Posttk(Hi) = Ptk(Hi|xk) = 1k
k
∑
j=1
Pt j(xj|H)Posttk−1(Hi)
αj
(4.7)
mit Postt0(Hi)← Priors. (4.8)
Im Rahmen der Implementation wurden beide Fälle unter verschiedenen
Bedingungen untersucht.
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4.8 Konzept für das Imitations-Entscheidungslayer
Anhand der durch den Evaluator gewonnenen Informationen ist im Rahmen
eines resonanten Vorwärtsmodells nach jedem Zeitschritt eine Einschätzung
des Abgleichs der gesehenen Bewegungen mit dem bekannten Repertoire mög-
lich.
Die zentrale Fragestellung für die Ausführung einer eigenen Bewegung ist
hier erstens die Identifikation eines ausreichend deutlichen relativen Gewin-
ners unter den Hypothesen, zweitens die Sicherstellung einer Mindestquali-
tät für die Erklärbarkeit der aufgenommenen Trajektorie mit dem gesamten
Repertoire. Ist letztere nicht gegeben, muss die Erkennung als fehlgeschlagen
betrachtet werden und im Imitationscontroller anders behandelt werden (lies:
das Inverse Modell übernimmt noch vor dem Start einer resonanten Imitation
und erweitert das Repertoire).
Für das erste Problem kann man einen Vergleich der a-Posteriori-Wahr-
scheinlichkeiten der nach der Evaluation noch bestehenden Hypothesen nut-
zen: Hierbei sollte die feinstmögliche spezialisierte Hypothese gewählt wer-
den, die ein vorgegebenes Kriterium noch erfüllt.
Konkurrieren also die Hypothesen H1 und H2, und wird H1 als relativer
Gewinner durch ein Kriterium K({H1, H2}) bestimmt, so soll das Verfahren
rekursiv weiterlaufen, beginnend mit der Anwendung von K auf die Menge
der Nachfolgerhypothesen von H1, solange bis auf einer Ebene das Kriterium
keinen Gewinner festlegt.
Der letzte Gewinner ist dann die am feinsten spezialisierte eindeutig gewin-
nende Hypothese – damit im Falle des MCG über GuidingStrokes die längste
GuidingSequence, die als ausreichend gut für die direkte Imitation eingeschätzt
wurde.
Für das zweite Problem – äquivalent mit der Zurückweisung des gesamten
Erklärungsversuchs durch den Evaluator – gibt es zwei plausible Vorgehens-
weisen, dies durch die errechneten Daten zu entscheiden:
• Nutzung der Gesamtevidenz α, die im Zuge der Auswertung der Bayes-
Formel als Nenner ermittelt wurde. (Dubuisson & Masson 1993) Dieser
Wert skaliert unter unveränderten Priors linear mit den Likelihood, und
variierende Priors, deren Einfluss im Rahmen der Posteriori-Generierung
mittels transformierter Likelihoods im Gegensatz zu prior feedback nicht re-
duziert wird, skalieren ebenfalls diesen Wert (bei gleichbleibenden Like-
lihoods) linear (Formeln 2.15 und 2.16).
• Nutzung der Likelihood-Resultate selbst: denkbar ist der Durchschnitts-
wert über die Likelihoods aller aktiven Hypothesen für alle Zeitpunkte;
oder der Durchschnitt der Likelihoods nur der relativen Gewinnerhypo-
these.
Folgende Vorgehensweise soll also gelten:
1. Die tiefstliegende, meistspezialisierte Hypothese, die den relativen Ver-
gleich zwischen den Konkurrenten auf ihrer Ebene gewinnt, wird be-
stimmt.
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2. Gilt dies für keine Hypothese (noch nicht einmal auf der Ebene der initia-
len Wurzelhypothesen), ist die Unsicherheit noch zu groß. Dies wird dem
Aufrufer mit einer Warte-Empfehlung signalisiert.
3. Wann immer das Kriterium für den vollständigen Fehlschlag erfüllt ist,
sei es der Modus der Zurückweisung über α, oder aber der durchschnitt-
lichen Likelihood der Gewinnerhypothesen, wird die gesamte Auswer-
tung abgelehnt, und dem Aufrufer wird der Fehlschlag der Voraussage
signalisiert.
4. Eine Gewinner-Hypothese unter ausreichend guter Evidenz wird schließ-
lich dem Aufrufer als Imitationsempfehlung nahegelegt.
Zusammenfassung
Zunächst erfolgte eine weitgefasstere Exposition über die Konzeption einer
Hierarchie von interagierenden sensomotorischen Verarbeitungsschichten, in
denen a-Priori-Informationen von oben herab propagiert werden. Die anhand
der unter ihrer Berücksichtigung erfolgten Einschätzungen von Beobachtun-
gen stehen gewonnene Informationen nun wiederum als diagnostische Werte
den höheren Ebenen zur Verfügung.
Die Motivation für die Erstellung eines probabilistischen Vorwärtsmodells
ist die Erstellung von motorischen Vorhersagen und deren Einschätzung zur
Gewinnung von Überzeugungswerten über Korrespondenz mit dem bekannten
Repertoire. Diese können dann durch die erfolgte Auftransformation der sen-
sorischen Informationen in Überzeugungen bezüglich Elementen aus dem Re-
pertoire dieser Ebene als Informationsbasis für höhere Ebenen fungieren.
Am Beispiel des Falls der Bewegung der Hand wurde die Problematik des
Einflusses der Zeit auf die Menge möglicher Erklärungsversuche – Hypothesen
– exponiert, und als Lösung ein dynamisch evolvierender Hypothesenbaum
vorgeschlagen, dessen Äste bei alternativen Handlungsmöglichkeiten neu ver-
zweigen.
Schließlich wurde ein einfaches Entscheidungsverfahren über die Ausfüh-
rung in der untersten motorischen Ebene erfolgenden Imitationsverhaltens vor-
gestellt, samt dazu passendenden Ablehnungsmöglichkeiten.
Im nächsten Kapitel wird nunmehr die auf diesen Konzepten und Erkennt-
nissen aufbauende konkrete Implementation vorgestellt.
Kapitel 5
Implementation
Im vorangegangenen Kapitel wurde eine Konzeption für ein höheren kogniti-
ven Ebenen zugrundeliegendes Vorwärtsmodell präsentiert.
Dieses Kapitel bezieht sich auf die getätigten vorbereitenden Anpassungen
des bestehenden Frameworks, die neu erstellte Implementation eines proba-
bilistischen Vorwärtsmodells mit einer konkreten Anwendung auf den Raum
der Handgelenkpositionen für das Max/Moritz-Framework, den dazugehöri-
gen Resonanzcontroller auf der niedrigsten Ebene, sowie ergänzende Unter-
projekte.
5.1 Ablauf im Hauptprogramm
Das Hauptprogramm des schon bestehenden imitativen Agenten (Graeser 2006)
(Kopp & Graeser 2006) wurde weiterverwendet, allerdings wurde der Pro-
grammlauf stärker modularisiert (s. Abschnitt 5.7). Der Ablauf des Hauptpro-
gramms sei unter Betrachtung der Bedeutung für das Vorwärtsmodell folgen-
dermaßen dargestellt:
Die Hauptkontrollschleife ruft in regelmäßigen Abständen die evaluate--
Funktion des Agentenmoduls auf, und diese:
• entnimmt dem sensorischen Speicher neue Daten und transformiert sie
zu Bewegungsvektoren,
• überprüft ob eine relevante Bewegung noch / wieder vorliegt
• übergibt im Falle einer Bewegung die neuen Beobachtungen mittels der
Funktionen feedTrajectory und feedSample an das Vorwärtsmodell-
Objekt
• fordert dann eine Entscheidungs-Empfehlungsobjekt (Abschnitt 5.6) vom
Vorwärtsmodell an, dessen Typ dann den weiteren Lauf in der Haupt-
schleife bestimmt (Warten, Imitation, Aktivierung des Objekts für das in-
verse Modell)
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Abbildung 5.1: Modularisiertes Modell für eine einzelne Ebene
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5.2 Das neue Vorwärtsmodell
Das Vorwärtsmodell dient dem Abgleich (Matching) von durch die virtuelle
Sensorik aufgenommenen Beobachtungen mit dem im Agenten vorhandenen
motorischen Repertoire unter (optional) von oben konfigurierten Bedingun-
gen.
Es wird für die Entscheidungen im Resonanzmechanismus verwendet und
ist die zentrale Grundlage der für die Funktion der (noch nicht vorhande-
nen) höheren sensomotorischen Reasoning-Ebenen essentiellen Zielerkennung
– oder auf noch höherer Ebene: intent attribution.
Im Folgenden werden die Produkte der Implementation und die genaue-
ren Designentscheidungen „bottom-up“ vorgestellt, beginnend mit den für die
räumlich/zeitlichen Vorhersagen verantwortlichen Objekten; weiterhin mit den
diese Vorhersagen nutzenden Hypothesen über Pfade im MCG; der Verwal-
tung einer Hypothesenmenge und der für sie erstellten Posteriori-Verteilung
im Evaluator – und dem für die Ausführung von Resonanz und die Koordina-
tion verschiedener Modelle zuständigen Controller.
Im Anschluss wird kurz auf zwei untergeordnete Helferprojekte eingegan-
gen: der Visualisierung eines Motorkommandographen mit bestehenden Akti-
vierungen und der Visualisierung der Likelihood-Funktionen aus den Predicti-
ons.
5.3 Likelihood: GaussianArmPredictor/-Prediction
Eine Vorhersage (prediction) eines Vorwärtsmodells stellt eine Extrapolation des
Wertes einer zu beobachtenden Variablen in die Zukunft dar, unter Zuhilfe-
nahme der im Modell bereits enthaltenen Freiheitsgrade und zusätzlichen In-
formationen.
Im Falle des Motorkommandographen für die Handgelenkposition entspre-
chen den „bereits bekannten Freiheitsgraden“ genau die von der aktuellen
Position ausgehenden Kanten mit den dazugehörigen GuidingStrokes (also:
bereits erlernten Bewegungen). Die „zusätzlichen Informationen“ ensprechen
den im Konzeptionskapitel angesprochenen kontextabhängigen a-Priori-Wahr-
scheinlichkeiten und ebenfalls kontextabhängigen Toleranzwerten; diese sind
für die niedrige Ebene allerdings transparent.
Für die Vorhersage der Handgelenksposition wurden wie erwähnt folgen-
de Annahmen gemacht:
• Die Beobachtung darf von der Trajektorie mit gaussverteiltem Fehler ab-
weichen (trimmbar durch die Positionstoleranz)
• Die Beobachtung darf unter einer setzbaren Geschwindigkeitstoleranz
der Vorhersage „hinterherlaufen“ (oder umgekehrt)
• Auch ohne erwünschte Geschwindigkeitstoleranz ist eine geringe zeitli-
che Abweichung wegen sensorischer Verzögerung zu tolerieren.
In der entstandenen Implementation der GaussianArmPrediction Pred(H, t)
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(für einen Zeitpunkt t und eine Hypothese H) wird diese botuliforme 1Verteilung
angenähert durch eine Überlagerung 3-dimensionaler Gauss„wolken“ um ge-
wählte Zentren c (im Code wie auch hier auch Blobs genannt):
Gc(x) =
1
σtraj
√
2pi
e
− (x−c)2
σ2traj (normalverteilt) (5.1)
Gc(x) = e
− (x−c)2
σ2traj (mit max=1,0) (5.2)
Diese Gausswolken werden gleichzeitig für die Bereitstellung der erwünsch-
ten räumlichen Toleranz verwendet (σtraj).
Die zeitliche Verzögerung setzt sich aus der akkumulierten zeitlichen Ver-
zögerung durch Toleranz gegenüber der Geschwindigkeit, die von der verstri-
chenen Zeit und später unter Einfluss einer höheren Ebene dem gewählten
Pfad und gesetzten Zielkontext abhängig ist, und einer zusätzlicher (konstan-
ten) zulässigen Abweichung wegen Berücksichtigung einer sensorischen Ver-
zögerung zusammen:
σsumt = σ
lag
t + σ
var
t (t) derzeit (5.3)
σsumt = σ
lag
t + σ
var
t (t, edgeTrail, Goal) später (5.4)
Gt(∆T) = σsumt
√
2pi ∗ e
− ∆
2
T
σsumt
2∗N2 (5.5)
N konstant (5.6)
Die aus dieser Zeit und der lokalen Geschwindigkeit resultierende räum-
liche Abweichung ist maßgeblich für die Anzahl und Plazierung der Wolken
zueinander (s.u.)
Zur Klasse GaussianArmPrediction
Eine GaussianArmPrediction, die spezifisch ist für Hypothese und Soll-Zeit,
ist eine Menge einer geeigneten Anzahl an geeignet skalierten Gausswolken G
(GaussianArmBlobParameters: (center, scale, sigmatraj) – die Parameter umfas-
sen Zentrum, Skalierung, Standardabweichung) mit einer (global) konfigurier-
baren Auswertungsfunktion evaluate(x).
Sie sollte die relevante Region der Aufenthaltswahrscheinlichkeit umfassen
und die Auswertung für jegliche Samples sollte (in ihrer Rolle als Likelihood-
Funktion) folgende Bedingungen aufweisen:
1siehe Bild B.2
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• möglichst glatt und ohne hohe Frequenzanteile sein,
• nicht sättigen,
• 0 < evaluate(x) < K erfüllen (positiv und beschränkt),
• bei einem guten Match einen nicht zu kleinen Wert ausgeben.
Auf diese Eigenschaften wurden drei Auswertungsfunktionen untersucht,
deren Resultate im Ergebnisteil auch grafisch gegenübergestellt werden, und
die im Framework konfigurierbar sind (Konfiguration s. Anhang):
Zunächst wurde im ersten Versuch das maximale Ergebnis aller Auswer-
tungen der einzelnen Wolken als Gesamtergebnis herangezogen (Auswertungs-
modus max).
Pred(x) = maxt(Gt(x)) (5.7)
Dies ergibt eine Likelihood-Auswertung, die immer auf das Intervall [0, 1]
beschränkt ist. Allerdings wies diese Auswertung zwei Schwachstellen auf: ei-
nerseits war bei Betrachtung des Ergebnisses entlang der Trajektorie offensicht-
lich, dass eine hohe Anzahl blobs notwendig war, um die erwünschte Glatt-
heit zu produzieren – andererseits nimmt diese Funktion nicht ausreichend
Rücksicht auf Geschwindigkeitsunterschiede innerhalb der Trajektorie; denn
in langsamen Regionen ist die Aufenthaltswahrscheinlichkeit zu einem be-
stimmten Zeitpunkt höher als in schnelleren Regionen.
Der verbesserte Ansatz modelliert die Unschärfe („Verschmierung“) der
Position und Zeit in einer Faltung, sie macht sich eine Variation der Weierstraß-
Transformation zunutze, die eine beliebige Funktion f mit einem Gaussfunktions-
Kern glättet:
F(x) =
1√
4pi
∫ ∞
−∞
f (x− y) e− y
2
4 dy, (5.8)
Im vorliegenden diskreten Fall entspricht dies einer normierten Summe
über die blob-Auswertungen:
Pt(x|H) = kSt(x)St(x) =
+NB
∑
i=−NB
Gt(to f s) ∗ e
−
(center(t+ i2NB
∆T )−x)2
σ2traj (5.9)
center(u) = H.trajectory.getPositionForTime(u) (5.10)
NB Anzahl Blobs (5.11)
k ist ein Normierungswert, für den es in der Implementation zwei Berech-
nungsmethoden gibt:
• Im Auswertungsmodus weierstrass wird proportional zum Gesamtin-
tegral normiert (damit ist jede Auswertung im Intervall [0, 1], denn für
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Abbildung 5.2: Blobs: Auswertung maximum vs. weierstrass
den Fall, dass alle Blobs aufeinanderliegen, und die Beobachtung genau
im Zentrum liegt, ist ihre Auswertung die Summe aller Blob-Skalierun-
gen ):
k =
+NB
∑
i=−NB
Gt(to f s) (5.12)
• Im Auswertungsmodus weierstrass2 (dem default-Modus) wird statt
dessen über das Ergebnis der Blob-Summe für den Erwartungswert nor-
miert:
k = St(center(t)) (5.13)
Die Motivation für diese Entscheidung liegt darin, dass die erstgenann-
te Normierung bei einer Streckung in schnellen Regionen sehr niedrige
Werte liefert, was für die Posteriori-Berechnung nicht hinderlich ist, sich
aber bei der Einschätzung der Gesamtperformance des Repertoires nega-
tiv auswirkt (Seite 45).
Diese alternative Normierung erfüllt nicht (immer) die Bedingungen an
eine Dichtefunktion – liegt der Erwartungswert in einer schnellen Regi-
on der Trajektorie, so wird in umgebenden langsameren Regionen die
Faltung gestaucht und kann somit vermittels des Einflusses von einer
größeren Anzahl Blobs auf dort liegende Samples Werte > 1 ergeben. Da
die Volumenbedingung an PDFs für Likelihood-Funktionen nicht erfol-
derlich ist, wird dies in Kauf genommen.
GaussianArmPredictor
Der GaussianArmPredictor [edge_trail, governed_start_t, governed_end_-
t, local_start_t, local_end_t] ist die für die Generierung von Vorhersage-
Objekten zuständige Klasse, es handelt sich um eine factory für Vorhersagen
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über den Zuständigkeitsbereich des Predictors. Dieser Zuständigkeitsbereich
wird einerseits begrenzt durch die im Predictor registrierte Kantenfolge {E1, .., En},
andererseits durch das vom Predictor vorhersagbare Zeitintervall [governed_-
start_t, governed_end_t], welches im gemeinsamen Zeit-Referenzsystem des
den Predictor erstellenden Evaluators (s.u.) angegeben ist.
Im Predictor wird zur Erstellungszeit aus der registrierten Kantenfolge und
dem vorgegebenen Zeitintervall durch Bildung einer GuidingSequence und
nachfolgendem Ausrendern in eine MgcNUSSpline eine 3D-Trajektorie mit Po-
sitions-, Zeit- und Geschwindigkeitsinformationen produziert, welche nachfol-
gend für die Berechnung der Predictions verwendet wird.
Jeder Predictor kann einen Vorgänger-Predictor haben, der für Zeiträume
vor dem im aktuellen definierten Zeitintervall Vorhersagen produzieren kann –
dies geschieht zur Laufzeit transparent durch Rekursion durch die Vorgänger.
Das verwaltete Zeitintervall ([governed_start_t, governed_end_t]) ist der-
zeit vorne begrenzt durch die Startzeit des Referenzsystems (d.h. es liegt der-
zeit eine vollständige Trajektorie über die gesamte bekannte Zeit in jedem Pre-
dictor), sobald dies (zur Speicherersparnis?) nicht der Fall sein sollte, wird der
Rekursionsmechanismus die entsprechende zeitlich ältere Trajektorie aus den
Vorgängern wählen.
Nach hinten ist das Intervall begrenzt durch den Zeitpunkt, bis zu dem
ohne eine weitere Verfeinerung der Hypothese über die Kantenfolge oder Mo-
difikation der Trajektorie noch eine eindeutige Vorhersage möglich ist.
Die Funktionen getPositionForTime(t) und getFirstDerivForTime(t)
machen Gebrauch von den korrespondierenden Funktionen für MgcNUSSpli-
nes, um unter Berücksichtigung der Zeitoffsets die interpolierte erwartete Po-
sition bzw. die dazu gehörige zeitliche Ableitung (die Geschwindigkeit in Vek-
torform) zu ermitteln. Liegt die angeforderte Zeit hierbei vor dem zulässigen
verwalteten Intervall, wird die Vorhersage an den Elternpredictor weiterge-
reicht, oder, wenn dieser nicht definiert ist (d.h. die angeforderte Zeit vor jegli-
chem vorhersagbaren Zeitpunkt liegt) eine PredictionException vom Unter-
typ INVALID_T ausgelöst.
Liegt die erwünschte Zeit zeitlich weiter in der Zukunft als die für eine ein-
deutige Vorhersage spätestmögliche Obergrenze governed_end_t, so wird eine
PredictionException vom Untertyp NEED_EXTENSION ausgelöst. Diese wird
fortlaufend weiterpropagiert bis zu der für die Situation angemessenen Stelle
der Behandlung (siehe unten, Evaluator).
5.3.1 Algorithmus zur Vorhersagengenerierung
Die factory-Funktion GaussianArmBlobsPredictor::createPrediction ver-
sucht, eine neue Vorhersage für einen Zeitpunkt t auf der Grundlage der Tra-
jektorie des ausführenden Predictors zu generieren.
Das Fundament bilden wie eingeführt zwei unabhängige Gaussfunktionen,
einerseits als die den blobs zugrundeliegenden Funktion Gausstraj (Parameter:
(0, σtraj)), die die räumliche Abweichung von der Trajektorie bestraft, anderer-
seits eine Gaussfunktion Gausst (Parameter: (0, σt)), die die sich überlappen-
den blobs derart skaliert, dass die durch unterschiedliche Laufzeiten entstehen-
de Abweichung entlang dem Verlauf der Trajektorie bestraft wird.
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Zunächst wird der Erwartungswert für die Position zum Zeitpunkt t ermit-
telt, wobei die gegebenenfalls entstehenden Exceptions an den Aufrufer wei-
tergeleitet werden, sofern dies mittels des Parameters throw_ext angefordert
wurde.
Dieser Parameter zur Ausnahmebehandlung führt zu einer Funktion mit
zwei Modi, die beide im Evaluator verwendet werden (s.u.).
Zusätzlich wird die interpolierte lokale Geschwindigkeit aus der Trajekto-
rie ermittelt als Betrag des Ergebnisses von getFirstDerivForT(t). Diese Ge-
schwindigkeit dient, wie in der Konzeption umrissen, zur gröberen Abschät-
zung einer durch eine zeitliche Streckung hervorgerufenen räumlichen Stre-
ckung.
Die ermittelte zeitliche Streckung σT(t) wird nun verwendet für die Be-
rechnung eines zeitlichen Intervalls, das nur den relevanten Ausschnitt der für
jegliche Zeit t positiven Gaussfunktion darstellt.
Hierzu wird eine frei wählbare Schwelle eT (Voreinstellung: 0,05) verwen-
det. Es wird nur das Zeitintervall [t − ∆t, t + ∆t] für die Produktion der Ver-
teilungsfunktion in der Prediction herangezogen, innerhalb dessen die Gaus-
sfunktion für die zeitliche Abweichung eine Dichte von größer als eT aufweist:
eT =
1
σT
√
2pi
e
− ∆t2
σ2T
−∆t
2
σ2T
= ln(
√
2piσTeT)
|∆t| = σT
√
−ln(
√
2piσTeT)
(für eT ≤ 1√2piσT wird angenommen ∆t := 0)
Der derart gewonnene relevanten Ausschnitt muss nun ausreichend dicht
mit räumlichen Gausswolken abgedeckt werden. In schnellen Regionen der
Trajektorie, wo die räumliche Streckung bei einem bestimmten Intervall von
Zeitverzögerungen besonders groß ist, ist dementsprechend eine größere An-
zahl der blobs notwendig, um eine glatte Abdeckung (also mit nur geringen
Dichteveränderungen angrenzender Regionen, möglichst niederfrequenter re-
sultierender Dichtefunktion) zu erreichen.
Tatsächlich ist wie angesprochen die erwartete Streckenabweichung etwa
proportional zur lokalen Geschwindigkeit:
∆s(t) ≈ vt∆T(t) (5.14)
Diese Approximation der erwarteten Abweichung unter Annahme einer
nicht zu stark variierten Geschwindigkeit dient nun der Einschätzung der An-
zahl benötigter überlagerten Gausswolken auf jeder der beiden Seiten.
Es wird der Quotient zwischen räumlicher Ausbreitung und der Standard-
abweichung verwendet (zur Erinnerung: der Anteil des Volumens einer Nor-
malverteilung an Gesamtvolumen beträgt im Intervall [−σ,+σ] ca 68%:
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NB = dK ∆sσtraj e (5.15)
K (im Code: config_blobNumberMode) ist ein Trimm-Multiplikator zur Er-
höhung der Blob-Dichte (Defaultwert: 2). Alternativ kann zur Laufzeit die Stre-
ckung unterbunden oder mit einer konstanten maximalen Anzahl durchge-
führt werden. Verschiedene Tests zur Glattheit und Dichte unter unterschied-
lichen K in Abhängigkeit vom Modus für evaluate() folgen in Kapitel 6.
Mit den derart gewonnenen Daten über den relevanten Zeitausschnitt und
die nötige Anzahl Extra-blobs auf jeder Seite werden diese nunmehr produziert.
Dazu wird das Intervall [t− ∆t, t + ∆t] gleichmäßig in 2NB + 1 Stücke mit
Zeiten [t−NB , t−NB−1), ..., t0, ..., tNB−1, tNB ] unterteilt und für jede resultiere Zeit
ti wird das Zentrum mittels getPositionForTime(ti) ermittelt.
Hierbei werden wiederum bei Setzen der entsprechenden Variable durch
den Evaluator Exceptions erzeugt. Damit wird dem aufrufenden Code ein Be-
darf für die Erweiterung seiner Hypothese signalisiert, sobald die erste Zen-
trumsberechnung eines blob wegen einer zu weit in der Zukunft liegenden Zeit
nicht mehr möglich ist.
Zeitpunkte, die vor der bekannten Trajektorie liegen, werden in dieser Schlei-
fe ignoriert (INVALID_T wird verworfen; die Wolke wird von der frühestbe-
kannten Zeit abgeschnitten).
Ist die Zentrumsermittlung erfolgreich, wird dieser Vektor mitsamt der Aus-
wertung scalei = Gausst(ti) (Skalierung) und σtraj zu einem neuen Gaussian-
ArmBlobParameters-Objekt Blobi verpackt in die für die Prediction vorgesehe-
ne Gausswolken-Menge eingefügt.
Nun werden die relevanten Normierungsfaktoren für die unterschiedli-
chen Auswertungsmodi bestimmt:
• das maximal erreichbare Gesamtvolumen als Summe der Skalierungen
aller blobs ∑i scalei (im Code integralT, für den Modus „weierstrass“)
• die Auswertung der Prediction für den Erwartungswert center0 (Zen-
trum der mittleren Wolke) der Verteilung: ∑i evaluate(Blobi, center0) (im
Code expectation_sample_likelihood, für den Modus „weierstrass-alt“)
Die Gausswolken-Menge, die Normierungsfaktoren, sowie einige Hilfswerte
zur Einschätzung der relevanten Gesamtausdehnung (zumindest vorerst wer-
den diese ausschließlich für die Visualisierung genutzt) werden nun zu einem
neuen Prediction-Objekt zusammengefasst, welche das Ergebnis (unbeachtet
des Werfens von Ausnahmen) der Funktion createPrediction darstellt.
5.4 Kantenfolgen und Zeit: Hypothesis
Eine Hypothese für die Erklärung der Beobachtung einer Armbewegung, dar-
gestellt durch die Klasse ArmHypothesis, stellt eine Kapselung für eine Se-
quenz von postulierten Kantentraversierungen und einen dazugehörigen Pre-
dictor dar.
56 Implementation
Der Begriff der Hypothese ist hier nicht im Sinne der Rolle in einem klassi-
schen statistischen Test zu verstehen, der Evidenz gegen eine postulierte Null-
Hypothese einsetzt, sondern lediglich als ein Element aus einer Menge an Er-
klärungsansätzen für die beobachteten Ereignisse.
Jede initialisierte Hypothese hat einen initialisierten Predictor, der Vorher-
sageanforderungen an die Hypothese behandelt.
Für diese Funktionalität verfügt ein Hypothesenobjekt über zwei Funktio-
nen adapt(t) und evaluate(x).
Erstere versucht, für die angeforderte Zeit mittels ihres eigenen Predictors
ein Vorhersage-Objekt (s. letzter Abschnitt) für den Zeitpunkt t zu erstellen.
Sofern erfolgreich, wird diese Prediction als Auswertungsfunktion für nachfol-
gende evaluate()-Aufrufe herangezogen – hierzu wird das Argument einfach
an die die evaluate(x)-Funktion der Prediction durchgeschleift.
Auftretende Exceptions werden wiederum an den Aufrufer (den Evaluator)
weitergegeben.
Arm-Hypothesen werden des Weiteren funktional in zwei Kategorien un-
terteilt:
• Eine offene Hypothese enthält noch keine Aussage über den Verlauf der
Beobachtungen nach dem durch die enthaltenen Kanten vorgegebenen
Zeitraum. Ein offene Hypothese ist erweiterbar (“Extension„), das heißt
die Hypothese darf vom Evaluator aufgeteilt (spezialisiert) werden unter
Einbezug der nachfolgenden Kanten (s. Abschnitt 5.5).
• Eine STOP-Hypothese postuliert, dass die im Verlauf befindliche Bewe-
gung (etwa) am Ende der von der durch die in der Hypothese gegebe-
nen Kanten vorhersagbaren Zeit enden (zum Stillstand kommen) wird.
STOP-Hypothesen verlieren die Fähigkeit zur Erweiterung, jedoch ma-
chen sie im Gegenzug Vorhersagen bis zum Ende ihres bekannten Kan-
tenzuges.
Die Trajektorie in offenen Hypothesen wird zusätzlich zum vorgegebenen
Kantenzug durch eine zusätzliche Kante erweitert, den lookAhead. Dieser ist
notwendig, da der Verlauf einer Bewegung (in Form einer GuidingSequence)
im zeitlichen Definitionsbereich einer seiner einzelnen Kanten abhängig ist von
seinen Nachbarn (s. Kapitel 3). Die Wahl der nachfolgenden Kante beeinflusst
die Form der Trajektorie im Raum (Bild 3.1) und insbesondere das Geschwin-
digkeitsprofil – ein GuidingStroke, der einem anderen Stroke in unterschiedli-
cher Richtung folgt, führt zu einer stärkeren Verzögerung als eine Fortsetzung
in ungefähr der selben Richtung.
Der verwaltete Zeitraum der offenen Hypothese (begrenzt durch gover-
ned_end_t) erstreckt sich jedoch nur bis zum Ende des eigentlichen Kanten-
zuges – wird dieser überschritten (und damit die Trajektorie des lookAhead
erreicht), so wird das NEED_EXTENSION-Signal zurückgegeben – der lookAhead
dient also in erster Linie der Formung der Trajektorie des Predictors einer offe-
nen Hypothese, so dass das korrekte Raum- und Geschwindigkeitsprofil ent-
steht; ein Blob einer Prediction wird also nie auf einer lookAhead-Trajektorie
plaziert.
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Abbildung 5.3: Black-Box-Modell des Evaluators aus Sicht der Entscheidungs-
layer
Die Operation demoteToStopHypo degradiert eine erweiterbare (offene) Hy-
pothese zu einer STOP-Hypothese. Dies wird dann notwendig, wenn im Gra-
phen ein Blatt erreicht wird, also trotz offener Hypothese keine Erweiterung
mehr möglich ist. Im Zuge dieser Operation wird der vorhersagbare Zeitraum
auf die maximal sichtbare Zeit ausgedehnt, der lookAhead der Hypothese wird
Bestandteil des eigentlichen Kantenzuges und das governed-Intervall wird ent-
sprechend erweitert.
5.5 Hypothesen und Posteriors: Evaluator
Der Evaluator ist die für die Verwaltung des Hypothesenvorrats sowie die Ge-
nerierung der a-Posteriori-Wahrscheinlichkeiten für alle Hypothesen zustän-
dige Klasse, er transformiert Beobachtungen in Vertrauenswerte (beliefs) über
Hypothesen (Black-Box-Modell siehe Bild 5.3).
Die Anzahl der Erklärungsansätze für den Beobachtungsvektor, also die
Anzahl aktiven Hypothesen, soll zu jedem Zeitpunkt „so groß, wie nötig und
so klein, wie möglich“ sein.
Der Evaluator enthält folgende zentralen Objekte:
• den aktuellen Zeitindex current_t_index (entspricht der Anzahl der be-
obachteten Samples)
• Eine Liste der bekannten Beobachtungszeiten data_times[]
• Eine Liste der beobachteten Daten data_samples[]
• Pro Zeitpunkt drei Hypothesenmengen
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– root_hypotheses – diese Menge (Typ std::set<ArmHypothesis*>)
enthält alle noch aktiven Wurzelhypothesen (anfänglich sind dies
die initial erstellten Hypothesen)
– active_hypotheses – diese Menge umfasst den Fringe des Such-
raums, also alle Blatt-Hypothesen, die noch ohne spezialisierte Nach-
folger sind. Nur aktive Hypothesen werden mittels adapt() und
evaluate() direkt ausgewertet.
– all_hypotheses – diese Menge enthält alle zu dem Zeitpunkt noch
nicht verworfenen Hypothesen, also alle Knoten des gesamten noch
nicht verworfenen Hypothesen-Forest
• Eine Liste von Mengen aller bekannten a-Posteriori-Wahrscheinlichkei-
ten für jeden Zeitpunkt
5.5.1 Initialisierung der Evaluators
Die Generierung eines Evaluators sollte im späteren Verlauf der Entwicklung
von einem höheren Level der Verarbeitung mittels eines Zielkontexts dyna-
misch angefordert werden. Dieser Zielkontext dient dann, wie in der Kon-
zeption behandelt, zur Anfrage von a-Priori-Wahrscheinlichkeiten sowie Para-
metern für die Toleranzwerte der einzelnen Hypothesenelemente (Kanten des
Graphen).
Derzeit wird im Rahmen eines einzelnen low-level-Vorwärtsmodells nur
ein einzelner Evaluator erstellt, der über keinen definierten Kontext verfügt
und wie erwähnt entweder naive „flache / neutrale / formale / nichtsubjek-
tive“ (Bernardo 1997) oder aber einmal fest definierte a-Priori-Wahrscheinlich-
keiten für die Ausprägung der einzelnen Hypothesen heranzieht.
Bei der neuen Erstellung eines Evaluators wird werden die in ihm enthal-
tenen Hypothesenmengen initialisiert:
Ausgehend von dem übergebenen Startknoten oder, zur ersten Auswer-
tungszeit, den für das erste Sample in Frage kommenden Knoten in der Umge-
bung 2, werden alle drei Hypothesenmengen mit Hypothesen befüllt, die noch
keine Kanten enthalten (keine Vorhersagen möglich), deren lookAhead-Wert je-
doch den einzelnen von den Startknoten ausgehenden Kanten entspricht.
Diese minimalen Hypothesen werden dann zur ersten Auswertungszeit
automatisch durch den generischen Erweiterungsmechanismus behandelt.
Programmlauf im Evaluator
Zunächst ist eine Übersicht für die für die Evaluation von Hypothesen un-
ter neuen Daten zentrale Funktion advance(t, x) vorteilhaft: Das Bild 5.4 gibt
deren grobe Struktur wieder, die dort enthaltene Nummerierung der Schritte
(bezeichnet als 2, 3 usw.) wird im Folgenden verwendet.
5.5.2 Anpassung der Hypothesenmenge
Während der Evaluation von Beobachtungen ändert sich die Hypothesenmen-
ge dynamisch, im Wesentlichen handelt es sich um zwei Operationen:
2diese Funktionalität ist leider noch unvollständig / ungetestet
59 Implementation
t ,  x
1) Neue Arbeitskopie der Hypothesenmengen
h.adapt(t)
2) Anpassung: Für jede aktive Hypothese h:
Teile h auf
Exception
NEED_EXTENSION keine
next h
Hypothesenmenge verändert?
J
3) Likelihoods:
Für alle aktiven Hypothesen h: h.evaluate(x)
4.1) Posteriors:
Für alle aktiven Hypothesen: Bayes-Theorem
Zusätzl ich Gewinnung Gesamtevidenz (alpha)
4.2) Posteriors:
Fülle den gesamten gült igen Baum mit Posteriors
5) Pruning:
Verwerfen schlechter Hypothesen
Endzustand
Alle Posteriors bekannt. Gesamtevidenz bekannt.
N
Abbildung 5.4: Programmlauf in advance(t, x) im Evaluator
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• Einerseits wird bei Auftreten einer Gabelung während der Vorhersage im
zugrundeliegenden Graphenmodell eine Hypothese in mehrere speziali-
siert. Diese Operation Extension findet in Schritt 2 in Bild 5.4 statt.
• Die Hypothesenmenge kann auch verkleinert werden. Wenn eine Hy-
pothese als zu unwahrscheinlich für die weitere Verfolgung klassifiziert
wurde, wird (im Schritt 5 laut Übersichtsbild) die Hypothesenmenge be-
schnitten (pruned).
In Schritt 2 („Anpassung“) wird für jede der aktiven Hypothesen h (also
Hypothesen im „Fringe“ des Suchraums) versucht, eine Anpassung an den die
Zeit seit Beginn der Beobachtung repräsentierenden Parameter t des advance-
Aufrufs durchzuführen mittels h.adapt(t).
Die adapt()-Funktion der Hypothese versucht nun, innerhalb ihres Predic-
tors mittels createPrediction eine Vorhersage für den Zeitpunkt t zu erzeugen.
Wenn die daraus entstehende Verteilung innerhalb des dem Predictor oder sei-
nen Vorgängern bekannten governed-Zeitintervall liegt, erzeugt die Funktion
ein Prediction-Objekt und setzt dieses als aktuelles Funktionsobjekt für die
Auswertung durch Hypothesis :: evaluate.
Anderenfalls wird eine PredictionException(NEED_EXTENSION) geworfen
und an den Evaluator durchgeschleift.
Dieser beginnt nun mit der tatsächlichen Expansion der Hypothese.
5.5.3 Erweiterung / Aufteilung einer Hypothese
Eine offene Hypothese über einen Kantenzug, deren zeitliche Adaptation erge-
ben hat, dass der angeforderte Zeitpunkt für die Herstellung einer konsisten-
ten Vorhersage zu weit in der Zukunft liegt (NEED_EXTENSION), wird in Schritt
2 in Evaluator::advance aufgeteilt; STOP-Hypothesen können nicht mehr er-
weitert werden und werden im Zuge dieser Anpassung austrocknen.
Für die Erweiterung der Hypothesenmenge im Rahmen der Ausnahme-
behandlung in Schritt 2 erstellt die Funktion createChildHypotheses eine neue
Hypothese für jede Kante, die der als lookAhead für die bestehende Hypothese
bekannten Kanten folgt, sowie zusätzlich eine STOP-Hypothese, die ein An-
halten der Bewegung nach dieser Kante postuliert.
Diese derart entstandenen neuen Hypothesen sind alle gegenseitig ausschließ-
liche Hypothesen und decken alle Möglichkeiten der Fortsetzung der Eltern-
Hypothese ab, weshalb ihre a-Posteriori-Wahrscheinlichkeiten sich zur Gesamt-
wahrscheinlichkeit ihrer Vorgängerin ergänzen. (siehe S.18)
P(parent) = P(child0 ∪ child1 ∪ ...childn) (5.16)
= P(child0) + P(child1) + ...+ P(childn) (5.17)
Unter dieser Voraussetzung wird die letztbekannte a-Posteriori-Wahrschein-
lichkeit der Eltern-Hypothese unter den Kindern aufgeteilt.
Dies geschieht entsprechend der Verhältnisse der a-Priori-Wahrscheinlich-
keiten der neuen Kanten (bzw. des postulierten Anhaltens) untereinander. Im
Rahmen der Erweiterung des Projekts auf mehrere Ebenen sollten diese, wie
angesprochen, unter Angabe eines Kontexts (Ziele, History) von den höheren
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Ebenen erhalten werden. Derzeit handelt es sich auch an dieser Stelle entweder
um
• flache Priors: jede der Kanten und auch die STOP-Hypothese werden
gleich gewichtet mit 1N+1 (N Anzahl Folgekanten) – oder
• feste Priors aus dem Graphen: für jeden Knoten und jede Kante kann im
Graphen optional ein einzelner a-Priori-Gewichtungswert gesetzt wer-
den. Es wird dann im Laufe der Auswertung eine Normierung über alle
gegenseitig ausschließlichen Gewichte durchgeführt. Der Gewichtswert
in den Knoten wird für die a-Priori-Wahrscheinlichkeit verwendet, dass
die Bewegung in diesem Knoten zum stehen kommt (STOP-Hypothese).
Diese Operation verändert die Hypothesenmengen: die neuen Nachfolger-
hypothesen werden der Menge aktiver Hypothesen (und der aller Hypothe-
sen) hinzugefügt.
Die Elternhypothese wird aus der Menge der aktiven (auszuwertenden)
Hypothesen gestrichen, die Nachfolger als neue Bestandteile des Randes des
Suchraums liefern ab sofort die neuen Auswertungen. Die Vorgängerhypothe-
se bleibt fortan passiv, wird jedoch im Zuge der Posterior-Zusammenfassung
(Schritt 4.2 laut Grafik) und der Auswahl einer Gewinner-Hypothese (siehe
Abschnitt 5.6) weiterbehandelt.
Die Elternhypothese wird als bearbeitet vermerkt.
Falls sich die Menge der aktiven Hypothesen im Zuge dieser Anpassung
geändert hat, also mindestens eine Hypothese aufgeteilt wurde, so wird nach
Anwendung dieser Änderungen auf die Hypothesenmengen der Schritt 2 wie-
derholt, wobei als „bearbeitet“ vermerkte Hypothesen nicht mehr berücksich-
tigt werden.
Durch diese wiederholte Anwendung werden einerseits die Predictions in
den Nachfolgerhypothesen aufgebaut, andererseits können auch diese wieder
eine Erweiterung anfordern und ihrerseits einen weiteren Anpassungszyklus
hervorrufen.
Dies geschieht solange, bis alle Hypothesen erfolgreich angepasst werden
konnten (ein für t gültiges Prediction-Objekt haben), die Hypothesenmenge ist
dann „zur Ruhe gekommen“ (settled).
Bild 5.5 zeigt das Ergebnis einer solchen Erweiterung am Beispiel der Ex-
tension zweier initialer Hypothesen „E1...“ und „E3...“.
5.5.4 Ermittlung der neuen Likelihoods
Nach Schritt 2 sind alle Hypothesen, die für den angeforderten Zeitpunkt aus-
sagen können, initialisiert und in der Menge der aktiven Hypothesen. Nun soll
jede aktive Hypothese h eine Aussage über die Qualität der Übereinstimmung
des neu gelesenen Samples x mit ihrer Vorhersage P(X|h) = Ph(X) produzie-
ren. In Schritt 3 wird also Ph(x), die Auswertung der Likelihood-Funktion, für
jede aktive Hypothese ermittelt und in einen Cache eingepflegt (Parameter:
Zeit und Hypothese; es wird im Zuge einer Prior-Feedback-Auswertung oder
der Bildung der Transformation über die bekannten Likelihoods ja auch auf
alte Vorhersageergebnisse zurückgegriffen).
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E1
...
E1
E2
E3
E4
E5
E6
E7
MCG
Startknoten
dieser Evaluation
Menge init ialer Hypothesen vor erster Adaption
... nach erster Adaption
E3
...
E2
...
E1
...
E3
...
E2
STOP
E1
E4
...
E1
STOP
E1
E5
...
E3
E6
...
E3
STOP
E3
E7
...
Extension ExtensionDemotion
active_hypotheses
active_hypotheses
Abbildung 5.5: Anwendung von adapt() auf initiale Hypothesen
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Für die Likelihood-Auswertungsphase wird wiederum adapt() auf jede Hy-
pothese angewandt, nun jedoch finden keine Extension-Anforderungen mehr
statt, diese sind ja durch die wiederholte Anpassung bis zur Ruhe der Hypo-
thesenmenge schon bearbeitet worden.
Wenn der Predictor einer STOP-Hypothese im Zuge der Anpassung über
adapt(t) am Ende des governed-Zeitraums für seine Trajektorie ankommt, wer-
den alle über das Intervall hinausgehenden Zeiten ignoriert, produzieren da-
mit also keine Blobs.
Dies hat zur Folge, dass die Predictions dieser Hypothesen wie gewollt am
Ende ihrer Vorhersagbarkeit langsam an Dichte verlieren („austrocknen“).
5.5.5 Gewinnung der a-Posteriori-Wahrscheinlichkeiten
Gewinnung mittels prior feedback
Für die Posteriori-Gewinnung durch Rückkopplung der vorherigen Vertrau-
enswerte als neue Priors (Auswertungsmodus feedback) in Schritt 4.1 wird
zunächst für die Zeit aus jedem bekannten Datentupel (Ti, Xi), i = 1 . . . n der
Nenner für den Satz von Bayes (αt) berechnet. Für den aktuellen Einsatz des
Prior-Feedback bedeutet dies:
∀i ∈ [1 . . . n] : αi = ∑
aktive Hypos h
Ph(Xi)Pn(h) (5.18)
Nun wiederum wird über alle aktiven Hypothesen iteriert, um den Posterori-
Wert über die Zeit gemittelt zu errechnen:
∀h ∈ aktive Hypos : Pposteriori(h) = 1n
n
∑
i=1
Ph(Xi)Pn(h)
αi
(5.19)
Dieser wird in den Speicher der ermittelten a-Posteriori-Wahrscheinlichkei-
ten für den aktuellen Zeitpunkt (die Map posterior_history im Code) einge-
pflegt.
Nachdem alle spezialisierten Hypothesen am Rand des Suchraumes der-
art ausgewertet worden sind, haben alle Blätter eine gültige a-Posteriori-Wahr-
scheinlichkeit im Speicher.
In einem rekursiven Tiefendurchlauf (sum_posterior_from_children_rec)
wird nun die a-Posteriori-Wahrscheinlichkeit aller Hypothesen des gesamten
Forests, ausgehend von den aktuell noch geltenden Wurzelhypothesen, aus
den Posteriors der Kinder durch Aufsummieren ermittelt.
Damit haben nun alle noch existierenden Hypothesen anhand dieser a-
Posteriori-Wahrscheinlichkeit einen unter der neuen Evidenz neubewerteten
Vertrauenswert (belief ).
Gewinnung über Nutzung der transformierten Likelihood
Die Ermittlung der Beliefs, wenn nicht der Feedback-Modus für die Auswer-
tung gewählt wurde, verläuft folgendermaßen:
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Für jede Hypothese wird entsprechend dem gewählten Transformations-
modus eine Transformation der bekannten Zeitreihe der Likelihoods für den
aktuellen Zeitpunkt ermittelt (vgl. Formeln 4.5, 4.6). Diese sind als Auswer-
tungsmodi avg und decay im Programm wählbar. Als a-Priori-Wahrschein-
lichkeiten dienen nunmehr allerdings die unveränderten a-Priori-Wahrschein-
lichkeiten, die für den überstrichenen Pfad durch den Graphen angefordert
wurden (bzw. derzeit: das Produkt der a-Priori-Wahrscheinlichkeiten der tra-
versierten Kanten einer Hypothese). Daraus wird der neue Vertrauenswert er-
mittelt (analog zu Formel 4.4).
Die Speicherung der Werte und die Generierung des Belief der inneren
Knoten des Baumes (Schritt 4.2 der Übersichtsgrafik) verläuft genau wie beim
Feedback-Fall.
5.5.6 Entfernung schlechter Hypothesen
Nun setzt Stufe 5 ein, die der Beschneidung (pruning) des Hypothesen-Forest
dient. Dies ist die zentrale Funktionalität zur Verhinderung der kombinatori-
schen Explosion, die durch das potenzielle exponentielle Wachstum der An-
zahl an Hypothesen über Pfade in einem ausreichend verzweigten Graphen
droht.
Hypothesen mit zu schlechter Performance sollen fallengelassen (dropped)
werden.
Das Pruning findet im Falle dieser Implementation über das Setzen einer
Schwelle für den belief statt, unter der die entsprechende Hypothese als zu un-
wahrscheinlich für die weitere Verfolgung bewertet wird. Diese Schwelle ist
derzeit ein konfigurierbarer Wert config_hypothesisDropThreshold und lag
bei den Tests typischerweise bei 0,01 (1%). Die Auswahl des Posterior-Wert als
Drop-Kriterium für Blatt-Hypothesen hat eine zusätzliche positive Implikati-
on für das Programm: Es können bei einer Schwelle von t niemals mehr als 1t
aktive Hypothesen bestehen – also findet ohne zusätzliche Kontrolle hier eine
Begrenzung der Größe des Fringe statt. Allerdings sollten später Kriterien fol-
gen, die die Gesamtgröße des Baums – auch der Anzahl der inneren Knoten –
beschränken.
Das Beschneiden des Forests (Schritt 5 in Bild 5.4) besteht in der Implemen-
tation aus dem Aufruf der Funktion prune_forest.
Die Funktion prune_forest überprüft das Drop-Kriterium auf dem Fringe
des Suchraums, beschneidet diesen, und entfernt dann alle „vertrockneten Äste“
des Forests. Die Funktion gibt null zurück, falls im Verlaufe ihrer Abarbeitung
die Hypothesenmengen nicht verändert wurden, sonst > 0.
Dies geschieht folgendermaßen:
1. Alle Elemente der Menge active_hypotheses werden auf die Erfüllung
des Drop-Kriteriums getestet. Wenn eine Hypothese zu niedrig bewertet
wurde, wird sie einem drop_set hinzugefügt.
2. Alle Elemente in diesem drop_set werden nunmehr aus allen Hypothe-
senmengen für den aktuellen Zeitpunkt entfernt. Außerdem wird die
Hypothese aus der Liste der Kinder ihrer Vorgängerhypothese gestri-
chen, und für diese wird ein Verlustzähler inkrementiert.
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3. Die Posteriori-Verteilung über die aktiven Hypothesen wird neu nor-
miert.
∀h ∈ aktive Hypothesen A : Ppost(h) = Ppost(h)∑j∈A Ppost(j)
(5.20)
Damit ist die Volumenbedingung an eine Verteilungsfunktion wieder er-
füllt.
4. Nun wird der Hypothesenwald bereinigt: jeder Pfad durch den Forest
soll in einem Blatt bzw. im Fringe enden, anderenfalls ist auch er obsolet.
Es wird also durch Iteration über alle Hypothesen untersucht, ob sie alle
Kinder im Zuge der vorhergehenden Beschneidungsschritte verloren ha-
ben. Ist dies der Fall, wird die Hypothese einem neuen drop_set hinzu-
gefügt, welches nach Abarbeitung der Iteration analog zum obigen Drop-
Set die Hypothesen aus allen Mengen und ihren Eltern entfernt.
5. Der vorherige Schritt wird nach Leerung des bearbeiteten Drop-Sets so-
lange wiederholt, bis keine neuen Beschneidungen mehr beschlossen wur-
den.
Damit ist der Hypothesen-Forest fertig beschnitten – weist nur noch Blätter
mit einem Überzeugungswert über der Schwelle auf und verfügt über keine
„vertrockneten“ Äste, die nicht in mindestens einem Blatt (aktive Hypothese)
enden.
Abschließend werden, falls der Durchlauf von prune_forest die Hypothe-
senmengen angetastet hatte, durch eine neue Auswertung von sum_posterior_-
from_children_rec auf die verbleibenden Wurzelhypothesen, für alle Hypo-
thesen ausserhalb des Fringe wieder aktuelle Posteriors aufsummiert.
5.5.7 Endzustand der Anpassung
Die advance()-Funktion des Evaluators hat damit den Endzustand erreicht. Es
wurden gewonnen:
• für jede Hypothese, von der Wurzel bis zu den Blättern, ein neuer Belief-
Wert, der das aktuelle Vertrauen in die Hypothese unter der akkumulier-
ten diagnostischen Unterstützung der Likelihood-Funktionen über die
Zeit sowie (etwaiger) initialer a-Priori-Annahmen reflektiert;
• die Werte αt, die Nenner der Bayes-Formel – die absoluten Werte der
Likelihood-Auswertungen, die im Zuge der Errechnung der Posteriori-
Verteilung nur normalisierenden Charakter hatten, können als Qualitäts-
merkmal für die Qualität der Gesamtheit des vorhandenen Repertoires
genutzt werden;
• es steht zudem ein Speicher für alle Likelihood-Auswertungsergebnisse
für jede Hypothese und jeden Zeitpunkt zur Verfügung.
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5.6 Entscheidung im ArmForwardModel
Aufbauend auf den Gedanken zur Konzeption der Entscheidung über die Aus-
führung einer direkten resonanten Imitation der beobachteten Bewegung in
Abschnitt 4.8 werden für die Ermittlung einer Empfehlung an die Imitations-
Ausführungsschicht durch das Vorwärtsmodell die beiden Schritte durchge-
führt:
1. Auswahl der bestspezialisierten Gewinnerhypothese
2. Entscheidung über Qualität der Erklärbarkeit
Die Auswahl der Gewinnerhypothese geschieht durch Aufruf der Funktion
findDeepestWinningHypothesis(k) des Evaluators.
Diese Funktion beginnt wie in 4.8 angedeutet auf der Ebene der Wurzel-
funktionen und setzt im Falle einer erfolgreichen Anwendung des Bewertungs-
kriteriums die Überprüfung rekursiv auf die Nachfolger der jeweiligen Gewin-
nerhypothese fort (gegebenenfalls, bis ein Blatt als Gewinner akzeptiert wird).
Das verwendete Kriterium nutzt den Vergleich des Quotienten der Vertrau-
enswerte der zwei besten Hypothesen:
Die Menge der konkurrierenden Hypothesen wird nach a-Posteriori-Werten
sortiert und die zwei besten werden dividiert.
Das Argument k aus dem Aufruf der Funktion (k > 1, 0) bestimmt als
Schwellwert das Minimum für diesen Quotienten, bei dem die Hypothese des
höchsten belief -Wertes schon als Gewinnerin gelten kann. Der Schwellwert soll
nicht zu niedrig sein, da ansonsten die Resonanz ohne ausreichende Eindeutig-
keit der Erkennung angestoßen würde, und nicht zu hoch, da sonst die Imitati-
onsempfehlung erst sehr eindeutige Ergebnisse akzeptiert und bei mangelnder
Konvergenzgeschwindigkeit der Posteriors in dicht besetzten MCGs eine Re-
sonanz erst spät, oder gar nicht, auslöst.
Beim Inkaufnehmen der Möglichkeit, eine „falsche“ Bewegung zu begin-
nen, kann der Wert relativ niedrig angesetzt werden.
Wird auf einer Ebene kein derartiger relativer Gewinner gefunden, gilt das
Ergebnis der letzten Ebene als Gewinner (oder NULL, falls auf dem Niveau
der Wurzelhypothesen schon kein Gewinner entstand).
Die Gewinnerhypothese wird für die Recommendation-Erzeugung im Arm-
ForwardModel-Objekt als winningHypothesis und der Wert für das Zurück-
weisungskriterium bezüglich des Gesamtrepertoires (die Gesamtevidenz der
Evaluation (Nenner der Bayes-Formel), oder aber die Likelihood der Hypothe-
se, vgl. 4.8) als quality gespeichert.
Bei Anforderung einer Recommendation (mittels generateRecommendation)
aus dem Vorwärtsmodell wird anhand dieser beiden Werte vorgegangen:
• Ist winningHypothesis == NULL, wird eine ArmUncertainRecommendation
erzeugt.
• Ist quality unter ihrem Schwellwert, wird eine Empfehlung vom Typ
ArmUnrecognizedRecommendation erzeugt, die das inverse Modell aus-
lösen wird.
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• Treffen diese beiden Negativ-Entscheidungen nicht zu, wird der Kanten-
zug der gewinnendenden Hypothese in einer ArmImitateRecommendation
verpackt zurückgegeben.
5.7 Ausführung: ImitationController
Der ImitationController ist als neue Kapselung der für die Imitation zustän-
digen Modelle (Vorwärtsmodell, inverses Modell) und den Zustand der aktuell
aufgeführten Bewegung angedacht.
Im Zuge der Implementation wurde ein Teil der Funktionalität der beste-
henden monolithischen Implementation modularisiert, die Modularisierung
und Restrukturierung ist zum Zeitpunkt der Fertigstellung dieser Ausarbei-
tung jedoch noch nicht vollständig.
Die tatsächliche Ausführung der Imitation wurde bisher nicht getestet, da
noch die Sonderfälle bezüglich nachträglich erkannter Fehlentscheidungen kon-
zeptionell berücksichtigt werden müssen, falls nicht wie im alten Framework
auch für diese Art der Fehlentscheidung, die auf Fehlklassifikation und nicht
auf mangelnder Repräsentation im Repertoire beruht, das inverse Modell den
Graphen erweitern soll (trotz Vorhandensein eines ausreichend guten Motor-
kommandos).
Die Modelle sind als ForwardModel und InverseModel-Klassen als Spe-
zialisierung des Interfaces SubsystemModel nun Bestandteil der neuen Klasse
ImitationController, der aus dem alten ImitationState hervorging.
Die Arbitration und die Koordination nach Zeichnung 5.1 sind noch nicht
modularisiert, die Arbitration nutzt das neue Kommunikationsmodell, aber ist
derzeit noch Bestandteil der monolithischen Agentenklasse.
Die Pfade 7, 8, 9, 10 (nach Konzeptionszeichnung 5.1), die für die Interak-
tion zwischen den Ebenen verantwortlich sind, sind ebenfalls noch nicht kon-
zeptionell finalisiert und daher noch nicht als Interfaces vorhanden.
Eine funktionale Übersicht des Informationsflusses von und zu den Subsy-
stemModels durch den Arbitration-Teil findet sich in Zeichnung 5.6 (die Be-
zeichnungen entsprechen denen im Code für die Armbewegungen).
Die aus dem Vorwärtsmodell gewonnenen Entscheidungsempfehlungen
(Recommendations) werden im Verlauf der Arbitration entweder lokal verar-
beitet oder weitergeleitet.
Wenn das Vorwärtsmodell bei der Vorhersage keine ausreichende Qualität
befunden hat, und dies mittels einer ArmUncertain-Recommendation signa-
lisiert hat, wird das inverse Modell mit der in der Recommendation befind-
lichen vom Vorwärtsmodell abgelehnten Beobachtungssequenz gespeist, wel-
ches nach Auswertung wiederum eine ArmImitateAndAdd-Recommendation
in den Arbitrationsteil zurückgibt.
Eine Empfehlung vom Typ ArmImitate oder ArmImitateAndAdd soll eine
Bewegungs-Erzeugung auslösen. ArmImitate enthält hierzu den edge_trail –
die Teiltraversierung des MCG – der angenommenen Hypothese aus dem Vor-
wärtsmodell. Diese wird im Agenten im Member imi_edges vermerkt, und
es wird eine GuidingSequence aus den Kanten von der aktuellen Handposi-
tion aus erstellt, was in einer modifizierten admit_motor_command-Funktion
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ArmForwardModel ArmInverseModel
Arbitrat ion
MCG
ArmImitateRecommendat ion
ArmUncertainRecommendation
ArmUnrecognizedRecommendation
ArmImitateAndAddRecommendat ion
(ArmImitateAndAddRecommendation)
ArmFailedRecommendation
Abbildung 5.6: Informationsfluss von und zu den Subsystemen
geschieht.
Eine Empfehlung vom Typ ArmUncertain wird von der Arbitration in der
Auswertungschleife im Hauptprogramm des Agenten einfach verworfen, und
es wird auf ein verbessertes Ergebnis im nächsten Zeitschritt, das dann wieder
eine Entscheidung auslösen kann, gewartet.
Zusammenfassung
Im Rahmen der Implementation wurden Klassen für die Repräsentation und
die Generierung von Vorhersagen über Aufenthaltswahrscheinlichkeiten auf
Basis von Handgelenkstrajektorien modelliert (Likelihoods). Die Fehlerquellen
der zeitlichen und räumlichen Abweichung wurden dabei berücksichtigt.
Aufbauend auf dem Konzept der Hypothese über Pfade durch den Graphen
der bekannten Motorkommandos wurde eine Modellierung eines dynamisch
verwalteten Forests solcher Hypothesen erstellt. Es werden gleichzeitig viele
Pfade durch den Graphen verfolgt, die Hypothesenmenge wächst an ange-
troffenen Gabelungen, und als irrelevant erkannte Pfade können dynamisch
entfernt werden.
Eine Evaluation der Hypothesen gegeneinander wird unter Betrachtung ei-
ner wachsenden Menge von aus dem Hauptprogramm erhaltenen Beobach-
tungs-Informationen durchgeführt.
Während der Evaluation wird mittels des Einsetzens der neuen Beobach-
tungen in die Likelihood-Funktionen und Vorwissen in Form von a-Priori-
Wahrscheinlichkeiten für jede Hypothese ein sukzessiv verfeinerter Überzeu-
gungswert gewonnen.
Ein einfaches Entscheidungsverfahren ermittelt schließlich einen Gewinner
durch Vergleich der Quotienten der Überzeugungswerte untereinander.
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Im folgenden Kapitel werden Auswertungen bezüglich jeder dieser Funk-
tionalitäten präsentiert.
Kapitel 6
Simulation und Ergebnisse
Dieses Kapitel umfasst die Analyse der implementierten Funktionen im Bezug
auf ihre angegebenen Anforderungen und vergleicht sie – im Falle alternativer
Wahlmöglichkeiten – untereinander.
Zur Sichtbarmachung sämtlicher relevanter während der Evaluation gene-
rierter Daten wurde eine OpenGL-Visualisierung plot3d1 erstellt, mit dem die
meisten der Bilder in diesem Kapitel erstellt wurden. Sie arbeitet auf den Aus-
gaben, die vom Hauptprogramm in einen Debug-Stream (debug.txt) geleitet
wurden. Nähere Angaben zum Programm in Anhang B.1.
6.1 Eigenschaften der Likelihood-Funktionen
Zunächst erfolgt eine Reflektion über die im Implementationskapitel vorge-
stellten Likelihood-Funktionen. Es wurden drei verschiedene Auswertungs-
funktionen für die Blob-Mengen erstellt (siehe Bild 6.1):
1. Der Modus max produziert eine Funktion, die die Integralsbedingung an
eine PDF erfüllt. Wie im Bild zu erkennen, produziert sie jedoch eine
„scheibenartige“ Dichtefunktion, was insbesondere bei niedrig konfigu-
rierter Blob-Dichte keine ausreichende Glattheit produziert, um alleine
kleine Abweichungen entlang der Trajektorie konsistent zu behandeln.
Kritischer ist jedoch, dass die Funktion langsame Regionen nicht addi-
tiv mit einer höheren AufenthaltsWahrscheinlichkeit belegt (es ist keine
Faltung wie die Weierstrass-Transformation).
2. Der Modus weierstrass ergibt durch normierte Aufsummierung eine
recht glatte Funktion. In langsamer Regionen ist die Aufenthaltswahr-
scheinlichkeit höher (im Bild 6.1 auf der rechten Seite), und die Faltung
ergibt eine dichtere Stelle. Die Funktion ist explizit normiert, so dass die
Auswertung nicht > 1 ergeben kann, dafür ist sie in Regionen größerer
Geschwindigkeit jedoch deutlich kleiner als 1.
3. Der Modus weierstrass2 ist mit dem weierstrass-Modus bis auf eine
alternative Normierung (Seite 51) identisch. Die größere Dichte schlägt
1Es ist ein „working title“.
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Abbildung 6.1: Dichtefunktion nach Auswertungsmodus für Predictions:
maximum, weierstrass, weierstrass2 (alternative Normierung)
sich im höheren Gesamtwert für die Evidenz (marginalisierte Wahrschein-
lichkeit im Nenner des Satzes von Bayes) nieder.
Bild 6.2 zeigt einen Vergleich des Glattheitsverlaufs, der nur durch Variati-
on der zeitlichen Abweichung entsteht (also Bewegung entlang der Trajektorie
bei konstant gehaltenem Erwartungswert). Die max-Auswertung in rot stellt
ebenso wie die weierstrass-Auswertung in grün das Ergebnis eines Predic-
tors mit einer seitlichen Blob-Anzahl von nur zwei dar. Die beiden anderen
Kurven (blau: max, magenta: weierstrass) stellen die Auswertung bei einer
Blob-Anzahl von je 20 dar. Die Glattheit der max-Auswertung ist stark abhängig
von einer ausreichend dichten Besetzung mit Zentren, was eine hohe Gesamt-
zahl an Distanz- und Exponential-Berechnungen erfordert. Die Glattheit der
diskretisierten Weierstraß-Transformation ist auch bei niedrigeren Blob-Zahlen
noch ausgesprochen gut.
Man erkennt gleichzeitig die angesprochene Herabskalierung der Faltungs-
funktion (grün, magenta). Die Auswertung weierstrass2 (nicht im Bild) ent-
spricht in ihrem Glattheitsverlauf der weierstrass-Auswertung, nur unter al-
ternativer (höherer) Skalierung. Letztere Funktion wurde aufgrund dieser Ei-
genschaft und der Praktikabilität ihres Dichteverlaufs für die Visualisierung
für die nachfolgenden Tests verwendet.
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Abbildung 6.2: Glattheit bei Likelihood-Auswertung mit zeitlicher Differenz:
max (rot) vs. weierstrass (grün)
6.2 Einfluss der Störfaktoren und Behebung
Die Störfaktoren für die Vorhersagegenauigkeit (vgl. Abschnitt 4.6 und Bild
4.5) wurden in der Implementation durch Korrekturverfahren adressiert:
• Einfluss des sensorischen Lag durch den Basiswert für σt
• Einfluss von variabler Ausführungsgeschwindigkeit und Korrektur durch
speedTolerance
• Einfluss durch ähnliche Trajektorien und Verfeinerung durch σtraj
Wenn keine zeitliche Basistoleranz im Programm erlaubt wird, fallen schon
die geringen (technischen) zeitlichen Differenzen, die durch eine Diskrepanz
zwischen den zeitlichen Referenzpunkten von sensorischem System und Aus-
wertungssystem entstehen, besonders in schnellen Regionen der Trajektorien
stark ins Gewicht (Bild 6.3 links, der erste Negativ-Bulge). Die rote Kurve ist
die Likelihood der STOP-Hypothese auch dem nächstfolgenden Knoten, die
grüne Kurve ist der Verlauf der Likelihood einer Hypothese über fortgesetzte
Bewegung.
Durch die pauschale Zulassung einer geringen konstanten zeitlichen Diffe-
renz ergibt sich eine leichte Streckung der Verteilungsfunktion (Bild 6.4), die
zu einer guten Kompensation des Likelihood-Verlusts in der schnellen Regi-
on führt (Bild 6.3 rechts). Die am rechten Rand der Funktionsverläufe erkenn-
bare beginnende Bestrafung der STOP-Hypothese (rot) – hier hervorgerufen
durch Austritt der Beobachtung aus der fast stillstehenden Likelihood-Wolke
der STOP-Hypothese – wurde nicht qualitativ beeinträchtigt.
Die Ausführungsgeschwindigkeit einer demonstrierten Geste relativ zu den
im Repertoire vorhandenen in Frage kommenden Trajektorien führt mit zuneh-
mend verstrichener Zeit zu einem akkumulierten zeitlichen Fehler. Dieser wird
im entstandenen Vorwärtsmodell durch eine Geschwindigkeitstoleranz kompen-
siert, die die Likelihood-Funktion über die Zeit sukzessiv streckt. Damit wird
verhindert, dass eine leicht unterschiedlich schnell ausgeführte Bewegung die
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Abbildung 6.3: Likelihood-Verläufe ohne (links) und mit (rechts) Lag-
Kompensation. Rot: STOP-Hypothese, grün: fortgesetzte Bewegung
Abbildung 6.4: Likelihoods für Lag-Kompensation: links ohne, rechts mit po-
sitivem Basis-Korrekturfaktor
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Abbildung 6.5: Likelihood-Verlauf bei zu langsam ausgeführter Demonstrati-
on: links ohne, rechts mit positiver Geschwindigkeitstoleranz. Die anfängliche
Resistenz in der linken Kurve wird durch die Lag-Kompensation erzeugt.
Likelihood-Wolke verlässt. Starke Geschwindigkeitsunterschiede sollen keine
positive Klassifikation mehr hervorrufen, sondern vielmehr das Repertoire er-
weitern.
Für das Bild 6.5 lagen eine ca. 11% zu langsam ausgeführte Bewegung und
eine mit 0, 05 σs korrigierte Likelihood-Funktion zugrunde. Das Setzen der Tole-
ranz geschah mittels Setzen der Laufzeitvariable speed-tolerance (siehe An-
hang A).
Der räumliche Einfluss wird in Abschnitt 6.6 mitbehandelt.
6.3 Hypothesen: kommentierter Programmlauf
Zur Demonstration der Funktionaliät des probabilistischen Vorwärtsmodells
folgt nun ein Programmdurchlauf mit einer typischen Sequenz von Beobach-
tungen und Hypothesenentwicklung über einen (sehr einfachen) Graphen. Das
Problem über die Imitationsentscheidung wird hier ausgeklammert, die Eva-
luation darf also ohne Unterbrechung oder Abbruch weiterlaufen. In diesem
Durchlauf sind die a-Priori-Wahrscheinlichkeiten flach gewählt, es handelt sich
also in dieser Konfiguration um eine rein Likelihood-basierte Bewertung als
Klassifikationsgrundlage.
Das Bild 6.6 soll als Darstellung der vorgestellten Situation dienen: Die
Knoten N1 · · ·N5 sind bekannte Positionen im Handbewegungs-Repertoire des
Agenten, die verbindenden Trajektorien (grün 1 · · · 4) entsprechen den enthal-
tenen Guiding Strokes. Die beiden blauen Linien repräsentieren die im Test-
szenario beobachtete Bewegung. Die erste Linie ist dabei ein durchgehender
Stroke, während der entsprechenden Verlauf im bekannten Repertoire aus zwei
Strokes besteht, sich also das Geschwindigkeitsprofil der beiden Bewegungen
von N1 Richtung N3 unterscheidet. Der Bespieldurchlauf umfasst eine Vorher-
sage und Beobachtung von 3,6 Sekunden mit einer Geschwindigkeitstoleranz
von 0,1 σs .
• Bild 6.7 – Ein neuer Evaluator wurde erstellt. Es geht nur eine Kante von
dem gefundenen bzw. gewählten Knoten aus. Eine STOP-Hypothese für
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den Endknoten wird erstellt, und für jede der von diesem Knoten aus-
gehenden Kanten wird als lookAhead für eine weitere Hypothese verwen-
det. Es werden hier also zunächst nur zwei Hypothesen erstellt: erstens
die STOP-Hypothese [1-STOP], und die erweiterbare Hypothese [1-2-]
(„die Bewegung verläuft entlang der Trajektorie, die Kante 1 produziert,
wenn Kante 2 auf sie folgen würde“).
• Bild 6.8 – Wir sehen das Ergebnis von 20 Dateninjektionen in den Evalua-
tor des Vorwärtsmodells: die Vorhersage für beide Hypothesen eilt der
Beobachtung (gewollt) voraus. Dies liegt an den unterschiedlichen Ge-
schwindigkeitsprofilen – da die Beobachtung laut Bild 6.6 ja bis Knoten
N3 im Gegensatz zum Modell nur aus einem einzelnen kontinuierlichen
Zug besteht. Daher leidet vorübergehend die Likelihood beider Hypo-
thesen und die Gesamtevidenz. Die Vorhersage-Blobs sind noch sämtlich
auf der ersten Kante plaziert – es hat demnach noch keine Extension statt-
gefunden. Das Bild ist unmittelbar vor der Extension erstellt.
• Bild 6.9 – Die erste STOP-Hypothese ist noch nicht verworfen (grüner
Blob), ihre Likelihood ist schon seit einigen Schritten nahe null, und ihr
Posteriori-Wert kommt der Drop-Schwelle schon nah. Die erweiterte Hy-
pothese ist weiter aufgeteilt worden (Extension, S. 60): es wurde eine STOP-
Hypothese auf den nächsten Knoten erstellt und je eine fortgesetzte für
die beiden auf ihn folgenden Kanten – sie werden nun schwarz einge-
blendet, da sie Einfluss auf die Trajektorienmenge im Hypothesenbaum
haben.
• Bild 6.10 – Die beiden erweiterten Hypothesen haben mit ihren Predic-
tors die Trajektorie ihres lookAhead betreten – also der zwei divergieren-
den Kanten. Da sie nicht erweiterbar sind (der minimalistische Graph ist
an Blättern angelangt), ist die Demotion (S. 56) durchgeführt worden: ihr
Vorhersagezeitraum wurde auf die bekannte Trajektorie erweitert und
gleichzeitig wurden sie zu STOP-Hypothesen degradiert.
• Bild 6.11 – Die Auswirkung der größeren Distanz zur obere Trajektorie
schlagen sich nun deutlich in den Überzeugungswerten (Posteriors) nie-
der. Die Geschwindigkeitstoleranz hat die Verteilungen stärker gestreckt,
und deckt die Trajektorien fast gleichmäßig ab, da in den langsamen Re-
gionen nahe Anfang und Ende der Kanten die Faltung gestaucht und
damit dichter wird.
• Bild 6.12 – Es ist nur noch eine Hypothese übrig. Die abnehmende Ge-
samtevidenz würde zu einer Ablehnung des gesamten Erklärungsver-
suchs führen.
6.4 Antreffen einer Schleife
Die Bilder 6.13 und fig:results-loop-exit zeigen einen rigoroseren Testfall: das
Verhalten beim Antreffen einer Schleife im Graphen. Der verwendete Graph
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Abbildung 6.6: Beispielbewegung (blau) und bekanntes Repertoire (schwarz)
Abbildung 6.7: Ein neuer Evaluator
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Abbildung 6.8: Die Vorhersage eilt voraus
Abbildung 6.9: Beobachtung verläuft entlang der zweiten Kante
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Abbildung 6.10: Demotion der Hypothesen
Abbildung 6.11: Zeitliche Streckung
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Abbildung 6.12: Die letzte Hypothese
bestand aus zwei langsamen horizontalen Kanten (je 4s) und vier Viertelkreis-
segmenten mit sehr hoher Geschwindigkeit (0,3s). Die Härte wurde durch Prä-
sentation einer Beobachtung verstärkt, die mitten durch den Kreis verlief, um
die Likelihood-Auswertungen uneindeutiger zu machen.
Das erste Bild zeigt das Hereinschieben der Verteilungen in die schnelle
Schleife. Im Verlaufe der Auswertung werden bis zu 10 Blatthypothesen er-
stellt (die meisten STOP-Hypothesen). Da durch eine komplette Umrundung
1,2 Sekunden verstreichen, erreichen diese Hypothesen beim Austritt der Be-
obachtung aus der Schleife nur noch einen niedrigen Wert und werden somit
schnell wieder verworfen.
Die Gesamtevidenz ist im Verlauf der erfolglosen Verfolgung der zahlrei-
chen Hypothesen zwischenzeitlich auf einen Wert nahe null gefallen, den ein
Entscheidungsverfahren abgelehnt hätte.
6.5 Gegenüberstellung der verschiedenen Posterior-
Verfahren
Bild 6.15 zeigt einen Graphen mit zwei ähnlichen Bewegungen in einer Ebe-
ne (vom gemeinsamen Knoten nach links im Bild) und einen aus dieser Ebene
deutlich hervortretenden alternativen Weg. Die Beobachtung verläuft inner-
halb der linken Ebene.
Das Bild 6.16 zeigt die Auswertung einer Beobachtung unter dem decay-
Modus (oben) vs. dem feedback-Modus (S. 4.7). Es wurden drei verschiede-
ne Gewichtungen der a-Priori-Wahrscheinlichkeit Die Grafik hebt die Zeiten
hervor, die verstreichen, bis die Hypothese über die rote Kante aus der Bear-
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Abbildung 6.13: Eintritt in eine sehr schnelle Schleife im MCG
Abbildung 6.14: Austritt aus der Schleife
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Abbildung 6.15: Beispielgraph für die Konvergenz unter Priori-Einfluss
beitungsmenge verworfen wird. Dies soll nur eine Präsentation des Verhaltens
darstellen und lässt noch keinen Schluss über Unterschiede in der Gesamtper-
formance zu.
6.6 Imitationsentscheidung und Priori-Einfluss
Das im Abschnitt 5.6 dargelegte und noch nicht finalisierte Entscheidungsver-
fahren über die Ausführung einer imitativen Bewegung wurde zuletzt in die
Visualisierung mit aufgenommen. Auch wenn die Ausführung der Bewegun-
gen noch nicht ausgeführt wird, eignet sich die Visualisierung des Entschei-
dungsverfahrens gut zur Darstellung des Einflusses unterschiedlicher a-Priori-
Wahrscheinlichkeiten für bestimmte Pfade im Graphen sowie der Auswirkung
der Wahl der räumlichen Toleranz σtraj.
In der Visualisierung wird die winningHypothesis (Abschnitt 5.6) – wann
immer eine solche existiert – durch eine dicke cyanblaue Trajektorie dargestellt.
Die für diesen Test verwendete Schwelle k für den Quotienten des Vertrauens-
wertes der Gewinnerhypothese zu dem der zweitbesten liegt bei 3,0.
Die Bilderpaare in den Grafiken 6.17(a), 6.18 6.19 stellen jeweils eine frühe
Entscheidung und eine spätere Revision dieser Entscheidung unter der inzwi-
schen akkumulierten neuen Likelihood geegnüber. Die Parameter der Simula-
tion sind für ein Paar jeweils konstant, für alle gilt der selbe Graph (es wird
der aus Bild 6.6 weiterverwendet) und die selbe demonstrierte Trajektorie. Es
wurde hier der decay-Transformationsmodus für die Kalkulation der Vertrau-
enswerte verwendet.
Die Bilder 6.17(a) und 6.17(b) zeigen den Verlauf des Entscheidungsver-
fahrens unter einer konstanten a-Priori-Verteilung und einer räumlichen Tole-
ranz σtraj = 20, 0. Ausschlaggebend für die Entscheidung ist also lediglich die
Gesamt-Likelihood je Hypothese. Wegen der Verwendung eines Quotienten
über die Ergebnisse des nicht rückkoppelnden Verfahrens ist diese Klassifika-
tion also lediglich likelihood ratio-basiert.
Die Bilder 6.18(a) und 6.18(b) zeigen die Entscheidungen unter identischen
Toleranzwerten, aber mit einem hohen a-Priori-Wert für die obere fortgesetzte
Kante im Vergleich zur unteren (0,9 zu 0,1). Die Entscheidung, die nach Durch-
queren und Ausschluss der STOP-Hypothese getroffen wird, erstreckt sich we-
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Abbildung 6.16: Konvergenzgeschwindigkeit nach Stärke des a-Priori--
Einflusses
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gen der hohen a-Priori-Wahrscheinlichkeit und damit wegen der noch nicht di-
vergierenden Likelihood-Verteilungen auch hohen Belief sofort auf die gesamte
obere Kante. Das zweite Bild des Paares zeigt, dass diese hohe a-Priori-Wahr-
scheinlichkeit retrospektiv betrachtet zu einer voreiligen Entscheidung geführt
hat. Die gute Likelihood der unteren Kante führt nach kurzer Zeit zu einer Re-
vision der Entscheidung. Binnen 2.2s hat sich die Posteriori-Verteilung derart
geändert, dass zuerst die Empfehlung verkürzt wurde und dann die untere
Kante stark genug wurde. Bei tatsächlicher Bewegungsausführung muss die-
ser Revisionsfall „graceful“ behandelt werden.
Die letzten beiden Bilder, 6.19(a) und 6.19(b), zeigen die Auswirkung einer
höheren räumlichen Toleranz. Als Priors gelten 0,9 und 0,1 wie im vorherge-
gangenen Beispiel, aber die räumliche Toleranz ist nun σtraj = 50, 0. Die Verar-
beitung läuft zunächst wie im vorausgegangenen Fall, jedoch zeigt sich, dass
die höhere Toleranz in der nunmehr stärker überlappenden Likelihood-Region
die Konvergenzgeschwindigkeit der Posteriori-Verteilung signifikant verlang-
samt. Am Ende der Simulation ist die initiale Empfehlung zwar schon verkürzt
worden, aber der Einfluss war zu schwach, um den Vertrauenswert der untere
Kante ausreichend wachsen zu lassen wie im vorigen Beispiel.
6.7 Fazit
Die mittels createPrediction erzeugten Likelihood-Funktionen (s. Abschnitt
5.3.1) wurden im Rahmen dieses Kapitels einem direkten Vergleich unterwor-
fen. Wegen der Glattheit, Erfüllung des erwünschten Dichteprofils einer Fal-
tung, und gleichzeitiger guter Verwendbarkeit für die Visualisierungsei die
Nutzung der Funktion weierstrass2 empfohlen.
Die zeitlichen Fehlerquellen der konstanten Verzögerung und des Geschwin-
digkeitsunterschieds (5.3) wurden visualisiert und die positiven Ergebnisse
der sie abmildernden Kompensationsverfahren präsentiert.
Die Evolution des Hypothesenvorrats mit seinen Operationen drop, extend
und demote (Abschnitt 5.5.2 ff.) wurde im Rahmen eines Beispieldurchlaufs
präsentiert und dann einem rigoroseren Test – dem Auftreten einer schnellen
Schleife im MCG – unterworfen, der erfolgreich endete. Dies entbindet nicht
von einer weiteren kritischen Untersuchung dieser Funktionen, auch wenn in
allen Tests bisher keine Probleme auftraten.
Die Ergebnisse der Posteriori-Auswertungsmodi decay und feedback (Ab-
schnitt 5.5.4) wurden verglichen. Das Feedback-Verfahren ergab eine schnelle-
re Konvergenzgeschwindigkeit, aber keinen qualitativen Unterschied. Es muss
noch eine umfassendere Evaluation dieser Funktionen erfolgen.
Der Einfluss der – bislang über die Zeit konstanten – Priori-Verteilungen
und räumlichen Toleranzfaktoren wurde im Kontext des Ergebnisses der ein-
fach aufgebauten Entscheidungsfunktion (Abschnitt 5.6) untersucht, und es
wurde die erwünschte Antizipation durch hohe a-Priori-Werte sowie die er-
wünschte Reduktion der Konvergenzgeschwindigkeit in Regionen durch hö-
here Toleranzwerte überlappendender Likelihoods aufgezeigt.
84 Simulation und Ergebnisse
(a) Entscheidung nach Verwerfen der STOP-Hypothese
(b) Genug Sicherheit für eine verfeinerte Entscheidung
Abbildung 6.17: Entscheidungen bei Priors (0,5; 0,5) und σtraj = 20
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(a) Hoher a-Priori-Wert für die obere Kante erweitert die Resonanzempfehlung
(b) Die Gewinnerhypothese hat gewechselt
Abbildung 6.18: Entscheidungen bei Priors (0,9; 0,1) und σtraj = 20
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(a) Frühe Entscheidung wie in Bild 6.18(a)
(b) Empfehlung wurde zurückgezogen, hat aber nicht gewechselt
Abbildung 6.19: Entscheidungen bei Priors (0,9; 0,1) und σtraj = 50
Kapitel 7
Resümee und Ausblick
7.1 Diskussion des Ergebnisses
Im Verlauf der Arbeit ist ein modulares und objektorientiertes probabilisti-
sches Vorwärtsmodell für die Gestenklassifikation anhand bekannter Motor-
kommandos entstanden, mit einem back-end für 3D-Trajektorien für Gelenkpo-
sitionen des Max-Frameworks.
Die Anforderungen an dynamische Skalierbarkeit des Rechenaufwandes,
zeitliche Robustheit (S. 72), Toleranz bezüglich räumlicher Abweichungen und
Ambiguitäten im bekannten Bewegungsrepertoire (S. 81) sowie die inhärente
Verhinderung einer kombinatorischen Explosion auf dichten Graphen (S. 64)
wurden sämtlich adressiert und unter den im vorangegangenen Kapitel expo-
nierten Einschränkungen getestet.
Es erfüllt die Anforderungen bezüglich der Robustheit der Likelihood--
Funktionen und der Evolution der Hypothesenmenge, Konfigurierbarkeit sei-
ner Sensitivität und Einfluss von a-Priori-Annahmen. Ein endgültiges Urteil
über den Leistungsvergleich zwischen den verschiedenen Posteriori-Verfahren
konnte noch nicht erstellt werden. Zunehmend rigorose Tests in allen Berei-
chen müssen noch folgen.
Das im Rahmen dieser Arbeit enstandene Vorwärtsmodell kann unter An-
nahme fester oder uninformierter a-Priori-Wahrscheinlichkeiten als Eingabe für
den resonanten Imitationscontroller der untersten sensomotorischen Ebene fun-
gieren, oder unter äußeren a-Priori-Wahrscheinlichkeiten zur informierten Si-
mulation im Repertoire dienen, was die notwendige Grundlage für diagnostische
Unterstützung von postulierten Zielen auf den geplanten höheren Ebenen der
Hierarchie sensomotorischer Kognition darstellt.
Eine maßgeschneiderte Visualisierung für Dichtefunktionen entlang belie-
biger Trajektorien, sowie der durch Beobachtungen veränderten Überzeugungs-
werte und Entscheidungsvorschläge, macht den Prozess und die Qualität der
Vorhersage und Entscheidung transparent für den Nutzer.
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7.2 Perspektiven
Anwendbarkeit für andere Körperteile
Die präsentierte Modellierung bezieht sich vorerst nur auf die Einschätzung
der Bewegungen des Handgelenks als einfachem Fall einer 3-dimensionalen
Trajektorie. Inwiefern ist die bestehende Implementation also adaptierbar und
für andere Probleme, wie beispielsweise die Verfolgung der Fingerwinkel, nutz-
bar?
Die Reusability des Codes verläuft entlang der folgenden Trennebenen:
• Der Komplex um die Likelihood-Funktionen muss für jeden Anwendungs-
fall modelliert werden. Das bedeutet, Prediction und Predictor sind
für den Fall der Guiding Strokes vorhanden, müssen aber beispielsweise
für die Fingerkonfigurationen von Neuem modelliert werden.
• Die Hypothesis und der Evaluator sind prinzipiell generische Mecha-
nismen, allerdings legt die bestehende Implementation der Evolution der
Hypothesenmengen die Verfolgung eines Graphen zugrunde. Wenn in ei-
nem neuen Anwendungsfall also Beobachtungsreihen ebenfalls Pfaden
durch einen Graphen entsprechen, können diese Klassen mit nur gerin-
gen Modifikationen verwendet werden.
Vertikale Propagation von Informationen
Für das Ziel der hierarchischen Ordnung von Ebenen zunehmender Abstrakti-
on wäre als nächstes die Ausgestaltung der Interfaces für die vertikale Propa-
gation von Informationen (Pfade 7, 8, 9, 10 in Bild 5.1) von Interesse:
Einerseits ist dies die Vermittlung von a-Priori-Wahrscheinlichkeiten und
Toleranzwerten aus einer höheren Ebene der Hierarchie hinab – wobei höhe-
re Priors einzelne Erklärungsversuche gewichten und die Toleranzen sowohl
fehlerbehaftete Ausführungen gestatten als auch Einfluss auf die Konvergenz-
geschwindigkeit konkurrierender Hypothesen haben. Andererseits sollen die
derart gewonnenen Beliefs wiederum aufwärts fließen.
Beides könnte im Zuge der on-demand-Erstellung von kontextbehafteten
Evaluatoren (Bild 4.2) geschehen.
Gedanken zu überwachtem Lernen
Aufbauend auf dem Gedanken der Propagation von Toleranzwerten könnte
für jede Evaluation ermittelt werden, wie groß der Einfluss der einzelnen To-
leranzwerte auf das Ergebnis der a-Posteriori-Wahrscheinlichkeit war. Diese
Aussagen über Einflüsse könnten dann als Grundlage für den Einsatz über-
wachten Lernens auf der Ebene, aus der die Toleranzwerte geschickt wurden, ge-
nutzt werden, wobei diese Ebene bei Diskrepanz zwischen ihren Ist-Aussagen
und den eingegebenen Sollwerten die Aussagen über die Stärke der Einflüsse
aus der niedrigeren Ebene als Grundlage für einen Gradientenabsteig verwen-
den kann.
89 Resümee und Ausblick
Alternative Likelihood-Ansätze
Der präsentierten Modellierung der Likelihood-Funktionen durch Übernahme
der für den Beobachtungszeitpunkt aus den Trajektorien im Repertoire gewon-
nenen Sollpositionen als Erwartungswerte der einzelnen Verteilungen, unter
Annahme informierter oder naiver a-Priori-Wahrscheinlichkeiten und räum-
licher wie zeitlicher Toleranzen, können andere Verfahren gegenübergestellt
werden.
Denkbar wäre ein Partikelfilter unter der Sequential Monte-Carlo-Methode.
Diese Methode dient der stochastischen Zustandseinschätzung in einem dyna-
mischen System. Sie bedient sich einer Wolke aus Partikeln, die von einer ge-
meinsamen Startverteilung ausgehend sequentiell je einer unabhängigen Tra-
jektorie unterworfen werden, die je durch zufällig gewählte Stichproben aus
den für die Transformationsparameter angenommenen a-Priori-Verteilungen
beruht. Aus den derart transformierten Partikelwolken muss in einem zwei-
ten Schritt wiederum eine passende a-Posteriori-Verteilung gewonnen werden
(durch eine Dichteeinschätzung, density estimation). Man kann derart eine glo-
bale Dichtefunktion für alle Partikel gewinnen, oder auch eine Dichteabschät-
zung nur auf die Partikel einer Klasse gewählter Parameter anwenden – eine
solche entspräche beispielsweise den Kantenzügen aus den Hypothesen der be-
stehenden Implementation.
Die Partikelfilter eignen sich auch für die Modellierung komplexerer Ver-
teilungen, während die bestehende Implementation eine Gauss-Verteilung für
die Geschwindigkeits- sowie die räumliche Abweichung annimmt.
Unter der Prämisse, dass die bestehende Annahme der Gaussverteilungen
nicht verworfen werden muss, gibt es mindestens eine Einschränkung, die
stark für das das bestehende System spricht: Unabhängigkeit von den Sample-
intervallen: das bestehende Verfahren muss nicht in regelmäßigen Abständen
Kalkulationen vornehmen, um die Erwartungswerte für die Verteilungen zu
bestimmen, wie es die Extrapolation der Partikelzustände bedürfte. Wenn ein
großer Zeitraum verstreicht, dann muss lediglich die Extension des Hypothe-
senbaums sukzessive vorgenommen werden, die pro Kante nur (mindestens)
eines zeitlichen Vergleiches bedarf. Die zeitaufwändigen Kalkulationen wer-
den erst nach vollständiger Extension durchgeführt. Somit ist ohne großen
Aufwand (nämlich nur durch Reduktion der Samplefrequenz) eine Redukti-
on der Rechenzeit des Verfahrens möglich (natürlich unter Beeinflussung der
a-Posteriori-Wahrscheinlichkeiten durch die Änderung der Anzahl an Aus-
wertungen, aber nicht durch eine qualitative Verschlechterung der Likelihood-
Funktionen).
Der Partikelfilter-Ansatz ist eine interessante Alternative oder Erweiterungs-
möglichkeit für die Modellierung der Predictor- / Prediction-Klassen, falls
von einer Annahme von einfach modellierbaren Toleranzfunktionen Abstand
genommen werden sollte.
Er würde generell auch den Einbezug weiterer Parameter ermöglichen, bei-
spielsweise ein physikalisches / Trägheitsmodell – dies könnte dann die beste-
hende parallele Ausführung verschiedener Hypothesen je nach lookAhead teil-
weise ablösen. Allerdings würde hierfür ein kinetisches Modell für die Partikel
benötigt, welches nicht nur auf den Geschwindigkeits- / Beschleunigungwer-
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ten aus der für das jeweilige Partikel „ausgewürfelten“ Trajektorien arbeitet,
sondern vielmehr auf einem wohldefinierten Vektorfeld über den gesamten
Raum operiert (das aus den Trajektorien gewonnen werden müsste).
7.2.1 Optimierung der Implementation
Die Implementation der zugrundeliegenden Klassen der Vorhersage und Hy-
pothesenverwaltung, und speziell des Evaluator, können für den production
use noch optimiert werden: Konzeptionell finalisiert, nutzen sie jedoch noch
einige ineffiziente Datenstrukturen aus der Prototyping-Phase: speziell sind
viele assoziative Container in Gebrauch, und nicht an allen möglichen Stellen
sind Caches vorhanden – oder sie sind zu Debugzwecken per Voreinstellung
ausgeschaltet. Das System ist derzeit auf Konfigurierbarkeit jedes Details zur
Laufzeit optimiert, eine Entfernung einiger dieser Möglichkeiten wäre für den
Produktionseinsatz ratsam.
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Anhang A
Konfiguration der
Testumgebung
Die Konfiguration der Vorhersageumgebung erfolgt derzeit über den Elk-Scheme-
Interpreter im Terminal des laufenden Programms.
Folgende Kommandos sind für das Testen wichtig:
• (-> max 'eval-reset) setzt das Evaluator-Objekt zurück, unter Anwen-
dung neu gesetzter Optionen
• (-> max 'fake-start) startet die sensorische Injektion bzw. startet sie
neu
• (-> max 'fake-load 'dateiname.gss') lädt eine GuidingSequence-Script-
datei für die Injektion
• (-> max 'eval-set) ohne Optionen listet die aktuellen Optionen auf
• (-> max 'eval-set 'option' 'wert') setzt eine Option neu (verfüg-
bare Optionen mit Beschreibung in Tabelle A.1)
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Option Parameter Beschreibung
debug-level <bitmask> Bitmaske Konsolenausgabe
für 1:Evaluator, 2:Hypothe-
sis, 4:Predictor, 8:Prediction,
16:Exceptions
drop-threshold <prob> Schwelle für den Posterior, un-
ter dem eine Hypothese entfernt
wird (default=0.01)
sigma-t-lag <dev> Basiswert für zeitliche Stan-
dardabweichung gegen Lag
(default=0.03)
speed-tolerance <sigmaPerSec> Zunahme der Geschwindigkeit-
stoleranz pro s
sigma-traj <spread> σtraj, die räumliche Standardab-
weichung (derzeit global)
pred-eval-mode max | weierstrass | weier-
strass2
Likelihood-Auswertungsmodus
(s. Bild 6.1 und S. 51)
posterior-mode feedback | avg | decay Posteriori-Berechnungsmodus
(Abschnitt 4.7)
prior-mode flat | fromgraph a-Priori-Werte für Kanten und
Knoten: nutze entweder flache,
oder aber die optional im Gra-
phen definierten
cancel-after <numberOfRuns> Abbruch der Evaluation nach
einer vorgegebenen Anzahl
Schritte (debug)
blob-mode none | <n> | max Multiplikator für Anzahl seit-
licher Blobs der Vorhersagen
(default=2)
speed-niceness <divisor> Konstante N (s. S. 50)
predictor-offset <sec> manueller Korrekturfaktor
für die Eingabeverzögerung
(default=0.0)
voxel-length <int> Größe produzierter Wolken für
die alte Visualisierung (obsolet)
Tabelle A.1: Laufzeit-Konfigurationsoptionen für eval-set
Anhang B
Angrenzende Projekte
B.1 Eine Visualisierung für die Evaluator-Analyse
Die Visualisierung plot3d stellt die während der Evaluation verwendeten Tra-
jektorien dar und produziert für jeden Zeitschritt eine Darstellung der Likeli-
hood-Verteilungen der aktiven Hypothesen als unscharfe gestreckte Wolken.
Sie diente auch zur Erstellung der meisten Bilden im Ergebniskapitel (Beispiel
auf Seite 78).
Im unteren Teil des Bildes werden die Verläufe vier verschiedener Funkti-
onskategorien von der Startzeit beginnend dargestellt: oben links die Anzahl
der aktiven Hypothesen zu jedem Zeitpunkt. Unten links findet sich die Like-
lihood-Auswertung der Beobachtung für jede der zum jeweiligen Zeitpunkt
aktiven Hypothesen. Oben rechts ist die Gesamtevidenz für jeden Zeitpunkt
zu sehen – der Nenner der Bayes-Formel. Die Kurven unten rechts stellen die
a-Posteriori-Überzeugung für jede aktive Hypothese dar. Das Programm wird
mit den Tasten in Tabelle B.1 und mit der Maus gesteuert (left drag – Verschie-
bung, right drag – Rotation, Mausrad – Zoom).
Taste Funktion
Pfeiltasten Rotation der Ansicht
W, A, S, D Schieben der Ansicht
R, F Zoom
KP+, KP-, Ins, Del Intensität / Konstrast
1 zur Anfangszeit
-, = Zeitschritt zurück/vor
Space Playback / Pause
Enter Plots ein/aus
O Observations ein/aus
P entschiedene Trajektorie ein/aus
C Koordinatensystem ein/aus
ESC Ende
Tabelle B.1: Bedienung des 3d-Viewers
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B.2 soaGraphViewer und soaCommunication
Im Zuge des Einsatzes von Vertrauenswerten auf einem graphenbasierten Mo-
dell bot sich die Entwicklung einer generischen Visualisierung von Graphen
mit Sichtbarmachung der Vertrauenswerte über Knoten und/oder Kanten an.
Im Rahmen der Implementation wurde eine solche generische Visualisie-
rung begonnen, die im Framework des WBS-Agentensystems läuft, also bei-
spielsweise von den für die humanoiden Agenten Max und Moritz verant-
wortlichen Modulen Nachrichten über die Änderung eines benannten Gra-
phen oder der Aktivierungen innerhalb dessen entegennehmen kann und die
Visualisierung diesbezüglich on-line überarbeitet.
Es wurde zunächst eine soaCommunication-Library, die als Sammelbecken
der speziellen Nachrichtentypen für intermodularen Kommunikation von soa-
Modulen angedacht war (sowohl Sender als auch Empfänger spezialisierter
Nachrichtentypen müssen diese einbinden). Für den Einsatz der Graphen-Vi-
sualisierung wurde die Minimalmenge an Nachrichten definiert:
• GraphTopoMessage - eine Bekanntmachung der Menge an neuen Knoten
und Kanten des wachsenden Graphen
• GraphActivationMessage - eine Bekanntmachung neuer Aktivierungen
für eine beliebige Untermenge an Knoten und Kanten; zusätzlich optio-
nal für beliebige Kanten einen Wert, der den Fortschritt ihrer Bearbeitung
widerspiegelt.
Die Visualisierung soaGraphViewer selbst besteht aus einem WBS-Agenten,
der ein Qt4-Fenster als Frontend zur Verfügung stellt. Die qanava-Bibliothek
für Qt dient als Visualisierungsmodul für Graphen. Diese Bibliothek wurde im
Zuge der Erstellung des soaGraphViewer erweitert und an die Bedürfnisse der
Visualisierung angepasst:
• Aktivierungen von Knoten und Kanten als neue Attribute der entspre-
chenden qanava-Objekte verursachen bei der Einblendung der Objekte
eine Einfärbung derselben (keine Aktivierung (0) - rot, maximale Akti-
vierung (1) - grün, oder eine beliebige Schattierung dazwischen).
• Der optionale Bearbeitungs-Fortschritt je Kante wird durch eine propor-
tional nur teilweise Anzeige des Einfärbung der Kante repräsentiert.
Die Visualisierung fasst beliebige Graphen in einem Fenster zusammen, so-
fern diese über den gleichen id-Namen innerhalb der Nachrichten ihre Aktua-
lisierungen an den Agenten senden.
Die Graphenvisualisierung wurde anhand eines sendenden Minimalagen-
ten erfolgreich getestet (Bild B.1), ist derzeit jedoch noch nicht im on-line--
Einsatz im Max-Agenten des Imitationsframeworks.
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Abbildung B.1: soaGraphViewer nimmt Knoten- und Kantenaktivierungen
und Fortschritte vom Agenten Sancho entgegen
Abbildung B.2: botulus und botuliforme Verteilung. Die Funktion ist trotz der
Befreiung von der Integralbedingung kalorienarm. Wurst-Bild unter Creative
Commons CC BY 3.0, by http://commons.wikimedia.org/wiki/User_talk:Mariuszjbie
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