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ABSTRACT
Let µ1 be a complex number in the numerical range W (A) of a normal matrix A. In
the case when no eigenvalues of A lie in the interior ofW (A), we identify the smallest
convex region containing all possible complex numbers µ2 for which
[
µ1 ∗
0 µ2
]
is a
2-by-2 compression of A.
AMS CLASSIFICATION
15A18, 15A29, 15A60, 47A12, 47A20
KEYWORDS
Eigenvalues; Ritz values; Normal matrices; Interlacing; Matrix compressions
1. Introduction
Let k, n ∈ N with k ≤ n. A matrix B ∈ Ck×k is a size-k compression of A ∈ Cn×n if
there exists a unitary U ∈ Cn×n such that
U∗AU =
[
B ∗
∗ ∗
]
. (1)
Equivalently, B is a size-k compression of A if there exists an isometry V ∈ Cn×k
(i.e., V ∗V = Ik) such that B = V ∗AV . If B is a size-k compression of A that is a
scalar matrix or a normal matrix, then B is called a scalar or normal compression of
A, respectively. The eigenvalues of the compression V ∗AV are called the Ritz values
from the pair (A, V ), and in this case, we say that the Ritz values form a k-Ritz set
of A. The Ritz values of A are inside the numerical range or field of values W (A) of
A which is defined by
W (A) := {x∗Ax : x ∈ Cn, ||x|| = 1}.
†This article has been accepted for publication in Linear and Multilinear Algebra, published by Taylor &
Francis.
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Characterizing which k complex numbers µ1, . . . , µk ∈W (A) appear as Ritz values of
A is called the inverse field of values problem with k Ritz values (iFOV-k) [1–4]. More
precisely, the iFOV-k problem for A is described as follows: given µ1, . . . , µk ∈W (A),
(i) determine if there is an isometry V ∈ Cn×k such that σ(V ∗AV ) = {µ1, . . . , µk},
and if so, (ii) characterize such V . Uhlig originally proposed the iFOV-1 problem in [1]
which is always solvable while Carden considered the generalization to iFOV-k [3,4].
Ritz values have been studied in numerical analysis in the setting of Krylov subspace
methods (see, e.g., [5–7]). Several papers deal with characterizing (n−1)-Ritz sets (see,
e.g., [4,8–10]). The known results on k-Ritz sets for k < n − 1 usually assume that
the size-k compression has some special properties (see, e.g., [11–15]) or the results
are algebraically formulated but have not been given geometric interpretation [10,16].
We begin to carry out the program of finding a geometric characterization of k-Ritz
sets in general, and our main result on 2-Ritz sets Theorem 1.1 suggests a promising
starting point. A paper that inspired the current research is by Carden and Hansen
[4] where they proved that if A ∈ C3×3 is normal whose boundary ∂W (A) forms a
nondegenerate triangle, then fixing µ1 ∈W (A) \ ∂W (A) determines a unique number
µ2 (called the isogonal conjugate of µ1) so that {µ1, µ2} forms a 2-Ritz set for A [4,
Theorem 4]. In this paper, we consider the analogous problem for an n-by-n normal
matrix A, and we identify the smallest convex region containing all possible µ2’s.
Let A ∈ Cn×n be normal and let µ1 ∈W (A) be given. Generalizing the notation in
Section 3 of [14], we define the set of all Ritz values associated to µ1 as
BA(µ1) :=
{
µ2 ∈ C : V ∗AV =
[
µ1 ∗
0 µ2
]
for some V ∈ Cn×2 with V ∗V = I2
}
.
Let K be a 3-element subset of the spectrum σ(A) of A. If µ1 /∈ σ(A), define
EK(µ1) :=
{
{wK} ∪ [σ(A)	K], if µ1 ∈ conv(K)
∅, otherwise,
where wK is the isogonal conjugate of µ1 with respect to conv(K) (to be defined in
Section 2) and the set difference σ(A) 	 K is to be taken according to multiplicity.
Thus, if λ ∈ σ(A) has multipicity m, and λ appears k times in K, then λ appears m−k
times in σ(A) 	K. If Λ2(A) denotes the rank-2 numerical range of A (see Section 3
for the definition and some properties), define
RA(µ1) :=

W (A), if µ1 ∈ Λ2(A)
conv[σ(A)	 {λi}], if µ1 = λi, where λi /∈ Λ2(A) or
µ1 ∈ [W (A) \ Λ2(A)] ∩ (λi, λi+1),
where [λi, λi+1] ∩ ∂W (A) = [λi, λi+1]
and λi /∈ Λ2(A), λi+1 ∈ Λ2(A)
conv[σ(A)	 {λi, λi+1}], if µ1 ∈ [W (A) \ Λ2(A)] ∩ (λi, λi+1),
where [λi, λi+1] ∩ ∂W (A) = [λi, λi+1]
and λi, λi+1 /∈ Λ2(A)
conv
 ⋃
K⊆σ(A),|K|=3
EK(µ1)
 , if µ1 ∈ [W (A) \ (Λ2(A) ∪ ∂W (A))].
(2)
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The generating points of RA(µ1) are either the extreme points of RA(µ1) if µ1 satisfies the
first three cases above or the elements of
⋃
K⊆σ(A),|K|=3
EK(µ1) otherwise. Observe that all the
generating points of RA(µ1) are elements of BA(µ1) (see [14, Proposition 6] and [4, Theorem
4]).
For a normal A ∈ C4×4 with a 4-gon for its ∂W (A), Carden and Hansen noted
without proof in [4, Figure 6] that once an interior point µ1 ∈ W (A) is fixed, then
conv[BA(µ1)] = RA(µ1) = conv{w123, w124, λ3, λ4}. (See Figure 1.)
Figure 1.: A version of Figure 6 in [4]. The blue region is the set BA(µ1).
The goal of the paper is to confirm Carden and Hansen’s observation in general,
that is, conv[BA(µ1)] = RA(µ1). In our main result, we exclude the case when the
eigenvalues of A all lie on the same line, as in this case BA(µ1) is well understood due
to Cauchy interlacing.
Theorem 1.1. Let A ∈ Cn×n be normal with eigenvalues λ1, . . . , λn not lying on the
same line and arranged in a counterclockwise orientation with respect to trace(A)/n
such that no eigenvalue is in the interior of W (A). If µ1 ∈W (A), then
conv[BA(µ1)] = RA(µ1)
where RA(µ1) is as defined in (2).
Let µ1 =
n∑
j=1
tjλj where tj > 0 and
n∑
j=1
tj = 1. Let w = [λ3 · · · λn]T and 1 =
[1 · · · 1]T ∈ Cn−2. An important technique in our proof is that under appropriate
conditions, Theorem 1.1 follows from showing that the matrix Z(t) defined by
Re(λ1)
t1
(w − λ21)(w − λ21)∗ + Re(λ2)
t2
(λ11− w)(λ11− w)∗ + |λ2 − λ1|2diag
(
Re(λ3)
t3
, . . . ,
Re(λn)
tn
)
(3)
is positive semidefinite.
3
2. Preliminaries
We begin this section by defining the isogonal conjugate of a point with respect to
some triangular region.
Definition 2.1. Let λa, λb, λc ∈ C be successive corners of a nondegenerate triangular
region conv{λa, λb, λc} having counterclockwise orientation with respect to
∑
j λj/3.
Given a point µ ∈ conv{λa, λb, λc} \ {λa, λb, λc}, let `j be the line through [λj , µ]
and Lj be the reflection of `j about the angle bisector of the vertex angle at λj . The
isogonal conjugate wabc of µ is the intersection of Lj for all j = a, b, c.
Let X ∈ Cm×n be given and let α ⊆ {1, . . . ,m} and β ⊆ {1, . . . , n} be arbitrary
index sets of cardinality 0 < r ≤ min{m,n}. The rth compound matrix of X, denoted
by Cr(X), is the
(
m
r
)× (nr) matrix whose (α, β)-entry is the determinant det(X[α, β])
of the submatrix of X whose rows and columns are indexed by α and β, respectively,
and the indexing is lexicographic. By Cauchy-Binet formula, the rth compound matrix
satisfies [17, Equation 0.8.1.1]
Cr(XY ) = Cr(X)Cr(Y ).
Let A ∈ Cn×n be normal with eigenvalues λ1, . . . , λn. If B is a size-k compression
of A, then there exists an isometry U ∈ Cn×k such that
(Cj(U))
∗Cj(A− zIn) (Cj(U)) = Cj(B − zIk)
for all z ∈ C and for each j = 1, . . . , k (see [10,16]). This follows from the multiplicative
property of the compound matrix. In particular, when j = k = 2 and the spectrum
σ(B) = {µ1, µ2}, then
(µ1 − z)(µ2 − z) ∈ conv{(λi − z)(λj − z) : i < j} (4)
for all z ∈ C.
Numerical experiments reveal that (4) is not sufficient. We extend the ideas in
[14] to gain a better understanding of BA(µ1). Schur’s Theorem [17, Theorem 2.3.1]
guarantees that A is unitarily similar to Λ := diag(λ1, . . . , λn). Observe that BA(µ1) =
BΛ(µ1). Define the collection of all convex weights of µ1 as
CΛ(µ1) :=
t = [tj ] ∈ Rn :
n∑
j=1
tjλj = µ1,
n∑
j=1
tj = 1, tj ≥ 0
 .
If µ1 = 〈Λu, u〉 for some unit vector u ∈ Cn, then without loss of generality, we
can assume u has nonnegative entries since Λ is diagonal. The set of all possible Ritz
vector u ∈ Cn of µ1 is given by the set {
√
t : t ∈ CΛ(µ1)} where
√
t is componentwise
square root. For each t ∈ CΛ(µ1), there exists Ft ∈ Cn×(n−m) with F ∗t Ft = In−m whose
range space is {√t,Λ√t}⊥. Since t 6= 0, the dimension m of Span({√t,Λ√t}) satisfies
0 < m ≤ 2. If m = 1, then µ1 ∈ σ(A).
Define
BΛ(µ1, t) := W (F ∗t ΛFt).
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In the normal compression case, the next result reduces to [14, Proposition 10].
Proposition 2.2. Let A ∈ Cn×n be normal, and let µ1 ∈W (A) be given. Then
BA(µ1) =
⋃
t∈CΛ(µ1)
BΛ(µ1, t).
Under the assumption that no three eigenvalues lie on a line, [14, Proposition 11]
guarantees that
Ext[CΛ(µ1)] = {t ∈ CΛ(µ1) : t has at most 3 positive entries}.
If some but not all eigenvalues lie on a line, then a similar proof to [14, Proposition
11] implies the containment
Ext[CΛ(µ1)] ⊆ {t ∈ CΛ(µ1) : t has at most 3 positive entries}. (5)
The proof in [14] of the reverse inclusion of (5) hinges on the uniqueness of the weights
when writing µ1 as a convex combination of eigenvalues λi, λj , λk which are assumed
to be not on the same line in [14]. The convex weights of µ1 are non-unique when the
eigenvalues λi, λj , λk lie on a line. However, if µ1 /∈ [λi, λj ] for all i, j, then equality in
(5) is attained and the extreme points can be taken to be those elements of CΛ(µ1)
with exactly three positive entries.
Proposition 2.3. Let A ∈ Cn×n be normal with eigenvalues λ1, . . . , λn, and let µ1 ∈
W (A) be given. The set CΛ(µ1) is compact and convex. Moreover, if the eigenvalues
λ1, . . . , λn are not on lying on the same line, then
Ext[CΛ(µ1)] ⊆ {t ∈ CΛ(µ1) : t has at most 3 positive entries}.
In particular, if µ1 /∈ [λi, λj ] for all i, j, then
CΛ(µ1) = conv{t ∈ CΛ(µ1) : t has exactly 3 positive entries}.
The next result gives a formula for the isogonal conjugate of a point with respect
to some triangular region.
Proposition 2.4. Let z1, z2, z3 ∈ C be successive corners of a nondegenerate tri-
angular region conv{z1, z2, z3} having counterclockwise orientation with respect to∑3
j=1 zj/3. Given µ = r1z1 + r2z2 + r3z3 where ri > 0 and
3∑
i=1
ri = 1, let f :=
z3 − z2√
r1
e1 +
z1 − z3√
r2
e2 +
z2 − z1√
r3
e3 where ej is the j
th standard basis vector in C3.
Then the isogonal conjugate w123 of µ is given by w123 =
f∗Λf
f∗f
.
Proof. Let A := diag(z1, z2, z3) and r := [r1 r2 r3]
T . Then a calculation reveals that
f ∈ {√r,A√r}⊥. Observe that CA(µ) = {r} due to the uniqueness of writing µ as a
convex combination of the zk’s. By Proposition 2.2, BA(µ) = BA(µ, r) = {w} where
5
w =
f∗Af
f∗f
. By [4, Theorem 4], w is the isogonal conjugate of µ. 
Proposition 2.5. Let A ∈ Cn×n be normal with eigenvalues λ1, . . . , λn and µ1 ∈
W (A). Let t ∈ CΛ(µ1), J := {j : tj = 0} 6= ∅, and S := {λj : j ∈ J}. Then
BΛ(µ1, t) = conv[BΛ′(µ1, s) ∪W (S)]
where Λ′ = diag(λj)j /∈J and s = [tj ]j /∈J .
Proof. Assume µ1 ∈ W (A) \ σ(A). The proof for µ1 ∈ σ(A) is analagous. Ob-
serve that ej ∈ {
√
t,Λ
√
t}⊥ for all j ∈ J , where ej is the jth standard basis vec-
tor in Cn. By applying a permutation similarity, we can assume J = {1, . . . ,m}.
Write t = [
m︷ ︸︸ ︷
0 · · · 0 sT ]T for some s ∈ CΛ′(µ1) where Λ′ = diag(λm+1, . . . , λn). Note
that {e1, · · · , em} ⊆ {
√
t,Λ
√
t}⊥ which can be extended to an orthonormal basis
{f1, . . . , fn−2−m, e1, · · · , em} of {
√
t,Λ
√
t}⊥. Set
Ft := [f1 · · · fn−2−m e1 · · · em] ∈ Cn×(n−2).
Observe that fj = [
m︷ ︸︸ ︷
0 · · · 0 gTj ]T and gj ∈ {
√
s,Λ′
√
s}⊥. Moreover, Gs :=
[g1 · · · gn−2−m] ∈ Cn×(n−2−m) satisfies G∗sGs = In−2−m and
F ∗t ΛFt = G
∗
sΛ
′Gs ⊕ diag(λ1, . . . , λm)
where Λ′ = diag(λm+1, . . . , λn). It follows that
BΛ(µ1, t) = W (F ∗t ΛFt)
= conv[W (G∗sΛ′Gs) ∪ conv{λ1, . . . , λm}]
= conv[BΛ′(µ1, s) ∪W (S)].

3. Cases for µ1
To prove Theorem 1.1, we consider cases depending on whether or not µ1 is in the rank-
2 numerical range. Choi, Kribs, and Z˙yczkowski proposed a “compression formalism”
approach to solve the quantum error correction problem [18,19], and this led them to
define the rank -k numerical range of A ∈ Cn×n as
Λk(A) := {λ ∈ C : PAP = λP, for some rank-k orthoprojection P}.
Note that λ ∈ Λk(A) if and only if λIk is a scalar compression of A. It is shown in
[20] that Λk(A) 6= ∅ if k < n/3 + 1, and as a consequence, Λ2(A) 6= ∅ if n ≥ 4.
The classical numerical range of A is W (A) = Λ1(A) which is convex by the Toeplitz-
Hausdorff Theorem. It turns out that in general, Λk(A) is convex as established in
[21,22].
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If A is normal, then the main result in [21] implies
Λ2(A) =
⋂
λ∈σ(A)
conv[σ(A)	 {λ}] (6)
(where 	 denotes set difference counting multiplicities) confirming Conjecture 2.8 in
[18].
Let A ∈ Cn×n be normal with eigenvalues λ1, . . . , λn such that no λj is in the interior
of W (A). Suppose µ1 ∈W (A) \ [Λ2(A)∪ ∂W (A)]. By (6), there exists λa ∈ σ(A) such
that
µ1 /∈ conv[σ(A)	 {λa}].
Since µ1 ∈ W (A), λa /∈ Λ2(A), and necessarily λa has multiplicity 1. Moreover, there
exist λa−1, λa+1 ∈ σ(A) (modulo n) for which µ1 ∈ conv{λa−1, λa, λa+1}. Note that
the eigenvalues are necessarily consecutive in the boundary of W (A).
If there exists another λb 6= λa with the property
µ1 /∈ conv[σ(A)	 {λb}],
then we claim that λb = λa−1 or λb = λa+1. Otherwise,
µ1 ∈ conv{λa−1, λa, λa+1} ⊆ conv[σ(A) \ {λb}] ⊆ conv[σ(A)	 {λb}],
a contradiction. Without loss of generality, assume λb = λa+1 which satisfies λa+1 /∈
Λ2(A), and so λa+1 has multiplicity 1 necessarily. Since µ1 /∈ conv[σ(A) 	 {λa+1}]
by assumption, µ1 ∈ conv{λa, λa+1, λa+2}. Hence, µ1 ∈ conv{λa−1, λa, λa+1} ∩
conv{λa, λa+1, λa+2}.
Thus, we consider the following cases regarding µ1:
Case 1: µ1 ∈ Λ2(A).
Case 2: µ1 ∈ ∂W (A) ∩ [W (A) \ Λ2(A)].
Case 3: µ1 ∈W (A) \ [Λ2(A)∪ ∂W (A)] and there exists unique λa ∈ σ(A) \Λ2(A) for
which
µ1 /∈ conv[σ(A)	 {λa}].
Case 4: µ1 ∈ W (A) \ [Λ2(A) ∪ ∂W (A)] and there exist λa, λa+1 ∈ σ(A) \ Λ2(A) for
which
µ1 ∈ conv{λa−1, λa, λa+1} ∩ conv{λa, λa+1, λa+2}
and the intersection is of two nondegenerate triangular regions.
We start by proving Case 1 of Theorem 1.1.
Proposition 3.1. Let A ∈ Cn×n be normal and µ1 ∈ Λ2(A). Then
conv[BA(µ1)] = RA(µ1).
7
Proof. For each λi ∈ σ(A), µ1 ∈ conv[σ(A)	{λi}]. Then λi ∈ BA(µ1) due to Propo-
sition 2.5, and so conv[BA(µ1)] = W (A) = RA(µ1). 
Next, we will use the following observation to prove Case 2, which will be the
content of Proposition 3.3.
Lemma 3.2. Let A ∈ Cn×n be normal with eigenvalues λ1, . . . , λn such that no eigen-
value is in the interior W (A). If λi ∈ σ(A) \ Λ2(A), then λi is a corner of W (A).
Proof. Suppose λi is not a corner. Since no eigenvalue is in the interior of W (A),
there exist corners λa, λb such that λi ∈ (λa, λb) ⊆ ∂W (A). It follows that
λi ∈ [λa, λb] ⊆ conv[σ(A)	 {λi}].
This implies λi ∈ Λ2(A). 
Let A ∈ Cn×n be normal satisfying the assumptions of Theorem 1.1. Suppose µ1 ∈
∂W (A) ∩ [W (A) \ Λ2(A)]. Then µ1 ∈ [λi, λj ] where 1 ≤ i < j ≤ n. Due to the
assumption that µ1 /∈ Λ2(A) and the convexity of Λ2(A), we can assume one endpoint
is not in Λ2(A), say λi /∈ Λ2(A). If there are only two eigenvalues, namely, λi and
λj on the line through [λi, λj ], then λj = λi+1. Otherwise, [λi, λj ] ⊆ [λa, λb] where
a < b. If both λi, λj /∈ {λa, λb}, then µ1 ∈ [λi, λj ] ⊆ Λ2(A), a contradiction. Without
loss of generality, we assume λi = λa and λj 6= λb. It follows that λj ∈ Λ2(A). If
there is another λk ∈ (λi, λj) such that µ1 ∈ [λj , λk], then λk ∈ Λ2(A) which implies
µ1 ∈ [λj , λk] ⊆ Λ2(A), a contradiction. Thus, λj = λi+1.
Proposition 3.3. Given a normal matrix A ∈ Cn×n satisfying the conditions of
Theorem 1.1, let µ1 ∈ ∂W (A) ∩ [W (A) \ Λ2(A)]. Then conv[BA(µ1)] = RA(µ1).
Proof. Suppose µ1 = λi, where λi /∈ Λ2(A). By Lemma 3.2, µ1 is a corner and
necessarily has multiplicity 1. It follows that CΛ(µ1) = {ei}, where ei is the ith standard
basis vector in Cn. By Proposition 2.2,
BA(µ1) = BA(µ1, ei) = conv[σ(A)	 {λi}] = RA(µ1).
If µ1 ∈ ∂W (A)∩ [W (A)\Λ2(A)], then µ1 ∈ [λi, λi+1] and without loss of generality,
assume λi /∈ Λ2(A). If µ1 /∈ σ(A), then µ1 ∈ (λi, λi+1). Due to Lemma 3.2, λi is a corner
of W (A). Consider two cases on whether or not λi+1 is in Λ2(A). If λi+1 /∈ Λ2(A),
then λi+1 is also a corner of W (A) by Lemma 3.2. Since (λi, λi+1) ⊆ ∂W (A) and the
endpoints are corners each with multiplicity 1, CΛ(µ1) = {v}, where v =
√
1− pei +√
pei+1 for some p ∈ (0, 1). By Proposition 2.2,
BA(µ1) = BA(µ1, v) = conv[σ(A)	 {λi, λi+1}] = RA(µ1).
Finally, if λi+1 ∈ Λ2(A), let [λi, λm] ⊆ ∂W (A) be the largest line segment on
∂W (A) containing µ1. By Cauchy interlacing, BΛ′(µ1) = [λi+1, λm] where Λ′ =
diag(λi, λi+1, . . . , λm). Moreover, Cauchy interlacing and Proposition 2.5 guarantee
σ(A) 	 {λi} ⊆ BA(µ1), and so RA(µ1) ⊆ BA(µ1). For the reverse inclusion, ob-
serve that any t ∈ CΛ(µ1) has zero entries on the jth position where j ∈ J :=
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{1, . . . , i− 1,m+ 1, . . . , n}. Let S := {λj : j ∈ J}. By Propositions 2.2 and 2.5,
BA(µ1) =
⋃
t∈CΛ(µ1)
BΛ(µ1, t) =
⋃
s∈CΛ′ (µ1)
conv[BΛ′(µ1, s) ∪W (S)]
⊆
⋃
s∈CΛ′ (µ1)
conv[[λi+1, λm] ∪W (S)]
= conv[σ(A)	 {λi}] = RA(µ1).

As we will see in Corollary 3.5, it suffices to consider normal matrices with distinct
eigenvalues. This will greatly simplify the notations and arguments in the remainder
of this section and in Sections 4-5.
Proposition 3.4. Given D =
⊕n
i=1 λiIki ∈ Cm×m where m =
n∑
i=1
ki, the mul-
tiplicities k1, . . . , kn ≥ 1, and the eigenvalues λ1, . . . , λn are distinct, let Λ :=
diag(λ1, . . . , λn), Λ
′ :=
⊕n
i=1 λiIki−1, and µ1 ∈ W (D). If µ2 ∈ BD(µ1), then there
exists an isometry V ∈ Cm×2 having the form V =
[
v11 v12
0 v22
]
where v11, v12 ∈ Cn
such that
[
µ1 ∗
0 µ2
]
= V ∗DV .
Proof. If µ2 ∈ BD(µ1), then there exists an isometry W ∈ Cm×2 with
[
µ1 ∗
0 µ2
]
=
W ∗DW . Write W =
w11 w12... ...
wn1 wn2
 where wij ∈ Cki for i = 1, . . . , n. For each i, there
exists unitary Ui ∈ Cki×ki such that
Uiwi1 = ||wi1||e(ki)1
where ep = e
(q)
p is the pth standard basis vector in Cq. The matrix U :=⊕n
i=1 Ui ∈ Cm×m is unitary, and it satisfies W ∗DW = W ∗U∗DUW since U
and D commute. There exists permutation matrix P ∈ Rm×m such that V :=
PUW has the desired form and PDP T = Λ ⊕ Λ′. Indeed, consider P =
[
P1
P2
]
where P1 ∈ Cn×m is defined as P T1 =
[
e1 ek1+1 · · · ek1+···+kn−1+1
]
and P T2 =[
e2 · · · ek1 ek1+2 · · · ek1+k2 · · · ek1+···+kn−1+2 · · · ek1+···+kn
]
. 
Corollary 3.5. Assuming the conditions in Proposition 3.4, BD(µ1) = conv[BΛ(µ1)∪
W (Λ′)]. Moreover, if conv[BΛ(µ1)] = RΛ(µ1), then conv[BD(µ1)] = RD(µ1).
Proof. For the first part, it suffices to prove the ⊆ inclusion due to Proposition 2.5.
Let µ2 ∈ BD(µ1). By Proposition 3.4, there exists an isometry V ∈ Cm×2 having the
form V =
[
v11 v12
0 v22
]
where v11, v12 ∈ Cn such that
[
µ1 ∗
0 µ2
]
= V ∗DV . Hence,
µ2 = v
∗
12Λv12 + v
∗
22Λ
′v22.
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If v12 = 0, then the assertion holds. Assume both v12 and v22 are nonzero. Then
µ2 = ||v12||2ω + ||v22||2ζ
is a convex combination of ω =
v∗12Λv12
v∗12v12
and ζ =
v∗22Λ′v22
v∗22v22
since ||v12||2 + ||v22||2 = 1.
Clearly, ζ ∈ W (Λ′). To see why ω ∈ BΛ(µ1), observe that
[
µ1 ∗
0 ω
]
= W ∗ΛW where
W =
[
v11
v12
||v12||
]
∈ Cn×2 is an isometry. Finally, if v12 6= 0 but v22 = 0, then the
same W works.
For the second part, assume conv[BΛ(µ1)] = RΛ(µ1). Observe that the generating
points of RD(µ1) are all in BD(µ1), and so it suffices to verify that BD(µ1) ⊆ RD(µ1).
The first part implies
BD(µ1) = conv[BΛ(µ1) ∪W (Λ′)] = conv[RΛ(µ1) ∪W (Λ′)].
Direct computation reveals that conv[RΛ(µ1) ∪W (Λ′)] ⊆ RD(µ1). 
Given distinct λ1, . . . , λn ∈ C with counterclockwise orientation with respect
to
n∑
j=1
λj/n such that no λj is in the interior of conv{λj : j = 1, . . . n}, let
µ1 ∈ conv{λa, λb, λc} be given where 1 ≤ a < b < c ≤ n. When λa, λb, λc
do not lie on the same line, let r
(abc)
i ’s be the unique convex weights of µ1 from
µ1 = r
(abc)
a λa + r
(abc)
b λb + r
(abc)
c λc where r
(abc)
i ≥ 0 and
∑
i
r
(abc)
i = 1. We can also
characterize the convex weights as follows:
r
(abc)
i =
Area of conv[{µ1, λa, λb, λc} \ {λi}]
Area of conv{λa, λb, λc} (7)
for each i = a, b, c. Define
r(abc) := r(abc)a ea + r
(abc)
b eb + r
(abc)
c ec.
If µ1 ∈ (λa, λb) where 1 ≤ a < b ≤ n, let r(ab)i be the unique convex weights from
µ1 = r
(ab)
a λa+r
(ab)
b λb where r
(ab)
i ≥ 0 and
∑
i
r
(ab)
i = 1. In this case, we can characterize
the convex weights as follows:
r
(ab)
i =
Length of conv[{µ1, λa, λb} \ {λi}]
Length of conv{λa, λb} (8)
Define
r(ab) := r(ab)a λa + r
(ab)
b λb.
Lemma 3.6. Given n ≥ 4, let Λ = diag(λ1, . . . , λn) with distinct λj’s not lying on the
same line and arranged in a counterclockwise orientation with respect to trace(Λ)/n
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such that no eigenvalue is in the interior of W (Λ). Assume λ2 is a corner, and let
µ1 ∈ conv{λ1, λ2, λ3} be an interior point. Then r(123)1 t2 − t1r(123)2 > 0 for any t ∈
CΛ(µ1) \ {r(123)}.
Proof. Observe that
µ1 − λ3 = r(12j)1 (λ1 − λ3) + r(12j)2 (λ2 − λ3) + r(12j)j (λj − λ3)
=
n∑
j=1
tj(λj − λ3).
Thus, we can assume that λ3 = 0. It suffices to verify
r
(123)
1 r
(abc)
2 − r(abc)1 r(123)2 > 0 and r(123)1 r(ab)2 − r(ab)1 r(123)2 > 0
for all extreme points r(abc), r(ab) ∈ Ext[CΛ(µ1)] \ {r(123)}. Since µ1 is an interior point
of conv{λ1, λ2, λ3} and λ2 is between λ1 and λ3, note that r(ab)1 = 0 and r(ab)2 > 0,
and thus the assertion holds in this case. Similarly, r
(abc)
2 > 0. If r
(abc)
1 = 0, then the
assertion holds. If r
(abc)
1 6= 0, then we can take λa = λ1 and λb = λ2. Note that
r
(123)
1 r
(12c)
2 − r(12c)1 r(123)2 =
Im[(r
(12c)
3 λc − µ1)(0− µ1)]
Im[(λ2 − 0)(λ1 − 0)]
> 0.

For z1, z2 ∈ C distinct points, RHS[z1, z2] denotes the strict right hand side of the
line along [z1, z2] with direction z2 − z1. The notation RHS[z1, z2] is the closure of
RHS[z1, z2], and LHS[z1, z2] and LHS[z1, z2] are defined analogously.
4. µ1 /∈ Λ2(A): BA(µ1) ⊆ RHS[λ3, w123]
By applying a rotation or translation, we assume the following:
(A1) Given n ≥ 4, let A ∈ Cn×n be normal with distinct eigenvalues λ1, . . . , λn
not lying on the same line and arranged in a counterclockwise orientation with
respect to trace(A)/n such that no eigenvalue is in the interior of W (A).
(A2) Re(λ2) < 0, λ3 = 0, and Re(λj) > 0 for all λj 6= λ2, λ3.
(A3) µ1 /∈ ∂W (A), µ1 /∈ Λ2(A), and µ1 ∈ conv{λ1, λ2, λ3} is an interior point.
(A4) Re(w123) = 0 where w123 is the isogonal conjugate of µ1 with respect to
conv{λ1, λ2, λ3}.
Lemma 4.1. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈W (A) satisfying
(A3)-(A4). Then
sin[2 arg(λ2)− arg(µ1)] > sin[2 arg(λj)− arg(µ1)]
for all λj 6= λ1, λ2, λ3.
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Proof. Let arg(λ2) ∈
[
pi
2 ,
3pi
2
]
and arg(λj) ∈
[−pi2 , pi2 ] for all λj 6= λ2, λ3. By (A1)-(A2),
the arguments can be chosen so that arg(λj) ∈ [arg(λ2)−pi, arg(λ1)] for all λj 6= λ2, λ3.
If Re(µ1) > 0, take arg(µ1) ∈
[−pi2 , pi2 ] and if Re(µ1) ≤ 0, take arg(µ1) ∈ [pi2 , arg(λ2)] .
Write arg(λ2) = θ + ϕ where θ > 0 and
ϕ =
{
arg(µ1), if Re(µ1) ≤ 0
pi
2 , if Re(µ1) > 0.
Define
u(θ) =
{
pi
2 − θ, if Re(µ1) ≤ 0
arg(µ1)− θ, if Re(µ1) > 0.
Due to assumption (A4), [λ3, µ1] and [λ3, w123] are symmetric about the angle bisector
of the vertex angle at λ3. As a consequence, u(θ) = arg(λ1).
Let λj 6= λ1, λ2, λ3. Note that
arg(λ2)− pi ≤ arg(λj) ≤ arg(λ1) = u(θ)
and
2 arg(λ2)− arg(µ1) ≥ arg(λ2) + θ > arg(λ2).
Hence,
2 arg(λ2)− arg(µ1) ≤ 2pi + 2 arg(λj)− arg(µ1) ≤ 2pi + 2u(θ)− arg(µ1).
The upper bound can be simplified as
2pi + 2u(θ)− arg(µ1) = 3pi − (2 arg(λ2)− arg(µ1)).
If we set α = 2 arg(λ2)−arg(µ1) and x = 2pi+2 arg(λj)−arg(µ1), then x ∈ [α, 3pi−α].
Since 0 < arg(λ2) < α and the endpoints of [α, 3pi − α] are symmetric about 3pi2 , we
have that x ∈ [α, 3pi − α] ⊆ [pi2 , 5pi2 ].
Note that sin(t) is strictly decreasing on
[
α, 3pi2
]
and strictly increasing on[
3pi
2 , 3pi − α
]
. If x ∈ [α, 3pi2 ], then
sin[2 arg(λ2)− arg(µ1)] = sin(α) > sin(x) = sin[2 arg(λj)− arg(µ1)].
If x ∈ [3pi2 , 3pi − α], then
sin[2 arg(λj)− arg(µ1)] = sin(x) < sin(3pi − α) = sin(α) = sin[2 arg(λ2)− arg(µ1)].

Lemma 4.2. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈W (A) satisfying
(A3)-(A4). If λj 6= λ1, λ2, λ3, then
Im(µ1λj)
Im(µ1λ2)
+
Re(λ2)
|λ2|2 ·
|λj |2
Re(λj)
> 0
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if and only if
sin[2 arg(λj)− arg(µ1)] < sin[2 arg(λ2)− arg(µ1)].
Proof. Note that Re(λj) and Im(µ1λ2) are both positive, and so we can rewrite the
assertion as follows:
Re(λj)
|λj |2 Im(µ1λj) > −
Re(λ2)
|λ2|2 Im(µ1λ2).
Dividing both sides by |µ1|, we get the equivalent assertion
cos[arg(λj)] sin[arg(µ1)− arg(λj)] = Re(λj)|λj | Im
(
µ1
|µ1| ·
λj
|λj |
)
>
Re(λ2)
|λ2| Im
(
µ1
|µ1| ·
λ2
|λ2|
)
= cos[arg(λ2)] sin[arg(µ1)− arg(λ2)].
By using a product-to-sum identity, this last inequality is equivalent to
sin[2 arg(λj)− arg(µ1)] < sin[2 arg(λ2)− arg(µ1)].

Lemma 4.3. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈W (A) satisfying
(A3)-(A4). The following statements hold:
(i) Re(λ1) = −r
(123)
1
r
(123)
2
· |λ1|
2
|λ2|2 Re(λ2) and Im(µ1λ2) = r
(123)
1 Im(λ1λ2).
(ii) Suppose µ1 ∈ conv{λ1, λ2, λj} ∪ conv{λ2, λ3, λj} for some λj 6= λ1, λ2, λ3. Then
Im(λjµ1)
Im(λ1λ2)
=
r
(123)
1 r
(y)
2 − r(y)1 r(123)2
r
(y)
j
where (y) = (12j), (23j), or (2j).
Proof. By Proposition 2.4 and assumptions (A2) and (A4), there exists c > 0 such
that
0 = cRe(w123) =
|λ2|2
r
(123)
1
Re(λ1) +
|λ1|2
r
(123)
2
Re(λ2),
and hence the first part of assertion (i) holds. Moreover, note that
r
(123)
1 Im(λ1λ2) = 2r
(123)
1
[
1
2 Im(λ1λ2 + λ2λ3 + λ3λ1)
]
= 2r
(123)
1 [Area of conv{λ1, λ2, λ3}]
= 2[Area of conv{µ1, λ2, λ3}]
= Im(µ1λ2)
due to (7) and [23, Exercise 10 on p. 40].
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Suppose µ1 ∈ conv{λ1, λ2, λj} for some λj 6= λ1, λ2, λ3. For (y) = (12j), (23j), (2j),
µ1 = r
(y)
1 λ1 + r
(y)
2 λ2 + r
(y)
3 λ3 + r
(y)
j λj where λ3 = 0. On one hand,
Im[(r
(y)
j λj − µ1)(0− µ1)] = −Im[r(y)j λjµ1] = r(y)j Im(λjµ1).
On the other hand,
Im[(r
(y)
j λj − µ1)(0− µ1)] = Im[(−r(y)1 λ1 − r(y)2 λ2)(−r(123)1 λ1 − r(123)2 λ2)]
= (r
(123)
1 r
(y)
2 − r(y)1 r(123)2 )Im(λ2λ1).
Observe that Im(λ2λ1) 6= 0 since λ1, λ2, and λ3 = 0 do not lie on the same line, and
so assertion (ii) follows. 
For z1, z2, z3 ∈ C that do not lie on the same line, ∠(z1, z2, z3) denotes the acute
angle whose vertex is at z2 and has terminal sides at z1 and z3.
Lemma 4.4. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈W (A) satisfying
(A3)-(A4). If x :=
∑
j 6=3
|λj |2
Re(λj)
ej where ej is the j
th standard basis vector in Cn, then
xT t < 0 for any t ∈ CΛ(µ1) \ {r(123)}.
Proof. It suffices to verify
xT r(y) < 0
for all extreme points r(y) ∈ Ext[CΛ(µ1)] \ {r(123)}. Similar to the proof of Lemma 3.6,
we may assume λ2 ∈ {λa, λb, λc} when (y) = (abc) or λ2 ∈ {λa, λb} when (y) = (ab).
Case 1: (y) = (12c) where 3 < c ≤ n.
By Lemma 4.3,
xT r(12c) =
r
(12c)
1
Re(λ1)
|λ1|2 + r
(12c)
2
Re(λ2)
|λ2|2 + r
(12c)
c
Re(λc)
|λc|2
=
|λ2|2
r
(123)
1 Re(λ2)
[r
(123)
1 r
(12c)
2 − r(123)2 r(12c)1 ] +
r
(12c)
c
Re(λc)
|λc|2
=
|λ2|2
r
(123)
1 Re(λ2)
· r
(12c)
c Im(λcµ1)
Im(λ1λ2)
+
r
(12c)
c
Re(λc)
|λc|2
=
r
(12c)
c |λ2|2Im(µ1λc)
[r
(123)
1 Im(λ1λ2)]Re(λ2)
+
r
(12c)
c
Re(λc)
|λc|2
=
r
(12c)
c |λ2|2Im(µ1λc)
Im(µ1λ2)Re(λ2)
+
r
(12c)
c
Re(λc)
|λc|2
=
r
(12c)
c |λ2|2
Re(λ2)
[
Im(µ1λc)
Im(µ1λ2)
+
Re(λ2)
|λ2|2
|λc|2
Re(λc)
]
.
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Thus, xT r(12c) < 0 holds due to Lemmas 4.1 and 4.2.
Case 2: (y) = (23c) where 3 < c ≤ n.
Using (7) and [23, Exercise 10 on p. 40], xT r(23c) < 0 if and only if
|λc|2
Re(λc)
Im(µ1λ2)
Im(λcλ2)
+
|λ2|2
Re(λ2)
Im(λcµ1)
Im(λcλ2)
< 0.
Equivalently,
Im(µ1λc)
Im(µ1λ2)
+
Re(λ2)
|λ2|2
|λc|2
Re(λc)
> 0
since Re(λ2) < 0 and Im(µ1λ2) > 0. Thus, x
T r(23c) < 0 holds due to Lemmas 4.1 and
4.2.
Case 3: (y) = (2bc) where 3 < b < c ≤ n or (y) = (2b) where 3 < b ≤ n.
Let λ′b be the intersection of [λ2, λb] and the line containing [µ1, λ3]. Similarly, let
λ′c be the intersection of [λ2, λc] and the line containing [µ1, λ3]. If we let µ = x + iy
vary in [λ′b, λ
′
c], we can view the statement x
T r(y) < 0 as an optimization problem of
the real affine function xT r(y) over [λ′b, λ
′
c]. Thus, it suffices to check x
T r(y) < 0 at the
endpoints λ′b and λ
′
c. Note that µ1 ∈ [λ′b, λ′c], and so arg(µ1) = arg(µ). We only verify
xT r(y) < 0 at µ = λ′b as the case when µ = λ
′
c is analogous.
By (8),
µ = λ′b = r
(2b)
2 λ2 + r
(2b)
b λb =
|λ′b − λb|
|λ2 − λb|λ2 +
|λ′b − λ2|
|λ2 − λb|λb,
and so
|λ2 − λb|xT r(y) = |λ
′
b − λb|
Re(λ2)
|λ2|2 + |λ
′
b − λ2|
Re(λb)
|λb|2.
Hence, xT r(y) < 0 if and only if
cos[arg(λb)]
|λ′b − λb|
|λb| =
Re(λb)|λ′b − λb|
|λb|2
> −Re(λ2)|λ
′
b − λ2|
|λ2|2
= − cos[arg(λ2)] |λ
′
b − λ2|
|λ2| .
We rewrite the expressions
|λ′b − λb|
|λb| and
|λ′b − λ2|
|λ2| in terms of the sine function.
By considering conv{µ, λ2, λ3}, Law of Sines guarantees
|λ′b − λ2|
sin[∠(λ2, λ3, µ)]
=
|λ2 − λ3|
sin[∠(λ3, µ, λ2)]
=
|λ2|
sin[∠(λ3, µ, λ2)]
,
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and hence
|λ′b − λ2|
|λ2| =
sin[∠(λ2, λ3, µ)]
sin[∠(λ3, µ, λ2)]
=
sin[arg(λ2)− arg(µ1)]
sin[∠(λ3, µ, λ2)]
since arg(λ2) = arg(µ1) + ∠(λ2, λ3, µ). Similarly, by applying Law of Sines on
conv{µ, λ3, λb}, we get
|λ′b − λb|
sin[∠(λ2, λ3, λb)− ∠(λ2, λ3, µ)] =
|λb − λ3|
sin[pi − ∠(λ3, µ, λ2)] =
|λb|
sin[∠(λ3, µ, λ2)]
,
and hence
|λ′b − λb|
|λb| =
sin[∠(λ2, λ3, λb)− ∠(λ2, λ3, µ)]
sin[∠(λ3, µ, λ2)]
=
sin[arg(µ1)− arg(λb)]
sin[∠(λ3, µ, λ2)]
.
Thus, xT r(y) < 0 if and only if
cos[arg(λb)] sin[arg(µ1)− arg(λb)] > − cos[arg(λ2)] sin[arg(λ2)− arg(µ1)].
By using a product-to-sum identity, this last inequality is equivalent to
sin[2 arg(λb)− arg(µ1)] < sin[2 arg(λ2)− arg(µ1)].
Thus, xT r(y) < 0 holds due to Lemma 4.1. 
Proposition 4.5. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈ W (A)
satisfying (A3)-(A4). If t ∈ CΛ(µ1) has all positive entries, then
BA(µ1, t) ⊆ conv[{w123} ∪ (σ(A)	 {λ2})].
Proof. We only prove that BA(µ1, t) ⊆ RHS[λ3, w123]. The proof for the inclusion
BA(µ1, t) ⊆ LHS[λ1, w123] is similar.
Elements of BA(µ1, t) are of the form v∗Λvv∗v for all nonzero v ∈ {
√
t,Λ
√
t}⊥. By
(A1)-(A4), it suffices to prove Re(v∗Λv) ≥ 0. A basis for {√t,Λ√t}⊥ is given by
fj =
λj − λ2√
t1
e1 +
λ1 − λj√
t2
e2 +
λ2 − λ1√
tj
ej
for j = 3, . . . , n where ek is the k
th standard basis vector in Cn. If w = [λ3 · · · λn]T ,
1 = [1 · · · 1]T ∈ Cn−2, and Z(t) be as defined in (3), then Re(v∗Λv) ≥ 0 for all
v ∈ {√t,Λ√t}⊥ if and only if Z(t) ≥ 0. Set x = [−λ2 1]T and y = [λ1 − 1]T ,
X =
Re(λ1)
t1
xx∗ +
Re(λ2)
t2
yy∗,
Y = [1 w],
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∆ = |λ2 − λ1|2diag
(
Re(λ3)
t3
, . . . ,
Re(λn)
tn
)
,
and
∆ = ∆ + |λ2 − λ1|2e1e∗1
where  > 0 and ej is the j
th standard basis vector in Cn−2. Then Z(t) ≥ 0 is equivalent
to
Y XY ∗ + ∆ ≥ 0. (9)
We prove (9) by showing Y XY ∗+ ∆ > 0 and then letting → 0. Note that ∆ > 0
from assumption (A2). Let ∆
− 1
2
 Y = QR be a QR factorization. The matrix
Y XY ∗ + ∆ > 0 (10)
if and only if
RXR
∗
 + I2 > 0. (11)
Equivalently,
trace(RXR
∗
 ) + 2 = trace(RXR
∗
 + I2) > 0 (12)
and
1 + trace(RXR
∗
 ) + det(RXR
∗
 ) = det(RXR
∗
 + I2) > 0 (13)
If we can show that the coefficients of 1/ in (12) and (13) are positive, then (9) follows.
For some b(t) ∈ R, direct computations reveal that
trace(RXR
∗
 ) = trace(XY
∗∆−1 Y )
=
1
|λ2 − λ1|2a(t)
1

+ b(t).
where
a(t) =
Re(λ1)
t1
|λ2|2 + Re(λ2)
t2
|λ1|2
= −|λ1|
2Re(λ2)
r
(123)
2 t1t2
[r
(123)
1 t2 − t1r(123)2 ]
due to Lemma 4.3. Since n ≥ 4 and t has all positive entries, t 6= r(123). Lemma 3.6
guarantees r
(123)
1 t2 − t1r(123)2 > 0, and hence a(t) > 0 due to assumption (A2).
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Similarly, there exists d(t) ∈ R such that
det(RXR
∗
 + I2) = det(XY
∗∆−1 Y + I2)
=
1
|λ2 − λ1|2 c(t)
1

+ d(t)
where
c(t) =
Re(λ1)
t1
|λ2|2 + Re(λ2)
t2
|λ1|2 + Re(λ1)Re(λ2)
t1t2
 n∑
j=4
tj
Re(λj)
|λj |2

=
Re(λ1)Re(λ2)
t1t2
 n∑
j 6=3
tj
Re(λj)
|λj |2
 .
Since Re(λ1) > 0 and Re(λ2) < 0, the quantity c(t) > 0 if and only if
n∑
j 6=3
tj
Re(λj)
|λj |2 < 0.
This last inequality holds due to Lemma 4.4. 
Lemma 4.6. Let x1, . . . , xm > 0 and z1, . . . , zm ∈ C. Then∣∣∣∣∣∣
m∑
j=1
zj
∣∣∣∣∣∣
2
m∑
j=1
xj
≤
m∑
j=1
|zj |2
xj
.
Proof. Let x = [
√
x1 · · · √xm]T ∈ Cm and y = [z1/√x1 · · · zm/√xm]T ∈ Cm. By
the Cauchy-Schwarz inequality,∣∣∣∣∣∣
m∑
j=1
zj
∣∣∣∣∣∣
2
= |〈x, y〉|2 ≤
 m∑
j=1
xj
 m∑
j=1
|zj |2
xj
 .

Lemma 4.7. Let A ∈ C5×5 be normal satisfying (A1)-(A2) and µ1 ∈W (A) satisfying
(A3)-(A4). Assume that λ4 is on the line through [λ2, λ3] (possibly, λ4 = λ3) and λ5
is on the line through [λ2, λ1] (possibly, λ5 = λ1). If µ1 ∈ conv{λ2, λ4, λ5}, then
w245 ∈ conv[{w123} ∪ (σ(A)	 {λ2})].
Proof. We only prove that w245 ∈ RHS[λ3, w123]. The proof for the inclusion w245 ∈
LHS[λ1, w123] is similar.
If µ1 ∈ (λ2, λ4) ∪ (λ2, λ5), then w245 = λ5 or w245 = λ4, and hence the assertion
holds in either case. Assume µ1 ∈ conv{λ2, λ4, λ5} is an interior point. By Proposition
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2.4, there exists c > 0 such that
cw245 =
|λ5 − λ4|2
r
(245)
2
λ2 +
|λ2 − λ5|2
r
(245)
4
λ4 +
|λ4 − λ2|2
r
(245)
5
λ5.
It suffices to verify that Re(cw245) ≥ 0.
Now, there exist a, b ≥ 1 such that λ4 = (1− a)λ2 + aλ3 and λ5 = (1− b)λ2 + bλ1.
Since λ1, λ2, λ3 do not lie on the same line, we can equate the convex weights in the
following expression:
µ1 = r
(245)
2 λ2 + r
(245)
4 λ4 + r
(245)
5 λ5
= (br
(245)
5 )λ1 + [r
(245)
2 + (1− a)r(245)4 + (1− b)r(245)5 ]λ2 + (ar(245)4 )λ3
= r
(123)
1 λ1 + r
(123)
2 λ2 + r
(123)
3 λ3.
(14)
By (14) and direct computations, we obtain
Re(cw245) = a
2b
|λ3 − λ2|2
r
(245)
5
Re(λ1) + dRe(λ2) + ab
2 |λ2 − λ1|2
r
(245)
4
Re(λ3)
= a2b2
|λ3 − λ2|2
r
(123)
1
Re(λ1) + dRe(λ2) + a
2b2
|λ2 − λ1|2
r
(123)
3
Re(λ3)
where
d =
|λ5 − λ4|2
r
(245)
2
− b
2(a− 1)|λ2 − λ1|2
r
(245)
4
− a
2(b− 1)|λ3 − λ2|2
r
(245)
5
.
Using the identity
λ5 − λ4 = ab(λ1 − λ3) + b(a− 1)(λ2 − λ1) + a(b− 1)(λ3 − λ2),
Lemma 4.6, assumption (A2), and (14), we have that
dRe(λ2) ≥ a2b2 |λ3 − λ1|
2
r
(123)
2
Re(λ2)
Thus,
Re(cw245) ≥ a2b2c′Re(w123) = 0
for some c′ > 0 due to Proposition 2.4 and assumption (A4). 
Lemma 4.8. Let A ∈ C5×5 be normal satisfying (A1)-(A2) and µ1 ∈W (A) satisfying
(A3)-(A4). Assume that λ4, λ5 ∈ [λ3, λ1]and λ2, λ4, λ5 do not lie on the same line.
If µ1 ∈ conv{λ2, λ4, λ5}, then conv{w245, λ4, λ5} ⊆ conv[{w123} ∪ (σ(A) 	 {λ2})] =
conv{w123, λ1, λ3}.
Proof. We only prove that w245 ∈ RHS[λ3, w123]. The proof for the inclusion w245 ∈
LHS[λ1, w123] is similar.
19
If λ4 = λ3, then w245 is on the line obtained by rotating [λ2, λ3] clockwise about λ3
at an angle of ∠(λ5, λ4, λ2)−∠(µ1, λ4, λ2) = ∠(λ1, λ3, λ2)−∠(µ1, λ3, λ2). The assertion
follows. Assume λ4 6= λ3. If µ1 ∈ (λ2, λ4) ∪ (λ2, λ5), then w245 = λ5 or w245 = λ4, and
hence the assertion holds in either case. Assume µ1 ∈ conv{λ2, λ4, λ5} is an interior
point. By Proposition 2.4, there exists c > 0 such that
cw245 =
|λ5 − λ4|2
r
(245)
2
λ2 +
|λ2 − λ5|2
r
(245)
4
λ4 +
|λ4 − λ2|2
r
(245)
5
λ5.
It suffices to verify that Re(cw245) ≥ 0.
Now, there exist a, b ∈ [0, 1) such that λ4 = (1−a)λ1 +aλ3 and λ5 = (1−b)λ1 +bλ3.
Since λ1, λ2, λ3 do not lie on the same line, we can equate the convex weights in the
following expression:
µ1 = r
(245)
2 λ2 + r
(245)
4 λ4 + r
(245)
5 λ5
= [(1− a)r(245)4 + (1− b)r(245)5 ]λ1 + r(245)2 λ2 + [ar(245)4 + br(245)5 ]λ3
= r
(123)
1 λ1 + r
(123)
2 λ2 + r
(123)
3 λ3.
(15)
By (15) and direct computations, we obtain
Re(cw245) = d1Re(λ1) + (a− b)2 |λ1 − λ3|
2
r
(123)
2
Re(λ2) + d3Re(λ3)
where
d1 =
|λ2 − (1− b)λ1 − bλ3|2(1− a)
r
(245)
4
+
|(1− a)λ1 + aλ3 − λ2|2(1− b)
r
(245)
5
and
d3 =
|λ2 − (1− b)λ1 − bλ3|2a
r
(245)
4
+
|(1− a)λ1 + aλ3 − λ2|2b
r
(245)
5
.
Using the identities
λ2 − (1− b)λ1 − bλ3 = λ2 − λ3 + (1− b)(λ3 − λ1) = λ2 − λ1 + b(λ1 − λ3)
and
(1− a)λ1 + aλ3 − λ2 = (1− a)(λ1 − λ3) + λ3 − λ2 = a(λ3 − λ1) + λ1 − λ2,
Lemma 4.6, assumption (A2), and (15), we have that
d1Re(λ1) ≥ (a− b)2 |λ3 − λ2|
2
r
(123)
1
Re(λ1)
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and
d3Re(λ3) ≥ (a− b)2 |λ2 − λ1|
2
r
(123)
3
Re(λ3).
Thus,
Re(cw245) ≥ (a− b)2c′Re(w123) = 0
for some c′ > 0 due to Proposition 2.4 and assumption (A4). 
Proposition 4.9. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈ W (A)
satisfying (A3)-(A4). If λ2, λb, λc do not lie on the same line such that 3 ≤ b < c ≤ n
and µ1 ∈ conv{λ2, λb, λc}, then w2bc ∈ conv[{w123} ∪ (σ(A)	 {λ2})].
Proof. If µ1 ∈ (λ2, λb)∪(λ2, λc), then w2bc = λc or w2bc = λb, and hence the assertion
holds in either case. Assume µ1 ∈ conv{λ2, λb, λc} is an interior point. There exist
λ′4 and λ′5 along the line through [λ2, λ3] and [λ2, λ1] respectively such that λb, λc ∈
[λ′4, λ′5]. By Lemma 4.8,
w2bc ∈ conv{w2bc, λb, λc} ⊆ conv{w′245, λ′4, λ′5}.
Observe that w′245 ∈ RHS[λ3, w123] due to Lemma 4.7 while λ′4, λ′5 ∈ RHS[λ3, w123]
due to assumption (A2). The assertion follows. 
Lemma 4.10. Let A ∈ C4×4 be normal with distinct eigenvalues λ1, . . . , λ4 not ly-
ing on the same line and arranged in a counterclockwise orientation with respect to
trace(A)/4 such that no eigenvalue is in the interior of W (A). Let µ1 /∈ ∂W (A),
µ1 /∈ Λ2(A), and µ1 ∈ conv{λ1, λ2, λ3} ∩ conv{λ1, λ2, λ4}. Let w be the intersection of
the lines through [λ1, w123] and [λ2, w124]. Then
BA(µ1) ⊆ conv{w,w123, w124, λ3, λ4},
and in particular, λ3, λ4 ∈ RHS[w123, w124]. Moreover, if either λ3 ∈ (λ2, λ4) or λ4 ∈
(λ3, λ1), then Theorem 1.1 holds.
Proof. Let µ2 ∈ BA(µ1) and Λ2(A) = {x}, where x is the intersection of [λ3, λ1]
and [λ2, λ4]. The proof of the assertions µ2 ∈ LHS[λ1, w123] and µ2 ∈ RHS[λ3, w123]
when µ1 ∈ conv{λ1, λ2, x} is an interior point is the same as when µ1 ∈ (λ2, x) since
µ1 is still an interior point of conv{λ1, λ2, λ3}. Similarly, the proof of the assertions
µ2 ∈ RHS[λ2, w124] and µ2 ∈ LHS[λ4, w124] when µ1 ∈ conv{λ1, λ2, x} is an interior
point is the same as when µ1 ∈ (λ1, x) since µ1 is an interior point of conv{λ1, λ2, λ4}.
Hence, we assume µ1 ∈ conv{λ1, λ2, x} is an interior point.
Since µ2 ∈ W (A), it is clear that µ2 ∈ LHS[λ3, λ4]. We only prove that µ2 ∈
LHS[λ1, w123], that is,
Im
(
µ2 − λ1
w123 − λ1
)
≥ 0. (16)
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λ1
λ2 λ3
λ4
µ1
w123
w124
Analogous arguments show that µ2 ∈ RHS[λ2, w124], µ2 ∈ LHS[λ4, w124], and µ2 ∈
RHS[λ3, w123]. By [4, Theorem 3], there exists c ≥ 0 such that
c =
(µ1 − λ1)(w123 − λ1)
(λ2 − λ1)(λ3 − λ1) . (17)
Since µ1 ∈ conv{λ1, λ2, λ3} is an interior point, c > 0.
By setting z = λ1 in (4), there exist some pij ∈ [0, 1] with
∑
i<j
pij = 1 such that
(µ1 − λ1)(µ2 − λ1) =
∑
i<j
pij(λi − λ1)(λj − λ1)
which can be simplified as
p23(λ2 − λ1)(λ3 − λ1) + p24(λ2 − λ1)(λ4 − λ1) + p34(λ3 − λ1)(λ4 − λ1). (18)
By (17) and (18), we obtain
µ2 − λ1
w123 − λ1 =
1
c
(µ1 − λ1)(µ2 − λ1)
(λ2 − λ1)(λ3 − λ1)
=
1
c
(
p23 + p24
λ4 − λ1
λ3 − λ1 + p34
λ4 − λ1
λ2 − λ1
)
.
Taking the imaginary part gives us
Im
(
µ2 − λ1
w123 − λ1
)
=
p24
c
Im
(
λ4 − λ1
λ3 − λ1
)
+
p34
c
Im
(
λ4 − λ1
λ2 − λ1
)
≥ 0
due to c being positive and the eigenvalues having a counterclockwise orientation. This
proves (16).
Since w123, w124 ∈ BA(µ1), the first part applies to w123, w124. Note that λ3 ∈
RHS[w123, w124] if and only if w124 ∈ RHS[λ3, w123] which is true by the first part.
Similarly, w123 ∈ LHS[λ4, w124] since λ4 ∈ RHS[w123, w124].
Finally, if λ3 ∈ (λ2, λ4) or λ4 ∈ (λ3, λ1), then w = w123 or w = w124, respectively.
Thus, conv[BA(µ1)] = conv{w123, w124, λ3, λ4} = RA(µ1). 
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Corollary 4.11. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈ W (A)
satisfying (A3)-(A4). If λ1, λ2, λc do not lie on the same line such that 3 ≤ c ≤ n and
µ1 ∈ conv{λ1, λ2, λc}, then w12c ∈ conv[{w123} ∪ (σ(A)	 {λ2})].
Proposition 4.12. Let A ∈ Cn×n be normal satisfying (A1)-(A2) and µ1 ∈ W (A)
satisfying (A3)-(A4). If t ∈ CΛ(µ1), then
BA(µ1, t) ⊆ conv[{w123} ∪ (σ(A)	 {λ2})].
Proof. We prove this by induction on n. Let t ∈ CΛ(µ1). Suppose t has zero entries.
Let J := {j : tj = 0}, S := {λj : j ∈ J}, and Λ′ := diag(λj)j /∈J . By Proposition 2.5,
BA(µ1, t) = conv[BΛ′(µ1, s) ∪W (S)]
where s = [tj ]j /∈J . By the induction hypothesis,
BΛ′(µ1, s) ⊆ BΛ′(µ1) ⊆ conv[{wabc} ∪ T ]
where wabc is the isogonal conjugate of µ1 with respect to conv{λa, λb, λc} and T ⊆
σ(A). Due to assumption (A3), λ2 /∈ T and λ2 ∈ {λa, λb, λc}. Hence,
T ⊆ conv[{w123} ∪ (σ(A)	 {λ2})].
Moreover, observe that wabc ∈ conv[{w123} ∪ (σ(A) 	 {λ2})] due to Proposition 4.9
and Corollary 4.11. The assertion follows.
If t has all positive entries, then BA(µ1, t) ⊆ conv[{w123} ∪ (σ(A) 	 {λ2})] due to
Proposition 4.5. 
5. µ1 /∈ Λ2(A): BA(µ1) ⊆ RHS[w123, w12n]
Proposition 5.1. Let A ∈ Cn×n be normal with distinct eigenvalues λ1, . . . , λn
not lying on the same line and arranged in a counterclockwise orientation with
respect to trace(A)/n such that no eigenvalue is in the interior of W (A). Sup-
pose conv{λ1, λ2, λ3, λn} determines a 4-gon. If µ1 /∈ ∂W (A), µ1 /∈ Λ2(A), and
µ1 ∈ conv{λ1, λ2, λ3} ∩ conv{λ1, λ2, λn}, then λ1, λ2 ∈ LHS[w123, w12n] and λj ∈
RHS[w123, w12n] for all λj 6= λ1, λ2.
Proof. Let x be the intersection of [λ3, λ1] and [λ2, λn]. By [4, Theorem 3], there exist
a, b ≥ 0 for which
w123 − λ1 = a(λ2 − λ1)(λ3 − λ1)
µ1 − λ1
and
w12n − λ1 = b(λ2 − λ1)(λn − λ1)
µ1 − λ1 .
If a = 0, then w123 = λ1, which implies µ1 ∈ [λ2, λ3] ⊆ ∂W (A), a contradiction. Hence,
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a > 0. Now,
w12n − w123
λ1 − w123 = 1−
b
a
· λn − λ1
λ3 − λ1 .
Taking the imaginary part gives us
Im
(
w12n − w123
λ1 − w123
)
= − b
a
Im
(
λn − λ1
λ3 − λ1
)
≤ 0
since a, b ≥ 0 and conv{λ1, λ2, λ3, λn} has a counterclockwise orientation. This
proves that λ1 ∈ LHS[w123, w12n]. An analogous computation reveals that λ2 ∈
LHS[w123, w12n].
Finally, by applying Lemma 4.10 to Λ′ := diag(λ1, λ2, λ3, λn), we have that λ3, λn ∈
RHS[w123, w12n]. For all λj 6= λ1, λ2, it follows that λj ∈ RHS[w123, w12n] since the
eigenvalues determine a counterclockwise orientation and λ1, λ2 ∈ LHS[w123, w12n].

Proposition 5.1 guarantees that after doing a rotation or translation argument, we
may assume the following:
(B1) Given n ≥ 4, let A ∈ Cn×n be normal with distinct eigenvalues λ1, . . . , λn
not lying on the same line and arranged in a counterclockwise orientation with
respect to trace(A)/n such that no eigenvalue is in the interior of W (A).
(B2) conv{λ1, λ2, λ3, λn} determines a 4-gon. Moreover, Re(λ1),Re(λ2) ≤ 0 and
Re(λj) ≥ 0 for all λj 6= λ2, λ3. At least one eigenvalue in {λ1, λ2} has strictly
negative real part.
(B3) µ1 /∈ ∂W (A), µ1 /∈ Λ2(A), and µ1 ∈ conv{λ1, λ2, λ3} ∩ conv{λ1, λ2, λn}.
(B4) Re(w123) = Re(w12n) = 0 where w12j is the isogonal conjugate of µ1 with respect
to conv{λ1, λ2, λj} for j = 3, n.
Lemma 5.2. Let A ∈ C5×5 be normal satisfying (B1)-(B2) and µ1 ∈ W (A) sat-
isfying (B3)-(B4). Assume λ4 ∈ (λ3, λ5). If µ1 ∈ conv{λ1, λ2, λ4}, then w124 ∈
RHS[w123, w125].
Proof. Let x be the intersection of [λ3, λ1] and [λ2, λ5]. If µ1 ∈ (λ1, x) ∪ (λ2, x), then
the assertion follows from Lemma 4.10. Assume µ1 ∈ conv{λ1, λ2, x} is an interior
point. By Proposition 2.4, w124 satisfies
cw124 =
|λ4 − λ2|2
r
(124)
1
λ1 +
|λ1 − λ4|2
r
(124)
2
λ2 +
|λ2 − λ1|2
r
(124)
4
λ4
for some c > 0. It suffices to show that Re(cw124) ≥ 0.
Let λ4 = (1− a)λ3 + aλ5 for some a ∈ (0, 1). Then
µ1 = r
(124)
1 λ1 + r
(124)
2 λ2 + r
(124)
4 λ4
= r
(124)
1 λ1 + r
(124)
2 λ2 + [(1− a)r(124)4 ]λ3 + (ar(124)4 )λ5.
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By Proposition 2.3, there exists k ∈ (0, 1) such that
[r
(124)
1 r
(124)
2 (1− a)r(124)4 ar(124)4 ] = (1− k)r(123) + kr(125) (19)
where we take r(125) = r
(125)
1 e1 + r
(125)
2 e2 + r
(125)
5 e4. By (19) and direct computations,
we obtain
Re(cw124) = d1Re(λ1) + d2Re(λ2) +
(1− a)2|λ2 − λ1|2
(1− k)r(123)3
Re(λ3) +
a2|λ2 − λ1|2
kr
(125)
5
Re(λ5)
where
d1 =
|(1− a)(λ3 − λ2) + a(λ5 − λ2)|2
(1− k)r(123)1 + kr(125)1
and
d2 =
|(1− a)(λ1 − λ3) + a(λ1 − λ5)|2
(1− k)r(123)2 + kr(125)2
.
By Lemma 4.6 and assumption (B2),
d1Re(λ1) ≥
[
(1− a)2|λ3 − λ2|2
(1− k)r(123)1
+
a2|λ5 − λ2|2
kr
(125)
1
]
Re(λ1) (20)
and
d2Re(λ2) ≥
[
(1− a)2|λ1 − λ3|2
(1− k)r(123)2
+
a2|λ1 − λ5|2
kr
(125)
2
]
Re(λ2). (21)
Since µ1 is an interior point of conv{λ1, λ2, x}, Proposition 2.4 implies
c3w123 =
|λ3 − λ2|2
r
(123)
1
λ1 +
|λ1 − λ3|2
r
(123)
2
λ2 +
|λ2 − λ1|2
r
(123)
3
λ3
and
c5w125 =
|λ5 − λ2|2
r
(125)
1
λ1 +
|λ1 − λ5|2
r
(125)
2
λ2 +
|λ2 − λ1|2
r
(125)
5
λ5
for some c3, c5 > 0.
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Statements (20)-(21) and (B4) imply
Re(cw124) ≥
[
(1− a)2|λ3 − λ2|2
(1− k)r(123)1
+
a2|λ5 − λ2|2
kr
(125)
1
]
Re(λ1)+[
(1− a)2|λ1 − λ3|2
(1− k)r(123)2
+
a2|λ1 − λ5|2
kr
(125)
2
]
Re(λ2)+
(1− a)2|λ2 − λ1|2
(1− k)r(123)3
Re(λ3) +
a2|λ2 − λ1|2
kr
(125)
5
Re(λ5)
=
(1− a)2c3
1− k Re(w123) +
a2c5
k
Re(w125)
= 0.

Lemma 5.3. Let A ∈ C5×5 be normal satisfying (B1)-(B2) and µ1 ∈W (A) satisfying
(B3)-(B4). Assume λ4 is along the line through [λ2, λ3]. If µ1 ∈ conv{λ1, λ2, λ4}, then
w124 ∈ conv{w123, w125, λ3, λ5}.
Proof. By Corollary 4.11, it suffices to prove that w124 ∈ RHS[w123, w125]. By as-
sumption (B3), µ1 /∈ (λ2, λ4) ∪ (λ1, λ4), and thus µ1 ∈ conv{λ1, λ2, λ4} is an interior
point. By Proposition 2.4, there exists c > 0 such that
cw124 =
|λ4 − λ2|2
r
(124)
1
λ1 +
|λ1 − λ4|2
r
(124)
2
λ2 +
|λ2 − λ1|2
r
(124)
4
λ4.
It suffices to verify that Re(cw124) ≥ 0.
Write λ4 = (1− a)λ2 + aλ3, for some a > 1. Since λ1, λ2, λ3 do not lie on the same
line, we can equate the convex weights in the following expression:
µ1 = r
(124)
1 λ1 + r
(124)
2 λ2 + r
(124)
4 λ4
= r
(124)
1 λ1 + [r
(124)
2 + (1− a)r(124)4 ]λ2 + (ar(124)4 )λ3
= r
(123)
1 λ1 + r
(123)
2 λ2 + r
(123)
3 λ3.
(22)
By (22) and direct computations, we obtain
Re(cw124) = a
2 |λ3 − λ2|2
r
(123)
1
Re(λ1) + dRe(λ2) + a
2 |λ2 − λ1|2
r
(123)
2
where
d =
|(1− a)(λ1 − λ2) + a(λ1 − λ3)|2
r
(123)
2 + (a− 1)r(124)4
− (a− 1)|λ2 − λ1|
2
r
(124)
4
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due to (22). Lemma 4.6 and assumption (B2) guarantee that
dRe(λ2) ≥ a2 |λ1 − λ3|
2
r
(123)
2
Re(λ2).
Thus
Re(cw124) ≥ a2c′Re(w123) ≥ 0
for some c′ > 0 due to Proposition 2.4 and assumption (B4). 
Proposition 5.4. Let A ∈ Cn×n be normal satisfying (B1)-(B2) and µ1 ∈ W (A)
satisfying (B3)-(B4). If µ1 ∈ conv{λ1, λ2, λc} such that 3 ≤ c ≤ n, then w12c ∈
conv{w123, w12n, λ3, . . . , λn}.
Proof. Let x be the intersection of [λ3, λ1] and [λ2, λn]. If µ1 ∈ (λ1, x)∪ (λ2, x), then
the assertion holds due to Lemma 4.10. Assume µ1 ∈ conv{λ1, λ2, x} is an interior
point.
By Corollary 4.11, it suffices to show that w12c ∈ RHS[w123, w12n]. There ex-
ist λ′3 and λ′n along the line through [λ2, λ3] and [λ1, λn] respectively such that
λc ∈ [λ′3, λ′n]. Consider Λ′ := diag(λ1, λ2, λ′3, λc, λ′n). By Corollary 4.11 and Lemma
5.2, w12c ∈ conv{w′123, w′12n, λ′3, λ′n} where w′12j is the isogonal conjugate of µ1
with respect to conv{λ1, λ2, λ′j}. By assumption (A2), λ′3, λ′n ∈ RHS[w123, w12n].
Note that w′123, w′12n ∈ RHS[w123, w12n] due to Lemma 5.3. It follows that w12c ∈
RHS[w123, w12n]. 
Proposition 5.5. Let A ∈ Cn×n be normal satisfying (B1)-(B2) and µ1 ∈ W (A)
satisfying (B3)-(B4). If t ∈ CΛ(µ1) has all positive entries, then
BA(µ1, t) ⊆ conv{w123, w12n, λ3, . . . , λn}.
Proof. By Proposition 4.5, it suffices to prove that BA(µ1, t) ⊆ RHS[w123, w12n].
Elements of BA(µ1, t) are of the form v∗Λvv∗v for all nonzero v ∈ {
√
t,Λ
√
t}⊥. By
(B1)-(B4), it suffices to prove Re(v∗Λv) ≥ 0. A basis for {√t,Λ√t}⊥ is given by
fj =
λj − λ2√
t1
e1 +
λ1 − λj√
t2
e2 +
λ2 − λ1√
tj
ej
for j = 3, . . . , n where ek is the k
th standard basis vector in Cn. The vector t can be
written as a convex combination t =
n∑
j=3
pjr
(12j) where pj > 0 and
n∑
j=3
pj = 1.
Observe that Re(v∗Λv) ≥ 0 for all v ∈ {√t,Λ√t}⊥ if and only if Z(t) ≥ 0, as
defined in (3). If x = [x3 . . . xn]
T ∈ Cn−2, then
x∗Z(t)x =
∣∣∣∣∣∣
n∑
j=3
xj(λj − λ2)
∣∣∣∣∣∣
2
t1
Re(λ1)+
∣∣∣∣∣∣
n∑
j=3
xj(λ1 − λj)
∣∣∣∣∣∣
2
t2
Re(λ2)+
n∑
j=3
|xj(λ2 − λ1)|2
tj
Re(λj).
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For some cj > 0, Proposition 2.4 guarantees that the isogonal conjugate of µ1 with
respect to conv{λ1, λ2, λj} satisfies
cjw12j =
|λj − λ2|2
r
(12j)
1
λ1 +
|λ1 − λj |2
r
(12j)
2
λ2 +
|λ2 − λ1|2
r
(12j)
j
λj
for all j = 3, . . . , n. Note that
|xj(λ2 − λ1)|2
tj
λj =
|xj |2
pj
· |λ2 − λ1|
2
r
(12j)
j
λj
=
|xj |2cj
pj
w12j − |xj(λj − λ2)|
2
pjr
(12j)
1
λ1 − |xj(λ1 − λj)|
2
pjr
(12j)
2
λ2,
for all j = 3, . . . , n, and hence,
n∑
j=3
|xj(λ2 − λ1)|2
tj
λj is equal to
n∑
j=3
|xj |2cj
pj
w12j −
n∑
j=3
|xj(λj − λ2)|2
pjr
(12j)
1
λ1 −
n∑
j=3
|xj(λ1 − λj)|2
pjr
(12j)
2
λ2.
Thus,
x∗Z(t)x = d1Re(λ1) + d2Re(λ2) +
n∑
j=3
|xj |2cj
pj
Re(w12j)
where
d1 =
∣∣∣∣∣∣
n∑
j=3
xj(λj − λ2)
∣∣∣∣∣∣
2
t1
−
n∑
j=3
|xj(λj − λ2)|2
pjr
(12j)
1
and
d2 =
∣∣∣∣∣∣
n∑
j=3
xj(λ1 − λj)
∣∣∣∣∣∣
2
t2
−
n∑
j=3
|xj(λ1 − λj)|2
pjr
(12j)
2
.
Note that tk =
n∑
j=3
pjr
(12j)
k for k = 1, 2, and so Lemma 4.6 guarantees that
d1, d2 ≤ 0.
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Hence,
d1Re(λ1) + d2Re(λ2) ≥ 0
due to assumption (B2). It follows that
x∗Z(t)x = d1Re(λ1) + d2Re(λ2) +
n∑
j=3
|xj |2cj
pj
Re(w12j) ≥ 0
since Re(w12j) ≥ 0 for all j = 3, . . . , n due to Proposition 5.4. 
Proposition 5.6. Let A ∈ Cn×n be normal satisfying (B1)-(B2) and µ1 ∈ W (A)
satisfying (B3)-(B4). If t ∈ CΛ(µ1), then
BA(µ1, t) ⊆ conv{w123, w12n, λ3, . . . , λn}.
Proof. We prove this by induction on n. Let t ∈ CΛ(µ1). Suppose t has zero entries.
Let J := {j : tj = 0}, S := {λj : j ∈ J}, and Λ′ := diag(λj)j /∈J . By Proposition 2.5,
BA(µ1, t) = conv[BΛ′(µ1, s) ∪W (S)]
where s = [tj ]j /∈J . By the induction hypothesis,
BΛ′(µ1, s) ⊆ BΛ′(µ1) ⊆ conv[{wabc, wdef} ∪ T ]
where wabc, wdef are the isogonal conjugates of µ1 with respect to conv{λa, λb, λc}
and conv{λd, λe, λf} and T ⊆ σ(A). Due to assumption (B3), λ1, λ2 /∈ T , λ1, λ2 ∈
{λa, λb, λc}, and λ1, λ2 ∈ {λd, λe, λf}. Hence,
T ⊆ conv{w123, w12n, λ3, . . . , λn}.
Moreover, observe that wabc = w12c, wdef = w12f ∈ conv{w123, w12n, λ3, . . . , λn} due
to Proposition 5.4. The assertion follows.
If t has all positive entries, then BA(µ1, t) ⊆ conv{w123, w12n, λ3, . . . , λn} due to
Proposition 5.5. 
6. Proof of the main result
Proof of Theorem 1.1. As discussed in Section 3, we consider the following cases:
Case 1: µ1 ∈ Λ2(A).
Case 2: µ1 ∈ ∂W (A) ∩ [W (A) \ Λ2(A)].
Case 3: µ1 ∈W (A) \ [Λ2(A)∪ ∂W (A)] and there exists unique λa ∈ σ(A) \Λ2(A) for
which
µ1 /∈ conv[σ(A)	 {λa}].
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Case 4: µ1 ∈ W (A) \ [Λ2(A) ∪ ∂W (A)] and there exist λa, λa+1 ∈ σ(A) \ Λ2(A) for
which
µ1 ∈ conv{λa−1, λa, λa+1} ∩ conv{λa, λa+1, λa+2}
and the intersection is of two nondegenerate triangular regions.
Case 1 and Case 2 are proved in Propositions 3.1 and 3.3, respectively. We can
assume that the eigenvalues are distinct due to Corollary 3.5.
Let µ1 ∈W (A) \ (Λ2(A) ∪ ∂W (A)). If µ1 is in Case 3, assume λa := λ2. Then
RA(µ1) = conv[{w123} ∪ (σ(A)	 {λ2})]
due to Proposition 4.9 and Corollary 4.11. By Proposition 4.12, the assertion follows.
If µ1 is in Case 4, assume λa−1 := λn and λa := λ1. Then
RA(µ1) = conv{w123, w12n, λ3, . . . , λn}
due to Proposition 5.4. By Proposition 5.6, the assertion follows. 
7. Concluding remarks
In this study, we considered 2-Ritz sets of a normal matrix having no eigenvalues in
the interior of its numerical range. We identified the smallest convex region containing
all µ2’s for which {µ1, µ2} is a 2-Ritz set. An open problem is to develop similar results
for k-Ritz sets where 3 ≤ k < n− 1.
Another open problem is to consider a normal matrix with some eigenvalues in
the interior of its numerical range. In this case however, it is less clear how to char-
acterize conv[BA(µ1)]. Figure 2 shows a numerical example where conv[BA(µ1)] 6=
conv{w123, w124, λ3, λ4}.
Figure 2.: An example where Theorem 1.1 fails to hold when λ4 ∈ conv{λ1, λ2, λ3}. The blue region is the set
BA(µ1).
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