Implicit time integration coupled with SUPG discretization in space leads to additional terms that provide consistency and improve the phase accuracy for convection dominated flows. Recently, it has been suggested that for small Courant numbers these terms may dominate the streamline diffusion term, ostensibly causing destabilization of the SUPG method. While consistent with a straightforward finite element stability analysis, this contention is not supported by computational experiments and contradicts earlier Von-Neumann stability analyses of the semidiscrete SUPG equations. This prompts us to re-examine finite element stability of the fully discrete SUPG equations. A careful analysis of the additional terms reveals that, regardless of the time step size, they are always dominated by the consistent mass matrix. Consequently, SUPG cannot be destabilized for small Courant numbers. Numerical results that illustrate our conclusions are reported.
Introduction
Consider the steady-state scalar advection-diffusion problem
where X is a bounded open domain in R n , n ¼ 1; 2; 3 with Lipschitz continuous boundary C, bðxÞ is a given velocity field with r Á b ¼ 0, and P 0 is a constant diffusion coefficient. When ¼ 0 boundary conditions are specified only on the inflow part C À ¼ fx 2 Cjb Á n < 0g of C.
If ¼ 0, or (1) is advection dominated, Galerkin finite element solutions of this problem develop spurious oscillations unless the exact solution happens to be globally smooth. A popular and efficient remedy is to augment the Galerkin form of (1) by terms that add artificial dissipation but vanish for all sufficiently smooth solutions. Resulting schemes are called consistently stabilized methods because the order of the Galerkin approximation is not affected. A consistently stabilized method can be written as
where GðÁ; ÁÞ is Galerkin form of (1), Rð/ h Þ is the residual of (1), W ðw h Þ is weighting operator, and hÁ; Ái h is a broken L 2 inner product defined with respect to a partition T h of X into finite elements. Of particular interest in this paper is the streamline upwind weighting operator
and the associated SUPG method [13] . Two other possible choices for the weighting function are the Galerkin least-squares operator
leading to the GLS method of [15] , and the multiscale operator
This operator is obtained from the variational multiscale method [11] and leads to a method originally referred to as the adjoint or the unusual stabilized Galerkin; see [5, 6] . All three stabilization operators are widely used for steady state problems where their properties are well-documented and understood; see e.g. [5] [6] [7] [12] [13] [15] [16] 19] .
Consider now the time dependent version of (1)
/ð0; xÞ ¼ / 0 ðxÞ in X; ð6Þ
where / 0 is a given initial data. It is generally agreed that time-space elements are the most natural setting to develop stabilized methods for (6) ; see e.g. [19, 22] or [21] . Already in 1984, Johnson et al. [19] argue that the time derivative and the advective term should be combined into a single ''material derivative'', so that a natural extension of (3)- (6) is the time-space SUPG weighting operator
More recently, Hughes et al. [11, 14] demonstrated that stabilized methods for stationary problems can be derived via a variational multiscale framework wherein the solution space is split into resolved and unresolved scales, followed by a defect correction step driven by the residual equation. According to this viewpoint, which has been extended to time-space in [17] , stabilization terms originate from approximation of the solution operator (the Green's function) of the defect equation. Therefore, if the problem is time dependent, consistent application of variational multiscale stabilization calls for time-space elements.
Nevertheless, some of the most effective and popular algorithms for treating time-dependent problems can be defined through a process wherein the spatial and temporal discretizations are separated. Such algorithms are especially well adapted to the cylindrical nature of the time-space domain and they reduce (6) to a system of ordinary differential equations (ODE's) that can be solved by many of the available time integration methods for ODE's. As a result, these algorithms allow reuse of existing spatial finite element frameworks and deploy a time dependent solution method without significant development of new software. Thus, in practice, for several reasons, implicit, fully discrete formulations in which spatial and temporal discretizations are effected separately are in much more common use than are coupled time-space formulations. Additionally, for a large number of computational applications the increased cost in the number of unknowns for coupled time-space formulations is a significant drawback.
As numerical experiences have borne out, separated, fully discrete algorithms are completely adequate for transient calculations carried out for moderate to relatively large time steps. However, in settings that require very fine time resolution, the behavior of such algorithms is not very well understood. Recently, Harari [8, 9] demonstrated that for small time steps the implicit time integration of parabolic problems leads to a singularly perturbed elliptic problem with an onset of local spurious oscillations in the vicinity of thin physical layers. Because for small time steps the fully discrete equation can be viewed as discretization of an elliptic boundary value problem with a dominant reaction term, the remedy suggested in [8] is to apply adjoint stabilization to this spatial problem. This is analogous to the approach of [5] but differs from the gradient Galerkin least squares (GGLS) stabilization advocated in [4] and [18] .
The main focus of this paper is, however, on another potential source of instability that occurs when implicit time integration is coupled with spatial stabilization. This situation arises whenever, in the development of stabilization methods for (6) , one foregoes the time-space setting in favor of the more conventional separated finite difference/finite element approach. After discretization in space one obtains the semidiscrete equation
where w h varies only spatially and e Rð/ h Þ contains the time derivative / h t . We can rewrite (7) as
from where it is clear that the fully discrete equation will be a weighted average of a spatially stabilized Galerkin form for the steady-state problem (1) and a modified mass matrix. The additional ''mass'' term is contributed by the time derivative in the residual of (6) and is needed for phase consistency. In a recent paper, Bradford and Katopodes [1] argue that in conjunction with Crank-Nicolson implicit time integration this term may have an antidissipative and destabilizing effect for small time steps. Their finite difference analysis leads to a sufficient stability condition that requires Courant numbers greater than one and imposes a lower bound on the admissible time steps. In the next section we introduce the fully discrete equations, review the arguments of [1] , repeat some of their numerical experiments, and show that a straightforward finite element stability analysis will lead to essentially the same sufficient stability condition for the finite element method. However, our numerical tests fail to excite a true destabilization in the Petrov-Galerkin method, thus raising questions about the sharpness of the stability estimates. Motivated by this discrepancy between analysis and numerical experiments we pursue a more careful stability analysis of this problem.
Fully discrete spatially stabilized equations
Let T h denote a uniformly regular partition of X into finite elements K. We consider affine families of Lagrangian finite element spaces S 
where
is an augmented inertial form, and
is a spatially stabilized Galerkin form. In this formulation s is the stability parameter, and r takes on the integer values 0, 1 and )1, corresponding to SUPG, MS and GLS, respectively. In what follows we restrict attention to SUPG spatial stabilization (r ¼ 0) and use a definition of s developed in [6] . For the purpose of our study it suffices to consider only advection dominated problems. Therefore, we assume that , b and the grid T h are such that
is the element Peclet number and m is a parameter whose value depends on the inverse constant 4 for T h . In this case,
and if T h is regular, one can show that
for some positive constants s andŝ. In what follows we set p ¼ 2 in (11). The semidiscrete equation (9) is a system of ODE's Ma t ðtÞ þ KaðtÞ ¼ fðtÞ for the unknown coefficient vector aðtÞ ¼ ða 1 ðtÞ; . . . ; a N ðtÞÞ. The matrices M and K are generated in the usual manner from the bilinear forms MðÁ; ÁÞ and G S ðÁ; ÁÞ, respectively and f is a vector whose components are L 2 products of the source term and the nodal shape functions N i . This system may be solved by any of the available ODE solvers. In this paper we use the h-method, also known as the generalized trapezoidal rule. To discretize in time, the interval ð0; T Þ is subdivided into L subintervals ½t
where 0 6 h 6 1 is a real parameter,
and likewise for f h;k . The fully discrete problem (13) is a linear system of algebraic equations
For h ¼ 0 the scheme (14) is the explicit Euler method, h ¼ 1=2 gives the second-order neutrally stable Crank-Nicolson method, and h ¼ 1 gives the first-order accurate implicit Euler rule. In what follows it will be convenient to introduce the bilinear form
that is a weighted average of the inertial form and the spatially stabilized Galerkin form. This form engenders the problem that advances the discrete solution by one time step and will be in the focus of our stability analysis.
The following result holds true; see [5] [6] [7] and [19] .
Preliminary analysis
Consider (6) in 1D and assume that ¼ 0. The discrete equation (14) resulting from the combination of SUPG stabilization in space (r ¼ 0) and Crank-Nicolson implicit integration in time (h ¼ 1=2) is viewed in [1] as a finite difference approximation of the modified equation
where the definition
is employed. For 1D pure advection problems, this choice maximizes the phase accuracy in the semidiscrete equation [20] . The ''streamline'' derivative / xx is contributed by the SUPG stabilization while / xt results from the coupling between / t and the spatial weight function. Assume now that / h is a discontinuous pulse and let respectively, where
is the Courant number. The total modification in (17) is then estimated as
and a conclusion is drawn that for CFL < 1 the term / xt will dominate the streamline derivative, causing destabilization of the Petrov-Galerkin formulation. To avoid the antidissipative effect of this term, it is suggested that the time step should satisfy the stability condition CFL > 1, or
Next, we obtain a formal finite element stability estimate that leads to the same conclusion. This rather disturbing result ostensibly implies that for stability the CFL number should be greater than 1, however, for accuracy in following transient advection we desire to have CFL < 1.
Theorem 2. Assume that , b and T h are such that (10) holds. Then, for r ¼ 0 (SUPG spatial stabilization)
Proof. To prove the theorem we estimate the inertial term MðÁ; ÁÞ and use the available bound (16) for the spatially stabilized component of BðÁ; Á; q; hÞ. Successive use of Cauchy's inequality and the e--inequality give
The theorem now easily follows by combining the last bound with (16) . h
For a pure advection problem with constant advective velocity b and a uniform mesh, (11) respectively, which is not essential to our discussion.
In this case (20) simplifies to
For Crank-Nicolson h ¼ 1=2, and since q ¼ 1=Mt,
As a result, the streamline coefficient will be positive if CFL > 1, i.e., we have obtained the same stability condition as in [1] . Let us now check this stability condition against some numerical experiments.
Following [1] we set b ¼ 0:001 m s À1 , Dx ¼ 0:1, Dt ¼ 1 s, which makes CFL equal to 0.01. Then we compute solutions of the fully discrete equations with and without SUPG stabilization for different final times using Crank-Nicolson and two different sets of initial and boundary data. The first set
is the same as the one used in [1] . However, for the second set we change the initial condition to a square pulse and set homogeneous data on the inflow:
Plots of the Galerkin and SUPG solutions at t ¼ 100 s and t ¼ 500 s are shown in Figs. 1 and 2 . The left plot in Fig. 1 shows that at early times SUPG solution tends to develop stronger undershoot at the base of the advancing discontinuity. The right plot shows that in later times the undershoots of SUPG and Galerkin solutions are about the same. Nevertheless, in both cases the SUPG solution does not appear to be substantially better than the Galerkin one, which lends some credence to the possibility that the extra mass term is destabilizing.
However, the second set of plots presented in Fig. 2 , shows that such a conclusion is unfounded and that each method behaves as advertised: the Galerkin solution quickly develops global spurious oscillations, while SUPG continues to successfully suppress these oscillations, even for very small Courant numbers.
To reconcile the stability criterion (19) with the numerical results shown in Figs. 1 and 2, it is important to recognize that the former is only a sufficient but not a necessary condition for stability. As such, (19) does imply stability when satisfied, but it does not imply instability when not satisfied. In fact, a sufficient condition may turn out to be too pessimistic. Let us show that this is indeed the case for the examples considered so far. The next Theorem sharpens the stability bound (20) for problems where s can be set to the same mesh dependent constant throughout the domain X. 
for all w h 2 S h d;0 .
Proof. As in the proof of Theorem 2 we start by bounding the inertial term MðÁ; ÁÞ. The difference is that now s can be factored out and all element integrals can be collected in a single integral over X:
Consider first the case when > 0. Because b is solenoidal and w h vanishes on C, integration by parts shows that
In either case,
which in combination with (16) proves the theorem. h
Theorem 3 leads to a sharper stability bound because it accounts for the fact that for constant s the additional ''mass'' term is either skew or gives a non-negative contribution regardless of the time step. Therefore, this term cannot be destabilizing because it will either vanish or add, rather than take away stability! Such a conclusion does not contradict the more cautious stability condition (20) , because, again, violation of (20) does not imply instability. However, (20) is too conservative to be of any predictive value for the model problems used in our numerical experiments. The lack of sharpness in this condition is caused by the early use of the Cauchy's inequality in the proof of (20) . This forces an estimate of the extra mass term by the streamline derivative and leads to the subsequent subtraction of beneficial streamline diffusion. Consequently, the proof cannot take advantage of the fact that s is constant and that element integrals can be combined to form a skew term.
While conclusions of Theorem 3 are valid in a specific setting, they indicate a strong possibility that the sufficient stability condition (19) inferred from Theorem 2 may be unduly restrictive even for a variable s. In the next section we develop sharp upper bounds for the additional mass term and show that this is indeed the case. Using these bounds we prove stability of SUPG finite elements for arbitrary CFL numbers.
Stability analysis of fully discrete equations
The bilinear form BðÁ; Á; q; hÞ serves to define the algebraic problem that advances the solution to the next time level. The main goal of this section is to determine whether or not the additional terms engendered by the coupling between the spatial weight function and the time dependent residual can destabilize the time stepping process by destroying the coercivity of BðÁ; Á; q; hÞ. To avoid unnecessary technical details, in addition to (10) we will assume that sðxÞ is constant on each element, that is, for all
In what follows we will consider general advective-diffusive problems and uniformly regular (but not necessarily uniform) partitions T h . The key to proving sharp stability conditions will be to obtain tight bounds for the additional ''mass'' term. For this purpose we begin with a technical lemma that estimates this term for a variable s. 
where C is a positive constant that depends on the diameter of X, the polynomial degree d, the values of b, s and s, but is independent of h.
Proof. We give a detailed proof in two space dimensions. The proof in three dimensions follows by minor modifications. Let K 2 T h be an arbitrary element. Because r Á b ¼ 0 integration by parts gives
On each element w h is a polynomial function of degree at most d, and so, its square is a polynomial of degree at most 2d
with coefficients
w ki w lj ;
that are linear combinations of the products of the nodal coefficients of w h . Because b is divergence free,
As a result, after inserting the polynomial expression for w h À Á 2 into the boundary integral, contribution from the constant term a 00 will vanish so that
Let x P ¼ ðx P ; y P Þ denote one of the vertices of K. Because T h is assumed to be uniformly regular, changing variables according to x ¼x þ x P and y ¼ŷ þ y P ; takes K inside a box ½ÀCh; Ch 2 , where C is a constant that does not depend on the particular element K.
where we have used (25) and that a 10 x P þ a 01 y P þ Á Á Á is a constant. The new coefficientŝ
l ij ðx P ; dÞa k i l j are linear combinations of the old coefficients a kl with factors l ij ðx P ; dÞ that depend only on the polynomial degree and the diameter of X. This gives the intermediate bound
To estimate the terms on the right hand side of (26) we first note that where CðX; dÞ depends only on the diameter of X and the polynomial degree d of the finite element space, but not on mesh parameter h. Because the length of o c K is of order OðhÞ
Therefore, the line integral on the right hand side in (26) contributes terms of order Oðh 2 Þ and higher. To complete the proof we recall the inverse inequality; see [3, 10] The Lemma follows by observing that sðKÞ ¼ OðhÞ. h
This result shows that for solenoidal advection fields the additional mass term contributed by the coupling between the SUPG operator and the finite difference in time can be completely absorbed in the consistent mass matrix. In particular, it will never dominate the streamline diffusion term and the amount of stabilizing streamline diffusion in BðÁ; Á; q; hÞ will not decrease when the time step is reduced. These observations are formalized in the next theorem. 
Proof. Follows immediately from Lemma 1 and (16). h
The main conclusion from this theorem is that streamline upwinding in space can be safely coupled with implicit time stepping. Nevertheless, one should be aware of the fact that reduction in the time step will change the balance between the mass and the stiffness matrices in the discrete equation. For very small time steps BðÁ; Á; q; hÞ will correspond to a discretization of a singularly perturbed problem and the onset of spurious oscillations in the vicinity of thin layers may be expected; see [9] .
Numerical results
In this section we test how well the stability theory developed in Theorem 4 matches with computation. Our main focus is on the behavior of the fully discrete equations for small time steps.
According to Theorem 4 application of SUPG stabilization in space leads to a harmless additional term that can be absorbed in the consistent mass matrix for any Courant number. Therefore, this theorem guarantees computational stability for small time steps with, perhaps, the exception of small localized oscillations in the vicinity of sharp layers. We remind the reader that these are caused by the singularly perturbed nature of the equations as Dt 7 ! 0.
To test the conclusion of Theorem 4 we compare Galerkin and SUPG solutions of (6) in the pure advection limit, 6 i.e., for ¼ 0. Several different time steps are used to provide a representative range of CFL values for each example problem. In all experiments X is the unit square, T h is a uniform triangulation of X into triangles and S h d is the standard Lagrangian space consisting of C 0 piecewise polynomial functions whose restrictions to each element K of T h are quadratic polynomials (d ¼ 2).
We begin by solving all examples on a uniform mesh obtained by subdividing X into 400 squares and then drawing the diagonal in each one of them. This gives a partition containing 800 triangles with a mesh parameter h ¼ 0:05, and a finite element space S h 2 with 1681 degrees of freedom. The space S h 2;0 is defined by setting all nodal degrees of freedom that belong to C À to zero. All matrices and right hand sides are assembled using a quintic (7 point) quadrature rule [2, p. 343].
Then we repeat the experiments using two different non-uniform meshes shown in Fig. 3 and having the same number of elements. Mesh (A) is a smooth deformation of the original uniform mesh. Mesh (B) is obtained by a random perturbation of the nodes in the uniform mesh.
Results from calculations on uniform grids are plotted by using the nodal values of the finite element solution. For non-uniform grids results are plotted by first generating the values of the finite element solution on a 41 · 41 uniform interpolation mesh. Thus, in all plots the axes are labeled by the node number, either with respect to the original uniform grid, or with respect to the uniform grid used to interpolate the finite element solution.
Example 1. The first model problem used in the numerical study is (6) with
The choice of b 1 and the initial and boundary data corresponds to an advection of a cylinder of unit height, radius 0.2, and positioned at x C in a direction skew to the mesh orientation. The homogeneous boundary data is specified on the inflow portion of the boundary This example corresponds to a circular advection of an initial square profile. Note that in this case C À ¼ fx 2 X; x ¼ 0g [ fx 2 X; y ¼ 1 and 0:5 6 x 6 1g [ fx 2 X; y ¼ 0 and 0 6 x 6 0:5g:
The three example problems are discretized in time using the neutrally stable Crank-Nicolson method (h ¼ 0:5Þ and a uniform time step Dt. The inhomogeneous initial condition in Example 3 is approximated by its nodal interpolant out of S h 2 The fully discrete equation (13) Figs. 4, 6 and 8 show contours of the three example solutions at t ¼ 0:5 computed using the four different time steps. Each refinement of the time step leads to a reduction in the CFL number. From these plots it is clear that stability of the SUPG solution does not suffer when the time step is refined. This conclusion is also confirmed by plots of solution profiles along selected x and y coordinate values, presented in Figs. 5, 7 and 9. In all cases we see that the first two time refinement steps improve the accuracy of SUPG solutions, while the last refinement does not lead to a appreciable change in these solutions, i.e., they have converged in time.
The absence of destabilization in the SUPG solutions, as the time step is being refined, can also be verified by inspecting their H 1 seminorm in Tables all three example cases the H 1 seminorm, which measures the amount of oscillation in the solution, does not change as the time step is reduced from D 3 t to the final value D 4 t.
When the uniform grid was substituted by either one of the two non-uniform grids shown in Fig. 3 , Galerkin and SUPG solutions did not change appreciably in their behavior. For this reason, below we limit ourselves to just a few snapshots of the finite element solutions on the non-uniform meshes computed using the finest time step D 4 t. Fig. 10 shows solutions of the three example problems at three different instants in time computed on mesh (A). Fig. 11 shows the same time snapshots but computed using the randomly perturbed mesh (B). In both cases we see that SUPG stabilization performs an exemplary job in suppressing the global spurious oscillations, and that no destabilization is present in the solutions. The absence of destabilization on the two non-uniform grids can also be inferred from the data in Table 4 . We see that H 1 seminorms of solutions computed on the non-uniform grids remain bounded by the seminorm values on the uniform grid. In summary, our results clearly show the expected pollution by global spurious oscillation in the Galerkin solution and their successful suppression by the SUPG stabilization for all time steps considered in this study. Regarding the small localized oscillations in SUPG solutions we recall that SUPG is not monotonicity preserving, and that such oscillations can be expected in the vicinity of discontinuities and internal layers. Therefore, their presence cannot serve as an indication of a destabilization. Moreover, as the data in Tables 1-3 show, smaller time steps do not lead to an increase in the H 1 seminorm of the solutions, i.e., these oscillations remain bounded for small time steps. An application of a discontinuity capturing operator [16] is recommended for a further suppression of these oscillations.
Conclusions
We have considered fully discrete problems obtained by coupling implicit integration in time with spatial advective stabilization. Such formulations serve as an alternative to space-time discretizations and offer many advantages in the algorithmic development.
Our results show that some concerns raised about the possible destabilizing effect of Petrov-Galerkin upwinding in that context, and for small time steps, are unfounded. In fact, application of the streamline upwind stabilization operator in conjunction with implicit time integration can be considered as a safe separated discretization that does not lead to any additional stability restrictions on the Peclet or Courant numbers.
Galerkin least squares and multiscale (adjoint) stabilization cases will be a subject of a forthcoming paper.
In closing, we stress upon the fact that the numerical results presented in this paper are in excellent agreement with the theory and demonstrate that our analytical results are sharp. These results also hold with minor modifications for fully discrete formulation of the advective-diffusive-reactive model. Our conclusions about stability of fully discrete equations are also consistent with an earlier Von-Neumann stability analysis of the semidiscrete SUPG equation carried out in [12] for uniform grids. 
