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Introduzione.
Uno dei risultati piu` importanti della Finanza Matematica e` il cosiddetto
Teorema Fondamentale della valutazione degli attivi (o Asset Pricing): la tesi
del teorema e` che l’impossibilita` di poter fare arbitraggi (N.A.) e l’esistenza
di una misura di probabilita` Q sotto la quale il processo S considerato, da
interpretare come un asset finanziario attualizzato, e` una martingala, sono
fatti sostanzialmente equivalenti.
L’importanza di un risultato simile da un punto di vista economico de-
riva dal fatto che la conoscienza di una probabilita` martingala permette di
fare pricing di derivati con sottostante il processo S semplicemente calcolan-
do valori attesi dei payoff di tali derivati sotto Q. Pertanto, se si riesce a
caratterizzare l’esistenza di un simile strumento con l’assenza di arbitraggi,
condizione che si suppone naturale in un mercato, si e` virtualmente in grado
di fare pricing in ogni situazione.
Come corollario di questo teorema abbiamo il Teorema di Super-Replicazione,
che stabilisce, per un dato attivo aleatorio, l’uguaglianza fra l’estremo su-
periore dei prezzi di non arbitraggio e l’estremo inferiore dei prezzi delle
strategie di copertura.
Nei modelli a tempi finiti (Ω,F ,FNn=0, P ) teorema e corollario sono veri,
senza alcun bisogno della parola “sostanzialmente”, precisando che Q ∼ P ,
come dimostrato inizialmente per Ω finito ed S 1−dimensionale da J. Har-
rison e S. Pliska [7] e poi esteso nel 1990 al caso generale da R. Dalang, A.
Morton e W. Willinger [4].
Il teorema nei modelli a tempi continui (Ω,F ,F0≤t≤T , P ) e` falso, nel senso
che l’implicazione non banale, ovvero la sufficienza della condizione di N.A.,
e` falsa, come si dimostra grazie al controesempio di Stricker [10]. Tuttavia,
esiste una generalizzazione del teorema dovuta a F. Delbaen e W. Schacher-
mayer [6]: mettendo come ipotesi che il processo S sia una semimartingala
limitata si riesce a dimostrare che l’esistenza di una probabilita` martinga-
la equivalente e` caratterizzata dalla condizione no free lunch with vanishing
risk, piu` forte della condizione N.A.
Ogni modello e` imperfetto per definizione, e dunque e` naturale adottare
un punto di vista, dovuto a M.H.A. Davis e D. Hobson [5], che consiste nel
considerare un insieme di derivati assegnati sul medesimo stock, senza alcun
modello, e osservare che ci sono tre situazioni mutualmente esclusive:
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• esistenza di un arbitraggio model-indipendent;
• opportunita` di arbitraggio model-dependent;
• consistenza con assenza di arbitraggio.
Viene fornita una caratterizzazione nel caso di un insieme finito di opzioni
call.
Grazie ad un recente lavoro di W. Schachermayer [1], la prima delle tre
condizioni si riesce a caratterizzare, si puo` dare una versione del Teorema Fon-
damentale dell’Asset Pricing model-indipendent: fissato un insieme di deri-
vati, si definiscono le probabilita` martingale ammissibili e si caratterizza l’esi-
stenza di una di esse con l’assenza di un arbitraggio model-indipendent; inol-
tre si puo` dare una versione model-free del Teorema di Super-Replicazione che
stabilisce che l’estremo superiore dei prezzi di non arbitraggio e` addirittura
un massimo.
Capitolo 1
Modelli di mercato a tempi
finiti.
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2 CAPITOLO 1. MODELLI DI MERCATO A TEMPI FINITI.
1.1 Il mercato (B, S).
Iniziamo a definire cosa intendiamo esattamente con modello M di mercato
a tempi finiti: innanzi tutto fissiamo un insieme di tempi T = {1, 2, . . . , N},
introduciamo poi uno spazio di probabilita` (Ω,F , P ) sul quale consideriamo
una filtrazione (F)Nn=0, tale che F0 = {Ω, ∅} e FN = F .
Su questo spazio consideriamo due tipi di processi: uno stock, ovvero un
processo stocastico reale adattato d−dimensionale S = (Sn)Nn=0 che model-
lizzera` un asset del mercato, per esempio il valore di un’azione nel tempo, e
che fungera` da sottostante per i derivati che considereremo, ed un bond, un
processo stocastico reale adattato B = (Bn)
N
n=0 che modellizzera` uno stock
risk-free, ad esempio un conto corrente bancario su cui maturano interessi.
Questo tipo di mercato, comprendente i soli processi suddetti e nient’al-
tro, verra` denotato come mercato (B, S), o mercato di tipo (B, S).
Se consideriamo i tempi come giornalieri, e supponiamo di conoscere r
il tasso d’interesse giornaliero risk-free, possiamo scegliere Bn = (1 + r)
n.
In vari contesti ci converra` supporre che Bn ≡ 1 ovvero, in termini tecnici,
ragionare per valori attualizzati. Vedremo il significato di questo approccio.
Ulteriori ipotesi relative al mercato in generale saranno necessarie:
(1) perfetta frazionabilita` del mercato: e` possibile commerciare qualsiasi
quantita` sia di stock, sia di bond (sia di eventuali derivati presenti
sul mercato);
(2) possibilita` di fare vendite scoperte (short-sale): e` possibile vendere qual-
cosa che non si possiede, intascando subito il ricavato e consegnando il
bene, sia esso stock o derivato, in un tempo futuro;
(3) assenza di costi di transizione: ogni operazione non prevede ulteriori
costi;
(4) nessuna tassazione: non ci sono tassazioni sulle operazioni; questa con-
dizione puo` essere vista come un sottocaso della precedente, ma e` utile
vederle come diverse in quanto la precedente e` non realistica, mentre
questa e` realistica;
(5) unico tasso risk-free: nel caso in cui Bn = (1+r)
n, la situazione piu` reali-
stica, si suppone che il tasso sia lo stesso per operazioni di finanziamento
e di investimento;
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(6) stock non deperibile: si tratta di una condizione puramente economica,
si traduce nel fatto che lo stock non puo` materialmente sparire.
(7) assenza del rischio di insolvenza: ogni contratto va a buon fine.
Osservazione 1.1. Naturalmente in ogni modello ragionevole lo stock dovra`
soddisfare alcune ulteriori proprieta`, ad esempio:
1. Sn > 0 P -q.o.; (prezzi positivi)
2. La relazione
E[Sn] ≥ E[S0Bn] ∀n. (avversione al rischio) (1.1)
Il caso in cui S produca dei dividendi puo` essere incluso nella teoria
generale mediante un fattore moltiplicativo (1 + q)n, dove q > 0. Nel seguito
supporremo sempre che lo stock non produca dividendi.
Possiamo comprare/vendere i due tipi di stock a piacere, modificando ad
ogni tempo le quantita` che deteniamo.
Definizione 1.1. Definiamo strategia di portafoglio una coppia (Hn, Kn)
N−1
n=0
di processi adattati, rispettivamente d−dimensionale e unodimensionale, a
valori reali.
Virtualmente Kn e Hn rappresentano rispettivamente quanti asset risk-
free e quanti asset con rischio deteniamo fra n e n + 1. Ad ogni tempo
possiamo modificare questi valori usando le conoscenze maturate.
Per denotare il valore dello stock detenuto fra n e n+1 dovremmo scrivere
Hn ·Sn, usando il prodotto scalare. Nel seguito, per semplificare la notazione,
scriveremo semplicemente HnSn.
Ogni strategia si porta dietro in modo naturale il valore di un portafoglio.
Definizione 1.2. Il processo (Vn)
N
n=1, dove Vn := Kn−1Bn−1 + Hn−1Sn−1,
viene detto valore del portafoglio relativo alla strategia (Hn, Kn).
L’eventuale capitale iniziale V0 viene spesso visto come il costo della stra-
tegia, in quanto puo` essere interpretato come il “costo” necessario per fare
la strategia, dalla quale ci si aspetta un risultato. Spesso avremo V0 = 0.
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Esempio 1.1. Un’operazione banale consiste nel finanziamento per l’acqui-
sto di stock: sul mercato e` presente lo stock al prezzo di S0, possiamo scegliere
di indebitarci per comprarlo. La strategia e` (H0, K0) = (1,−S0), il cui valore
del portafoglio associato e` V1 = −S0 + S0 = 0.
Dopo un periodo il valore cambia diventando V2 = −S0(1 + r) + S1. Il
nostro debito e` aumentato al tasso r mentre adesso lo stock vale S1.
Esempio 1.2. Un’altra operazione consiste nella vendita (scoperta) dello
stock a un periodo, la strategia e` (H0, K0) = (−1, S0); dopo un periodo
dobbiamo comprare lo stock per cederlo materialmente, scegliamo (H1, K1) =
(0, S0 − S1/(1 + r)), si ricordi che e` ammissibile che K1 dipenda da S1.
Il valore del portafoglio dopo un periodo e`
V2 = 0 +
(
S0 − S1
(1 + r)
)
(1 + r) = S0(1 + r)− S1,
notiamo che K1 e` stato scelto apposta per coincidere con il valore del porta-
foglio nel caso si proseguisse con la strategia fissata al tempo 0, in altre parole
la strategia (H1, K1) e` attuabile semplicemente usando le risorse impiegate
per (H0, K0), senza alcuna aggiunta.
Le strategie significative sono quelle costruibili semplicemente spostando
denaro da stock a bond e viceversa, senza nessuna aggiunta di risorse; le
strategie che soddisfano questa proprieta` si chiamano autofinanziate.
Definizione 1.3. Definiamo strategia autofinanziata una strategia tale che
KnBn +HnSn = Kn−1Bn +Hn−1Sn ∀n ≥ 1.
Per un processo Xn, denotiamo ∆nX = Xn+1 − Xn; e` spesso utile il
seguente fatto.
Proposizione 1.1. (Hn, Kn) e` autofinanziata se e solo se
∆nV = Kn−1∆n−1B +Hn−1∆n−1S ∀n ≥ 1.
Dimostrazione.
∆nV = Vn+1 − Vn = KnBn +HnSn −Kn−1Bn−1 −Hn−1Sn−1
=︸︷︷︸
ipotesi
Kn−1Bn+Hn−1Sn−Kn−1Bn−1−Hn−1Sn−1 = Kn−1∆n−1B+Hn−1∆n−1S.
Il viceversa e` analogo.
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Osservazione 1.2. Riallacciandoci all’esempio 1.2, abbiamo che effettiva-
mente
V2 − V1 = −S1 + S0(1 + r) = S0(1 + r − 1)− 1(S1 − S0)
= K0∆0B +H0∆0S,
pertanto la strategia di short-sale che abbiamo definito e` autofinanziata.
Introduciamo uno dei concetti piu` importanti della matematica finanzia-
ria, quello di arbitraggio.
Definizione 1.4. Definiamo arbitraggio per un mercato (B, S) una strategia
autofinanziata tale che
Vn ≥ 0 ∀n e ∃n : P (Vn > 0) > 0. (1.2)
Un arbitraggio e` il sogno di ogni investitore. Parlando terra terra, un
arbitraggio e` una strategia che assicura di non perdere, e garantisce la pos-
sibilita` di vincere, qualcosa di molto simile ad una macchina per fare soldi.
Spesso si impone che V0 = 0 e P (VN > 0) > 0, ma in realta` non e` importante
partire da 0, ne´ che la posta positiva con probabilita` non nulla sia proprio
l’ultima.
Osservazione 1.3. La definizione data di arbitraggio dipende fortemente
dal modello, in particolare dai suoi insiemi di misura nulla, ed e` quindi una
sorta di arbitraggio debole, in quanto model-dependent. Esistono arbitraggi
che invece prescindono dal modello, come vedremo.
Esempio 1.3. Ritorniamo all’esempio 1.2, alla luce dell’osservazione 1.2
sappiamo che la strategia in gioco e` autofinanziata.
Dato che V1 = 0, abbiamo un arbitraggio se V2 ≥ 0 e P (V2 > 0) > 0.
La suddetta condizione implica E[S0B1] > E[S1]. Questo significa che
per ogni modello che vuole garantire assenza di arbitraggi dovra` valere la
condizione (1.1).
Esempio 1.4 (Modello binomiale uniperiodale). Consideriamo il modello a
un periodo costituito da uno spazio di probabilita` (Ω,F , P ) con S0 ∈ R+ ed
Ω := {a, b},F := P(Ω), con 0 < a < b, P (a) := p, P (b) := 1− p,
S1(ω) :=
{
aS0 se ω = a
bS0 se ω = b
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Scegliamo come bond quello naturale B0 = 1, B1 = (1 + r), con r > 0
tasso risk-free.
Supponiamo che 1+r ≤ a, un’ipotesi che si traduce nel fatto che l’asset in
questione e` sempre piu` conveniente di un investimento senza rischio, vogliamo
dimostrare che allora esiste un arbitraggio.
Prendiamo la strategia (H0, K0) = (−S0, 1), corrispondente al finanzia-
mento per aquisto di un asset, essa e` un arbitraggio in quanto
V1 = −S0 + S0 = 0,
V2 = −S0(1 + r) + S1 ≥ 0, e > 0 in almeno uno stato.
Naturalmente e` possibile costruire infiniti arbitraggi (−tS0, t), t ∈ R+.
Osserviamo che la suddetta assunzione non e` in contrasto con il fatto che
E[S1] ≥ E[S0B1], eppure e` foriera di arbitraggi.
Si puo` facilmente dimostrare che in questo modello non ci sono arbirtaggi
se e solo se a < 1 + r < b.
Osservazione 1.4. Notiamo come questi arbitraggi sono rigidamente model
dependent, non solo a livello di strategia ma anche perche´ mettono in gioco
la legge di S1. Nell’esempio 1.4, nel caso in cui V2 > 0 in ogni caso, cioe` per
1 + r < a, questo secondo tipo di dipendenza dal modello viene meno, ma
rimane quello a livello di strategia.
In matematica finanziaria due capitali identici in due tempi diversi non
hanno lo stesso valore. Riportare il valore dei capitali futuri al presente al
fine di poterli confrontare si chiama attualizzazione.
Supponiamo di essere al tempo 0, non sappiamo quanto sara` Sn, ma alle
condizioni attuali Sn e` ragionevolmente nient’altro che la capitalizzazione
risk free di S0 per n periodi, in altre parole e` ragionevole supporre che, al
tempo 0, S0Bn = Sn(ω), laddove ω e` l’evento futuro incognito . Definiamo
dunque i prezzi attualizzati di stock e bond in questo modo:
S˜n :=
Sn
Bn
B˜n := 1 V˜n :=
Vn
Bn
, (1.3)
Spesso sara` utile considerare i prezzi attualizzati, condizione matemati-
camente equivalente a Bn = 1, giacche´ tali prezzi permettono di ignorare il
termine Kn nelle strategie autofinanziate.
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Osservazione 1.5. L’attualizzazione ha anche altri vantaggi: se supponiamo
di poter effettuare contratti di tipo forward, si tratta di un accordo fra le
parti che permette di stabilire adesso il prezzo per la compravendita dello
stock nel futuro, si puo` dimostrare che in un mercato (B, S) senza arbitraggi
l’unico prezzo forward possibile al tempo 0 per comprare/vendere un’unita`
di stock al tempo n e`
Fn = S0Bn,
di conseguenza se lavoriamo con prezzi attualizzati deve valere Fn = S0
n = 0, . . . , N , in altre parole sotto tale ipotesi possiamo ignorare la struttura
forward dello stock.
Osservazione 1.6. Scrivendo la condizione di autofinanziamento per prezzi
attualizzati abbiamo
Kn +HnS˜n = Kn−1 +Hn−1S˜n ⇔ ∆nV˜ = Hn∆nS˜ ∀n ≥ 0. (1.4)
Abbiamo fatto sparire Kn.
Proposizione 1.2. Assegnato V0, sia (Hn)
N−1
n=0 un processo adattato, allora
esiste uno ed un solo processo adattato (Kn)
N−1
n=0 tale che la strategia (Hn, Kn)
sia autofinanziata.
Dimostrazione. Per ogni n ≥ 0 deve valere
Kn +HnS˜n = V˜n+1 = V0 +
n∑
j=0
∆jV˜ =︸︷︷︸
1.4
V0 +
n∑
j=0
Hj∆jS˜,
questo ci permette di definire Kn
Kn := V0 +
n∑
j=0
Hj∆jS˜ −HnS˜n.
In questo modo Kn e` effettivamente adattato.
Osservazione 1.7. La condizione di arbitraggio tradotta in termini attua-
lizzati non cambia: se (Hn, Kn) e` un arbitraggio, ovvero Vn ≥ 0 ∀n e ∃n :
P (Vn > 0) > 0, allora
V˜n ≥ 0 ∀n e ∃n : P (V˜n > 0) > 0.
8 CAPITOLO 1. MODELLI DI MERCATO A TEMPI FINITI.
1.2 Teorema Fondamentale dell’Asset Pricing.
Andiamo adesso ad indagare su quali sono le condizioni, per un generico
modello M a tempi finiti, per potere garantire l’assenza di arbitraggi.
Per comodita`, abbrevieremo assenza di arbitraggi con la sigla N.A.
Teorema 1.1 (Fondamentale dell’Asset Pricing). In un modelloM = (Ω,F ,FNn=0, P )
di mercato (B, S) a tempi finiti sono equivalenti:
(i) N.A.;
(ii) esiste una probabilita` Q ∼ P tale che il processo (S˜n)Nn=0 e` una martin-
gala sotto Q, ovvero
EQ[S˜n+1|Fn] = S˜n ∀n = 0, . . . , N − 1,
inoltre si puo` scegliere dQ
dP
∈ L∞.
Ua probabilita` Q come nel punto (ii) viene spesso indicata come pro-
babilita` martingala equivalente, senza specificare che stiamo considerando il
processo S˜.
Osservazione 1.8. La probabilita` Q del punto (ii) ha la proprieta` di rendere
neutrale al rischio una qualsiasi posizione sullo stock, infatti
EQ[S˜n] = E
Q[S0] ∀n = 1, . . . , N
ovvero
EQ[Sn] = E
Q[S0Bn] ∀n = 1, . . . , N
pertanto la Q viene anche chiamata probabilita` risk-neutral.
Iniziamo con il dimostrare che l’esistenza di una probabilita` risk-neutral
implica l’assenza di arbitraggi.
Dimostrazione. (ii)⇒(i)
Supponiamo per assurdo che (Hn, Kn) sia un arbitraggio.
Per prima cosa, passiamo a P˜ ∼ P tale che Hn, S˜n ∈ L2(P˜ ) ∀n.
Supponiamo che esista Q ∼ P (∼ P˜ ) con densita` dQ
dP
∈ L∞, in modo tale
da garantire che Hn, S˜n ∈ L2(Q).
Vediamo che il processo V˜ = (V˜n)
N
n=1 e` ancora una martingala sotto Q.
Ci basta dimostrare che
EQ[∆nV˜ |Fn] = 0 ∀n ≥ 0,
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ci si arriva subito osservando che
EQ[∆nV˜ |Fn] = EQ[Hn∆nS˜n|Fn] = HnEQ[∆nS˜n|Fn] = 0.
Essendo V˜ una Q−martingala, dev’essere
EQ[V˜n] = E
Q[V0] = 0 ∀n,
ma sappiamo che esiste n per cui V˜n > 0 su un insieme non trascurabile.
Siamo giunti ad un assurdo.
La dimostrazione dell’altra implicazione richiede la premessa alcuni risul-
tati di analisi funzionale.
Se abbiamo una strategia (Hn, Kn)
N−1
n=0 in un mercato (B, S) a costo zero,
ovvero si suppone V0 = 0, si ha che il nostro guadagno finale, ossia il valore
finale del portafoglio associato alla strategia, e` la variabile aleatoria
(H.S)N :=
N−1∑
n=0
Hn(Sn+1 − Sn) +Kn(Bn+1 −Bn)
=
N−1∑
n=0
Hn∆nS +Kn∆nB = VN .
Per le strategie di costo V0 vale la formula (H.S)N = VN − V0.
Usiamo questa notazione perche´ mette in luce il processo H.
Se la strategia in questione e` autofinanziata, la suddetta formula diventa
(H.S˜)N :=
N−1∑
n=0
Hn∆nS˜ = V˜N .
Una nota sulla notazione: nel futuro, quando considereremo strategie au-
tofinanziate, chiameremo “strategia” la sola componenteH, dato che alla luce
della proposizione 1.2 il pezzo della strategia relativo al bond e` univocamente
determinato.
Chiamiamo
C :=
{
(H.S˜)N : H strategia autofinanziata
}
l’insieme dei valori finali attualizzati delle strategie a costo zero.
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Proposizione 1.3. Sia Q una probabilita`. Un processo S ∈ L1(Q) e` una
Q−martingala se e solo se
EQ[(H.S)N ] = 0,
per ogni H strategia autofinanziata limitata.
Dimostrazione. Se Q e` una martingala, usiamo un trucchetto classico con le
speranze condizionali.
EQ[(H.S)N ] =
N−1∑
n=0
EQ[Hn(Sn+1 − Sn)] =
N−1∑
n=0
EQ[EQ[Hn(Sn+1 − Sn)|Fn]]
=
N−1∑
n=0
EQ[HnE
Q[(Sn+1 − Sn)|Fn]︸ ︷︷ ︸
=0
] = 0.
Per il viceversa, dobbiamo dimostrare che EQ[∆nS|Fn] = 0, ci basta
dimostrare che EQ[1A∆nS] = 0 per A ∈ Fn.
Fissiamo n, j tale che 1 ≤ j ≤ d e A ∈ Fn, e sia
H im :=
{
IA se i = j,m = n
0 altrimenti
abbiamo che effettivamente 0 = EQ[(H.S)N ] = E
Q[1A∆nS].
Sia L0 = L0(Ω,F , P ) lo spazio di tutte le variabili aleatorie munito della
convergenza in probabilita`, sia L0+ il sottospazio delle variabili aleatorie a
valori positivi, e sia L0− quello delle variabili aleatorie a valori negativi.
Consideriamo il seguente insieme
C − L0+ =
{
X : ∃H strategia autofinanziata t.c. X ≤ (H.S˜)N
}
. (1.5)
vedremo che questo e` l’insieme degli attivi aleatori copribili a costo 0,
daremo in seguito la nozione di copertura.
Osservazione 1.9. La condizione di assenza di arbitraggio si puo` riformulare
nei seguenti due modi equivalenti:
• C ∩ L0+ = ∅;
• (C − L0+) ∩ L0+ = ∅.
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La seconda condizione, apparentemente strana, ci sara` utile.
Abbiamo bisogno del seguente risultato.
Proposizione 1.4. Sia C come sopra, allora
1. C e` chiuso in L0;
2. Se vale N.A. allora C − L0+ e` chiuso in L0.
Per poter dimostrare il suddetto risultato necessitiamo di un paio di lemmi
preliminari.
Lemma 1.1. Sia (Yn)n≥0 una successione di v.a. reali tali che, per ogni ω
Y (ω) := lim inf
n→∞
Yn(ω) ∈ R,
allora esiste una successione convergente di v.a. reali (Y˜n)n≥0 tale che, per q.
o. ω fissato, (Y˜k(ω))k≥0 sia una sottosuccessione di (Yn(ω))n≥0.
Dimostrazione. Definiamo ricorsivamente le funzioni a valori interi
τk(ω) := inf
{
n > τk−1(ω) : |Yn(ω)− Y (ω)| ≤ 1
k
}
.
E’ facile vedere che τk e` misurabile, che posto
Y˜k(ω) := Yτk(ω)(ω),
la variabile aleatoria Y˜k e` misurabile, e che Y˜k(ω)→ Y (ω).
A noi interessera` che questo lemma sia vero anche per variabili aleatorie
in Rd, prendiamo una v.a. Y a valori in Rd e chiamiamo ‖Y ‖ la norma in
Rd.
Lemma 1.2. Sia (Yn)n≥0 una successione di v.a. in Rd tali che, per ogni ω
Y (ω) := lim inf
n→∞
‖Yn(ω)‖ ∈ R,
allora esiste una successione convergente di v.a. (Y˜n)n≥0 in Rd tale che, per
q. o. ω fissato, (Y˜k(ω))k≥0 sia una sottosuccessione di (Yn(ω))n≥0.
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Dimostrazione. In modo simile al lemma precedente, si comincia con il defi-
nire ricorsivamente
τk(ω) := inf
{
n > τk−1(ω) : |‖Yn(ω)‖ − Y (ω)| ≤ 1
k
}
,
ottenendo una successione Yτk limitata in Rd. Si applica poi il ragionamento
del lemma precedente alla successione cos`ı ottenuta in modo da far convergere
la prima componente, quindi la seconda, ecc . . .
Dimostrazione. 1. Supponiamo cheN = 1 (ma non che F0 sia la σ−algebra
banale).
ChiamiamoX = ∆.S˜0, si tratta di provare che seHn sono F0−misurabili
a valori in Rd e HnX → Y in probabilita` allora esiste H F0−misurabile
a valori in Rd tale che Y = HX.
Si puo` supporre, a meno di passare ad una sottosuccessione, che la
convergenza sia quasi certa.
Dimostreremo la tesi per induzione su d.
Per d = 1 la prova e` facile: consideriamo una partizione Ω = Ω1 ∪ Ω2
di elementi di F0, dove
Ω1 := {ω : lim inf
n→∞
Hn(ω) ∈ R},
Ω2 := {ω : lim inf
n→∞
Hn(ω) = ±∞},
notiamo che {X 6= 0} ⊆ Ω1.
Con il procedimento del lemma 3.1, sull’insieme Ω1 si puo` ottenere
una successione H˜n → H ( F0−misurabile) e su Ω2 possiamo definire
H(ω) = 0 ad esempio, cos`ı da ottenere il risultato.
Passiamo ora al caso d−dimensionale, definiamo stavolta
Ω1 := {ω : lim inf
n→∞
‖Hn(ω)‖ ∈ R}.
Se P (Ω1) = 1 si procede con il lemma 1.2 e la dimostrazione e` completa.
In caso contrario, sia Ω2 l’insieme non trascurabile
Ω2 := {ω : Hn(ω) = +∞},
e definiamo su questo insieme Gn :=
Hn
‖Hn‖ , notiamo che GnX → 0.
Con il procedimento del lemma 1.2 otteniamo G˜n → G˜ e quindi G˜X =
0, notiamo pero` che ‖G˜‖ = 1. Possiamo cos`ı effettuare una partizione
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su Ω2 in insiemi non trascurabili Ω2,i tali che su Ω2,i la componente
i−esima di G˜, denotata G˜i, sia diversa da 0.
Definiamo sull’insieme Ω2,i
Hn := Hn −
(
H i
G˜i
)
G˜
e notiamo che su Ω2,i vale HX = HX: ma su questo insieme H
i
n = 0
e quindi ci riduciamo di una dimensione. Con un numero finito di
passaggi si ottiene il risultato.
Occorre ora passare ad un generico N , supponendo che sia vera la tesi
per N − 1.
Si tratta di provare che se
N−1∑
k=0
Hn,k∆kS˜ → Y,
si puo` scegliere
Y =
N−1∑
k=0
Hk∆kS˜.
Con lo stesso ragionamento di cui sopra si puo` far coincidere il primo
termine con Hn,0∆0S˜, e cio` ci riduce quindi a N−1, dove l’affermazione
e` vera per l’ipotesi induttiva.
2. Limitiamoci al caso in cui N = 1.
Indicando di nuovo X = ∆.S˜0, si tratta di provare che se HnX −Yn →
Z, con Yn ≤ 0, esistonoH F0−misurabile e Y ≤ 0 tali cheHX−Y = Z.
Di nuovo consideriamo
Ω1 := {ω : lim inf
n→∞
Hn(ω) ∈ R},
e se P (Ω1) = 1 si procede considerando H˜n convergente.
Se invece P (Ω1) < 1, consideriamo Ω2 := Ω
c
1, le variabili
Gn :=
Hn
‖Hn‖ ,
Yn
‖Hn‖ ,
si puo` ottenere una successione G˜n convergente a G˜ e tale che
G˜X − Y˜n‖H˜n‖
→ 0.
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Poiche´ G˜nX → G˜X, segue che Y˜n‖H˜n‖ e` limitata, applicando di nuovo il
procedimento si puo` fare in modo che Y˜n‖H˜n‖ converga a W .
Si ha cos`ı G˜X − W = 0, ma W e` a valori positivi e per l’ipotesi di
non arbitraggio (che finalmente viene fuori) necessariamente W = 0,
ovvero G˜X = 0.
Per il caso generale si procede come nella dimostrazione precedente.
Fissiamo ora una probabilita` P tale che S˜n sia integrabile per ogni n, e
definiamo
K := (C − L0+) ∩ L1, (1.6)
che e` un chiuso in L1, in quanto immagine inversa di un chiuso mediante
l’immersione continua L1 ↪→ L0.
Non e` difficile vedere che K e` un cono convesso chiuso contenente L1−.
Mettiamo in luce queste proprieta` perche´ abbiamo bisogno di usare il se-
guente teorema.
Teorema 1.2 (Kreps-Yan). Sia K un cono convesso chiuso di L1, contenente
L1−, e tale che K ∩ L1+ = ∅, allora esiste Z ∈ L∞ strettamente positiva q.o.
tale che si abbia
E[ZY ] ≤ 0 ∀Y ∈ K.
Dimostrazione. Prendiamo A ∈ F tale che P (A) > 0.
Per il teorema A.1 possiamo separare {1A} e K. Ricordando che (L1)∗ =
L∞, esistono α ∈ R e ZA ∈ L∞ tali che
E[ZAY ] < α < E[ZA1A] ∀Y ∈ K.
Poiche´ K e` un cono, si deve avere E[ZAY ] ≤ 0 ∀Y ∈ K, e quindi
E[ZA1A] > 0.
Dato che K ⊇ L1−, si deve avere che ZA ≥ 0 q.o., infatti se P (ZA <
0) > 0, preso B := {ZA < 0}, dovremmo avere che E[ZA(−1B)] > 0, in
contraddizione con quanto visto.
Inoltre poiche´ E[ZA1A] > 0, ZA e` strettamente positiva su un sottoinsieme
BA non trascurabile di A, cioe` BA := A ∩ {ZA > 0} e` non trascurabile.
Consideriamo allora l’unione essenziale dei BA, per A non trascurabile,
che si puo` scrivere come unione numerabile BA1 ∪BA2 ∪BA3 . . .
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Abbiamo che
Ω =
⋃
k∈N
BAk ,
e quindi la variabile aleatoria
Z :=
∑
k∈N
1
2k
ZAk
‖ZAk‖∞
soddisfa la tesi.
Siamo pronti per dimostrare l’altra implicazione del teorema 1.1.
Dimostrazione. (i)⇒(ii) EssendoK definito dalla (1.6) un cono convesso chiu-
so di L1, contenente L1−, e tale che K ∩ L1+ = ∅, possiamo usare il teorema
1.2 per garantire l’esistenza di una variabile Z con le suddette proprieta`.
Possiamo supporre che E[Z] = 1, altrimenti consideriamo Z
E[Z]
al posto
di Z, e definire Q := Z.P .
Preso (H.S˜)N , con H limitato, abbiamo E
Q[(H.S˜)N ] = E[Z(H.S˜)N ] ≤ 0.
Dato che lo spazio
V :=
{
(H.S˜)N : H strategia autofinanziata limitata
}
e` uno spazio vettoriale, abbiamo che in realta` EQ[(H.S˜)N ] = 0 per ogni
(H.S˜)N ∈ V , e possiamo dunque concludere che Q e` una probabilita` martin-
gala in virtu` della proposizione 1.3.
Esempio 1.5. Sulla scia dell’esempio 1.4, consideriamo il modello binomiale
a un periodo. Abbiamo uno spazio di probabilita` (Ω,F , P ) con S0 ∈ R+ ed
Ω := {a, b},F := P(Ω), con 0 < a < b, P (a) := p, P (b) := 1− p,
S1(ω) :=
{
aS0 se ω = a
bS0 se ω = b
Scegliamo come bond quello naturale B0 = 1, B1 = (1 + r), con r > 0
tasso risk-free.
Abbiamo detto che si puo` facilmente dimostrare che in questo modello
non ci sono arbirtaggi se e solo se a < 1 + r < b.
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Supponiamo che sia vera la relazione e scriviamo 1+r come combinazione
convessa di a e b
1 + r = qb+ (1− q)a,
da cui q = 1+r−a
b−a , e vediamo che sotto la probabilita` Q data da
Q(ω) :=
{
q se ω = b
1− q se ω = a
abbiamo
EQ[S1] = bS0q + aS0(1− q) = S0(1 + r),
di conseguenza Q e` una probabilita` risk-neutral equivalente a P e dunque,
alla luce del teorema 1.1, se a < 1 + r < b abbiamo N.A.
1.3 Teorema di Super-Replicazione.
Finora ci siamo occupati di mercati che prevedessero un solo oggetto di tipo
aleatorio, lo stock, adesso allarghiamo il nostro mondo includendo ulteriori
strumenti aleatori che sono funzioni dello stock.
Per semplicita`, supponiamo che il processo S = (Sn)
N
n=0 sia realizzabile in
questo modo: si prende Ω = RN+ , insieme ai boreliani, e si impone Sn(x) :=
xn.
In altre parole stiamo supponendo che il processo S sia unodimensionale,
ma generalizzare quanto segue al caso in cui S sia d−dimensionale non pone
problemi.
Definizione 1.5. Definiamo derivato con sottostante S = (Sn)
N
n=0 il processo
ϕ(S), dove ϕ : RN+ → R e` una funzione continua detta payoff del derivato.
Esempio 1.6 (opzioni call e put). Fra i piu` diffusi strumenti derivati abbiamo
le opzioni: si tratta di contratti che garantiscono il diritto a comprare (o
vendere) una certa quantita` di sottostante ad una certa data futura, detta
maturity, per un certo prezzo, detto strike. Ogni opzione ha un costo iniziale,
detto premio. Le opzioni che permettono di comprare si chiamano call, quelle
che permettono di vendere put, saranno denotate rispettivamente con C e P .
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Consideriamo una call con sottostante S, strike K e maturity T . Se
acquistiamo la call al tempo 0 < T , abbiamo che il nostro guadagno al
tempo T e`
(ST −K)+,
infatti una call viene esercitata solo se ST > K, in gergo si dice che la call
termina in-the-money: solo in tal caso e` conveniente acquistare ST al prezzo
K per rivenderlo subito al suo prezzo di mercato; in caso contrario, se ST ≤ 0,
la call non vale nulla. Se ST < 0 si dice che la call termina out-of-money, nel
caso dell’uguale si dice che termina at-the-money. Il payoff di una call con le
suddette caratteristiche e`
ϕ(x) = (xT −K)+,
da notare che in realta` dipende solo da ST e non dall’intero processo.
L’eventuale guadagno al tempo T non deve farci dimenticare che, avendo
acquistato la call, abbiamo avuto un costo iniziale. Il prezzo di una call C
verra` indicato con c, quello di una put P con p.
Il caso della put e` analogo: se abbiamo una put con medesime caratteri-
stiche della suddetta call allora il nostro guadagno al tempo T e`
(K − ST )+,
in questo caso se ST < K si dice che la put termina in-the-money, la ter-
minologia e` simmetrica. Il payoff di una put con le suddette caratteristiche
e`
ϕ(x) = (K − xT )+.
Osservazione 1.10. Una call, cos`ı come una put, puo` essere sia venduta che
acquistata. Prendiamo il caso che si venda una call C, in tal caso il nostro
payoff diventa
ϕ˜(x) = −ϕ(x) = −(xT −K)+.
Abbiamo ϕ˜(x) ≤ 0, ma ricordiamoci che c’e` anche il prezzo iniziale di vendita
c che abbiamo incassato.
Esempio 1.7 (forward). Anche i contratti di tipo forward descritti nell’os-
servazione 1.5 sono derivati.
Il payoff di un forward che permette l’acquisto di un’unita` di stock al
tempo N al prezzo K e` semplicemente ϕ(x) = xN −K.
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In questo caso non c’e` alcun costo/guadagno iniziale, ma non e` prevista
alcuna scelta se esercitare o meno il contratto.
Questo tipo di contratti sono presenti sul mercato reale, anche nella
versione maggiormente regolamentata con il nome di futures.
Gli esempi di derivati mostrati finora sono tutti di derivati di tipo europeo,
ovvero il cui payoff dipende solo dal valore dello stock in un dato tempo, e non
dal path completo. Nulla impedisce che il payoff dipenda da tutti gli stati
dello stock, ed infatti esistono altri tipi di derivati, come le opzioni di tipo
americano, analoghe alle opzioni europee ma esercitabili in ogni momento
prima della maturity, oppure derivati esotici come le lookback call, il cui
payoff e`
ϕ(x) =
(
xN −min
n≤N
xn
)+
.
Il nostro problema e` questo: abbiamo un modello di mercato (B, S) senza
arbitraggi, vogliamo introdurre nel mercato un derivato ϕ(S), ci chiediamo:
(i) esiste un prezzo per ϕ(S) in modo tale che il nuovo mercato sia ancora
libero da arbitaggi?
(ii) se la risposta alla domanda precedente e` affermativa, e` unico?
Vedremo che le risposta alla prima domanda e` affermativa nel caso in
cui il derivato in questione sia replicabile, mentre la risposta alla seconda
domanda e` affermativa se e solo se il mercato e` completo, andiamo a definire
questi concetti.
Definizione 1.6. Una variabile aleatoria X reale si dice replicabile se esiste
una strategia autofinanziata tale che
VN = X,
la strategia viene detta replicante. Si parla di strategia di super-replicazione
(o copertura) nel caso in cui
VN ≥ X.
A noi interessera` quasi sempre il caso in cui l’attivo aleatorio X e` un
derivato, ovvero X = ϕ(S).
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Consideriamo gli insiemi definiti dalle relazioni 1.5 e 1.6, alla luce del-
le nostre definizioni possiamo interpretare C − L0+ come l’insieme degli at-
tivi aleatori copribili a costo zero e K come l’insieme degli attivi aleatori
integrabili copribili a costo zero.
Definizione 1.7. Dato un derivato ϕ(S) integrabile si definisce sistema di
prezzi equi (o di non arbitraggio) il processo adattato p = {pn}Nn=0 tale che
pN = ϕ(S) e tale che introducendo sul mercato un nuovo stock p si ha che il
mercato allargato non da luogo ad arbitraggi.
Teorema 1.3. Sia ϕ(S) un derivato replicabile in un modello M di mercato
(B, S) privo di arbitraggi, allora ammette un sistema di prezzi equi
pn := BnE
Q
[
ϕ˜(S)|Fn
]
,
dove Q ∈MP .
Dimostrazione. Questo teorema e` un corollario di 1.1; sappiamo cheMP 6= ∅,
dunque ∃ Q ∈MP .
Sia (Vn)
N
n=1 il valore del portafoglio associato ad una strategia replicante
di ϕ(S), deve valere
V˜n = E
Q
[
V˜N |Fn
]
= EQ
[
ϕ˜(S)|Fn
]
.
Osservazione 1.11. Questo teorema ci dice che i derivati presenti sul mer-
cato al tempo iniziale non possono avere qualsiasi costo, i prezzi equi (iniziali)
sono quelli che rispettano
p = EQ
[
ϕ˜(S)
]
= EQ
[
ϕ(S)
BN
]
,
con Q ∈MP .
In questa relazione il modello interviene indirettamente con la probabilita`
Q, che ricordiamo dev’essere una probabilita` martingala equivalente a P .
Proposizione 1.5. Nell’ipotesi che valga N.A. l’insieme
Aϕ :=
{
EQ
[
ϕ(S)
BN
]
: Q ∈MP
}
,
dei possibili prezzi equi di un derivato ϕ(S) e` un intervallo aperto di R.
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Dimostrazione. Quello che dimostriamo e` il seguente fatto: sia X un attivo
non replicabile, e sia p := EQ
[
X
BN
]
un prezzo equo iniziale, allora esiste
Q∗ ∈MP tale che EQ∗
[
X
BN
]
> p.
L’insieme delle variabili aleatorie replicabili puo` essere rappresentato co-
me l’insieme C + R.1, dove
C :=
{
(H.S˜)N : H strategia autofinanziata
}
.
Si consideri lo spazio vettoriale chiuso
V := (C + R.1) ∩ L1(Q).
Dato che per ipotesi X non e` replicabile, usando A.1 si puo` garantire che
esiste Z ∈ L∞ tale che
EQ[ZV ] = 0 ∀V ∈ V ,
EQ[ZX] = 1.
Dato che in V ci sono le costanti, deve valere EQ[Z] = 0.
Consideriamo allora la probabilita` Q∗ definita cos`ı
Q∗ :=
(
1 +
Z
2‖Z‖∞
)
.Q,
in modo tale che Q 6= Q∗, dato che EQ∗ [Z] 6= 0, ma Q ∼ Q∗.
Per costruzione
EQ
∗
[
VN
BN
]
> p,
inoltre Q∗ e` effettivamente una probabilita` martingala perche`
EQ
∗
[V ] = EQ
[
V +
V Z
2‖Z‖∞
]
= EQ[V ] +
1
2‖Z‖∞ E[ZV ]︸ ︷︷ ︸
=0
= EQ[V ]
per ogni V ∈ V , e dunque usando la proposizione 1.3 abbiamo che EQ∗ [V ] =
EQ[V ] = 0, per ogni V ∈ V , e quindi Q∗ e` una martingala.
Possiamo dimostrare l’altro teorema fondamentale della finanza matema-
tica.
Definizione 1.8. Un (modello di) mercato si dice completo se ogni attivo
aleatorio e` replicabile.
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Teorema 1.4 (Secondo Teorema Fondamentale dell’Asset Pricing). Dato un
mercato (B, S) privo di arbitraggi, sono equivalenti:
(i) il mercato e` completo;
(ii) |MP | = 1.
Dimostrazione. L’implicazione (i) ⇒ (ii) si fa per assurdo: se esistessero
due probabilita` risk-neutral, allora preso X replicabile si avrebbe l’esistenza
di una strategia replicante, e quindi detto (Vn)
N
n=1 il valore del portafoglio
associato a tale strategia si deve avere
V0 = E[V0] = E
Q[V˜N ] = E
Q[X˜] = EQ
∗
[X˜],
ma dato che questo dovrebbe valere per ogni attivo aleatorio X, avremmo
che Q = Q∗.
Per quanto riguarda la freccia (ii) ⇒ (i), l’esistenza di almeno una pro-
babilita` martingala equivalente e` garantita dall’ipotesi di N.A. alla luce del
teorema 1.1, se esistesse per assurdo un attivo non replicabile, allora per la
proposizione 1.5 avremmo un’altra probabilita` martingala.
Osservazione 1.12. In un mercato privo di arbitraggi, assegnato un derivato
ϕ(S), si ha che l’insieme Aϕ dei prezzi equi iniziali e` costituito da un solo
punto (in tal caso il derivato e` replicabile) oppure e` un intervallo aperto di
prezzi di non arbitraggio.
Andiamo adesso ad analizzare, nel caso in cui Aϕ e` un intervallo aperto,
qual e` il minimo prezzo necessario per replicare il derivato ϕ(S).
Definizione 1.9. Dati due spazi E,E∗ in dualita` e preso un cono A ⊆ E,
si chiama cono polare
A◦ := {x′ ∈ E∗ : < x, x′ >≤ 0 ∀x ∈ A},
in modo analogo si definisce
A◦◦ := {x ∈ E : < x, x′ >≤ 0 ∀x ∈ A◦}.
Teorema 1.5 (Bipolare). Dati due spazi E,E∗ in dualita`, allora
A◦◦ = CA
dove CA denota l’inviluppo convesso chiuso di A.
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Dimostrazione. La dimostrazione e` facile, e` evidente che A◦◦ e` convesso e
chiuso. Chiamiamo CA l’inviluppo convesso chiuso di A e sia y che non
appartiene a CA: esiste x′ ∈ E∗ ed α ∈ R tali che
< x, x′ >≤ α ≤< y, x′ > ∀x ∈ A.
Essendo A un cono, vale < x, x′ >≤ 0 per ogni x ∈ A, cioe` x′ ∈ A◦, e quindi
y /∈ A◦◦.
Teorema 1.6 (Super-Replicazione). Sia φ(S) un derivato in un modello M
di mercato (B, S). Allora
pM(φ) := sup
Q∈MP
{
EQ
[
φ˜(S)
]}
= inf
{
d : ∃H tali che d+ (H.S˜)N ≥ φ˜(S)
}
=: pR(φ).
Dimostrazione. Prendiamo l’insiemeK definito dalla relazione (1.6), ricordia-
mo che e` l’insieme dei valori finali attualizzati degli attivi integrabili copribili
a costo zero, abbiamo che K◦◦ = K usando il teorema 1.5. Se Z ∈ K◦ e` facile
vedere che e` a valori positivi e (a meno di una costante moltiplicativa) e` una
densita` di probabilita`.
Se Q = Z.P si verifica che Q e` una probabilita` martingala, pero` in
generale non e` vero che Q ∼ P , ma soltanto che Q << P .
Definiamo
MeP := {Q : e` probabilita` martingala, Q << P},
non e` difficile vedere che MeP e` denso in MP rispetto alla topologia debole∗
σ(L∞, L1).
Dunque
Y ∈ K ⇔ EQ[Y˜ ] ≤ 0 ∀Q ∈MeP .
In generale, Y e` copribile a costo d se
sup
Q∈MeP
{
EQ
[
Y
BN
]}
≤ d.
Questa relazione ci dice tutto, infatti, se Y = φ(S), abbiamo subito pM(φ) ≤
pR(φ), ma soprattutto possiamo dimostrare che vale effettivamente l’ugua-
glianza: non e` possibile che il minimo prezzo di copertura sia maggiore del
sup.
Prendiamo il caso in cui
sup
Q∈MeP
EQ
[
φ˜(S)
]
≤ 0,
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ovvero
EQ
[
φ˜(S)
]
≤ 0 ∀Q ∈MeP ,
questa relazione implica che φ˜(S) ∈ K◦◦, pero` grazie al teorema 1.5 abbiamo
che K◦◦ = K, quindi φ˜(S) e` il valore finale attualizzato di un attivo aleatorio
copribile a costo 0.
La generalizzazione al caso degli attivi copribili a costo d > 0 non presenta
problemi.
Osservazione 1.13. La diseguaglianza pM(φ) ≤ pR(φ) si puo` dimostra-
re direttamente cos`ı: sia (Vn)
N
n=1 il valore del portafoglio associato ad una
strategia di copertura di costo V0, allora
EQ
[
φ˜(S)
]
≤ EQ
[
VN
BN
]
= V0
per ogni Q ∈MP .
Esempio 1.8 (Modello trinomiale uniperiodale). Vediamo un esempio di
modello di mercato non completo, il modello trinomiale ad un periodo. Con-
sideriamo il modello a un periodo costituito da uno spazio di probabilita`
(Ω,F , P ) con S0 ∈ R+, Ω := {a1, a2, a3}, con 0 < a1 < a2 < a3, F := P(Ω),
P (ai) := pi,i = 1, 2, 3, p1 + p2 + p3 = 1,
S1(ω) :=

a1S0 se ω = a1
a2S0 se ω = a2
a3S0 se ω = a3
Scegliamo come bond quello naturale B0 = 1, B1 = (1 + r), con r > 0
tasso risk-free.
Si puo` facilmente dimostrare che in questo modello non ci sono arbirtaggi
se e solo se a1 < 1 + r < a3.
Supponiamo che sia vera la relazione e cerchiamo di trovare una proba-
bilita` risk-neutral: imponendo
EQ
[
S1
B1
]
= S0
troviamo q1a1 +q2a2 +q3a3 = 1+r, con qi 6= 0 per i = 1, 2, 3 perche´ dev’essere
Q ∼ P .
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Q1
Q2
Figura 1.1: Insieme delle probabilita` martingale equivalenti.
Il sistema 
q1a1 + q2a2 + q3a3 = 1 + r
q1 + q2 + q3 = 1
qi ≥ 0 i = 1, 2, 3
ha chiaramente infinite soluzioni.
La figura mostra l’intervallo delle probabilita` risk-neutral come interse-
zione fra il simplesso di R2 ed il piano
{(q1, q2, q3) : q1a1 + q2a2 + q3a3 = 1 + r},
intersezione che e` non vuota per le proprieta` degli ai, i = 1, 2, 3 e la condizione
di N.A.
L’insieme delle probabilita` martingale equivalenti e` MP = {tQ1 + (1 −
t)Q2 : 0 < t < 1} per opportune Q1, Q2.
La call ϕ(S) = (S1 − K)+ con a2S0 < K < a3S0, ad esempio, non e`
replicabile, ma ha un intervallo di prezzi di non arbitraggio:(
EQ
1
[
(S1 −K)+
1 + r
]
;EQ
2
[
(S1 −K)+
1 + r
])
.
In virtu` del teorema 1.6, il minimo prezzo di copertura e`
pR(ϕ) = EQ
2
[
(S1 −K)+
1 + r
]
.
Capitolo 2
Arbitraggi model-free,
arbitraggi deboli e consistenza
con assenza di arbitraggi.
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2.1 Il mercato model-free.
Vogliamo cercare di generalizzare i concetti di strategia ed arbitraggio al caso
generale in cui non viene fissato alcun modello, ma si dispone soltanto degli
strumenti effettivamente presenti sul mercato. Siamo liberi dal modello, ma
in ogni caso dobbiamo prendere in considerazione i soliti stock S e bond B,
e conseguentemente non tutti gli strumenti saranno validi ma solo i derivati
con sottostante S.
Definizione 2.1. Supponiamo di avere assegnato un insieme di derivati
{ϕi(S)}i∈I presenti sul mercato, definiamo strategia una terna (Ln, Hn, Kn),
con Ln = (Li1 , . . . , Lim)n, n = 0, . . . , N − 1, di processi adattati.
Definiamo valore del portafoglio associato alla strategia il processo:
Vn =
m∑
j=0
(Lij)n−1ϕij(S) +Hn−1Sn−1 +Kn−1Bn−1.
Si tratta dunque di una generalizzazione naturale del caso del mercato
(B, S), e` importante osservare che ad ogni tempo si puo` manipolare solo un
numero finito di derivati.
Con questa definizione di strategia, la condizione di autofinanziamento
diventa
m∑
j=0
(Lij)nϕij(S) +KnBn +HnSn =
m∑
j=0
(Lij)n−1ϕij(S) +Kn−1Bn +Hn−1Sn
∀n ≥ 1.
Esiste un concetto di arbitraggio libero da qualsiasi modello, una defi-
nizione naturale che corrisponde all’idea di poter sfruttare gli strumenti a
disposizioni per generare profitto sicuro senza rischio.
Definizione 2.2. Supponiamo di avere assegnato un insieme di derivati
{ϕi(S)}i∈I presenti sul mercato, definiamo arbitraggio model-indipendent (o
model-free) una strategia autofinanziata su stock, bond e su tali derivati il
cui valore di portafoglio associato soddisfa
Vn ≥ 0 ∀n e ∃n : Vn > 0. (2.1)
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Vale la pena osservare che logicamente non si fa riferimento ad alcuna
probabilita`.
Parleremo invece di arbitraggio debole in tutti i casi in cui l’arbitraggio
dipende dal modello. Abbiamo gia` definito cosa intendiamo per arbitraggio
in tutti i mercati di tipo (B, S), siamo costretti a dare una nuova definizione
per inglobare i casi in cui possono essere sfruttati anche ulteriori strumenti
oltre ai classici stock e bond.
Definizione 2.3. Supponiamo di avere assegnato un insieme di derivati
{ϕi(S)}i∈I presenti sul mercato, e supponiamo di avere un modello di mercato
M = (Ω,F, P ), definiamo arbitraggio model-dependent (o debole) una strate-
gia autofinanziata su stock, bond e su tali derivati il cui valore di portafoglio
associato soddisfa
Vn ≥ 0 ∀n e ∃n : P (Vn > 0) > 0. (2.2)
Chiaramente nel caso in cui tale insieme di derivati sia vuoto ricadiamo
nella definizione gia` data nel capitolo 1.
Esempio 2.1 (call put parity). Assegnate una call ed una put con modesime
caratteristiche, se si suppone l’assenza di arbitraggi i loro prezzi pt e ct devono
soddisfare una ben precisa relazione valida per tutti i tempi 0 ≤ t ≤ T , dove
T e` il time to maturity:
ct − pt = St −K Bt
BT
. (2.3)
Questa relazione viene detta call put parity.
Per convincersene basta osservare che il portafoglio C−P ed il portafoglio
S − K
BT
hanno lo stesso payoff al tempo T :
(ST −K)+ − (K − ST )+ = ST −K.
Quindi se sul mercato esistono una call ed una put che non soddisfano
questa relazione possiamo costruire un arbitraggio model free.
Supponiamo ad esempio che c0 − p0 > S0 − KBT , un arbitraggio e` dato
dalle seguenti operazioni al tempo 0: vendita della call, acquisto della put,
acquisto del sottostante e finanziamento della quantita` K
BT
. Questa operazio-
ne produce un cash flow iniziale > 0. Al tempo T si chiude la posizione con
un cash flow pari a 0.
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Esempio 2.2 (Butterfly spread). Supponiamo di avere 3 call C1, C2, C3 con
strike rispettivamente K1, K2, K3, tali che K1 < K2 < K3, e per il resto
medesime caratteristiche.
Chiamiamo Butterfly spread il portafoglio V = λC1 − (λ + γ)C2 + γC3,
con λ = 1/(K2 −K1) e γ = 1/(K3 −K2).
Abbiamo che, se T e` il time to maturity, il valore finale del portafoglio e`
sempre non negativo:
VT = λ(ST −K1)+ − (λ+ γ)(ST −K2)+ + γ(ST −K3)+ =
=

0 seST < K1
λST − λK1 ≥ 0 seK1 ≤ ST < K2
−γST − λK1 − (λ+ γ)K2 ≥ 0 seK2 ≤ ST < K3
0 seST ≥ K3
Di conseguenza questo portafoglio e` un arbitraggio model free se V0 = −λc1+
(λ+ γ)c2 − γc3 > 0.
K1 K2 K3 ST
VT
Figura 2.1: Payoff del butterfly spread.
Un caso interessante e` quello in cui non esiste alcun arbitraggio model-
free, ma e` possibile costruire un arbitraggio per ogni modello fissato. Questa
situazione viene definita in questo modo:
Definizione 2.4. Supponiamo di avere assegnato un insieme di derivati
{ϕi(S)}i∈I presenti sul mercato, diciamo che c’e` opportunita` di arbitraggio
model-dependent (o debole) se non esiste alcun arbitraggio model-free, ma
assegnati gli insiemi di misura nulla di un modello M, esiste un arbitraggio
relativo a tale modello.
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Esempio 2.3. Consideriamo due call C1, C2 su medesimo sottostante S,
medesima maturity T , medesimo prezzo p > 0 ma relative a due prezzi strike
diversi che denoteremo K1, K2, supponendo senza perdita di generalita` che
K1 < K2.
Vogliamo dimostrare che esiste opportunita` di arbitraggio debole.
Prendiamo dunque un modello M = (Ω,F , P ).
Tutto dipende dalla possibilita` o meno che la call con strike K1 possa
essere effettivamente esercitata, ovvero dall’evento {ST > K1}.
Se P (ST > K1) > 0 allora un possibile arbitraggio e` il portafoglio V =
C1−C2: infatti V0 = 0, giacche` le due call hanno lo stesso prezzo, e al tempo
T si ha un valore
VT =

K2 −K1 > 0 seST > K2
ST −K1 > 0 seK1 < ST < K2
0 seST < K1
Questo arbitraggio va bene, nonostante VT ≥ 0 e non VT > 0, cioe` la positi-
vita` di VT dipende dal valore dello stock al tempo T , ma vale P (VT > 0) >
0.
Se invece P (ST > K1) = 0 entrambe le call non verranno esercitate, e
quindi un arbitraggio e` dato dal portafoglio −C1(o −C2) che prevede un
flusso iniziale positivo P e un flusso pari a 0 al tempo T .
In questo secondo caso invece il cash flow non dipende dal valore dello
stock al tempo T , cioe` V0 > 0 e VT = 0, non c’e` aleatorieta`.
Da notare che non abbiamo finito: dovremmo anche dimostrare che non
esiste alcun arbitraggio model-free, ma rimandiamo questa verifica in quanto
risultera` inclusa nel caso generale che studieremo.
Osservazione 2.1. E’ importante notare che il portafoglio C1 − C2 non e`
un arbitraggio nel secondo caso, infatti prevede un cash flow sempre nullo.
Ma se anche fosse stato un arbitraggio, non potevamo comunque parlare
di arbitraggio model free perche´ il cash flow nel primo caso non e` > 0 in una
posta indipendentemente dal valore dello stock, come richiede la definizione
di arbitraggio model free, ma e` ≥ 0 e > 0 con probabilita` positiva.
Naturalmente non e` neanche vero che −C1(o −C2) e` un arbitraggio nel
primo caso, giacche´ VT puo` tranquillamente essere negativo con probabilita`
positiva.
Se invece lo fosse stato, essendo il cash flow indipendente dallo stock,
effettivamente eravamo di fronte ad un arbitraggio model free.
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Vedremo che il precedente esempio e` sostanzialmente l’unico caso di ar-
bitraggio debole per un assegnato insieme di opzioni call, ne costituisce
pertanto il prototipo.
Abbiamo visto che ha senso parlare di arbitraggio model-free e opportu-
nita` di arbitraggio debole, ci manca da chiarire cosa intendiamo con assenza
di arbitraggio nel caso in cui siamo liberi dal modello.
Non ci basta definire l’assenza di arbitraggio come la situazione in cui non
c’e` alcun arbitraggio model-free, in quanto l’assenza di arbitraggio dipende
dal modello che viene usato.
Definizione 2.5. L’insieme {ϕi(S)}i∈I di derivati e` consistente con assenza
di arbitraggio se esiste un modello M nel quale non esistono arbitraggi.
Osservazione 2.2. Nel caso di un insieme di derivati relativi ad un nume-
ro finito di scadenze, che scriveremo {ϕi,j(S)}i∈I , con j ∈ J = {1, . . . , N}
possibili scadenze, di prezzi {pi,j} possiamo usare la caratterizzazione del-
l’assenza di arbitraggio nel teorema 1.1: abbiamo consistenza con assenza di
arbitraggio se e solo se esiste un modello M, nel quale esiste Q ∈ MP tale
che
pi,j = E
Q
[
ϕi,j(S)
Bj
]
, (2.4)
con i ∈ I e j ∈ J .
Osservazione 2.3. Con le definizioni che abbiamo dato, assegnato un insie-
me di derivati {ϕi(S)}i∈I , abbiamo tre situazioni mutualmente esclusive:
1. esistenza di un arbitraggio model-indipendent;
2. opportunita` di arbitraggio debole;
3. consistenza con assenza di arbitraggio.
Vale la pena rimarcare che le prime due sono effettivamente mutualmente
esclusive per come abbiamo definito l’opportunita` di arbitraggio debole.
Nel caso di un insieme finito di call saremo in grado di fornire una
caratterizzazione della suddetta situazione.
2.2. UNA CARATTERIZZAZIONE PER UN INSIEME FINITO DI CALL.31
2.2 Una caratterizzazione per un insieme fi-
nito di call.
Supponiamo di avere un insieme finito di call
{ϕi,j(S) : 1 ≤ i ≤ m(j), 1 ≤ j ≤ N},
dove ϕi,j(S) = (Sj −Ki,j)+, i cui prezzi sono {pi,j}.
Vogliamo ragionare in termini attualizzati, ricordiamo dalla 1.3 che questo
implica Bn = 1, ∀n e Fn = S0, ∀n.
Per comodita` introduciamo nel nostro insieme N ulteriori call ausiliarie
{ϕ0,j} di prezzo p0,j = 1, con strike K0,j = 0, chiaramente risulta ϕ0,j = Sj.
Alla luce di queste ipotesi la condizione 2.4 si traduce in: esiste un modello
M, nel quale esiste Q ∈MP tale che
pi,j = E
Q[ϕi,j(S)] = E
Q[(Sj −Ki,j)+], (2.5)
con i ∈ I e j ∈ J . Nel seguito ometteremo la Q nella notazione.
2.2.1 Il caso di una scadenza.
Per prima cosa ci occuperemo del caso N = 1, ovvero il caso in cui tutte le
call hanno la medesima scadenza. Per non appesantire le notazioni eviteremo
di scrivere il secondo indice.
Premettiamo una definizione.
Definizione 2.6. Sia S = {(xi, yi) : i = 0, 1, . . . ,m} un insieme di coppie
di numeri reali con xi crescenti e yi ≥ 0, chiameremo f : [x0,+∞) → R la
funzione supporto di S se f e` la massima funzione decrescente e convessa tale
che f(xi) ≤ yi ∀i.
Osservazione 2.4. E’ utile notare che f passa da ogni punto (xi, yi) se e
solo se coincide con l’interpolazione lineare di tali punti.
32CAPITOLO 2. ARBITRAGGI MODEL-FREE, ARBITRAGGI DEBOLI E CONSISTENZA CON ASSENZA DI ARBITRAGGI.
Veniamo alla caratterizzazione promessa.
Teorema 2.1. DenotataR la funzione supporto dell’insieme {(K0, p0), . . . , (Km, pm)},
vale la seguente caratterizzazione:
C’e` consistenza con assenza di arbitraggio se e solo se
(i) R e` strettamente decrescente su [0, Km0∧m], dove m0 := inf{i, pi = 0};
(ii) (∂R/∂K)|K=0+≥ −1;
(iii) R(Ki) = pi per ogni i.
C’e` opportunita` di arbitraggio debole se e solo se pm > 0 e valgono le
condizioni (ii),(iii) ma non (i).
Esiste un arbitraggio model-indipendent in ogni altro caso.
Le tre condizioni per la consistenza con assenza di arbitraggio si tradu-
cono, da un punto di vista grafico, nella seguente situazione.
K1
1
K2 K3
Figura 2.2: Funzione supporto nel caso di consistenza con assenza di
arbitraggio.
Osservazione 2.5. Le condizioni per consistenza con assenza di arbitraggio
si traducono nel fatto che e` necessario che i prezzi seguano un andamento
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non semplicemente decrescente ma addirittura convesso rispetto agli strike,
in particolare la condizione (iii) non significa altro che R deve coincidere
con l’interpolazione lineare (come abbiamo gia` osservato), la condizione (ii)
significa che la decrescenza non deve essere troppo rapida fin da subito, la
condizione (i) impone una decrescenza stretta.
La perdita della condizione (i), unita al mantenimento delle altre due ed
al fatto che pm > 0, ci porta nella situazione di opportunita` di arbitraggio
debole.
K1
1
K2 K3
Figura 2.3: Funzione supporto nel caso di opportunita` di arbitraggio debole.
Osservazione 2.6. La situazione in figura corrisponde alla presenza di piu`
call con medesimo prezzo (non nullo) relative a strike diversi, nient’altro che
la generalizzazione dell’esempio 2.3.
Dimostrazione. Cercheremo innanzi tutto di tradurre le condizioni date su R
con condizioni equivalenti sui coefficienti angolari delle spezzate che collegano
i punti.
Definiamo, per 1 ≤ i ≤ m,
αi :=
1
Ki −Ki−1 , βi := (pi−1 − pi)αi,
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i βi sono i suddetti coefficienti angolari cambiati di segno.
Consideriamo, per i = 1, . . . ,m− 1, il butterfly spread relativo a tre call
consecutive:
Bi := αi+1ϕi+1 − (αi+1 + αi)ϕi + αi−1ϕi−1 (2.6)
insieme ad analoghi portafogli di bordo B0 := 1 − α1(ϕ0 − ϕ1), e Bm :=
αm(ϕm−1 − ϕm).
Definiamo i loro prezzi
qi := αi+1pi+1 − (αi+1 + αi)pi + αi−1pi−1 = βi − βi+1 (2.7)
insieme a q0 := 1− α1(p0 − p1) = 1− β1, e qm := αm(pm−1 − pm) = βm.
E’ immediato verificare che
∑m
i=0 qi = 1.
Vediamo ora di tradurre le condizioni date su R con condizioni sui qi (e
quindi sui βi).
∂R
∂K
|K=0+≥ −1 ⇔ q0 ≥ 0,
e questo e` immediato dalla definizione di derivata.
R(Ki) = pi ⇔ qi ≥ 0,
per convincersene basta notare che R non puo` passare dal punto (Ki, pi) se
il coeffiente angolare della spezzata che lo collega col punto precedente non
e` minore di quello che lo collega col punto successivo, deve valere βi+1 ≤ βi.
R e` strettamente decrescente su [0, Km0∧m] ⇔ pm = 0 ∨ qm > 0,
semplicemente perche´ se R diventa costante, poi deve continuare ad esserlo
in quanto convessa e noncrescente.
A questo punto possiamo dimostrare che la caratterizzazione si puo` for-
mulare in termini dei qi in questo modo:
caso (a) qi < 0 per qualche i;
caso (b) qi ≥ 0, qm = 0 e pm > 0;
caso (c) qi ≥ 0, qm > 0 o pm = 0.
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Dimostrazione del caso (c) : dobbiamo dimostrare che le condizioni sui
qi implicano la consistenza con assenza di arbitraggio.
Per comodita` se pm > 0 ci riconduciamo al caso in cui pm = 0 introdu-
cendo un’ulteriore call ausiliaria.
Fissiamo θ ∈ (0, 1). Essendo qm > 0, definiamo q˜m := θqm, q˜m+1 :=
(1− θ)qm, αm+1 := q˜m+1/pm, Km+1 := Km + α−1m+1 e pm+1 := 0.
Abbiamo scelto Km+1 abbastanza grande da fare in modo che la fun-
zione supporto dell’insieme {(Ki, pi) : 0 ≤ i ≤ m} e quella dell’insieme
{(Ki, pi) : 0 ≤ i ≤ m + 1} coincidano su [0, Km]. Se adesso definiamo
qˆi relativi al nuovo insieme come abbiamo fatto in (2.7), troviamo che,
per i ≤ m − 1, qi = qˆi, e qˆm = qm, qˆm+1 = qm+1. Tutti i qˆi sono non
negativi per costruzione.
Supponiamo dunque pm = 0. Dobbiamo costruire un modello, definia-
mo
µ :=
m∑
i=0
qiδKi ,
dove δKi sono le delte di Dirac nei puntiKi. Prendiamo Ω := {ω0, . . . , ωm}
e Q tale che Q(ωi) = qi. Sj(ωi) := 1j<1 +Ki1j=1, abbiamo
E[(S1 −Ki0)+] =
m∑
i=i0+1
qi(Ki −Ki0),
da cui E[(S1−Km)+] = 0 = pm, e intanto un prezzo e` sistemato, inoltre
E[(S1 −Ki0)+]− E[(S1 −Ki0+1)+] =
m∑
i=i0+1
qi(Ki0+1 −Ki0)
= βi0+1(Ki0+1 −Ki0) = pi0 − pi0+1,
per cui induttivamente otteniamo la condizione (2.5).
Dimostrazione del caso (a) : vogliamo dimostrare che esiste un arbitrag-
gio model-free.
Se q0 < 0, allora p1−p0 < −(K1−K0), da cui p1 < 1−K1. Consideriamo
il seguente portafoglio:
• acquisto ϕ1;
• vendita di 1/S0 quantita` di sottostante;
• investimento di K1.
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Al tempo 0 abbiamo −p1 + 1−K1 > 0, al tempo 1 eserciteremo la call
in ogni caso comprando 1/S0 quantita` di sottostante per K1 ed avremo
quindi −K1 +K1 = 0.
Da notare che in questo caso abbiamo usato la possibilita` di poter
effettuare vendite allo scoperto.
Se invece qm < 0, ovvero βm < 0, basta considerare il seguente porta-
foglio:
• vendita ϕm;
• acquisto ϕm−1,
che ha un payoff iniziale pari a pm − pm−1 > 0 ed uno finale pari a
(S1 −Km−1)+ − (S1 −Km)+ ≥ Km −Km−1 > 0.
Infine, se qi < 0, per i 6= 0,m, basta acquistare il butterfly Bi, si veda
l’esempio 2.2.
Dimostrazione del caso (b) : per concludere occupiamoci del secondo ca-
so, dimostriamo che tali condizioni implicano l’opportunita` di arbitrag-
gio debole.
Dato che qm = βm = 0 abbiamo due call, ϕ1, ϕ2, con stesso prezzo
pm > 0 ma relative a strike diversi. L’opportunita` di arbitraggio de-
bole e` esattamente quella descritta nell’esempio 2.4, non vale la pena
riportarla.
Purtroppo l’affare non finisce qui, e` necessario anche dimostrare che
non esiste alcun arbitraggio model-free, e questo richiedera` un po’ di
lavoro; l’idea e` che se esiste un arbitraggio model-free, perturbando i
prezzi deve continuare ad esistere, ma vedremo che questo porta ad un
assurdo.
Questa visione si riallaccia con l’interpretazione dell’opportunita` di
arbitraggio debole come “caso di bordo” fra gli altri due.
Supponiamo che esista un arbitraggio model-free, ovvero un portafoglio
Cα =
m∑
i=−1
αiCi,
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dove con C−1 intendiamo una call di prezzo 1 con payoff 1 che rappre-
senta il bond (la call per α = 0 include lo stock nelle nostre assunzioni),
con payoff
ϕα =
m∑
i=−1
αiϕi ≥ 0,
e prezzo
pα =
m∑
i=−1
αipi < 0.
Definiamo  := −min{pα :
∑m
i=−1 |αi| = 1} e chiamiamo α∗ il punto di
minimo, che e` una misura del massimo guadagno certo realizzabile di
un portafoglio assegnato.
Sia i0 := max{i : pi = 1−Ki}, il massimo e` ben definito dato che viene
fatto su un insieme non vuoto (0 ci sta), definiamo
δ := min
{

2
; pm
∑
i≥i0(Ki −Ki0)
(Km −Ki0)
; (pi0+1 +Ki0+1 − 1)
∑
i≥i0(Ki −Ki0)
(Ki0+1 −Ki0)
}
.
Mettiamo in gioco il modello perturbato, definiamo p˜i = pi per i ≤ i0,
e per i > i0
p˜i = pi − δ (Ki −Ki0)∑
i≥i0(Ki −Ki0)
.
Risulta p˜i ≥ 0 e p˜i0+1 ≥ 1−Ki0+1 per definizione di δ.
A questo punto, dato che i nuovi prezzi sono una trasformazione li-
neare dei vecchi, chiaramente questi soddisfano le condizioni per la
consistenza con assenza di arbitraggio.
Vediamo cosa succede al trasformato del portafoglio:
p˜α∗ =
m∑
i=−1
α∗i p˜i =
m∑
i=−1
α∗i pi +
m∑
i=−1
α∗i (pi − p˜i)
≤ −+ δ
m∑
i=i0+1
|α∗i |
(Ki −Ki0)∑
i≥i0(Ki −Ki0)
≤ −+ 
2
m∑
i=i0+1
|α∗i |︸ ︷︷ ︸
≤1
≤ − 
2
.
Quindi il portafoglio Cα∗ sarebbe un arbitraggio, siamo giunti ad un
assurdo.
38CAPITOLO 2. ARBITRAGGI MODEL-FREE, ARBITRAGGI DEBOLI E CONSISTENZA CON ASSENZA DI ARBITRAGGI.
2.2.2 Il caso generale.
Volendo generalizzare il precedente risultato al caso in cui l’insieme di call
{ϕi,j(S) : 1 ≤ i ≤ m(j), 1 ≤ j ≤ N} e` costituito da call con varie sca-
denze, dobbiamo tener presente che necessariamente per ogni scadenza fissa-
ta devono valere le condizioni del teorema 2.1, ma purtroppo questo non e`
sufficiente.
Utilizzeremo il teorema di Sherman-Stein-Blackwell, premettiamo una
definizione.
Definizione 2.7. Sia X = {a1, . . . , an} un insieme finito di punti di RN ,
sia m una misura di probabilita` sullo spazio X × X. Definiamo probabi-
lita` di transizione martingala la probabilita` di transizione q(·) = N(x, ·) se,
denotate Z1, Z2 le priezioni sui fattori, le probabilita`
qi,j := P (Z2 = aj|Z1 = ai)
soddisfano la relazione ∑
i,j
qi,jaj = ai ∀i.
Si parla di matrice di transizione martingala intendendo la matriceQ = (qi,j).
In altre parole il “processo”(Z1, Z2) risulta essere una martingala.
Osservazione 2.7. Sia X = {a1, . . . , an} un insieme finito di punti di RN e
sia m una probabilita` su X ×X, definendo,
qi,j :=
mi,j∑
kmi,k
.
abbiamo che Q = (qi,j) e` una matrice di transizione martingala.
Il seguente teorema stabilisce un criterio di esistenza di una matrice di
transizione martingala nel caso in cui non viene specificata nessuna probabi-
lita` dull’insieme prodotto.
Teorema 2.2 (Sherman-Stein-Blackwell). Se µ, ν sono due misure di proba-
bilita` su un insieme finito X = {a1, . . . , an} in RN tali che µ(φ) ≥ ν(φ) per
ogni φ continua e concava definita sull’inviluppo convesso di X, allora esiste
una matrice di transizione martingala Q tale che µQ = ν, ovvero
ν(ai) =
∑
j
µ(aj)qi,j ∀i = 1, . . . , n.
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La dimostrazione di questo teorema si trova in appendice.
Procediamo verso l’enunciato del teorema che caratterizza i vari casi nel
caso generale, come si puo` intuire abbiamo bisogno di varie funzioni supporto,
una per ogni tempo.
Sia Rˆj, per j = 0, . . . , N , la funzione supporto dell’insieme
Sˆj := {(Ki,j, pi,j) : 0 ≤ i ≤ m(l), j ≤ l ≤ N}.
Ci torneranno utili le seguenti notazioni: sia cj := min{pi,j : 0 ≤ i ≤
m(l) + 1, j ≤ l ≤ m} il minimo di Rˆj, se cj > 0 sia Kˆj lo strike relativo,
al quale la funzione diventa costante, e sia βˆj il coefficiente angolare di Rˆj
appena alla sinistra di tale punto.
Per i j per i quali cj = 0, sia Kˆjm0 lo strike dove Rˆj si annulla.
Teorema 2.3. C’e` consistenza con assenza di arbitraggio se e solo se ∀j
(i) Rˆj e` strettamente decrescente su [0, Kˆ
j
m0
∧Km(j),j];
(ii) (∂Rˆj/∂K)|K=0+≥ −1;
(iii) Rˆj(Ki,j) = pi,j per ogni i = 1, . . . , n(j).
C’e` opportunita` di arbitraggio debole se e solo se ∃j con pm(j),j > 0 per
cui valgono le condizioni (ii),(iii) ma non (i).
Esiste un arbitraggio model-indipendent in ogni altro caso.
Osservazione 2.8. Se definiamo Rj la funzione supporto dell’insieme Sj :=
{(Ki,j, pi,j) : 0 ≤ i ≤ m(j)}, le condizioni per consistenza con assenza di
arbitraggio si possono formulare anche in questo modo geometricamente piu`
chiaro:
1. ∀j Rˆj|Sj = Rj;
2. ∀j Rj deve soddisfare le condizioni del teorema 2.1;
3. Rˆ1 ≤ Rˆ2 ≤ · · · ≤ RˆN .
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Figura 2.4: Funzioni supporto nel caso di consistenza con assenza di
arbitraggi.
Dimostrazione. Supponiamo per prima cosa che valgano le condizioni per
consistenza con assenza di arbitraggio. Nel caso in cui cj > 0, esattamente
come nel teorema 2.1, possiamo introdurre un’ulteriore call fittizia di prezzo
0. Fissiamo K∞ > max{Kˆj + cj|βˆj| : j, cj > 0} e definiamo i nuovi strike
Km(j)+1,j := K
∞, i cui prezzi associati sono pm(j)+1,j = 0.
Ne segue che la funzione supporto generata dai punti Sˆj e quella generata
dai punti
Sj := {(Ki,l, pi,l) : 0 ≤ i ≤ m(l) + 1, j ≤ l ≤ N}
coincidono su [0, Km(j),j]. Sia Rj la funzione supporto di Sj.
Sia
K :=
⋃
{Ki,l : 0 ≤ i ≤ m(l) + 1, j ≤ l ≤ N}
l’insieme di tutti gli strike, e sia
Kj := {Ki,l : (Ki,l, pi,l) ∈ Sj e pi,j = Rj(Ki,j)}.
l’insieme di tutti gli strike Ki,l dove la funzione Rj passa effettivamente dai
punti (Ki,l, pi,l); segue dalle nostre ipotesi che {Ki,j}m(j)i=0 ⊆ Kj, ed in molti
casi vale proprio l’uguale.
Vogliamo costruire un modello dove lo stock assume valori solamente
nell’insieme K.
Sia µ˜j la distribuzione su Kj data dalla costruzione del teorema 2.1 basata
sui prezzi {Ki,l : (Ki,l, pi,l) : Ki,l ∈ Kj}, e sia µj la sua estensione a tutto
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l’insieme K, definita
µj({K}) :=
{
µ˜j({K}) seK ∈ Kj
0 seK ∈ KrKj.
Le misure µj saranno le distribuzioni marginali di Sn.
E’ sufficiente mostrare che esiste un modello nel quale E[(Sj −Ki,j)+] =
pi,j.
Costruiamo una martingala Sj su uno spazio di probabilita` finito, con
spazio degli stati K, indicizzato dai tempi j, consistente con i prezzi imposti
da Rj e coi i prezzi pi,j.
Procediamo per induzione. Come abbiamo visto per il teorema 2.1, non ci
sono problemi a costruire un processo per il quale i prezzi le call con maturity
1 sono dati da R1. Supponiamo di aver costruito una martingala consistente
con i prezzi osservati per j ≤ J .
Sia φ : [0, K∞]→ R una funzione continua e convessa, e sia ψ : [0, K∞]→
R l’interpolazione lineare dei punti {(K,φ(K)) : K ∈ KJ+1}.
Naturalmente ψ = φ µJ+1-q.o. e µJ+1(ψ) = µJ+1(φ).
Sappiamo che ψ puo` essere scritta come combinazione lineare positiva di
payoff di call e put con strike in KJ+1.
Dalle ipotesi segue che RJ ≤ RJ+1, che implica µJ(ψ) ≤ µJ+1(ψ); ma per
convessita` ψ ≥ φ da cui µJ(ψ) ≥ µJ(φ), e dunque µJ(φ) ≤ µJ+1(φ).
Pertanto, in virtu` del teorema 2.2, possiamo trovare una matrice di transi-
zione martingala per il periodo [J, J + 1]. In questo modo possiamo costruire
una martingala M1, . . . ,MN tale che la distribuzione marginale di Mj e` µj,
e viene rispettata la condizione sui prezzi.
Consideriamo adesso il caso in cui valgono le condizioni per l’esistenza di
un arbitraggio model-free.
Esattamente come abbiamo visto nel teorema 2.1 se esiste un j per il
quale (∂Rˆj/∂K)|K=0+< −1 si puo` costruire un arbitraggio usando una call
ed il sottostante.
Supponiamo invece che non valga la condizione Rˆj(Ki,j) = pi,j. Dunque,
esistono j,Ki,j con Ki,j > Kˆ
j e pi,j > c
j oppure esistono j,Ki,j insieme a
l1, l2 ≥ l, con Ki1,l1 ≤ Ki,j ≤ Ki2,l2 , tali che θpi1,l1 + (1− θ)pi2,l2 < pi,j, dove
θ =
Ki2,l2 −Ki,j
Ki2,l2 −Ki1,l1
,
direttamente dalla relazione Ki,j = θKi1,l1 + (1− θ)Ki2,l2 .
In questi casi il trucco del butterfly spread non funziona perche´ le sca-
denze delle call in gioco possono benissimo essere diverse. Nel secondo caso,
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combinando elementi di butterfly e calendar spread1, riusciremo a costruire
un arbitraggio. Un argomento simile, ma piu` semplice, si puo` usare nel primo
caso.
Descriviamo l’arbitraggio in questione, ricordiamo che Bn = 1 e Fn = S0
per ogni n, cioe` le strutture spot del bond e forward dello stock verranno
ignorate.
Dato che saremo costretti a fare varie operazioni a tempi diversi, suppo-
niamo senza perdita di generalita` che l2 ≥ l1(≥ j):
tempo 0:
• vendita call ϕi,j;
• acquisto di θ call ϕi1,l1 ;
• acquisto di (1− θ) call ϕi2,l2 ,
questa operazione iniziale produce un cash flow
pi,j − θpi1,l1 − (1− θ)pi2,l2 > 0;
tempo j:
• vendita 1 unita` di stock a l2,
questa operazione, in quanto forward, produce un cash flow al tempo j
pari a 0; in realta` ci sarebbe anche il cash flow derivante dalla call che
abbiamo venduto, ma supponiamo che, nel caso termini in-the-money,
ci si possa finanziare per coprire la spesa, trasferendo il costo al tempo
l2;
tempo l1:
• acquisto θ unita` di stock a l2,
come prima il cash flow al tempo l1 e` pari a 0, se la call che abbiamo
acquistato termina in-the-money, investiamo il guadagno per trasferirlo
al tempo l2;
tempo l2:
• acquisto (1− θ) unita` di stock;
1ovvero un portafoglio del tipo Ci,j+1 − Ci,j
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Il cash flow finale risulta
θ(Sl1 −Ki1,l1)+ + (1− θ)(Sl2 −Ki2,l2)+
−(Sj −Ki,j)+ + Sj − θSl1 − (1− θ)Sl2
≥ θ[(Sl1 −Ki1,l1)− Sl1 ] + (1− θ)[(Sl2 −Ki2,l2)− Sl2 ] +Ki,j
= [Ki,j − θKi1,l1 − (1− θ)Ki2,l2 ] = 0
Infine, consideriamo il caso in cui valgono le ipotesi per l’opportunita` di
arbitraggio debole.
Esiste dunque j ≤ j′ e quache i′ per i quali pm(j),j = pi′,j′ > 0, con
Ki′,j′ < Km(j),j.
Anche in questo caso la strategia e` analoga a quella dell’esempio 2.2,
basata sull’insieme {Sj−Km(j),j}, mentre la dimostrazione che effettivamente
non esiste alcun arbitraggio model-free e` la stessa del teorema 2.1.
Le condizioni per la consistenza con assenza di arbitraggio si semplificano
in certi casi particolari.
Corollario 2.1. Supponiamo che m(j) = m(1) e Ki,j = Ki,1 j = 2, . . . , N .
Si ha che l’insieme di call e` consistente con assenza di arbitraggio se e
solo se
(i) per ogni j valgono le condizioni del teorema 2.1;
(ii) pi,l ≥ pi,j per ogni l > j.
Dimostrazione. Segue subito dal teorema 2.3, nelle nostre ipotesi Rˆl ≥ Rˆj se
e solo se vale (ii).
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Figura 2.5: Funzioni supporto nel caso particolare del corollario 2.1.
A livello finanziario la seconda condizione si traduce nel fatto che il prezzo
di ogni calendar spread, ovvero di ogni portafoglio del tipo Ci,j+1 − Ci,j,
dev’essere positivo.
Corollario 2.2. Si ha che l’insieme di call e` consistente con assenza di
arbitraggio se e solo se
• Ki,j = Ki′,j′ , con j < j′, implica pi,j ≤ pi′,j′ ;
• per ogni 1 ≤ i ≤ m, 1 ≤ j ≤ m, vale
inf
j′≥j
inf
{i′:Ki,j>Ki′,j′}
pi,j − pi′,j′
Ki,j −Ki′,j′ ≤ 0 ∧ infj′≥j inf{i′:Ki,j<Ki′,j′}
pi′,j′ − pi,j
Ki′,j′ −Ki,j .
Questo risultato si puo` interpretare in questo modo: fissato un punto
(Ki,j, pi,j), se consideriamo tutti i possibili coefficienti angolari relativi a spez-
zate con punti i cui strike sono minori di Ki,j e relativi a tempi uguali o
successivi a j, allora la minima pendenza possibile dev’essere negativa e in-
feriore alla minima dei coefficienti angolari delle analoghe spezzate per strike
maggiori di Ki,j.
Capitolo 3
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3.1 Teorema Fondamentale dell’Asset Pricing
in versione robusta.
Il nostro obiettivo e` quello di generalizzare i teoremi 1.1 e 1.6 al caso model-
free. Supponiamo dunque di aver assegnato assegnato un mercato con un
bond B, uno stock S, ed un insieme di derivati {ϕi(S)}i∈I .
Supporremo che B ≡ 1, ovvero ragioneremo per valori attualizzati.
E’ naturale porsi la seguente domanda:
(i) esiste un arbitraggio model-free?
Supponiamo inoltre di avere un altro derivato φ(S), sorge allora spontanea
la domanda:
(ii) esiste un range di prezzi equi per il derivato φ(S)?
Vedremo che sotto ipotesi ragionevoli le risposte ai nostri questiti sono
entrambe affermative.
A differenza di quanto visto nel capitolo precedente, supporremo che i
derivati {ϕi(S)}i∈I siano presenti sul mercato al prezzo 0. Questa assunzione
non lede la generalita`, infatti possiamo facilmente ricondurci a questo caso
definendo un nuovo insieme di derivati {ϕ˜i(S)}i∈I
ϕ˜i(S) := ϕi(S)− pi,
dove i pi sono i prezzi dei ϕi(S).
La consistenza con assenza di arbitraggio mette in gioco i modelli. Il
nostro obiettivo e` caratterizzare la situazione in cui non esiste alcun modello
per il quale sia possibile evitare arbitraggi, a tal fine non andiamo a conside-
rare i modelli in generale ma, avendo gia` definito stock e bond sullo spazio
(RN+ ,B(RN+ )), ci limitiamo a definire quali sono le probabilita` da tenere in
considerazione.
Quali sono le probabilita` ragionevoli? Considerando che abbiamo suppo-
sto che i nostri derivati abbiano costo 0, il minimo che possiamo chiedere e`
che sotto una probabilita` i loro valori attesi siano minori o uguali di 0.
Definizione 3.1. Sia P(RN+ ) l’insieme di tutte le misure di probabilita` su
(RN+ ,B(RN+ )). Chiamiamo insieme delle misure di probabilita` ammissibili
P{ϕi}i∈I := {P ∈ P(RN+ ) : EP [ϕi(S)] ≤ 0 ∀i ∈ I}.
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Definizione 3.2. Sia M(RN+ ) l’insieme di tutte le misure martingale su
(RN+ ,B(RN+ )). Chiamiamo insieme delle misure martingale ammissibili
M{ϕi}i∈I := P{ϕi}i∈I ∩M(RN+ ).
Teorema 3.1 (Teorema Fondamentale dell’Asset Pricing Robusto). Dato un
insieme {ϕi}i∈I di payoff di derivati, nell’ipotesi che 0 ∈ I e ϕ0(x) = g(xN),
con g : R+ → R convessa e superlineare, nell’ulteriore ipotesi che ∀i
lim
‖x‖→+∞
ϕi(x)
+
m(x)
<∞, lim
‖x‖→+∞
ϕi(x)
−
m(x)
= 0, (3.1)
dove m(x) :=
∑N
n=0 g(xn), sono equivalenti:
(i) non esiste un arbitraggio model-indipendent;
(ii) M{ϕi}i∈I 6= ∅.
Osservazione 3.1. Le condizioni 3.1 vengono soddisfatte senza problemi da
tutti i derivati piu` classici, come le opzioni di tipo europeo.
Osservazione 3.2. Nel teorema assumiamo l’esistenza di un derivato del
tipo ϕ0(S) := g(SN), dove g : R+ → R e` una funzione convessa e super-
lineare. Come vedremo in seguito, questa ipotesi puo` essere sostituita dalla
supposizione dell’esistenza di un certo numero opzioni sul mercato. Notiamo
anche che il payoff dipende solo da SN e non dall’intero processo S, il che
significa che ci basta conoscere la legge di SN , vedremo questo fatto da altri
punti di vista.
Facciamo qualche richiamo per chiarire da quale punto di vista conside-
reremo una strategia autofinanziata un arbitraggio model-free.
Ricordiamo che se abbiamo una strategia autofinanziata H = (Hn)
N−1
n=0 in
un mercato (B, S), il nostro guadagno finale e` la variabile aleatoria
(H.S)N :=
N−1∑
n=0
Hn(Sn+1 − Sn) = VN − V0.
Si ricordi che abbiamo supposto di lavorare con prezzi attualizzati.
Un arbitraggio model-free e` una strategia autofinanziata (Ln, Hn, Kn) co-
me nella definizione 2.1, ricordiamo che per la condizione di autofinanzia-
mento possiamo ignorare senza problemi i termini Kn.
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Osservazione 3.3. Ci fara` comodo adottare il seguente punto di vista.
(Ln, Hn), LN = (a1, . . . , am), aj ≥ 0, e` un arbitraggio model-free se e solo
se
f(S) :=
m∑
j=1
ajϕij(S) + (H.S)N > 0.
In pratica stiamo supponendo che il valore finale, e non uno interme-
dio, del portafoglio associato alla strategia (di costo nullo) sia strettamente
positivo.
Ricordando come abbiamo definito le misure martingale ammissibili in
3.2, intuiamo subito che data Q ∈M(RN+ ) e` importante capire come si com-
porta EQ[(H.S)N ]. Riallacciandoci alla proposizione 1.3, possiamo garantire
che EQ[(H.S)N ] = 0 se (H.S)N e` integrabile.
Purtroppo l’ipotesi di integrabilita` non e` affatto scontata giacche´ una
strategia H non e` necessariamente limitata.
Esempio 3.1. Per ogni funzione g : R+ → R convessa, e xn, xn+1 ∈ R+, vale
g(xn) + g
′(xn)(xn+1 − xn) ≤ g(xn+1),
dalla convessita` di g. Questa diseguaglianza rappresenta un fatto noto della
finanza: un derivato convesso scritto su Sn puo` essere super replicato usando
il corrispondente derivato su Sn+1.
In altre parole la strategia Hn := g
′(xn) ha perfettamente senso, ma
nessuno garantisce che questa sia una strategia limitata.
Il seguente lemma ci propone una situazione in cui si puo` ignorare il
problema.
Lemma 3.1. Sia Q ∈ M(RN+ ) e sia H una strategia autofinanziata in un
mercato (B, S).
Dati u, v : R+ → R misurabili e tali che siano ben definiti
∫
udQ,
∫
vdQ.
Risulta
u(x) + (H.x)N ≥ v(x), x ∈ RN+ ⇒
∫
udQ ≥
∫
vdQ.
Inoltre, se almeno uno dei due integrali e` finito, abbiamo
u(x) + (H.x)N > v(x), x ∈ RN+ ⇒
∫
udQ >
∫
vdQ.
3.1. TEOREMA FONDAMENTALE DELL’ASSET PRICING IN VERSIONE ROBUSTA.49
Dimostrazione. Se
∫
u+dQ =∞ o ∫ v−dQ =∞ non c’e` nulla da dimostrare.
Supponiamo dunque che
∫
u+dQ < ∞, ∫ v−dQ < ∞. Innanzi tutto, questo
implica che ∫
(u− v)dQ <∞.
Per ipotesi abbiamo che −(H.x)N < u(x)− v(x), e dunque∫
|(H.x)N |dQ(x) <∞.
Applicando la proposizione 1.3 abbiamo la tesi.
La dimostrazione nel secondo caso e` analoga.
Questo lemma e` sufficiente per dimostrare l’implicazione piu` facile del
teorema 3.1.
Dimostrazione. (ii) ⇒ (i) Sia Q ∈ M{ϕi}i∈I . Supponiamo per assurdo che
esista un abritraggio model-free (Ln, Hn), LN = (a1, . . . , am), aj ≥ 0, con
f(S) =
m∑
j=1
ajϕij(S) + (H.S)N > 0.
Non possiamo usare proprio la stessa argomentazione del teorema 1.1 perche´
in questo caso non possiamo garantire che il valore finale dell’intero portafo-
glio e` a sua volta una martingala, e questo sia perche´ non siamo sicuri che
H sia limitata sia perche´ ci sono i ϕi di mezzo, ma grazie al lemma 3.1 pos-
siamo aggirare questi problemi. Applicando 3.1 a u :=
∑m
j=1 ajϕij , e v := 0,
abbiamo
EQ[ϕij(S)] > 0, j = 1, . . . ,m
In contraddizione con il fatto che Q ∈M{ϕi}i∈I .
Per dimostrare la seconda parte del teorema dovremo ancora una volta
cercare di superare il fatto che non siamo sicuri che una generica strategia
autofinanziata sia limitata e dunque integrabile.
Vedremo entrare in gioco la funzione g del teorema 3.1. Sia dunque
g : R+ → R convessa e superlineare.
Definizione 3.3. Una strategia autofinanziata (Hn)
N−1
n=0 in un mercato (B, S)
si dice g−ammissibile se, per 0 ≤ n ≤ N − 1, Hn : RN+ → R e` una funzione
continua tale che, per qualche c ∈ R+, vale
|Hn(x1, . . . , xn)(xn+1 − xn)| ≤ c
(
1 ∨
n+1∑
s=1
g(xs)
)
.
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Denoteremo con Hg l’insieme di tutte le strategie g−ammissibili.
Osservazione 3.4. Prendiamo Q ∈M(RN) tale che EQ[g(SN)] <∞, allora
abbiamo che EQ[g(Sn)] <∞ per n ≤ N , infatti
EQ[g(Sn)] = E
Q[g(EQ[SN |Fn])] ≤︸︷︷︸
Jensen
EQ[EQ[g(SN)|Fn]] = EQ[g(SN)] <∞.
e pertanto abbiamo, per H ∈ Hg,
EQ[|Hn(Sn+1 − Sn)|] <∞,
da cui, per la proposizione 1.3, EQ[(H.S)N ] = 0.
Dimostriamo adesso una proposizione che caratterizza l’esistenza di pro-
babilita` ammissibili con l’assenza di arbitraggi model-free che prescindono
dalle strategie ma riguardano solo i derivati presenti sul mercato. Anche
in questo caso ci serve g : R+ → R convessa e superlineare, denotiamo
m(x) :=
∑N
n=0 g(xn).
Proposizione 3.1. Sia {ϕi(x)}di=1 un insieme finito di funzioni ϕi : RN+ → R
continue che soddisfano
lim
‖x‖→+∞
ϕi(x)
+
m(x)
<∞, lim
‖x‖→+∞
ϕi(x)
−
m(x)
= 0, (3.2)
e sia ϕd+1 := m ∨ 1 =: m.
Sono equivalenti le seguenti:
(i) Non esiste f =
∑d+1
i=1 aiϕi, con ai ≥ 0, per cui
f(x) > 0 ∀x ∈ RN+ .
(i’) Non esiste f =
∑d+1
i=1 aiϕi, con ai ≥ 0, per cui
f(x) ≥ m(x) ∀x ∈ RN+ .
(ii) P{ϕi}d+1i=1 6= ∅.
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Dimostrazione. Due delle tre implicazioni da dimostrare sono facili.
(i)⇒ (i’) infatti, se per assurdo ∃f come nelle ipotesi, allora f(x) ≥
m(x) ≥ 1 > 0, che e` un assurdo.
(ii)⇒ (i) perche´, presa P ∈ P{ϕi}d+1i=1 , abbiamo, per f come nelle ipotesi,
EP [f(S)] =
d+1∑
i=1
aiE
P [ϕi(S)] ≤ 0 ⇒ f ≤ 0.
L’implicazione (i’) ⇒ (ii) richidera` un po’ di lavoro.
Consideriamo lo spazio di Banach Cbm(RN+ ) delle funzioni f continue e tali
che
‖f‖Cbm = sup
x∈RN+
|f(x)|
m(x)
<∞.
La norma e` definita in modo tale che l’operatore di moltiplicazione Tm :
Cbm(RN+ )→ Cb(RN+ )
Tm(f) := f
m
sia un’isometria, dove lo spazio Cb(RN+ ) delle funzioni continue e limitate h
su RN+ e` equipaggiato con
‖h‖Cb = sup
x∈RN+
|h(x)| <∞.
Ricordiamo che Cb(RN+ ) puo` essere identificato con lo spazio C(RˇN+ ) delle
funzioni continue sulla compattificazione di Stone-Cech RˇN+ di RN+ . Pertanto
lo spazio duale di Cb(RN+ ) puo` essere identificato conM(RˇN+ ), lo spazio delle
misure di Radon con segno µ su RˇN+ . Ogni µ puo` essere decomposta in modo
unico come µ = µr +µs, dove la parte regolare µr ha supporto in RN+ , mentre
la parte singolare µs ha supporto in RˇN+ rRN+ .
Il fine di queste considerazioni e` che un funzionale lineare F sullo spazio
(Cbm(RN+ ), ‖ · ‖Cbm) e` dato da qualche µ = µr + µs ∈M(RˇN+ ) mediante
F (f) =
∫
f(x)
m(x)
dµ(x) =
∫
f(x)
m(x)
dµr(x) +
∫
f(x)
m(x)
dµs(x),
per f ∈ Cbm(RN+ ).
Infine osserviamo che la parte interna del quadrante positivo di Cbm(RN+ )
e` data da
(Cbm)++(RN+ ) =
{
f ∈ Cbm : inf
x∈RN+
f(x)
m(x)
> 0
}
,
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come si vede subito dall’identificazione isometrica di Cbm(RN+ ) con C(RˇN+ ).
Tenendo presenti le ultime osservazioni, definiamo
K :=
{
d+1∑
i=1
aiϕi : ai ≥ 0,
d+1∑
i=1
ai = 1
}
.
che e` un compatto convesso dentro Cbm(RN+ ).
Per l’ipotesi (i’) abbiamo
K ∩ (Cbm)++(RN+ ) = ∅,
e dunque possiamo applicare il teorema A.1: esiste un funzionale lineare F ∈
Cbm(RN+ )∗ che separa K da (Cbm)++(RN+ ), ovvero qualche µ = µr+µs ∈M(RˇN+ )
tale che ∫
f(x)
m(x)
dµ(x) > 0 ∀f ∈ (Cbm)++(RN+ ), (3.3)
mentre ∫
f(x)
m(x)
dµ(x) ≤ 0 ∀f ∈ K. (3.4)
Chiaramente dalla (3.3) deduciamo che µ = µr +µs e` positiva. Per prima
cosa osserviamo che µr 6= 0, infatti se supponiamo che µr = 0, troviamo∫
ϕd+1(x)
m(x)
dµ(x) =
∫
ϕd+1(x)
m(x)
dµs(x) =
∫
1dµs(x) = ‖µs‖ > 0
e questo e` in contraddizione con (3.4).
Dobbiamo trovare il modo di liberarci della µs, vogliamo arrivare ad
una probabilita` su RN+ . Vediamo che la sola µr continua a separare K da
(Cbm)++(RN+ ). Da una parte, µr e` una misura positiva su RN+ . La (3.3) ci
permette di sostituire µ con µr. Dall’altra parte, per ogni 1 ≤ i ≤ d + 1,
abbiamo ∫
ϕi(x)
m(x)
dµr(x) ≤
∫
ϕi(x)
m(x)
dµ(x) ≤ 0.
La seconda diseguaglianza segue da (3.4), mentre per la prima e` sufficiente
ricordare che ∫
ϕi(x)
−
m(x)
dµs(x) = 0 i = 1, . . . , d+ 1,
per la 3.2.
Normalizzando µr con P := µ
r
‖µr‖ , troviamo una probabilita` positiva P su
RN+ con
∫ ϕi(x)
m(x)
dP (x) ≤ 0, per i = 1, . . . , d+ 1.
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Definiamo P˜ mediante la sua densita` rispetto a P
dP˜
dP
:=
1
m
(∫
1
m
)−1
,
abbiamo che P˜ e` una misura di probabilita` su RN+ con
∫
ϕidP˜ ≤ 0, per
i = 1, . . . , d+ 1, ovvero P{ϕi}d+1i=1 6= ∅.
Siamo pronti per la dimostrazione della seconda implicazione del teorema
3.1.
Dimostrazione. (i)⇒ (ii)
Quello che andiamo a dimostrare e` in realta` un fatto piu` forte, ovvero che
(i∗)⇒ (ii), dove
(i∗) non esiste un arbitraggio model-indipendent tale che H ∈ Hg.
Tenendo in mente che ϕ0(x) = g(xN) poniamo
ϕ−1(x) := −
N−1∑
n=1
g′(xn)(xN − xn) +Ng(xN).
Notiamo che poiche´ non e` possibile costruire arbitraggi usando ϕ0, e poi-
che´ g′(xn), n ≤ N , sono strategie g−ammissibili, ne discende che non e`
possibile costruire arbitraggi anche con l’aiuto di ϕ−1.
Per la convessita` di g abbiamo che ϕ−1 ≥ m, infatti
ϕ−1(x) = −
N−1∑
n=1
g′(xn)(xN − xn) +Ng(xN) ≥
−
N−1∑
n=1
(g(xN)− g(xn)) +Ng(xN) ≥
(N − 1)g(xN) +
N−1∑
n=0
g(xn)−Ng(xN) = m(x).
Inoltre, se P e` una misura martingala, abbiamo
EP [ϕ−1(S)] = EP [Nϕ0(S)],
usando l’osservazione 3.4, da cui deduciamo che
M{ϕi}i∈I =M{ϕi}i∈I ,m,
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perche´ E[m(S)] ≤ E[ϕ−1(S)] ≤ NE[ϕ0(S)] ≤ 0.
Useremo un argomento di compattezza per mostrare che quest’insieme
non e` vuoto.
Assumiamo di avere due famiglie finite di indici F1, F2 dove F1 ⊆ I e
{ϕi}i∈F2 ⊆ {Hn(xn+1 − xn), H ∈ Cb(Rn+)}.
In altre parole abbiamo un insieme finito di derivati fra quelli assegnati e
un insieme di derivati costruibili con strategie limitate sullo stock.
Per ipotesi non esiste alcun arbitraggio model-free per la famiglia
{ϕi}i∈F1∪F2∪{0}∪{−1},
considerando inoltre che m ≤ ϕ−1, continuano a non esserci arbitraggi
model-free se sostituiamo ϕ−1 con m, e dunque per la proposizione 3.1 si ha
che
P{ϕi}i∈F1∪F2∪{0},m 6= ∅.
A questo punto dimostriamo che
M{ϕi}i∈I =
⋂
F1,F2
P{ϕi}i∈F1∪F2∪{0},m.
Vediamo che vale (⊆). Sia Q ∈M{ϕi}i∈I ,m e fissiamo F1, F2.
Abbiamo banalmente che EQ[ϕi(S)] ≤ 0 per i ∈ F1, e la stessa cosa per
i ∈ F2 grazie alla proposizione 1.3.
Per quanto riguarda (⊇), prendiamo
P ∈
⋂
F1,F2
P{ϕi}i∈F1∪F2∪{0},m,
dobbiamo far vedere che P e` una probabilita` martingala e che EP [ϕi(S)] ≤
0 ∀i ∈ I.
Per dimostrare il secondo fatto ci basta scegliere F1 = {i}, F2 = ∅, men-
tre per dimostrare il primo ricordiamo che per la proposizione 1.3 P e` una
probabilita` martingala se e solo se
EP [(H.S)N ] = 0 ∀H ∈ Hb.
Dove conHb intendiamo l’insieme delle strategie autofinanziate limitate. Fis-
siamo dunqueH ∈ Hb e scegliamo F2 = {1, 2} con ϕ1,2(x) := ±Hn(xn+1−xn),
deve valere
EP [Hn(Sn+1 − Sn)] ≤ 0, EP [−Hn(Sn+1 − Sn)] ≤ 0,
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ovvero EP [Hn(Sn+1 − Sn)] = 0. Ne discende EP [(H.S)N ] = 0.
Il fatto che M{ϕi}i∈I e` non vuoto sara` conseguenza di un argomento di
compattezza.
Per prima cosa andremo a dimostrare la compattezza dei P{ϕi}i∈F1∪F2∪{0},m
in due passi: prima dimostreremo che sono insiemi relativamente compat-
ti, dopo dimostreremo che sono anche chiusi. Dal fatto che le famiglie
P{ϕi}i∈F1∪F2∪{0},m sono stabili per intersezione, ovvero
P{ϕi}i∈F1∪F2∪{0},m ∩ P{ϕi}i∈G1∪G2∪{0},m = P{ϕi}i∈(F1∪F2)∪(G1∪G2)∪{0},m
per ogni F1, F2, G1, G2 come detto, si deduce che M{ϕi}i∈I 6= ∅.
Primo passo: compattezza relativa.
Usando il teorema A.4, ci basta dimostrare che la famiglia P{ϕi}i∈F1∪F2∪{0},m
e` tesa. Ricordiamo che lim‖x‖→∞
m(x)
‖x‖ = ∞, e che EP [m(S)] ≤ 0 per
P ∈ P{ϕi}i∈F1∪F2∪{0},m. Questo implica che −∞ < −a := minm < 0, e
dunque per ogni δ esiste kδ tale che m >
1
δ
au Kcδ , dove Kδ := [0, kδ]
N .
Da cui, usando la notazione integrale per maggior chiarezza,∫
Kcδ
m dP ≥ 1
δ
P (Kcδ).
Si ha dunque
0 ≥
∫
RN+
m dP =
∫
Kδ
m dP +
∫
Kcδ
m dP
≥ −aP (Kδ) +
∫
Kcδ
m dP,
e pertanto ∫
Kcδ
m dP ≤ aP (Kδ).
Considerando le due disuguaglianze trovate, deve risultare
P (Kcδ) ≤ δ
∫
Kcδ
m dP ≤ δaP (Kδ) ≤ δa.
Questo prova che per ogni  > 0 fissato esiste k(= kδ, per δ = /a) tale
che P
(
([0, k]N)c
) ≤  per ogni P ∈ P{ϕi}i∈F1∪F2∪{0},m, che non e` altro che la
proprieta` di essere tesa.
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Secondo passo: chiusura.
Sia Pk ∈ P{ϕi}i∈F1∪F2∪{0},m una successione convergente debolemente a P˜ .
Dobbiamo provare che P˜ ∈ P{ϕi}i∈F1∪F2∪{0},m.
Sappiamo, grazie a A.4, che P˜ e` una misura di probabilita`, dobbiamo solo
provare che P˜ soddisfa le condizioni di ammissibilita`
EP˜ [ϕ(S)] ≤ 0 ϕ ∈ {m,ϕi : i ∈ F1 ∪ F2 ∪ {0}}.
Per comodita usiamo le notazioni integrali, consideriamo
∫
RN+
ϕ+ dP˜ e∫
RN+
ϕ− dP˜ .
Innanzi tutto, per ogni ϕ ∈ {m,ϕi : i ∈ F1 ∪ F2 ∪ {0}} e per ogni
u ∈ [0,+∞), abbiamo la disuguaglianza∫
RN+
ϕ+ dP˜ ≥
∫
RN+
ϕ+ ∧ u dP˜ .
Facendo il limite per k → ∞ e dopo il limite u → ∞ da entrambe le parti,
otteniamo
lim
k→∞
∫
RN+
ϕ+ dPk ≥ lim
u→∞
lim
k→∞
∫
RN+
ϕ+ ∧ u dPk
= lim
k→∞
∫
RN+
ϕ+ ∧ u dP˜ =
∫
RN+
ϕ+ dP˜
per convergenza debole e convergenza monotona.
Supponiamo per un attimo di aver anche dimostrato che
lim
k→∞
∫
RN+
ϕ− dPk =
∫
RN+
ϕ− dP˜ . (3.5)
Possiamo concludere∫
RN+
ϕ dP˜ =
∫
RN+
ϕ+ dP˜ −
∫
RN+
ϕ− dP˜
≤ lim
k→∞
∫
RN+
ϕ+ dPk − lim
k→∞
∫
RN+
ϕ− dPk = lim
k→∞
∫
RN+
ϕ dPk ≤ 0.
Ci resta da dimostrare la (3.5).
Usiamo il primo passo, sfruttiamo la proprieta` di essere tesa: per ogni
 > 0 fissato esiste k > 0 tale che Pk(K
c) ≤  per ogni k ∈ N, dove
K := [0, k]
N .
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Per definizione di convergenza debole abbiamo
lim
k→∞
∫
K
ϕ− dPk =
∫
K
ϕ− dP˜ . (3.6)
Pertanto, se {k} e` una successione limitata, abbiamo finito.
Supponiamo dunque che k → ∞ se  → 0. Si noti che
∫
RN+
m dPk ≤ 0
implica
∫
RN+
(m+a+1)dPk ≤ a+1, che a sua volta implica
∫
A
(m+a+1)dPk ≤
a+ 1 per ogni A ⊆ RN+ , essendo m+ a+ 1 ≥ 1 > 0.
Percio`, presa ϕ ∈ {m,ϕi : i ∈ F1 ∪ F2 ∪ {0}}, abbiamo
a+ 1 ≥
∫
Kc
(m+ a+ 1)1ϕ−>0 dPk ≥
∫
Kc
ϕ−min
Kc
(m+ a+ 1)
ϕ−
1ϕ−>0 dPk,
che implica∫
Kc
ϕ− dPk =
∫
Kc
ϕ−1ϕ−>0 dPk ≤ (a+ 1) max
Kc
ϕ−
(m+ a+ 1)
.
Notiamo che per ogni ϕ ∈ {m,ϕi : i ∈ F1 ∪ F2 ∪ {0}} abbiamo che
max
Kc
ϕ−
(m+ a+ 1)
→ 0
se → 0.
Ne segue
lim
k→∞
∫
Kc
ϕ− dPk = 0 (3.7)
se → 0, uniformemente in k.
La (3.6) e la (3.7) insieme implicano che
lim
k→∞
∫
RN+
ϕ− dPk =
∫
RN+
ϕ− dP˜ .
Questo conclude la dimostrazione.
Osservazione 3.5. Se lo stock S puo` assumere valori solo in un intervallo
limitato, e non in tutta la semiretta positiva, tutta la dimostrazione si sempli-
fica enormemente. In particolare, non e` piu` necessaria l’ipotesi dell’esistenza
del derivato ϕ0(S) = g(SN) con g convessa e superlineare, in quanto ogni
strategia e` limitata perche´ il dominio dei payoff lo e`. In tal caso il teorema
3.1 discende direttamente dal teorema A.1.
58CAPITOLO 3. UNA VERSIONE MODEL-FREE DEI PRINCIPALI TEOREMI DELLA FINANZA MATEMATICA.
3.2 Teorema di Super-Replicazione in versio-
ne robusta.
All’inizio del capitolo ci siamo posti la seguente domanda: assegnato un
derivato φ(S),
(ii) esiste un range di prezzi equi per il derivato φ(S)?
Chiaramente quello che intendiamo con replicazione nel contesto di un
mercato model-free non e` diverso da quanto definito per il mercato (B, S),
tenendo conto che le strategie possono coinvolgere un numero finito di ϕi
fissati.
Analogamente a quanto visto nel mercato (B, S), vale un risultato di
questo tipo.
Teorema 3.2. Sia φ(S) un derivato replicabile. Supponiamo Q ∈M{ϕi}i∈I ,
allora il derivato ammette un prezzo equo
p = EQ [φ(S)] .
La dimostrazione e` la stessa del caso del mercato (B, S).
Anche in questo caso abbiamo in generale piu` di un prezzo equo:
Aφ :=
{
EQ [φ(S)] : Q ∈M{ϕi}i∈I
}
.
Anche per dimostrare il seguente teorema ci serve una funzione g : R+ →
R convessa e superlineare, denoteremo m(x) :=
∑T
t=0 g(xt), oltre a qualche
blanda ipotesi sulla funzione φ.
Teorema 3.3 (Super-Replicazione robusto). Nelle ipotesi del teorema 3.1,
preso φ : RN+ → R u.s.c. tale che
lim
‖x‖→+∞
φ(x)+
m(x)
= 0, (3.8)
se M{ϕi}i∈I 6= ∅ allora pM(φ) = pR(φ), dove
pM(φ(S)) := sup
P∈M{ϕi}i∈I
EP [φ(S)]
pR(φ(S)) := inf
{
d : ∃H, aj ≥ 0 tali che d+
d∑
j=0
ajϕij(S) + (H.S)N ≥ φ(S)
}
.
Inoltre il sup e` in realta` un max.
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Osservazione 3.6. Vogliamo sottolineare che il teorema 3.3 riesce perfetta-
mente a garantire lo scopo di trovare il prezzo equo nella situazione in cui si
e` liberi dal modello. Il mercato fornisce i derivati {ϕi(S)}i∈I , noi possiamo
sfruttare due strade:
1. scegliere una probabilita` martingala ammissibile Q e calcolare il valore
atteso del payoff sotto Q;
2. considerare il minimo prezzo necessario di una strategia replicante.
Il teorema 3.3 ci garantisce che i due approcci sono equivalenti.
Dimostrazione. La disuguaglianza pM(φ) ≤ pR(φ) discende facilmente dal
lemma 3.1 scegliendo come u := d+
∑d
j=0 ajϕij e v := φ.
Per provare l’altra disuguaglianza, dimostreremo un risultato piu` forte: il
fatto che vale la disuguaglianza per le strategie g−ammissibili.
Supponiamo per assurdo che esista p tale che
pM(φ) < p < pR(φ). (3.9)
Consideriamo prima φ continuo che soddisfi la condizione (3.8) e
lim
‖x‖→+∞
φ(x)−
m(x)
<∞ (3.10)
In tal modo φ soddisfa ipotesi “simmetriche”rispetto a quelle dei ϕi, e
quindi possiamo garantire la validita` delle ipotesi per il teorema 3.1 con
l’insieme di derivati {ϕ(S), ϕi(S), i ∈ I} dove
ϕ := −φ+ p.
Sono dunque equivalenti:
(i) @f(x) = ϕ(x) +
∑d
j=0 ajϕij(x) + (H.x)N > 0 con aj ≥ 0, H ∈ Hg;
(ii) M{ϕ,ϕi,i∈I} 6= ∅.
Pertanto, o esiste Q ∈M{ϕ,ϕi,i∈I} tale che
EQ[φ(S)] ≥ p, (3.11)
oppure esistono aj ≥ 0, H ∈ Hg tali che
p+
d∑
j=0
ajϕij(x) + (H.x)N > φ(x). (3.12)
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Si noti che (3.11) implica pM(φ) ≥ p, in contraddizione con la pri-
ma disuguaglianza della (3.9), e che invece (3.12) implica pR(φ) ≤ p, in
contraddizione con la seconda disuguaglianza della (3.9).
Tutto questo per φ continua che soddisfi (3.10), prendiamo adesso φ come
nelle ipotesi del teorema. Ogni funzione u.s.c puo` essere scritta come inf di
funzioni continue che soddisfano (3.8) e (3.10).
∃φk continue φ ≤ · · · ≤ φ2 ≤ φ1 φ = inf
k∈N
φk,
con pM(φk) = p
R(φk) per ogni k ∈ N.
Per ogni k ∈ N, scegliamo Pk ∈M{ϕi}i∈I tale che
pM(φk) ≤ EPk [φ(S)] + 1
k
.
Per la compattezza relativa Pk ⇀ P a meno di sottosuccessione.
pM(φ) ≥ EP [φ(S)] = lim
h→∞
EP [φh(S)] = lim
h→∞
lim
k→∞
EPk [φh(S)]
≥ lim
h→∞
lim
k→∞
EPk [φk(S)] = lim
k→∞
pM(φk).
Quindi
pR(φ) ≤ pR(φk) = pM(φk) ↓ pM(φ),
da cui la tesi.
Rimane da provare che il sup viene effettivamente raggiunto.
Innanzi tutto osserviamo che
EP [φ(S)] = lim
h→∞
EPh [φ(S)] ≤ lim sup
h→∞
EPh [φ(S)] ∀h ∈ N.
A questo punto basta scegliere una successione Qk ∈M{ϕi}i∈I tale che
pM(φ) = lim
k→∞
EQk [φ(S)],
per la compattezza relativa si ha che Qk ⇀ Q a meno di sottosuccessione, e
Q e` il punto di massimo.
Osservazione 3.7. Anche in questo caso, se lo stock S puo` assumere valori
solo in un intervallo limitato, la dimostrazione si semplifica. Non serve piu` g
convessa e superlineare.
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Corollario 3.1. Preso φ : RN+ → R u.s.c. che soddisfa 3.8, se M(RN+ ) 6= ∅
allora pM(φ) = pR(φ), dove
pM(φ(S)) := sup
P∈M(RN+ )
EP [φ(S)]
pR(φ(S)) := inf {d : ∃H d+ (H.S)N ≥ φ} .
Inoltre il sup e` in realta` un max.
Come avevamo gia` anticipato, e` possibile fare a meno dell’ipotesi della
funzione g convessa e superlineare supponendo la presenza sul mercato di un
numero notevole di call su SN con prezzi strike crescenti.
Definiamo, per una successione {Kj}j∈N tale che Kj → +∞
ψj(y) := (y −Kj)+, ψ˜j(x) := ψj(xN)− cj, j ≥ 1, (3.13)
dove i cj sono i prezzi delle call, per ricondurci a derivati a costo 0.
Assunzione 3.1. Siano {ϕi(S)}i∈I derivati, inclusi {ψ˜j(S)}j∈N, e si assuma
che M{ϕi}i∈I 6= ∅.
Sia φ : RN+ → R u.s.c. il payoff di un derivato, siano αj ≥ 0 tali che∑∞
j=1 αj =∞ e
∑∞
j=1 αjcj <∞.
Definiamo
g0(y) :=
∞∑
j=1
αj(ψj(y)− cj), m0(y) :=
N∑
n=1
g0(xn),
assumiamo che
lim
‖x‖→+∞
ϕi(x)
+
m0(x)
<∞, lim
‖x‖→+∞
ϕi(x)
−
m0(x)
= 0, lim
‖x‖→+∞
φ(x)+
m0(x)
= 0.
Corollario 3.2. Siano {ϕi(S)}i∈I e φ(S) soddisfacenti l’assunzione 3.1, allora
pM(φ(S)) := sup
P∈M{ϕi}i∈I
EP [φ(S)]
= inf
{
d : ∃H, al ≥ 0, bj ≥ 0, sup
j
bjαj <∞ tali che
d+
d∑
l=0
alϕil(S) +
∞∑
k=1
bjαjψ˜j(SN) + (H.S)N ≥ φ(S)
}
=: pR(φ(S)).
ed il sup e` in realta` un max.
62CAPITOLO 3. UNA VERSIONE MODEL-FREE DEI PRINCIPALI TEOREMI DELLA FINANZA MATEMATICA.
Osservazione 3.8. Il precedente corollario ci dice che la super replicazione e`
possibile sotto l’ipotesi di conoscere la legge di SN e non dell’intero processo
S.
Conoscendo esplicitamente ν la legge di SN , le ipotesi possono essere
indebolite ulteriormente.
Definizione 3.4. SiaM(ν) l’insieme di tutte le misure martingale su (R,B(R))
per le quali la legge di SN e` ν.
Chiamiamo insieme delle misure martingale ammissibili con SN ∼ ν
M{ϕi}i∈I (ν) :=M{ϕi}i∈I ∩M(ν)
Osservazione 3.9. Ci servira` il seguente fatto. Per ogni g : R+ → R
convessa, superlineare e L1(ν), esistono costanti c, αj ≥ 0 e Kj ↑ ∞ tali che
g(y) ≤ c+
∞∑
j=1
αj(y −Kj)+,
∞∑
j=1
αj =∞,
∞∑
j=1
αjcj <∞,
dove cj :=
∫∞
Kj
(y −Kj)dν(y).
Premettiamo un lemma.
Lemma 3.2. Sia µ una misura di probabilita` su R+, e f : R+ → R una
funzione convessa e L1(µ). Allora esiste una funzione convessa f : R+ → R
in L1(µ) tale che |f(x)||f(x)| →∞ se x→∞.
Dimostrazione. Possiamo supporre, senza perdita di generalita`, che
∫
R+ f(x)dµ(x) =
1.
Definiamo
an :=
∫
R+
1f(x)∈[n,n+1)f(x)dµ(x),
risulta
∑
n∈N an = 1. Per k ∈ N, denotiamo Nk l’insieme dei naturali n ∈ N
tali che ∑
m≥n
am ∈
[
1
2k+1
,
1
2k
)
,
e poniamo bn := k + 1 per ogni n ∈ Nk.
Vale N =
⊔
k∈NNk, inoltre se n1 ∈ Nk, e n2 ≤ n1, si ha n2 ∈ Nk. Per
cercare di capire cosa abbiamo fatto, notiamo che N0 e` costituito da tutti e
soli gli indici n tali che ∑
m≥n
am ∈
[
1
2
, 1
)
,
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mentre N1 da tutti e soli gli indici n per cui∑
m≥n
am ∈
[
1
4
,
1
2
)
,
e cos`ı via.
Abbiamo ∑
n∈N
anbn =
∑
k∈N
∑
n∈Nk
an(k + 1) ≤
∑
k∈N
(k + 1)
2k
<∞.
A questo punto possiamo definire f in questo modo
f(x) :=
∑
n∈N
1f(x)∈[n,n+1)(x)f(x)an,
si ha |f(x)|
|f(x)| =
∑
n∈N
1f(x)∈[n,n+1)(x)an →∞ x→∞
e
∫
R+ f(x)dµ(x) =
∑
n∈N anbn <∞.
Corollario 3.3. Siano ϕi : RN+ → R, i ∈ I, funzioni continue con crescita al
piu` lineare all’infinito. Assumiamo che M{ϕi}i∈I (ν) 6= ∅.
Dato φ : RN+ → R u.s.c. e limitato linearmente da sopra, allora
pM(φ(S)) := sup
P∈M{ϕi}i∈I (ν)
EP [φ(S)]
= inf
{∫
R+
ϕ(y)dν(y) : ϕ ∈ L1(ν),∃H, al ≥ 0, tali che
ϕ(SN) +
d∑
l=0
alϕil(S) + (H.S)N ≥ φ(S)
}
=: pR(φ(S)).
ed il sup e` in realta` un max.
Piu` in generale questi risultati valgono per ϕi, i ∈ I, continue e φ u.s.c.
se esiste una funzione convessa e superlineare g˜ : RN+ → R in L1(ν) tale che
lim
‖x‖→∞
|ϕi(x)|∑N
n=1 g˜(x)
<∞, lim
‖x‖→∞
|φ(x)|∑N
n=1 g˜(x)
<∞. (3.14)
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Dimostrazione. Siano ϕi, i ∈ I, continue e tali che M{ϕi}i∈I (ν) 6= ∅, φ u.s.c.
e supponiamo valgano le (3.14).
Applicando il lemma 3.2 a f = g˜, otteniamo una funzione convessa e
superlineare g in L1(ν) tale che
lim
‖x‖→∞
ϕi(x)
−∑N
n=1 g˜(x)
= 0, lim
‖x‖→∞
ϕi(x)
+∑N
n=1 g˜(x)
= 0, lim
‖x‖→∞
φ(x)∑N
n=1 g˜(x)
= 0.
Consideriamo ora αj ≥ 0, Kj ↑ ∞ come nell’osservazione 3.9.
Possiamo includere le call ψ˜j definite dalla (3.13) nelle ϕi, infatti questo
non incide sul fatto che non ci siano arbitraggi.
Applicando il corollario 3.2 otteniamo
sup
P∈M{ϕi}i∈I (ν)
EP [φ(S)]
= inf
{
d : ∃H, al ≥ 0, bj ≥ 0, sup
j
bjαj <∞ t.c.
ϕ(ST ) +
d∑
l=0
alϕil(S) +
∞∑
k=1
bjαjψ˜j(S) + (H.S)N ≥ φ(S)
}
≥ inf
{∫
R+
ϕ(y)dν(y) : ϕ ∈ L1(ν),∃H, al ≥ 0 t.c.
ϕ(ST ) +
d∑
l=0
alϕil(S) + (H.S)N ≥ φ(S)
}
.
La disuguaglianza si spiega con il fatto che A ⊆ B ⇒ inf A ≥ inf B, e
quindi una volta fissato d posso scegliere ϕ := d +
∑∞
k=1 bjαjψ˜j, si ha che
d =
∫
R+ ϕ(y)dν(y) per definizione dei cj.
Questo prova pM(ψ) ≥ pR(ψ), per cui pM(ψ) = pR(ψ), l’altra disugua-
glianza e` banale.
Il fatto che il sup viene effettivamente raggiunto si dimostra al solito
modo.
Consideriamo adesso il caso generale delle ϕi, i ∈ I continue ed a crescita
al piu` lineare all’infinito, φ u.s.c. e limitato linearmente da sopra. Applicando
il lemma 3.2 a f(x) = |x|, otteniamo una funzione convessa e superlineare f
in L1(ν) tale che le (3.14) sono soddisfatte con g = f . Ci siamo ricondotti al
passo precedente.
Ancora una volta e` interessante vedere cosa succede nel caso I = ∅.
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Corollario 3.4. Sia ν una misura di probabilita` su R+ con momento primo
finito.
Preso φ : RN+ → R u.s.c. linearmente limitata da sopra, allora
pM(φ) := sup
P∈M(ν)
EP [φ(S)]
= inf
{∫
R+
ϕ(y)dν(y) : ϕ ∈ L1(ν),∃H, t.c. ϕ(ST ) + (H.S)N ≥ φ(S)
}
=: pR(φ).
Inoltre il sup e` in realta` un max.
Piu` in generale questo risultato vale se esiste una funzione convessa e
superlineare g˜ : RN+ → R in L1(ν) tale che
lim
‖x‖→∞
|φ(x)|∑N
n=1 g˜(x)
<∞. (3.15)
E’ naturale assumere che il mercato non fornisca informazioni sulle call
al tempo finale N , ma per fortuna esiste un risultato di super replicazione
dimostrabile a partire dalle leggi Sn ∼ νn, 1, . . . , N .
Corollario 3.5. Siano νn misure di probabilita` su R+ con momento primo
finito tali che l’insieme M(ν1, . . . , νN) delle misure martingale tali che Sn ∼
νn non e` vuoto.
Preso φ : RN+ → R u.s.c. linearmente limitata da sopra, allora
pM(φ) := sup
P∈M(ν1,...,νN )
EP [φ(S)]
= inf
{
N∑
n=1
∫
R+
ϕndνn : ϕn ∈ L1(νn),∃H, t.c.
N∑
n=1
ϕn(Sn) + (H.S)N ≥ φ(S)
}
=: pR(φ).
Inoltre il sup e` in realta` un max.
Nel nostro caso questo risultato si dimostra esattamente come il corollario
3.3, includendo le opzioni
{±ψ˜k,n, k ∈ R+, n = 1, . . . , N},
fra le {ϕi}i∈I , dove
ψ˜k,n(x) := (xn − k)+ −
∫ +∞
n
(y − k)dµn(y).
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Capitolo 4
Modelli di mercato a tempi
continui.
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4.1 Il controesempio di Stricker.
La teoria sarebbe incompleta se non volgessimo lo sguardo anche al caso dei
tempi continui. In analogia con quanto visto per i tempi discreti, definiamo
un modello di mercato M a tempi continui. Fissiamo un insieme di tempi
T = [0, T ], introduciamo poi uno spazio di probabilita` (Ω,F , P ) sul quale
consideriamo una filtrazione (F)0≤t≤T , tale che F0 = {Ω, ∅} e FT = F .
I nostri stock e bond diventano processi continui S = (S)0≤t≤T , B =
(B)0≤t≤T adattati.
Una generalizzaizone naturale del bond Bn = (1 + r)
n, con r > 0, e` il
processo Bt = e
rt, supporremo sempre che il nostro bond sia di questa forma.
Le strategie vengono generalizzate in questo modo: si prende una cop-
pia di processi (H,K) = (Ht, Kt)0≤t≤T non adattati bens`ı progressivamente
misurabili, tali che∫ T
0
|Ks|ds <∞ q.c.
∫ T
0
H2sds <∞ q.c.
a cui viene associato un valore del portafoglio Vt := KtBt + HtSt; natural-
mente le condizioni di integrabilita` servono a garantire che V = (Vt)0≤t≤T e`
un processo di Itoˆ.
Si parla di strategia autofinanziata nel caso in cui e` soddisfatta l’equazione
dVt = KtdBt +HtdSt,
dove con questa notazione si intende come al solito nella teoria dell’integra-
zione secondo Ito che deve valere
Vt = V0 +
∫ t
0
KsdBs +
∫ t
0
HsdSs.
I prezzi attualizzati vengono definiti esattamente come nel caso a tempi
finiti.
S˜t :=
St
Bt
B˜t := 1 V˜t :=
Vt
Bt
,
ed esattamente come a tempi finiti l’attualizzazione permette di ignorare il
termine K nelle strategie autofinanziate.
Fra le strategie, saranno significative quelle che operano su un numero
finito di tempi.
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Definizione 4.1. Un processo adattato H = (Ht)0≤t≤T si dice processo ele-
mentare (o integrando semplice), se ∃ 0 ≤ t1 < t2 < · · · < tn+1 ≤ T tali
che
Ht =
n∑
i=0
λi1]ti,ti+1](t), con λi misurabile rispetto a Fti .
I valori del portafoglio associati ai processi elementari
VT − V0 = (H.S)T =
n∑
i=0
λi(Sti+1 − Sti),
si chiamano integrali semplici.
Le strategie candidate ad essere arbitraggi devono operare su un numero
finito di tempi.
Definizione 4.2. Definiamo arbitraggio una strategia autofinanziata (H,K)
dove H,K sono processi elementari,
H =
n∑
i=0
λi1]ti,ti+1] K =
n∑
i=0
γi1]ti,ti+1]
per cui Vti ≥ 0 ed esiste n tale che P (Vtn > 0) > 0.
Messi in gioco tutti gli strumenti, vorremmo che i risultati trovati nel
caso a tempi finiti si potessero generalizzare senza problemi. Ci interessa
soprattutto capire quando abbiamo una probabilita` martingala equivalente,
ovvero Q ∼ P tale che
EQ[S˜t|Fs] = S˜s 0 ≤ s ≤ t ≤ T,
perche´ esattamente come nel caso a tempi finiti possiamo usarla per fare
pricing di attivi aleatori replicabili.
Naturalmente una probabilita` martingala equivalente e` risk-neutral, vale
la relazione
EQ[S˜t] = E
Q[S0] 0 ≤ t ≤ T.
A tempi finiti disponiamo di importanti teoremi che permettono di carat-
terizzare l’assenza di arbitraggio con l’esistenza di una probabilita` martingala
equivalente, sia nel caso model-dependent che nel caso model-free. Purtroppo
per i tempi continui questi teoremi non valgono.
Quello che e` sempre vero e` che se esiste una probabilita` risk-neutral allora
vale N.A.
70 CAPITOLO 4. MODELLI DI MERCATO A TEMPI CONTINUI.
Proposizione 4.1. Sia M un modello di mercato a tempi continui. Se esiste
una probabilita` Q ∼ P tale che il processo S˜t e` una martingala sotto Q,
allora vale N.A.
La dimostrazione e` del tutto analoga a quella del caso a tempi finiti.
L’altra implicazione e` invece falsa: la condizione di N.A. e` troppo debole
per garantire l’esistenza di una probabilita` risk-neutral.
C’e` un caso molto famoso in cui si riesce a trovare direttamente una
probabilita` risk neutral usando il teorema A.3, in tal caso si vede che la
probabilita` martingala e` anche unica, e si riesce ad arrivare a delle formule
chiuse per il pricing di call e put europee.
Si tratta del Modello di Black-Scholes.
Esempio 4.1 (Black-Scholes). Prendiamo r, µ, σ > 0, un processo di Wiener
Wt, uno spazio (Ω,F , P ), munito della filtrazione generata FWt , e definiamo
S e B come i processi che soddisfano dSt = St(µdt + σdWt) e dBt = rBtdt,
con condizioni iniziali standard.
Passando a prezzi attualizzati, abbiamo che
dS˜t = S˜t((µ− r)dt+ σdWt)
Usiamo il teorema A.3 per trovare Q ∼ P in modo che sotto Q il processo
S˜ sia una martingala: scegliamo Ht :=
r−µ
σ
, dunque consideriamo Lt che
soddisfa
dLt =
r − µ
σ
LtdWt,
e` facile verificare che E[LT ] = 1, e dunque possiamo garantire che il processo
W ∗t = Wt +
µ−r
σ
t e` effettivamente un Wiener.
Definiamo Q := LT .P , sotto Q vale dS˜t = σS˜tdW
∗
t , il processo S˜ e`
diventato una martingala.
La dimostrazione che la condizione di N.A. e` insufficiente a garantire
l’esistenza di una probabilita` martingala equivalente e` fornita dal seguente
controesempio, dovuto a Stricker.
Esempio 4.2 (Stricker). Supponiamo di lavorare con prezzi attualizzati.
Prendiamo S = (St)0≤t≤1 della forma
St := Wt + h(t),
dove W = (Wt)0≤t≤1 e` un moto browniano standard definito su uno spazio di
probabilita` (Ω,F , P ), munito della filtrazione generata FWt , e h ∈ BV [0, 1]
e` una funzione deterministica continua ma non assolutamente continua.
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S e` una semimartingala ma non una vera martingala, e non e` possibile
cambiare la probabilita`, usando per esempio il teorema A.3, per trasformarla
in una martingala, proprio perche´ h non si puo` scrivere nella forma
h(t) =
∫ t
0
g(s)ds g ∈ L2[0, 1].
Vediamo che in questo modello vale N.A.
Prendiamo una strategia autofinanziata H =
∑n
i=0 λi1]ti,ti+1], con P (λn 6=
0) > 0.
Il punto e` che il valore finale del portafoglio
(H.S)1 =
n∑
i=0
λi(Sti+1 − Sti)
assume valori negativi su un insieme non trascurabile: dato che le variabili
λn e Yn =
∑n−1
i=0 λi(Sti+1 − Sti) + λn(h(tn+1)− h(tn)) sono indipendenti dalla
variabile gaussiana non degenere Wtn+1 −Wtn , abbiamo che
P ((H.S)1 < 0) > 0.
e dunque non puo` esistere un arbitraggio.
4.2 Teorema Fondamentale dell’Asset Pricing
a tempi continui.
Abbiamo capito che non e` possibile enunciare un teorema generale del tipo
1.1 per i tempi continui, ma vorremmo vedere fino a che punto le affermazioni:
• N.A.;
• esiste Q ∼ P tale che sotto Q lo stock attualizzato e` una martingala,
sono essenzialmente equivalenti. Per semplicita` facciamo l’ipotesi di lavo-
rare con prezzi attualizzati; al solito, spesso chiameremo “strategia”la sola
componente H di una strategia.
Dobbiamo affrontare il problema che un processo S e` un buon integratore
soltanto quando e` una semimartingala, vedremo cosa intendiamo con questi
concetti. Questo fatto restringe il nostro campo di applicazione a una classe
ridotta di possibili stock.
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Definizione 4.3. Un processo S = (St)0≤t≤T reale, adattato, e` detto un
buon integratore se l’operatore
IS : SI → L0(Ω,F , P )
definito da
IS(H) := (H.S)T =
n∑
i=0
λi(Sti+1 − Sti),
e` continuo, dove
SI := SI(Ω,F , (Ft)0≤t≤T , P )
e` lo spazio vettoriale degli integrali semplici equipaggiato con la topologia
indotta dalla norma ‖ · ‖∞, mentre L0(Ω,F , P ) e` dotato della topologia della
convergenza in probabilita`.
Se S e` un buon integratore, e` possibile estendere l’operatore IS a spazi piu`
ampi senza particolari difficolta`. In altre parole, la definizione 4.3 assicura
che la procudera di estensione dell’integrale dalle somme di Riemann finite
ai loro limiti funziona bene proprio per i processi che sono buoni integratori.
Definizione 4.4. Un processo S = (St)0≤t≤T reale, adattato, e` detto una
semimartingala se puo` essere decomposto nel seguente modo:
St = Mt + At,
dove M = (Mt)0≤t≤T e` una martingala locale e A = (At)0≤t≤T e` un processo
adattato a variazione limitata.
Come gia` accennato, gli unici buoni integratori sono le semimartingale.
Teorema 4.1 (Bichteler-Dellacherie). Sia S = (St)0≤t≤T un processo reale,
adattato, localmente limitato. Sono equivalenti:
1. S e` un buon integratore;
2. S e` una semimartingala.
Una dimostrazione di questo teorema si trova su [8].
Dobbiamo accettare il fatto che i soli stock con cui possiamo operare de-
vono essere delle semimartingale. Dato per buono questo, introduciamo una
definizione che ci permettera` di orientarci su quale sia la corretta condizione
da sostituire a quella di N.A.
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Definizione 4.5. Un processo S = (St)0≤t≤T reale, adattato, permette un
free lunch with vanishing risk per integrandi semplici se esiste una successione
(Hn)∞n=0 di integrandi semplici tali che, per n→∞,
(FL) (Hn.S)+T 9 0 in probabilita`,
(V R) sup
0≤t≤T
‖(Hn.S)−t ‖∞ = ‖(Hn.S)−‖∞ → 0.
Viceversa, per S vale no free lunch with vanishing risk per integrandi semplici
se per ogni successione (Hn)∞n=0 di integrandi semplici per cui vale (V R)
risulta
(NFL) (Hn.S)T → 0 in probabilita`.
Da un punto di vista finanziario la condizione (FLV R) si traduce nell’e-
sistenza di una successione di operazioni di compravendita (Hn)∞n=0 tale che
le perdite tendono a 0 nel senso di (V R), mentre i guadagni finali rimangono
positivi al tendere di n all’infinito.
Vale la pena notare che la condizione (V R) e` riferita alle massime perdite
delle strategie Hn sull’intero intervallo [0, T ]: e` come dire che se il membro
sinistro di (V R) e` pari a n, allora, con probabilita` 1, la strategia H
n non
puo` produrre una perdita maggiore di n per ogni t ∈ [0, T ].
Osservazione 4.1. Ricordando la definizione 4.2 di arbitraggio che abbiamo
dato, possiamo concludere che (FLV R) per integrandi semplici e` un arbitrag-
gio a livello asintotico. Tuttavia (FLV R) per integrandi semplici non implica
l’esistenza di un vero arbitraggio poiche´ prevede la possibilita` che ciascuna
strategia della successione possa produrre delle perdite, seppur in quantita`
tendente a zero all’infinito.
Quindi (NFLV R) per integrandi semplici ⇒ N.A. ed il viceversa e` falso.
Il legame con le semimartingale e` dato dal seguente teorema.
Teorema 4.2. Sia S = (St)0≤t≤T un processo reale, adattato, localmente
limitato.
Se S soddisfa (NFLV R) per integrandi semplici allora S e` una semimar-
tingala.
Una dimostrazione di questo teorema, oltre ad una dimostrazione del
teorema 4.1 legata al concetto di free lunch with vanishing risk, si puo` trovare
su [3].
La condizione che ci servira` non e` quella di (FLV R) per integrandi sem-
plici, ma quella di (FLV R) per strategie ammissibili.
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Definizione 4.6. Un processo H = (Ht)0≤t≤T progressivamente misurabile
e tale che
∫ T
0
H2sds < ∞ q.c. viene detto ammissibile se esiste una costante
M > 0 tale che ∫ t
0
HudSu ≥ −M, 0 ≤ t ≤ T.
La condizione di ammissibilita` corrisponde, da un punto di vista finan-
ziario, ad una dispobilita` di credito finita.
Se usiamo le strategie ammissibili possiamo permetterci di modificare la
definizione di arbitraggio, considerando come possibili arbitraggi anche tali
strategie oltre ai processi elementari. Questa modifica non inficia l’insuffi-
cienza della condizione di N.A. nella nostra teoria, perche´ la nuova condizione
di N.A., fatta su tutte le strategia ammissibili, e` piu` forte di quella relativa
ai soli processi elementari.
Definizione 4.7. Supponiamo che non si lavori con prezzi attualizzati, defi-
niamo arbitraggio una strategia autofinanziata (H,K) dove H,K sono stra-
tegie ammissibili, per cui Vt ≥ 0, per 0 ≤ t ≤ T , ed esiste n tale che
P (Vn > 0) > 0.
Definizione 4.8. Un processo S = (St)0≤t≤T reale, adattato, permette
un free lunch with vanishing risk per strategie ammissibili se esiste una
successione (Hn)∞n=0 di strategie ammissibili tali che, per n→∞,
(FL) (Hn.S)+T 9 0 in probabilita`,
(V R) sup
0≤t≤T
‖(Hn.S)−t ‖∞ = ‖(Hn.S)−‖∞ → 0.
Viceversa, per S vale no free lunch with vanishing risk per strategie ammis-
sibili se per ogni successione (Hn)∞n=0 di strategie ammissibili per cui vale
(V R) risulta
(NFL) (Hn.S)T → 0 in probabilita`.
Con un piccolo abuso di notazione, denoteremo N.A. anche la condizione
di non arbitraggio relativa alle strategie ammissibili, e denoteremo (FLV R)
la condizione (FLV R) per strategie ammissibili.
Osservazione 4.2. Allacciandoci all’osservazione 4.1, possiamo dedurre che,
alla luce della definizione 4.7 di arbitraggio che abbiamo dato, la condizione
(FLV R) si traduce in un arbitraggio a livello asintotico, ma non implica
l’esistenza di un vero arbitraggio.
Vale (NFLV R)⇒ N.A. ed il viceversa e` falso.
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Un modo alternativo di caratterizzare le condizioni N.A. e (NFLV R)
consiste, in analogia con quanto visto per i tempi finiti, nel considerare dentro
L0 il cono convesso
C := {(H.S)T : H ammissibile} ,
chiamare
C0 = C − L0+ := {X : ∃H ammissibile t.c. X ≤ (H.S)T}
l’insieme degli attivi aleatori copribili a costo 0, e denotare
K := C0 ∩ L∞.
Osservazione 4.3. Le condizioni N.A. e (NFLV R) si possono riformulare
in questi termini:
N.A.⇔ K ∩ L∞+ = ∅, (4.1)
(NFLV R)⇔ K ∩ L∞+ = ∅, (4.2)
dove con K si intende la chiusura di K rispetto alla topologia indotta dalla
norma ‖ · ‖∞.
Prima di enunciare un paio di versioni a tempi continui del teorema che ci
interessa, enunciamo alcuni teoremi che ci servono: iniziamo con una versione
del teorema 1.2 relativa al nostro contesto.
Teorema 4.3 (Kreps-Yan). Sia K un cono convesso chiuso di L∞ rispetto
alla topologia σ(L∞, L1), contenente L∞− , e tale che K∩L∞+ = ∅, allora esiste
Z ∈ L1 strettamente positiva q.o. tale che si abbia
E[ZY ] ≤ 0 ∀Y ∈ K.
La dimostrazione di questo teorema ricalca quella del teorema 1.2, anche
in questo caso il risultato che c’e` sotto e` il teorema A.1.
Proprio come la proposizione 1.4, deducendo la chiusura di un certo in-
sieme dalla condizione di N.A., costituisce il perno tecnico su cui si fonda
la dimostrazione del teorema 1.1, il seguente teorema, deducendo la chiu-
sura di un insieme analogo rispetto alla topologia debole∗ dalla condizione
(NFLV R), costituisce la versione tecnica del teorema principale.
Teorema 4.4. Sia S = (St)0≤t≤T una semimartingala reale, adattata, che
soddisfa (NFLV R). Allora K e` chiuso rispetto alla topologia σ(L∞, L1).
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La dimostrazione di questo fatto e` molto tecnica, si veda [1].
Ci servira` anche un risultato sulle strategie ammissibili.
Teorema 4.5. Se M = (Mt)0≤t≤T e` una martingala locale e H = (Ht)0≤t≤T
e` una strategia ammissibile per M , allora H.M = ((H.M)t)0≤t≤T e` una
martingala locale. Di conseguenza e` una supermartingala.
Passiamo finalmente ai teoremi principali.
Teorema 4.6. Sia S = (St)0≤t≤T una semimartingala reale, adattata, local-
mente limitata.
Sono equivalenti:
(i) (NFLV R);
(ii) esiste una probabilita` Q ∼ P tale che il processo S e` una martingala
locale sotto Q.
Facciamo un breve confronto con il risultato che abbiamo a tempi fini-
ti: innanzi tutto siamo stati costretti a considerare solo processi che fosse-
ro semimartingale; la condizione di N.A., troppo blanda, e` stata sostituita
da (NFLV R), e nonostante questo possiamo al piu` garantire che sotto la
probabilita` equivalente il processo S e` una martingala locale, non una vera
martingala.
La versione migliore del teorema permette di superare quest’ultimo pro-
blema, ma al prezzo di ipotesi piu` restrittive.
Teorema 4.7 (Fondamentale dell’Asset Pricing a tempi continui.). Sia S =
(St)0≤t≤T una semimartingala reale, adattata, limitata.
Sono equivalenti:
(i) (NFLV R);
(ii) esiste una probabilita` Q ∼ P tale che il processo S e` una martingala
sotto Q.
Per assicurare il fatto che il processo S sia una vera martingala sotto Q
abbiamo dovuto supporre che sia globalmente limitato.
Per prima cosa dimostreremo il teorema 4.7, una volta fatto questo il
teorema 4.6 sara` un corollario.
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Dimostrazione. (del teorema 4.7)
Iniziamo con il supporre che sia vero (NFLV R).
Scimmiottando quanto abbiamo fatto nel caso del teorema 1.1, andiamo
ad usare il teorema 4.3 per garantire l’esistenza di una probabilita` martingala
equivalente.
Dal fatto che (NFLV R) ⇒N.A., ricordando l’equazione (4.1), possiamo
garantire che K ∩ L∞+ = ∅.
Inoltre, per il teorema 4.4, possiamo garantire che K e` chiuso rispetto alla
topologia σ(L∞, L1).
Il fatto che K sia un cono convesso contenente L∞− e` ovvio, pertanto, alla
luce del teorema 4.3, possiamo garantire l’esistenza di Z ∈ L1 strettamente
positiva q.o. tale che si abbia
E[ZY ] ≤ 0 ∀Y ∈ K,
e dunque ci basta porre Q := Z.P . Con una normalizzazione possiamo
supporre che Q sia effettivamente una misura di probabilita`.
A questo punto, scelti comunque s < t, B ∈ Fs e α ∈ R abbiamo che,
usando l’ipotesi che S e` limitato, α(St − Ss)1B ∈ K.
Pertanto si ha
EQ[α(St − Ss)1B] = 0,
e questo basta a garantire che sotto Q il processo S e` una vera martingala.
Dimostriamo adesso il viceversa.
Per prima cosa osserviamo che la condizione (NFLV R) non cambia se
si rimpiazza la probabilita` originale con una ad essa equivalente, e possiamo
pertanto supporre che P sia gia` una probabilita` martingala per S.
Presa H ammissibile, possiamo garantire, in virtu` del teorema 4.5, che il
processo (H.S) e` una supermartingala.
Pertanto, deve valere
E[(H.S)T ] ≤ E[(H.S)0] = 0.
Questo dimostra che
E[Y ] ≤ 0 ∀Y ∈ K,
e dunque
E[Y ] ≤ 0 ∀Y ∈ K,
da cui K ∩ L∞+ = ∅, condizione equivalente a (NFLV R) grazie all’equazione
(4.2).
Vediamo come il teorema 4.6 discenda come corollario di quello appena
dimostrato.
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Dimostrazione. (del teorema 4.6)
Come prima, supponiamo vera la condizione (NFLV R).
Dal fatto che S e` localmente limitato, esistono una successione αn → +∞
e una successione crescente di tempi d’arresto τn → ∞ tali che su [0, τn] il
processo S e` limitato da αn.
Sostituendo S con
S := S1[0,τn] +
∑
n≥1
2−n
1
αn + αn+1
(1]0,τn].S),
il processo S e` limitato e soddisfa (NFLV R) giacche´ i valori finali delle
strategie ammissibili sono gli stessi per S e S. Una misura martingala per
S e` una misura martingala locale per S e percio`, usando il teorema 4.7,
abbiamo la tesi.
Il viceversa si dimostra allo stesso modo del teorema 4.7.
Appendice A
Appendice.
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A.1 Richiami di Analisi Funzionale.
Durante la dissertazione utilizzeremo piu` volte il Teorema di Hahn-Banach.
Teorema A.1 (Hahn-Banach). Sia X uno spazio metrico e siano A,B ⊆ X
due convessi uno chiuso l’altro compatto, allora A e B sono separabili in
senso forte, ovvero esistono un funzionale lineare F ∈ X∗ ed una costante
α ∈ R tali che
F (a) < α < F (b) ∀a ∈ A,∀b ∈ B.
Si dice che {F = α} e` un iperpiano separatore fra A e B.
Diamo una definizione.
Definizione A.1. La compattificazione di Stone-cech di uno spazio topolo-
gico X e` lo spazio topologico compatto Xˇ tale che ogni mappa f : X → K,
con K spazio topologico compatto di Hausdorff, si estende in modo unico a
Xˇ come fˇ : Xˇ → K.
Si puo` dimostrare che la compattificazione di Stone-cech di uno spazio
topologico X e` la piu` grande possibile.
Lo spazio di Banach Cb(RN+ ) puo` essere identificato con lo spazio C(RˇN+ ),
dove indichiamo con Cb(RN+ ) lo spazio delle funzioni continue e limitate h su
RN+ munito della norma
‖h‖Cb = sup
x∈RN+
|h(x)| <∞.
Facciamo questo perche´ avremo bisogno di considerare le funzioni conti-
nue su uno spazio compatto.
Definizione A.2. SiaX uno spazio topologico compatto e sia B la σ−algebra
dei boreliani (cioe` la piu` piccola σ−algebra contenente gli aperti), una misura
non negativa µ si dice misura di Radon su K se
• µ e` boreliana;
• µ e` finita;
• µ e` regolare, ovvero per ogni B ∈ B vale
µ(B) = sup{µ(C) : C ⊂ B : C compatto},
µ(B) = inf{µ(A) : A ⊃ B : A aperto}.
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Definizione A.3. Una misura con segno µ : B → R e` una misura σ−additiva
tale che µ(∅) = 0.
Per ogni misura con segno µ e` possibile definire due misure boreliane
µ+, µ− in questo modo:
µ+(B) := sup{µ(E) : E ⊂ B : E ∈ B},
µ−(B) := inf{−µ(E) : E ⊃ B : E ∈ B},
per B ∈ B.
Inoltre risulta µ = µ+ − µ−.
Se consideriamo la misura |µ| := µ+ +µ−, si puo` dimostrare che |µ| e` una
misura di Radon se e solo se µ e` una misura di Radon con segno.
Denotiamo
M(X) := {µ : µ e` una misura di Radon con segno},
Si ha cheM(X) e` uno spazio vettoriale, ed e` uno spazio di Banach se munito
della norma
‖µ‖ = |µ|(X).
A questo punto enunciamo un teorema che lega le misure di Radon con
il duale dello spazio delle funzioni continue di un compatto.
Teorema A.2. Sia X uno spazio topologico compatto, allora
C(X)∗ ∼=M(X).
Occupiamoci adesso di richiamare un altro concetto che viene usato du-
rante la dissertazione.
Prendiamo una funzione f : [a, b] → R. Usiamo le seguenti notazioni:
indichiamo una generica partizione di [a, b] con pi = {a ≤ t1 ≤ · · · ≤ tnpi ≤ b}
e scriviamo |pi| = maxi=1,...,npi−1 |ti+1 − ti|.
Una funzione f : [a, b] → R si dice a variazione limitata, e scriviamo
f ∈ BV [a, b], se
sup
pi
npi−1∑
i=1
|f(ti+1)− f(ti)| <∞.
Ricordiamo che f ∈ BV [a, b] ; f ∈ AC[a, b].
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A.2 Il Teorema di Shermann-Stein-Blackwell.
Vediamo di dimostrare il Teorema di Shermann-Stein-Blackwell.
Sebbene ne esista una versione piu` generale, nel nostro caso specifico ci
basta dimostrare la versione finita del teorema, quella che abbiamo enunciato.
Dimostrazione. (del teorema 2.2) Sia Π l’insieme delle misure di probabilita`
su X ×X, risulta essere un simplesso di RN2 , e sia Λ un convesso chiuso di
Π. Una misura m ∈ Π ha densita` marginali m1,m2 date da
m1i =
∑
j
mi,j, m
2
j =
∑
i
mi,j.
Sia mˆ il vettore 2n−dimensionale (m1,m2), sia Mˆ := {mˆ : m ∈ Λ} un
convesso chiuso.
Se (µ, ν) ∈ Mˆ allora esiste un iperpiano separatore in virtu` del teorema
A.1, ovvero un vettore (φ, ψ) ed un numero K tali che µ(φ) + ν(ψ) > K
mentre ∑
i,j
(φi + ψj)mi,j ≤ K ∀m ∈ Λ.
Pertanto (µ, ν) ∈ Mˆ se e solo se per ogni vettore (φ, ψ)
µ(φ) + ν(ψ) ≤ sup
m∈Λ
∑
i,j
(φi + ψj)mi,j.
Sia ora Λ l’insieme delle misure martingale
Λ :=
{
m ∈ Π :
∑
j
(aj − ai)mi,j = 0, i = 0, . . . , n
}
.
Presi due vettori arbitrari φ, ψ, sia ψ0 la piu` piccola funzione concava che
maggiora ψ.
Si ha
µ(φ) + ν(ψ) ≤ µ(φ) + ν(ψ0)
≤ µ(φ+ ψ0)
≤ max
i
(φi + ψ
0
i )
= φi∗ + ψ
0
i∗ ,
dove la seconda disuguaglianza usa l’ipotesi.
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Adesso, per t ∈ RN , definiamo
ψˆ(t) := sup
{
η(ψ) : η e` una misura di probabilita` con valore atteso
∑
i
ηiai = t
}
.
Si ha che ψˆ e` una funzione concava e ψ1i ≡ ψˆ(ai) ≥ ψi, quindi in partico-
lare ψ1 ≥ ψ0, e pertanto dato  > 0 esiste una misura di probabilita` ηi tale
che ηi (ψ) ≥ ψ1i − .
Definiamo m∗ := δi∗ × ηi , abbiamo che m∗ ∈ Λ e
φi∗ + ψ
0
i∗ ≤ φi∗ + ηi∗(ψ) +  =
∑
i,j
(φi + ψj)m
∗
i,j + 
≤ sup
m∈Λ
∑
i,j
(φi + ψj)mi,j +  ∀ > 0,
e pertanto (µ, ν) ∈ Λ.
A.3 Richiami di Probabilita`.
Innanzi tutto richiamiamo alcuni concetti che giocano un ruolo speciale nella
finanza matematica.
Un processo stocastico M = (Mt)t≥0 adattato, a valori reali, defini-
to su uno spazio (Ω,F , P ) munito di una filtrazione (Ft)t≥0, che soddisfa
E[|Mt|] < ∞, per ogni t ≥ 0, si definisce una martingala (rispetto alla
filtrazione (Ft)t≥0) se per ogni t > s ≥ 0 vale
E[Mt|Fs] = Ms.
Se invece vale E[Mt|Fs] ≥ Ms si parla di submartingala, mentre se vale
E[Mt|Fs] ≤Ms si parla di supermartingala.
Naturalmente si puo` dare l’analoga definizione per tempi discreti, in
questo caso ricordiamo che e` sufficiente che valga la condizione per tempi
consecutivi: M = (Mn)n≥0 e` una martingala se soddisfa
E[Mn+1|Fn] = Mn ∀n ∈ N.
Richiamiamo un altro paio di definizioni. Una v.a. τ : Ω→ [0,∞] si dice
tempo d’arresto rispetto alla filtrazione (Ft)t≥0 se per ogni t ≥ 0 l’evento
{τ ≤ t} appartiene a Ft.
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Un processo M = (Mt)t≥0 e` una martingala locale rispetto alla filtrazione
(Ft)t≥0 se esiste una successione crescente {τn}n∈N di tempi d’arresto che
soddisfa τn → +∞, tale che (Mt∧τn)t≥0 e` una vera martingala rispetto a
(Ft)t≥0, per ogni n ∈ N.
Richiamiamo un paio di teoremi molto importanti per noi.
Teorema A.3 (Girsanov). Fissiamo T > 0, sia (Ω,F , P ) uno spazio di
probabilita` munito della filtrazione (Ft)0≤t≤T , sia Q ∼ P e sia LT = dQdP la
densita`, supponiamo che il processo L = (Lt)0≤t≤T soddisfi
dLt = HtLtdWt, L0 = 1,
con W = (Wt)0≤t≤T un Wiener e H = (Ht)0≤t≤T progressivamente misurabile
e tale che
∫ T
0
Hs(ω)
2ds <∞ q.o.
Se E[LT ] = 1 allora W
∗
t = Wt −
∫ t
0
Hsds e` un processo di Wiener.
Inoltre, se Ft = FWt , ogni probabilita` equivalente si ottiene in questa
forma.
Supponiamo di avere questo problema: dobbiamo dimostrare la compat-
tezza di un certo insieme di misure di probabilita`. Nel nostro caso, trat-
tandosi di un insieme infinito, ci verra` in aiuto il Teorema di Prohorov, che
permette di caratterizzare le famiglie relativamente compatte con le famiglie
tese.
Definizione A.4. Una famiglia di misure di probabilita` P si dice tesa se per
ogni  > 0 esiste un compatto K tale che µ(K) ≥ 1−  ∀µ ∈ P .
La proprieta` di essere tesa si traduce nel fatto di essere una famiglia
essenzialmente contenuta dentro un compatto, a meno di sbrodolamenti;
ricordiamo che ogni famiglia finita e` tesa.
Teorema A.4 (Prohorov). Sia P una famiglia di misure di probabilita` su
(R,B(R)), sono equivalenti:
1. la famiglia P e` tesa;
2. P e` relativamente compatta rispetto alla topologia debole.
Questo teorema permette di dimostrare la compattezza di una famiglia
tesa semplicemente provandone la chiusura.
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