Abstract. Measurable sets are defined as those locally approximable, in a certain sense, by sets in the given algebra (or ring). A corresponding measure extension theorem is proved. It is also shown that a set is locally approximable in the mentioned sense if and only if it is Carathéodory-measurable.
Introduction, summary, and discussion
Let m : A → [0, ∞] be a measure -that is, a nonnegative σ-additive function defined on an algebra A over a set X such that m(∅) = 0.
The measure extension problem is to extend the measure m to a measure on a σ-algebra containing A . This problem was solved by Carathéodory; see e.g. [3] . The key in his solution was to consider the set (1.1) M Ca := {E ⊆ X : m * (F ) = m * (F ∩ E) + m * (F ∩ E c ) ∀F ⊆ X} of all Carathéodory-measurable subsets of X, where, as usual, m * denotes the outer measure corresponding to m, and c denotes the complement (to X). It is then shown that M Ca is a σ-algebra containing A , and the restriction of m * to M Ca is a measure extending m.
When the measure m is finite, one can also introduce the inner measure m * by the formula m * (E) := m(X) − m * (E c ) for all E ⊆ X, and then the key condition m * (F ) = m * (F ∩ E) + m * (F ∩ E c ) in (1.1) can be rewritten in the case F = X as m * (E) = m * (E). This equality of the outer and inner measures on all Carathéodory-measurable subsets of X may explain the intuition behind the definition (1.1).
Moreover, one can show -see e.g. Theorem 1.4 at the end of this section -that the condition ∀F ⊆ X in (1.1) can be equivalently replaced by ∀A ∈ A fin , where
That is,
where
A is the restriction of the measure m to the algebra A A := {B ∈ A : B ⊆ A} over the set A, and (m A ) * and (m A ) * are the outer and inner measures corresponding to m A . This "localized" restatement of the definition of M Ca brings it closer to the mentioned intuition of the desired equality of the outer and inner measures of measurable sets.
Another approach to the measure extension problem is based on an approximation idea, which may be more immediately intuitive. For any subsets E and F of X, define the "distance" between them by the formula
where E + F denotes the symmetric difference between E and F . The idea is then to define the set of all measurable subsets of X as the closure of the algebra A with respect to the pseudometric d. This idea was carried out in [2, Appendix 1] in the case when m is a probability measure. Of course, one can quite similarly do for any finite measure m; cf. e.g. [1, Theorem 1.5.6]. However, without modifications, this approach will not work in general even when the measure m is σ-finite. For instance, suppose that X = R, A is the smallest algebra containing all left-open intervals (a, b] in R, and m is the Lebesgue measure on A , so that m is σ-finite. Let now E := n∈Z (2n, 2n + 1], so that E is in the σ-algebra σ(A ) generated by A . Then it is easy to see that d(E, A) = ∞ for any A ∈ A . Moreover, [5, Example 4.19] shows that there exist a set X, an algebra A over X, a σ-finite measure µ on σ(A ), and a set E ∈ σ(A ) such that µ(E) < ∞ but µ(E + A) µ(E) > 0 for all A ∈ A .
The approximation idea can be saved, though, by combining it with appropriate localization. That is, a measurable set may be only "locally" approximable by sets in the algebra A . Specifically, for any A ∈ A consider the following "localized" version of the definition (1.4):
for any subsets E and F of X. Thus, for the "distance" d defined by (1.4), we have d = d X . Now recall (1.2) and let M denote the set of all subsets E of X such that for each A ∈ A fin and each real ε > 0 there is some B = B E,A,ε ∈ A such that d A (E, B) < ε:
Note that here we use the "m-finite" subset A fin of the algebra A (rather than A itself); this localization idea is similar to the one that led us to (1.3).
Theorem 1.1. M is a σ-algebra over X, and M ⊇ A .
The necessary proofs are given in Section 2. Of course, the σ-finiteness condition in Theorem 1.3 is essential; for instance, see [5, Example 4.20] .
Let us also compare the set M , defined by (1.5), of all sets locally approximable by sets in algebra A with the set M Ca , defined by (1.1), of all sets measurable in the Carathéodory sense, as well as with the completion
of the σ-algebra σ(A ) generated by algebra A . Let us also consider the following "A fin " counterparts of the Carathéodory set M Ca and the set M Co :
In Remark 1.5. The condition X ∈ A will never be used in the proofs of Theorems 1.1-1.4 (to be given in Section 2). So, these theorems will hold even if A is only assumed to be a ring (but not necessarily an algebra) of subsets of X.
Proofs
First here, let us recall the definition and basic properties of the outer measure corresponding to the given measure m on the algebra A .
Take any set E ⊆ X. Let c(E) denote the set of all sequences (A n ) :
of the set E corresponding to the measure m on the algebra A . The following properties of the outer measure are well known and easy to check: for any subsets E, E 1 , E 2 , . . . of X, one has positivity: m * (E) 0;
in the definition (2.1) of the outer measure, one may replace c(E) by c d (E). The latter property follows immediately by simple and well-known Remark 2.1. For any sequence (A n ) in A and the sequence (B n ) defined by the condition B n = A n \ j<n A j , one has the following: (B n ) is a disjoint sequence in A , m(B n ) m(A n ) for all n, and n A n = n B n .
Another useful property of the outer measure is just a bit more involved:
To prove the reverse inequality, take any (B k ) ∈ c d (E) and any natural N . Let
Taking now the infimum over all (B k ) ∈ c d (E) and recalling the "disjoint" version of the definition of the outer measure, we see that n N m(A n ) m * (E). Finally, letting N → ∞, we confirm the reverse inequality, n m(A n ) m * (E), which completes the proof of Proposition 2.2.
An immediate and important consequence of Proposition 2.2 is that
that is, m * is an extension of m from A to the set of all subsets of X.
Note the following properties of the functions d A : for any A ∈ A fin and any subsets E, B, E 1 , E 2 , . . . , B 1 , B 2 , . . . of X,
. Property (I) follows because the outer measure m * is nonnegative, monotone, and subadditive, whereas
Concerning Property (II), it is enough to note that E+B = E c +B c . To check Property (III), note that
, and then use again the monotonicity and subadditivity of m * . Finally, Property (IV) as well follows by the monotonicity and subadditivity of m * , since A ∩ E ⊆ (A ∩ B) ∪ A ∩ (E + B) . Now we are ready to present Proof of Theorem 1.1. Take any A ∈ A fin and any real ε > 0.
Note first that X ∈ M , since d A (X, A) = 0 < ε.
That M is closed with respect to the complement easily follows from Property (II) of d A , which yields d A (E c , A \ B) < ε if d A (E, B) < ε. Also, Property (III) of d A shows that M is closed with respect to the finite unions. So, M is an algebra.
To complete the proof of Theorem 1.1, it remains to show that M is closed with respect to the countable unions.
First here, take any disjoint sequence (A n ) in A . Then for any natural N
by Proposition 2.2. On the other hand, for any natural L,
Moreover, since M is an algebra, in view of Remark 2.1 it now follows that n B n ∈ M for any, not necessarily disjoint, sequence (B n ) in A . Finally, take any
n . By the last paragraph, n B n ∈ M , and so, d A n B n , B) < ε for some B ∈ A . By Properties (I) and (III) of
This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. In view of the subadditivity property of m * , it is enough to show that m * is finitely superadditive; that is, for any disjoint E 1 and E 2 in M , one has
Take indeed any such E 1 and E 2 . Take also any real ε > 0. If m * (E 1 ∪ E 2 ) = ∞, then inequality (2.4) is trivial. So, without loss of generality m * (E 1 ∪ E 2 ) < ∞. Hence, in view of the "disjoint" version of the definition of the outer measure, for some sequence (
and so, for any natural N and
Further, since E 1 and E 2 are in M , one can find B 1 and B 2 in A such that
here and in what follows, α is 1 or 2. By Property IV of the pseudometrics d A ,
On the other hand, using first the monotonicity of m * and the condition (A n ) ∈ c d (E 1 ∪ E 2 ), and then Proposition 2.2 and (2.5), we have
if N is large enough -which latter will be assumed in the sequel. It follows from the subadditivity of m * , (2.8), (2.9), and (2.2) that
Therefore, (2.10)
the penultimate inequality here holds by Property (III) of the pseudometrics d A , taking also into account that
whereas the last inequality in (2.10) follows immediately from (2.7). Comparing the multi-line display (2.10) with (2.6), we see that m
, which concludes the proof of (2.4) and thus the proof of Theorem 1.2.
Proof of Theorem 1.3. Recall that the σ-finiteness of the measure m on A means that there is a disjoint sequence (D n ) in A fin such that n D n = X. In the rest of this proof, let (D n ) be such a sequence.
In addition to the restrictionm of m * to M , letm be another measure that extends m from the algebra A to the σ-algebra M . Take any E ∈ M .
By the "disjoint" version of the definition of the outer measure, for each real r > m
The following characterization of the outer measure will be useful in the proof of Theorem 1.4, and it may also be of independent interest.
Morever, the second of the two infima is attained, and hence the first one is attained.
. Thus, to complete the proof of Proposition 2.3, it is enough to construct some S ∈ σ(A ) such that S ⊇ E andm(S) m * (E). Such a construction is easy.
Indeed, for each natural k there is a sequence A
n ) m * (E) + 1/k. Let now S := k B (k) . Then indeed S ∈ σ(A ), S ⊇ E, andm(S) m * (E).
n N S n . Then B ∈ A and (2.14)
Since S ⊆ A and A ∩ E c ⊆ T , we have S \ (A ∩ E) ⊆ S ∩ T . Therefore and in view of (2.12), (2.13), and (2.11), This and (2.14) yield the desired result:
This completes
Step 6 and thus the entire proof of the first sentence of Theorem 1.4. It remains to verify its second sentence. To do this, assume that m is σ-finite, so that there is a disjoint sequence (D n ) in A fin such that n D n = X. Take now any E ∈ M Co,A fin . Since E ∈ M Co,A fin , for each natural n there is some set S n ∈ σ(A ) such that d Dn (E, S n ) = 0. Here one can replace S n by D n ∩S n , so that without loss of generality S n ⊆ D n . Let then S := n S n , so that S ∈ σ(A ) and D n ∩ S = S n for each n. Since m * is σ-additive on M = M Co,A fin and M ⊇ σ(A ), it follows that d X (E, S) = n d Dn (E, S) = n d Dn (E, D n ∩ S) = n d Dn (E, S n ) = 0. So, E ∈ M Co , for any E ∈ M Co,A fin -if m is σ-finite. Theorem 1.4 is now completely proved.
