We consider the problem of generating size-frequency distributions of pebbles for mining support applications. Based on simple image processing operations and some geometrical constraints, we develop a scheme which is simple, robust and readily parallisable.
INTRODUCTION
We consider an industrial inspection problem with a number of observation di culties which transform an ostensibly simple task into a challenging one. In sub-sea mining applications, the properties of surcial and sub-surface layers are very signi cant in deciding whether, and how, to exploit available resources. In our application, we are interested in the size of pebbles dredged up by drilling survey operations, which can be used to infer probability of yields and to determine the correct method of extraction.
An idealised setup is shown in gure 1. The pebbles are suctioned o the seabed, washed, partially sieved, and then run under the camera before the pebbles go for further analysis. The measurement of interest is the size distribution of the pebbles, possibly quantised into rough bin sizes (e.g., < 10 mm, 10{20 mm, 20{50 mm and > 50 mm).
To make the processing more challenging, the pebbles are illuminated by a spot-light, and since they are wet, have a signi cant specular component. They are typically of the same colour (although indicator minerals are occasionally seen), but can have significant surface patterning or fracturing (although the typical situation is for them to be roughly ellipsoidal through erosion processes). To complete the problem, multiple occlusions are possible. We assume that it is di cult to arrange for more controlled capture conditions, since the system has to be rugged enough to go to sea, and that it is unacceptable to gather samples for later analysis in the laboratory. Furthermore, the system has to produce results in a realistic time, with relatively limited computing resources.
To resolve real-time constraints, we take a statistical approach to estimating the size distribution; that is, we assume that if we select a subset of the pebbles in any image in the correct manner, they form an IID sample from the population in the same way as the sample in the whole image. In this way, we can construct an estimate of the whole distribution without having to detect every pebble. Having reduced the problem to one of nding individual pebbles rather than all pebbles, we avoid the glint and surface texture problems by concentrating on the pebble edges, and use an area-based clustering algorithm to improve individual estimates. In addition to giving more robust estimates of the size distribution, this algorithm allows us a natural parallelism in the algorithm which we exploit to distribute the processing with low overhead.
SYSTEM DESCRIPTION

Selecting the Subset Pebbles
To ensure that summary statistics gathered over a sub-set of pebbles in an image are valid for the sam- Quadrat layout in a typical image. The quadrats are designed to be su ciently large to make it unlikely that a pebble will overlap signi cantly two quadrats.
ple as a whole, we need to ensure that the sub-set is selected such that the independence of the samples is maintained. We construct a random strati ed sampling scheme (2) by splitting the image into nonoverlapping square quadrats (see gure 2), and then selecting a pebble at random within each quadrat.
If we assume that the centres of the pebbles are distributed as a CSR (complete spatial randomness) process over the image as a whole, then within each quadrat the centres of the pebbles are distributed as a CSR as well. Hence, if we choose a point at random in the quadrat, and extract the parameters of the pebble closest to this (or, equivalently, if we extract the parameters of a pebble at random), then the IID nature of the sample is preserved in the subsample.
We note that this process is essentially independent of the method used to extract the parameters of the pebble used for each quadrat. The only real restriction on the problem is that the pebble chosen at random in each quadrat must be independent of those in all other quadrats. Since the quadrats do not overlap, this is assured so long as one pebble cannot overlap two quadrats su ciently that it is chosen for each. This can be done by setting the quadrat size correctly.
Constructing Individual Estimates
To avoid lighting and texture di culties, we compute the edge image for the quadrat, giving mag- nitude and direction components, ?(p) = jrG(p)j and (p) = \rG(p) respectively. We use Canny's algorithm (1), but binarise the magnitude to give m(p) = I(?(p) > q ), computing q so that we retain a xed proportion of the pixels in each quadrat. This allows the algorithm to adapt to semi-local conditions.
We approach the problem of identifying an ellipse through a geometrical construction: we model the pebble edge line as an ellipse. Assume that we can identify any three points on an ellipse boundary; then, a straight-forward algorithm can be used to compute the parameters of the ellipse. In theory, we could choose any three points which have m(p) = 1, and attempt to construct an ellipse (throwing away any combinations which cannot form an ellipse); in practice, this would be very wasteful, since three points selected at random are unlikely to even be on the same ellipse. Instead, we choose the rst point p 1
Ufp : m(p) = 1g; given the direction of the edge at this point, we can predict where the other side of the ellipse should be, and thus we can select points in that direction to improve our chances of nding another point on the same ellipse edge ( gure 3). A similar argument and algorithm is used to choose the third point.
Three points chosen in this way are not guaranteed to lie on the same ellipse, although it is much more likely. To ensure that we have some defence against poor choices, we construct a measure of t of the model's predictions to the data. Given the ellipse parameters, we can predict a nominal edge location within the image, where we predict m(p) = 1, and can compute an estimate of (p). Since we are dealing with digitised version of the ellipse, we allow for some variation by considering an annulus about the nominal location. Let be the set of all pixels within the annulus, and let n c = P p2 m(p) and n 0 = P p2 1 ?m(p)] be the number of pixels above and below threshold in the annulus. Then, we compute:
which combines a component which measures thedelity of the magnitude information (the rst fraction) with one which measures the predicted edge direction angles against the observations, where they exist.
This measure has a number of properties. In the normal case, three points on an ellipse will give a small measure (as the measure is based on a mean square error, smaller is better). Wildly erroneous estimates will still be discriminated either because they will only match partial edges of multiple ellipses, or because their direction predictions will be incorrect. More importantly, the measure mediates against ellipses which are very fragmented (through the magnitude component) or only poorly described by their edges (e.g., because they are only partly in the quadrats, or are heavily occluded).
Finally, we apply a ltering process to the estimates. In particular, we reject estimates which are too small (i.e., are likely glint bursts or water drops) or too large (typically, estimates using points on multiple pebbles). More sophisticated ltering of the estimates would also be possible, due to the parametric nature of the process.
Area-based Clustering
Although the technique above improves the probability of each estimate matching an ellipse, and we can use the measure to check whether the estimate does match, any single estimate is likely to be relatively poor. To ensure that we make a reasonable overall estimate within each quadrat, we generate multiple estimates and then cluster them, outputting the cluster centroid as the overall estimate.
We propose a clustering algorithm based on the common area between two estimates. Any ellipse can be represented by an a ne transform of the unit cir- 1g; then A(e) = j (e)j is the area of ellipse e in pixels, and we de ne the area of the intersection of two ellipses x and y relative to the area of x as A(x; y ) = j (x) \ (y)j=A(x).
Let i be the current mean estimate in cluster i. In practice, the cluster/re-cluster algorithm can adapt the whole algorithm to local conditions in each quadrat. Where clean estimates are available, more clusters with # i > N are formed, and hence more candidate pebbles are returned; where there is more noise, larger numbers of clusters are formed, but most have low occupancy and are rejected.
Estimate Post-processing
It is permissible in this application to heavily quantise the size distribution. However, we do not know a priori which limits will be required, so we retain the actual values, and estimate the size distribution through simple kernel density estimation (3). In order to stabilise the estimates in a real-time implementation, we also consider the samples in a rollingwindow bu er, so that each estimate represents the size distribution estimate over a nite number of images. How to choose how many images to accumulate is at present uncertain.
Algorithm-level Parallelism
Since the algorithm proceeds independently within each quadrat, this is an ideal algorithm for parallel implementation. Our test implementation encapsulates the process in each quadrat as a separate task, and distributes the quadrats to a task-farm of these tasks. At present, this operates in a shared memory multi-processor, but could easily be extended to a message passing protocol and/or distribution across heterogeneous machines through some remote calling procedure.
Our timing analysis in the shared-memory implementation suggests that the speedup is almost linear in the number of processors, since the message passing is limited to sharing out the image (a matter of some pre-computed pointer arithmetic since the image is essentially read-only) and return of a few ellipse cluster estimates ( ve parameters per ellipse). By far the majority of the computation time is spent in generating the initial estimates, which requires no task interaction. 
PRELIMINARY RESULTS
Development Conditions
We have tested the algorithm in a number of congurations. As expected, when the pebbles are nonoccluded and few in number, a very good match is possible, as we show in gure 4(a). We also show the degree of clustering of the estimates in gure 4(b), which shows a histogram of estimate centres as an image.
Under less ideal circumstances, the performance is still good. Figure 5 shows a typical image with glint, occlusions, shadows and water droplets which still results in good correlation with the observed image. Here, we detect 22 pebbles (about 30% of all pebbles visible), which we can use to generate an approximation to the population distribution, gure 6. The pebbles used were selected from two populations of approximately 10 mm and 20 mm, which explains the bimodal distribution observed.
Groundtruth Experiment
We generated a set of six images under controlled conditions, which contained a total of 384 pebbles of various sizes and morphologies (in particular, many that were more square than elliptical). After a number of pre-processing steps, we generated a hand veri ed groundtruth estimate of pebble equivalent sizes by tting ellipses to the pebbles observed and computing r = p s x s y , where (s x ; s y ) are the semi-axis lengths of the pebble (this is an equi-areal approximation, giving the radius of a circle with the same nominal observable area). A kernel density estimate of these sizes was then generated as the target dis- The images were then processed automatically using the algorithm outlined above, with Q = 180 pixel quadrats, 1000 estimates per quadrat, M = 0:5, and N = 5. The slightly di erent parameters for the clustering section of the algorithm are an attempt to compensate for the SNR of the data, which is better than is normally observed; other parameters are as described above.
After clustering, the algorithm determines a total of 294 pebbles, and their size distribution was computed as outlined above. Binned histograms ( r = 1 pixel) and kernel density estimates are shown in gures 7 and 8 respectively. A two sample 2 test indicates no reason to believe there is any di erence between the two distributions in gure 7 at least up to size 0.90; a two-sample Kolmogorov-Smirnov test on the continuous size data, gure 9, con rms this analysis. Although this does not prove that the two distributions are the same, this seems the most likely conclusion given the results. 
CONCLUSIONS
We have outlined the design of a system intended to construct the size distribution of pebbles in video images under adverse conditions. Use of multiple clustered estimates and a reasonably exible geometric model results in a more robust system; our preliminary results indicate that the algorithm operates well under laboratory conditions. We have also shown the results of a groundtruthed experiment which conrmed that the algorithm does replicate the underlying sample distribution from the estimates.
Our algorithm has the useful property that it is able to run the majority of the computation in parallel, due to the statistical approach taken to the estimation. This is very important when we consider the real-time implications of the problem.
Although we have looked at a very speci c problem, the majority of the techniques used could be used in any system when population parameters are estimated from a sample distributed spatially.
