Central polynomials for Z2-graded algebras and for algebras with involution  by Pereira Brandão, Antônio & Koshlukov, Plamen
Journal of Pure and Applied Algebra 208 (2007) 877–886
www.elsevier.com/locate/jpaa
Central polynomials for Z2-graded algebras and for algebras with
involution
Antoˆnio Pereira Branda˜o Jr.1, Plamen Koshlukov∗
IMECC, UNICAMP, Cx. P. 6065, 13083-970 Campinas, SP, Brazil
Received 28 November 2005; received in revised form 22 February 2006; accepted 1 March 2006
Available online 5 May 2006
Communicated by A.V. Geramita
Abstract
We describe the Z2-graded central polynomials for the matrix algebra of order two, M2(K ), and for the algebras M1,1(E) and
E ⊗ E over an infinite field K , char K 6= 2. Here E is the infinite-dimensional Grassmann algebra, and M1,1(E) stands for the
algebra of the 2×2 matrices whose entries on the diagonal belong to E0, the centre of E , and the off-diagonal entries lie in E1, the
anticommutative part of E . It turns out that in characteristic 0 the graded central polynomials for M1,1(E) and E ⊗ E are the same
(it is well known that these two algebras satisfy the same polynomial identities when char K = 0). On the contrary, this is not the
case in characteristic p > 2. We describe systems of generators for the Z2-graded central polynomials for all these algebras.
Finally we give a generating set of the central polynomials with involution for M2(K ). We consider the transpose and the
symplectic involutions.
c© 2006 Elsevier B.V. All rights reserved.
MSC: 16R10; 16R20; 16R40; 15A75
0. Introduction
An important task in the study of algebras with polynomial identities is the description of the central polynomials
in a given algebra. The existence of central polynomials for the matrix algebras Mn(K ) over a field K was proved
by means of direct construction by Formanek [8] and by Razmyslov [19]. Note that Razmyslov also found central
polynomials for other important classes of algebras. These are the following. Let E be the infinite dimensional
Grassmann algebra of a vector space V with a basis e1, e2, . . .; then E has a basis consisting of 1 and the products
ei1ei2 . . . eik , i1 < i2 < · · · < ik , k ≥ 1. The multiplication in E is induced by eie j = −e jei and e2i = 0. The algebra
E has a natural Z2-grading defined as follows: E = E0 ⊕ E1 where Ei is the span of all basic elements such that
k ≡ i (mod 2), i = 0, 1. Now let Mn(E) be the n × n matrix algebra over E . Set Ma,b the subalgebra of Ma+b(E)
that consistis of the block matrices having two blocks on the main diagonal, of sizes a × a and b× b whose elements
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are in E0, and two off-diagonal blocks with entries in E1. Razmyslov constructed central polynomials for the algebras
Ma,b; see for details [19, Theorem 31.1]. Furthermore, in [4] it was proved that every T-prime variety of algebras
possesses a central polynomial. The importance of the above algebras was revealed by Kemer in his celebrated work
on the structure of the T-ideals in characteristic 0, see the detailed account in [11]. Kemer proved that the T-ideals of
the algebras Mn(K ), Mn(E), and Ma,b are the only nontrivial T-prime T-ideals in characteristic 0.
One of the major tools in Kemer’s theory was the usage of graded identities. These proved to be quite interesting
and soon became object of independent studies. One may find further reference concerning graded identities and their
applications in [2,3], and in the references of these two papers.
Of significant importance in Ring theory are algebras with involution. We refer to [20] for a background on
involutions and references, as well as to [6] for some recent developments concerning identities with involution.
In spite of the importance of the T-prime algebras little is known about the concrete form of the identities satisfied
by them. The identities of the Grassmann algebra E are known in detail, see [14] for the case of characteristic 0, and
the references of [10] for the remaining cases. The identities of M2(K ) were described in [18] when char K = 0, and
in [12] when K is infinite and char K = p > 2. The identities of M1,1 are also known in characteristic 0, see [17].
The graded identities satisfied by these algebras are better understood. Thus the Z2-graded identities for M2(K ) and
for M1,1 were described by Di Vincenzo [7] when char K = 0, and in [13] in positive characteristic. The G-graded
identities of many of the T-prime algebras were described as well choosing appropriate groups G, see for example the
references of [3].
The identities with involution are known only for the algebras E , see [1], and for M2(K ), see [15,6]. Our knowledge
about the concrete form of the central polynomials in T-prime algebras is far from being complete, either. The only
nontrivial case that is completely settled is that of M2(K ). When char K = 0, a generating set was produced
in [16], and a detailed description of the structure of the central polynomials for M2(K ) was given in [9]. When
char K = p > 2 a generating set was given in [5].
In this paper we describe generating sets for the graded and for the involutive central polynomials for the algebra
M2(K ), char K = p > 2. We consider the natural Z2-grading on it; the involutions we deal with are the transpose and
the symplectic. Furthermore we exhibit generating sets for the Z2-graded central polynomials for the algebras M1,1
and E ⊗ E . Recall that these two algebras satisfy the same polynomial identities in characteristic 0 but fail to do so in
positive characteristic (see for details [2,3]).
1. Graded T-spaces and graded central polynomials
We fix an infinite field K , char K 6= 2. All algebras and vector spaces will be over K . Let X = {x1, x2, . . .} be
an infinite set, we denote by K (X) the free associative algebra with 1, freely generated by X . An ideal I of K (X) is
T-ideal if it is invariant under all endomorphisms of K (X). Equivalently I is a T-ideal if and only if I is the ideal of all
polynomial identities for some algebra A, I = T (A). An algebra A is Z2-graded (or simply 2-graded) if A = A0⊕ A1
is a direct sum of vector subspaces such that Ai A j ⊆ Ai+ j where the sum i+ j is taken modulo 2. We fix the so-called
natural gradings on the algebras we shall be studying. Recall that the Grassmann algebra E = E0⊕ E1 is 2-graded in
a canonical way as done in the previous section. When A = M2(K ) we have A = A0 ⊕ A1 where A0 consists of all
diagonal matrices and A1 of all off-diagonal matrices,
M2(K ) =
(∗ 0
0 ∗
)
⊕
(
0 ∗
∗ 0
)
.
For the algebra M1,1 we have the following Z2-grading:(
E0 E1
E1 E0
)
=
(
E0 0
0 E0
)
⊕
(
0 E1
E1 0
)
.
Also the algebra E ⊗ E admits the following grading:
E ⊗ E = (E0 ⊗ E0 + E1 ⊗ E1)⊕ (E0 ⊗ E1 + E1 ⊗ E0).
Now let X and Y be disjoint sets of variables (letters); we form the free associative algebra K (X ∪Y ) freely generated
by X ∪Y . It can be endowed with a Z2-grading assuming that X are even (zero) variables and Y are odd (1) variables.
Then a monomial m lies in the even component if and only if the number of odd letters in it is even. A polynomial
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f ∈ K (X ∪ Y ) is a graded identity for the graded algebra A = A0 ⊕ A1 if f vanishes when substituting the variables
from X by arbitrary elements of A0, and the variables of Y by elements of A1. As in the case of ordinary identities one
defines graded T-ideals. We shall call them T2-ideals. These are precisely the ideals of graded identities of Z2-graded
algebras. One says that the polynomial g ∈ K (X ∪ Y ) is a consequence of f (or follows from f ) if g belongs to the
least T2-ideal that contains f . A set S ⊆ I of the T2-ideal I is a generating set (or a basis) of I if every polynomial
from I follows from those of S. In other words the least T2-ideal containing S coincides with I .
The graded identities of the algebras M2(K ), M1,1 and E⊗E were described in characteristic 0 by Di Vincenzo [7],
and by the second author and Azevedo in [13] when char K = p 6= 2. We denote by T2(A) the T2-ideal of the graded
algebra A.
Theorem 1 ([7,13]). Let K be an infinite field, char K 6= 2. Then:
1. T2(M2(K )) is generated by x1x2 − x2x1 and y1y2y3 − y3y2y1.
2. T2(M1,1) is generated by x1x2 − x2x1 and y1y2y3 + y3y2y1.
3. T2(E ⊗ E) is generated by x1x2 − x2x1, y1y2y3 + y3y2y1 and x p1 y1 − y1x p1 . (One omits the last identity when
char K = 0.)
The vector subspace V of K (X) is called a T-space if it is invariant under all endomorphisms of K (X). Analogously
the (graded) subspace W of K (X ∪ Y ) is T2-space if it is invariant under all graded endomorphisms of K (X ∪ Y ). Let
A be an algebra and denote by C(A) the set of all central polynomials for A, that is the set of all f ∈ K (X) whose
values on A are central. For example the polynomials
[x1, x2] ◦ [x3, x4], [[x1, x2]2, x3]
are central for M2(K ). The first is an essential central polynomial since it is not an identity for M2(K ) while the
second is an identity. Here and in the following we denote by [a, b] = ab − ba the usual commutator, and by
a ◦ b = (ab + ba)/2 the usual Jordan (or symmetric) product of a and b. We shall suppose that the commutators are
left-normed that is [a, b, c] = [[a, b], c]. Recall that we refer to commutators in the free associative algebra for the
ones whose entries are variables only. That is, [x1x2, x3] is not considered as a commutator in K (X), and so on.
It is immediate that for every algebra A the space C(A) is a T-space that contains the T-ideal T (A) of A. In
the same manner if A is graded then C2(A) stands for the set of all f (x1, . . . , xm, y1, . . . , yn) ∈ K (X ∪ Y ) such
that f (a1, . . . , am, b1, . . . , bn) are central in A for every ai ∈ A0 and bi ∈ A1. Clearly C2(A) is a T2-space and
T2(A) ⊆ C2(A).
1.1. The algebra M2(K )
Here we denote by I = T2(M2(K )) ⊂ K (X ∪ Y ) the ideal of the graded identities for M2(K ). Theorem 1 states
that I is generated as T2-ideal by the polynomials [x1, x2] and y1y2y3 − y3y2y1. Let us denote by V the T2-space in
K (X ∪ Y ) generated by the polynomials
y21 , z1[x1, x2]z2, z1(y1y2y3 − y3y2y1)z2. (1)
Here and below the letter z with or without an index stands for an arbitrary element of X ∪ Y .
Lemma 2. The inclusions V ⊆ C2(M2(K )) and I ⊆ V hold.
Proof. The square of an off-diagonal matrix in M2(K ) is a scalar matrix, hence y21 ∈ C2(M2(K )). The other
generators of V lie in T2(M2(K )) hence in C2(M2(K )). This proves the first inclusion. The second inclusion is
obvious. 
Lemma 3. 1. The polynomials y1 ◦ y2, y21 y22 and [y1, y2][y3, y4] belong to V .
2. The space V is closed under multiplication.
Proof. 1. First y1 + y2 ∈ K (X ∪ Y )1 hence (y1 + y2)2 ∈ V . Thus y21 + y22 + y1y2 + y2y1 ∈ V and y1 ◦ y2 ∈ V .
Analogously y1+y1y22 ∈ K (X∪Y )1 and (y1+y1y22)2 = y21+y21 y22+y1y22 y1+(y1y22)2 ∈ V . Then y21 y22+y1y22 y1 ∈ V .
But [y1, y22 ] ∈ I ⊆ V thus y1y22 y1 ≡ y21 y22 (mod I ) and we get 2y21 y22 ∈ V .
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Nowwe show [y1, y2][y3, y4] ∈ V . Since y2y3y4−y4y3y2 ∈ T2(M2(K ))we obtain that y1y2y3y4−y1y4y3y2 ∈ V .
On the other hand−ab = ba−2a ◦ b. Hence−y1y4y3y2 = y2y1y4y3−2(y1y4y3) ◦ y2 and since (y1y4y3) ◦ y2 ∈ V
we obtain y1y2y3y4 + y2y1y4y3 ∈ V . In the same manner y2y1y3y4 + y1y2y4y3 ∈ V . Subtracting we have
[y1, y2][y3, y4] ∈ V .
2. The elements of V are of the form α1 f 21 + · · · + αn f 2n + g, αi ∈ K , fi ∈ K (X ∪ Y )1, g ∈ I . Therefore the
product of two such elements is a linear combination of f 2i f
2
j plus some graded identity of M2(K ). According to the
first assertion, the products f 2i f
2
j lie in V and the proof is complete. 
Theorem 4. The T2-space C2(M2(K )) is generated by the polynomials (1), that is C2(M2(K )) = V .
Proof. It suffices to establish C2(M2(K )) ⊆ V . Since the base field is infinite we consider only multihomogeneous
polynomials f ∈ C2(M2(K )). Assume first that f depends only on variables x that is f = f (x1, x2, . . . , xn). Since
[xi , x j ] ∈ I we have that f = αxa11 xa22 . . . xann + g, g ∈ I . If we substitute all xi for the matrix unit e11 we get that
f (e11, . . . , e11) = αe11 + 0. Since e11 is not central in M2(K ) we conclude that α = 0. Therefore f ∈ I ⊆ V .
Hence we assume that f depends on variables yi as well. If f ∈ K (X ∪ Y )1 then the values of f on M2(K )
will be off-diagonal matrices. Since these must be central they are zero and f is a graded identity for M2(K ). Hence
without loss of generality we may assume f ∈ K (X ∪ Y )0. But this implies that in every monomial of f the number
of variables y must be even (counting the repetitions as well). Therefore we may write f as a linear combination of
elements u1u2 . . . un where every ui ∈ K (X ∪ Y )1 and n ≥ 2 is even. But uiui+1 = ui ◦ ui+1 + (1/2)[ui , ui+1].
Hence modulo I we may represent f as a linear combination of elements h1 . . . hmv1 . . . vk where m ≥ 0, k ≥ 0,
every hi is of the form u j ◦ u j+1 and every vi is of the form [u j , u j+1]. This is possible since hi and vi ∈ K (X ∪ Y )0
and therefore they commute modulo I .
Hence modulo I we represent f = f1 + f2 where f1 is a linear combination of terms h1 . . . hmv1 . . . vk with even
k, and f2 of such terms with odd k. According to Lemma 3, f1 ∈ V , therefore f2 ∈ C2(M2(K )). But in M2(K ),
the polynomial f2 takes values that are traceless matrices, hence f2 ∈ T2(M2(K )). Thus f2 ∈ I and f ∈ V . This
completes the proof of the theorem. 
1.2. The algebra M1,1
The centre of the algebra M1,1 consists of the matrices {aI | a ∈ E0} where I is the identity matrix of order 2. Let
W be the T2-space in K (X ∪ Y ) generated by the polynomials
[y1, y2], z1[x1, x2]z2, z1(y1y2y3 + y3y2y1)z2 (2)
where zi may be any variables from X∪Y . We denote by J the T2-ideal in K (X∪Y ) consisting of the graded identities
of M1,1. According to Theorem 1, J is generated by [x1, x2] and y1y2y3 + y3y2y1.
Lemma 5. The polynomials from (2) are graded central polynomials for M1,1.
Proof. Direct verification shows that the first polynomial is in C2(M1,1); the last two are graded identities according
to Theorem 1. 
We observe that the above lemma implies W ⊆ C2(M1,1). Also it is immediate that J ⊆ W .
Lemma 6. The polynomials (y1 ◦ y2)(y3 ◦ y4) and [y1, y2][y3, y4] lie in W. Furthermore W is multiplicatively closed.
Proof. Since y2y3y4 + y4y3y2 ∈ J it follows y1y2y3y4 + y1y4y3y2 ∈ W . But y1y4y3 ∈ K (X ∪ Y )1 hence
[y1y4y3, y2] ∈ W . Therefore y1y2y3y4 + y2y1y4y3 ∈ W . Analogously we obtain y1y2y4y3 + y2y1y3y4 ∈ W . Now
subtracting the last two expressions we get [y1, y2][y3, y4] ∈ W , and summing them up we obtain (y1 ◦ y2)(y3 ◦ y4) ∈
W .
Every element of W has the form α1[ f1, g1] + · · · + αn[ fn, gn] + h where fi , gi ∈ K (X ∪ Y )1, h ∈ J . Now using
the first assertion, namely [y1, y2][y3, y4] ∈ W , we conclude that W is multiplicatively closed. 
Theorem 7. The T2-space C2(M1,1) is generated by the polynomials (2). In other words, C2(M1,1) = W.
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Proof. We already showed that W ⊆ C2(M1,1) hence it suffices to prove the reverse inclusion. Let f ∈ C2(M1,1) be
multihomogeneous. If it depends on variables in X only we prove as in Theorem 4 that f ∈ J . Thus we shall suppose
that f depends on some variables from Y as well. If f ∈ K (X ∪Y )1 since f is central we must have f ∈ J . Therefore
we shall suppose as well that f ∈ K (X ∪Y )0. Then the number of variables yi in every monomial of f must be even,
and f is a linear combination of terms u1u2 . . . un where n ≥ 2 is even and all ui ∈ K (X ∪ Y )1. Once again as in
Theorem 4 we conclude that, modulo J , the polynomial f is a combination of terms h1 . . . hmv1 . . . vk , m ≥ 0, k ≥ 0,
hi = [u j , u j+1], vi = u j ◦ u j+1. We split f = f1 + f2 where, in f1 we put all terms h1 . . . hmv1 . . . vk with even k,
and in f2 all such terms with odd k. Then f1 ∈ W , hence f2 is central. But the values of f2 in M2(K ) are traceless
matrices therefore f2 ∈ J . Thus f ∈ W and we are done. 
Remark. The results of this section can be deduced immediately by the ones in the preceding section, as it was
suggested by the referee. Suppose that char K = 0, then it is sufficient to consider multilinear polynomials only. We
make use of the map ∗ defined by Kemer, see [11, pp. 17–19]. Let
f =
∑
u
∑
σ∈Sn
ασu1yσ(1)u2 . . . un yσ(n)un+1
be a multilinear polynomial. Here ασ ∈ K , Sn stands for the symmetric group, and the ui are monomials in even
variables X . Then one defines
f ∗ =
∑
u
∑
σ∈Sn
(−1)σασu1yσ(1)u2 . . . un yσ(n)un+1
where (−1)σ is the sign of the permutation σ . If U is any subspace of K (X ∪ Y ) then U∗ is its image under ∗. Recall
that if A = A0 ⊕ A1 is a 2-graded algebra then the Grassmann hull of A, G(A) = A0 ⊗ E0 ⊕ A1 ⊗ E1, is 2-graded.
Repeating verbatim the proof of [11, Lemma 1.1, p. 18] one shows that C2(A)∗ = C2(G(A)). Now observe that
M1,1 = G(M2(K )). Thus Theorem 7 follows immediately from the above remarks, at least in characteristic 0.
1.3. The algebra E ⊗ E
It is well known that the algebras M1,1 and E ⊗ E satisfy the same graded identities in characteristic 0, see [7],
and hence C2(M1,1) = C2(E ⊗ E) when char K = 0. Thus we suppose in this subsection that char K = p > 2.
Lemma 8. The polynomial x p1 lies in C2(E ⊗ E).
Proof. Follows immediately from Theorem 1. 
Let E ′ be the Grassmann algebra without unit. It is graded in the usual manner by E ′ = E ′0⊕ E ′1; in fact E ′1 = E1.
Let
A =
{(
a + α b
c d + α
)∣∣∣∣ a, d ∈ E ′0, b, c ∈ E1, α ∈ K} .
Then A is a subalgebra of M1,1. It was proved in [13] that E ⊗ E and A satisfy the same graded (and hence ordinary)
identities. Note that we consider A = A0⊕ A1 as graded algebra with the grading inherited by the one on M1,1. Thus
we have proved the following lemma.
Lemma 9. C2(A) = C2(E ⊗ E). 
Let U be the T2-space in K (X ∪ Y ) generated by the polynomials
z1[x1, x2]z2, z1(y1y2y3 + y3y2y1)z2, z1[x p1 , y1]z2, [y1, y2], x p1 (3)
where the zi stand for arbitrary letters from X ∪ Y . We observe that if U were a T-ideal (or T2-ideal) then the third
polynomial in (3) z1[x p1 , y1]z2 would have been a consequence of the fifth x p1 . Since we are dealing with T2-spaces
we are not allowed to multiply the latter polynomial. On the other hand the polynomial [x p1 , y1] ∈ K (X ∪ Y )1 while
x p1 ∈ K (X ∪ Y )0 hence no graded endomorphism of K (X ∪ Y ) can send the latter polynomial to the former.
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Lemma 10. T2(A) ⊆ U ⊆ C2(A). 
Lemma 11. The polynomials
(y1 ◦ y2)(y3 ◦ y4), [y1, y2][y3, y4], [y1, y2]x p1 , x p1 x p2
lie in U. Furthermore U is multiplicatively closed.
Proof. For the first two polynomials we repeat the proof of Lemma 6. Since [x1, x2] ∈ T2(A) we have x p1 x p2 ≡
(x1x2)p (mod T2(A)). But (x1x2)p ∈ U thus x p1 x p2 ∈ U .
We have [y1, y2]x p1 = [y1x p1 , y2] − y1[x p1 , y2] ∈ U since the first term on the left hand side is in U and the second
is a graded identity for A.
Every element of U is a combination of terms of the form
[u1, v1] + · · · + [un, vn] + α1 f p1 + · · · + αm f pm + g
where ui , vi ∈ K (X ∪ Y )1, fi ∈ K (X ∪ Y )0, g ∈ T2(A), and αi ∈ K . Hence as in Lemma 6 we conclude that U is
multiplicatively closed. 
Theorem 12. The T2-space C2(E ⊗ E) is generated by the elements from (3), that is C2(E ⊗ E) = U.
Proof. It suffices to prove that C2(A) ⊆ U . Let f ∈ C2(A) be multihomogeneous. If f depends on some variable(s)
yi then the proof that f ∈ U repeats verbatim the one of Theorem 7. Let f = f (x1, . . . , xn). Since [x1, x2] ∈ T2(A)
then f = αxk11 . . . xknn + g for some α ∈ K , ki ≥ 1 and g ∈ T2(A). We substitute xi for
(
e2i−1e2i + 1 0
0 1
)
∈ A,
i = 1, 2, . . . , n where e j are the generators of E . Thus we obtain that
α
(
(e1e2 + 1)k1 0
0 1
)(
(e3e4 + 1)k2 0
0 1
)
. . .
(
(e2n−1e2n + 1)kn 0
0 1
)
lies in the centre of A. But (e2i−1e2i + 1)ki = kie2i−1e2i + 1. Therefore
α(k1e1e2 + 1)(k2e3e4 + 1) . . . (kne2n−1e2n + 1) = α.
But this may happen only when either α = 0 or ki = 0 in K for all i . If α = 0 then f = g ∈ T2(A) and we are
ready. If ki = 0 in K then p divides the integers ki . Thus f = α(x t11 )p(x t22 )p . . . (x tnn )p + g ∈ U and the proof is
complete. 
2. T-spaces with involution
Recall that the map ∗: A → A is an involution on the algebra A if (a + b)∗ = a∗ + b∗, (ab)∗ = b∗a∗ and
(a∗)∗ = a for every a, b ∈ A. If in addition the restriction of ∗ on the field K is the identity map (that is if ∗ is a
linear transformation on A) then ∗ is called involution of the first kind; otherwise it is of the second kind. We shall
deal here with involutions of the first kind only. There are two well known involutions on matrix algebras. The first,
denoted by t , is the usual transpose involution, a 7→ at where a ∈ Mn(K ) and at is the transpose of A. The second is
the symplectic involution s. It is defined only for even n = 2m as follows:(
a b
c d
)
7→
(
d t −bt
−ct at
)
, a, b, c, d ∈ Mm(K ).
Now consider the free associative algebra K (X ∪Y ) and define an involution ∗ on it setting x∗i = xi and y∗i = −yi for
all i . The algebra (K (X ∪ Y ), ∗) is the free associative algebra with involution, the variables from X are symmetric
variables and those from Y are skew-symmetric ones. (This is not the usual definition but it is equivalent to it, see
for example [20, Chapters 2, 3], or [6, Section 1].) Let A be an algebra with involution, one defines identity with
involution for A in the usual manner. We shall use the term ∗-ideal for an ideal I of K (X ∪ Y ) that is invariant under
all ∗-endomorphisms of this algebra (that is endomorphisms that commute with ∗). These ideals are precisely the
ideals T (A, ∗) of ∗-identities for algebras A with involution ∗.
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A subspace of K (X∪Y ) is called ∗-subspace if it is invariant under all ∗-endomorphisms of K (X∪Y ). The set of all
∗-central polynomials for A, denoted by C(A, ∗), consists of the polynomials f (x1, . . . , xm, y1, . . . , yn) ∈ K (X ∪Y )
such that f (a1, . . . , am, b1, . . . , bn) is central in A for every symmetric ai ∈ A and skew-symmetric bi ∈ A.
It is well known that when |K | = ∞ and ∗ is an involution on A = Mn(K ) then T (A, ∗) = T (Mn(K ), t) or
T (A, ∗) = T (Mn(K ), s), the second case being possible only when n is even.
We fix the algebra A = M2(K ), K an infinite field and char K 6= 2.
2.1. The transpose involution
The main result of [6] is the following theorem.
Theorem 13. The polynomials [y1y2, x1], [y1, y2], [y1x1y2, x2] − y1y2[x2, x1], and [x1, x2][x3, x4] − [x1, x3]
[x2, x4] + [x1, x4][x2, x3] generate the ∗-ideal I = T (A, t). 
Let V denote the ∗-space in K (X ∪ Y ) generated by the polynomials
y1y2, z1[y1y2, x1]z2, z1[y1, y2]z2,
z1([x1, x2][x3, x4] − [x1, x3][x2, x4] + [x1, x4][x2, x3])z2,
z1([y1x1y2, x2] − y1y2[x2, x1])z2,
(4)
where zi stand for any letters from X ∪ Y .
Lemma 14. I ⊆ V ⊆ C(A, t). 
Lemma 15. For every n ≥ 1 we have y1y2 . . . y2n ∈ V .
Proof. We induct on n; the base n = 1 is evident. Suppose y1y2 . . . y2n ∈ V . Since y2n+1y2n y2n+1 is skew-symmetric
then
y1y2 . . . y2n−1y2n+1y2n y2n+1 = y1y2 . . . y2n−1y2n y22n+1 ∈ V
modulo I since [y2n, y2n+1] ∈ I . Now substitute y2n+1 for y2n+1 + y2n+2 above and use [y2n+1, y2n+2] ∈ I to
conclude that 2y1 . . . y2n y2n+1y2n+2 ∈ V . 
A polynomial in K (X ∪ Y ) is called ∗-proper if it is a combination of products of skew-symmetric variables
followed by commutators of degree ≥ 2. In other words these are the polynomials such that every symmetric variable
appears in commutators only. It is well known that every ∗-ideal is generated by its ∗-proper elements, see for
example [6].
Lemma 16. The equality [a1 . . . an, b] =∑ni=1 a1 . . . ai−1[ai , c]ai+1 . . . an holds for every associative algebra. 
Lemma 17. Every commutator v of degree n ≥ 2 in K (X ∪ Y ) can be represented modulo I as a linear combination
of products of elements of the types
yi , [yi , xi1 , . . . , xik ], k ≥ 1, [xi1 , . . . , xil ], l ≥ 2.
Proof. We induct on n. If n = 2 then either v = [xi , x j ] or v = [xi , y j ] = −[y j , xi ], or v = [yi , y j ]. Since the last
commutator is in I the case n = 2 is done. Now suppose the lemma holds for commutators of degree n and let v be
of degree n + 1. Then either v = [w, x] or v = [w, y] for some commutator w of degree n. But then w = w1 . . . wm
where all wi are of the required form. Thus [w, x] = [w1 . . . wm, x] = ∑mi=1w1 . . . wi−1[wi , x]wi+1 . . . wm and
every [wi , x] has the form we need. If v = [w, y] then v = wy − yw and both summands are of the necessary
form. 
Lemma 18 ([6, Lemma 2.1]). Let f ∈ K (X ∪ Y ) be multihomogeneous and ∗-proper. Then modulo I we have
f = f1 + f2 + f3 where f1 is a combination of products u1u2 . . . u2n , f2 of products u1u2 . . . u2nu2n+1, and f3 of
products u1u2 . . . umw. Here ui are skew-symmetric letters or skew-symmetric commutators of degree ≥ 2, and w is
a symmetric commutator of degree ≥ 2. Every commutator ui , w contains at most one skew-symmetric variable. 
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Proposition 19. Let f ∈ C(A, t) be ∗-proper. Then f ≡ f1 (mod I ) where f1 is a combination of products of an
even number of skew-symmetric commutators. Furthermore f ∈ V .
Proof. Let f = f1+ f2+ f3 as above. Clearly f1 ∈ V ⊆ C(A, t) hence f − f1 = f2+ f3 ∈ C(A, t). But f2 evaluated
on (A, t) gives a skew-symmetric matrix. The product of a skew-symmetric matrix by a symmetric traceless matrix
is also symmetric and traceless; hence f3 gives a symmetric traceless matrix. Therefore f2 + f3 gives a traceless and
central matrix thus f2 + f3 ∈ I . Therefore f ≡ f1 (mod I ), and since f1 ∈ V , I ⊆ V , we have f ∈ V . 
Now let zi ∈ X ∪ Y be variables. We define the polynomials hi ∈ K (X ∪ Y ) as follows. Set h1(z1, z0) = z1 ◦ z0
and h2(z2, z1, z0) = z2 ◦ (z1 ◦ z0). By induction
hn+1(zn+1, zn, . . . , z1, z0) = zn+1 ◦ hn(zn, . . . , z1, z0), n ≥ 1.
It is easy to see that if u0 is skew-symmetric and v1, . . . , vn are symmetric elements in K (X ∪ Y ) then
h(vn, vn−1, . . . , v1, u0) is skew-symmetric, n ≥ 1.
Lemma 20. Let x1, . . . , xn be symmetric variables and let u1, . . . , um be skew-symmetric variables or commutators.
Suppose that m is even. Then
xnxn−1 . . . x2x1u1u2 . . . um = hn(xn, xn−1, . . . , x1, u1)u2 . . . um + s
where s is a sum of polynomials xi1xi2 . . . xik g, 0 ≤ k < n, and g is a ∗-proper polynomial. Furthermore
xnxn−1 . . . x2x1u1u2 . . . um ≡ s (mod V ).
Proof. We induct on n. Let n = 1, then
x1u1 . . . um = (1/2)[x1, u1]u2 . . . um + (x1 ◦ u1)u2 . . . um
= (1/2)[x1, u1]u2 . . . um + h1(x1, u1)u2 . . . um .
But the first summand is ∗-proper hence the base of the induction is ready. Suppose that the lemma holds for some n,
then
xn+1xn . . . x1u1 . . . um = xn+1(hn(xn, . . . , x1, u1)u2 . . . um + s).
On the other hand xn+1hn(xn, . . . , x1, u1) equals
(1/2)[xn+1, hn(xn, . . . , x1, u1)] + hn+1(xn+1, xn, . . . , x1, u1)
and hn(xn, . . . , x1, u1) is a linear combination of products of u1, x1, . . . , xn . Applying Lemma 16 to
[xn+1, hn(xn, . . . , x1, u1)] we conclude that it is a combination of products having at most n symmetric variables
outside commutators. Then applying (if necessary) ab = ba + [a, b] to get the correct order we obtain that
(1/2)[xn+1, hn(xn, . . . , x1, u1)] is a sum of terms xi1xi2 . . . xik g where 0 ≤ k < n + 1 and g is ∗-proper. In the
same manner we treat xn+1s.
Finally we observe that hn(xn, . . . , x1, u1)u2 . . . um ∈ V since m is even. 
Let f ∈ K (X ∪ Y ) be multihomogeneous, f = ∑a αaxa11 xa22 . . . xann ga where ga are ∗-proper, and 0 6= αa ∈ K .
We define the rank r( f ) of f as the largest n-tuple a = (a1, a2, . . . , an) in the lexicographical order. If N0 is the set
of the non-negative integers then Nn0 is well ordered with respect to the lexicographical order, hence we may induct
on r( f ).
Theorem 21. The ∗-space C(M2(K ), t) is generated by the polynomials (4). In other words C(M2(K ), t) = V .
Proof. It suffices to prove that C(M2(K )) ⊆ V . We induct on the rank r( f ) of the multihomogeneous
polynomial f (x1, . . . , xn, y1, . . . , ym) ∈ C(M2(K ), t). If r( f ) = (0, 0, . . . , 0) then f is ∗-proper and according
to Proposition 19, f ∈ V .
Now let r( f ) = (b1, b2, . . . , bn) > (0, 0, . . . , 0) and suppose that the polynomials in C(M2(K ), t) whose rank is
less than r( f ) lie in V . We write
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f = αxb11 xb22 . . . xbnn g +
∑
a
αax
a1
1 x
a2
2 . . . x
an
n ga, α, αa ∈ K \ 0
where a = (a1, a2, . . . , an) < b = (b1, b2, . . . , bn) and g, ga are ∗-proper polynomials.
The polynomial f (x1 + 1, x2, . . . , xn, y1, . . . , ym) belongs to C(M2(K ), t). It is not homogeneous but since
|K | = ∞ its multihomogeneous components also lie in C(M2(K ), t). Take the component f (1) of the least degree in
x1:
f (1) = αxb22 . . . xbnn g +
∑
a
αax
a2
2 . . . x
an
n ga .
Here the summation runs over all a such that a1 = b1. (Observe that if we substitute some entry of x1 for 1 in some
ga then ga vanishes since it is ∗-proper.) Clearly b > a implies that (0, b2, . . . , bn) > (0, a2, . . . , an) when a1 = b1.
Now consider f (1)(x1, x2 + 1, x3, . . . , xn, y1, . . . , ym) and repeat the above procedure, taking its homogeneous
component f (2) of the least degree in x2:
f (2) = αxb33 . . . xbnn g +
∑
a
αax
a3
3 . . . x
an
n ga
where the summation is over all a such that a1 = b1 and a2 = b2. Continuing in this way we conclude that
g ∈ C(M2(K ), t). Since g is ∗-proper then it is, modulo I , a combination of products u1u2 . . . uk where k is even and
ui are skew-symmetric, commutators or variables, see Proposition 19. Therefore
f ≡ v +
∑
a
αax
a1
1 x
a2
2 . . . x
an
n ga (mod I )
where v is a linear combination of terms xb11 x
b2
2 . . . x
bn
n u1u2 . . . uk for ui being as above, k is even. Now we apply
Lemma 20 and if necessary ab = ba + [a, b], and obtain
xb11 x
b2
2 . . . x
bn
n u1u2 . . . uk ≡ s (mod V )
where s is a linear combination of xc11 x
c2
2 . . . x
cn
n q for some ∗-proper polynomials q , ci ≤ bi for all i and
c1 + · · · + cn < b1 + · · · + bn . Therefore
r(s) = (c1, c2, . . . , cn) < (b1, b2, . . . , bn) = r( f ).
Thus f is congruent, modulo V , to some polynomial f ′ such that r( f ) > r( f ′). Since f ∈ C(M2(K ), t) we have
also f ′ ∈ C(M2(K ), t). By induction we conclude f ′ ∈ V hence f ∈ V . 
2.2. The symplectic involution
Here we fix A = M2(K ) and s the symplectic involution on A. Recall that, with respect to s, the symmetric
elements in A are the scalar matrices while the skew-symmetric ones are the traceless matrices. In [6] it was proved
that the ∗-ideal of (A, s) is generated by the polynomials [x1, y1] and [x1, x2]. We denote by W the ∗-space in
K (X ∪ Y ) generated by x1 and by z2[x1, z1]z3. Then it is immediate that J ⊆ W ⊆ C(A, s).
Theorem 22. The ∗-space C(M2(K ), s) is generated by the polynomials x1 and z2[x1, z1]z3. In other words
C(M2(K ), s) = W.
Proof. If f ∈ C(M2(K ), s) then f = (1/2)( f + f ∗) + (1/2)( f − f ∗) where the first summand is symmetric and
the second is skew-symmetric polynomial in (K (X ∪ Y ), ∗). But f is central and f + f ∗ is central, too. Therefore
f − f ∗ must be central as well. But it results in a traceless matrix in M2(K ) therefore f − f ∗ ∈ J , thus f − f ∗ ∈ W .
But f + f ∗ ∈ W since W contains all symmetric elements in (K (X ∪ Y ), ∗). Therefore f ∈ W and the proof is
complete. 
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