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BOOLEAN LATTICES IN FINITE ALTERNATING AND SYMMETRIC GROUPS
ANDREA LUCCHINI, MARIAPIA MOSCATIELLO, SEBASTIEN PALCOUX, AND PABLO SPIGA
Abstract. Given a group G and a subgroup H, we let OG(H) denote the lattice of subgroups of G containing H. This
paper provides a classification of the subgroups H of G such that OG(H) is Boolean of rank at least 3, when G is a finite
alternating or symmetric group. Besides some sporadic examples and some twisted versions, there are two different types
of such lattices. One type arises by taking stabilizers of chains of regular partitions, and the other type arises by taking
stabilizers of chains of regular product structures. As an application, we prove in this case a conjecture on Boolean overgroup
lattices, related to the dual Ore’s theorem and to a problem of Kenneth Brown.
1. Introduction
Given a finite group G and a subgroup H of G, we are interested in the set
OG(H) := {K | K subgroup of G with H ≤ K}
of subgroups of G containing H . Clearly, OG(H) is a lattice under the operations of taking “intersection” and taking
“subgroup generated”; it is called the overgroup lattice. The problem of determining whether every finite lattice is
isomorphic to some OG(H) with G finite arose originally in universal algebra with the work of Pa´lfy-Pudla´k [23].
Øystein Ore proved in 1938 that a finite group is cyclic if and only if its subgroup lattice is distributive [18, Theorem 4],
and he extended one way as follows: let G be a finite group and H a subgroup such that the overgroup lattice OG(H) is
distributive, then there is a coset Hg generating G [18, Theorem 7]. Eighty years later, the third author extended Ore’s
theorem to subfactor planar algebras [19, 20] and applied it back to finite group theory as a dual version of Ore’s theorem
[21] stating that if OG(H) is distributive then there is an irreducible complex representation (irrep) V of G such that
G(V H) = H , with V
H the fixed point subspace and G(X) the point-wise stabilizer subgroup. An other way to prove this
application (explored with Mamta Balodi [4]) is to show that the dual Euler totient is nonzero. Let us explain what it
means. Let G be a finite group, its Euler totient ϕ(G) is the number of elements g such that 〈g〉 = G. Then ϕ(G) is
nonzero if and only if G is cyclic, and ϕ(Cn) = ϕ(n), the usual Euler’s totient function. For a subgroup H ⊂ G, the Euler
totient ϕ(H,G) is the number of cosets Hg such that 〈Hg〉 = G. Hall [11] reformulated it using the Mo¨bius function µ
on the overgroup lattice OG(H) as follows:
ϕ(H,G) =
∑
K∈OG(H)
µ(K,G)|K : H |.
In particular, ϕ(H,G) is nonzero (if and) only if there is a coset Hg generating G. Again that was extended to subfactor
planar algebra [22] and applied back as a dual version stating that for any subgroup H ⊂ G, if the dual Euler totient
ϕˆ(H,G) :=
∑
K∈OG(H)
µ(H,K)|G : K|,
is nonzero then there is an irrep V such that G(V H) = H (in particular, if ϕˆ(G) := ϕˆ(1, G) is nonzero then G is linearly
primitive, i.e. admits a faithful irrep). So the dual Ore’s theorem appears as a natural consequence of [4, Conjecture 1.5]
stating that ϕˆ(H,G) is nonzero if OG(H) is Boolean. More strongly, one asked [4, page 58] whether the lower bound
ϕˆ(H,G) ≥ 2ℓ holds when OG(H) is Boolean of rank ℓ+1; if so, it is optimal because ϕˆ(S1 × Sℓ2, S2 × S
ℓ
3) = 2
ℓ. Now, this
conjecture is a particular case of a relative version of a problem essentially due to Kenneth S. Brown asking whether the
Mo¨bius invariant of the bounded coset poset P of a finite group (which is equal to the reduced Euler characteristic of the
order complex of the proper part of P ) is nonzero ([27, page 760] and [7, Question 4]). In its relative version, the reduced
Euler characteristic is given by
χ(H,G) = −
∑
K∈OG(H)
µ(K,G)|G : K|
but in the (rank ℓ) Boolean case µ(H,K) = (−1)ℓµ(K,G), so χ(H,G) = ±ϕˆ(H,G), and the first is nonzero if and only if
the second is so. We recalled in [4, Example 4.21] that if H is the Borel subgroup of a BN-pair structure (of rank ℓ) on G,
then OG(H) is Boolean (of rank ℓ), and χ(H,G) is nonzero, and if moreover G is a finite simple group of Lie type (over
a finite field of characteristic p) then its absolute value ϕˆ(H,G) is the p-contribution in the order of G, which is at least
p
1
2 ℓ(ℓ+1). A first step in an approach for this conjecture could be to prove the case where G is a finite simple group, and
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for so, we can try to first classify the inclusions H ⊂ G with OG(H) Boolean and G finite simple. But does the BN-pair
structure cover everything at rank ≥ 3, or large enough? John Shareshian answered no in an exchange on MathOverflow,
by suggesting examples of any rank when G is alternating, involving stabilizers of non-trivial regular partitions. This
paper proves the existence of these examples for G alternating (or symmetric), but mainly proves that (besides some
sporadic cases) there is just one other infinite family of examples arising from stabilizers of regular product structures. As
a consequence, we can prove the above conjecture in this case (together with the lower bound).
We consider the case that G is an almost simple group with socle an alternating group Alt(n), for some n ∈ N. When
n ≤ 5, nothing interesting happens: the largest Boolean lattice of the form OG(H) has rank at most 1. Moreover, since
the case n = 6 is rather special, we deal with this case separately. When G = Alt(6), the largest Boolean lattice has
rank 2 and it is of the form (D4, Sym(4), Sym(4)) or (D5,Alt(5),Alt(5)). When G = PGL2(9), G = M10 or PΓL2(9), the
largest Boolean lattice has rank 1. When G = Sym(6) ∼= PΣL2(9), the largest Boolean lattice has rank 2 and it is of the
form (D4 × C2, 2. Sym(4), 2. Sym(4)) or (C5 ⋊ C4, Sym(5), Sym(5)).
For the rest of the argument, we may suppose n 6= 6 and hence for the rest of this paper we assume G = Alt(Ω) or
G = Sym(Ω), where Ω is a finite set.
Theorem 1.1. Let Ω be a finite set, let G be Alt(Ω) or Sym(Ω), let H be a subgroup of G and suppose that the lattice
OG(H) = {K | H ≤ K ≤ G} is Boolean of rank ℓ ≥ 3. Let G1, . . . , Gℓ be the maximal elements of OG(H). Then one of
the following holds:
(1) For every i ∈ {1, . . . , ℓ}, there exists a non-trivial regular partition Σi with Gi = NG(Σi); moreover, relabeling the
indexed set {1, . . . , ℓ} if necessary, Σ1 < · · · < Σℓ.
(2) G = Sym(Ω). Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ = Alt(Ω), for every i ∈ {1, . . . , ℓ − 1}, there
exists a non-trivial regular partition Σi with Gi = NG(Σi); moreover, relabeling the indexed set {1, . . . , ℓ − 1} if
necessary, Σ1 < · · · < Σℓ−1.
(3) |Ω| is odd. For every i ∈ {1, . . . , ℓ}, there exists a non-trivial regular product structure Fi with Gi = NG(Fi);
moreover, relabeling the indexed set {1, . . . , ℓ} if necessary, F1 < · · · < Fℓ.
(4) |Ω| is an odd and G = Sym(Ω). Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ = Alt(Ω), for every
i ∈ {1, . . . , ℓ − 1}, there exists a non-trivial regular product structure Fi with Gi = NG(Fi); moreover, relabeling
the indexed set {1, . . . , ℓ− 1} if necessary, F1 < · · · < Fℓ−1.
(5) |Ω| is an odd prime power. Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ is maximal subgroup of O’Nan-
Scott type HA, for every i ∈ {1, . . . , ℓ−1}, there exists a non-trivial regular product structure Fi with Gi = NG(Fi);
moreover, relabeling the indexed set {1, . . . , ℓ− 1} if necessary, F1 < · · · < Fℓ−1.
(6) |Ω| is odd prime power and G = Sym(Ω). Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ = Alt(Ω) and
Gℓ−1 is a maximal subgroup of O’Nan-Scott type HA, for every i ∈ {1, . . . , ℓ − 2}, there exists a non-trivial
regular product structure Fi with Gi = NG(Fi); moreover, relabeling the indexed set {1, . . . , ℓ − 2} if necessary,
F1 < · · · < Fℓ−2.
(7) ℓ = 3, G = Sym(Ω) and, relabeling the indexed set {1, 2, 3} if necessary, G1 is the stabilizer of a subset Γ of Ω
with 1 ≤ |Γ| < |Ω|/2, G2 is the stabilizer of a non-trivial regular partition Σ with Γ ∈ Σ and G3 = Alt(Ω);
(8) ℓ = 3, G = Sym(Ω) and, relabeling the indexed set {1, 2, 3} if necessary, G1 is the stabilizer of a subset Γ of Ω
with |Γ| = 1, G2 ∼= PGL2(p) for some prime number p, |Ω| = p+ 1 and G3 = Alt(Ω);
(9) ℓ = 3, G = Alt(Ω), |Ω| = 8 and the Boolean lattice OG(H) is in Figure 1.
(10) ℓ = 3, G = Alt(Ω), |Ω| = 24, and, relabeling the indexed set {1, 2, 3} if necessary, G1 is the stabilizer of a subset
Γ of Ω with |Γ| = 1, G2 ∼= G3 ∼= M24.
In Section 8, we show that the cases in Theorem 1.1 (1) and (2) do occur for arbitrary values of ℓ. In Section 9, we
show that there exist Boolean lattices of arbitary large rank whose maximal elements are stabilizers of regular product
structures.
Finally, Section 10 is dedicated to the proof of the following theorem where (4) is a consequence of Theorem 1.1, and
where the proof for (5) was already mentioned above.
Theorem 1.2. Let G be a finite group and H a subgroup such that the overgroup lattice OG(H) is Boolean of rank ℓ.
Then the lower bound on the dual Euler totient ϕˆ(H,G) ≥ 2ℓ−1 holds in each of the following cases:
(1) ℓ ≤ 3,
(2) OG(H) group-complemented,
(3) G solvable,
(4) G alternating or symmetric,
(5) G of Lie type and H a Borel subgroup.
As a consequence, the reduced Euler characteristic χ(H,G) is nonzero, i.e. it is a positive answer to the relative Brown’s
problem in these cases.
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2. Notation, Terminology and basic facts
Since we need fundamental results from the work of Aschbacher [1, 2], we follow the notation and the terminology
therein. We let G be the finite alternating group Alt(Ω) or the finite symmetric group Sym(Ω), where Ω is a finite set of
cardinality n ∈ N. Given a subgroup H of G, we write
OG(H) := {K | H ≤ K ≤ G}
for the set of subgroups of G containing H . We let
OG(H)
′ := OG(H) \ {H,G},
that is, OG(H)′ consists of the lattice OG(H) with its minimum and its maximum elements removed. (Given a group X ,
we denote by F∗(X) the generalized Fitting subgroup of X . Observe that, when X is a primitive subgroup of Sym(Ω),
F∗(X) coincides with the socle of X .) We write
OG(H)
′′ := {M ∈ OG(H) | F
∗(G) M}
and we denote by
MG(H) the set of maximal members of OG(H)
′′.
This notation is due to Aschbacher [1, 2] and it is rather important for the results we need to recall from his work.
Therefore, we start with familiarizing with this new terminology.
• When G = Alt(Ω), F∗(G) = G and hence OG(H)′′ is simply OG(H) with its maximum element G = Alt(Ω)
removed. Therefore MG(H) consists of the maximal subgroups of G = Alt(Ω) containing H .
• When G = Sym(Ω) and Alt(Ω)  H , OG(H)′′ is obtained from OG(H) by removing G = Sym(Ω) only, because if
M ∈ OG(H) and Alt(Ω) = F∗(G) ≤M , then Sym(Ω) = HF∗(G) ≤M and M = Sym(Ω). Therefore, also in this
case MG(H) consists simply of the maximal subgroups of G = Sym(Ω) containing H .
• When G = Sym(Ω) and H ≤ Alt(Ω), OG(H)
′′ is obtained from OG(H) by removing Sym(Ω) and Alt(Ω).
Therefore MG(H) consists of two types of subgroups: the maximal subgroups of G = Sym(Ω) containing H
and the maximal subgroupsM of Alt(Ω) containing H and that are not contained in any other maximal subgroup
of Sym(Ω) other then Alt(Ω). For instance, when H := M12 in its transitive action of degree 12, we have
H ≤ Alt(12), OSym(Ω)(M12) = {M12,Alt(12), Sym(12)}, OSym(12)(H)
′ = {Alt(12)}, OSym(12)(M12)
′′ = {M12}
and MSym(12)(M12) = {M12}.
Some of the material that follows can be traced back to [1, 2] or [14, 24]. However, we prefer to repeat it here because
it helps to set some more notation and terminology. Using the action of Sym(Ω) on the domain Ω, we can divide the
subgroups X of Sym(Ω) into three classes:
Intransitive: X is intransitive on Ω,
Imprimitive: X is imprimitive on Ω, that is, X is transitive on Ω but it is not primitive on Ω,
Primitive: X is primitive on Ω.
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In particular, every maximal subgroup M of G can be referred to as intransitive, imprimitive or primitive, according to
the division above.
In what follows we need detailed information on the overgroups of a primitive subgroup of G. This information was
obtained independently by Aschbacher [1, 2] and Liebeck, Praeger and Saxl [14, 24]. Both investigations are important in
what follows.
2.1. Intransitive subgroups. A maximal subgroup M of G is intransitive if and only if M is the stabilizer in G of a
subset Γ of Ω with 1 ≤ |Γ| < |Ω|/2 (see for example [14]), that is,
M = G ∩ (Sym(Γ)× Sym(Ω \ Γ)).
Following [1, 2], we let NG(Γ) denote the setwise stabilizer of Γ in G, that is,
NG(Γ) := {g ∈ G | γ
g ∈ Γ, ∀γ ∈ Γ}.
(More generally, given a subgroup H of G, we let NH(Γ) = NG(Γ) ∩ H denote the setwise stabilizer of Γ in H .) The
case |Γ| = |Ω|/2 is special because the action of Sym(Ω) on the subsets of Ω of cardinality |Ω|/2 is imprimitive. Indeed,
{{Γ,Ω \ Γ} | Γ ⊆ Ω, |Γ| = |Ω|/2} is a system of imprimitivity for the action of Sym(Ω) on the subsets of Ω of cardinality
|Ω|/2. Summing up, we have the following fact.
Fact 2.1. Let Γ be a subset of Ω with 1 ≤ |Γ| < |Ω|/2. Then, the intransitive subgroup NG(Γ) of G is a maximal
subgroup of G. Moreover, every maximal subgroup of G which is intransitive is of this form.
2.2. Regular partitions and imprimitive subgroups. The collection of all partitions of Ω is a poset: given two
partitions Σ1 and Σ2 of Ω, we say that Σ1 ≤ Σ2 if Σ2 is a refinement of Σ1, that is, every element in Σ1 is a union of
elements in Σ2. For instance, when Ω := {1, 2, 3, 4}, Σ1 := {{1, 3, 4}, {2}} and Σ2 := {{1}, {2}, {3, 4}}, we have Σ1 ≤ Σ2.
A partition Σ of Ω is said to be regular or uniform if all parts in Σ have the same cardinality. Following [1, 2], we
say that the partition Σ is an (a, b)-regular partition if Σ consists of b parts each having cardinality a. In particular,
n = |Ω| = ab.
A partition Σ of Ω is said to be trivial if Σ equals the universal relation Σ = {Ω} or if Σ equals the equality relation
Σ = {{ω} | ω ∈ Ω}.
We let
NG(Σ) := {g ∈ G | Γ
g ∈ Σ, ∀Γ ∈ Σ}
denote the stabilizer in G of the partition Σ. Moreover, when H is a subgroup of G, we write NH(Σ) := NG(Γ) ∩H .
LetM be a maximal subgroup of G. IfM is imprimitive, then M is the stabilizer in G of a non-trivial regular partition.
Therefore, there exists an (a, b)-regular partition Σ with a, b ≥ 2 and with M = NG(Σ). From [14, 24], we see that when
G = Sym(Ω) the converse is also true. That is, for every non-trivial (a, b)-regular partition Σ, the subgroup NG(Σ) is a
maximal subgroup of Sym(Ω). When G = Alt(Ω), the converse is not quite true in general. We summarize what we need
in the following fact.
Fact 2.2. Let Σ be a non-trivial regular partition of Ω. Except when G = Alt(Ω), |Ω| = 8 and Σ is a (2, 4)-regular
partition, the imprimitive subgroup NG(Σ) of G is a maximal subgroup of G.
The case G = Alt(Ω), |Ω| = 8 and Σ is a (2, 4)-regular partition is a genuine exception here. Indeed, NG(Σ) <
AGL3(2) < Alt(Ω), where AGL3(2) is the affine general linear group of degree 2
3 = 8. (This was already observed in [14].)
The case G = Alt(Ω) and n = 8 is combinatorially very interesting: the largest Boolean lattice in Alt(8) has rank 3 and
it is drawn in Figure 1.
2.3. Regular product structures and primitive subgroups. The modern key for analysing a finite primitive per-
mutation group L is to study the socle N of L, that is, the subgroup generated by the minimal normal subgroups of
L. The socle of an arbitrary finite group is isomorphic to the non-trivial direct product of simple groups; moreover, for
finite primitive groups these simple groups are pairwise isomorphic. The O’Nan-Scott theorem describes in details the
embedding of N in L and collects some useful information about the action of L. In [15, Theorem] five types of primitive
groups are defined (depending on the group- and action-structure of the socle), namely HA (Affine), AS (Almost Simple),
SD (Simple Diagonal), PA (Product Action) and TW (Twisted Wreath), and it is shown that every primitive group be-
longs to exactly one of these types. We remark that in [25] this division into types is refined, namely the PA type in [15]
is partitioned in four parts, which are called HS (Holomorphic simple), HC (Holomorphic compound), CD (Compound
Diagonal) and PA. For what follows it is convenient to use this division into eight types of the finite primitive primitive
groups.
It follows from the results in [14, 24] that, ifM is a maximal subgroup of G andM is primitive, thenM has O’Nan-Scott
type HA, SD, PA or AS.
Since an overgroup of a primitive group is still primitive, the analogue of Facts 2.1 and 2.2 is obvious.
Fact 2.3. A primitive subgroup M of G is maximal if and only if M is maximal among the primitive subgroups of G.
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Alt(8)
Alt(8) ∩ (Sym(4)wr Sym(2))AGL3(2) AGL3(2)
Alt(8) ∩ (Sym(2)wr Sym(4))23 ⋊ Sym(4) 23 ⋊ Sym(4)
Alt(8) ∩ (Sym(2)wr Sym(2)wr Sym(2))
Figure 1. The Boolean lattice of largest cardinality in Alt(8)
We recall the definition of a regular product structure on Ω from [2, Section 2]. Let m and k be integers with m ≥ 5 and
k ≥ 2. There are two natural ways to do that. First, a regular (m, k)-product structure on Ω is a bijection f : Ω → ΓI ,
where I := {1, . . . , k} and Γ is an m-set. The function f consists of a family of functions (fi : Ω → Γ | i ∈ I) where
f(ω) = (f1(ω), . . . , fk(ω)), for each ω ∈ Ω. There is a more intrinsict way to define it. A product structure is a set
F := {Ωi | i ∈ I} of partitions Ωi of Ω into m blocks of size mk−1, such that, for each pair of distinct points ω, ω′ ∈ Ω, we
have F(ω) 6= F(ω′), where F(ω) := {[ω]i | i ∈ I} consists of the blocks defined by ω ∈ [ω]i and [ω]i ∈ Ωi (here [ω]i denotes
the block of Ωi containing the point ω). Clearly the two definitions are equivalent. Indeed, given a function f : Ω → Γ
I ,
we let F(f) be the set of partitions of Ω defined by f , where the ith partition Ωi := {f
−1
i (γ) | γ ∈ Γ} consists of the the
fibers of fi. The product structure F can also be regarded as a chamber system in the sense of Tits [29].
Following [1], we let NG(F) denote the stabilizer of a regular (m, k)-product structure F = {Ω1, . . . ,Ωk} in G, that is,
NG(F) := {g ∈ G | Ω
g
i ∈ F , ∀i ∈ {1, . . . , k}}.
(More generally, given a subgroup H of G, we let NH(F) := NG(F) ∩H denote the stabilizer of Γ in H .) Clearly,
NG(F) ∼= G ∩ (Sym(m)wr Sym(k)) ,
where Sym(m)wr Sym(k) is endowed of its primitive product action of degree mk. Moreover, NSym(Ω)(F) is a typical
primitive maximal subgroup of Sym(Ω) of PA type according to the O’Nan-Scott theorem.
Let F(Ω) be the set of all regular product structures on Ω. The set F(Ω) is endowed of a natural partial order. Let
F := {Ωi | i ∈ I} and F˜ := {Ω˜j | j ∈ I˜} be regular (m, k)- and (m˜, k˜)-product structures on Ω, respectively. Set
I := {1, . . . , k} and I˜ := {1, . . . , k˜}, and define F ≤ F˜ if there exists a positive integer s with k˜ = ks, and a regular
(s, k)-partition Σ = {σi | i ∈ I} of I˜, such that for each i ∈ I and each j ∈ σi, Ω˜j ≤ Ωi, that is, the partition Ωi is a
refinement of the partition Ω˜j . From [1, (5.1)], the relation ≤ is a partial order on F(Ω).
We conclude this preliminary observations on regular product structures by recalling [2, (5.10)].
Lemma 2.4. Let M = NSym(Ω)(F) be the stabilizer in Sym(Ω) of a regular (m, k)-product structure on Ω and let K be
the kernel of the action of M on F . Then
(1) K ≤ Alt(Ω) if and only if m is even;
(2) M ≤ Alt(Ω) if and only if m is even and either k > 2, or k = 2 and m ≡ 0 (mod 4);
(3) if k = 2 and m ≡ 2 (mod 4), then M ∩Alt(Ω) = K, so M ∩Alt(Ω) is not primitive on Ω (and hence M ∩Alt(Ω)
is not a maximal subgroup of Alt(Ω)). Otherwise M ∩ Alt(Ω) induces Sym(F) on F .
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2.4. Preliminary lemmas. A lattice L is said to be Boolean if L is isomorphic to the lattice of subsets of a set X , that
is, L ∼= P(X), where P(X) := {Y | Y ⊆ X}. We also say that |X | is the rank of the Boolean lattice L.
Lemma 2.5. Let X be a subgroup of Y . If OY (X) is Boolean of rank ℓ, then every maximal chain from X to Y has
length ℓ+ 1. In particular, if |Y : X | is divisible by at most ℓ primes, then OY (X) is not Boolean of rank ℓ.
Proof. This is clear. 
Lemma 2.6. Let H be a subgroup of G with OG(H) Boolean. If every maximal element in OG(H) is transitive, then
either H is transitive or OG(H) contains the stabilizer of a (|Ω|/2, 2)-regular partition.
Proof. Suppose that H is intransitive and let Γ be an orbit of H of smallest possible cardinality. Assume 1 ≤ |Γ| < |Ω|/2.
Then M := G ∩ (Sym(Γ)× Sym(Ω \ Γ)) is a maximal element of OG(H) and M is intransitive, which is a contradiction.
This shows that H has two orbits on Ω both having cardinality |Ω|/2. In particular, M := NG({Γ,Ω \ Γ}) is a member
of OG(H). 
Lemma 2.7. Let H be a subgroup of G with OG(H) Boolean. If every maximal element in OG(H) is primitive, then
either H is primitive, or G = Alt(Ω), |Ω| = 8, H = NG(Σ) for some (2, 4)-regular partition Σ and OG(H) has rank 2.
Proof. From Lemma 2.6, H is transitive. Suppose that H is imprimitive and let Σ be a non-trivial regular partition with
H ≤ NG(Σ). If NG(Σ) is a maximal subgroup of G, we obtain a contradiction. Thus NG(Σ) is not maximal in G. This
implies G = Alt(Ω), |Ω| = 8, Σ is a (2, 4)-regular partition and OG(H) has rank 2: see Fact 2.2 and Figure 1. 
Lemma 2.8 is needed in Remark 3.2 and Lemma 2.9 is needed in Theorem 6.2.
Lemma 2.8. Let Ω be the set of all pairs from a finite set ∆. Then, in the permutation representation of Sym(∆) on Ω,
Sym(∆) ≤ Alt(Ω) if and only if |∆| is even.
Proof. It is an easy computation to see that, if g is a transposition of Sym(∆) (for its action on ∆), then g is an even
permutation in its action on Ω if and only if |∆| is even. Therefore, the proof follows. 
Lemma 2.9. Let H be a transitive permutation group on Ω, let ω ∈ Ω and let Hω be the stabilizer of the point ω in H.
Then {ω′ ∈ Ω | ω′g = ω′, ∀g ∈ Hω} is a block of imprimitivity for H. In particular, if H is primitive, then either Hω = 1,
or ω is the only point fixed by Hω.
Proof. This is an exercise, see [9, Exercise 1.6.5, page 19]. 
3. Results for almost simple groups
In this section we collect some results from [1, 2] on primitive groups. Our ultimate goal is deducing some structural
results on Boolean lattices OG(H), when H is an almost simple primitive group
We start with a rather technical result of Aschbacher on the overgroups of a primitive group which is product indecom-
posable and not octal . We prefer to give only a broad description of these concepts here and we refer the interested reader
to [1, 2]. These deep results have already played an important role in algebraic combinatorics; for instance, they are the
key results for proving that most primitive groups are automorphism groups of edge-transitive hypergraphs [28].
A primitive group H ≤ G is said to be product decomposable if the domain Ω admits the structure of a Cartesian
product (that is, Ω ∼= ∆ℓ, for some finite set ∆ and for some ℓ ∈ N with ℓ ≥ 1) and the group H acts on Ω preserving this
Cartesian product structure. We are allowing ℓ = 1 here, to include the case that H is almost simple. Moreover, for each
component L of the socle of H one of the following holds:
(i): L ∼= Alt(6) and |∆| = 62,
(ii): L ∼= M12 and |∆| = 122,
(iii): L ∼= Sp4(q) for some q > 2 even and |∆| = (q
2(q2 − 1)/2)2.
We also refer to [26] for a recent thorough investigation on permutation groups admitting Cartesian decompositions, where
each of these peculiar examples are thoroughly investigated.
Following [1, 2], a primitive group H is said to be octal if each component L of the socle of H is isomorphic to
PSL3(2) ∼= PSL2(7), the orbits of L have order 8 and the action of L on each of its orbits is primitive. For future reference,
we report here that a simple computation reveals that, when H = PSL3(2) is octal, OAlt(8)(H) is Boolean of rank 2,
whereas OSym(8)(H) is a lattice of size 6.
Theorem 3.1. [2, Theorem A] Let Ω be a finite set of cardinality n and let H be an almost simple primitive subgroup
of Sym(Ω) which is product indecomposable and not octal. Then all members of OSym(Ω)(H) are almost simple, product
indecomposable, and not octal, and setting U := F∗(H), one of the following holds:
(1) |MSym(Ω)(H)| = 1.
(2) U = H, |MSym(Ω)(H)| = 3, Aut(U) ∼= NSym(Ω)(U) ∈ MSym(Ω)(U), NSym(Ω)(U) is transitive on MSym(Ω)(H) \
{NSym(Ω)(U)} and U is maximal in V , where K ∈ MSym(Ω)(H)\{NSym(Ω)(U)} and V = F
∗(K). Further (U, V, n)
is one of the following:
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(a): (HS,Alt(m), 15400), where m = 176 and n =
(
m
2
)
.
(b): (G2(3),Ω7(3), 3159).
(c): (PSL2(q),Mn, n), where q ∈ {11, 23}, n = q + 1 and Mn is the Mathieu group of degree n.
(d): (PSL2(17), Sp8(2), 136).
(3) U ∼= PSL3(4), n = 280, |MSym(Ω)(U)| = 4, Aut(U) ∼= NSym(Ω)(U) ∈ MSym(Ω)(U), NSym(Ω)(U) is transitive on
MSym(Ω)(U) \ {NSym(Ω)(U)} and K ∈MSym(Ω)(H) \ {NSym(Ω)(U)} is isomorphic to Aut(PSU4(3)).
(4) U ∼= Sz(q), q = 2k, n = q2(q2 + 1)/2, MSym(Ω)(U) = {K1,K2} where Ki = NSym(Ω)(Vi) ∼= Aut(Vi), V1 ∼=
Alt(q2 + 1), V2 ∼= Sp4k(2) and NSym(Ω)(U)
∼= Aut(U) is maximal in V1.
(5) H ∼= PSL2(11), n = 55, PGL2(11) ∼= NSym(Ω)(H) andMSym(Ω)(H) = {NSym(Ω)(H),K,K
t}, t ∈ NSym(Ω)(H)\H,
where K ∼= Sym(11) and OK(H) = {H < L < V < K}, with L ∼= M11 and V ∼= Alt(11).
Remarks 3.2. (1) In Case (1), since MG(H) contains only one element, we deduce that the lattice OSym(Ω)(H) is
not Boolean, unless it has rank 1.
(2) In Case (2) (a), all elements in MSym(Ω)(H) are maximal subgroups of Alt(Ω). This is because the permutation
representations of Aut(HS) = HS.2 and of Sym(m) of degree
(
m
2
)
are the natural permutation representations on
the ordered pairs of points from a set of cardinality m. Since m = 176 is even, these permutation representations
embed in Alt(
(
m
2
)
) = Alt(Ω), see Lemma 2.8. From this, we deduce that OSym(Ω)(H) is not Boolean because
Alt(Ω) is the only maximal element of OSym(Ω)(H). When G = Alt(Ω), OG(M) has three maximal elements and
one of these maximal elements is Aut(H) ∼= HS.2. If OG(H) is Boolean, then it has rank 3 and hence OHS.2(HS)
is Boolean of rank 2: however this is a contradiction because |Aut(HS) : HS| = |HS.2 : HS| = 2, see Lemma 2.5.
In Case (2) (b), the group Aut(Ω7(3)) ∼= Ω7(3).2 has no faithful permutation representations of degree 3159.
Since |MSym(Ω)(H)| = 3, we deduceMSym(Ω)(H) contains two subgroups isomorphic to Ω7(3) which are contained
in Alt(Ω) and Aut(U) ∼= G2(3).2 which is not contained in Alt(Ω) (the fact that G2(3).2  Alt(Ω) can be easily
verified with the computer algebra system magma [6]). When G = Sym(Ω), we obtain that OG(H) is not Boolean.
When G = Alt(Ω), we were not able to determine whether OG(H) is Boolean, but if it is Boolean, then it has
rank 2 having maximal elements two subgroups isomorphic to Ω7(3).
In Case (2) (c) and n = 12, we see that M12.2 does not admit a permutation representation of degree 12.
Therefore, as above, since |MSym(Ω)(H)| = 3, we deduce that MSym(Ω)(H) contains two subgroups isomorphic
to M12 which are contained in Alt(Ω) and Aut(U) ∼= PGL2(11) which is not contained in Alt(Ω). Therefore,
OSym(Ω)(H) is not Boolean. When G = Alt(Ω), we have verified with the help of a computer that OG(H)
is indeed Boolean of rank 2. In Case (2) (c) and n = 24, we see that Aut(M24) = M24. Therefore, since
|MSym(Ω)(H)| = 3, we deduce MSym(Ω)(H) contains two subgroups isomorphic to M24 which are contained in
Alt(Ω) and Aut(U) ∼= PGL2(23) which is not contained in Alt(Ω). Therefore, OSym(Ω)(H) is not Boolean. When
G = Alt(Ω), we have verified with the help of a computer that OG(H) is indeed Boolean of rank 2.
In Case (2) (d), we see that Aut(Sp8(2)) = Sp8(2). Therefore, since |MSym(Ω)(H)| = 3, we deduce that
MSym(Ω)(H) contains two subgroups isomorphic to Sp8(2) which are contained in Alt(Ω) and Aut(U)
∼= PGL2(17)
which is not contained in Alt(Ω). Therefore, OSym(Ω)(H) is not Boolean. When G = Alt(Ω), we were not able to
determine whether OG(H) is Boolean, but if it is Boolean, then it has rank 2.
(3) In Case (3), we use a computer to deal with this case. None of the four elements in MSym(Ω)(U) is contained in
Alt(Ω). Therefore, if OSym(Ω)(H) is Boolean, then it has rank 4. Moreover, the intersection of these four subgroups
is H and we see that |H : U | = 2. As |Aut(PSL3(4)) : PSL3(4)| = 12, we deduce |NSym(Ω)(U) : H | = 6 = 2 · 3.
Therefore ONSym(Ω)(H)(H) cannot be a rank 3 Boolean lattice (see Lemma 2.5), contradicting the fact that we
assumed OSym(Ω)(H) to be Boolean. Assume then G = Alt(Ω). Define M0 := NAlt(Ω)(U) and let M1,M2,M3 be
the intersections with Alt(Ω) of the three maximal subgroups of Sym(Ω) isomorphic to Aut(PSU4(3)). Assume
that OAlt(Ω)(H) is Boolean. If H < M0, then OAlt(Ω)(H) is Boolean of rank 4 and hence OM0(H) is Boolean of
rank 3. However this is impossible because |M0 : U | = 6 = 2 · 3. Therefore H = M0 = NAlt(Ω)(U). However this
is another contradiction because M0 is maximal in Alt(Ω).
(4) In Case (4), k is odd and hence H is a subgroup of Alt(Ω). The action under consideration arises using the
standard 2-transitive action of Sz(q) of degree q2 + 1. Here, the action of degree q2(q2 + 1)/2 is the action on the
pairs of points from the set {1, . . . , q2 + 1}. Here K1  Alt(Ω) because q2 + 1 is odd, see Lemma 2.8. Moreover,
Aut(Sp4k(2)) = Sp2k(2) and K2 = V2, hence V2 ≤ Alt(Ω). From this we deduce that the maximal elements in
OSym(Ω)(H) are K1 ∼= Sym(q
2 + 1) and Alt(Ω). However this lattice is not Boolean because H 6= K1 ∩ Alt(Ω) =
V1 ∼= Alt(q2 + 1). When G = Alt(Ω), the maximal elements in OG(H) are V1 ∼= Alt(q2 + 1) and V2 ∼= Sp4k(2).
Therefore, if OG(H) is Boolean, then its rank is 2.
(5) In Case (5), OSym(Ω)(H) is not Boolean because OK(H) is not Boolean. When G = Alt(Ω), OAlt(Ω)(H) contains
two maximal elements V and V t both isomorphic to Alt(11). Therefore, if OAlt(11)(H) were Boolean, then
OAlt(Ω)(H) would have rank 2. However this is not the case because OV (H) = {H < M < V } and OV t = {H <
M t < V t} with M ∼=M t ∼= M11. Therefore OAlt(Ω)(H) is not Boolean.
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Corollary 3.3. Let H be an almost simple primitive subgroup of G which is product indecomposable and not octal. If
OG(H) is Boolean, then it has rank at most 2.
Proof. It follows from Theorem 3.1 and Remark 3.2. 
4. Boolean intervals OG(H) with H primitive
Lemma 4.1. Let M be a maximal subgroup of G of O’Nan-Scott type SD and let H be a maximal subgroup of M acting
primitively on Ω. Then M and H have the same socle.
Proof. This follows from [24, Theorem] (using the notation in [24], applied with G1 := M , see also [24, Proposition 8.1]).

Lemma 4.2. Let H be a primitive subgroup of G with OG(H) Boolean of rank ℓ. Suppose that there exists a maximal
element M ∈ OG(H) of O’Nan-Scott type SD. Then ℓ ≤ 2.
Proof. Let V be the socle of M . From the structure of primitive groups of SD type, we deduce V ∼= T κ and |Ω| = |T |κ−1,
for some non-abelian simple group T and for some integer κ ≥ 2.
If ℓ = 1, then we have nothing to prove, therefore we suppose ℓ ≥ 2 and we let M ′ ∈ OG(H) be a maximal element
with M ′ 6= M . Set H ′ := M ∩M ′. Since OG(H) is Boolean, H ′ is maximal in M and since H ≤ H ′, H ′ acts primitively
on Ω. From Lemma 4.1 applied with H there replaced by H ′ here, we obtain that H ′ has socle V . From the O’Nan-Scott
theorem and in particular from the structure of the socles of primitive groups, we deduce that H ′ has type HS or SD, where
the type HS can arise only when κ = 2. Now, from [24, Proposition 8.1], we obtain that either M ′ is a primitive group
of SD type having socle V , or M ′ = Alt(Ω). In the first case, M ′ = NG(V ) = M , which is a contradiction. Therefore
M ′ = Alt(Ω). Thus G = Sym(Ω) and Alt(Ω) and M are the only maximal members in OG(H). This gives ℓ = 2. 
Lemma 4.3. Let M be a maximal subgroup of G of O’Nan-Scott type HA with socle V and let H be a maximal subgroup
of M acting primitively on Ω. Then either
(1) V ≤ H, or
(2) |Ω| = 8, G = Alt(Ω), H ∼= PSL2(7) and M ∼= AGL3(2).
Proof. Here, n = |Ω| = pd, for some prime number p and some positive integer d. The result is clear when n ≤ 4 and
hence we suppose n ≥ 5. In what follows, we assume V  H and we show that n = 8, G = Alt(Ω), H ∼= PSL2(7) and
M ∼= AGL3(2).
The maximality of H in M yields V H = M . Since V ∩ H E 〈V,H〉 = M , we deduce V ∩ H = 1, that is, H is a
complement of V in M and hence H ∼= M/V . Since NSym(n)(V ) ∼= AGLd(p), we deduce M/V and H are isomorphic to
GLd(p) or to an index 2 subgroup of GLd(p).
Since H acts primitively on Ω, we deduce Z(H) = 1 or Z(H) = H . Clearly, the second case cannot arise here because
M/V is non-abelian being n ≥ 5. Suppose then Z(H) = 1.
If G = Sym(Ω), then M/V ∼= GLd(p) has trivial centre only when p = 2. It is easy to verify (using the fact that GLd(2)
is generated by transvections) that AGLd(2) is contained in Alt(Ω), when d ≥ 3. Thus M < Alt(Ω) < G, contradicting
the hypothesis that M is maximal in G. This shows that G = Alt(Ω). In particular, when p = 2, we have M/V ∼= GLd(2)
and when p > 2, M/V is isomorphic to a subgroup of GLd(p) having index 2.
Since GLd(p) has centre of order p−1 and since Z(H) = 1, we deduce that either p = 2 or (p−1)/2 = 1, that is, p ∈ {2, 3}.
In both cases, a simple computation reveals thatM = ASLd(p) and hence H ∼= M/V ∼= SLd(p). Observe that, when p = 3,
d is odd because 1 = |Z(H)| = |Z(SLd(3))| = gcd(d, 2). In particular, in both cases, H ∼= M/V ∼= SLd(p) ∼= PSLd(p) is a
non-abelian simple group. Given ω ∈ Ω, |H : Hω| = pd is a power of the prime p and hence, from [10, (3.1)], we deduce
(d, p) = (3, 2). Thus n = pd = 8, H ∼= SL3(2) ∼= PSL2(7). 
Lemma 4.4. Let H be a primitive subgroup of G with OG(H) Boolean of rank ℓ. Suppose that there exists a maximal
element M ∈ OG(H) of O’Nan-Scott type HA. Then, every maximal element M ′ in OG(H) with M ′ 6=M is either Alt(Ω)
or the stabilizer in G of a regular product structure on Ω.
Proof. If ℓ = 1, then we have nothing to prove, therefore we suppose that ℓ ≥ 2 and we let M ′ ∈ OG(H) be a maximal
element of OG(H) with M ′ 6= M . Set H ′ := M ∩M ′. Since OG(H) is Boolean, H ′ is maximal in M and since H ≤ H ′,
H ′ acts primitively on Ω. From Lemma 4.3 applied with H replaced by H ′, we obtain that either H ′ contains the socle
V of M , or n = 8, G = Alt(Ω), H ′ ∼= PSL2(7) and M ∼= AGL3(2). In the second case, a computer computation reveals
that the largest Boolean lattice OAlt(8)(H) with H primitive has rank 2. Therefore, for the rest of the proof, we suppose
V ≤M ′. In particular, M ′ is a primitive permutation group containg an abelian regular subgroup. Thus M ′ is one of the
groups classified in [13, Theorem 1.1]: we apply this classification here and the notation therein.
Assume M ′ is as in [13, Theorem 1.1 (1)], that is, M ′ is a maximal primitive subgroup of G of O’Nan-Scott type HA.
Let V ′ be the socle of M ′. From Lemma 4.3, we deduce V ′ ≤ M and hence V V ′ ≤ H ′. Since V EM and V ′ EM ′,
we deduce that V V ′ EH ′. As H ′ acts primitively on Ω, we deduce that V V ′ is the socle of H ′ and hence |V V ′| = |V |.
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Therefore V = V ′. Thus M ′ = NG(V ) = M , which is a contradiction. Therefore M
′ is one of the groups listed in [13,
Theorem 1.1 (2)].
Suppose first that l = 1 (the positive integer l is defined in [13, Theorem 1.1]). An inspection in the list in [13,
Theorem 1.1 (2)] (using the maximality of M ′ in G) yields
(1) M ′ ∼= M11, n = 11 and G = Alt(Ω), or
(2) M ′ ∼= M23, n = 23 and G = Alt(Ω), or
(3) M ′ ∼= NG(PSLd′(q′)) for some integer d′ ≥ 2 and some prime power q′ with n = p = (q′d
′
− 1)/(q′ − 1), or
(4) M ′ = Alt(Ω) and G = Sym(Ω).
A computer computation shows that in (1) and (2), M = NG(V ) ≤ M ′, which is a contradiction. Assume that M ′ is as
in (3). Write q′ = r′κ
′
, for some prime number r′ and for some positive integer κ′. Then V is a Singer cycle in PGLd′(q
′).
As H ′ = M ∩M ′ = NG(V ) ∩M ′ = NM ′(V ), we obtain
|H ′ : V | =
{
d′κ′, when NSym(p)(PGLd′(q
′)) ≤ G,
d′κ′/2, when NSym(p)(PGLd′(q
′))  G.
We claim that d′ is prime. If d′ is not prime, then d′ = d1d2, for some positive integers d1, d2 > 1. Thus H
′ <
NG(PSLd1(q
′d2)) < M ′, contradicting the fact that H ′ is maximal in M ′. Therefore, d′ is a prime number. Moreover,
since H ′ is maximal in M and since M/V is cyclic (of order p− 1 or (p− 1)/2), we deduce that s′ := |M : H ′| is a prime
number.
Let M ′′ be a maximal element in OG(H) with M 6= M ′′ 6= M ′ and let H ′′ := M ∩M ′′. Arguing as in the previous
paragraph (with M ′ replaced by M ′′), M ′′ cannot be as in (1) or as in (2). Suppose that M ′′ is as in (3). Thus
M ′′ ∼= NG(PSLd′′(q′′)) for some integer d′′ ≥ 2 and some prime power q′′ with n = p = (q′′d
′′
− 1)/(q′′ − 1). Write
q′′ = r′′κ
′′
, for some prime number r′′ and for some positive integer κ′′. Arguing as in the previous paragraph, we obtain
that d′′ and s′′ := |M : H ′′| are prime numbers. Now, M ′ ∩M ′′ acts primitively on Ω with n = |Ω| = p prime and
hence, from a result of Burnside, M ′ ∩M ′′ is either soluble (and V EM ′ ∩M ′′) or M ′ ∩M ′′ is 2-transitive. In the first
case, M ∩M ′ = NM ′(V ) ≥ M ′ ∩M ′′; however, this contradicts the fact that OG(H) is Boolean. Therefore M ′ ∩M ′′ is
2-transitive and non-soluble. From [12, Theorem 3], we deduce that one of the following holds:
(1) M ′ ∩M ′′ = PSL2(11) and n = p = 11, or
(2) M ′ ∩M ′′ = M11 and n = p = 11, or
(3) M ′ ∩M ′′ = M23 and n = p = 23, or
(4) M ′ ∩M ′′ EM ′ and M ′ ∩M ′′ EM ′′.
The last case cannot arise because M ′ ∩M ′′ E 〈M ′,M ′′〉 = G implies M ′ ∩M ′′ = 1, which is a contradiction. Also none
of the first three cases can arise here because p is not of the form (q′d
′
− 1)/(q′ − 1). This final contradiction shows that,
if M ′′ is a maximal element of OG(H) with M ′′ /∈ {M,M ′}, then M ′′ = Alt(Ω). Thus ℓ = 3, |Ω| = p, G = Sym(Ω) and
the maximal elements in OG(H) are Alt(Ω), AGL1(p) and PΓLd′(q′).
Since M ∼= AGL1(p), |H ′ : V | = d′κ′ and |M : H ′| = s′ is prime, we obtain
(1) q′
q′d
′−1 − 1
q′ − 1
= p− 1 = |M : V | = |M : H ′||H ′ : V | = s′d′κ′.
Suppose first that d′ = 2 and hence p = q′ + 1 = r′κ
′
+ 1. We get the equation r′κ
′
= 2s′κ′ and hence r′ = 2. Therefore
2κ
′−1 = s′κ′. Therefore, s′ = 2 and hence 2κ
′−2 = κ′. Thus κ′ = 4 and hence n = p = 17. A computer computation shows
that this case does not arise because Alt(17) ∩ AGL1(17) = AGL1(17) ∩ PΓL2(16). Suppose now d′ > 2.
Assume κ′ = 1. Then (1) yields s′ = 2 because p− 1 is even. A computation shows that the equation
q′
q′d
′−1 − 1
q′ − 1
= 2d′
has solution only when d′ = 3 and q′ = 2. Thus n = p = 7. A computer computation shows that this case does not arise
because Alt(7) ∩AGL1(7) ≤ Alt(7) ∩ PGL2(7). Therefore κ′ > 1.
Now, we first show d′ 6= r′. To this end, we argue by contradiction and we suppose d′ = r′. Then, (1) yields
(2)
q′
r′
q′d
′−1 − 1
q′ − 1
= s′κ′.
Since q′/r′ = r′κ
′−1 and (q′d
′−1 − 1)/(q′− 1) are relatively prime and since s′ is prime, we have either s′ = r′ or s′ divides
(q′d
′−1 − 1)/(q′ − 1). In the first case,
q′
r′2
q′d
′−1 − 1
q′ − 1
= κ′,
hence, for d′ > 3, κ′ ≥ (q′d
′−1 − 1)/(q′ − 1) ≥ q′2 = r′2κ
′
, which is impossible. It is not difficult to observe that (2) is not
satisfied also for d′ = 3. In the second case, κ′ ≥ q′/r′ = r′κ
′−1, which is possible only when κ′ = 2. When κ′ = 2, (2)
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becomes
r′
(r′d−1 − 1)(r′d−1 + 1)
r′2 − 1
= 2s′,
which has no solution with s′ prime. Therefore d′ 6= r′.
Since d′ is a prime number and since d′ 6= r′, from Fermat’s little theorem we have q′d
′−1 ≡ 1 (mod d′), that is, d′
divides q′d
′−1 − 1. If q′ ≡ 1 (mod d′), then
p =
q′d
′
− 1
q′ − 1
= q′d
′−1 + q′d
′−2 + · · ·+ · · ·+ q′ + 1 ≡ 0 (mod d′)
and hence p = d′, however this is clearly a contradiction because p > d′. Thus d′ does not divide q′ − 1. This proves that
d′ divides (q′d
′−1 − 1)/(q′ − 1) and hence (q′d
′−1 − 1)/d′(q′ − 1) is an integer. From (1), we get
q′
q′d
′−1 − 1
d′(q′ − 1)
= κ′s′.
Since s′ is prime and q′ > κ′, this equality might admit a solution only when (q′d
′−1 − 1)/(d′(q′ − 1)) = 1, that is,
q′d
′−1 − 1 = d′(q′ − 1). This happens only when q′ = 2 and d′ = 3, but this contradicts κ′ > 1.
For the rest of the argument we may suppose l ≥ 2. In particular, from [13, Theorem 1.1], we obtain that either
M ′ = Alt(Ω), or M ′ is the stabilizer in G of a regular product structure on Ω. Since this argument does not depend upon
M ′, the result follows. 
Lemma 4.5. Let M be a maximal subgroup of G of O’Nan-Scott type AS with M 6= Alt(Ω) and let H be a maximal
subgroup of M acting primitively on Ω. Then
(1) M and H have the same socle, or
(2) H has O’Nan-Scott type AS and the pair (H,M) appears in Tables 3–6 of [14], or
(3) H has O’Nan-Scott type HA and the pair (H,M) appears in Table 2 of [24].
Proof. Suppose that H and M do not have the same socle. It follows from [24, Proposition 6.2] that either H has O’Nan-
Scott type AS and the pair (H,M) appears in Tables 3–6 of [14], or H has O’Nan-Scott type HA and the pair (H,M)
appears in Table 2 of [24]. 
Lemma 4.6. Let H be a primitive subgroup of G with OG(H) Boolean of rank ℓ. Suppose that there exists a maximal
element M ∈ OG(H) of O’Nan-Scott type AS with M 6= Alt(Ω). Then ℓ ≤ 2.
Proof. If ℓ ≤ 2, then we have nothing to prove, therefore we suppose ℓ ≥ 3. Since M is a maximal element in OG(H) of
O’Nan-Scott type AS andM 6= Alt(Ω), from Lemma 4.4, we deduce that no maximal element in OG(H) is of O’Nan-Scott
type HA. Similarly, from Lemma 4.2, no maximal element in OG(H) is of O’Nan-Scott type SD. As H acts primitively
on Ω, all elements in OG(H) are primitive and hence, the maximal elements in OG(H) have O’Nan-Scott type AS or PA.
Since ℓ ≥ 3, we let M ′ ∈ OG(H) be a maximal element with Alt(Ω) 6= M ′ 6= M . Moreover, we let M ′′ be any maximal
element in OG(H) with M 6=M ′′ 6= M ′. Set H ′ := M ∩M ′ and H ′′ :=M ∩M ′ ∩M ′′. See Figure 2.
G
MM ′ M ′′
H ′M ′ ∩M ′′ M ∩M ′′
M ∩M ′ ∩M ′′
Figure 2. The Boolean lattice in the proof of Lemma 4.6
Since OG(H) is Boolean, H ′ is maximal in M and hence we are in the position to apply Lemma 4.5 with H there
replaced by H ′ here. We discuss the three possibilities in turn.
Suppose first that H ′ has O’Nan-Scott type HA and let V ′ be the socle of H ′. Since in OG(H) there are no maximal
members of HA type, NG(V
′) is not a maximal subgroup of G. It follows from [14, Theorem] that n ∈ {7, 11, 17, 23} and
G = Alt(Ω). A computer computation shows that none of these cases gives rise to a Boolean lattice of rank 3 or larger.
Suppose now that H ′ and M have the same socle, or that the pair (H ′,M) appears in Tables 3–6 of [14]. In these
cases, H ′ has O’Nan-Scott type AS. Since OG(H) is Boolean, H ′′ is maximal in H ′ and hence, from Lemma 4.5, either
• H ′′ and H ′ have the same socle,
• or H ′′ has O’Nan-Scott type AS and the pair (H ′′, H ′) appears in Tables 3–6 of [14],
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• or H ′′ has O’Nan-Scott type HA and the pair (H ′′, H ′) appears in Table 2 of [24].
Suppose first that H ′′ has O’Nan-Scott type HA and let V ′′ be the socle of H ′′. Since in OG(H) there are no maximal
members of HA type, NG(V
′′) is not a maximal subgroup of G, as above. It follows from [14, Theorem] that n ∈
{7, 11, 17, 23} and G = Alt(Ω). The same computer computation as above shows that none of these cases gives rise to a
Boolean lattice of rank 3 or larger. Therefore, H ′′ has O’Nan-Scott type AS.
As OG(H ′′) has rank 3 and H ′′ has type AS, Corollary 3.3 implies that H ′′ is either product decomposable or octal.
If H ′′ is octal, then n = 8 and H ′′ ∼= PSL2(7), however the largest Boolean lattice containing H
′′ has rank 2. Thus H ′′ is
product decomposable.
From [14, Table II], one of the following holds:
(1) n = 36, H ′′ = Alt(6).2,
(2) n = 144, H ′′ = M12.2,
(3) n = q4(q2 − 1)2/4 and F∗(H ′′) = Sp4(q), where q > 2 is even.
When n = 144 and H ′′ = M12.2, we see that H
′ cannot have the same socle as H ′′ because H ′′ ∼= Aut(M12) and hence
(H ′′, H ′) is one of the pairs in Tables 3–6 of [14]. However, there is no such pair satisfying n = 144 and F∗(H ′′) ∼= M12.
When n = 36 and H ′′ = Alt(6).2, we see with a computer computation that NSym(36)(H
′′) = H ′′ and hence H ′ cannot
have the same socle as H ′′. Therefore (H ′′, H ′) is one of the pairs in Tables 3–6 of [14]. However, there is no such pair
satisfying n = 36 and F∗(H ′′) ∼= Alt(6). Finally, suppose n = q4(q2 − 1)2/4 and F∗(H ′′) = Sp4(q), where q > 2 is even.
Since there is no pair (H ′′, H ′) in Tables 3–6 of [14] satisfying these conditions for n and F∗(H ′′) as above, we deduce
that H ′′ and H ′ have the same socle. Therefore F∗(H ′) = Sp4(q), with q > 2 even.
Summing up, we have two inclusionsH ′ ≤M andH ′ ≤M ′, with H ′ maximal in bothM andM ′, with F∗(H ′) = Sp4(q)
and with n = q4(q2 − 1)2/4. Using again Tables 3–6 of [14], we deduce that both M and M ′ must have the same socle of
H ′. However, this is a contradiction because G = 〈M,M ′〉 ≤ NG(F∗(H ′)). 
Corollary 4.7. Let H be a primitive subgroup of G with OG(H) Boolean of rank ℓ ≥ 3 and let G1, . . . , Gℓ be the maximal
members in OG(H). Then one of the following holds:
(1) n = |Ω| is odd. For every i ∈ {1, . . . , ℓ}, there exists a non-trivial regular product structure Fi with Gi = NG(Fi);
moreover, relabeling the indexed set {1, . . . , ℓ} if necessary, F1 < · · · < Fℓ.
(2) n = |Ω| is odd and G = Sym(Ω). Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ = Alt(Ω), for every
i ∈ {1, . . . , ℓ − 1}, there exists a non-trivial regular product structure Fi with Gi = NG(Fi); moreover, relabeling
the indexed set {1, . . . , ℓ− 1} if necessary, F1 < · · · < Fℓ−1.
(3) n = |Ω| is an odd prime power. Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ is maximal subgroup of
O’Nan-Scott type HA, for every i ∈ {1, . . . , ℓ − 1}, there exists a non-trivial regular product structure Fi with
Gi = NG(Fi); moreover, relabeling the indexed set {1, . . . , ℓ− 1} if necessary, F1 < · · · < Fℓ−1.
(4) n = |Ω| is an odd prime power and G = Sym(Ω). Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ = Alt(Ω)
and Gℓ−1 is a maximal subgroup of O’Nan-Scott type HA, for every i ∈ {1, . . . , ℓ − 2}, there exists a non-trivial
regular product structure Fi with Gi = NG(Fi); moreover, relabeling the indexed set {1, . . . , ℓ − 2} if necessary,
F1 < · · · < Fℓ−2.
Proof. As ℓ ≥ 3, from Lemmas 4.2, 4.4 and 4.6, all the elements in {G1, . . . , Gℓ} are stabilizers of regular product
structures, except possibly that one of these elements might be Alt(Ω) or a maximal subgroup of type HA. Relabelling
the indexed set {1, . . . , ℓ}, suppose that {G1, . . . , Gκ} are stabilizers of regular product structures, that is, Gi := NG(Fi).
Thus κ ≥ ℓ− 2.
Observe that, for every i, j ∈ {1, . . . , κ} with i 6= j, Gi ∩ Gj is a maximal subgroup of both Gi and Gj . It follows
from [2, Section 5] that either Fi < Fj or Fj < Fi. Therefore {F1, . . . ,Fκ} forms a chain. Relabeling the indexed set
{1, . . . , κ} if necessary, we may suppose F1 < F2 < · · · < Fκ.
Assume that Fi is a regular (mi, ki)-product structure. Since Fi ≤ Fi+1, there exists an integer si > 1 with mi = m
si
i+1
and ki+1 = kisi. From [2, (5.12)], OG(NG(Fi) ∩NG(Fi+1)) is Boolean of rank 2 only when
(†) mi+1 is odd, or si = 2 and mi+1 ≡ 2 (mod 4).
Suppose that κ ≥ 3. Applying the previous paragraph with i := κ − 1, we deduce that, if mκ is even, then sκ−1 = 2
and mκ ≡ 2 (mod 4). In turn, since mκ−1 = m
sκ−1
κ is even, we have sκ−2 = 2 and mκ−1 ≡ 2 (mod 4). However,
mκ−1 = m
sκ−1
κ ≡ 0 (mod 4), contradicting the fact that mκ−1 ≡ 2 (mod 4). Therefore, when κ ≥ 3, mi is odd, for every
i ∈ {1, . . . , κ}, that is, n = |Ω| is odd. In particular, when κ = ℓ, we obtain part (1).
Suppose that G = Sym(Ω), κ = ℓ− 1 and Gℓ = Alt(Ω). If |Ω| is odd, we obtain part (2). Suppose then n = |Ω| is even.
In particular, κ = ℓ − 1 ≤ 2 and hence ℓ = 3. Clearly, m2 is even and hence (†) applied with i = 1 yields s1 = 2. Thus
m1 = m
s1
2 = m
2
2 ≡ 0 (mod 4). Lemma 2.4 (2) yields G1 ≤ Alt(Ω) = G3, which is a contradiction.
Suppose that κ = ℓ− 1 and Gℓ is a primitive group of HA type. If |Ω| is odd, we obtain part (3). Suppose then n = |Ω|
is even, that is, n = 2d, for some positive integer d ≥ 3. In particular, κ = ℓ− 1 ≤ 2 and hence ℓ = 3. Clearly, m2 is even
and hence (†) applied with i = 1 yields m2 ≡ 2 (mod 4). Therefore m2 = 2, however this contradicts the fact that in a
regular (m, k)-product struction we must have m ≥ 5.
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Finally suppose that κ = ℓ − 2, G = Sym(Ω), Gℓ = Alt(Ω) and Gℓ−1 is a primitive group of HA type. If |Ω| is even,
then |Ω| = 2d for some d ≥ 3. As G2 ∼= AGLd(2) ≤ Alt(Ω) = G3, we obtain a contradiction. Therefore |Ω| is odd and we
obtain (4). 
5. Boolean intervals containing a maximal imprimitive subgroup
The scope of this section is to gather some information on Boolean lattices OG(H) containing a maximal element that
is imprimitive. Our main tool in this task is a result of Aschbacher and Shareshian [3, Theorem 5.2].
Hypothesis 5.1. Let G be either Sym(Ω) or Alt(Ω) with n := |Ω|, let Σ be a non-trivial regular partition, let G1 :=
NG(Σ), let G2 be a maximal subgroup of G distinct from Alt(Ω) and let H := G1 ∩G2. Assume that
• OG(H) is a Boolean lattice of rank 2 with maximal elements M1 and M2, and
• H acts transitively on Ω.
Theorem 5.2. [3, Theorem 5.2] Assume Hypothesis 5.1. Then one of the following holds:
(1) For every i ∈ {1, 2}, there exists a non-trivial regular partition Σi with Gi = NG(Σi); moreover, for some
i ∈ {1, 2}, Σi < Σ3−i. Further, n ≥ 8 and, if n = 8, then G = Sym(Ω).
(2) G = Alt(Ω), n = 2a+1 for some positive integer a > 1, G2 is an affine primitive group, V = F
∗(G2) ≤ H, VΣ is a
hyperplane of V , the elements of Σ are the two orbits of VΣ on Ω, and H = NG2(VΣ).
(3) G = Alt(Ω), n ≡ 0 (mod 4), n > 8 and, for every i ∈ {1, 2}, there exists a non-trivial regular partition Σi such
that
(a): Gi = NG(Σi),
(b): Σ1 and Σ2 are lattice complements in the poset of partitions of Ω, and
(c): one of Σ1, Σ2 is (2, n/2)-regular and the other is (n/2, 2)-regular.
(Observe that two partitions Σ1 and Σ2 of Ω are lattice complements if, the smallest partition Σ of Ω with Σ1 ≤ Σ
and Σ2 ≤ Σ and the largest partition Σ
′ of Ω with Σ′ ≤ Σ1 and Σ
′ ≤ Σ2 are the two trivial partitions of Ω. Futher V{Σ}
denote the poitwise stabilizer of Σ in V )
Hypothesis 5.3. Let G be either Sym(Ω) or Alt(Ω) with n := |Ω|, let Σ be a non-trivial regular partition, let G1 :=
NG(Σ), let G2 and G3 be maximal subgroups of G and let H := G1 ∩G2 ∩G3. Assume that
• OG(H) is a Boolean lattice of rank 3 with maximal elements G1, G2 and G3, and
• H acts transitively on Ω.
Theorem 5.4. Assume Hypothesis 5.3. Then one of the following holds:
(1) For every i ∈ {1, 2, 3}, there exists a non-trivial regular partition Σi with Gi = NG(Σi); moreover, relabeling the
indexed set {1, 2, 3} if necessary, Σ1 < Σ2 < Σ3.
(2) G = Sym(Ω). Relabeling the indexed set {1, 2, 3} if necessary, G3 = Alt(Ω) and, for every i ∈ {1, 2}, there exists
a non-trivial regular partition Σi with Gi = NG(Σi), moreover, for some i ∈ {1, 2}, Σi < Σ3−i.
(3) G = Alt(Ω), |Ω| = 8 and the Boolean lattice OG(H) is in Figure 1.
Proof. If none of G1, G2 and G3 is Alt(Ω) and if G = Sym(Ω), then the result follows directly from Theorem 5.2 and
we obtain (1). Suppose G = Sym(Ω) and one of G2 or G3 is Alt(Ω). Without loss of generality we may assume that
G3 = Alt(Ω). Now, the result follows directly from Theorem 5.2 applied to {G1, G2}; we obtain (2).
It remains to consider the case G = Alt(Ω). In particular, we may apply Theorem 5.2 to the pairs {G1, G2} and
{G1, G3}. Relabeling the indexed set {1, 2, 3} if necessary, we have to consider in turn one of the following cases:
case A: Theorem 5.2 part (1) holds for both pairs {G1, G2} and {G1, G3};
case B: Theorem 5.2 part (1) holds for {G1, G2} and Theorem 5.2 part (2) holds for {G1, G3};
case C: Theorem 5.2 part (1) holds for {G1, G2} and Theorem 5.2 part (3) holds for {G1, G3};
case D: Theorem 5.2 part (2) holds for both pairs {G1, G2} and {G1, G3};
case E: Theorem 5.2 part (2) holds for {G1, G2} and Theorem 5.2 part (3) holds for {G1, G3};
case F: Theorem 5.2 part (3) holds for both pairs {G1, G2} and {G1, G3}.
Case A: In particular, G2 and G3 are stabilizers of non-trivial regular partitions and hence we are in the position to
apply Theorem 5.2 also to the pair {G2, G3}. It is not hard to see that Theorem 5.2 part (1) holds for {G2, G3} and that
the conclusion (1) in the statement of Theorem 5.4 holds.
Case B: Since G1 is the stabilizer of a non-trivial regular partition and since {G1, G3} satisfies Theorem 5.2 part (2), we
deduce that G3 is an affine primitive group and Σ1 is an (n/2, 2)-regular partition.
Since G2 is the stabilizer of the non-trivial regular partition Σ2, we deduce that we may apply Theorem 5.2 to the pair
{G2, G3}. In particular, as G3 is primitive, Theorem 5.2 part (2) must hold for {G2, G3} and hence G2 is the stabilizer
of an (n/2, 2)-regular partition. However, this contradicts the fact that {G1, G2} satisfies Theorem 5.2 part (1), that is,
Σ1 < Σ2 or Σ2 < Σ1.
Case C: We have either
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(a): Σ1 < Σ2, Σ1 is a (2, n/2)-regular partition, Σ3 is a (n/2, 2)-regular partition and Σ1, Σ3 are lattice complements,
or
(b): Σ2 < Σ1, Σ1 is a (n/2, 2)-regular partition, Σ3 is a (2, n/2)-regular partition and Σ1, Σ3 are lattice complements.
In case (b), Σ2 < Σ1 and hence Σ1 is a refinement of Σ2; however, as Σ1 is a (n/2, 2)-regular partition, this is not possible.
Therefore, case (b) does not arise. As G2 and G3 are stabilizers of non-trivial regular partitions of Ω, we are in the
position to apply Theorem 5.2 also to the pair {G2, G3}. If Theorem 5.2 part (1) holds for {G2, G3}, then either Σ2 < Σ3
or Σ3 < Σ2. However, both possibilities lead to a contradiction. Indeed, if Σ2 < Σ3 and (a) holds, then Σ1 < Σ2 < Σ3,
contradicting the fact that Σ1 and Σ3 are lattice complements. The argument when Σ3 < Σ2 is analogous. Similarly, if
Theorem 5.2 part (3) holds for {G2, G3}, then Σ2 and Σ3 are lattice complements and either
(a)’: Σ2 is a (2, n/2)-regular partition and Σ3 is a (n/2, 2)-regular partition, or
(b)’: Σ2 is a (n/2, 2)-regular partition and Σ3 is a (2, n/2)-regular partition.
However, an easy case-by-case analysis shows that (a)’ and (b)’ are incompatible with (a).
Case D: In particular, G2 and G3 are both primitive groups of affine type. Let V2 be the socle of G2 and let V3 be
the socle of G3. From Lemma 2.7 applied to OG(G2 ∩ G3), we deduce that either G2 ∩ G3 is primitive, or G = Alt(Ω),
|Ω| = 8 and G2 ∩G3 is the stabilizer of a (2, 4)-regular partition. In the latter case, we see with a direct computation that
part (3) holds. Suppose then that G2 ∩ G3 is primitive. From Lemma 4.3 applied to the inclusions G2 ∩ G3 < G2 and
G2 ∩G3 < G3, we deduce that either
(a)”: G2 ∩G3, G2 and G3 have the same socle, or
(b)”: n = 8, G2 ∩G3 ∼= PSL2(7) and G2 ∼= G3 ∼= AGL3(2).
In the former case, we have V2 = V3 and hence G2 = NG(V2) = NG(V3) = G3, contradicting the fact that G2 6= G3. In the
latter case, we have checked with the invaluable help of the computer algebra system magma [6] that OAlt(8)(PSL2(7)) =
{PSL2(7) < AGL3(2) < Alt(8)}, contradicting the fact that it is a Boolean lattice.
Case E: In this case, Σ1 is a (n/2, 2)-regular partition, Σ3 is a (2, n/2)-regular partition and Σ1, Σ3 are lattice comple-
ments. As G3 is the stabilizer of a non-trivial regular partition, we are in the position to apply Theorem 5.2 to the pair
{G2, G3}. As G2 is primitive, we see that Theorem 5.2 part (2) holds for {G2, G3} and hence Σ3 is a (n/2, 2)-regular
partition, which implies (n/2, 2) = (2, n/2), that is, n = 4. However this contradicts a > 1 in Theorem 5.2 part (2).
Case F: In particular, both Σ2 and Σ3 are either (n/2, 2)-regular partitions or (2, n/2)-regular partitions. As G2 and
G3 are stabilizers of non-trivial regular partitions, we may apply Theorem 5.2 also to the pair {G2, G3}. Clearly, none of
parts (1), (2) and (3) in Theorem 5.2 holds for {G2, G3}, which is a contradiction. 
Corollary 5.5. Let H be a transitive subgroup of G and suppose that OG(H) is Boolean of rank ℓ ≥ 3 and that OG(H)
contains a maximal element which is imprimitive. Let {G1, . . . , Gℓ} be the maximal elements of OG(H). Then one of the
following holds:
(1) For every i ∈ {1, . . . , ℓ}, there exists a non-trivial regular partition Σi with Gi = NG(Σi); moreover, relabeling the
indexed set {1, . . . , ℓ} if necessary, Σ1 < · · · < Σℓ.
(2) G = Sym(Ω). Relabeling the indexed set {1, . . . , ℓ} if necessary, Gℓ = Alt(Ω), for every i ∈ {1, . . . , ℓ − 1}, there
exists a non-trivial regular partition Σi with Gi = NG(Σi), and Σ1 < · · · < Σℓ−1.
(3) G = Alt(Ω), |Ω| = 8, ℓ = 3 and the Boolean lattice OG(H) is in Figure 1.
Proof. It follows arguing inductively on ℓ; the base case ℓ = 3 is Theorem 5.4. 
6. Boolean intervals containing a maximal intransitive subgroup
The scope of this section is to gather some information on Boolean lattices OG(H) containing a maximal element that
is intransitive. Some of the material in this section can be also traced back to the PhD thesis [5].
Hypothesis 6.1. Let G be either Sym(Ω) or Alt(Ω) with n := |Ω|, let Γ be a subset of Ω with 1 ≤ |Γ| < |Ω|/2, let
G1 := NG(Γ), let G2 be a maximal subgroup of G and let H := G1 ∩G2. Assume that OG(H) is Boolean of rank 2 with
maximal elements G1 and G2.
Theorem 6.2. Assume Hypothesis 6.1. Then one of the following holds:
(1) G = Sym(Ω) and G2 = Alt(Ω).
(2) G2 is an imprimitive subgroup having Γ as a block of imprimitivity.
(3) G = Alt(Ω), n = 7, |Γ| = 3 and G2 ∼= SL3(2) acts primitively on Ω.
(4) |Γ| = 1 and one of the following holds:
(a): G = Alt(Ω), G2 ∼= AGLd(2) with d ≥ 3;
(b): G = Alt(Ω), G2 ∼= Sp2m(2) and |Ω| ∈ {2
m−1(2m + 1), 2m−1(2m − 1)};
(c): G = Alt(Ω), G2 ∼= HS and |Ω| = 176;
(d): G = Alt(Ω), G2 ∼= Co3 and |Ω| = 276;
(e): G = Alt(Ω), G2 ∼=M12 and |Ω| = 12;
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(f): G = Alt(Ω), G2 ∼= M24 and |Ω| = 24;
(g): G = Sym(Ω), G2 ∼= PGL2(p) with p prime and |Ω| = p+ 1;
(h): G = Alt(Ω), G2 ∼= PSL2(p) with p prime and |Ω| = p+ 1.
Proof. Suppose that G2 is intransitive. Thus G2 = G ∩ (Sym(Γ′)× Sym(Ω \ Γ′)), for some subset Γ′ ⊆ Ω with 1 ≤ |Γ′| <
|Ω|/2. In particular,
H = G1 ∩G2 = G ∩ (Sym(Γ ∩ Γ
′)× Sym(Γ \ Γ′)× Sym(Γ′ \ Γ)× Sym(Ω ∪ (Γ ∪ Γ′))).
Thus H is contained in
• G ∩ (Sym(Γ ∩ Γ′)× Sym(Ω \ (Γ ∩ Γ′))),
• G ∩ (Sym(Γ \ Γ′)× Sym(Ω \ (Γ \ Γ′))),
• G ∩ (Sym(Γ′ \ Γ)× Sym(Ω \ (Γ′ \ Γ))),
• G ∩ (Sym(Γ ∪ Γ′)× Sym(Ω \ (Γ ∪ Γ′))).
Since the only overgroups of H are H,G1, G2 and G, each of the previous four subgroups must be one of H,G1, G2 and
G. This immediately implies G = G ∩ (Sym(Γ ∩ Γ′) × Sym(Ω \ (Γ ∩ Γ′))), that is, Γ ∩ Γ′ = ∅. However, G ∩ (Sym(Γ ∪
Γ′)× Sym(Ω \ (Γ ∪ Γ′))) is neither H , nor G1, nor G2, nor G, because 1 ≤ |Γ|, |Γ′| < |Ω|/2.
Suppose that G2 is imprimitive. In particular, G2 is the stabilizer of a non-trivial (a, b)-regular partition of Ω, that is,
G2 is the stabilizer of a partition Σ2 := {X1, . . . , Xb} of the set Ω into b parts each having cardinality a, for some positive
integers a and b with a, b ≥ 2. Thus
G2 ∼= G ∩ (Sym(a)wr Sym(b)).
The group H = G1 ∩ G2 is intransitive. Since G1 is the only proper overgroup of H that is intransitive, we deduce that
H has only two orbits on Ω, namely Γ and Ω \ Γ. From this it follows that, for every i ∈ {1, . . . , b}, either Xi ⊆ Γ or
Xi ⊆ Ω \ Γ. Therefore the group H = G1 ∩G2 is isomorphic to
G ∩ (Sym(a) ≀ Sym(b1)× Sym(a) ≀ Sym(b2)),
where b1 is the number of parts in Σ2 contained in Γ and b2 is the number of parts in Σ2 contained in Ω \ Γ. Therefore,
H is contained in subgroups isomorphic to
(†) G ∩ (Sym(ab1)× Sym(a) ≀ Sym(b2)) and G ∩ (Sym(a) ≀ Sym(b1)× Sym(ab2)).
Since H and G1 are the only intransitive overgroup of H , we deduce that the two subgroups in (†) are H or G1. However
this happens if and only if b1 = 1. In other words, this happens if and only if Γ ∈ Σ2 and we obtain part (2).
Suppose that G2 is primitive. We divide our analysis in various cases.
Case 1: |Γ| ≥ 3, or |Γ| = 2 and G = Sym(Ω).
Now, H = G1 ∩ G2 is a maximal subgroup of G1. Moreover, G1 = Sym(Γ) × Sym(Ω \ Γ) when G = Sym(Ω) and
G1 = Alt(Ω) ∩ (Sym(Γ) × Sym(Ω \ Γ)) when G = Alt(Ω). Consider πa : G1 → Sym(Γ) and πb : G1 → Sym(Ω \ Γ) the
natural projections. Oberve that these projections are surjective.
Assume πa(G1 ∩G2) is a proper subgroup of Sym(Γ). Then, from the maximality of G1 ∩G2 in G1, we have
G1 ∩G2 = G ∩ (πa(G1 ∩G2)× Sym(Ω \ Γ)).
As |Ω \ Γ| ≥ 3, we deduce that G1 ∩G2 contains a 2-cycle or a 3-cycle. In particular, the primitive group G2 contains a
2-cycle or a 3-cycle. By a celebrated result of Jordan [9, Theorem 3.3A], we obtain Alt(Ω) ≤ G2. Thus G = Sym(Ω) and
G2 = Alt(Ω) and we obtain part (1). Suppose then πa(G1 ∩G2) = Sym(Γ) and let Ka := Ker(πa) ∩G1 ∩G2.
If πb(G1 ∩ G2) is a proper subgroup of Sym(Ω \ Γ), using the same argument of the previous paragraph we obtain
part (1).
Suppose then πb(G1 ∩ G2) = Sym(Ω \ Γ) and let Kb := Ker(πb) ∩ G1 ∩ G2. In the rest of the proof of this case the
reader might find useful to see Figure 3.
Now, KaKb is a subgroup of G1 ∩ G2, moreover (G1 ∩ G2)/(KaKb) is an epimorphic image of both Sym(Γ) and
Sym(Ω \ Γ). Assume |Ω \ Γ| ≥ 5. Then the only epimorphic image of both Sym(Γ) and Sym(Ω \ Γ) is either the identity
group or the cyclic group of order 2. Therefore |G1 ∩ G2 : KaKb| ≤ 2. Moreover, KaKb/Kb ∼= Ka/(Ka ∩ Kb) = Ka is
isomorphic to either Alt(Ω\Γ) or to Sym(Ω\Γ). In both cases, Alt(Ω\Γ) ≤ Ka ≤ G2 and hence G2 contains a 3-cycle. As
above, this implies G = Sym(Ω) and G2 = Alt(Ω) and part (1) holds. Assume |Ω \ Γ| ≤ 4. As 1 ≤ |Γ| < |Ω|/2, we deduce
|Ω| ≤ 7. When |Γ| = 3, we obtain |Ω| = 7 and we can verify with a direct analysis that part (1) holds when G = Sym(Ω)
and part (3) holds when G = Alt(Ω). Finally, if |Γ| = 2, we have |Ω| ∈ {5, 6} and G = Sym(Ω). A direct inspection in each
of these cases reveals that every maximal subgroup of G1 contains either a 2-cycle or a 3-cycles. Therefore G2 = Alt(Ω)
and part (1) holds.
Case 2: |Γ| = 2 and G = Alt(Ω).
In this case, G1 = Alt(Ω) ∩ (Sym(Γ)× Sym(Ω \ Γ)) ∼= Sym(Ω \ Γ).
Assume that H = G1 ∩ G2 acts intransitively on Ω \ Γ and let ∆ be one of its smallest orbits. In particular, H fixes
setwise Γ, ∆ and Ω \ (Γ ∪ ∆). Now, Alt(Ω) ∩ (Sym(Γ ∪ ∆) × Sym(Ω \ (Γ ∪ ∆))) is a proper overgroup of H which is
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H = G1 ∩G2
KaKb
Ka Kb
Ka ∩Kb = 1
Sym(Γ) ∼=
∼= Sym(Ω \ Γ)
Figure 3. Structure of H = G1 ∩G2
intransitive and is different from G1, which is a contradiction. Therefore H acts transitively on Ω \ Γ. Suppose that H
acts imprimitively on Ω \ Γ. Since H is maximal in G1 ∼= Sym(Ω \ Γ), we deduce H = NG1(Σ), where Σ is a non-trivial
(a, b)-regular partition of Ω\Γ. If a ≥ 3, then H contains a 3-cycle and hence so does G2. Since G2 is primitive, we deduce
from [9, Theorem 3.3A] that G2 = Alt(Ω) = G, which is a contradiction. If a = 2, then H contains a permutation that is
the product of two disjoint transpositions. Since G2 is primitive, we deduce from [9, Theorem 3.3D and Example 3.3.1]
that either G2 = Alt(Ω) = G or |Ω| ≤ 8. The first possibility is clearly impossible and hence |Ω| ∈ {6, 8}. However, a
computation in Alt(6) and in Alt(8) reveals that no case arises. Therefore H acts primitively on Ω \ Γ.
Let Γ = {γ, γ′}. As |Γ| = 2, the group (G1 ∩ G2)γ = Hγ has index at most 2 in G1 ∩ G2 = H and hence Hγ E H .
Since H acts primitively on Ω \ Γ and Hγ EH , Hγ acts transitively on Ω \ Γ or Hγ is trivial. The second possibility is
clearly a contradiction because it implies |H | = 2 and hence |Ω| = 4. Thus Hγ acts transitively on Ω \ Γ and the orbits
of Hγ on Ω are {γ}, {γ′},Ω \ Γ and have cardinality 1, 1, |Ω| − 2. Since G2 is primitive and not regular, from Lemma 2.9,
we deduce that γ is the only fixed point of (G2)γ . Since Hγ is a subgroup of (G2)γ from the cardinality of the orbits of
Hγ , we deduce that (G2)γ acts transitively on Ω \ {γ}, that is, G2 is 2-transitive. Similarly, since Hγ ≤ (G2)γ ∩ (G2)γ′ ,
we deduce also that G2 is 3-transitive.
From the classification of the finite 3-transitive groups, we deduce that
(1) G2 equals the Mathieu group Mn and n = |Ω| ∈ {11, 12, 22, 23, 24}, or
(2) G2 =M11 and |Ω| = 12, or
(3) F∗(G2) = PSL2(q) and |Ω| = q + 1.
Using this information, a computation with the computer algebra system magma shows that the cases (1) and (2) do not
arise because OG(H) is not Boolean of rank 2. In case (3), from the structure of PSL2(q), we deduce that G1 ∩ G2 is
solvable and hence G1 ∩ G2 is a solvable group acting primitively on |Ω| − 2 points. This yields that q − 1 is a prime
power, say q − 1 = xy , for some prime x and for some positive integer y. Write q = pf , for some prime power p and some
positive integer f . Since pf − 1 is a power of a prime, we deduce that pf − 1 has no primitive prime divisors. From a
famous result of Zsigmondy [30], this yields
(a): f = 1, x = 2 and q − 1 = 2y, or
(b): q = 9, x = 2 and y = 3 or
(c): p = 2, f is prime and q − 1 = 2f − 1 = x is a prime.
We can now refine further our argument above. Indeed, recall that G1 ∩ G2 is a maximal subgroup of G1 ∼= Sym(Ω \ Γ).
Since G1∩G2 is solvable, we deduce that G1∩G2 is isomorphic to the general linear group AGLy(x) and hence |G1∩G2| =
xy |GLy(x)| = (q−1)|GLy(x)|. Since G2 = NAlt(q+1)(PSL2(q)) and |Aut(PSL2(q))| = fq(q
2−1), we deduce that |G1∩G2|
divides 2f(q− 1). Therefore |GLy(x)| divides 2f . Cases (a) and (b) are readily seen to be impossible and in case (c) we
have |GL1(x)| = 2f − 2 = 2(2f−1 − 1) divides 2f , which is possible only when f = 3. A computation reveals that in this
latter case OG(H) has 5 elements and hence it is not Boolean.
Case 3: |Γ| = 1.
We assume that the conclusion in part (1) of this lemma does not hold and hence G2 is a primitive subgroup of G with
Alt(Ω)  G2.
Assume that H = G1 ∩ G2 acts intransitively on Ω \ Γ and let ∆ be one of its smallest orbits. In particular, H fixes
setwise Γ, ∆ and Ω \ (Γ ∪ ∆). Now, Alt(Ω) ∩ (Sym(Γ ∪ ∆) × Sym(Ω \ (Γ ∪ ∆))) is a proper overgroup of H which is
intransitive and is different from G1, which is a contradiction. Therefore H acts transitively on Ω \ Γ. Suppose that H
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acts imprimitively on Ω \ Γ. Since H is maximal in G1 ∼= Sym(Ω \ Γ), we deduce H = NG1(Σ), where Σ is a non-trivial
(a, b)-regular partition of Ω \ Γ. If a ≥ 3, then H contains a 3-cycle and hence so does G2. Since G2 is primitive, we
deduce from [9, Theorem 3.3A] that Alt(Ω) ≤ G2, which is a contradiction. If a = 2, then H contains a permutation that
is the product of two disjoint transpositions. Since G2 is primitive, we deduce from [9, Theorem 3.3D and Example 3.3.1]
that either Alt(Ω) ≤ G2 or |Ω| ≤ 8. The first possibility is clearly impossible. In the second case, as a = 2, we have that
|Ω \Γ| is even and hence |Ω| ∈ {5, 7}. However, a computation in Alt(5), Sym(5), Alt(7) and Sym(7) reveals that no case
arises. Therefore
H acts primitively on Ω \ Γ.
In particular, G2 is 2-transitive on Ω. One of the first main applications on the Classification of the Finite Simple
Groups is the classification of the finite 2-transitive groups, see [8]. These groups are either affine or almost simple. For
the rest of the proof we go through this classification for investigating G2 further; we assume that the reader is broadly
familiar with this classification and for this part we refer the reader to Section 7.7 in [9].
Case 3A: G2 is affine.
Since G2 is a maximal subgroup of G, we deduce that G2 ∼= G ∩ AGLd(p), for some prime number p and some positive
integer d. Now, G1 ∩G2 ∼= G∩GLd(p) and the action of G1 ∩G2 on Ω\Γ is permutation isomorphic to the natural action
of a certain subgroup of index at most 2 of the linear group GLd(p) acting on the non-zero vectors of a d-dimensional
vector space over the field with p-elements. Clearly, this action is primitive if and only if d = 1 and p − 1 is prime, or
p = 2. Indeed, if V is the d-dimensional vector space over the field Fp with p elements, then GLd(p) preserves the partition
{{av | a ∈ Fp, a 6= 0} | v ∈ V, v 6= 0} of V \ {0}. This partition is the trivial partition only when p = 2 or d = 1. When
d = 1, the group GL1(p) is cyclic of order p− 1 and it acts primitively on V \ {0} if and only if p− 1 is a prime number.
Since the only two consecutive primes are 2 and 3, in the latter case we obtain |Ω| = 3 and no case arises here. Thus
p = 2.
If d ≤ 2, then Alt(Ω) ≤ G2, which is a contradiction. Therefore d ≥ 3. With a computation (using the fact that GLd(2)
is generated by transvectoins for example) we see that, when d ≥ 3, the group AGLd(2) consists of even permutations
and hence AGLd(2) ≤ Alt(Ω). This implies G = Alt(Ω) and we obtain one of the examples stated in the theorem, namely
part (4) (a).
Case 3B: G2 ∼= Sp2m(2) and |Ω| = 2
m−1(2m + 1) or |Ω| = 2m−1(2m − 1).
The group G1 ∩ G2 is isomorphic to either O
+
2m(2) or to O
−
2m(2) depending on whether |Ω| = 2
m−1(2m + 1) or |Ω| =
2m−1(2m − 1). Since G2 is a simple group, we deduce G2 ≤ Alt(Ω) and hence G = Alt(Ω). We obtain part (4) (b).
Case 3C: F∗(G2) ∼= PSU3(q) and |Ω| = q3 + 1.
Let q = pf , for some prime number p and for some positive integer f . Observe that G1 ∩ G2 is solvable, it is a maximal
subgroup of G1 and it acts primitively on Ω \Γ. From this we deduce that G1 ∩G2 is isomorphic to G∩AGL3f (p). Since
|Aut(PSU3(q))| = 2f(q3 + 1)q3(q2 − 1) and |Ω| = q3 + 1, we deduce that G1 ∩ G2 has order a divisor of 2fq3(q2 − 1).
Therefore |AGL3f (p)| = q3|GL3f (p)| divides 4fq3(q2 − 1) (observe that the extra “2” in front of 2fq3(q2 − 1) takes in
account the case that G = Alt(Ω) and G ∩ AGL3f (p) has index 2 in AGL3f (p)). Therefore |GL3f (p)| divides 4f(q2 − 1).
However the inequality |GL3f (p)| ≤ 4f(p2f − 1) is never satisfied.
Case 3D: F∗(G2) ∼= Sz(q), q = 2f for some odd positive integer f ≥ 3 and |Ω| = q2 + 1.
Since Aut(Sz(q)) ∼= Sz(q).f and since f is odd, we deduce G2 ≤ Alt(Ω). In particular, G = Alt(Ω). As in the case above,
G1 ∩ G2 is solvable, G1 ∩ G2 is a maximal subgroup of G1 and G1 ∩ G2 acts primitively on Ω \ Γ. From this we deduce
that G1 ∩ G2 is isomorphic to G ∩ AGL2f (2). Since |Aut(Sz(q))| = f(q2 + 1)q2(q − 1) and |Ω| = q2 + 1, we deduce that
G1 ∩G2 has order a divisor of fq2(q − 1). Therefore |AGL2f (2)| = q2|GL2f (2)| divides 4fq2(q − 1). Therefore |GL2f (2)|
divides 4f(q − 1). However the inequality |GL2f (2)| ≤ 4f(2f − 1) is never satisfied.
Case 3E: F∗(G2) ∼= Ree(q), q = 3f for some odd positive integer f ≥ 1 and |Ω| = q3 + 1.
Since Aut(Ree(q)) ∼= Ree(q).f and since f is odd, we deduce G2 ≤ Alt(Ω). In particular, G = Alt(Ω). As in the case
above, G1 ∩ G2 is solvable, G1 ∩ G2 is a maximal subgroup of G1 and G1 ∩ G2 acts primitively on Ω \ Γ. From this we
deduce that G1 ∩ G2 is isomorphic to G ∩ AGL3f (3). Since |Aut(Ree(q))| = f(q3 + 1)q3(q − 1) and |Ω| = q3 + 1, we
deduce that G1 ∩G2 has order a divisor of fq3(q− 1). Therefore |AGL3f (3)| = q3|GL3f (3)| divides 4fq3(q− 1). Therefore
|GL3f (3)| divides 4f(q − 1). However the inequality |GL3f (3)| ≤ 4f(3f − 1) is never satisfied.
Case 3F: (G2, |Ω|) ∈ {(HS, 176), (Co3, 276), (Alt(7), 15), (PSL2(11), 11), (M11, 12)}.
Since PSL2(11) < M11 in their degree 11 actions, Alt(7) < PSL4(2) in their degree 15 actions and M11 < M12 in their
degree 12 actions, we see that PSL2(11), Alt(7) and M12 are not maximal in G and hence cannot be G2. Therefore, we
are left with (G2, |Ω|) ∈ {(HS, 176), (Co3, 276)}. We obtain part (4) (c) and (d).
Case 3G: (G2, |Ω|) ∈ {(M11, 11), (M12, 12), (M22, 22), (M22.2, 22), (M23, 23), (M24, 24)}.
With a computer computation we see that when G2 ∼= M11 the lattice OG(H) is not Boolean. The cases M22 and M22.2
do not arise because in these two cases G1 ∩G2 is isomorphic to either PSL3(4) (when G = Alt(Ω)) or to PΣL3(4) (when
G = Sym(Ω)). However, these two groups are not maximal subgroups of G1 because they are contained respectively in
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PGL3(4) and in PΓL3(4). Therefore, we are left with (G2, |Ω|) ∈ {(M12, 12), (M23, 23), (M24, 24)}. The case (G2, |Ω|) =
(M23, 23) also does not arise because with a computation computation we see that OG(H) consists of five elements. Thus
we are only left with part (4) (e) and (f).
Case 3I: F∗(G2) ∼= PSLd(q) for some prime power q and some positive integer d ≥ 2 and |Ω| = (q
d − 1)/(q − 1).
Since the group G2 is acting on the points of a (d−1)-dimensional projective space, we deduce that G1∩G2 acts primitively
on Ω \ Γ only when G2 is acting on the projective line, that is, d = 2. (Indeed, consider the action of X := PΓLd(q) on
the points of the projective space P , consider a point p of P and consider the stabilizer Y of the point p in X . Then Y
preserves a natural partition on P \ {p}, where two points p1 and p2 are declared to be in the same part if the lines 〈p, p1〉
and 〈p, p2〉 are equal. This partition is trivial only when P is a line, that is, d = 2.) Let q = pf , for some prime number p
and for some positive integer f . Observe that G1 ∩G2 is solvable, it is a maximal subgroup of G1 and it acts primitively
on Ω \ Γ. From this we deduce that G1 ∩ G2 is isomorphic to G ∩ AGLf (p). Since |Aut(PSL2(q))| = f(q2 − 1)q and
|Ω| = q+1, we deduce that G1 ∩G2 has order a divisor of f(q− 1)q. Therefore |AGLf (p)| = q|GLf (p)| divides 2f(q− 1)q
(observe that the extra “2” in front of fq(q − 1) takes in account the case that G = Alt(Ω) and G ∩ AGLf (p) has index
2 in AGLf (p)). Therefore |GLf (p)| divides 2f(q − 1). The inequality |GLf (p)| ≤ 2f(pf − 1) is satisfied only when f = 1
or p = f = 2. When p = f = 2, we have |Ω| = 5 and hence G2 = Alt(Ω), which is not the case. Thus q = p and f = 1.
In particular, F∗(G2) = PSL2(p), for some prime number p. Now, we obtain part (g) and (h) depending on whether
G = Sym(Ω) or G = Alt(Ω). 
Hypothesis 6.3. Let G be either Sym(Ω) or Alt(Ω), let Γ be a subset of Ω with 1 ≤ |Γ| < |Ω|/2, let G1 := NG(Γ), let G2
and G3 be maximal subgroups of G and let H := G1 ∩G2 ∩G3. Assume that OG(H) is Boolean of rank 3 with maximal
elements G1, G2 and G3.
Theorem 6.4. Assume Hypothesis 6.3. Then, relabeling the indexed set {1, 2, 3} if necessary, one of the following holds:
(1) G = Sym(Ω), G2 is an imprimitive group having Γ as a block of imprimitivity and G3 = Alt(Ω).
(2) G = Sym(Ω), |Γ| = 1, G3 = Alt(Ω), G2 ∼= PGL2(p) for some prime p and |Ω| = p+ 1.
(3) G = Alt(Ω), |Γ| = 1, G2 ∼= G3 ∼=M24 and |Ω| = 24.
Proof. A computation shows that the largest Boolean lattice in Alt(Ω) when |Ω| = 7 has rank 2. Hence, in the rest of our
argument we suppose that |Ω| 6= 7; in particular, part (3) in Theorem 6.2 does not arise.
We apply Theorem 6.2 to the pairs {G1, G2} and {G1, G3}. Relabeling the indexed set {2, 3} if necessary, we have to
consider in turn one of the following case:
case A: G2 and G3 are imprimitive (hence G2 and G3 are stabilizers of non-trivial regular partitions having Γ as
one block);
case B: G2 is imprimitive and G3 is primitive;
case C: G2 and G3 are primitive.
Case A: Since OG(G2 ∩ G3) is Boolean of rank 2, from Lemma 2.6, we deduce that either G2 ∩ G3 is transitive or G2
or G3 is the stabilizer of a (|Ω|/2, 2)-regular partition. As |Γ| 6= |Ω|/2, we deduce that G2 ∩ G3 is transitive. Therefore,
we are in the position to apply Theorem 5.2 to the pair {G2, G3}. However, none of the possibilities there can arise here
because both G2 and G3 have Γ as a block of imprimitivity and 1 ≤ |Γ| < |Ω|/2.
Case B: From Theorem 6.2, we have that Γ is a block of imprimitivity for G2. If G3 = Alt(Ω), then we obtain (1).
Suppose then G3 6= Alt(Ω). As |Γ| 6= |Ω|/2, Lemma 2.6 implies that G2 ∩ G3 is transitive and hence we may apply
Theorem 5.2 to the pair {G2, G3}. In particular, Theorem 5.2 part (2) holds and hence G3 is an affine primitive group
and G2 is the stabilizer of a (n/2, 2)-regular partition. Thus |Γ| = |Ω|/2, which is a contradiction.
Case C: Suppose that either G2 or G3 equals Alt(Ω). Relabeling the indexed set {2, 3} if necessary, we may suppose
that G3 = Alt(Ω). In particular, G = Sym(Ω). Now, Theorem 6.2 implies that |Γ| = 1, G2 ∼= PGL2(p) for some prime p
and |Ω| = p+ 1. Therefore, we obtain (2).
It remains to consider the case that G2 and G3 are both primitive and both different from Alt(Ω). As |Ω| 6= 7,
Theorem 6.2 implies that |Γ| = 1, G2 and G3 are one of the groups described in part (4). Now, G1 ∼= Sym(Ω \ Γ) or
G1 ∼= Alt(Ω \Γ), depending on whether G = Sym(Ω) or G = Alt(Ω). Moreover, OG(G2 ∩G3) is a Boolean lattice of rank
2 having G2 and G3 as maximal elements. From Lemma 2.7, we deduce that either G2 ∩ G3 acts primitively on Ω, or
G = Alt(Ω), G2 ∩G3 = NG(Σ) for some (2, 4)-regular partition Σ. In the latter case, we see with a computation that the
lattice OG(G1 ∩G2 ∩G3) is not Boolean (see also Figure 1). Therefore
G2 ∩G3 acts primitively on Ω.
Consider then H := G1 ∩G2 ∩G3 and suppose that H is intransitive on Ω \ Γ. Since |Ω \ Γ| = |Ω| − 1, H has an orbit
∆ ⊆ Ω \ Γ with 1 ≤ |∆| < |Ω|/2. Then NG(∆) ∈ OG(H) and NG(∆) is a maximal element of OG(H), contradicting the
fact that G1 is the only intransitive element in OG(H). Thus H is transitive on Ω \ Γ. Therefore
G2 ∩G3 acts 2-transitively on Ω.(3)
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Suppose that G2 is as in Theorem 6.2 (4) (a), that is, G2 ∼= AGLd(2) for some d ≥ 3. Let V2 be the socle of G2.
From Lemma 4.3 applied with applied with H there replaced by G2 ∩G3 here , we have either V2 ≤ G2 ∩ G3 or |Ω| = 8,
G = Alt(Ω) and G2 ∩ G3 ∼= PSL2(7). In the second case, G1 ∩ G2 ∩ G3 ∼= C7 ⋊ C3; however, a computation yields that
OAlt(8)(C7 ⋊ C3) is not Boolean of rank 3. Therefore, V2 ≤ G2 ∩G3. The only primitive groups in Theorem 6.2 (4) with
|Ω| a power of a prime are AGLd(2) or PSL2(p) when p+ 1 = 2
d. In particular, either G3 ∼= AGLd(2), or G3 ∼= PSL2(p)
and p + 1 = 2d. In the second case, since the elementary abelian 2-group V2 is contained in G2 ∩ G3, we deduce that
PSL2(p) contains an elementary abelian 2-group of order 2
d, which is impossible. Therefore, G3 ∼= AGLd(2). Let V3 be
the socle of G3. From Lemma 4.3, we deduce V3 ≤ G2 ∩G3. In particular, V2EG2 ∩G3 and V3EG2 ∩G3. Since G2 ∩G3
is primitive, we infer V2 = V3 and hence G2 = NG(V2) = NG(V3) = G3, which is a contradiction.
Suppose that G2 is as in Theorem 6.2 (4) (b), that is, G2 ∼= Sp2m(2). To deal with both actions simultaneously we
set Ω+ := Ω when |Ω| = 2m−1(2m + 1) and Ω− := Ω when |Ω| = 2m−1(2m − 1). We can read off from [16, Table 1], the
maximal subgroups of G2 transitive on either Ω
+ or Ω− (this is our putative G2 ∩G3). Comparing these candidates with
the list of 2-transitive groups, we see that none of these groups is 2-transitive, contradicting (3).
Suppose that G2 is as in Theorem 6.2 (4) (c), that is, G2 ∼= HS. The only maximal subgroup of G2 primitive on Ω
is M22 in its degree 176 action. Thus G2 ∩ G3 ∼= M22 in its degree 176 action. However, this action is not 2-transitive,
contradicting (3).
Suppose that G2 is as in Theorem 6.2 (4) (d), that is, G2 ∼= Co3. From [16, Table 6], we see that Co3 has no proper
subgroup acting primitively on Ω. Therefore this case does not arise in our investigation.
Suppose that G2 is as in Theorem 6.2 (4) (e), that is, G2 ∼= M12. In particular, G1∩G2 ∼= M11. We have computed the
maximal subgroups of M11 with the help of a computer, up to conjugacy, we have five maximal subgroups of M11: one of
them is our putative G1 ∩G2 ∩G3. For each of these five subgroups, we have computed the orbits on Ω. Observe that one
of this orbit is Γ. If G1 ∩G2 ∩G3 was intransitive on Ω \ Γ, then OG(H) contains a maximal intransitive subgroup which
is not G1, contradicting our assumptions. Among the five choices, there is only one (isomorphic to PSL2(11)) which is
transitive on Ω \ Γ. Thus G1 ∩ G2 ∩ G3 ∼= PSL2(11). Next, we have computed OAlt(12)(PSL2(11)) and we have checked
that it is not Boolean (it is a lattice of size 6).
Suppose that G2 is as in Theorem 6.2 (4) (f), that is, G2 ∼= M24. The only maximal subgroup ofM24 acting primitively
is PSL2(23). Thus G2 ∩G3 ∼= PSL2(23), and G1 ∩G2 ∩G3 ∼= C23 ⋊C11. Now, OG1(G1 ∩G2 ∩G3) ∼= OAlt(23)(C23 ⋊C11).
Since OG1(G1 ∩G2 ∩G3) is Boolean of rank 2, so is OAlt(23)(C23 ⋊C11). We have checked with the help with a computer
that OAlt(24)(C23 ⋊ C11) is Boolean of rank 3 and this gives rise to the marvellous example in (3).
Using the subgroup structure of PSL2(p) and PGL2(p) with p prime, we see that PSL2(p) does not contain a proper
subgroup acting primitively on the p + 1 points of the projective line, whereas the only proper primitive subgroup of
PGL2(p) acting primitively on the projective line is PSL2(p). Thus part (4) (h) in Theorem 6.2 does not arise and
if part (4) (g) in Theorem 6.2 does arise, then G2 ∩ G3 ∼= PSL2(p). However this is impossible because this implies
that G2 ∩ G3 ≤ Alt(Ω) and hence Alt(Ω) must be a maximal element of OG(H), but we have dealt with this situation
already. 
Corollary 6.5. Let H be a subgroup of G and suppose that OG(H) is Boolean of rank ℓ ≥ 3 and that OG(H) contains a
maximal element which is intransitive. Then ℓ = 3; moreover, relabeling the indexed set {1, 2, 3} if necessary, G1 = NG(Γ)
for some Γ ⊆ Ω with 1 ≤ |Γ| < |Ω|/2 and one of the following holds:
(1) G = Sym(Ω), G2 is an imprimitive group having Γ as a block of imprimitivity and G3 = Alt(Ω).
(2) G = Sym(Ω), |Γ| = 1, G3 = Alt(Ω), G2 ∼= PGL2(p) for some prime p and |Ω| = p+ 1.
(3) G = Alt(Ω), |Γ| = 1, G2 ∼= G3 ∼=M24 and |Ω| = 24.
Proof. Let G1, G2, . . . , Gℓ be the maximal elements of OG(H). Relabeling the indexed set if necessary, we may suppose
that G1 = NG(Γ), for some Γ ⊆ Ω with 1 ≤ |Γ| < |Ω|/2. From Theorem 6.4 applied to OG(G1 ∩ G2 ∩ G3), we obtain
that G1, G2, G3 satisfy one of the cases listed there. We consider these cases in turn. Suppose G3 = Alt(Ω) and G2 is an
imprimitive group having Γ as a block of imprimitivity. If ℓ ≥ 4, then we may apply Theorem 6.4 to {G1, G2, G4} and we
deduce that G4 = Alt(Ω) = G3, which is a contradiction. Suppose then |Γ| = 1, G3 = Alt(Ω), G2 ∼= PGL2(p) for some
prime p and |Ω| = p+1. If ℓ ≥ 4, then we may apply Theorem 6.4 to {G1, G2, G4} and we deduce that G4 = Alt(Ω) = G3,
which is a contradiction.
Finally, suppose that G = Alt(Ω), |Ω| = 24, |Γ| = 1, G2 ∼= G2 ∼= M24. If ℓ ≥ 4, then we may apply Theorem 6.4 to
{G1, G2, G4} and we deduce that G4 ∼=M24. In particular, OG1(G1 ∩G2 ∩G3 ∩G4) is a Boolean lattice of rank 3 having
three maximal subgroups G1 ∩ G2, G1 ∩ G3, G1 ∩ G4 all isomorphic to M23. Arguing as usual G1 ∩ G2 ∩ G3 ∩ G4 acts
transitively on Ω \ Γ. Therefore, M23 has a chain M23 > A > B > C with C maximal in B, B maximal in A, A maximal
in M23, with C transitive. However, there is no such a chain. 
7. Proof of Theorem 1.1
We use the notation and the terminology in the statement of Theorem 1.1. If, for some i ∈ {1, . . . , ℓ}, Gi is intransitive,
then the proof follows from Corollary 6.5. In particular, we may assume that Gi is transitive, for every i ∈ {1, . . . , ℓ}. If,
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for some i ∈ {1, . . . , ℓ}, Gi is imprimitive, then the proof follows from Corollary 5.5. In particular, we may assume that
Gi is primitive, for every i ∈ {1, . . . , ℓ}. Now, the proof follows from Corollary 4.7.
8. Large Boolean lattices arising from imprimitive maximal subgroups
In this section, we prove that G admits Boolean lattices OG(H) of arbitrarily large rank, arising from Theorem 1.1
part (1). Let ℓ be a positive integer with ℓ ≥ 2 and let Σ1, . . . ,Σℓ be a family of non-trivial regular partitions of Ω with
Σ1 < Σ2 < · · · < Σℓ.
For each i ∈ {1, . . . , ℓ}, we let
Mi := NG(Σi) = {g ∈ G | X
g ∈ Σi, ∀X ∈ Σi}
be the stabiliser of the partition Σi in G. More generally, for every I ⊆ {1, . . . , ℓ}, we let
MI :=
⋂
i∈I
Mi.
When I = {i}, we have M{i} = Mi. Moreover, when I = ∅, we are implicitly setting G = M∅. We let H := M{1,...,ℓ}.
Here we show that, except when |Ω| = 8 and G = Alt(Ω),
(4) OG(H) = {MI | I ⊆ {1, . . . , ℓ}}
and hence OG(H) is isomorphic to the Boolean lattice of rank ℓ. As usual, the case |Ω| = 8 and G = Alt(Ω) is exceptional
because of Figure 1. To prove (4), it suffices to show that, if M ∈ OG(H), then there exists I ⊆ {1, . . . , ℓ} with M = MI .
We start by describing the structure of the groups MI , for each I ⊆ {1, . . . , ℓ}. Let i ∈ {1, . . . , ℓ}. Since Mi is the
stabilizer of a non-trivial regular partition Σi, we have
Mi ∼= G ∩ (Sym(n/ni)wr Sym(ni)),
where Σi is a (n/ni, ni)-regular partition. Since {Σi}ℓi=1 forms a chain, we deduce that ni divides ni+1, for each i ∈
{1, . . . , ℓ− 1}. Now, let i, j ∈ {1, . . . , ℓ} with i < j. The group M{i,j} = NG(Σi)∩NG(Σj) is the stabiliser in G of Σi and
Σj . Since Σi < Σj , we deduce that
M{i,j} ∼= G ∩ (Sym(n/nj)wr Sym(nj/ni)wr Sym(ni)) .
The structure of an arbitrary element MI is analogous. Let I = {i1, . . . , iκ} be a subset of I with i1 < i2 < . . . < iκ. Since
Σi1 < Σi2 < · · · < Σκ, we deduce that
MI ∼= G ∩
(
Sym(n/niκ)wr Sym(niκ/niκ−1)wr · · ·wrSym(ni2/ni1)wr Sym(ni1 )
)
.
In particular,
H ∼= G ∩ (Sym(n/nℓ)wr Sym(nℓ/nℓ−1)wr · · ·wrSym(n2/n1)wr Sym(n1)) .
We show (4) arguing by induction on ℓ. When ℓ = 1, H = M1 = NG(Σ1) and OG(H) = {H,G} because H is a
maximal subgroup of G by Fact 2.2 (recall that we are excluding the case G = Alt(Ω) and |Ω| = 8 in the discussion here).
For the rest of the proof, we suppose ℓ ≥ 2.
Let M ∈ OG(H). Suppose M is primitive. As H ≤ M , we deduce that M contains a 2-cycle or a 3-cycle (when
G = Sym(Ω) or when n/n1 ≥ 3), or a product of two transpositions (when G = Alt(Ω) and n/n1 = 2). From [9,
Theorem 3.3D and Example 3.3.1], either Alt(Ω) ≤ M or |Ω| ≤ 8. In the first case, M = M∅. When |Ω| ∈ {6, 8}, we see
with a direct inspection that no exception arises (recall that we are excluding the case G = Alt(Ω) and |Ω| = 8 in the
discussion here). Therefore, M is not primitive.
Since M is imprimitive, H ≤ M and Σ1, . . . ,Σℓ are the only systems of imprimitivity left invariant by H , we deduce
thatM leaves invariant one of these systems of imprimitivity. Let i ∈ {1, . . . , ℓ} be maximum such thatM leaves invariant
Σi, that is, M ≤Mi. Fix X ∈ Σi and consider NM (X) = {g ∈M | Xg = X}. Consider also the natural projection
π : NMi(X)→ Sym(X)
∼= Sym(n/ni).
This projection is surjective. For each j ∈ {1, . . . , ℓ} with i < j consider Σ′j := {Y ∈ Σj | Y ⊆ X}. By construction Σ
′
j is
a non-trivial regular partition of X and
Σ′i+1 < Σ
′
i+2 < · · · < Σ
′
ℓ.
Moreover,
π(NMj (X)) = NSym(X)(Σ
′
j).
In particular, as ∩ℓj=i+1NSym(X)(Σ
′
j) = π(NH(X)) ≤ π(NM (X)), by induction on ℓ,
π(NM (X)) =
⋂
j∈I′
NSym(X)(Σ
′
j),
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for some I ′ ⊆ {i + 1, . . . , ℓ}. Now, if I ′ 6= ∅, then the action of NM (X) on X leaves invariant some Σ′j , for some j ∈ I
′.
Since Σi < Σj and since M leaves invariant Σi, it is not hard to see that M leaves invariant Σj . However, as i < j, we
contradict the maximality of i. Therefore I ′ = ∅ and hence
π(NM (X)) = Sym(X).
Let H(Ω\X) and M(Ω\X) be the point-wise stabilizer of Ω \X in H and in M , respectively. Thus H(Ω\X) ≤M(Ω\X) ≤
Sym(X). From the definition of H and from the fact that X is a block of Σi, we deduce
H(Ω\X) ∼=
{
Sym(n/nℓ)wr Sym(nℓ/nℓ−1)wr · · ·wrSym(ni+1/ni) when G = Sym(Ω),
Alt(n/ni) ∩ (Sym(n/nℓ)wr Sym(nℓ/nℓ−1)wr · · ·wrSym(ni+1/ni)) when G = Alt(Ω).
We claim that
(5) Alt(X) ≤M(Ω\X).
When i = ℓ, this is clear because in this case Alt(X) ≤ H(Ω\X) from the structure of H(Ω\X). Suppose then i ≤ ℓ − 1.
Assume first that either n/nℓ ≥ 3 or n/ni = |X | ≥ 5. From the description of H(Ω\X) and from i ≤ ℓ − 1, it is clear
that H(Ω\X) contains a permutation g which is either a cycle of length 3 or the product of two transpositions. Define
V := 〈gm | m ∈ NM (X)〉. As H ≤M , we deduce that g ∈M(Ω\X) and hence V ≤M(Ω\X). Since π(NM (X)) = Sym(X),
we get V ESym(X) and hence V = Alt(X). In particular, our claim is proved in this case. It remains to consider the case
that n/nℓ = 2 and |X | < 5. As i ≤ ℓ− 1, this yields i = ℓ− 1, n/nℓ = nℓ/nℓ−1 = 2 and |X | = 4. Observe that in this case,
the group V has order 4 and is the Klein subgroup of Alt(X). When G = Sym(Ω), H(Ω\X) contains a transposition and
hence we may repeat this argument replacing g with this transposition; in this case, we deduce M(Ω\X) = Sym(X) and
hence our claim is proved also in this case. Assume then G = Alt(Ω), i = ℓ− 1, n/nℓ = nℓ/nℓ−1 = 2 and |X | = 4. Among
all elements h ∈ NM (X) with π(h) a cycle of length 3, choose h with the maximum number of fixed points on Ω. Assume
that h fixes point-wise X ′, for someX ′ ∈ Σi. From the structure ofH , we see that H contains a permutation g normalizing
both X and X ′, acting on both sets as a transposition and fixing point-wise Ω \ (X ∪ X ′). Now, a computation shows
that g−1h−1gh acts as a cycle of length 3 on X and fixes point-wise Ω \X , that is, g−1h−1gh ∈ M(Ω\X). In particular,
Alt(X) ≤ M(Ω\X) in this case. Therefore, we may suppose that h fixes point-wise no block X
′ ∈ Σi. Assume that h acts
as a cycle of length 3 on three blocks X1, X2, X3 ∈ Σi, that is, Xh1 = X2, X
h
2 = X3 and X
h
3 = X1. From the structure of
H , we see that H contains a permutation g normalizing both X and X1, acting on both sets as a transposition and fixing
point-wise Ω \ (X ∪X1). Now, a computation shows that g
−1h−1gh acts as a cycle of length 3 on X , as a transposition on
X1, as a transposition on X2 and fixes point-wise Ω \ (X ∪X1 ∪X2). In particular, (g−1h−1gh)2 acts as a cycle of length
3 and fixes point-wise Ω \X . Thus (g−1h−1gh)2 ∈M(Ω\X) and Alt(X) ≤M(Ω\X) also in this case. Finally, suppose that
h fixes set-wise but not point-wise each block in Σi. In particular, for each X
′ ∈ NM (X), we have X ′h = X ′ and h acts
as a cycle of length 3 on X ′. Let X ′ ∈ Σi with X ′ 6= X . From the structure of H , we see that H contains a permutation g
normalizing both X and X ′, acting on both sets as a transposition and fixing point-wise Ω\(X∪X ′). Now, a computation
shows that g−1h−1gh acts as a cycle of length 3 on X and on X ′ and fixes point-wise Ω\ (X ∪X ′). As h was choosen with
the maximum number of fixed points with π(h) having order 3, we deduce that Ω = X ∪X ′, that is, n = 8. In particular,
we end up with the exceptional case in Figure 1, which we are excluding in our discussion. Therefore, (5) is now proved.
Let Ki be the kernel of the action of Mi on Σi. Thus
Ki = G ∩
∏
X∈Σi
Sym(X) ∼= G ∩ Sym(n/ni)
ni .
From (5), we deduce
Alt(n/ni)
ni ∼=
∏
X∈Σi
Alt(X) ≤M.
As H ≤M , we obtain Ki = H(
∏
X∈Σi
Alt(X)) ≤M .
Since Σ1 < Σ2 < · · · < Σi, for every j ∈ {1, . . . , i}, we may consider Σj as a regular partition of Σi. More formally,
define Ω′′ := Σi and define Σ
′′
j := {{Y ∈ Σi | Y ⊆ Z} | Z ∈ Σj}. Thus Σ
′′
j is the quotient partition of Σj via Σi. Clearly,
Mj/Ki = NMi(Σ
′′
j ). Applying our induction hypothesis to the chain Σ
′′
1 < · · · < Σ
′′
i , we have M/Ki = MI/Ki, for some
subset I of {1, . . . , i}. Since Ki ≤M , we deduce M = MI .
9. Large Boolean lattices arising from primitive maximal subgroups
Lemma 9.1. Let Σ be a (c, d)-regular partition of Ω. Given a transitive subgroup U of Sym(d), we identify the group
X = Sym(c)wrU with a subgroup of NSym(Ω)(Σ). If X normalizes a regular partition Σ˜ of Ω, then Σ˜ ≤ Σ.
Proof. Let A and A˜ be blocks, respectively, of Σ and Σ˜ with A ∩ A˜ 6= ∅ and let a ∈ A ∩ A˜. Then, for every z ∈ A \ {a},
the transposition (a, z) ∈ X fixes at least one element of A˜ and therefore (a, z) normalizes A˜ and consequently z ∈ A˜.
Therefore, either A ⊆ A˜ or A˜ ⊆ A. From this, it follows that either Σ ≤ Σ˜ or Σ˜ ≤ Σ. We can exclude the first possibility,
because NX(A) acts on A as the symmetric group Sym(A). 
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Since we aim to prove that there exist Boolean lattices of arbitrarily large rank of the type described in Thereom 1.1 (3),
we suppose n = |Ω| is odd. Let ℓ be an integer with ℓ ≥ 3 and let
F1 < · · · < Fℓ
be a chain of regular product structures on Ω. In particular, Fℓ is a regular (a, b)-product structure for some integers
a ≥ 5 and b ≥ 2 with a odd and n = ab. From the partial order in the poset of regular product structures, we deduce
that we may write b = b1 · · · bℓ such that, if we set di := bi · · · bℓ and ci := b/di, then Fℓ+1−i is a regular (aci , di)-product
structure, for every i ∈ {1, . . . , ℓ}.
Let Mi := NSym(Ω)(Fi) ∼= Sym(a
ci)wr Sym(di) and let H := M1 ∩ · · · ∩Mℓ. We have
H := Sym(a)wr Sym(b1)wr Sym(b2)wr · · ·wrSym(bℓ)
as a permutation group of degree n. Moreover, if I is a subset of {1, . . . , ℓ}, we let MI := ∩i∈IMi, where we are implicitly
setting M∅ = Sym(n). In particular, if I = {r1, . . . , rs}, then MI is isomorphic to
Sym(ab1···br1−1)wr Sym(br1 · · · br2−1)wr · · ·wrSym(brs · · · bℓ).
For proving that OG(H) is Boolean of rank ℓ, we need to show that, for every K ∈ OG(H), there exists I ⊆ {1, . . . , ℓ}
with K = MI .
We may identity H with the wreath product Sym(a)wrX with X = Sym(b1)wr Sym(b2)wr · · ·wr Sym(bℓ), where X
has degree b and is endowed of the imprimitive action of the itereted wreath product and Sym(a)wrX is primitive of
degree n = ab and is endowed of the primitive action of the wreath product.
Lemma 9.2. If H normalizes a regular product structure F , then F ∈ {F1, . . . ,Fℓ}.
Proof. The group H = Sym(a)wrX is semisimple and not almost simple. Since the components of H are isomorphic to
Alt(a) and a is odd, according with the definition in [2, Section 2], H is product indecomposable. From [2, Proposition
5.9 (5)], we deduce F(H) is isomorphic to the dual of OH(J) \ {H}, where J := NH(L) is the normalizer of a component
L of H . Since F∗(H) = (Alt(a))b, we have
J = Sym(a)× (Sym(a)wr Y ) = Sym(a)× (Sym(a)b−1 ⋊ Y ),
with Y the stabilizer of a point in the imprimitive action of X of degree b. In particular OH(J) \ {H} ∼= OX(Y ) \ {X}.
The proper subgroups ofX containing the point-stabilizer Y are in one-to-one correspondence with the regular partitions
Σ of {1, . . . , b} normalized by X and with at least two blocks. Notice that, for any i ∈ {1, . . . , ℓ}, there is an embedding
of X in Sym(ci)wr Sym(di), and therefore X normalizes a regular (ci, di)-partition, which we call it Σℓ+1−i. A iterated
application of Lemma 9.1 implies that Σ1 < · · · < Σℓ are the unique non-trivial regular partitions normalized by X. 
Theorem 9.3. If H ≤ K ≤ Sym(n), then K = MI for some subset I of {1, . . . , ℓ}.
Proof. Clearly, without loss of generality we may suppose that H < K < Sym(n). We apply [24, Proposition 7.1] to the
inclusion (H,K). Since H has primitive components isomorphic to Alt(a), with a odd, only cases (ii,a) and (ii,b) can
occur.
Assume that (H,K) is an inclusion of type (ii,a). In this case we have H < K ≤ Sym(a)wr Sym(b). Since Sym(a)b ≤
H ≤ K we deduce that K = Sym(a)wr Y ; with X ≤ Y ≤ Sym(b). So it suffices to notice that the only subgroups of
Sym(b) containing X are those of the kind Sym(b1 · · · bt1)wr Sym(bt1+1 · · · bt2)wr · · ·wr Sym(bts+1 · · · bℓ}, for some subset
{t1, . . . , ts} of {1, . . . , ℓ}. Indeed, this fact follows from Section 8.
Assume that (H,K) is an inclusion of type (ii,b). In this case n = ab = αγδ, H is a blow-up of a subgroup Z of Sym(αγ)
and (H,K) is a blow up of a natural inclusion (Z,L) where Alt(αγ) ≤ L ≤ Sym(αγ). In particular H normalizes a regular
(αγ , δ)-product structure F . By Lemma 9.2, we have F ∈ {F1, . . . ,Fℓ}. In particular, αγ = aci and δ = di and Z =
Sym(a)wr Sym(b1)wr Sym(b2)wr · · ·wr Sym(bi). Since a is odd, Z 6≤ Alt(aci) so L = Sym(aci) and (Sym(aci))di ≤ K ≤
Sym(aci)wr Sym(di). If H is maximal in K, then i = 1 and K = Sym(a
b1)wr Sym(b2)wr · · ·wr Sym(bℓ) = M{1,...,ℓ−1};
otherwise, we can proceed by induction on ℓ. 
10. Application to Brown’s problem
In this section we will prove Theorem 1.2 (where (4) is a direct application of Theorem 1.1) which proves the conjecture
explained in Introduction and provides a positive answer to the relative Brown’s problem in this case.
10.1. Some general lemmas. In this subsection we will prove some lemmas working for every finite group. Let G be
a finite group and H a subgroup such that the overgroup lattice OG(H) is Boolean of rank ℓ, and let M1, . . . ,Mℓ be its
coatoms. For any K in OG(H), let us note K∁ its lattice-complement, i.e. K ∧K∁ = H and K ∨K∁ = G.
Lemma 10.1. If OG(H) is Boolean of rank 2 and if H is normal in Mi (i = 1, 2), then |M1 : H | 6= |M2 : H |.
Proof. As an immediate consequence of the assumption, H is normal in M1 ∨M2 = G, but then G/H is a group and
L(G/H) is Boolean, so distributive, and G/H is cyclic by Ore’s theorem, thus |M1/H | 6= |M2/H |. 
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Lemma 10.2. If OG(H) is Boolean of rank 2 then (|M1 : H |, |M2 : H |) 6= (2, 2).
Proof. If (|M1 : H |, |M2 : H |) = (2, 2) then H is normal in Mi (i = 1, 2), contradiction by Lemma 10.1. 
Lemma 10.3. If OG(H) is Boolean of rank ℓ ≤ 2. Then ϕˆ(H,G) ≥ 2ℓ−1.
Proof. If ℓ = 1 then
ϕˆ(H,G) = |G : H | − |G : G| ≥ 2− 1 = 2ℓ−1.
If ℓ = 2, by Lemma 10.2, there is i with |Mi : H | ≥ 3. Then
ϕˆ(H,G) = |G : H | − |G : M1| − |G :M2|+ |G : G|
= |G : H |(1− |M1 : H |
−1 − |M2 : H |
−1) + 1
≥ 6(1− 1/3− 1/2) + 1 = 2ℓ−1. 
Remark 10.4 (Product Formula). Let A be a finite group and B,C two subgroups, then |B| · |C| = |BC| · |B ∩ C|, so
|B| · |C| ≤ |B ∨ C| · |B ∧ C| and |B : B ∧C| ≤ |B ∨ C : C|.
Lemma 10.5. Let A be a finite group and B,C two subgroups. If |A : C| = 2 and B 6⊆ C then |B : B ∧ C| = 2.
Proof. By Product Formula, 2 ≤ |B : B ∧ C| ≤ |A : C| = 2 because A = B ∨ C. 
Lemma 10.6. Let A be an atom of OG(H). If K1,K2 ∈ OA∁(H) with K1 < K2, then
|K1 ∨ A : K1| ≤ |K2 ∨ A : K2|.
Equivalently, if K1,K2 ∈ OG(A) with K1 < K2, then
|K1 : K1 ∧ A
∁| ≤ |K2 : K2 ∧ A
∁|.
Moreover if |G : A∁| = 2 then |K ∨A : K| = 2, for all K in OA∁(H).
Proof. By Product Formula,
|K1 ∨ A| · |K2| ≤ |(K1 ∨ A) ∨K2| · |(K1 ∨ A) ∧K2|
but K1 ∧K2 = K1, K1 ∨K2 = K2 and A ∧K2 = H , so by distributivity
|K1 ∨ A| · |K2| ≤ |K2 ∨ A| · |K1|.
Finally, A∁ ∨ A = G, so if H ≤ K ≤ A∁ and |G : A∁| = 2, then
2 ≤ |K ∨ A : K| ≤ |A∁ ∨ A : A∁| = 2.
It follows that |K ∨A : K| = 2. 
Lemma 10.7. If OG(H) is Boolean of rank 2, then |M1 : H | = 2 if and only if |G :M2| = 2.
Proof. If |G : M2| = 2 then |M1 : H | = 2 by Lemma 10.5 . Now if |M1 : H | = 2 then H ⊳ M1 and M1 = H ⊔ Hτ with
τH = Hτ and (Hτ)2 = H , so Hτ2 = H and τ2 ∈ H . Now M2 ∈ (H,G) open, then τM2τ−1 ∈ (τHτ−1, τGτ−1) = (H,G),
so by assumption τM2τ
−1 ∈ {M1,M2}. If τM2τ−1 = M1, then M2 = τ−1M1τ = M1, contradiction. So τM2τ−1 = M2.
Now τ2 ∈ H < M2, so M2τ2 =M2. It follows that G = 〈M2, τ〉 = M2 ⊔M2τ , and |G :M2| = 2. 
Lemma 10.8. If there are K,L ∈ OG(H) such that K < L and |L : K| = 2, then there is an atom A such that L = K∨A
and |G : A∁| = 2.
Proof. By the Boolean structure and because K must be a maximal subgroup of L, there is an atom A of OG(H) such
that L = K ∨ A. Let
K = K1 < K2 < · · · < Kr = A
∁
be a maximal chain from K to A∁. Let Li = Ki ∨ A, then the overgroup lattice OLi+1(Ki) is Boolean of rank 2, now
|L1 : K1| = 2, so by Lemma 10.7
2 = |L1 : K1| = |L2 : K2| = · · · = |Lr : Kr| = |G : A
∁|. 
Note that for B an index 2 subgroup of A, if |B| is odd then A = B ⋊ C2, but it’s not true in general if |B| is even.
Lemma 10.9. If there is i such that for all K in OMi(H), |K ∨M
∁
i : K| = |M
∁
i : H | then
ϕˆ(H,G) = (|M∁i : H | − 1)ϕˆ(H,Mi).
Proof. By assumption we deduce that ϕˆ(H,Mi) = ϕˆ(M
∁
i , G), but by definition, ϕˆ(H,G) = |M
∁
i : H |ϕˆ(H,Mi)− ϕˆ(H,Mi).
The result follows. 
Lemma 10.10. If there is i such that |M∁i : H | = 2 then ϕˆ(H,G) = ϕˆ(H,Mi).
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Proof. By assumption and Lemma 10.8, |G : Mi| = 2, so by Lemma 10.6, if H ≤ K ≤Mi then |K ∨M∁i : K| = 2. Thus,
by Lemma 10.9, ϕˆ(H,G) = (2− 1)ϕˆ(H,Mi). 
Lemma 10.11. Let G be a finite group and H a subgroup such that the overgroup lattice OG(H) is Boolean of rank ℓ,
and let A1, . . . , Aℓ be its atoms. If |Ai : H | ≥ 2i then ϕˆ(H,G) ≥ 2ℓ−1.
Proof. Let I be a subset of {1, . . . , ℓ} and let AI be
∨
i∈I Ai. Then OG(H) = {AI | I ⊆ {1, . . . , ℓ}} and
ϕˆ(H,G) =
∑
I⊆{1,...,ℓ}
(−1)|I||G : AI |.
By assumption and Lemma 10.6, if j 6∈ I then |G : AI | ≥ 2j|G : AI ∨Aj |. It follows that
|G : AJ | ≤
1
|J |
∑
j∈J
2−j|G : AJ\{j}|
from which we get that
ϕˆ(H,G) ≥
∑
|I| even
|G : AI | −
∑
|I| odd
1
|I|
∑
i∈I
2−i|G : AI\{i}|
=
∑
|I| even
|G : AI |(1 −
∑
i6∈I 2
−i
|I|+ 1
)
=
∑
|I| even
|G : AI |
|I|+ 2−ℓ +
∑
i∈I 2
−i
|I|+ 1
≥ |G : A∅|2
−ℓ = 2−ℓ|G : H |
≥ 2−ℓ
ℓ∏
i=1
2i = 2ℓ(ℓ−1)/2 ≥ 2ℓ−1. 
Lemma 10.12. Let G be a finite group and H a subgroup such that the overgroup lattice OG(H) is Boolean of rank ℓ,
and let A1, . . . , Aℓ be its atoms. If |Ai : H | ≥ ai > 0 then ϕˆ(H,G) ≥ (1 −
∑
i a
−1
i )
∏
i ai.
Proof. It works exactly as for the proof of Lemma 10.11. 
10.2. Proof of Theorem 1.2 (1).
Proof. The case n ≤ 2 is precisely Lemma 10.3. It remains the case n = 3.
If there is i such that |M∁i : H | = 2, then by Lemma 10.2 and the Boolean structure, for all j 6= i, |M
∁
j : H | ≥ 3, and
by Lemma 10.10, ϕˆ(H,G) = ϕˆ(H,Mi). But as for the proof of Lemma 10.3, we have that
ϕˆ(H,Mi) ≥ 9(1− 1/3− 1/3) + 1 = 2
n−1.
Else, for all i we have |M∁i : H | ≥ 3. Then (using Lemma 10.6)
ϕˆ(H,G) = |G : H | −
∑
i
|G :M∁i |+
∑
i
|G :Mi| − |G : G|
≥ |G : H |(1−
∑
i
|M∁i : H |
−1) +
∑
i
|M∁i : H | − 1
≥ 27(1−
∑
i
1/3) +
∑
i
(3)− 1 = 8 > 2n−1. 
10.3. Proof of Theorem 1.2 (2)(3). Let M1, . . . ,Mℓ be the coatoms of OG(H).
The Boolean lattice OG(H) is called group-complemented if KK∁ = K∁K for every K ∈ OG(H).
Lemma 10.13. If the Boolean lattice OG(H) is group-complemented then ϕˆ(H,G) =
∏
i(|G :Mi| − 1).
Proof. By assumption, KK∁ = K∁K which means that KK∁ = K ∨K∁ = G, which also means (by Product Formula)
that |G : K| = |K∁ : H |. Then by Lemma 10.6, for all i and for all K in OG(M∁i ), |K : K ∧Mi| = |G : Mi|. Now for all
K in OG(H) there is I ⊆ {1, . . . , ℓ} such that K =MI =
∧
i∈I Mi, it follows that |G : K| =
∏
i∈I |G :Mi| and then
ϕˆ(H,G) = (−1)ℓ
∑
I⊆{1,...,ℓ}
(−1)|I||G :MI | = (−1)
ℓ
∑
I⊆{1,...,ℓ}
∏
i∈I
(−|G :Mi|) =
∏
i
(|G :Mi| − 1). 
Theorem 1.2 (2) follows from Lemmas 10.13 and 10.2. Moreover, if G is solvable and if OG(H) is Boolean then it is
also group-complemented by [17, Theorem 1.5] and the proof of Lemma 10.13. The proof of Theorem 1.2 (3) follows.
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10.4. Proof of Theorem 1.2 (4).
Proof. By Theorem 1.2 (1), we are reduced to consider ℓ ≥ 4 on the cases (1)-(6) of Theorem 1.1 where we take the
notations:
(1) Take G = Sym(Ω). By Section 8, the rank ℓ Boolean lattice OG(H) is made of
MI ∼= Sym(n/ni1)wr Sym(ni1/ni2)wr · · ·wr Sym(niκ−1/niκ)wr Sym(niκ),
with I = {i1, i2, . . . , iκ} ⊆ {1, . . . , ℓ}, but
|MI | =
(
n
ni1
!
)ni1 (ni1
ni2
!
)ni2
· · ·
(
niκ−1
niκ
!
)niκ
niκ !
In particular, with n0 = n, nℓ+1 = 1, H = M{1,...,ℓ} and Ai = M
∁
i , we have that
|H | =
ℓ∏
i=0
(
ni
ni+1
!
)ni+1
, |Aj | =
(
nj−1
nj+1
!
)nj+1 ∏
i6=j,j+1
(
ni
ni+1
!
)ni+1
.
It follows that
|Aj : H | =
(
nj−1
nj+1
!
)nj+1
(
nj−1
nj
!
)nj ( nj
nj+1
!
)nj+1 =


(
nj−1
nj+1
!
)
(
nj−1
nj
!
) nj
nj+1
(
nj
nj+1
!
)


nj+1
≥ 3nj+1 .
Take the atom Bi := Aℓ+1−i and mi := nℓ+1−i, then
|Bi : H | ≥ 3
mi−1 ≥ 32
i−1
> 2i.
It follows by Lemma 10.11 that ϕˆ(H,G) ≥ 2ℓ−1.
Next, if Bi ⊆ Alt(Ω) then so is H and obviously |Alt(Ω) ∩ Bi : Alt(Ω) ∩ H | = |Bi : H |, else by Lemma 10.5
|Bi : Alt(Ω) ∩Bi| = 2, now |H : Alt(Ω) ∩H | = 1 or 2 whether H ⊆ Alt(Ω) or not. In any case,
|Alt(Ω) ∩Bi : Alt(Ω) ∩H | ≥ |Bi : H |/2 > 3
2i−1−1,
and we can also apply Lemma 10.11.
(2) Let Aℓ = G
∁
ℓ , then |Aℓ : H | = 2. Next, we can order, as above, the remaining atoms A1, . . . , Aℓ−1 such that
|Ai : H | ≥ 3
2i−1 because by assumption |Aℓ : Alt(Ω) ∩ Aℓ| = 2. The result follows by Lemma 10.12 because
1− (
1
2
+
ℓ−1∑
i=1
3−2
i−1
) ≥
1
2
−
ℓ−1∑
i=1
3−i =
∞∑
i=ℓ
3−i =
3
2
3−ℓ.
(3) Following the notations of Section 9, for I = {r1, r2, . . . , rs} we have that
|MI | = (a
b1···br1−1 !)br1 ···bℓ
s∏
i=1
((bri · · · bri+1−1)!)
bri+1 ···bℓ .
The atom Ai =M
∁
i is of the form M{i}∁ , whereas, H = M{1,...,ℓ}, then (with b0 = 1)
|H | = (a!)b1···bℓ
ℓ∏
i=1
(bi!)
bi+1···bℓ and Aj = (a
b
δ1,j
1 !)b
−δ1,j
1
∏
i bi((bj−1bj)!)
δ1,jbj+1···bℓ
∏
i6=j−1,j
(bi!)
bi+1···bℓ .
Let j > 1, it follows that
|Aj : H | =
[
(bj−1bj)!
((bj−1)!)bj bj !
]bj+1···bℓ
and |A1 : H | =
[
ab1 !
(a!)b1b1!
]b2···bℓ
.
The rest is similar to (1).
(4) Similar to (2).
(5) Here n = ab is a prime power pd so that a = pd
′
with bd′ = d, b = b1 · · · bℓ−1 and Gℓ = AGLd(p). We can deduce,
by using [1, Theorem 13 (3)], that
AGLd(p) ∩ (Sym(a
b1···br1 )wr Sym(br1+1 · · · br2)wr · · ·wrSym(brs+1 · · · bℓ−1))
= AGLd′b1···br1 (p)wr Sym(br1+1 · · · br2)wr · · ·wr Sym(brs+1 · · · bℓ−1).
But |AGLk(p)| = pk
∏k−1
i=0 (p
k − pi). The rest is similar to (3).
(6) Similar to (2). 
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