In recent years, the technological advances in mapping genes have made it increasingly easy to store and use a wide variety of biological data. Such data are usually in the form of very long strings for which it is difficult to determine the most relevant features for a classification task. For example, a typical DNA string may be millions of characters long, and there may be thousands of such strings in a database. In many cases, the classification behavior of the data may be hidden in the compositional behavior of certain segments of the string which cannot be easily determined apriori. Another problem which complicates the classification task is that in some cases the classification behavior is reflected in global behavior of the string, whereas in others it is reflected in local patterns. Given the enormous variation in the behavior of the strings over different data sets, it is useful to develop an approach which is sensitive to both the global and local behavior of the strings for the purpose of classification. For this purpose, we will exploit the multi-resolution property of wavelet decomposition in order to create a scheme which can mine classification characteristics at different levels of granularity. The resulting scheme turns out to be very effective in practice on a wide range of problems.
INTRODUCTION
In recent years, it has become increasingly easy to store and record a wide variety of string data for a number of applications. Examples of such data include proteins which often contain long sequences of amino acids. Another class of data which are closely related to strings axe time series or sequential data in which sequences of events axe stored in strings [11] . A number of approaches for traditional problems such as clustering, indexing and subpattern identification have also been developed for this domain [3, 9, 10, 13] .
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ing communities and is defined as follows: we have a set of records called the training data, in which each record is labeled with a class. This training data is used to construct a model which relates the features in the data records to the class label. For a given record for which the class label is unknown, this model may be used to predict its class label. This problem often arises in the context of customer profiling, target marketing, medical diagnosis, and speech recognition. Examples of techniques which are often used for classification in the data mining domain include decision trees, rule based classifiers, nearest neighbor techniques and neural networks [5, 6, 7, 8] . A detailed survey of classification methods may be found in [8] .
The string domain provides some interesting applications of the classification problem. An important example is the biological domain in which large amounts of data have become available in the last few years. Applications of DNA matching and identification include the fields of archeology, forensics and medicine [5] . Other examples include sequential data for event classification, and classification of customer data for user profiling. In many of these cases, the resulting strings are quite long and vary from a few hundred symbols to the thousands. For applications in which the strings are very long, the classification problem turns out to be very perplexing in pratice. In most cases, both the global and local composition of the proteins may influence its classification behavior. For example, a typical protein sequence may contain thousands of amino acids, which are drawn from the fixed alphabet E = {al . . . a t } = {A,C,T,G}. In most cases, the compositional behavior of the sequence in certain subportions may significantly affect the physical characteristics of the corresponding protein. In other cases, certain kinds of proteins may show local or periodic presence of different kinds of amino acids. These characteristics may be hard to distinguish at the global level and significantly complicate the classification process. Since each sequence may contain thousands of characters, it is also a difficult and complex problem of finding the most discriminatory compositions at the correct level of detail and granularity. This is true for a large number of applications in which the classification behavior of the relevant strings can only be accurately determined by taking both the compositional and positional behavior of the constituents into account.
The preferred method for string classification is that of the nearest neighbor technique based on the edit distance [4] . In this method, the class label of the nearest neighbor to the test instance is reported as the relevant label. This technique has several drawbacks: (1) The edit distance turns out to be (8, 6, 2, 3, 4, 6, 6, 5) (7, 2.5, 5, 5.5) : Illustration of the difficult to compute in practice. Furthermore, the system is difficult to implement efficiently since a function such as the edit distance is not effectively indexable. This restricts the applicability of the method for very large scale applications.
(2) Locality in the feature space for long strings of variable length is rarely a good measurement of locality in class behavior. For example, two strings of very different lengths may have similar classification characteristics because of certain important local combinations of symbols. However, the edit distance between such strings is likely to be at least as large as the the difference in their length. Therefore, it is useful to create a technique which can mine such local combinations of patterns effectively. Also, in many biological applications, only sample string fragments axe available rather than the entire strings. In such cases, global characteristics tend to be an especially poor indicator of the classification behavior. (3) The distance based classifier has an overwhelming dependence on the exact positioning of the alphabets in the strings. This dependence results in an inability to capture important compositional characteristics of the strings. For example, in a biological application, certain broad classes of proteins may have similar composition but may often vary considerably in the exact ordering of the characters depending upon the particular subclass that the protein may belong to. Such behavior cannot be captured well by distance based classifiers.
The wavelet decomposition technique has recently been recognized as a useful tool for a number of database applicatious. A comprehensive overview of the wavelet technique may be found in [17] . An important property of the wavelet technique is that it creates a hierarchical decompo-Wavelet D e c o m p o s i t i o n sition of the data which can capture trends at varying levels of granularity. As we shall see in this paper, this creates a string classification system which uses important and nonobvious discriminatory characteristics in the classification process. While the wavelet technique helps considerably in the creation of ;x system which provides multi-resolution insight into the data characteristics, we combine it with a rule based technique in order to make the classifier sensitive to particular local characteristics of the strings. This paper is organized as follows. In the remainder of this section, we will discuss the contributions of this paper, notations and background of the wavelet decomposition technique. In section 2, we will discuss how to use this technique in order to build an effective rule based classifier for the data. In section 3, we will discuss the empirical results. Section 4 contains the conclusions and summary.
Contributions of this Paper
This paper discusses an effective wavelet based technique for string classification. This wavelet based approach provides the ability to isolate the most discriminatory compositions of the strings at varying levels of analysis. In addition, a rule based approach to the problem ensures that the local compositional characteristics of the strings are used during the classification process. The result is a system which is not only much more effective than the currently used nearest neighbor classifier, but is also significantly more efficient during the classification process.
Background and Notations
In order to facilitate further development of the ideas in this paper, we will introduce some notations and definitions. We assume that the training data set :D contains N strings, such that the length of the ith string is denoted by di. We assume that each of the N strings is drawn from the alphabet E = { a l . . . a l } . We also assume that associated with each record in the data set :D, we have one of a set of k class labels drawn from C1 ... Ck. The classification model is constructed using the records in the database :D along with their corresponding class labels.
Wavelet Decomposition and Modifications for String Domain
In the method discussed in this paper, we will utilize a method which we refer to as the Haar Wavelet. We will also discuss a brief algorithmic overview of the method used in order to generate the Haar coefficients from a given record and the modifications necessaxy for their use in a string domain containing sequences which are drawn from a fixed alphabet.
The basic idea in the wavelet technique is to create a decomposition of the data characteristics into a set of wavelet functions and basis functions. The property of the wavelet method is that the higher order coefficients of the decomposition illustrate the broad trends in the data, whereas the more localized trends are captured by the lower order coefficients.
We assume for ease in description that the length q of the series is a power of 2. The Haar Wavelet decomposik 1 k 1 tion defines 2 -coefficients of order k. Each of these 2coefficients corresponds to a contiguous portion of the time series of length q/2 ~-1. The ith of these 2 k-1 coefficients corresponds to the segment in the series starting from position ( i -1). q/2 k-1 + 1 to position i * q/2 k-1 . Let us denote this coefficient by ¢~ and the corresponding time series segment by S~. At the same time, let us define the average value of the first half of the S~ by a~ and the second half by bL Then, the value of ¢~ is given by (a~ -b~)/2. More formally, if ~ denote the average value of the S~, then the value of ¢~ can be defined recursively as follows:
-,I,~+~)12 (1)
The set of Haar coefficients is defined by the @~ coefficients of order 1 to log2(q). In addition, the global average ~ is required for the purpose of perfect reconstruction. We note that the coefficients of different order provide an understanding of the major trends in the data at a particular level of granularity. For example, the coefficient ¢~ is half the quantity by which the first half of the segment S~ is larger than the second half of the same segment. Since larger values of k correspond to geometrically reducing segment sizes, one can obtain an understanding of the basic trends at different levels of granularity.
We note that this definition of the Haar wavelet makes it very easy to compute by a sequence of averaging and differencing operations. In Table 1 , we have illustrated how the wavelet coefficients are computed for the case of the sequence (8, 6, 2, 3, 4, 6, 6, 5) . This decomposition is illustrated in graphical form in Figure 1 .
We note that the definition discussed above is for the case of a quantitative time series. In order to extend this method to strings defined over the discrete alphabet E = {al ... al}, we associate a set of I coefficients for each region in the hierarchical decomposition. Therefore, analogous to the values of ff~ and ¢~ in the decomposition, we define the coefficients ,I~(j) and e l ( j ) for j E {1... l}. Here the value of ~( j ) i s defined as the fraction of positions in S~ which contain the symbol aj. Therefore, we have:
Correspondingly, the value of ¢~ (j) is defined as follows:
We note that the value of ¢~ (j) is half the difference in the fraction of the presence of the symbol aj in the first and second half of segment S i~. We also note two properties of the wavelet decomposition:
(1) The number of wavelet coefficients is l times the size of the string. For each string symbol we have as many coefficients as the length of the string.
(2) Each wavelet coefficient lies between -1 and +1. Note that a given position can be interpreted in terms of the differences in fractional compositions of two intervals.
THE WAVELET CLASSIFICATION TECH-NIQUE
The aim of the wavelet representation is to develop a technique which is sensitive to the some of the difficulties in performing effective classification in string applications. For example, two strings in a biological domain may show similar classification not just on the position of the characters, but also in their compositional behavior. At the same time, we do not want to completely ignore the ordering information since it may be relevant to the classification.
Since lower order features in the wavelet decomposition encode the global composition of long segments of the string, it is possible to characterize the global compositional behavior of large substrings by using a combination of a small number of features. In addition, by using ordered combinations of higher order wavelet coefficients, it is possible to find very local sets of patterns which are highly indicative for each coefficient in each string in D, replace it with the interval in which it lies and add the resulting string to W'; return'0N'); e n d F i g u r e 3: D e t e r m i n i n g t h e W a v e l e t R e p r e s e n t a t i o n of class behavior. In this section, we will discuss a classifier which builds on these representational advantages of the wavelet technique.
The overall training phase is illustrated in Figure 2 . We assume that the input to the algorithm is the set of N strings in the database D, a minimum support s, a minimum confidence c, and a parameter called maxgap which quantifies non-relevant lengths of strings in the classification process. We will discuss these parameters in more detail slightly later.
The training process of the classifier works in three phases. (1) In the first phase, the wavelet representation of the data is constructed. This is discretized in order to create a binary representation which is necessary for an effective rule based classifier. This process is denoted by the subroutine Cre-ateWavRepresentation in Figure 2. (2) in the second phase we determine the set of ordered compositional rules which are most indicative of class behavior. The beauty of compositional rules is that they leverage the flexibility of the wavelet decomposition process in order to identify combinations of both composition as well as the ordering behavior of the segments in order to model the class discrimination in the data. Such ordered compositional behavior identifies a local region of the string in which the corresponding trends occur. The length of this local region is heavily dependent on the detail level of the corresponding wavelet coefficients. This essentially defines the level of granularity of the corresponding classification rules. This process is denoted by the procedure CreateRules in Figure 2. (3) Once these compositional rules have been constructed, we prune them in order to reduce overfitting and improve the effectiveness of the classification model. This procedure is denoted by Re-orderRules in Figure 2 . These rules axe then used in order to classify individual test instances. In the next subsections, 
for each pattern in P q £ and class Ci, generate the rule P =:~ Ci if the corresponding rule has minimum confidence c; { We note that the class labels of records in database W' are needed for calculation of the confidence of patterns; } { We denote the corresponding rule set by 7E; } return(T~); e n d we will describe the details of each of these phases.
Creation of the Wavelet Representation
This procedure is denoted by Create WavRepresentation and is described in Figure 3 . In the first step, we determine the wavelet coefficients of the strings in D. We note that wavelet coefficients of different orders correspond to intervals which may possibly subsume one another. Each of these coefficients is then discretized into ¢ intervals. Specifically, we'create a set of ¢ ranges covering the values from -0.5 to +0.5. Thus, the ith range corresponds to values between -0.5 + (i -1)/¢ and -0.5 + i/¢. The reason for the use of this range is that each wavelet coefficient is half the difference of the fractional composition of the current interval with that of an adjacent interval. Thus, all coefficients lie in the range (-0.5, 0.5). The only exception are the l wavelet coefficients corresponding to ¢~ (j) which are the global averages across the decomposition. These coefficients are separately discretized into ¢ intervals between 0 and 1. We shall refer to the resulting string as the diseretized wavelet decomposition.
Creation of the Rules for the Wavelet Representation
In this section, we will discuss the process of rule construction for the wavelet representation. While the wavelet representation provides an overview of the variations in compositional characteristics at different levels of granularity, it is useful to isolate localized regions in the data where discriminatory variations in compositional behavior occur. For this purpose, we will define the concept of a compositional pattern:
.. < Vk, idk > and string gaps gl ... g~-i which satisfy the following properties: (1) We assume that each wavelet coefficient in the string belongs to detail order O. Thus, this reflects the level of detail or granularity of each wavelet coefficient in the pattern. (~} The value vi is an interval number from 1 through ¢. (3) The value idl is a number from 1 through l corresponding to the particular alphabet 0"~ from E which the wavelet coefficient belongs to. (3) The value 91 is the gap between the end of the interval for < vl, idl > and the beginning of the interval for < vi+l,idi+l > in terms of the number of unit interval lengths of detail order O.
We note that the above definition ensures that each element of the compositional pattern is derived from the same level of granularity of the wavelet decomposition.
Although the above definition of compositional pattern assumes uniform granularity, this is not the case for the discretized wavelet representation W of a given string in the original database. For ease of abstraction, 1 we will assume that each string is broken up into substrings of uniform granularity of the decomposition. Thus, for the ith string of length di, this will create log2(dl ) such strings of differing levels of granularity. The string of level j is denoted by W(j) for j E {1...log2(dl)}. Each such string W ( j ) contains information corresponding to 2 j-1 coefficients of order j for each of I symbols {o'1 ... at}. Thus, the length of W(j) is l * 2 j-1. For further abstraction, we will break up the string W ( j ) into the individual coefficients of each s~,mbol 0"k, and denote this string by Wk(j). This string W ' ( j ) is an ordered sequence of the form Vl... v2j-1. Here, the value v, is an integer from 1 through ¢ which corresponds to the discretized value of the rth wavelet coefficient of W k (j). We note that an interesting tradeoff exists between the ordering information and the compositional behavior retained in the strings of different orders. String wavelet representations of higher orders (high values o f j in W(j)) retain greater ordering and local compositional information. On the other hand, strings of lower orders provide a better global overview of the variations in compositional behavior. Depending upon the particular data set, the classification characteristics of the strings could be hidden in either. For a given level of detail, a compositional pattern is a substring of W if it shares similarity in the local compositional variations with W. Now, we will define the support of a compositional pattern.
DEFINITION 2.2. A compositional pattern 0 < vl,idl > gl < v2,id2 > g2...gk-1 < vk,idk > is a substrin9 of a given string W, if a sequence of positions i, i + gl • • • i + gk-1 can be found such that: (1) The ith position of W i'~x (0) is

DEFINITION 2.3. The support of a compositional pattern is defined as the fraction of strings in the database which contain it as a substring.
We note that not all compositional patterns of a particular support are equally important for the classification process. Compositional patterns which have high propensity to belong to particular class are distributed unevenly across the different classes. Therefore, we define the class confidence of a compositional pattern.
DEFINITION 2.4. The confidence of a compositional pattern P for the class Ci is defined as the percentage of transactions containing the pattern P which also contain the class Ci.
We shall henceforth refer to compositional patterns which have support s and confidence above the fraction c for any class as (c, s)-compositions. A (e, s)-composition P for the class Ci automatically induces the rule P =~ Ci. Our aim is to find all the compositional patterns which induce the different classes in the data.
1In the actual implementation, only one string is maintained for efficiency. Our description eases understanding of the implementation.
The compositional patterns are generated using a two phase iterative process. In the first phase all the compositional patterns of length two are generated. The remaining compositional patterns axe then generated iteratively in a level wise fashion. The overall process for generation of compositional patterns is illustrated in Figuxe 4. In order to generate patterns of length two, we use an iterative process in which we find patterns which have gaps staxting from 0 to maxgap. For each particular value of the gap, this process is similax to that of finding 2-itemsets in databases. In this case, we however ensure that both the elements of the pattern are wavelet coefficients of the same order. Once such patterns of length two have been found, we use them in order to generate k-patterns by using an iterative methodology. In each iteration, we use joins in order to generate (k + 1)-candidates from pairs of k-patterns. Let us assume that the set of all patterns of length k which have support at least s axe denoted by £k. In order to decide whether a We shall denote this common segment in the two patterns as P = "P~ = P~. Then, upon performing the join operation on the two patterns, we obtain the new pattern < v~, id~ > 7 ~ < v~, id~ >. All possible such (k + 1)-candidates axe then generated. We denote these candidate patterns by Ck+l. We prune these patterns by using an analogous trick to that which is used by the Apriori method [2] . Specifically, all k-subset patterns of each member of C~+1 must be frequent and present in £k. Otherwise, it cannot have the required support and must be pruned from C~+1. All those patterns in C~+~ which have support greater than s are retained. This set of patterns £k+1 axe the frequent (k + 1)-patterns. This process continues in bottom up fashion until at some level, the set Ek is empty. Once all the frequent patterns axe generated, we use them to generate the rules at the userspecified level of confidence. For each frequent pattern P E £~ and class C~, the rule P =~ Ci is generated is it has the desired minimum confidence c. We denote the final set of rules generated by 7~. The formal pseudocode for the creation of rules is illustrated in Figure 4 .
Rule Ordering and Pruning
Once these rules have been generated, we need to use them in order to actually classify the records. In order to do so, we find which rules axe fired by a given test instance. In some cases, these rules may be conflicting, as a result of which it becomes necessary to develop precedence criteria. The criteria and algorithms developed for rule precedence and pruning share some common characteristics with those developed in [21] for the multidimensional classification problem. Given two rules R: and R2, the rule R1 has higher precedence than R2 if:
• The confidence of R1 is greater than that of R2.
• In the event that the confidences axe the same, the support of R1 is greater than that of R2.
• In the event that the supports and confidences axe the same, the length of the compositional pattern for R1 is lower than that of R2.
We assume that the rules in 7~ axe sorted in the order of their precedence. In order to prune the rule set, we will analyze the coverage behavior of this rule set in conjunction with the precedence. A data point x is said to be covered by a rule, when the antecedent of the rule is a subpattern of the wavelet transformed representation of x. A data point is said to be consistent with a rule, when the class label in the consequent of that rule is the same as the label of the data point x.
We initialize the final rule set .T to the null set (}. For each record x in the data set :P, we examine the rules in 7~ in the order of precedence, starting at the highest. We find the first rule R' from 7~ which covers x. Then, we check whether R' is consistent with x. If so, then it is marked.
Otherwise, the data point x is removed from T~. We repeat this process for each of the data points. At the end of this procedure, a trnncated database remains, along with the rules in T~ which have now been marked. We retain only the marked rules from T~ in the final rule set, while maintaining their original order of precedence. The majority class in the truncated data set is denoted as defaultclass. The ordered set of rules together with the default class form the model which is used for the classification of individual test instances. The procedure for the reordering and pruning of rules is illustrated in Figure 5 .
Once these rules have been generated, the classification of test instances is relatively straightforwaxd. The order of precedence of the rule set along with the defaultclass provides a classification algorithm. For each test instance T, we first determine its wavelet transformed representation. We used the transformed representation to determine the highest precedence rule which covers the test instance T. The class label in the consequent of this rule is reported as the class of T. If no rule covers the test instance T, then defaultclass is reported as the class label. The formal pseudocode for the classification procedure is illustrated in Figure 6 .
EMPIRICAL RESULTS
We tested the system on an AIX 4.1.4 system with 200 MB of main memory. We generated two different kinds of data sets in order to demonstrate the effectiveness of the method over a wide range of problems. We tested the algorithm with two different types of data sets:
• The mouse data set: We generated this data set by querying the Entrez database. The strings were nucleotide sequences from the mouse genome. We generated a total of 173 sequences 2, each of which was labeled as intron or exon. Each pattern in the database was created from the four symbols E = {A, C, T, G}.
We denote this data set as MGS (Mouse Genome Set). In addition, in order to test the reliability of the system to incomplete sequences, we created fragmented sequences by sampling subsequences from each pattern. Each element was included or excluded from its 2We note that this is a small subset of the total number of such patterns present in the Entrez database. base pattern with equal probability of 0.5, and the order was maintained.
• The web access data set: This data set was created by sampling web pages from a proxy traces. Each sequence was drawn from the alphabet ~ = {ibm, other} depending upon the whether the page accessed belonged to the ibm.corn domain or not. The sequences were labeled morning or evening, depending upon the time of access of the first web page in the sequence. We had two traces from which we generated two data sets which we will henceforth refer to as WAS1 and WAS2 respectively. These data sets contained 521 and 644 sequences respectively. As in the case of the mouse data set, we created fragmented version of the data sets, which we refer to as WAS1-F and WAS2-F respectively.
As a baseline for effectiveness, we tested the nearest neighbor classifier using global alignment [4] . In addition, in order to test the effectiveness of the wavelet decomposition itself, we used a classifier which used exactly the same algorithm as discussed above except that it used the raw strings rather than the transformed database in order to generate the patterns. Thus, in this case, each generated patterns was of the form slgls:g2.., gk-lsk. Here, each si belongs to I~ = { a l . . . at} and gi is a gap of length equal to 0 or more alphabets. We note that the only difference is that in this case, there is no concept of the "order" of a pattern. Thus, the same rule generation algorithm was implemented, except for the difference in how joins were computed in order to determine the candidate patterns. We will henceforth refer to this algorithm as the DirectRule method.
In Table 2 we have illustrated the results obtained by using the different methods on the six data sets. For the WavRule method, each string was truncated to the nearest power of 2 in order to facilitate the implementation of the wavelet decomposition. In order to account the possible effects of information loss from the truncation, we used the original string was used for the other methods. In each case, we set the support so as to mine the top 1000 patterns from the data. At the same time, a confidence threshold of 90% was used in order to determine the actual rules. It is clear that in each case, the WavRule method was significantly more effective than both the nearest neighbor and DirectRule classifiers. The nearest neighbor classifier performed quite poorly for the case of the web access data sets as compared to the mouse genome data sets. In both the mouse genome and the web access data sets, the classification accuracy of the nearest neighbor classifier was significantly worse for the fragmented data set as compared to the unfragmented data. It is interesting to note that in both cases, the nearest neighbor classifier was better than the DirectRule method only for the unfragmented versions.
The reason for this was that the modified data set reflected only some of the substring fragments from the data. A nearest neighbor technique was mislead to a greater extent by the fragmentation process because it reduced the reliability of the global objective function significantly. On the other hand, both the WavRule and DirectRule classifiers were able to identify local subpatterns which were relatively unaffected by the fragmentation. In both cases, the DirectRule classifier was not as accurate as the nearest neighbor classifier before the fragmentation, but the relative performance of the two classifiers was reversed after the fragmentation. On Table 4 , we have illustrated the statistics of the average pattern length and order in the antecedent of the rules which was used to classify the test instances. While the pattern lengths are relatively short, they are often of varying orders. This tends to indicate two facts: (1) The classification behavior was hidden in small local regions of the string. (2) The classification behavior is often created by compositional behavior at different levels of granularity, since the most discriminatory patterns vary considerably in order. We note that neither the nearest neighbor classifier nor the DirectRule method is capable of providing such insight. In particular, the nearest neighbor classifier was unable to achieve either of the above two goals.
In order to test the robustness of the WavRule classifier further, we tested the data at varying levels of fragmentation. We define f as the fraction of the symbols which are sampled from the string in order to create the subsequences of these strings. In Figure 7 , we have illustrated the accuracy of all classifiers with increasing fragmentation rate of the strings for the mouse data set. It is clear that with increasing fragmentation rate, the WavRule classifier outperforms the nearest neighbor classifier by an increasing margin. The differences are particularly pronounced in the case of the web data sets as illustrated in Figures 8 and 9 .
In all cases, even the DirectRule classifier performed better than the nearest neighbor classifier at higher fragmentation rates. The reason for the poor performance of the nearest neighbor classifier was that the lengths of the sequences were quite small in the case of the web data set. Small amounts of fragmentation were able to change the order of the distances sufficiently so that the methodology was no longer effective.
This confirms the fact that the WavRule method is significantly more robust than the nearest neighbor classifier. The reason for this is its combination of a compositional and positional technique for classification which continues to retain its robustness over different kinds of data sets.
Efficiency of the Classification Process
We note that the nearest neighbor classifier is somewhat cumbersome because it requires the calculation of the edit distance between the strings from scratch. Since this distance calculation requires a dynamic programming algorithm, the time complexity of the most efficient algorithm is worse than quadratic in the average pattern length. Furthermore, because of the lack of suitable nearest neighbor indexes for complex distance functions such as the edit distance, the nearest neighbor algorithm needs to compute this value over all strings in the database sequentially. This leads to a database size dependent time for testing. The tradeoffs in the case of the WavRule classifier are somewhat different. While the WavRule classifier is. extremely efficient in classification of test instances by several orders of magnitude, it requires an additional time for training which is not required by the nearest neighbor classifier. However, we note that this training time cost is incurred only once, after which the model can be efficiently used for any number of test instances. In Table 3 , we have illustrated the running time for classification of individual test instances for each of the two methods. The classification time per record was determined by averaging the speed over a set of 100 records. In each case, the classification process of the WavRule method was two orders of magnitude faster. The differences were particularly significant in the mouse genome data set because of the fact that the pattern lengths were much longer. For the same reason, the nearest neighbor classification algorithm was much more inefficient on the unfragmented versions of the data sets. We note that these differences are in spite of the small database sizes. For larger training databases, the nearest neighbor classifier would show increasing classification time, whereas the WavRule method would continue to show similar efficiency per test instance. When the number of test instances are also large, then the nearest neighbor classifier would become an unattractive option. Table 3 also illustrates the training time of the WavRule classifier. About 98% of this time was utilized in the pattern generation process. The underlying training algorithm scales linearly with database size because of the natural database scan-based implementation. While this time cannot be directly compared to the instance-specific testing time of the nearest neighbor classifier, it is clear that the time per training instance is also significantly lower than the classification time of the nearest neighbor classifier.
CONCLUSIONS AND SUMMARY
In this paper, we discussed a technique for effectively leveraging the advantages of the wavelet representation technique in order to construct an effective classifier for strings. The beauty of string centered wavelet decomposition is that it can be combined with rule based methods in order to use both the composition and the ordering information at varying levels of locality and granularity. As a result, strings of varying lengths can be classified effectively using this method. We illustrated the advantages of our wavelet based classifier over the nearest neighbor classification method.
