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Introducción
El desarrollo de las bases de Gröbner en el caso conmutativo inició en 1965 cuando
Buchberger (véase [4]) introdujo esta noción para ideales de polinomios con coeficientes en
un cuerpo y estableció un algoritmo para su cálculo. La teoría de las bases de Gröbner en
el caso conmutativo ha sido generalizada a submódulos del módulo libre R[x1, ..., xn]m con
R un anillo conmutativo noetheriano que satisface ciertas condiciones de computabilidad
(véase [14]). En el caso no conmutativo, Galligo en 1985 (véase [10]) extendió las bases
de Gröbner para álgebras de Weyl sobre un cuerpo. También, Apel y Lassner (véase [2])
consideran bases de Gröbner para envolventes universales de álgebras de Lie de dimensión
finita. Kandri-Rody y Weispfenning (véase [11]) en 1990 estudian bases de Gröbner para
álgebras de tipo soluble (ciertos anillos de polinomios no conmutativos sobre cuerpos).
En 1994, Teo Mora (véase [19]) presenta una introducción de la teoría de bases de
Gröbner para álgebras conmutativas y no conmutativas sobre cuerpos. En 1998 Chyzak
y Salvy (véase [7]), mostraron condiciones suficientes para calcular bases de Gröbner en
álgebras de Ore.
Algunas de las álgebras mencionadas anteriormente (el anillo usual de polinomios en
n variables, las álgebras de Weyl, ciertas álgebras de Ore) son casos particulares de las
extensiones PBW (Extensiones de Poincaré-Birkhoff-Witt), definidas en 1988 por Bell y
Goodearl (véase [3]).
Torrecillas, Bueso y Lobillo (véase [5]) en 2001 caracterizaron los anillos PBW , de-
sarrollaron la teoría para ideales y módulos de R〈x1, . . . , xn〉, pero con R un cuerpo y
la aplicaron para realizar cálculos homológicos. En 2004 Zhang (véase [20]) extendió la
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teoría para los ideales izquierdos de extensiones PBW , R〈x1, . . . , xn〉, donde R es un ani-
llo noetheriano no necesariamente conmutativo.
Lezama y Gallego en [16] (véase también [9]), estudiaron la teoría de bases de Gröbner
para módulos sobre extensiones PBW (R〈x1, . . . , xn〉, con R es un anillo noetheriano no
necesariamente conmutativo), ampliaron la noción de extensiones PBW de tal forma que
incluyera ciertos anillos y álgebras no considerados anteriormente tales como los anillos de
polinomios torcidos que no son tipo derivación (véase [17]), las álgebras de Heisenberg, etc.
Estos anillos fueron denominados extensiones PBW torcidas o extensiones σ −PBW . Un
caso particular de las extensiones σ − PBW son las cuasi-conmutativas y las biyectivas.
En [16] se presenta la teoría de bases de Gröbner para ideales izquierdos de extensiones
σ−PBW y construye un algoritmo para calcularlas en el caso particular cuasi-conmutativo
biyectivo.
En este trabajo, se pretende extender los resultados de [16] a submódulos del módulo
libre Am con A := σ(R)〈x1, . . . , xn〉 y mostrar algunas aplicaciones en teoría de módulos.
El estudio de las bases de Gröbner no conmutativas también ha sido importante en
el desarrollo de trabajos investigativos encaminados a dar soluciones a problemas de apli-
cación, como se presenta en Zhang en 2004 ([20]), quien en su tesis de doctorado consideró
aplicaciones de las bases de Gröbner para extensiones PBW a la teoría de sistemas en
movimiento; Chyzak, Quadrat y Robertz en 2005 ([8]), quienes aplican la teoría de bases
de Gröbner para anillos no conmutativos a los sistemas de control lineal sobre álgebras de
Ore; Quadrat y Cluzeau en 2008 ([6]), que aplicaron las bases de Gröbner para álgebras
de Ore en sistemas funcionales lineales; entre otros; hecho que constituye otra motivación
para presentar la teoría y formular algoritmos para bases de Gröbner no conmutativas para
módulos sobre extensiones σ − PBW , en la medida en que estas extensiones generalizan
en gran parte las estrucutras algebraicas sobre las que se ha desarrrollado una teoría de
bases de Gröbner.
En el capítulo 1 se hará una revisión sobre algunas definiciones y resultados obtenidos
en [9] y [16], referentes a la teoría de bases de gröbner para ideales izquierdos de extensiones
σ − PBW , tales como la definición de extensiones PBW y extensiones σ − PBW , varios
ejemplos de este tipo de anillos y algunas propiedades importantes que cumplen estas
extensiones, como el teorema de la base de Hilbert.
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En el capítulo 2 se presenta la teoría de las bases de Gröbner para submódulos del
A-módulo libre izquierdo Am de vectores columna de longitud m ≥ 1, donde
A = σ(R)〈x1, . . . , xn〉 es una extensión σ − PBW de R, con R un anillo GSI (véase
definición 2.2.1), iniciando con los elementos básicos como la definición de monomios en
Am y órdenes sobre estos monomios, el concepto de reducción y la construcción de un al-
goritmo de división; para luego dar caracterizaciones equivalentes de una base de Gröbner
y finalmente calcular bases de Gröbner, usando un procedimiento similar al algoritmo de
Buchberger, en el caso particular de las extensiones σ − PBW cuasi-conmutativas biyec-
tivas.
En el tercer capítulo, se exhibe un método matricial para el cálculo de las sicigias de un
submódulo M = 〈f1, . . . , fs〉 del A-módulo libre izquierdo Am, usando bases de Gröbner,
donde A es una extensión σ − PBW cuasiconmutativa biyectiva, con R un anillo GSI .
Además, se muestran otras aplicaciones básicas en teoría de módulos como el cálculo de
presentaciones finitas, el núcleo y la imagen de un homomorfismo entre A-módulos.
CAPÍTULO 1
Extensiones σ − PBW
En [16] Lezama y Gallego presentan la teoría de bases de Gröbner para ideales izquier-
dos de extensiones σ − PBW y construyen un algoritmo para calcularlas en el caso par-
ticular cuasi-conmutativo biyectivo. Como el presente trabajo generaliza esta situación,
desarrollando la teoria para el caso de módulos, en este capítulo se hara una revisión sobre
algunas definiciones y resultados obtenidos en [9] y [16] que serán tenidos en cuenta en
capítulos posteriores.
1.1. Extensiones PBW
Las extensiones σ − PBW surgen de una modificación de la definición de extensiones
PBW (véase [9] y [16]), con el fín de incluir ciertos anillos y álgebras no considerados en
tal noción, por tanto se hace necesario revisar su concepto y algunos ejemplos.
Las extensiones PBW (Extensiones de Poincaré-Birkhoff-Witt), definidas en 1988 por
Bell y Goodearl (véase [3]), se definen como sigue:
Definición 1.1.1. Sean R y A anillos con unidad. A es una extensión PBW de R, deno-
tada A := R〈x1, . . . , xn〉, si las siguientes condiciones se cumplen:
i. R ⊆ A.
ii. Existen en A elementos x1, . . . , xn tales que A es un R-módulo izquierdo libre con
base Mon(A) := {xα = xα11 · · ·xαnn |α = (α1, . . . , αn) ∈ Nn}.
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iii. xir − rxi ∈ R, para cada r ∈ R y 1  i  n.
iv. xixj − xjxi ∈ R + Rx1 + · · ·+ Rxn, para todo 1  i, j  n.
Algunas clases de anillos y álgebras importantes que son extensiones PBW , se presen-
tan enseguida:
Ejemplo 1.1.1. a) Si A = R[t1, . . . , tn] es el anillo usual de polinomios, se tiene que
tir − rti = 0 y titj − tjti = 0 para todo 1 ≤ i, j ≤ n. Mon(A) es una R-base para el
R-módulo A.
b) El anillo de polinomios torcidosA = R[x; σ, δ] es el anillo de polinomios no conmutativo,
con un producto definido por xr = σ(r)x+ δ(r), donde σ : R→ R es un endomorfismo
de R y δ es una σ-derivación de R, es decir, δ(r+r′) = δ(r)+δ(r′) y δ(rr′) = σ(r)δ(r′)+
δ(r)r′ para todo r, r′ ∈ R. Cualquier anillo de polinomios torcidos de tipo derivación,
es decir cuando σ = iR, es una extensión PBW : Para este anillo xr − rx = δ(r),
xx− xx = 0 y {xl | l ≥ 0} es una R-base (véase [17], [18]).
c) Al considerar los anillos de polinomios torcidos iterados R[x1; σ1, δ1] · · · [xn; σn, δn],
donde σi, δi están definidos sobre R[x1; σ1, δ1] · · · [xi−1; σi−1, δi−1], se tiene que un caso
particular de éstos son las extensiones de Ore (véase [6]), es decir, cuando las siguientes
condiciones se cumplen
σiσj = σjσi, 1 ≤ i, j ≤ n
δiδj = δjδi, 1 ≤ i, j ≤ n
σiδj = δjσi, i 	= j
σi(xj) = xj, j < i
δi(xj) = 0, j < i
de estas reglas se obtiene
xixj = xjxi, 1 ≤ i, j ≤ n
σi(R), δi(R) ⊂ R, 1 ≤ i ≤ n
Un ejemplo importante de extensiones de Ore son las álgebras de Ore, es decir, cuando
R := K[t1, . . . , tm], m ≥ 0 y K un campo.
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Toda extensión de Ore de tipo derivación, es decir, cuando σi = iR para todo 1 ≤ i ≤ n,
es una extensión PBW : xir − rxi = δi(r), xixj − xjxi = 0, la R-base es Mon(A). En
particular toda álgebra de Ore de tipo derivación es una extensión PBW .
d) El álgebra de Weyl An(K) = K[t1, . . . , tn][x1; σ1, δ1], · · · , [xn; σn, δn] donde K es un
campo, es un ejemplo importante de extensiones PBW ; en realidad el álgebra de Weyl
An(K) es un álgebra de Ore de tipo derivación con σi = iK[t1,...,tn] y δi = ∂/∂ti para
1 ≤ i ≤ n. En este caso xip = pxi +∂p/∂ti, xixj −xjxi = 0, para todo p ∈ K[t1, . . . , tn]
y 1 ≤ i, j ≤ n. An(K) puede ser generalizada al álgebra de Weyl extendida Bn(K) :=
K(t1, . . . , tn)[x1; σ1, δ1], · · · , [xn; σn, δn] con σi = iK(t1,...,tn) y δi = ∂/∂ti para 1 ≤ i ≤ n
(K(t1, . . . , tn) es el campo de fracciones de K[t1, . . . , tn]). Bn(K) es un álgebra de Ore
de tipo derivación, por tanto es una extensión PBW (véase [17], [18]).
e) Sea K un anillo conmutativo y G un álgebra de Lie finito dimensional sobre K con base
{x1, . . . , xn}; el algebra envolvente de G, U(G) es una extensión PBW de K. En este
caso xik−kxi = 0, xixj−xjxi = [xi, xj] ∈ G = K+Kx1+ · · ·+Kxn, para todo k ∈ K
y 1 ≤ i, j ≤ n (véase [17], [18]).
f) Sea K, G, {x1, . . . , xn} y U(G) como en el ejemplo anterior; sea R una K álgebra que
contiene a K. El producto tensorial A := R ⊗K U(G) de las álgebras R y U(G) es una
extensión PBW de R. En este caso {1⊗xα11 , · · · , xαnn | αi ≥ 0, 1 ≤ i ≤ n} es una R-base
de A; más aún, (r⊗1)(1⊗xi)− (1⊗xi)(r⊗1) = 0 y (1⊗xi)(1⊗xj)− (1⊗xj)(1⊗xi) =
1⊗ [xi, xj] ∈ 1⊗ G ⊆ R⊗ 1 + R⊗ x1 + · · ·+ R⊗ xn. El producto tensorial es un caso
particular de una construcción más general, el producto cruzado R ∗ U(G) de R por
U(G), que también es una extensión PBW de R (véase [18]).
1.2. Extensiones σ − PBW y caracterizaciones
En el ejemplo 1.1.1, numerales b) y c) si se escoge σi 	= iR, entonces el anillo de
polinomios torcidos R[x; σ, δ] y la extensión de Ore R[x1; σ1, δ1] . . .R[xn; σn, δn] no son
extensiones PBW , pues por ejemplo en b) se tiene que xr−rx = (σ(r)−r)x+δ(r) ∈ Rx+R.
Este tipo de situaciones motivaron la introducción de la siguiente generalización de las
extensiones PBW .
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Definición 1.2.1. Sean R y A anillos con unidad. A es una extensión σ − PBW de R,
denotada A := σ(R)〈x1, . . . , xn〉, si las siguientes condiciones se cumplen:
i. R ⊆ A.
ii. Existen en A elementos x1, . . . , xn tales que A es un R-módulo izquierdo libre con
base Mon(A) := {xα = xα11 · · ·xαnn |α = (α1, . . . , αn) ∈ Nn}.
En este caso se dice que A es un anillo polinomial izquierdo sobre R con respecto
a {x1, . . . , xn} y Mon(A) es el conjunto de los monomios estándar de A. Más aún,
x01 · · ·x0n := 1 ∈Mon(A).
iii. Para todo r ∈ R− {0} y 1  i  n, existe ci,r ∈ R− {0} tal que xir − ci,rxi ∈ R.
iv. Para todo 1  i, j  n existe ci,j ∈ R−{0} tal que xjxi−ci,jxixj ∈ R+Rx1+· · ·+Rxn.
Un caso particular de las extensiones σ−PBW son las cuasi-conmutativas y las biyec-
tivas, que se definen como se muestra a continuación:
Definición 1.2.2. Sea A es una extensión σ − PBW .
I. A es cuasi-conmutativa si las condiciones iii. y iv. de la definición anterior son reem-
plazadas por
iii’. Para todo r ∈ R− {0} y 1  i  n, existe ci,r ∈ R− {0} tal que xir = ci,rxi.
iv’. Para todo 1  i, j  n existe ci,j ∈ R− {0} tal que xjxi = ci,jxixj.
II. A es biyectiva si σi es biyectiva para todo 1  i  n y ci,j es invertible para todo
1  i, j  n.
Algunas observaciones que se desprenden de la definición 1.2.1 son:
1. Como el conjunto Mon(A) es una R−base izquierda de A := σ(R)〈x1, . . . , xn〉, los
elementos ci,r y ci,j son únicos: en efecto, supongamos que para r ∈ R e i ∈ {1, ..., n}
existen ci,r, ti,r, c′i,r, t
′
i,r ∈ R tales que xir = ci,rxi + ti,r = c′i,rxi + t′i,r, entonces
(ci,r− c′i,r)xi +(ti,r− t′i,r) = 0 y por la independencia lineal de Mon(A) tenemos que
ci,r = c′i,r y ti,r = c
′
i,r. De manera análoga se muestra la unicidad de los ci,j.
2. Si r = 0, entonces ci,0 = 0: en efecto, 0 = xi0 = ci,0xi + s0, para algún s0 ∈ R, pero
dado que Mon(A) es un R−base, entonces ci,0 = 0 = s0.
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3. En iii. el elemento ci,i = 1. En efecto, de la definición tenemos que x2i − ci,ix2i =
r0 + r1x1 + · · ·+ rnxn para ciertos ri ∈ R; esto implica que (1− ci,i)x2i = r0 + r1x1 +
· · · + rnxn, pero dado que Mon(A) es una R−base izquierda de σ(R)〈x1, . . . , xn〉,
necesariamente tenemos que 1− ci,i = 0, es decir, ci,i = 1.
4. Sea i < j, por iii. en la definición 1.2.1, existen ci,j, cj,i ∈ R tales que xixj −
cj,ixj,i ∈ R+Rx1 + · · ·+Rxn y xjxi− ci,jxi,j ∈ R+Rx1 + · · ·+Rxn. De este modo
xixj − cj,ici,jxixj ∈ R + Rx1 + · · ·+ Rxn, y puesto que Mon(A) es una R−base, se
sigue que 1− cj,ici,j = 0, es decir, ci,j tiene inverso a iquierda y cj,i inverso a derecha
para cada 1 ≤ i < j ≤ n.
El teorema que se presenta a continuación justifica la notación introducida para las
extensiones σ − PBW .
Teorema 1.2.1. Sea A := σ(R)〈x1, . . . , xn〉 una extensión σ − PBW de un anillo R.
Entonces, dado i ∈ {1, . . . , n} existen σi un endomorfismo inyectivo sobre el anillo R y δi
una σi-derivación de R, tales que para r ∈ R, xir = σi(r)xi + δi(r).
Demostración: Para todo 1 ≤ i ≤ n y cada r ∈ R se tienen elementos ci,r y ri ∈ R tales
que xir = ci,rxi + ri; como Mon(A) es una R-base de A, entonces ci,r y ri son únicos para
r, por tanto se definen
σi : R → R δi : R→ R
r → σi(r) := ci,r r → δi(r) := ri
La función σi es un endomorfismo de anillos y δi una σi-derivación de R, en efecto,
sean r, r′ ∈ R, entonces
xir = σi(r)xi + δi(r)
xir
′ = σi(r′)xi + δi(r′)
luego xi(r + r′) = (σi(r) + σi(r′))xi + (δi(r) + δi(r′)).
Por otro lado, xi(r + r′) = σi(r + r′)xi + δi(r + r′), pero como la representación de
xi(r + r′) en términos de la base Mon(A), es única, entonces
σi(r + r′) = σi(r) + σi(r′)
δi(r + r′) = δi(r) + δi(r′)
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esto es, σi y δi son aditivas.
Ahora bien, xi(rr′) = σi(rr′)xi + δi(rr′), pero también se tiene que
xi(rr′) = (xir)r′ = σi(r)xir′ + δi(r)r′
= σi(r)(σi(r′)xi + δi(r′)) + δi(r)r′
= σi(r)σi(r′)xi + σi(r)δi(r′) + δi(r)r′
por tanto
σi(rr′) = σi(r)σi(r′)
δi(rr′) = σi(r)δi(r′) + δi(r)r′
y además σi(1) = 1. La inyectividad de los endomorfismos σi está garatizada por la
parte iii. de la definición 1.2.1, pues ci,r 	= 0 para r 	= 0.
Algunos anillos que son ejemplos de extensiones σ − PBW son los siguientes:
Ejemplo 1.2.1. a) Cualquier extensión PBW es una extensión σ − PBW biyectiva,
puesto que en este caso ci,r = r para cada 1 ≤ i ≤ n y ci,j = 1 para cada 1 ≤ i, j ≤ n.
b) Cualquier anillo de polinomios torcidos R[x; σ, δ] de tipo inyectivo, es decir con σ in-
yectiva, es una extensión σ − PBW . En este caso se tiene que R[x; σ, δ] = σ(R)〈x〉. Si
adicionalmente δ = 0 entonces R[x; σ] es cuasi-conmutativa.
c) Cualquier anillo de polinomios torcidos iterados R[x1; σ1, δ1], · · · , [xn; σn, δn] de tipo
inyectivo, es decir, si satisface las siguientes condiciones:
Para 1 ≤ i ≤ n, σi es inyectiva.
Para cada r ∈ R y 1 ≤ i ≤ n, σi(r), δi(r) ∈ R.
Para i < j, σj(xi) = cxi + d con c, d ∈ R y c tiene inverso a izquierda.
Para i < j, δj(xi) ∈ R + Rx1 + · · ·+ Rxn.
es una extensión σ − PBW . Bajo estas condiciones se tiene que
R[x1; σ1, δ1], · · · , [xn; σn, δn] = σ(R)〈x1, . . . , xn〉.
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En particular, cualquier álgebra de Ore K[t1, . . . , tn][x1; σ1, δ1], · · · , [xn; σn, δn] de tipo
inyectivo, es decir,
Para 1 ≤ i ≤ n, σi es inyectiva.
es una extensión σ − PBW . En efecto, en álgebras de Ore se tiene que para cada
r ∈ K[t1, . . . , tn] y 1 ≤ i ≤ n, σi(r), δi(r) ∈ K[t1, . . . , tn] y σj(xi) = xi y δj(xi) = 0
para i < j. Bajo estas condiciones se obtiene:
K[t1, . . . , tn][x1; σ1, δ1], · · · , [xn; σn, δn] = σ(K[t1, . . . , tn])〈x1, . . . , xn〉.
Algunos ejemplos concretos de álgebras de Ore de tipo inyectivo son las siguientes:
 El álgebra de operadores shift : se define por Sh := K[t][xh; σh, δh] donde K es un
campo, h ∈ K, σh(p(t)) := p(t − h) y δh := 0. Sh es una extensión σ − PBW cuasi-
conmutativa biyectiva.
 El álgebra mezclada: se define por Dh := K[t][x; iK[t], ddt ][xh; σh, δh] donde K es un
campo, h ∈ K y σh(x) := x. Dh es una extensión σ−PBW cuasi-conmutativa biyectiva.
 El álgebra para sistemas lineales discretos multidimensionales : es definida por
D := K[t1, . . . , tn][x1; σ1, 0] · · · [xn; σn, 0]
donde K es un campo,
σi(p(t1, . . . , tn)) := p(t1, . . . , ti−1, ti + 1, ti+1, . . . , tn)
y σi(xi) := xi, 1 ≤ i ≤ n. D es una extensión σ − PBW cuasi-conmutativa biyectiva.
d) Análogo aditivo del álgebra de Weyl: Sea K un campo, la K-álgebra An(q1, . . . , qn) es
generada por x1, . . . , xn, y1, . . . , yn y cumple las relaciones
xixj = xjxi, yiyj = yjyi, con 1 ≤ i, j ≤ n,
yixj = xjyi con i 	= j,
yixi = qixiyi + 1 con 1 ≤ i ≤ n,
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donde qi ∈ K − {0}. Se observa que An(q1, . . . , qn) es isomorfo al anillo de polinomios
torcidos iterados K[x1, . . . , xn][y1; σ1, δ1], · · · , [yn; σn, δn] sobre el anillo conmutativo de
polinomios K[x1, . . . , xn]:
σj(yi) := yi, δj(yi) := 0 con 1 ≤ i < j ≤ n,
σi(xj) := xj, δi(xj) := 0 con i 	= j,
σi(xi) := qixi, δi(xi) := 1 con 1 ≤ i ≤ n.
Entonces An(q1, . . . , qn) satisface las condiciones de iii) y es biyectiva; y se tiene que
An(q1, . . . , qn) = σ(K[x1, . . . , xn])〈y1, . . . , yn〉.
e) Análogo multiplicativo del álgebra de Weyl: Sea K un campo, la K-álgebra On(λji) es
generada por x1, . . . , xn y cumple las relaciones
xjxi = λjixixj, con 1 ≤ i < j ≤ n,
donde λji ∈ K−{0}. Se observa que On(λji) es isomorfo al anillo de polinomios torcidos
iterados K[x1][x2; σ2] · · · [xn; σn], donde
σj(xi) := λjixi, con 1 ≤ i < j ≤ n.
Entonces On(λji) satisface las condiciones de iii) y por lo tanto
On(λji) = σ(K[x1])〈x2, . . . , xn〉.
On(λji) es cuasi-conmutativa y biyectiva.
f) Álgebra q-Heissenberg: Sea K un campo, la K-álgebra hn(q) es generada por
x1, . . . , xn, y1, . . . , yn, z1, . . . , zn y cumple las relaciones
xixj = xjxi, yiyj = yjyi, zizj = zjzi, con 1 ≤ i, j ≤ n,
yixj = xjyi, zixj = xjzi, ziyj = yjzi con i 	= j,
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ziyi = qyizi, zixi = q−1xizi + yi, yixi = qxiyi con 1 ≤ i ≤ n,
donde q ∈ K − {0}. Se observa que hn(q) es isomorfo al anillo de polinomios torcidos
iterados K[x1, . . . , xn][y1; σ1], · · · , [yn; σn][z1; θ1, δ1] · · · [zn; θn, δn] sobre el anillo conmu-
tativo de polinomios K[x1, . . . , xn]:
θj(zi) := zi, δj(zi) := 0, σj(yi) := yi, con 1 ≤ i < j ≤ n,
θj(yi) := yi, δj(yi) := 0, θj(xi) := xi, δj(xi) := 0, σj(xi) := xi, con i 	= j,
θi(yi) := qyi, δi(yi) := 0, θi(xi) := q−1xi, δi(xi) := yi, σi(xi) := qxi, con 1 ≤ i ≤ n.
Como δi(xi) = yi /∈ K[x1, . . . , xn] entonces hn(q) no es una extensión σ − PBW de
K[x1, . . . , xn], sin embargo hn(q) es una extensión σ − PBW biyectiva de K:
hn(q) = σ(K)〈x1, . . . , xn; y1, . . . , yn; z1, . . . , zn〉.
Los ejemplos de extensiones σ − PBW presentados anteriormente se pueden resumir
de la siguiente manera:
1. Extensiones PBW: R〈x1, . . . , xn〉 (todas son biyectivas)
a) Extensiones de Ore de tipo derivación: R[x1; iR, δ1] · · · [xn; iR, δn]
i) Anillo de polinomios: R[x1, . . . , xn]
ii) Álgebras de Ore de tipo derivación: K[t1, . . . , tn][x1; i, δ1] · · · [xn; i, δn]
Álgebras de Weyl:
An(K) = K[t1, . . . , tn][x1, i, ∂1 ∂t1] · · · [xn, i, ∂n ∂tn]
Bn(K) = K(t1, . . . , tn)[x1; i, δ1] · · · [xn; i, δn]
b) Producto Cruzado: R ∗ U(G)
Producto tensorial: R⊗K U(G)
Álgebra envolvente de un álgebra de Lie: U(G)
2. Anillo de polinomios torcidos iterados de tipo inyectivo
a) Álgebras de Ore de tipo inyectivo
El álgebra de operadores shift: Sh (cuasi-conmutativa y biyectiva)
El álgebra mezclada: Dh (cuasi-conmutativa y biyectiva)
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El álgebra para sistemas lineales discretos multidimensionales: D (cuasi-
conmutativa y biyectiva)
b) Análogo aditivo del álgebra de Weyl: An(q1, . . . , qn) (biyectiva)
c) Análogo multiplicativo del álgebra de Weyl: On(λji) (cuasi-conmutativa y biyectiva)
d) Álgebra q-Heisenberg: hn(q) (biyectiva)
Definición 1.2.3. Sea A una extensión σ − PBW de un anillo R con endomorfismos σi,
1 ≤ i ≤ n, como en el teorema 1.2.1.
i. Para α = (α1, . . . , αn) ∈ Nn, σα := σα11 · · ·σαnn , |α| := α1 + . . . + αn. Si además
β = (β1, . . . , βn) ∈ Nn, entonces α + β := (α1 + β1, . . . , αn + βn).
ii. Para X = xα ∈Mon(A), deg(X) := |α| y exp(X) := α.
iii. Sea 0 	= f ∈ A, con f = c1X1 + · · · + ctXt con Xi ∈ Mon(A) y ci ∈ R, entonces
deg(f) := ma´x{deg(Xi)}ti=1.
Las extensiones σ − PBW pueden ser caracterizadas de la siguiente forma:
Teorema 1.2.2. Sea A un anillo polinomial izquierdo sobre R con respecto a {x1, ..., xn}.
A es una extensión σ − PBW si y sólo si, se satisfacen las siguientes condiciones:
a. Para todo xα ∈ Mon(A) y todo r ∈ R − {0} existen únicos elementos rα := σα(r) ∈
R− {0} y pα,r ∈ A tales que
xαr = rα + pα,r,
donde pα,r = 0 o deg(pα,r) < |α| si pα,r 	= 0. Además, si r es invertible a izquierda,
entonces rα es también invertible a izquierda.
b. Para todo xα, xβ ∈ Mon(A) existen únicos elementos cα,β ∈ R − {0} y pα,β ∈ A tales
que
xαxβ = cα,βxα+β + pα,β,
donde cα,β es invertible a izquierda, pα,β = 0 o deg(pα,β) < |α + β| si pα,β 	= 0.
La demostración de este teorema puede ser consultada en [9]. Un esquema de la de-
mostración es: Si se supone que A es una extensión σ − PBW la parte a. se prueba por
inducción sobre el número de variables involucradas en xα, en donde para una variable,
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esto es xki r = rkx
k
i +pk,r donde rk := σ
k
i (r) ∈ R−{0}, pk,r ∈ A y pk,r = 0 o deg(pk,r) < k,
también se prueba por inducción sobre k.
La demostración de la parte b. se realiza por inducción sobre el número de variables
involucradas en xα o xβ , en donde si xα y xβ incluyen sólo una variable, esto es para i < j
y k,m ≥ 0, xkjxmi = ck,mxmi xkj + pk,m con ck,m ∈ R invertible a izquierda, pk,m ∈ A y
pk,m = 0 o deg(pk,m) < k + m, se prueba por inducción doble, sobre k y sobre m. La
unicidad de los elementos rα, pα,r, cα,β y pα,β lo garantiza el hecho de que Mon(A) es una
R-base para A. La otra implicación se cumple debido a que las condiciones iii. y iv. de la
definición 1.2.1 son casos particulares de a. y b. respectivamente.
Algunas observaciones relacionadas con el teorema anterior son:
1. Dado α, β ∈ Nn, se denota con c′α,β un inverso izquierdo de cα,β. Si α = 0 o β = 0
entonces cα,β = 1 y por tanto c′α,β = 1.
2. De la demostración del teorema 1.2.2 se obtiene que si A es una extensión σ−PBW
cuasi-conmutativa, entonces pα,r = 0 y pα,β = 0 para todo 0 	= r ∈ R y todo
α, β ∈ Nn.
3. Si A es una extensión σ − PBW biyectiva, entonces de la demostración del teorema
1.2.2 también se concluye que cα,β es invertible para todo α, β ∈ Nn.
Ciertos resultados que se desprenden de la asociatividad de los monomios y de la
asociatividad de los monomios con los coeficientes, serán útiles en desarrollos posteriores,
por tal razón se presentan a continuación:
Sean θ, γ, β ∈ Nn y c ∈ R, entonces tenemos las siguientes igualdades:
σθ(cγ,β)cθ,γ+β = cθ,γcθ+γ,β (1.1)
σθ(σγ(c))cθ,γ = cθ,γσθ+γ(c) (1.2)
La igualdad 1.1 se obtiene del hecho de que xθ(xγxβ) = (xθxγ)xβ, entonces
xθ(cγ,βxγ+β + pγ,β) = (cθ,γxθ+γ + pθ,γ)xβ
xθcγ,βx
γ+β + xθpγ,β = cθ,γxθ+γxβ + pθ,γxβ
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(σθ(cγ,β)xθ + pθ,cγ,β )x
γ+β + xθpγ,β = cθ,γ(cθ+γ,βxθ+γ+β + pθ+γ,β) + pθ,γxβ
σθ(cγ,β)xθxγ+β + pθ,cγ,βx
γ+β + xθpγ,β = cθ,γcθ+γ,βxθ+γ+β + cθ,γpθ+γ,β) + pθ,γxβ
σθ(cγ,β)(cθ,γ+βxθ+γ+β + pθ,γ+β) + pθ,cγ,βx
γ+β + xθpγ,β = cθ,γcθ+γ,βxθ+γ+β + q
σθ(cγ,β)cθ,γ+βxθ+γ+β + σθ(cγ,β)pθ,γ+β + pθ,cγ,βx
γ+β + xθpγ,β = cθ,γcθ+γ,βxθ+γ+β + q
σθ(cγ,β)cθ,γ+βxθ+γ+β + p = cθ,γcθ+γ,βxθ+γ+β + q
donde p, q ∈ A con deg(p) < |θ + γ + β| y deg(q) < |θ + γ + β|.
La igualdad 1.2 se obtiene teniendo en cuenta que xθ(xγc) = (xθxγ)c, entonces
xθ(σγ(c)xγ + pγ,c) = (cθ,γxθ+γ + pθ,γ)c
xθσγ(c)xγ + xθpγ,c = cθ,γxθ+γc + pθ,γc
(σθ(σγ(c))xθ + pθ,σγ(c))x
γ + xθpγ,c = cθ,γ(σθ+γ(c)xθ+γ + pθ+γ,c) + pθ,γc
σθ(σγ(c))xθxγ + pθ,σγ(c)x
γ + xθpγ,c = cθ,γσθ+γ(c)xθ+γ + cθ,γpθ+γ,c + pθ,γc
σθ(σγ(c))(cθ,γxθ+γ + pθ,γ) + pθ,σγ(c)x
γ + xθpγ,c = cθ,γσθ+γ(c)xθ+γ + cθ,γpθ+γ,c + pθ,γc
σθ(σγ(c))cθ,γxθ+γ +σθ(σγ(c))pθ,γ+pθ,σγ(c)x
γ +xθpγ,c = cθ,γσθ+γ(c)xθ+γ +cθ,γpθ+γ,c+pθ,γc
σθ(σγ(c))cθ,γxθ+γ + p = cθ,γσθ+γ(c)xθ+γ + q
donde p, q ∈ A con deg(p) <| θ + γ | y deg(q) <| θ + γ |.
Una consecuencia inmediata del teorema 1.2.2 es la siguiente
Corolario 1.2.1. Si R no tiene divisores de cero, entonces A = σ(R)〈x1, . . . , xn〉 no tiene
divisores de cero.
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Demostración: Sean f = cxα +p, g = dxβ +q elementos en A, con c, d ∈ R−{0}, p, q ∈ A,
p = 0 o deg(p) < |α| y q = 0 o deg(q) < |β|, entonces
fg = (cxα + p)(dxβ + q)
= cxαdxβ + cxαq + pdxβ + pq
= c(dαxα + pα,d)xβ + cxαq + pdxβ + pq
= cdαxαxβ + cpα,dxβ + cxαq + pdxβ + pq
= cdα(cα,βxα+β + pα,β) + cpα,dxβ + cxαq + pdxβ + pq
= cdαcα,βxα+β + cdαpα,β + cpα,dxβ + cxαq + pdxβ + pq
con dα ∈ R−{0}, pα,d ∈ A, pα,d = 0 o deg(pα,d) < |α| y cα,β ∈ R−{0}, pα,β ∈ A, pα,β = 0
o deg(pα,β) < |α + β|. Como se tiene que cdαcα,β 	= 0 y q′ := cdαpα,β + cpα,dxβ + cxαq +
pdxβ + pq ∈ A es tal que h = 0 o deg(h) < |α + β|, entonces fg 	= 0.
La siguiente propiedad será de gran importancia más adelante, pues permite asegurar
que el algoritmo para calcular bases de Gröbner para módulos sobre extensiones σ−PBW
termina.
Teorema 1.2.3. Si R es un anillo Noetheriano a izquierda entonces A = σ(R)〈x1, . . . , xn〉
es también un anillo Noetheriano a izquierda.
Una propiedad importante de una extensión A σ − PBW es que su correspondiente
anillo graduado G(A) es isomorfo al anillo R[x1, . . . , xn]/I , donde I es el ideal izquier-
do generado por el conjunto {xir − σi(r)xi, xjxi − ci,jxixj | r ∈ R, 1 ≤ i < j ≤ n};
este resultado, junto con el hecho de que dado un anillo filtrado S, si su correspondiente
anillo graduado G(S) es noetheriano a izquierda, entonces S es noetheriano a izquierda;
conforman la idea central de la demostración de la propiedad notheriana mencionada an-
teriormente, y que puede ser consultada en [9]; pues si R es noetheriano, por el teorema
de la base de Hilbert, R[x1, . . . , xn] es noetheriano, y por tanto, R[x1, . . . , xn]/I también
lo es; entonces G(A) es notheriano a izquierda y en consecuencia A también lo es.
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1.3. Órdenes monomiales sobre Mon(A)
Sea A = σ(R)〈x1, . . . , xn〉 una extensión σ−PBW de R y sea  un orden total definido
sobre Mon(A). Si xα  xβ pero xα 	= xβ , se escribirá xα  xβ. Sea f 	= 0 un elemento de
A, si
f = c1X1 + · · ·+ ctXt,
con ci ∈ R− {0} y X1, . . . , Xt ∈Mon(A) tales que X1  · · ·  Xt, entonces lm(f) := X1
es el monomio principal de f , lc(f) := c1 es el coeficiente principal de f , lt(f) := c1X1
es el término principal de f y exp(f) := exp(X1) es el exponente de f . Si f = 0, se
define lm(0) := 0, lc(0) := 0 y lt(0) := 0, estableciendo además que X  0 para todo
X ∈Mon(A). De este modo, se extiende el orden total  a Mon(A) ∪ {0}.
La definición de órdenes monomiales sobre Mon(A) se hace necesaria para la imple-
mentación del algoritmo de división sobre Am.
Definición 1.3.1. Sea  un orden total sobre Mon(A); se dice que  es un orden mono-
mial sobre Mon(A) si satisface las siguientes condiciones:
i. Para todo xα, xβ, xγ , xδ ∈Mon(A)
Si xβ  xα entonces lm(xγxβxδ)  lm(xγxαxδ).
ii. xα  1 para todo xα ∈Mon(A).
iii.  es compatible con el grado, es decir, si |β| ≥ |α| entonces xβ  xα.
Los órdenes monomiales son también denominados órdenes admisibles. La condición
iii. de la definición anterior, se necesita en la prueba del siguiente teorema.
Teorema 1.3.1. Todo orden monomial sobre Mon(A) es un buen orden. En consecuencia,
no existen cadenas decrecientes infinitas en Mon(A).
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Ejemplo 1.3.1. Un ejemplo típico de estos órdenes monomiales es el orden lexicográfico
graduado, denotado deglex y que se define como sigue: dados xα, xβ ∈Mon(A),
xα  xβ ⇔
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
|α| ≤ |β|
o
|α| = |β| y la primeran entrada no nula desde la
izquierda de β − α es positiva.
En lo que sigue se asumirá que Mon(A) está dotado de algún orden monomial.
Definición 1.3.2. Sean xα, xβ ∈ Mon(A), se dice que xα divide a xβ , denotado por
xα | xβ , si existen xγ , xδ ∈Mon(A) tales que xβ = lm(xγxαxδ). También se dice que todo
monomio xα ∈Mon(A) divide al polinomio cero.
Teorema 1.3.2. Sean α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Nn, xα, xβ ∈ Mon(A) y
f, g ∈ A− {0}, entonces
a. lm(xαg) = lm(xαlm(g)) = xα+exp(lm(g)), es decir, exp(lm(xαg)) = α + exp(lm(g)). En
particular,
lm(lm(f)lm(g)) = xexp(lm(f))+exp(lm(g)), es decir,
exp(lm(lm(f)lm(g))) = exp(lm(f)) + exp(lm(g))
y
lm(xαxβ) = xα+β , es decir, exp(lm(xαxβ)) = α + β.
b. Las siguientes condiciones son equivalentes:
i. xα | xβ .
ii. Existe un único xθ ∈Mon(A) tal que xβ = lm(xθxα) = xθ+α y por tanto β = θ+α.
iii. Existe un único xθ ∈Mon(A) tal que xβ = lm(xαxθ) = xα+θ y por tanto β = α+θ.
iv. βi ≥ αi para 1 ≤ i ≤ n.
Definición 1.3.3. El mínimo común múltiplo de elementos en Mon(A) existe: en efecto,
sean xα, xβ ∈ Mon(A), entonces mcm(xα, xβ) = xγ ∈ Mon(A), donde γ = (γ1, . . . , γn),
α = (α1, . . . , αn), β = (β1, . . . , βn) con γi = ma´x{αi, βi} para cada 1 ≤ i ≤ n.
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Observación. El estudio de las bases de Gröbner no conmutativas también fue abordado
por Viktor Levandovskyy [12] en el caso de las G-álgebras. Sin embargo, este tipo de
álgebras no son generalizadas por las extensiones σ−PBW , ni las G-álgebras generalizan
las extensiones σ−PBW . Una G-álgebra es una K-álgebra A con K ⊂ Z(A) (centro de A),
generada por {x1, . . . , xn}, sujeta a las relaciones xjxi − cijxixj − dij, con 1 ≤ i < j ≤ n,
donde cij ∈ K∗ y los dij son polinomios cuyos monomios están en la base PBW de A;
además se debe tener que:
Condición de ordenación: Existe un buen orden monomial <A sobre A tal que para
todo i < j, lm(dij) <A xixj.
Condición de no degeneración: Los conjuntos C = {cij} y D = {dij} satisfacen las
siguientes identidades en A: NDCijk = 0, para 1 ≤ i < j < k ≤ n, donde NDCijk =
cikcjkdijxk − xkdij + cjkxjdik − cijdikxj + djkxi − cijcikxidjk.
De acuerdo con esta definición, las G-álgebras exigen que los coeficientes esten en
un campo K y que éstos conmuten con las variables, mientras que en las extensiones
σ − PBW los coeficientes están en un anillo con unidad y no necesariamente conmutan
con las variables. Adicionalmente, en las extensiones σ − PBW la identidad que permite
escribir xjxi con i < j en términos de xixj no está condicionada a un orden monomial.
A pesar de que una estructura no generaliza a la otra y viceversa, hay algunas álgebras
que se pueden clasificar como G-álgebras y como extensiones σ − PBW , por ejemplo, el
álgebra envolvente de un álgebra de Lie finito dimensional, las álgebras de Weyl, el análogo
aditivo de un álgebra de Weyl y el análogo multiplicativo de un álgebra de Weyl.
CAPÍTULO 2
Bases de Gröbner para módulos sobre extensiones
σ − PBW
En este capítulo se presenta la teoría de las bases de Gröbner para submódulos del
A-módulo libre izquierdo Am de vectores columna de longitud m ≥ 1, donde
A = σ(R)〈x1, . . . , xn〉 es una extensión σ − PBW de R, con R un anillo GSI (véase
definición 2.2.1) y Mon(A) dotado con algún órden monomial. La condición de noethe-
rianidad sobre R es importante para fórmular la teoría, pues al tener que R es un anillo
noetheriano, A también es un anillo neoetheriano (teorema 1.2.3), y por tanto A es dimen-
sional (es decir, A satisface la propiedad de que todo A-módulo libre tiene único rango,
[15]), entonces todas las bases de del módulo libre Am tienen m elementos. Además, Am es
un A-módulo noetheriano a izquierda, lo que permite asegurar que el algoritmo que calcula
bases de Gröbner para sus submódulos, termina.
El plan de trabajo a seguir es definir monomios en Am y órdenes sobre estos monomios,
para así introducir el concepto de reducción y construir un algoritmo de división; dar
caracterizaciones equivalentes de una base de Gröbner y finalmente, calcular bases de
Gröbner usando un procedimiento similar al algoritmode Buchberguer, en el caso particular
de las extensiones σ − PBW cuasi-conmutativas biyectivas.
Los resultados presentados en este capítulo generalizan el trabajo expuesto en [9] donde
se estudian las bases de Gröbner para ideales izquierdos de extensiones σ − PBW .
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2.1. Órdenes monomiales sobre Mon(Am)
Como se mencionó anteriormente, Am consiste de todos los vectores columna con en-
tradas en A de longitud m, sin embargo, en este capítulo, con el fin de facilitar la escritura,
los elementos de Am serán representados por vectores fila. Es de anotar que la base canónica
de Am es
e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , em = (0, . . . , 0, 1).
Definición 2.1.1. i. Un monomio en Am es un vector X = Xei donde X = xα ∈
Mon(A) y 1 ≤ i ≤ m, es decir, X = Xei = (0, . . . , 0, X, 0, . . . , 0) donde X está en la
i−ésima posición.
ii. El índice de X, notado ind(X) := i, donde X = Xei.
iii. Un término es un vector cX donde c ∈ R.
iv. El conjunto de monomios de Am se denota por Mon(Am).
v. El exponente de X, notado exp(X) := exp(X) = α.
vi. El grado de X, notado deg(X) := deg(X) =| α |.
vii. Sean X = Xei y Y = Y ej, se dirá que X divide a Y si i = j y XdivideaY .
(X divide a Y si dado X = xα y Y = xβ, existe un único xθ en Mon(A) tal que
xβ = lm(xθxα) = xθ+α y por tanto β = θ + α).
viii. El mínimo común múltiplo de X y Y , denotado por mcm(X, Y ) es
 0 si i 	= j
 Uei donde U = mcm(X, Y ) si i = j
(Dado X = xα y Y = xβ , el mcm(xα, xβ) = xγ ∈ Mon(A), donde γ = (γ1, . . . , γn),
α = (α1, . . . , αn), β = (β1, . . . , βn) con γi = ma´x{αi, βi} para cada 1 ≤ i ≤ n).
Ahora se definen los órdenes monomiales sobre Mon(Am).
Definición 2.1.2. Un orden monomial sobre Mon(Am) es un orden total  que satisface
las siguientes tres condiciones:
CAPÍTULO 2. BASES DE GRÖBNER PARA MÓDULOS SOBRE EXTENSIONES σ − PBW 19
i. Para todo monomio X = xαei ∈ Mon(Am) y todo monomio xβ ∈ Mon(A), se tiene
que
lm(xβxα)ei  xαei.
ii. Para todo monomio X = xαei y Y = xβej en Mon(Am) y todo monomio xγ ∈
Mon(A), se tiene que
Si Y  X entonces lm(xγxβ)ej  lm(xγxα)ei.
iii.  es grado compatible, es decir,
Si deg(X)  deg(Y ) entonces X  Y .
Si X  Y pero X 	= Y se escribirá X  Y . X  Y es lo mismo que Y  X.
De la condición iii. de la definición anterior, se obtiene que no existen cadenas infinitas
estrictamente decrecientes de monomios en Am, es decir, da lugar al teorema formulado
a continuación, el cual será fundamental para probar que el algoritmo de división en Am
termina.
Teorema 2.1.1. Todo orden monomial sobre Mon(Am) es un buen orden.
Demostración: Sea  un orden monomial sobre Mon(Am) que no es un buen orden, es
decir, en Mon(Am) existe una cadena descendente de monomios
X1  X2  . . . Xm  . . .
Como  es grado compatible, entonces se tiene la siguiente cadena descendente en N,
deg(X1) > deg(X2) > . . . > deg(Xm) > . . .
pero esto es una contradicción, pues N es bien ordenado. Por tanto,  es un buen orden
sobre Mon(Am).
Dado un orden monomial sobre Mon(A) se pueden definir dos órdenes monomiales
sobre Mon(Am), como se muestra a continuación:
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Definición 2.1.3. Sean X = Xei y Y = Y ej en Mon(Am). Luego:
i. El orden TOP (término sobre posición) definido como
X  Y ⇔
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
X  Y
o
X = Y y i > j
ii. El orden TOPREV definido como
X  Y ⇔
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
X  Y
o
X = Y y i < j
Dado un orden monomial sobre Mon(Am), todo vector f 	= 0 en Am se puede escribir
como una suma de términos, así:
f = c1X1 + · · ·+ ctXt
donde c1, . . . , ct ∈ R − {0} y X1  X2  . . .  Xt son monomios de Mon(Am). Esta
escritura de f da lugar a la siguiente definición:
Definición 2.1.4. Sea f = c1X1 + · · ·+ ctXt con X1  X2  . . . Xt. Se dice que
i. lt(f) = c1X1 es el término principal de f .
ii. lc(f) = c1 es el coeficiente principal de f .
iii. lm(f) = X1 es el monomio principal de f .
Si f = 0, se tiene que lm(0) = 0; lc(0) = 0 y lt(0) = 0, estableciendo además que
X  0 para todo X ∈ Mon(Am). De esta manera se extiende el orden monomial  a
Mon(Am) ∪ {0}.
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2.2. Proceso de reducción en Mon(Am)
Antes de dar los elementos necesarios para formular una teoría de bases de Gröb-
ner para módulos sobre extensiones σ − PBW , es necesario asumir algunas condiciones
computacionales sobre R, con el fin de garantizar una teoría de Gröbner en el anillo de
coeficientes, en particular, para tener una solución efectiva del problema de membresía en
R, como se requiere en la definición de reducción en Am y para garantizar que el algortimo
para calcular bases de Gröbner presentado posteriormente se pueda implemetar.
Definición 2.2.1. Un anillo R se denomina Gröbner soluble a izquierda (GSI) si las
siguientes condiciones se cumplen:
i. R es Noetheriano a izquierda.
ii. Dados a, r1, . . . , rm ∈ R existe un algoritmo que decide si a está en el ideal Rr1+ · · ·+
Rrm, y de ser así, encuentra elementos b1, . . . , bm ∈ R tales que a = b1r1+ · · ·+bmrm.
iii. Dados r1, . . . , rm ∈ R existe un algoritmo que encuentra un conjunto finito de genera-
dores para el R-módulo izquierdo
SyzR[r1 · · · rm] := {(b1, . . . , bm) ∈ Rm | b1r1 + · · ·+ bmrm = 0}.
Algunos anillos que satisfacen estas condiciones son un campo cualquiera, un dominio
de ideales principales, el anillo de polinomios usual sobre un campo, o en general, cualquier
anillo en el cual exista una teoría efectiva de bases de Gröbner. En adelante en el presente
documento, se asumirá que A = σ(R)〈x1, . . . , xn〉 es una extensión σ−PBW del anillo R,
con R un anillo GSI , y que Mon(A) está dotado con algún orden monomial. El proceso
de reducción en Am es definido como se muestra a continuación.
Definición 2.2.2. Sean F un conjunto finito de vectores de Am diferentes de 0 y f ,h ∈
Am. Se dice que f se reduce a h por F en un paso, notado f F−→ h, si existen elementos
f1, . . . , ft ∈ F y r1, . . . , rt ∈ R tales que
i. lm(fi) | lm(f) con 1 ≤ i ≤ t, es decir, ind(lm(fi)) = ind(lm(f)) y existe
xαi ∈ Mon(A) tal que xexp(lm(f)) = lm(xαixexp(lm(fi))), esto es, exp(lm(f)) = αi +
exp(lm(fi)).
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ii. lc(f) = r1σα1(lc(f1))cα1,f1 + · · ·+ rtσαt(lc(ft))cαt,ft , donde cαi,fi = cαi,exp(lm(fi)).
iii. h = f −∑ti=1 rixαifi.
Algunas observaciones relacionadas con la definición anterior son:
i. Por el teorema 1.2.2 los coeficientes cαi,fi son únicos y satisfacen que
xαixexp(lm(fi)) = cαi,fix
αi+exp(lm(fi)) + pαi,fi ,
donde pαi,fi = 0 o deg(lm(pαi,fi )) <| αi + exp(lm(fi)) | con 1 ≤ i ≤ t.
ii. lm(f)  lm(h) y f − h ∈ 〈F 〉, donde 〈F 〉 es el submódulo de Am generado por F .
iii. Si f F−→ h, se tiene que
lt(f) =
t∑
i=1
rilt(xαilt(fi)).
Definición 2.2.3. Sean F un conjunto finito de vectores de Am diferentes de 0 y f ,h ∈
Am. Se dice que
i. f se reduce a h por F , notado f F−→+ h si y sólo si existen vectores h1, . . . ,ht−1 ∈ Am
tales que
f
F−→ h1 F−→ h2 F−→ · · · F−→ ht−1 F−→ h.
ii. f es reducido con respecto a F si f = 0, o una de las dos primeras condiciones de la
definición 2.2.2 falla. De lo contrario se dice que f es reducible con respecto a F .
iii. Si f F−→+ h y h es reducido con respecto a F , se dice que h es el residuo para f con
respecto a F .
iv. El vector 0 se reduce a 0 por F en un paso, esto es, 0 F−→ 0.
El residuo para f con respecto a F no es único.
De la definición de reducción se obtienen las siguientes propiedades:
Teorema 2.2.1. Sea A una extensión σ − PBW tal que cα,β es invertible para cada
α, β ∈ Nn. Sean f ,h ∈ Am, θ ∈ Nn y F = {f1, . . . , ft} un conjunto finito de vectores no
nulos de Am. Entonces
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i. Si f F−→ h entonces existe p ∈ Am con p = 0 o lm(xθf)  lm(p), tal que xθf + p F−→
xθh. En particular, si A es cuasi-conmutativa, entonces p = 0.
ii. Si f F−→+ h y p ∈ Am es tal que p = 0 o lm(h)  lm(p), entonces f + p F−→+ h + p.
iii. Si f F−→+ h entonces existe p ∈ Am con p = 0 o lm(xθf)  lm(p), tal que xθf+p F−→+
xθh. Si A es cuasi-conmutativa, entonces p = 0.
iv. Si f F−→+ 0 entonces existe p ∈ Am con p = 0 o lm(xθf)  lm(p), tal que xθf+p F−→+
0. Si A es cuasi-conmutativa, entonces p = 0.
Demostración: i. Si f = 0, entonces h = 0 = p. Sea f 	= 0, como f F−→ h entonces por
la definición 2.2.2 existen f1, . . . , ft ∈ F y r1, . . . , rt ∈ R tales que
 lm(fi) | lm(f) con 1 ≤ i ≤ t, es decir, ind(lm(fi)) = ind(lm(f)) y existe
xαi ∈Mon(A) tal que exp(lm(f)) = αi + exp(lm(fi)).
 lc(f) = r1σα1(lc(f1))cα1,f1 + · · ·+ rtσαt(lc(ft))cαt,ft .
 h = f −∑ti=1 rixαifi.
Sean λ := exp(lm(f)) y βi := exp(lm(fi)). Ahora se calcula xθf :
xθf = xθlc(f)lm(f) + · · ·
= (σθ(lc(f))xθ + pθ,lc(f))lm(f) + · · ·
= σθ(lc(f))xθlm(f) + pθ,lc(f)lm(f) + · · ·
= σθ(lc(f))(cθ,λxθ+λ + pθ,λ)eind(lm(f)) + pθ,lc(f)lm(f) + · · ·
= σθ(lc(f))cθ,λxθ+λeind(lm(f)) + σ
θ(lc(f))pθ,λeind(lm(f)) + pθ,lc(f)lm(f) + · · ·
De lo anterior se tiene que lt(xθf) = σθ(lc(f))cθ,λxθ+λeind(lm(f)), luego
ind(lm(f)) = ind(lm(xθf))
exp(lm(xθf)) = θ + λ
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por tanto, θ+λ = (θ+αi)+βi pues λ = αi +βi, entonces lm(fi) | lm(xθf). Además,
lc(xθf) = σθ(lc(f))cθ,λ
= σθ
(
t∑
i=1
riσ
αi(lc(fi))cαi,βi
)
cθ,λ
=
t∑
i=1
σθ(ri)σθ(σαi(lc(fi)))σθ(cαi,βi)cθ,λ
Como σθ(σαi(lc(fi)))cθ,αi = cθ,αiσθ+αi(lc(fi)) y por hipótesis cθ,αi es invertible,
entonces
σθ(σαi(lc(fi))) = σθ(σαi(lc(fi)))cθ,αic
−1
θ,αi
= cθ,αiσ
θ+αi(lc(fi))c−1θ,αi
Por tanto,
lc(xθf) =
t∑
i=1
σθ(ri)cθ,αiσ
θ+αi(lc(fi))c−1θ,αiσ
θ(cαi,βi)cθ,λ.
Ahora teniendo en cuenta que λ = αi + βi y que σθ(cαi,βi)cθ,αi+βi = cθ,αicθ+αi,βi, se
tiene que
lc(xθf) =
t∑
i=1
σθ(ri)cθ,αiσ
θ+αi(lc(fi))cθ+αi,βi
=
t∑
i=1
r′iσ
θ+αi(lc(fi))cθ+αi,βi
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donde r′i = σ
θ(ri)cθ,αi . Por otro lado, se tiene que
xθh = xθ
(
f −
t∑
i=1
rix
αifi
)
= xθf −
t∑
i=1
xθrix
αifi
= xθf −
t∑
i=1
(
σθ(ri)xθ + pθ,ri
)
xαifi
= xθf −
t∑
i=1
σθ(ri)xθxαifi + pθ,rix
αifi
= xθf −
t∑
i=1
σθ(ri)[cθ,αix
θ+αi + pθ,αi ]fi + pθ,rix
αifi
= xθf −
t∑
i=1
σθ(ri)cθ,αix
θ+αifi + σθ(ri)pθ,αifi + pθ,rix
αifi
= xθf −
t∑
i=1
r′ix
θ+αifi +
t∑
i=1
σθ(ri)pθ,αifi + pθ,rix
αifi
= xθf + p−
t∑
i=1
r′ix
θ+αifi
donde p :=
∑t
i=1 σ
θ(ri)pθ,αifi + pθ,rix
αifi con p = 0 o deg(lm(p)) <| θ + αi +
βi |=| θ + λ |= deg(lm(xθf)), pues pθ,ri = 0 o deg(lm(pθ,ri)) <| θ | y pθ,αi = 0 o
deg(lm(pθ,αi)) <| θ + αi |. Como  sobre Mon(Am) es grado compatible, entonces
lm(p) ≺ lm(xθf). Además
lm(xθf + p) = lm(xθf)
lc(xθf + p) = lc(xθf)
Y por lo mostrado anteriormente, se concluye que
xθf + p F−→ xθh.
Si A es una extension σ−PBW cuasi-conmutativa, se tiene que pθ,ri = 0 y pθ,αi = 0,
por tanto, p = 0.
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ii. Por hipótesis, f F−→+ h, luego existen h1, . . . ,ht ∈ Am tales que
f
F−→ h1 F−→ h2 F−→ · · · F−→ ht−1 F−→ ht := h
con lm(f)  lm(h1)  lm(h2)  · · ·  lm(ht−1)  lm(h)  lm(p). Al estudiar
la primera reducción, f F−→ h1, se obtiene: Si f = 0 entonces h1 = 0 = p y
no se tendría que probar algo. Sea f 	= 0, luego si h1 = 0 entonces p = 0 y se
cumple la afirmación. Si h1 	= 0 entonces lm(f)  lm(h1)  lm(p), por tanto,
lm(f + p) = lm(f) y lc(f + p) = lc(f). Como h1 = f −
∑t
i=1 rix
αifi entonces
h1 + p = f + p−
t∑
i=1
rix
αifi
y como sucede en la demostración de i., se tiene que
f + p F−→ h1 + p.
Ahora como para todo i con 1 < i ≤ t− 1, se cumple que lm(hi)  lm(p), se puede
repetir el razonamiento anterior para hi
F−→ hi+1 y así obtener que
f + p F−→ h1 + p F−→ h2 + p F−→ · · · F−→ ht−1 + p F−→ h + p,
esto es, f + p F−→+ h + p.
iii. Por hipótesis, f F−→+ h, luego existen h1, . . . ,ht ∈ Am tales que
f
F−→ h1 F−→ h2 F−→ · · · F−→ ht−1 F−→ h.
La prueba se realizará por inducción sobre t:
Para t = 2: Por la parte i. existe p1 con p1 = 0 o lm(xθf)  lm(p1), tal que
xθf + p1
F−→ xθh1. Como lm(xθf)  lm(p1) entonces lm(xθf + p1) = lm(xθf) 
lm(xθh1). Por i. también existe p2 con p2 = 0 o lm(xθh1)  lm(p2), tal que
xθh1 + p2
F−→ xθh2.
Ahora como xθf + p1
F−→ xθh1 y p2 = 0 o lm(xθh1)  lm(p2), por ii. se tiene que
xθf + p1 + p2
F−→ xθh1 + p2 F−→ xθh2,
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haciendo p′′ := p1 + p2, se obtiene
xθf + p′′ F−→+ xθh2
con p′′ = 0 o lm(xθf)  lm(p′′), pues lm(xθf)  lm(p1) y lm(xθf)  lm(xθh1) 
lm(p2).
Supongamos que la afirmación es cierta para t−1, esto es, existe p′ ∈ Am con p′ = 0
o lm(xθf)  lm(p′), tal que
xθf + p′ F−→+ xθht−1.
Como ht−1
F−→ ht := h, por la parte i. existe pt ∈ Am con pt = 0 o lm(xθht−1) 
lm(pt), tal que xθht−1 + pt
F−→ xθh. Por otro lado, como xθf + p′ F−→+ xθht−1 y
lm(xθht−1)  lm(pt) o pt = 0, por ii. se obtiene
xθf + p′ + pt
F−→+ xθht−1 + pt F−→ xθh,
haciendo p = p′ + pt, se tiene que
xθf + p F−→+ xθh
con p = 0 o lm(xθf)  lm(p), pues lm(xθf)  lm(p′) y como lm(xθf) + p′) =
lm(xθf), entonces lm(xθf)  lm(xθht−1)  lm(pt).
Si A es una extension σ − PBW cuasi-conmutativa, se tiene que p′ = 0 y pt = 0,
por tanto, p = 0.
iv. Este es un caso particular de la parte iii., haciendo h = 0.
2.2.1. Algoritmo de división en Am
El teorema que se muestra a continuación es el soporte teórico del algoritmo de división
para extensiones σ − PBW .
Teorema 2.2.2. Sea F = {f1, . . . , ft} un conjunto finito de vectores no nulos de Am y
f ∈ Am, entonces el siguiente algoritmo de división produce polinomios q1, . . . , qt ∈ A y
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un vector h ∈ Am reducido con respecto a F , tales que f F−→+ h y
f = q1f1 + · · ·+ qtft + h
con
lm(f) = ma´x{lm(lm(q1)lm(f1)), . . . , lm(lm(qt)lm(ft)), lm(h)}.
Algoritmo de división en Am
ENTRADA: f , f1, . . . , ft ∈ Am con fj 	= 0, 1 ≤ j ≤ t.
SALIDA: q1, . . . , qt ∈ A, h ∈ Am tales que f = q1f1 + · · ·+ qtft + h
con h reducido con respecto a {f1, . . . , ft} y
lm(f) = ma´x{lm(lm(q1)lm(f1)), . . . , lm(lm(qt)lm(ft)), lm(h)}.
INICIO: q1 := 0, q2 := 0, . . . , qt := 0,h := f .
MIENTRAS h 	= 0 y exista j ∈ {1, . . . , t} tal que lm(fj) divide a
lm(h)
HACER: Calcule J = {j | lm(fj) divide a lm(h)}
PARA j ∈ J HACER
Calcule αj ∈ Nn tal que αj + exp(lm(fj)) = exp(lm(h))
SI la ecuación lc(h) =
∑
j∈J rjσ
αj(lc(fj))cαj,fj es soluble,
con los cαj ,fj definidos como en la definición 2.2.2
ENTONCES
Calcule una solución (rj)j∈J
h := h−∑j∈J rjxαjfj
PARA j ∈ J HACER
qj := qj + rjxαj
EN OTRO CASO
Terminar.
Demostración: El algoritmo de división presentado es la iteración del proceso de reducción:
Si f es reducido con respecto a F , es decir, si las condiciones del ciclo MIENTRAS no se
tienen, entonces h = f , q1 = 0 = q2 = · · · = qt y lm(f) = lm(h).
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Si f no es reducido con respecto a F , entonces se hace la primera reducción, f F−→ h1
con f =
∑
j∈J1 rj1x
αjfj + h1, donde J1 = {j | lm(fj) divide a lm(f)} y rj1 ∈ R.
Si h1 es reducido con respecto a F , entonces el ciclo MIENTRAS termina y por tanto,
qj = rj1xαj para j ∈ J1 y qj = 0 para j 	= J1. Además lm(f)  lm(h1) y lm(f) =
ma´x{lm(lm(q1)lm(f1)), . . . , lm(lm(qt)lm(ft)), lm(h1)}.
Si h1 no es reducido con respecto a F , entonces se hace la segunda reducción, h1
F−→ h2
con h1 =
∑
j∈J2 rj2x
αjfj + h2, donde J2 = {j | lm(fj) divide a lm(h1)} y rj2 ∈ R. Por
tanto se tiene que f =
∑
j∈J1 rj1x
αjfj +
∑
j∈J2 rj2x
αjfj + h2.
Si h2 es reducido con respecto a F , entonces el procedimiento finaliza y tenemos que
qj = qj para j 	= J2 y qj = qj + rj2xαj para j ∈ J2. También lm(f)  lm(h1)  lm(h2),
luego lm(f) = ma´x{lm(lm(q1)lm(f1)), . . . , lm(lm(qt)lm(ft)), lm(h2)}.
Se puede seguir de esa manera, teniendo en cuenta que el proceso termina debido a que
Mon(Am) está bien ordenado.
El siguiente ejemplo ilustra el procedimiento mencionado anteriormente:
Ejemplo 2.2.1. En el álgebra de 2-Heisenberg, h1(2) = σ(Q) < x, y, z >= A, en Mon(A)
se considera el orden deglex con x > y > z y en Mon(A3) el orden TOPREV con e1  e2 
e3. Sean f := x2yze1+xze1+y2ze2+z2e3, f1 := xze1+ye2+xe3 y f2 := xye1+ze2+ze3,
para f se encontrarán q1, q2, q3 y h siguiendo el algoritmo de división.
Paso 1: Se inicia con h := f , q1 := 0, q2 := 0, como lm(f1) | lm(h) y lm(f2) | lm(h),
se calculan vectores αj ∈ N3 tales que αj + exp(lm(fj)) = exp(lm(h)), con j = 1, 2:
 tα1lm(f1) = lm(h) esto es, tα1(xze1) = x2yze1, entonces (xα11yα12zα13)(xz) = x2yz,
por tanto α11 = 1; α12 = 1; α13 = 0, entonces tα1 = xy.
 tα2lm(f2) = lm(h) esto es, tα2(xye1) = x2yze1, entonces (xα21yα22zα23)(xy) = x2yz,
por tanto α21 = 1; α22 = 0; α23 = 1, entonces tα2 = xz.
Ahora para j = 1, 2 se calculan los cαj ,fj :
 tα1texp(lm(f1)) = (xy)(xz) = x(2xy)z = 2x2yz. Luego cα1,f1 = 2.
 tα2texp(lm(f2)) = (xz)(xy) = x( 12xz + y)y =
1
2x
2zy + xy2 = x2yz + xy2. Luego cα2,f2 = 1.
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A continuación se resuelve la ecuación
1 = lc(h) = r1σα1(lc(f1))cα1,f1 + r2σ
α2(lc(f2))cα2,f2
= r1σα1(1)2 + r2σα2(1)1
= 2r1 + r2
entonces, r1 = 0 y r2 = 1.
Luego se hace h := h − (r1tα1f1 + r2tα2f2), esto es,
h := h− (xz(xye1 + ze2 + ze3))
= h − (xzxye1 + xz2e2 + xz2e3)
= h − ((x2yz + xy2)e1 + xz2e2 + xz2e3)
= x2yze1 + xze1 + y2ze2 + z2e3 − x2yze1 − xy2e1 − xz2e2 − xz2e3
= xze1 − xy2e1 + y2ze2 − xz2e2 + z2e3 − xz2e3,
y se calcula también q1 := q1 + r1tα1 = 0 y q2 := q2 + r2tα2 = xz.
Paso 2: h := xze1 − xy2e1 + y2ze2 − xz2e2 + z2e3 − xz2e3, con lm(h) = xy2e1
y lc(h) = −1, q1 = 0 y q2 = xz. Como lm(f2) | lm(h), se calcula α2 ∈ N3 tal que
α2 + exp(lm(f2)) = exp(lm(h)):
 tα2lm(f2) = lm(h) esto es, tα2(xye1) = xy2e1, entonces (xα21yα22zα23)(xy) = xy2, por
tanto α21 = 0; α22 = 1; α23 = 0, entonces tα2 = y.
Ahora se calcula cα2,f2:
 tα2texp(lm(f2)) = y(xy) = 2xy2. Luego cα2,f2 = 2.
A continuación se resuelve la ecuación
−1 = lc(h) = r2σα2(lc(f2))cα2,f2
= r2σα2(1)2 = 2r2
entonces, r2 = −12 .
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Luego se hace h := h − r2tα2f2, esto es,
h := h +
1
2
y(xye1 + ze2 + ze3)
= h +
1
2
yxye1 +
1
2
yze2 +
1
2
yze3)
= xze1 − xy2e1 + y2ze2 − xz2e2 + z2e3 − xz2e3 + xy2e1 + 12yze2 +
1
2
yze3
= xze1 + y2ze2 − xz2e2 + 12yze2 + z
2e3 − xz2e3 + 12yze3
y se calcula q1 := 0 y q2 := q2 + r2tα2 = xz − 12y.
Paso 3: h = xze1+y2ze2−xz2e2+ 12yze2+z2e3−xz2e3+ 12yze3 con lm(h) = xz2e2
y lc(h) = −1, q1 = 0 y q2 = xz − 12y. Como lm(f1) no divide a lm(h), ni lm(f2) divide a
lm(h), se tiene que h es reducido con respecto a {f1, f2}, por tanto el algoritmo se detiene.
Entonces se han obtenido q1, q2 ∈ A y h ∈ A3 tales que f = q1f1 + q2f2 + h con h
reducido con respecto a {f1, f2}, como se verifica a continuación:
q1f1 + q2f2 + h = 0f1 +
(
xz − 1
2
y
)
f2 + h
= (xz − 1
2
y)(xye1 + ze2 + ze3) + xze1 + y2ze2 − xz2e2 + 12yze2 + z
2e3
− xz2e3 + 12yze3
= x2yze1 + xy2e1 − xy2e1 + xz2e2 − 12yze2 + xz
2e3 − 12yze3 + xze1
+ y2ze2 − xz2e2 + 12yze2 + z
2e3 − xz2e3 + 12yze3
= x2yze1 + xze1 + y2ze2 + z2e3 = f .
Además, ma´x{lm(lm(q1)lm(f1)), lm(lm(q2)lm(f2)), lm(h)} = ma´x{0, x2yze1, xz2e2}
= x2yze1 = lm(f).
2.3. Bases de Gröbner para submódulos de Am
A continuación se presenta una definición de bases de Gröbner para submódulos de Am
y algunas caracterizaciones de dichas bases.
Definición 2.3.1. Sea M 	= 0 un submódulo de Am y sea G un subconjunto no vacío de
vectores no nulos de M . Se dice que G es una base de Gröbner para M si cada elemento
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f ∈M con f 	= 0 es reducible con respecto a G (es decir, si existe h ∈ Am tal que f G−→ h).
También se dice que {0} es una base de Gröbner para M = 0.
Teorema 2.3.1. Sea M 	= 0 un submódulo de Am y sea G un subconjunto no vacío de
vectores no nulos de M . Entonces las siguientes condiciones son equivalentes:
i. G es una base de Gröbner para M .
ii. Para todo vector f ∈ Am
f ∈M si y sólo si f G−→+ 0.
iii. Para todo f ∈M con f 	= 0, existen g1, . . . , gt ∈ G tales que lm(gj) | lm(f), 1 ≤ j ≤ t
(es decir, ind(lm(gj)) = ind(lm(f)) y existen αj ∈ Nn tales que αj + exp(lm(gj) =
exp(lm(f))) y lc(f) ∈ 〈σα1(lc(g1))cα1,g1, . . . , σαt(lc(gt))cαt,gt 〉.
iv. Para todo α ∈ Nn y 1 ≤ u ≤ m, sea 〈α,M〉u el ideal izquierdo de R definido por
〈α,M〉u := 〈lc(f) | f ∈M, ind(lm(f)) = u, exp(lm(f)) = α〉.
Entonces 〈α,M〉u = Ju, con
Ju := 〈σβ(lc(g))cβ,g | g ∈ G, ind(lm(g)) = u y β + exp(lm(g)) = α〉.
Demostración. i. ⇒ ii.: Sea f ∈ M . Si f = 0 entonces por definición f G−→+ 0. Si f 	= 0,
por i) y la definición 2.3.1, existe h1 ∈ Am tal que f G−→ h1. con lm(f)  lm(h1) y
f − h1 ∈ 〈G〉 ⊆M , por tanto h1 ∈M .
Si h1 = 0 entonces f
G−→ 0. Si h1 	= 0, entonces se repite el razonamiento anterior para
h1, esto es, por la definición 2.3.1, existe h2 ∈ Am tal que h1 G−→ h2 con lm(h1)  lm(h2)
y h1 − h2 ∈ 〈G〉 ⊆M , por tanto h2 ∈M .
Luego si h2 = 0 entonces f
G−→ h1 G−→ 0, es decir f G−→+ 0. Si h2 	= 0, entonces se repite
el razonamiento. Como Mon(Am) es bien ordenado, este proceso termina, esto significa
que se puede encontrar un hi tal que hi = 0. Si esto no fuera así, se tendría la cadena
infinita decreciente lm(f)  lm(h1)  · · ·  lm(hi)  · · · Por tanto f G−→+ 0.
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Sea f ∈ Am. Si f G−→+ 0 entonces por el algoritmo de la división, teorema 2.2.2, existen
g1, . . . , gt ∈ G y q1, . . . , qt ∈ A tales que f = q1g1 + · · ·+ qtgt y en consecuencia f ∈M .
ii. ⇒ i.: Sea f ∈M , entonces f G−→+ 0, y por lo tanto f es reducible con respecto a G.
i. ⇔ iii.: Es una consecuencia directa de la definición 2.2.2.
iii. ⇒ iv.: Como R es Noetheriano, entonces existen r1, . . . , rs ∈ R tales que 〈α,M〉u =
〈r1, . . . , rs〉. Por la definición de 〈α,M〉u, existen f1, . . . , fl ∈ M con ind(lm(fi)) = u
y exp(lm(fi)) = α para cada 1 ≤ i ≤ l, con 〈r1, . . . , rs〉 ⊆ 〈lc(f1), . . . , lc(fl)〉. Como
〈lc(f1), . . . , lc(fl)〉 ⊆ 〈α,M〉u, entonces 〈lc(f1), . . . , lc(fl)〉 = 〈α,M〉u.
Sea r ∈ 〈α,M〉u, entonces existen a1, . . . , al ∈ R tales que r = a1lc(f1)+ · · ·+allc(fl).
Por iii) para cada fi con 1 ≤ i ≤ l, existen g1i, . . . , gtii inG y bij ∈ R con 1 ≤ j ≤ ti tales
que
lc(fi) = b1iσα1i(lc(g1i)cα1i,g1i + · · ·+ btiiσαtii(lc(gtii)cαtii,gtii
con u = ind(lm(fi)) = ind(lm(gji)) y exp(lm(fi)) = αji+exp(lm(gji)). Por tanto r ∈ Ju,
es decir 〈α,M〉u ⊆ Ju.
Sea r ∈ Ju entonces r = b1σβ1(lc(g1)cβ1,g1 + · · ·+ btσβt(lc(gt)cβt,gt con bi ∈ R, βi ∈
Nn, gi ∈ G tales que ind(lm(gi)) = u y βi + exp(lm(gi)) = α con 1 ≤ i ≤ t. Como xβigi ∈
M , entonces ind(lm(xβigi)) = u, exp(lm(xβigi)) = βi + exp(lm(gi)) = α, lc(xβigi) =
σβi(lc(gi)cβi,gi )) para todo 1 ≤ i ≤ t, entonces r = b1lc(xβ1g1)+ · · ·+ btlc(xβtgt), es decir,
r ∈ 〈α,M〉u. Por tanto 〈α,M〉u = Ju.
iv. ⇒ iii.: Sea 0 	= f ∈ M con ind(lm(f)) = u y exp(lm(f)) = α, entonces lc(f) ∈
〈α,M〉u. Por iv. se tiene que lc(f) = b1σβ1(lc(g1)cβ1,g1 + · · · + btσβt(lc(gt))cβt,gt con
bi ∈ R, βi ∈ Nn, gi ∈ G tales que u = ind(lm(gi)) y βi + exp(lm(gi)) = α para todo
1 ≤ i ≤ t, esto es, lm(gi) | lm(f).
Del teorema 2.3.1 se obtienen las siguientes consecuencias.
Corolario 2.3.1. Sea M 	= 0 un submódulo de Am. Entonces se cumple que:
i. Si G es una base de Gröbner para M entonces M = 〈G〉.
ii. Sea G una base de Gröbner para M , si f ∈M y f G−→+ h con h reducido con respecto
a G, entonces h = 0.
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iii. Sea G = {g1, . . . , gt} un conjunto de vectores no nulos de M con lc(gi) = 1, para cada
1 ≤ i ≤ t, tal que dado r ∈ M existe i tal que lm(gi) divide a lm(r). Entonces G es
una base de Gröbner para M .
Demostración. i. Esta es una consecuencia del teorema 2.3.1, parte ii. pues para todo
f ∈ M se tiene que f G−→+ 0, es decir, existen g1, . . . , gt ∈ G y q1, . . . , qt ∈ A tales que
f = q1g1 + . . .+ qtgt.
ii. Sea f ∈M y f G−→+ h, con h reducido con respecto a G. Como f − h ∈ 〈G〉 = M ,
entonces h ∈ M . Si h 	= 0, entonces por definición de base de Gröbner para M , f es
reducible con respecto a G, pero esto no es posible pues h es reducido con respecto a G.
Por tanto h = 0.
iii. Para probar que G es una base de Gröbner para M , se mostrará que se cumple la
parte ii. del teorema 2.3.1:
Sea f ∈ Am, por el algoritmo de la división, teorema 2.2.2, existe r reducido con
respecto a G, tal que f G−→+ r. Si f ∈ M entonces r ∈ M . Si r 	= 0, entonces por
hipótesis, existe gi ∈ G tal que lm(gi) divide a lm(r). Ahora, como lc(gi) = 1, entonces r
es reducible, pues debe darse que lc(r) = riσαi(lc(gi)cαi,gi y como σαi(lc(gi) = 1 entonces
lc(r) = ricαi,gi y esta ecuación es soluble ya que cαi,gi es invertible a izquierda; donde
ri = lc(r)c′αi,gi con c
′
αi,gi el inverso a izquierda de cαi,gi . Pero que r sea reducible es una
contradicción, luego r = 0, es decir f G−→+ 0.
Por otro lado, si f G−→+ 0 entonces f ∈ M . Como se tiene que f ∈ M si y sólo si
f
G−→+ 0, entonces G es una base de Gröbner para M .
2.3.1. Construcción de bases de Gröbner
En esta sección se probará que todo submódulo M de Am tiene una base de Gröbner,
teniendo en cuenta que A debe ser una extensión σ − PBW cuasi-conmutativa biyectiva,
además de proporcionar un algoritmo que permita calcular tales bases. Pero primero se
fijará alguna notación y se demostrarán unos resultados preliminares válidos para exten-
siones σ − PBW arbitrarias.
Definición 2.3.2. Sea F := {g1, . . . , gs} ⊆ Am,y XF es el mínimo común múltiplo
de {lm(g1), . . . , lm(gs)} con XF 	= 0, θ ∈ Nn, βi := exp(lm(gi)) y γi ∈ Nn, tal que
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γi + βi := exp(XF ), 1 ≤ i ≤ s. BF,θ denotará un conjunto finito de generadores de
SF,θ := SyzR[σγ1+θ(lc(g1)cγ1+θ,β1 . . . σ
γs+θ(lc(gs)cγs+θ,βs ].
Para θ = 0 := (0, . . . , 0), SF,θ se denotará por SF y BF,θ por BF .
Teorema 2.3.2. Sea M 	= 0 un submódulo de Am y sea G un subconjunto finito de
generadores no nulos de M . Entonces las siguientes condiciones son equivalentes:
i. G es una base de Gröbner para M .
ii. Para todo F := {g1, . . . , gs} ⊆ G, con XF 	= 0, θ ∈ Nn y (b1, . . . , bs) ∈ BF,θ, se tiene
que
s∑
i=1
bix
γi+θgi
G−→+ 0
donde γi ∈ Nn es tal que γi + exp(lm(gi)) = exp(XF ).
En particular, si G es una base de Gröbner para M , un submódulo de Am, entonces
para todo F := {g1, . . . , gs} ⊆ G con XF 	= 0 y (b1, . . . , bs) ∈ BF , se tiene que
s∑
i=1
bix
γigi
G−→+ 0.
Demostración. i.⇒ ii.: Como se tiene que f :=∑si=1 bixγi+θgi ∈M , por el teorema 2.3.1,
parte ii), f G−→+ 0.
ii.⇒ i.: Se probará la condición iii) del teorema 2.3.1: Sea f ∈M con f 	= 0. Sea G :=
{g1, . . . , gt} como 〈G〉 = M entonces existen f1, . . . , ft ∈ A tales que f = f1g1+ · · ·+ftgt.
De los elementos que cumplen esta condición, se escoge una colección {fi}ti=1 de tal manera
que X0 := max{lm(lm(fi) | lm(gi))}ti=1 sea minimal.
Sea X0 := xα0el para algún l ∈ {1, . . . , m}. Sea lm(fi) = xαi y exp(lm(gi)) = βi con
1 ≤ i ≤ t. Considerando el conjunto
F := {gi ∈ G | lm(lm(fi)lm(gi)) = X0}
con ind(lm(gi)) = l y reenumerando los elementos de G, se puede asumir que F :=
{g1, . . . , gs} con 1 ≤ s ≤ t, donde XF 	= 0, pues s ≥ 1. Se presentan dos casos posibles:
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Caso 1: lm(f) = X0. Entonces ind(lm(f)) = l y exp(lm(f)) = α0. Como α0 =
exp(lm(fi)) + exp(lm(gi)) = αi + βi entonces lm(gi) | lm(f) y también se tiene que
lc(f) =
∑s
i=1 lc(figi) = lc(f1)σ
α1(lc(g1)cα1,β1 + · · ·+ lc(fs)σαs(lc(gs)cαs,βs, es decir, la
condición iii) del teorema 2.3.1 se cumple.
Caso 2: X0  lm(f). En lo que sigue se mostrará que este caso produce una con-
tradicción: Para todo 1 ≤ i ≤ s, X0 = lm(lm(fi)lm(gi)), entonces lm(gi) | X0 y por lo
tanto XF | X0, luego existe θ ∈ Nn tal que α0 = θ + exp(XF ).
Por otro lado se tiene que γi + βi = exp(XF ) y que α0 = αi + βi, luego αi = θ + γi
para todo 1 ≤ i ≤ s. Como X0  lm(f), se cumple que
∑s
i=1 lc(figi) = 0, esto es,
lc(f1)σα1(lc(g1)cα1,β1 + · · ·+ lc(fs)σαs(lc(gs)cαs,βs = 0.
Sea BF,θ = {b1, . . . , bk} = {(b11, . . . , b1s), . . . , (bk1, . . . , bks)} un conjunto de generadores
de SF,θ. Como (lc(f1), . . . , lc(fs)) ∈ SF,θ, entonces existen r1, . . . , rk ∈ R tales que
(lc(f1), . . . , lc(fs)) = r1(b11, . . . , b1s) + · · ·+ rk(bk1, . . . , bks)
= (r1b11 + . . .+ rkbk1, . . . , r1b1s + . . .+ rkbks)
por tanto, para 1 ≤ i ≤ s, se tiene que lc(fi) = r1b1i + . . .+ rkbki y
f =
t∑
i=1
figi =
s∑
i=1
figi +
t∑
i=s+1
figi
=
s∑
i=1
(fi − lc(fi)lm(fi) + lc(fi)lm(fi))gi +
t∑
i=s+1
figi
=
s∑
i=1
[fi −
k∑
j=1
rjbjilm(fi)]gi +
s∑
i=1
k∑
j=1
rjbjilm(fi)gi +
t∑
i=s+1
figi
Considerando las tres partes de la suma anterior se tiene que: Para la última parte, por
la definición de F y la escogencia de X0, X0  {lm(lm(fi)lm(gi))}ti=s+1. Para la primera
parte, resulta que X0  lm(lm(fi−
∑k
j=1 rjbjilm(fi))lm(gi)) para todo 1 ≤ i ≤ s. Y para
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la segunda parte:
s∑
i=1
k∑
j=1
rjbjilm(fi)gi =
k∑
j=1
rj(
s∑
i=1
bjix
αigi)
=
k∑
j=1
rj(
s∑
i=1
bjix
γi+θgi)
Por hipótesis se tiene que
∑s
i=1 bjix
γi+θgi
G−→+ 0 y de acuerdo con el teorema 2.2.2,
existen q1, . . . , qt ∈ A tales que
∑s
i=1 bjix
γi+θgi =
∑t
i=1 qigi con lm(
∑s
i=1 bjix
γi+θgi) =
max{lm(lm(qi)lm(gi))}ti=1.
Teniendo en cuenta que bjixγi+θgi = bjiσγi+θ(lc(gi))cγi+θ,βixγi+θ+βi=α0 + . . . y que
(bj1, . . . , bjs) ∈ SF,θ, se tiene que X0  lm(
∑s
i=1 bjix
γi+θgi) luego X0  lm(lm(qi)lm(gi))
para todo 1 ≤ i ≤ t.
Entonces se encontró una presentación de f que contradice la escogencia inicial de los
polinomios f1, . . . , ft, es decir, la minimalidad de X0.
Con el teorema 2.3.2 se demostrará el siguiente resultado que se constituye en el sustento
teórico del algoritmo para calcular bases de Gröbner presentado más adelante.
Teorema 2.3.3. Sea A una extensión σ−PBW cuasi-conmutativa biyectiva. Sea M 	= 0
un submódulo de Am y sea G un subconjunto finito de generadores no nulos de M . Entonces
las siguientes condiciones son equivalentes:
i. G es una base de Gröbner para M .
ii. Para todo F := {g1, . . . , gs} ⊆ G, con XF 	= 0, y todo(b1, . . . , bs) ∈ BF , se tiene que
s∑
i=1
bix
γigi
G−→+ 0.
Demostración. i.⇒ ii.: Como f :=∑si=1 bixγigi G−→+ 0 ∈M , por el teorema 2.3.1, f G−→+
0.
ii.⇒ i.: Se realizan dos pasos, en el Paso 1 se desarrolla un resultado preliminar, para
luego abordar la prueba en el Paso 2:
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Paso 1: Sea θ ∈ Nn y F := {g1, . . . , gs} ⊆ G; se define una nueva estructura de
R-módulo sobre Rs como sigue:
(b1, . . . , bs) + (c1, . . . , cs) = (b1 + c1, . . . , bs + cs)
r ∗ (b1, . . . , bs) = σθ(r)(b1, . . . , bs) = (σθ(r)b1), . . . , σθ(r)bs)
Esta nueva estructura se denota (Rs)∗.
Sea (SF,θ)∗ := {(b1, . . . , bs) ∈ (Rs)∗ |
∑s
i=1 biσ
γi+θ(lc(gi))cγi+θ,βi = 0}, el cual es un
R-submódulo de (Rs)∗.
Se tiene que (Rs)∗ es finitamente generado, pues como A una extensión σ − PBW
biyectiva, σθ es sobre, por tanto
(b1, . . . , bs) = b1e1 + · · ·+ bses
= σθ(b1)′e1 + . . .+ σθ(bs)′es
= b′1e1 + . . .+ b
′
ses
También (SF,θ)∗ es finitamente generado, pues como R es un anillo noetheriano a
izquierda, y R(Rs)∗ es finitamente generado, entonces (Rs)∗ es un módulo noetheriano a
izquierda, por tanto (SF,θ)∗ es un submódulo de (Rs)∗ y es finitamente generado. Si θ = 0,
entonces la estructura de R-módulo de (Rs)∗ es la habitual, es decir (Rs)∗ = Rs y por
tanto S∗F = SF .
A continuación se mostrará que (SF,θ)∗ ∼= SF : La función definida por
α : (SF,θ)∗ → SF
b := (b1, . . . , bs) → b′ := (b′1, . . . , b′s)
donde b′i ∈ R es tal que bic−1θ,γi = σθ(b′i) con 1 ≤ i ≤ s (pues σθ es sobre), es un R-
isomorfismo:
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a) Primero se probará que b′ ∈ SF : Como b ∈ S∗F,θ,
∑s
i=1 biσ
γi+θ(lc(gi))cθ+γi,βi = 0, y
teniendo en cuenta que bi = σθ(b′i)cθ,γi se obtiene que
s∑
i=1
σθ(b′i)cθ,γiσ
γi+θ(lc(gi))cθ+γi,βi = 0,
como cθ,γiσγi+θ(lc(gi)) = σθ(σγi(lc(gi)))cθ,γi, entonces
s∑
i=1
σθ(b′i)σ
θ(σγi(lc(gi)))cθ,γicθ+γi,βi = 0.
También se tiene que cθ,γicθ+γi,βi = σ
θ(cγi,βi)cθ,γi+βi , luego
s∑
i=1
σθ(b′i)σ
θ(σγi(lc(gi)))σθ(cγi,βi)cθ,γi+βi = 0,
multiplicando la igualdad por c−1θ,XF = c
−1
θ,γi+βi
, se tiene que
s∑
i=1
σθ(b′i)σ
θ(σγi(lc(gi)))σθ(cγi,βi) = 0
y como σθ es inyectiva, entonces
s∑
i=1
b′iσ
γi(lc(gi))cγi,βi = 0,
es decir, b′ ∈ SF .
b) α es un homomorfismo: Sea b = (b1, . . . , bs) ∈ SF,θ)∗, c = (c1, . . . , cs) ∈ SF,θ)∗ donde
α(b) = (b′1, . . . , b
′
s) con bic
−1
θ,γi
= σθ(b′i) y α(c) = (c
′
1, . . . , c
′
s) con cic
−1
θ,γi
= σθ(c′i). Luego
(bi + ci)c−1θ,γi = σ
θ(b′i + c
′
i), por tanto
α(b + c) = α((b1 + c1, . . . , bs + cs))
= ((b′1 + c
′
1, . . . , b
′
s + c
′
s))
= α(b) + α(c)
Sea r ∈ R, b ∈ S∗F,θ, con b = (b1, . . . , bs), luego α(b) = (b′1, . . . , b′s) con bic−1θ,γi = σθ(b′i).
Entonces α(r ∗ b) = α((σθ(r)b1, . . . , σθ(r)bs)), como σθ(r)bic−1θ,γi = σθ(r)σθ(b′i) = σθ(rb′i),
CAPÍTULO 2. BASES DE GRÖBNER PARA MÓDULOS SOBRE EXTENSIONES σ − PBW 40
se tiene que
α(r ∗ b) = (rb′1, . . . , rb′s) = rα(b).
c) α es inyectiva: Sea b ∈ S∗F,θ, con b = (b1, . . . , bs). Si se supone que α(b) =
(b′1, . . . , b
′
s) = 0 con bic
−1
θ,γi
= σθ(b′i), entonces bic
−1
θ,γi
= σθ(0) = 0, por tanto bi = 0,
esto es b = 0.
d) α es sobreyectiva: Sea b′ = (b′1, . . . , b
′
s) ∈ SF entonces
s∑
i=1
b′iσ
γi(lc(gi))cγi,βi = 0
luego aplicando σθ, se tiene que
s∑
i=1
σθ(b′i)σ
θ(σγi(lc(gi)))σθ(cγi,βi) = 0
ahora, multiplicando por cθ,XF = cθ,γi+βi para cada 1 ≤ i ≤ s y aplicando las igualdades
1.1 y 1.2 se tiene que:
s∑
i=1
σθ(b′i)cθ,γiσ
θ+γi(lc(gi))cθ+γi,βi = 0.
y haciendo bi = σθ(b′i)cθ,γi se tiene que b = (b1, . . . , bs) ∈ S∗F,θ, luego α(b) = b′.
Ahora se mostrara que si BF,θ = {b1, . . . , bk} es un sistema de generadores de SF,θ
entonces BF,θ es también un sistema de generadores de S∗F,θ: Como se cumple que
b := (b1, . . . , bs) ∈ S∗F,θ si y sólo si b ∈ SF,θ
pues
∑s
i=1 biσ
θ+γi(lc(gi))cθ+γi,βi = 0, y σ
θ es sobre, entonces
b = r1b1 + . . .+ rkbk
= σθ(r′1)b1 + . . .+ σ
θ(r′k)bk
= (r′1) ∗ b1 + . . .+ (r′k) ∗ bk.
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Se probó que si A es una extensión σ−PBW biyectiva, θ ∈ Nn, F := {g1, . . . , gs} ⊆ G
y BF,θ es un sistema de generadores de SF,θ entonces α(BF,θ) es un sistema de generadores
de SF , pues S∗F,θ ∼= SF .
Paso 2: Ahora se prueba que ii. ⇒ i. para extensiones σ − PBW cuasi conmutativas
biyectivas. Para esto se prueba la condición ii) del teorema 2.3.2.
Sea F := {g1, . . . , gs} ⊆ G con XF 	= 0. Si b = (b1, . . . , bs) ∈ BF,θ entonces α(b) =
b′ = (b′1, . . . , b
′
s) ∈ BF , por hipótesis se tiene que
s∑
i=1
b′ix
γigi
G−→+ 0.
Como A es una extensión σ − PBW biyectiva, entonces los cα,β son invertibles para
cada α, β ∈ Nn, luego se puede aplicar el teorema 2.2.1, esto es, existe p ∈ Am con p = 0
o lm(xθf)  lm(p) tal que
xθ
s∑
i=1
b′ix
γigi + p
G−→+ 0
con f :=
∑s
i=1 b
′
ix
γigi, pero como A es una extensión σ − PBW cuasi-conmutativa, en-
tonces p = 0, luego
xθ
s∑
i=1
b′ix
γigi
G−→+ 0
s∑
i=1
xθb′ix
γigi
G−→+ 0
s∑
i=1
σθ(b′i)cθ,γix
θ+γigi
G−→+ 0
s∑
i=1
bix
θ+γigi
G−→+ 0.
Corolario 2.3.2. Sean A una extensión σ − PBW cuasi-conmutativa biyectiva y F :=
{f1, . . . , fs} un conjunto de vectores no nulos de Am. El algoritmo siguiente produce una
base de Gröbner para el submódulo M = 〈f1, . . . , fs〉, donde P(X) denota al conjunto de
los subconjuntos de un conjunto X :
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Algoritmo de Bases de Gröbner para módulos sobre
extensiones σ − PBW cuasi-conmutativas biyectivas
ENTRADA: F = {f1, . . . , fs} ⊆ Am con fi 	= 0, 1 ≤ i ≤ s.
SALIDA: G = {g1, . . . , gt} una base de Gröbner para 〈F 〉.
INICIO: G := ∅, G′ := F .
MIENTRAS G′ 	= G HACER
D := P(G′)−P(G)
G := G′
PARA cada S := {gi1, . . . , gik} ∈ D tal que XS 	= 0
HACER
Calcular BS
PARA cada b := (b1, . . . , bk) ∈ BS HACER
Reducir
∑k
j=1 bjx
γjgij
G′−→+ r con r reducido
con respecto a G′ y γj + exp(lm(gij)) = exp(XS).
SI r 	= 0 ENTONCES
G′ := G′ ∪ {r}
Es de resaltar que el algoritmo se detiene pues del proceso se tiene que F ⊆ G′ ⊆
G′′ ⊆ . . . , luego 〈F 〉 ⊆ 〈G′〉 ⊆ . . . y como Am es un módulo noetheriano, esta cadena de
submódulos se detiene.
Como R es noetheriano a izquierda, por el teorema 1.2.3, A es noetheriano a izquierda y
como el A-módulo Am es finitamente generado, se tiene que Am es noetheriano y por tanto
cada submódulo de Am es finitamente generado. De este hecho y del algoritmo presentado
anteriormente, se infiere el siguiente resultado:
Corolario 2.3.3. Sea A es una extensión σ−PBW cuasi-conmutativa biyectiva, entonces
cada submódulo de Am tiene una base de Gröbner.
Unos ejemplos de aplicación del algoritmo presentado en el corolario 2.3.2 son los si-
guientes:
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Ejemplo 2.3.1. En el análogo multiplicativo del álgebra de Weyl
O3(λ21, λ31, λ32) = O3
(
2,
1
2
, 3
)
= σ(Q[x1])〈x2, x3〉 = A
teniendo en cuenta que satisface las siguientes relaciones
x2x1 = λ21x1x2 = 2x1x2 luego σ2(x1) = 2x1 y δ2(x1) = 0
x3x1 = λ31x1x3 =
1
2
x1x3 luego σ3(x1) =
1
2
x1 y δ3(x1) = 0
x3x2 = λ32x2x3 = 3x2x3 luego c2,3 = 3.
y para r ∈ Q,
x2r = rx2 luego σ2(r) = r
x3r = rx3 luego σ3(r) = r,
se considerará en Mon(A) el orden deglex, por tanto x2 > x3 y en Mon(A2) el orden
TOPREV, luego e1  e2.
Sean f1 = x21x22e1+x2x3e2 con lm(f1) = x22e1 y f2 = 2x1x2x3e1+x2e2 con lm(f2) =
x2x3e1. Se construirá una base de Gröbner para el módulo M := 〈f1, f2〉:
Paso 1: Se inicia con G := ∅, G′ := {f1, f2}. Como G′ 	= G, se hace
D := P(G′) − P(G), es decir D := {S1, S2, S1,2}, donde S1 := {f1}, S2 := {f2}, S1,2 :=
{f1, f2}.
Ahora se hace G = G′, y para cada S ∈ D, tal que XS 	= 0, se halla BS:
 Para S1 se halla BS1 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1]
donde β1 = exp(lm(f1)) = (2, 0); XS1 = m.c.m.{lm(f1)} = lm(f1) = x22e1; exp(XS1) =
(2, 0); γ1 = exp(XS1)− β1 = (0, 0); xγ1xβ1 = x22, luego cγ1,β1 = 1. Entonces
σγ1(lc(f1))cγ1,β1 = σ
γ1(x21)1 = σ
0
2σ
0
3(x
2
1) = x
2
1.
Luego SyzQ[x1][x
2
1] = {0} y BS1 = {0}. Por tanto no se adiciona un nuevo vector a G′.
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 Para S2, BS2 = {0}, luego tampoco se adiciona un nuevo vector a G′.
 Para S1,2 se halla BS1,2 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1 σ
γ2(lc(f2))cγ2,β2]
donde β1 = exp(lm(f1)) = (2, 0) y β2 = exp(lm(f2)) = (1, 1); XS1,2 =
m.c.m.{lm(f1), lm(f2)} = m.c.m.(x22e1, x2x3e1) = x22x3e1; exp(XS1,2) = (2, 1); γ1 =
exp(XS1,2 ) − β1 = (0, 1) y γ2 = exp(XS1,2) − β2 = (1, 0); xγ1xβ1 = x3x22 = 3x2x3x2 =
9x22x3, luego cγ1,β1 = 9, también tenemos xγ2xβ2 = x22x3, luego cγ2,β2 = 1. Entonces
σγ1(lc(f1))cγ1,β1 = σ
γ1(x21)9 = σ
0
2σ3(x
2
1)9
= σ02(σ3(x1)σ3(x1))9
= σ02(
1
4
x21)9 =
9
4
x21
σγ2(lc(f2))cγ2,β2 = σ
γ2(2x1)1 = σ2σ03(2x1)
= σ2(2x1) = 4x1
Por tanto SyzQ[x1][
9
4x
2
1 4x1] = {(b1, b2) ∈ Q[x1]2 | b1( 94x21) + b2(4x1) = 0} y BS1,2 =
{(4,−94x1)}. Ahora para (4,−94x1) ∈ BS1,2 se hace:
4xγ1f1 − 94x1x
γ2f2 = 4x3(x21x
2
2e1 + x2x3e2)−
9
4
x1x2(2x1x2x3e1 + x2e2)
= 4x3x21x
2
2e1 + 4x3x2x3e2 −
9
4
x1x22x1x2x3e1 − 94x1x
2
2e2
= 9x21x
2
2x3e1 + 12x2x
2
3e2 − 9x21x22x3e1 −
9
4
x1x
2
2e2
= 12x2x23e2 −
9
4
x1x
2
2e2 := f3
con lm(f3) = x2x23e2. Se observa que f3 no es reducible con respecto a G
′, es decir, f3 es
reducido, entonces se hace G′ = G′ ∪ {f3}, es decir, G′ = {f1, f2, f3}.
Paso 2: Como G = {f1, f2} 	= G′ = {f1, f2, f3}, se hace
D := P(G′) − P(G), es decir D := {S3, S1,3, S2,3, S1,2,3}, donde S1 := {f1}, S1,3 :=
{f1, f3}, S2,3 := {f2, f3}, S1,2,3 := {f1, f2, f3}.
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Ahora se hace G = G′, y para cada S ∈ D, tal que XS 	= 0, se halla BS : Como
XS1,3 = XS2,3 = XS1,2,3 = 0, entonces sólo se trabaja con S3.
 Para S3 se halla BS3 , un sistema de generadores de
SyzQ[x1][σ
γ3(lc(f3))cγ3,β3],
con β3 = exp(lm(f3)) = (1, 2); XS3 = m.c.m.{lm(f3)} = lm(f3) = x2x23e2; exp(XS3) =
(1, 2); γ3 = exp(XS3)− β3 = (0, 0); xγ3xβ3 = x2x23, luego cγ3,β3 = 1. Entonces
σγ3(lc(f3))cγ3,β3 = σ
γ3(12)1 = σ02σ
0
3(12) = 12
Luego SyzQ[x1][12] = {0} y BS3 = {0}. Por tanto no se adiciona un nuevo vector a G′.
Entonces G = {f1, f2, f3} es una base de Gröbner para M .
Ejemplo 2.3.2. En el análogo multiplicativo del álgebra de Weyl
O3(λ21, λ31, λ32) = O3
(
2,
1
2
, 3
)
= σ(Q[x1])〈x2, x3〉 = A
teniendo en cuenta las mismas relaciones mencionadas anteriormente, se considerará en
Mon(A) el orden deglex, por tanto x2 > x3 y en Mon(A2) el orden TOPREV, luego
e1  e2.
Sean f1 = (2x1+1)x22e1+x2x3e2 con lm(f1) = x22e1 y f2 = (4x21+x1)x32e1+x1x22x3e2
con lm(f2) = x32e1. Se construirá una base de Gröbner para el módulo M := 〈f1, f2〉:
Paso 1: Se inicia con G := ∅, G′ := {f1, f2}. Como G′ 	= G, se hace
D := P(G′) − P(G), es decir D := {S1, S2, S1,2}, donde S1 := {f1}, S2 := {f2}, S1,2 :=
{f1, f2}.
Ahora se hace G = G′, y para cada S ∈ D, tal que XS 	= 0, se halla BS:
 Para S1 se halla BS1 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1]
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donde β1 = exp(lm(f1)) = (2, 0); XS1 = m.c.m.{lm(f1)} = lm(f1) = x22e1; exp(XS1) =
(2, 0); γ1 = exp(XS1)− β1 = (0, 0); xγ1xβ1 = x22, luego cγ1,β1 = 1. Entonces
σγ1(lc(f1))cγ1,β1 = σ
γ1(2x1 + 1)1 = σ02σ
0
3(2x1 + 1) = 2x1 + 1.
Luego SyzQ[x1][2x1 + 1] = {0} y BS1 = {0}. Por tanto no se adiciona un nuevo vector
a G′.
 Para S2, BS2 = {0}, entonces tampoco se adiciona un nuevo vector a G′.
 Para S1,2 hallamos BS1,2 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1 σ
γ2(lc(f2))cγ2,β2]
donde β1 = exp(lm(f1)) = (2, 0) y β2 = exp(lm(f2)) = (3, 0); además,
XS1,2 = m.c.m.{lm(f1), lm(f2)} = m.c.m.(x22e1, x32e1) = x32e1,
por tanto, exp(XS1,2) = (3, 0); γ1 = exp(XS1,2)− β1 = (1, 0) y γ2 = exp(XS1,2 )− β2 =
(0, 0); xγ1xβ1 = x2x22 = x
3
2, luego cγ1,β1 = 1, también se tiene x
γ2xβ2 = x32, luego cγ2,β2 = 1.
Entonces
σγ1(lc(f1))cγ1,β1 = σ
γ1(2x1 + 1)1 = σ2σ03(2x1 + 1)
= σ2(2x1 + 1) = 2σ2(x1) + 1 = 4x1 + 1
σγ2(lc(f2))cγ2,β2 = σ
γ2(4x21 + x1)1 = σ
0
2σ
0
3(4x
2
1 + x1) = 4x
2
1 + x1
Por tanto SyzQ[x1][4x1+1 4x
2
1+x1] = {(b1, b2) ∈ Q[x1]2 | b1(4x1+1)+b2(4x21+x1) = 0}
y BS1,2 = {(x1,−1)}. Ahora para (x1,−1) ∈ BS1,2 se hace:
x1x
γ1f1 − 1xγ2f2 = x1x2((2x1 + 1)x22e1 + x2x3e2)− ((4x21 + x1)x32e1 + x1x22x3e2)
= x1x2(2x1x22e1 + x
2
2e1 + x2x3e2)− (4x21x32e1 + x1x32e1 + x1x22x3e2)
= 4x21x
3
2e1 + x1x
3
2e1 + x1x
2
2x3e2 − 4x21x32e1 − x1x32e1 − x1x22x3e2
= 0
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Por tanto no se adiciona un nuevo vector a G′. Entonces G = {f1, f2} es una base de
Gröbner para M .
CAPÍTULO 3
Algunas aplicaciones de las bases de Gröbner para
módulos sobre extensiones σ − PBW
En este capítulo se presentarán algunas aplicaciones básicas de las bases de Gröbner en
teoría de módulos, como el cálculo de sicigias, la presentación de un A-módulo, el núcleo
y la imagen de un homomorfismo, recordando que A = σ(R)〈x1, . . . , xn〉 es una extensión
σ − PBW del anillo R, con R un anillo GSI .
3.1. Sicigia de un módulo
En esta sección se presentará un método matricial para el cálculo de las sicigias de un
submódulo M = 〈f1, . . . , fs〉 del A-módulo libre izquierdo Am, usando bases de Gröbner,
donde A = σ(R)〈x1, . . . , xn〉 es una extensión σ − PBW cuasiconmutativa biyectiva, con
R un anillo GSI .
Dados dos A-módulos libres izquierdos As y Am donde A una extensión σ − PBW
cualquiera, con bases canónicas {e1, . . . , es} y {e˜1, . . . , e˜m} respectivamente; todo homo-
morfismo f entre ellos está determinado por la asignación realizada a sus generadores, esto
es
f : As → Am
está definido por f(ej) = fj con 1 ≤ j ≤ s, donde fj = f1je˜1 + · · · + fmj e˜m ∈ Am,
con fij ∈ A, 1 ≤ i ≤ m. La linealidad de las bases de As y Am, implica que dado
48
CAPÍTULO 3. ALGUNAS APLICACIONES DE LAS BASES DE GRÖBNER 49
a := (a1, . . . , as)T ∈ As, f(a) = f(
∑s
j=1 ajej) =
∑s
j=1 ajfj =
∑m
i=1
(∑s
j=1 ajfij
)
e˜i. Por
tanto, f puede ser representado por una matriz, es decir, la matriz de representación del
homomorfismo f en las bases canónicas de As y Am es
F :=
[
f1 · · · fs
]
=
⎡
⎢⎢⎢⎣
f11 · · · f1s
...
...
fm1 · · · fms
⎤
⎥⎥⎥⎦ ∈Mm×s(A).
Es de notar que a diferencia de lo que sucede en el caso conmutativo, si
a := (a1, . . . , as)T ∈ As, entonces f(a) = (aTFT )T , pues:
f(a) = f(a1e1 + · · ·+ ases)
= a1f(e1) + · · ·+ asf(es)
= a1
⎡
⎢⎢⎢⎣
f11
...
fm1
⎤
⎥⎥⎥⎦+ · · ·+ as
⎡
⎢⎢⎢⎣
f1s
...
fms
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
a1f11 + · · ·+ asf1s
...
a1fm1 + · · ·+ asfms
⎤
⎥⎥⎥⎦
=
⎛
⎜⎜⎜⎝
[
a1 · · · as
]
⎡
⎢⎢⎢⎣
f11 · · · fm1
...
...
f1s · · · fms
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
T
= (aTFT )T .
También se tiene que Im(f) es el módulo columna de F , esto es, el A-módulo izquierdo
generado por las columnas de F :
Im(f) = 〈f(e1), . . . , f(es)〉 = 〈f1, . . . , fs〉 = 〈F 〉.
Definición 3.1.1. Syz({f1, . . . , fs}) es un submódulo de As que consiste de los vectores
a := (a1, . . . , as)T tales que
a1f1 + · · ·+ asfs = 0.
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De acuerdo con la definición anterior, se tiene que Syz({f1, . . . , fs}) = ker(f), sin
embargo, Syz({f1, . . . , fs}) 	= ker(F ), puesto que
a ∈ Syz({f1, . . . , fs}) ⇔ f(a) = 0 ⇔ (aTFT )T = 0 ⇔ aTFT = 0.
Definición 3.1.2. El módulo de sicigias de M y F es
Syz(M) := Syz(F ) := Syz({f1, . . . , fs}).
Si Syz(F ) es generado por r vectores z1, . . . , zr, esto es Syz(F ) = 〈z1, . . . , zr〉, tales
generadores se pueden disponer en una matriz, como se muestra a continuación
Syz(F ) := Z(F ) :=
[
z1 · · · zr
]
=
⎡
⎢⎢⎢⎣
z11 · · · z1r
...
...
zs1 · · · zsr
⎤
⎥⎥⎥⎦ ∈Ms×r(A).
Por tal razón en algunas ocasiones se hará referencia a Syz(F ) como una matriz.
También se tiene que como zi ∈ Syz(F ), entonces ziTFT = 0, por tanto Z(F )TFT = 0.
Para calcular Syz(F ) se determinará en forma explícita el módulo sicigia de la matriz
cuyas columnas son los vectores que conforman una base de Gröbner para M , y a su vez,
estas sicigias pueden ser obtenidas utilizando el cálculo del módulo sicigia de la matriz cuyas
columnas son los términos principales de los vectores que conforman dicha base de Gröbner;
como el propósito es determinar efectivamente Syz(F ), y el algoritmo desarrollado en el
capítulo anterior para encontrar bases de Gröbner de un submódulo de Am es sólo para
extensiones σ − PBW cuasi-conmutativas biyectivas, en esta sección también se requiere
esta condición, sin embargo se presentarán de manera más general algunos teoremas que
en su formulación no requieren de esas dos condiciones.
Atendiendo a este plan, se iniciará definiendo sicigias homogéneas, pues esta noción
juega un papel importante en la búsqueda de un conjunto de generadores para el mó-
dulo sicigia de la matriz cuyas columnas son los términos principales de los vectores
que conforman una base de Gröbner para M . Por tanto, sea L =
[
c1X1 · · · ctXt
]
∈Mm×t(A), donde X1 = X1ei1 , . . . ,Xt = Xteit son monomios de Am, c1, . . . , ct ∈ R−{0}
y 1 ≤ i1, . . . , it ≤ m.
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Definición 3.1.3. Una sicigia h = (h1, . . . , ht)T ∈ Syz(L) es homogénea de grado X =
Xei, donde X ∈Mon(A) y 1 ≤ i ≤ m, si
i) hj es un término para cada 1 ≤ j ≤ t.
ii) Para cada 1 ≤ j ≤ t, hj = 0 ó si hj 	= 0 entonces lm(lm(hj)Xj) = X.
Teorema 3.1.1. Sean A una extension σ − PBW cuasi-conmutativa y la matriz
L =
[
c1X1 · · · ctXt
]
∈Mm×t(A). Entonces Syz(L) tiene un conjunto finito de sicigias
homogéneas que lo generan.
Demostración: Como At es un módulo noetheriano, entonces Syz(L) es un submódulo
finitamente generado de At, por tanto es suficiente probar que cada uno de sus generadores
es una suma finita de sicigias homogéneas de Syz(L). Si h = (h1, . . . , ht)T es un generador
de Syz(L), se tiene que h1c1X1ei1 + · · · + htctXteit = 0, luego se pueden agrupar los
sumandos de acuerdo con los vectores canónicos iguales, por ejemplo, si i1 = i2, resulta
que (h1c1X1+h2c2X2)ei1 = 0, luego el problema se reduce a escribir (h1, h2)T como suma
de sicigias homogéneas de Syz(c1X1, c2X2); esto mismo se realiza para las otras entradas
ij, 1 ≤ j ≤ t que sean iguales.
Teniendo este problema resuelto, se puede escribir h como suma de las sicigias encon-
tradas para cada entrada que resulta de agrupar según los vectores canónicos iguales;
colocando entradas nulas en las posiciones diferentes al vector canónico de su grupo.
Por tanto, sin pérdida de generalidad, podemos asumir que todos los vectores canóni-
cos son iguales, esto es (h1c1X1 + · · · + htctXt)ei1 = 0, entonces se mostrará que si
f = (f1, . . . , ft)T ∈ Syz(L), f puede expresarse como una suma finita de sicigias ho-
mogéneas de Syz(L). De acuerdo con los supuestos enunciados
f1c1X1 + · · ·+ ftctXt = 0.
Cada fj con 1 ≤ j ≤ t se puede expresar como una suma de u términos, adicionando
sumandos ceros si es necesario:
fj = a1jY1 + · · ·+ aujYu
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donde alj ∈ R y Y1  Y2  . . .  Yu ∈ Mon(A) son los diferentes monomios que se
encuentran en f1, . . . , ft con 1 ≤ j ≤ t, 1 ≤ l ≤ u. Entonces,
(a11Y1 + · · ·+ au1Yu)c1X1 + · · ·+ (a1tY1 + · · ·+ autYu)ctXt = 0. (3.1)
Como A es una extensión σ −PBW cuasi-conmutativa, el producto de términos es un
término, por tanto en la igualdad (3.1), de los tu términos que resultan, se va a suponer
que hay d diferentes, los cuales son Z1, . . . , Zd, luego
k1Z1 + · · ·+ kdZd = 0,
con ki ∈ R, lo que implica que ki = 0 para todo 1 ≤ i ≤ d.
En (3.1) podemos asumir que en cada sumando existe bljYlj tal que lm(YljXj) = Zl
con 1 ≤ l ≤ d y 1 ≤ j ≤ t, asumiendo que este término es cero si es necesario, luego
bl1Yl1c1X1 + · · ·+ bltYltctXt = klZl = 0
lo que nos indica que (bl1Yl1, . . . , bltYlt)T es una sicigia homogénea de Syz(L) de grado Zl,
entonces
(b11Y11c1X1 + · · ·+ b1tY1tctXt) + · · ·+ (bd1Yd1c1X1 + · · ·+ bdtYdtctXt) = 0
esto es,
(b11Y11 + · · ·+ bd1Yd1)c1X1 + · · ·+ (b1tY1t + · · ·+ bdtYdt)ctXt = 0
como f1c1X1 + · · ·+ ftctXt = 0, para 1 ≤ i ≤ t se tiene que
fici = (b1iY1i + · · ·+ bdiYdi)ci
y teniendo en cuenta que los Yl con 1 ≤ l ≤ u son difrentes y están ordenados,
fi = b1iY1i + · · ·+ bdiYdi
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es decir, f es una suma finita de sicigias homogéneas de Syz(L):
f = (f1, . . . , ft)T
= (b11Y11 + · · ·+ bd1Yd1, . . . , b1tY1t + · · ·+ bdtYdt)T
= (b11Y11, . . . , b1tY1t)T + · · ·+ (bd1Yd1, . . . , bdtYdt)T .
Definición 3.1.4. Sean X1 . . .Xt ∈ Mon(Am), J ⊆ {1, . . . , t} y XJ = mcm{Xj | j ∈
J}. Se dice que J es saturado con respecto a {X1 . . .Xt} si para todo j ∈ {1, . . . , t} se
cumple que
Si Xj | XJ entonces j ∈ J.
La saturación J’ de J consiste de todos los j ∈ {1, . . . , t} tales que Xj | XJ .
Teorema 3.1.2. Sean A una extension σ − PBW cuasi-conmutativa biyectiva y
L =
[
c1X1 · · · ctXt
]
∈ Mm×t(A). Entonces un conjunto de generadores homogéneos
para Syz(L) es
W = {sJv | J ⊆ {1, . . . , t} es saturado con respecto a {X1, . . . ,Xt}, 1 ≤ v ≤ rJ}
donde
sJv =
∑
j∈J
bJvjx
γjej
con XJ = lm(xγjXj) para todo j ∈ J, si Xj = xβjeij , se tiene que XJ = lm(xγjxβjeij )
y BJ = {bJ1 , . . . , bJrj} con bJv = (bJvj)j∈J , 1 ≤ v ≤ rJ , es un sistema de generadores de
SyzR[σγj(cj)cγj ,βj | j ∈ J].
Demostración: Cada vector sJv es una sicigia homogénea de Syz(L) de grado XJ , pues
cada entrada de sJv es un término; para cada entrada no nula de s
J
v , esto es para las j ∈ J ,
se tiene que lm(xγjXj) = XJ y
((sJv )
TLT )T =
∑
j∈J
bJvjx
γjcjXj
=
∑
j∈J
bJvjσ
γj(cj)xγjXj
=
∑
j∈J
bJvjσ
γj(cj)cγj ,βjx
γj+βjeij .
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puesto que A es una extensión σ−PBW cuasi-conmutativa, además como los ij tales que
j ∈ J son iguales entre si, pues XJ = lm(xγjxβjeij ), se tiene que
((sJv)
TLT )T =
∑
j∈J
bJvjσ
γj(cj)cγj ,βjXJ
luego, ((sJv)
TLT )T = 0, pues bJv = (b
J
vj)j∈J ∈ SyzR[σγj(cj)cγj ,βj | j ∈ J]. Por tanto se
puede concluir que 〈W 〉 ⊆ Syz(L).
Por otro lado, sea h ∈ Syz(L), como por el teorema 3.1.1 Syz(L) es generada por un
conjunto de sicigias homogéneas, se puede asumir que h es una sicigia homogénea de algún
grado Y = Y ei, con Y = xα. La idea ahora es presentar h como una combinación lineal
de sicigias de tipo sJv , esto es, mostrar que Syz(L) ⊆ 〈W 〉:
Sean h = (d1Y1, . . . , dtYt)T con dk ∈ R y Yk ∈Mon(A) tal que Yk = xαk para 1 ≤ k ≤ t
y J = {j ∈ {1, . . . , t} | dj 	= 0} con J ′ su saturación con respecto a {X1, . . . ,Xt}. Como
h ∈ Syz(L) y es homogénea de grado Y , se cumple que para todo j ∈ J , lm(YjXj) = Y
y
0 =
∑
j∈J
djYjcjXj =
∑
j∈J
djσ
αj(cj)YjXj
=
∑
j∈J
djσ
αj(cj)cαj,βjY .
También se tiene que como lm(YjXj) = Y implica que Xj | Y para todo j ∈ J ,
entonces XJ | Y , por tanto existe θ tal que lm(xθXJ) = Y = xα, es decir, θ+exp(XJ ) = α
donde exp(XJ) = γj + βj para j ∈ J ; por otro lado, αj + βj = α para j ∈ J , pues
lm(YjXj) = Y , por tanto αj = θ + γj.
De acuerdo con lo anterior, se tiene que
0 =
∑
j∈J
djσ
αj(cj)cαj,βjY
=
∑
j∈J
djσ
θ+γj (cj)cθ+γj ,βjY
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entonces, teniendo en cuenta las igualdades (1.1) y (1.2),
0 =
∑
j∈J
djσ
θ+γj (cj)cθ+γj ,βj
=
∑
j∈J
djc
−1
θ,γj
cθ,γjσ
θ+γj (cj)cθ+γj ,βj
=
∑
j∈J
djc
−1
θ,γj
σθ(σγj(cj))cθ,γjcθ+γj ,βj
=
∑
j∈J
djc
−1
θ,γj
σθ(σγj(cj))σθ(cγj,βj)cθ,γj+βj
la igualdad se multiplica por c−1
θ,exp(XJ )
= c−1θ,γj+βj para j ∈ J , por tanto
0 =
∑
j∈J
djc
−1
θ,γj
σθ(σγj(cj)cγj ,βj)
como σθ es sobre ya que A es una extensión σ−PBW biyectiva, existe d′j tal que σθ(d′j) =
djc
−1
θ,γj
, luego
0 =
∑
j∈J
σθ(d′j)σ
θ(σγj(cj)cγj ,βj)
y finalmente se obtiene que
0 =
∑
j∈J
d′jσ
γj(cj)cγj,βj
pues σθ es inyectiva.
De igualdad anterior se desprende que (d′j | j ∈ J ′) es una sicigia de SyzR[σγj(cj)cγj ,βj |
j ∈ J ′], debido a que J ⊆ J ′ y si j ∈ J ′ − J entonces dj = 0 y en consecuencia d′j = 0; por
tanto
(d′j | j ∈ J ′) =
r′J∑
v=1
avb
J ′
vj.
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Como X ′J = XJ entonces X
′
J divide a Y , luego
h =
t∑
j=1
djYjej =
∑
j∈J ′
djc
−1
θ,γj
xθxγjej =
∑
j∈J ′
σθ(d′j)x
θxγjej
=
∑
j∈J ′
xθd′jx
γjej =
∑
j∈J ′
xθ
( rJ′∑
v=1
avb
J ′
vj
)
xγjej =
∑
j∈J ′
rJ′∑
v=1
xθavb
J ′
vjx
γjej
=
rJ′∑
v=1
xθav
∑
j∈J ′
bJ
′
vjx
γjej =
rJ′∑
v=1
σθ(av)xθsJ
′
v .
Sea A una extensión σ − PBW cuasi-conmutativa biyectiva y sea G := {g1, · · · , gt}
una base de Gröbner para el submódulo M = 〈f1, . . . , fs〉 de Am, que puede ser vista
como una matriz, esto es,
G :=
[
g1 · · · gt
]
=
⎡
⎢⎢⎢⎣
g11 · · · g1t
...
...
gm1 · · · gmt
⎤
⎥⎥⎥⎦ ∈Mm×t(A).
Sea Syz(G) generada por z′1, · · · , z
′
l, entonces esta puede ser escrita como
Syz(G) := Z(G) :=
[
z
′
1 · · · z
′
l
]
=
⎡
⎢⎢⎢⎣
z
′
11 · · · z
′
1l
...
...
z
′
t1 · · · z
′
tl
⎤
⎥⎥⎥⎦ ∈Mt×l(A)
y
Z(G)TGT = 0. (3.2)
Ahora a partir de G, definimos la matriz LG como se muestra a continuación,
LG :=
[
lt(g1) · · · lt(gt)
]
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Sea Syz(L) generada por z′′1 , · · · , z
′′
l , entonces esta puede ser escrita como
Syz(LG) := Z(LG) :=
[
z
′′
1 · · · z
′′
l
]
=
⎡
⎢⎢⎢⎣
z
′′
11 · · · z
′′
1l
...
...
z
′′
t1 · · · z
′′
tl
⎤
⎥⎥⎥⎦ ∈Mt×l(A).
Para calcular Syz(G) a partir de Syz(LG), primero se aplica el algoritmo de división
y el corolario 2.3.1 a las columnas de Syz(LG), para obtener polinomios p1v, . . . , ptv ∈ A
para cada 1 ≤ v ≤ l, tales que
z
′′
1vg1 + · · ·+ z
′′
tvgt = p1vg1 + · · ·+ ptvgt
es decir,
Z(LG)TGT = PTGT , (3.3)
donde
P :=
⎡
⎢⎢⎢⎣
p11 · · · p1l
...
...
pt1 · · · ptl
⎤
⎥⎥⎥⎦ ∈Mt×l(A).
Con esta notación, se tiene el siguiente resultado.
Teorema 3.1.3. Sean A una extension σ−PBW cuasi-conmutativa biyectiva. El módulo
columna de Z(G) coincide con el módulo columna de Z(LG) − P , es decir, en notación
matricial,
Z(G) = Z(LG)− P,
donde las columnas de la matriz Z(LG) son sicigias homogéneas.
Demostración: De (3.3), se tiene que (Z(LG) − P )TGT = 0, entonces cada columna de
la matriz Z(LG) − P esta en Syz(G), es decir, cada columna de Z(LG) − P es una
A-combinación lineal de las columnas de Z(G).
Para probar que el módulo columna de Z(G) está contenido en el módulo columna de
Z(LG)−P , se supone que esto no ocurre, por tanto, existe una columna z′ = (z′1, . . . , z′t)T ∈
Z(G) que no es una A-combinación lineal de las columnas de Z(LG) − P . De todas las
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columnas de Z(G) que cumplen la condición señalada, se escoge una tal que
X := ma´x{lm(lm(z′j)lm(gj))}tj=1
sea mínimo, con X = Xei para algún i ∈ {1, . . . , m}. Sea
J := {j ∈ {1, . . . , t} | lm(lm(z′j)lm(gj)) = X}.
Como z′ ∈ Syz(G) y A es una extensión σ − PBW cuasi-conmutativa, entonces
∑
j∈J
lt(z′j)lt(gj) = 0. (3.4)
Sea h :=
∑
j∈J lt(z
′
j)e˜j donde {e˜1, . . . , e˜t} es la base canónica de At, luego debido a la
igualdad (3.4) y a la condición requerida para z′, se tiene que h ∈ Syz(lt(g1), . . . , lt(gt))
es una sicigia homogénea de grado X. Como {z′′1 , . . . , z′′l } es un conjunto de generadores
de sicigias homogéneas para Syz(lt(g1), . . . , lt(gt)) con z′′v = (z
′′
1v, . . . , z
′′
tv)
T de grado Zv =
Zveiv donde los z′′kv son términos, esto para 1 ≤ v ≤ l y 1 ≤ k ≤ t.
De acuerdo con esto, existen av ∈ A con 1 ≤ v ≤ l, tales que
h = a1z′′1 + · · ·+ alz′′l
= a1
⎡
⎢⎢⎢⎣
z′′11
...
z′′t1
⎤
⎥⎥⎥⎦+ · · ·+ al
⎡
⎢⎢⎢⎣
z′′1l
...
z′′tl
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
a1z
′′
11 + · · ·+ alz′′1l
...
a1z
′′
t1 + · · ·+ alz′′tl
⎤
⎥⎥⎥⎦
Tales av ∈ A con 1 ≤ v ≤ l se pueden expresar como una suma ordenada de s términos,
adicionando sumandos nulos si es necesario, así
av := c1vX1v + · · ·+ csvXsv
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con X1v  · · ·  Xsv . Ahora al observar la primera entrada de h, se tiene que
a1z
′′
11 + · · ·+ alz′′1l = (c11X11 + · · ·+ cs1Xs1)z′′11 + · · ·+ (c1lX1l + · · ·+ cslXsl)z′′1l
donde
lm(X11lm(z′′11))  · · ·  lm(Xs1lm(z′′11))
...
lm(X1llm(z′′1l))  · · ·  lm(Xsllm(z′′1l))
Como h es una sicigia homogénea, cada una de sus entradas es un término, en particular
la primera entrada, luego por ser A una extensión σ − PBW cuasi-conmutativa y por las
desigualdades anteriores, se concluye que cada av con 1 ≤ v ≤ l es un término.
Para cada j ∈ J se tiene que
lt(z′j) = a1z
′′
j1 + · · ·+ alz′′jl (3.5)
y para j /∈ J ,
a1z
′′
j1 + · · ·+ alz′′jl = 0.
Además para cada j ∈ J se cumple que lm(lm(a1z′′j1 + · · · + alz′′jl)lm(gj)) =
lm(lm(z′j)lm(gj)) = X y de acuerdo con (3.5) existe algún v tal que lm(avz
′′
jv) = lm(z
′
j),
entonces para j y este v se tiene
lm(lm(av)lm(z′′jv)lm(gj)) = X = Xei.
Por otro lado, sea j ′ ∈ {1, . . . , t} con j ′ 	= j, como z′′v es una sicigia homogénea
de grado Zv = Zveiv , entonces si z′′j′v 	= 0, se tiene que lm(lm(z′′j′v)lm(gj)) = Zv =
lm(lm(z′′jv)lm(gj)), luego se puede concluir que iv = i y
lm(lm(av)lm(z′′jv)lm(gj)) = X (3.6)
para todo v y todo j tal que av 	= 0 y z′′jv 	= 0.
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Ahora se define z˜ := (z˜1, . . . , z˜t)T donde z˜j = z′j si j /∈ J y z˜j = z′j − lt(z′j) si j ∈ J .
De acuerdo con las definiciones de h y z˜ se tiene que z′ = h+ z˜, que también puede verse
como
z′ =
l∑
v=1
avz
′′
v + z˜
=
l∑
v=1
av(sv + pv) + z˜
con sv = z′′v − pv. También se define
r =
l∑
v=1
avpv + z˜
luego r = z′−∑lv=1 avsv es una A-combinación lineal de las columnas de Z(G)−(Z(LG)−
P ).
La idea ahora es mostrar que ma´x{lm(lm(rj)lm(gj))}tj=1 ≺ X y así llegar a una
contradicción con la escogencia de z′. Para cada 1 ≤ j ≤ t se tiene
rj = a1pj1 + · · ·+ alpjl + z˜j
por tanto
lm(lm(rj)lm(gj)) = lm(lm(a1pj1 + · · ·+ alpjl + z˜j)lm(gj))
 lm(ma´x{lm(a1pj1 + · · ·+ alpjl), lm(z˜j)}lm(gj))
 lm(ma´x{ma´x
1≤v≤l
{lm(lm(av)lm(pjv))}, lm(z˜j)}lm(gj))
Por la definición de z˜, se tiene que si j /∈ J , entonces lm(lm(z˜j)lm(gj)) =
lm(lm(z′j)lm(gj)) ≺ X y para todo j ∈ J , lm(lm(z˜j)lm(gj)) = lm(lm(z′j− lt(z′j))lm(gj))
≺ X , por tanto, para cada 1 ≤ j ≤ t, se cumple que lm(lm(z˜j)lm(gj)) ≺ X .
Por otro lado,
t∑
j=1
z′′jvgj =
t∑
j=1
pjvgj
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con
lm
⎛
⎝ t∑
j=1
z′′jvgj
⎞
⎠ = ma´x
1≤j≤t
{lm(lm(pjv)lm(gj))}.
Pero se tiene que z′′v ∈ Syz(LG), luego
t∑
j=1
z′′jvlt(gj) = 0
para cada 1 ≤ v ≤ l, entonces
lm
⎛
⎝ t∑
j=1
z′′jvgj
⎞
⎠ ≺ ma´x
1≤j≤t
{lm(lm(z′′jv)lm(gj))},
por tanto
ma´x
1≤j≤t
{lm(lm(pjv)lm(gj))} ≺ ma´x
1≤j≤t
{lm(lm(z′′jv)lm(gj))}
para cada 1 ≤ v ≤ l.
Debido a la desigualdad anterior y a la igualdad (3.6), se obtiene que
ma´x
1≤j≤t
1≤v≤l
{lm(lm(av)lm(pjv)lm(gj))} ≺ ma´x
1≤j≤t
1≤v≤l
{lm(lm(av)lm(z′′jv)lm(gj))} = X.
Entonces se deduce que ma´x{lm(lm(rj)lm(gj))}tj=1 ≺ X, y como este resultado pro-
duce una contradicción, se concluye que el módulo columna de Z(G) está contenido en el
módulo columna de Z(LG)− P .
Finalmente, se calculará Syz(F ) usando Syz(G). Como G := {g1, · · · , gt} una base
de Gröbner para M , entonces del algoritmo de división y el corolario 2.3.1 se obtienen
polinomios qij ∈ A con 1 ≤ i ≤ t, 1 ≤ j ≤ s tales que
f1 = q11g1 + · · ·+ qt1gt
...
fs = q1sg1 + · · ·+ qtsgt
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es decir,
FT = QTGT , (3.7)
con
Q :=
⎡
⎢⎢⎢⎣
q11 · · · q1s
...
...
qt1 · · · qts
⎤
⎥⎥⎥⎦ ∈Mt×s(A).
Del algoritmo presentado en el corolario 2.3.2 se observa que cada elemento de G puede
ser expresado como una A-combinación lineal de columnas de F , esto es, existen polinomios
hij ∈ A con 1 ≤ i ≤ s, 1 ≤ j ≤ t tales que
g1 = h11f1 + · · ·+ hs1fs
...
gt = h1tf1 + · · ·+ hstfs
es decir,
GT = HTFT , (3.8)
con
H :=
⎡
⎢⎢⎢⎣
h11 · · · h1t
...
...
hs1 · · · hst
⎤
⎥⎥⎥⎦ ∈Ms×t(A).
Teorema 3.1.4. Sean A una extension σ−PBW cuasi-conmutativa biyectiva. Con la no-
tación anterior, Syz(F ) coincide con el módulo columna de la matriz extendida[
(Z(G)THT )T Is − (QTHT )T
]
, es decir, en notación matricial,
Syz(F ) =
[
(Z(G)THT )T Is − (QTHT )T
]
Demostración: Sea z := (z1, . . . , zs)T uno de los generadores de Syz(F ), es decir, una de
las columnas de Z(F ), luego zTFT = 0 y como FT = QTGT entonces zTQTGT = 0. Sea
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u := (zTQT )T ∈ At, luego u ∈ Syz(G) pues
uTGT = zTQTGT = 0,
por tanto existen polinomios w1, . . . , wl ∈ A tales que
u = w1z
′
1 + · · ·+ wlz
′
l
es decir, u = (wTZ(G)T )T con w := (w1, . . . , wl)T .
Entonces, uTHT = wTZ(G)THT , es decir, zTQTHT = wTZ(G)THT , luego
zT = zTQTHT + zT − zTQTHT
= zTQTHT + zT (Is −QTHT )
= wTZ(G)THT + zT (Is −QTHT ).
De la igualdad anterior, desarrollando las operaciones indicadas, se verifica que z
pertenece al módulo columna de la matriz extendida
[
(Z(G)THT )T Is − (QTHT )T
]
, es
decir, z es una A-combinación lineal de columnas de esta matriz.
Por otro lado, de (3.8) y (3.2), se obtiene que (Z(G)THT )FT = Z(G)T (HTFT ) =
Z(G)TGT = 0, esto es, cada columna de la matriz (Z(G)THT )T esta en Syz(F ). De
manera similar se tiene que (Is − (QTHT )T )TFT = (Is −QTHT )FT = FT −QTHTFT =
FT −QTGT = FT −FT = 0, lo que significa que cada columan de la matriz Is− (QTHT )T
esta en Syz(F ).
De lo anterior se puede concluir que
Syz(F ) =
[
(Z(G)THT )T Is − (QTHT )T
]
.
Los siguientes ejemplos ilustran el procedimiento desarrrollado anteriormente para en-
contrar las sicigias de un módulo.
Ejemplo 3.1.1. En el ejemplo 2.3.1 se calculó una base de Gröbner G, para M := 〈f1, f2〉
con respecto al orden TOPREV sobre Mon(A2) y al orden deglex sobre Mon(A), donde
f1 = x21x
2
2e1 + x2x3e2 y f2 = 2x1x2x3e1 + x2e2 estan en A
2 con A = σ(Q[x1])〈x2, x3〉 y
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G = {f1, f2, f3}, donde f3 = 12x2x23e2 − 94x1x22e2. A continuación se hallará Syz(F ) con
F = {f1, f2}:
1. Hallar Syz(LG), para esto es suficiente encontrar un conjunto de generadores de
sicigias homogéneas, teniendo en cuenta que
L :=
[
lt(f1) lt(f2) lt(f3)
]
=
[
x21x
2
2e1 2x1x2x3e1 12x2x
2
3e2
]
∈M2×3(A)
Se inicia seleccionando los subconjuntos J de {1, 2, 3} que son saturados con respecto
a {x22e1, x2x3e1, x2x23e2} y que además XJ 	= 0:
 En el caso de J1 = {1}, un sistema de generadores para
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1]
donde β1 = exp(lm(f1)) y γ1 = exp(XJ1)−β1, es BJ1 = {0}, luego sólo tenemos un
generador bJ11 = b
J1
11 = 0 y s
J1
1 = b
J1
11x
γ1 e˜1 = 0e˜1, donde e˜1 = (1, 0, 0)T .
 En el caso de J2 = {2}, BJ2 = {0}, luego sJ21 = 0e˜2 donde e˜2 = (0, 1, 0)T .
 En el caso de J3 = {3}, BJ3 = {0}, luego sJ31 = 0e˜3 donde e˜3 = (0, 0, 1)T .
 En el caso de J1,2 = {1, 2}, un sistema de generadores para
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1 σ
γ2(lc(f2))cγ2,β2],
con β1 = exp(lm(f1)), β2 = exp(lm(f2)), γ1 = exp(XJ1,2)−β1 y γ2 = exp(XJ1,2)−
β2, es BJ1,2 = {(4,−94x1)}, luego sólo tenemos un generador b
J1,2
1 = (b
J1,2
11 , b
J1,2
12 ) =
(4,−94x1) y
s
J1,2
1 = b
J1,2
11 x
γ1 e˜1 + b
J1,2
12 x
γ2 e˜2
= 4x3e˜1 − 94x1x2e˜2
=
⎛
⎜⎜⎜⎝
4x3
−94x1x2
0
⎞
⎟⎟⎟⎠
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Luego
Syz(LG) =
〈⎛⎜⎜⎜⎝
4x3
−94x1x2
0
⎞
⎟⎟⎟⎠
〉
,
en notación matricial,
Syz(LG) = Z(LG) =
⎡
⎢⎢⎢⎣
4x3
−94x1x2
0
⎤
⎥⎥⎥⎦ .
2. Hallar Syz(G): Por el algoritmo de división se tiene que
4x3f1 − 94x1x2f2 + 0 = p11f1 + p21f2 + p31f3
luego p11 = 0 = p21 y p31 = 1, esto es la matriz P es
P =
⎡
⎢⎢⎢⎣
0
0
1
⎤
⎥⎥⎥⎦ .
Y como
Z(G) = Z(LG)− P
=
⎡
⎢⎢⎢⎣
4x3
−94x1x2
−1
⎤
⎥⎥⎥⎦
entonces
Syz(G) =
〈⎛⎜⎜⎜⎝
4x3
−94x1x2
−1
⎞
⎟⎟⎟⎠
〉
.
3. Hallar Syz(F ): Como
f1 = 1f1 + 0f2 + 0f3
f2 = 0f1 + 1f2 + 0f3
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por tanto
Q =
⎡
⎢⎢⎢⎣
1 0
0 1
0 0
⎤
⎥⎥⎥⎦ .
También se tiene que
f1 = 1f1 + 0f2
f2 = 0f1 + 1f2
f3 = 4x3f1 − 94x1x2f2
por tanto
H =
⎡
⎣1 0 4x3
0 1 −94x1x2
⎤
⎦ .
Según el teorema 3.1.4 se cumple que
Syz(F ) =
[
(Z(G)THT )T I2 − (QTHT )T
]
luego,
(Z(G)THT )T =
⎛
⎜⎜⎜⎝
[
4x3 −94x1x2 −1
]
⎡
⎢⎢⎢⎣
1 0
0 1
4x3 −94x1x2
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
T
=
([
0 0
])T
=
⎡
⎣0
0
⎤
⎦
I2 − (QTHT )T =
⎡
⎣0 0
0 0
⎤
⎦
Por tanto Syz(F ) = 0.
Ejemplo 3.1.2. En el ejemplo 2.3.2 se calculó una base de Gröbner G, para M := 〈f1, f2〉
con respecto al orden TOPREV sobre Mon(A2) y al orden deglex sobre Mon(A), donde
f1 = (2x1 + 1)x22e1 + x2x3e2 y f2 = (4x
2
1 + x1)x
3
2e1 + x1x
2
2x3e2 estan en A
2 con A =
σ(Q[x1])〈x2, x3〉 y G = {f1, f2}.
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Se hallará Syz(F ) con F = {f1, f2}, pero como en este caso F = G, entonces basta
calcular Syz(G):
1. Hallar Syz(LG), para esto es suficiente encontrar un conjunto de generadores de
sicigias homogéneas, teniendo en cuenta que
L :=
[
lt(f1) lt(f2)
]
=
[
(2x1 + 1)x22e1 (4x
2
1 + x1)x
3
2e1
]
∈M2×2(A)
Se inicia seleccionando los subconjuntos J de {1, 2} que son saturados con respecto
a {x22e1, x32e1} y que además XJ 	= 0:
 En el caso de J1 = {1}, un sistema de generadores para
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1]
donde β1 = exp(lm(f1)) y γ1 = exp(XJ1)−β1, es BJ1 = {0}, luego sólo tenemos un
generador bJ11 = b
J1
11 = 0 y s
J1
1 = b
J1
11x
γ1e1 = 0e1.
 En el caso de J1,2 = {1, 2}, un sistema de generadores para
SyzQ[x1][σ
γ1(lc(f1))cγ1,β1 σ
γ2(lc(f2))cγ2,β2],
con β1 = exp(lm(f1)), β2 = exp(lm(f2)), γ1 = exp(XJ1,2)−β1 y γ2 = exp(XJ1,2)−
β2, es BJ1,2 = {(x1,−1)}, luego sólo tenemos un generador bJ1,21 = (bJ1,211 , bJ1,212 ) =
(x1,−1) y
s
J1,2
1 = b
J1,2
11 x
γ1e1 + b
J1,2
12 x
γ2e2
= x1x2e1 − e2
=
⎛
⎝x1x2
−1
⎞
⎠
Luego
Syz(LG) =
〈⎛⎝x1x2
−1
⎞
⎠〉 .
en notación matricial,
Syz(LG) = Z(LG) =
⎡
⎣x1x2
−1
⎤
⎦ .
CAPÍTULO 3. ALGUNAS APLICACIONES DE LAS BASES DE GRÖBNER 68
2. Hallar Syz(G): Por el algoritmo de división se tiene que
0 = x1x2f1 − f2 = p11f1 + p21f2
luego p11 = 0 = p21, esto es la matriz P es
P =
⎡
⎣0
0
⎤
⎦ .
Y como
Z(G) = Z(LG)− P
=
⎡
⎣x1x2
−1
⎤
⎦
entonces
Syz(G) = Syz(F ) =
〈⎛⎝x1x2
−1
⎞
⎠〉 .
3.2. Presentación de un módulo
Para M = 〈f1, . . . , fs〉 ∈ Am, con A una extensión σ−PBW , existe un homomorfismo
natural sobreyectivo πM : As −→ M definido por πM(ei) = f i, donde {ei}si=1 es la base
canónica de As, así, dado (a1, . . . , as) ∈ As, entonces
πM((a1, . . . , as)) = πM((a1e1, . . . , ases))
= a1πM (e1), . . . , asπM (es)
= a1f1, . . . , asf s
Por el primer teorema de isomorfismo se tiene
As/Ker(πM) ∼= M
dado por el isomorfismo π¯M : As/ Ker(πM) −→ M , definido por π¯M (e¯i) = f i donde
e¯i = ei + Ker(πM).
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Definición 3.2.1. Si M ∼= As/ Ker(πM) se dice que As/ Ker(πM) es una presentación
de M .
También se tiene que Ker(πM) es un submódulo de As finitamente generado pues As
es noetheriano. Por tanto M es un módulo finitamente presentado.
Sea Ker(πM) = 〈h1, . . . ,hs1〉, entonces se construye la siguiente sucesión exacta:
As1 As M 0
Ker(πM)
δM

πK
πM

 lM

donde δM = lM ◦ πK .
Se observa que Ker(πM) = Syz(M) = Syz(F ) donde F = [f1, . . . , fs] ∈ Mm×s(A).
Por tanto los teoremas 3.1.2, 3.1.3 y 3.1.4 que permiten calcular Syz(M) utlizando bases
de Gröbner, proporcionan un método para calcular una presentación de M , teninedo en
cuenta que A debe ser una extensión σ − PBW cuasi-conmutativa biyectiva.
Por otro lado, sea ΔM la matriz de representación de δM en las bases canónicas
de As1 y As, entonces las columnas de ΔM son los generadores de Syz(F ) puesto que
Im(δM) = Ker(πM) y Im(δM) = 〈ΔM〉, es decir Im(δM) es el módulo columna de ΔM .
Explícitamente, la matriz ΔM es
ΔM =
[
h1 · · · hs1
]
=
⎡
⎢⎢⎢⎣
h11 · · · h1s1
...
...
hs1 · · · hss1
⎤
⎥⎥⎥⎦ ∈Ms×s1(A)
pues δM (e˜i) = hi = h1ie1 + . . . + hsies, con {e˜i}s1i=1 la base canónica de As1 . Con la
notación de la sección anterior se concluye que ΔM = Z(F ).
Definición 3.2.2. La matriz ΔM = Z(F ) es la matriz de presentación de M.
Se observa que si Ker(πM) = Syz(F ) = 0, es decir , si ΔM = Z(F ) = 0, entonces M
es libre con {f1, . . . , fs} una base.
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3.2.1. Presentación de un módulo cociente
Sean M,N submódulos de Am tales que N ⊆ M , donde M = 〈f1, . . . , fs〉, N =
〈h1, . . . ,ht〉 y M/N = 〈f¯1, . . . , f¯s〉, entonces se tiene un isomorfismo canónico sobreyectivo
As −→M/N , tal que una presentación de M/N está dada por
M/N ∼= As/Syz(M/N )
donde los elementos de Syz(M/ N ) cumplen la siguiente relación: a = (a1, . . . , as) ∈
Syz(M/N ) si, y sólo si, a1f¯1 + · · ·+ asf¯ s = 0¯ si, y sólo si, a1f1 + . . .+ asf s = 0¯ si, y
sólo si, a1f1 + . . .+ asf s ∈ N = 〈h1, . . . ,ht〉 si, y sólo si, existen as+1, . . . , as+t ∈ A tales
que a1f1 + . . . + asf s + as+1h1, . . . , as+tht = 0 si y sólo si (a1, . . . , as, as+1, . . . , as+t) ∈
Syz(R) = 0 donde
R =
[
f1 · · · f s h1 · · · ht
]
∈Mm×(s+t)(A).
Lo descrito anteriormente permite formular una manera de calcular Syz(M/ N ) a
través de Syz(R), lo que involucra el cálculo de bases de Gröbner y por consiguiente las
condiciones de cuasi-conmutatividad y biyectividad sobre la extensión σ−PBW A; como
se expresa en el siguiente teorema.
Teorema 3.2.1. Sean M,N submódulos de Am con A una extensión σ − PBW cuasi-
conmutativa biyectiva y N ⊆ M , donde M = 〈f1, . . . , fs〉 y N = 〈h1, . . . ,ht〉, entonces
una presentación de M/ N es As/ Syz(M/ N ) donde un conjunto de generadores para
Syz(M/ N ) es el conjunto de los vectores que corresponden a las primeras s compo-
nentes de los vectores generadores de Syz(R) donde R =
[
f1 · · · f s h1 · · · ht
]
∈
Mm×(s+t)(A).
3.3. Núcelo e imagen de un homomorfismo
Otras aplicaciones elementales del cálculo de sicigias son mostradas a continuación.
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3.3.1. Núcleo de un homomorfismo entre A-módulos
Sean M ⊆ Am y N ⊆ Al módulos, tales que M = 〈f1, . . . , fs〉 y N = 〈h1, . . . ,ht〉 y
sea φ : M −→ N un homomorfismo, definido de manera que φ(f i) = φ1ig1 + . . .+ φtigt,
el cual induce la matriz:
Φ =
[
Φ1 · · · Φs
]
=
⎡
⎢⎢⎢⎣
φ11 · · · φ1s
...
...
φt1 · · · φts
⎤
⎥⎥⎥⎦ ∈Mt×s(A)
Usando la notación de la sección anterior, sean As/Syz(M) y At/Syz(N ) las presenta-
ciones de M y N respectivamente. Al considerar los isomorfismos canónicos
π¯M : As/Syz(M) −→M y π¯N : As/Syz(N )−→ N
definidos por π¯M(e¯i) = f i donde e¯i = ei + Ker(πM) y π¯N(ε¯j) = gj donde ε¯j = εj +
Ker(πN), con {ei}si=1 la base canónica de As y {εj}tj=1 la base canónica de At; se construye
el siguiente diagrama,
M N
As/Syz(M) At/Syz(N )
φ

(πM )
−1

(πN)
−1
φ¯
donde φ(e¯i) = (πN )−1 ◦ φ ◦ πM(e¯i) = (πN)−1(φ(f i)) = (πN)−1(φ1ig1 + . . . + φtigt) =
φ1iε¯1+ . . .+φtiε¯t con 1 ≤ i ≤ s. De acuerdo con la definición de φ se tiene que el diagrama
anterior conmuta, tambien se tiene que Ker(φ) ∼= Ker(φ¯), pues restringiendo el dominio
de π¯M al conjunto Ker(φ¯), sólo faltaría mostrar que la imagen de π¯M |Ker(φ¯) es Ker(φ)
y en efecto, sea m¯ ∈ Ker(φ¯), entonces 0 = φ¯(m¯) = (π¯N)−1(φ(π¯M(m¯))) y como (π¯N)−1 es
inyectiva, entonces φ(π¯M(m¯)) = 0, es decir, π¯M(m¯) ∈ Ker(φ).
Restringiendo el dominio de π¯N al conjunto Im(φ¯), se obtiene que Im(φ¯) ∼= Im(φ), pues
dado p¯ ∈ Im(φ¯), existe un k¯ ∈ As/Syz(M) tal que p¯ = φ¯(k¯), luego p¯ = (π¯N)−1(φ(π¯M(k¯))),
entonces π¯N(p¯) = φ(π¯M(k¯)) con π¯M (k¯)) ∈M , es decir, π¯N (p¯) ∈ Im(φ).
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Sea h1f1 + . . .+ hsf s ∈ Ker(φ) ⊆M entonces
0¯ = π¯−1N φ(h1f1 + . . .+ hsf s)
= φ¯π¯−1M (h1f1 + . . .+ hsf s)
= φ¯(h1e¯1 + . . .+ hse¯s)
= h1φ¯(e¯1) + . . .+ hsφ¯(e¯s)
= h1(φ11ε¯1 + . . .+ φt1ε¯t) + . . .+ hs(φ1sε¯1 + . . .+ φtsε¯t)
= (h1φ11 + . . .+ hsφ1s)ε¯1 + . . .+ (h1φt1 + . . .+ hsφts)ε¯t ∈ At/Syz(N )
esto implica que (h1φ11 + . . . + hsφ1s)ε1 + . . . + (h1φt1 + . . . + hsφts)εt ∈ Syz(N ) y de
acuerdo con los teoremas 3.1.2, 3.1.3 y 3.1.4 se puede calcular un conjunto de generadores
{u1, . . . ,ut1} ⊆ At para Syz(N ), por tanto existen hs+1, . . . , hs+t1 ∈ A tales que
h1
⎡
⎢⎢⎢⎣
φ11
...
φt1
⎤
⎥⎥⎥⎦+ · · ·+ hs
⎡
⎢⎢⎢⎣
φ1s
...
φts
⎤
⎥⎥⎥⎦+ hs+1u1 + · · ·+ hs+t1ut1 = 0,
luego (h1, . . . , hs, hs+1, . . . , hs+t1) ∈ Syz(H) con
H =
[
Φ1 · · · Φs u1 · · · ut1
]
donde Φi es la i-ésima columna de la matriz Φ con 1 ≤ i ≤ s.
De lo anterior también se puede concluir que
h1f1 + . . .+ hsf s ∈ Ker(φ) si y sólo si (h1, . . . , hs) ∈ Ker(φ¯)
pues como Ker(φ) ∼= Ker(φ¯), entonces si h1f1 + . . .+ hsf s ∈ Ker(φ) se tiene que
π¯−1M (h1f1 + . . .+ hsf s) = h1π¯
−1
M (f1) + . . .+ hsπ¯
−1
M (f s)
= h1e¯1 + . . .+ hse¯s
= (h1, . . . , hs) ∈ Ker(φ¯).
Entonces se ha probado el siguiente teorema:
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Teorema 3.3.1. Con la anterior notación, sea
H =
[
Φ1 · · · Φs u1 · · · ut1
]
donde Φi la i-ésima columna de la matriz Φ con 1 ≤ i ≤ s. Entonces,
(h1, . . . , hs, hs+1, . . . , hs+t1) ∈ Syz(H) si y sólo si h1f1 + . . .+ hsf s ∈ Ker(φ)
Así, si {z1, . . . , zv} ⊆ As+t1 es un sistema de generadores de Syz(H), sea z′k ∈ As un
vector obtenido de zk cuando se omiten las últimas t1 componentes, 1 ≤ k ≤ v, en-
tonces {z′1, . . . , z′v} es un sistema de generadores de Ker(φ¯). Si z′1 = (h11, . . . , hs1)T , . . . ,
z′v = (h1v, . . . , hsv)T entonces {h11f1+ . . .+hs1f s, . . . , h1vf1+ . . .+hsvfs} es un sistema
de generadores de Ker(φ).
Corolario 3.3.1. Con la notación de esta sección una presentación de Ker(φ) está dada
por Av/K donde
K = Syz(Ker(φ)) = Syz
[
h11f1 + · · ·+ hs1fs · · · h1vf1 + · · ·+ hsvf v
]
.
De acuerdo con lo discutido anteriormente, una presentación de Ker(φ¯) está dada por
Ker(φ¯) ∼= Av/K ′ donde
K ′ = Syz(Ker(φ¯)) = Syz
[
z¯′1 · · · z¯′v
]
.
Se calcula ahora un sistema de generadores para K ′. Si (l1, . . . , lv) ∈ Syz
[
z¯′1 · · · z¯′v
]
,
entonces
l1z¯
′
1 + . . .+ lvz¯
′
v = 0¯ ∈ Ker(φ) ⊆ As/Syz(M)
por tanto l1z¯′1 + . . .+ lvz¯
′
v ∈ Syz(M). Si se asume que Syz(M) = 〈w1 + . . .+ ws1〉 ⊆ As,
entonces existen lv+1, . . . , lv+s1 ∈ A tales que
l1z
′
1 + . . .+ lvz
′
v + lv+1w1 + . . .+ lv+s1ws1 = 0,
luego (l1, . . . , lv, lv+1, . . . , lv+s1) ∈ Syz(L) donde L =
[
z′1 · · · z′v w1 · · · ws1
]
.
Entonces se tiene el siguiente corolario
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Corolario 3.3.2. Con la notación anterior, sea
L =
[
z′1 · · · z′v w1 · · · ws1
]
entonces
(l1, . . . , lv, lv+1, . . . , lv+s1) ∈ Syz(L) si y sólo si (l1, . . . , lv) ∈ Syz
[
z¯′1 · · · z¯′v
]
.
Si {l1, . . . , lq} ⊆ Av+s1 es un sistema de generadores de Syz(L), sea l′k ∈ Av un vector
obtenido de lk cuando se omiten las últimas s1 componentes con 1 ≤ k ≤ q, entonces
{l1, . . . , lq} es un sistema de generadores para K ′ y por lo tanto una presentación de Ker(φ¯)
está dada por Av/K ′ = Av/ 〈l1, . . . , lq〉.
3.3.2. Imagen de un homomorfismo entre A-módulos
En esta sección se considera la imagen del homomorfismo φ : M −→ N , con M ⊆ Am y
N ⊆ Al módulos tales que M = 〈f1, . . . , f s〉 y N = 〈g1, . . . , gt〉, donde A es una extensión
σ − PBW cuasi-conmutativa biyectiva. Entonces el siguiente resultado se deduce de las
discusiones realizadas anteriormente.
Corolario 3.3.3. Un sistema de generadores de Im(φ) está dado por
Im(φ) = 〈φ(f1), . . . , φ(fs)〉 = 〈φ11g1 + . . .+ φt1gt, . . . , φ1sg1 + . . .+ φtsgt〉
y una presentación de Im(φ) está dada por As/ I donde
I = Syz
[
φ11g1 + · · ·+ φt1gt · · · φ1sg1 + · · ·+ φtsgt
]
.
En cuanto a Im(φ¯), de acuerdo con lo desarrollado, se obtuvo que
Im(φ¯) = 〈φ¯(e¯i), . . . , φ¯(e¯s)〉
= 〈φ11ε¯1 + . . .+ φt1ε¯t, . . . , φ1sε¯1 + . . .+ φtsε¯t〉.
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Por tanto una presentación de Im(φ¯) está dada por Im(φ¯) ∼= As/Syz(Im(φ¯)) donde
Syz(Im(φ¯)) = Syz
[
φ11ε¯1 + · · ·+ φt1ε¯t · · · φ1sε¯1 + · · ·+ φtsε¯t
]
.
Sin embargo, enseguida se calcula una presentación explícita para Im(φ¯), es decir un
sistema de generadores para Syz(Im(φ¯)): Sea (h1, . . . , hs) ∈ Syz(Im(φ¯)) entonces
h1
⎡
⎢⎢⎢⎣
φ11
...
φt1
⎤
⎥⎥⎥⎦+ · · ·+ hs
⎡
⎢⎢⎢⎣
φ1s
...
φts
⎤
⎥⎥⎥⎦ = 0¯ ∈ Im(φ¯) ∈ At/Syz(N )
por tanto,
h1
⎡
⎢⎢⎢⎣
φ11
...
φt1
⎤
⎥⎥⎥⎦ + · · ·+ hs
⎡
⎢⎢⎢⎣
φ1s
...
φts
⎤
⎥⎥⎥⎦ ∈ Syz(N )
y como Syz(N ) = 〈u1, . . . ,ut1〉 ⊆ At, existen hs+1, . . . , hs+t1 ∈ A tales que
h1
⎡
⎢⎢⎢⎣
φ11
...
φt1
⎤
⎥⎥⎥⎦ + · · ·+ hs
⎡
⎢⎢⎢⎣
φ1s
...
φts
⎤
⎥⎥⎥⎦ + hs+1u1 + · · ·+ hs+t1ut1 = 0
luego (h1, . . . , hs, hs+1, . . . , hs+t1) ∈ Syz(H), donde H =
[
Φ1 · · · Φs u1 · · · ut1
]
.
Entonces se ha probado el siguiente corolario.
Corolario 3.3.4. Sea
H =
[
Φ1 · · · Φs u1 · · · ut1
]
si {z′1, . . . , z′v} ⊆ As+t1 es un sistema de genradores de Syz(H), sea z′k ∈ As un vector
obtenido de zk cuando se omiten las últimas t1 componentes con 1 ≤ k ≤ v, entonces
{z′1, . . . , z′v} es un sistema de generadores para Syz(Im(φ¯)) y por lo tanto una presentación
de Im(φ¯) es As/ Syz(Im(φ¯)) = As/ 〈z′1, . . . , z′v〉.
Ejemplo 3.3.1. Sea A = σ(Q[x1])〈x2, x3〉 = O3
(
2, 12 , 3
)
. Sea M := 〈f1, f2〉 ⊆ A2 donde
f1 = x
2
1x
2
2e1 + x2x3e2 y f2 = 2x1x2x3e1 + x2e2. Según el ejemplo 3.1.1 Syz(M) = 0, por
tanto M es un módulo libre con base {f1, f2}.
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Sean N := 〈g1, g2〉 ⊆ A2 donde g1 = (2x1 + 1)x22e1 + x2x3e2 y g2 = (4x21 + x1)e1 +
x1x
2
2x3e2 y el homomorfismo φ : M −→ N definido por:
φ(f1) = g1 + 2g2
φ(f2) = x1g1 + g2
entonces la matriz Φ inducida por el homomorfismo φ es
Φ =
⎡
⎣1 x1
2 1
⎤
⎦
Según el ejemplo 3.1.2, se tiene que
Syz(N ) =
〈⎛⎝x1x2
−1
⎞
⎠〉 .
luego
H =
⎡
⎣1 x1 x1x2
2 1 −1
⎤
⎦
y teninedo en cuenta los teoremas 3.1.2, 3.1.3 y 3.1.4, un sistema de generadores para
Syz(H), (véase apéndice A), es
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎜⎝
2x21 − 12x1 + x21x2 − 12x1x2
−2x1 + 12 − 2x21x2 + x1x2
4x21 − 3x1 + 12
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
1
2x1 + 2x
2
1x2 +
1
2x1x2 + x
2
1x
2
2
−12 − 2x21x22 − 32x1x2
4x21x2 − 12x1x2 + x1 − 12
⎞
⎟⎟⎟⎠
⎫⎪⎪⎬
⎪⎪⎭
∈ A3.
Entonces según el teorema 3.3.1 el siguiente conjunto es un sistema de generadores de
Ker(φ):
{(2x21 − 12x1 + x21x2 − 12x1x2) f1 + (−2x1 + 12 − 2x21x2 + x1x2)f2,
( 12x1 + 2x
2
1x2 +
1
2x1x2 + x
2
1x
2
2)f1 + (−12 − 2x21x22 − 32x1x2)f2}.
En el apéndice B se pueden consultar los cálculos que verifican que los elementos de este
conjunto están en Ker(φ).
Y un sistema de generadores de Im(φ) es {φ(f1), φ(f2)} = {g1 + 2g2, x1g1 + g2}.
APÉNDICE A
Generadores de Syz(H)
A continuación se describe el procedimiento para hallar los generadores de Syz(H)
donde
H =
⎡
⎣1 x1 x1x2
2 1 −1
⎤
⎦ ,
que se omitio en el ejemplo 3.3.1, recordando que se está trabajando en el análogo multi-
plicativo del álgebra de Weyl O3 =
(
2, 12 , 3
)
= σ(Q[x1])〈x2, x3〉, que cumple las relaciones
mencionadas en el ejemplo 2.3.1.
1. Hallar una base de Gröbner para 〈h1,h2,h3〉, donde h1 = e1+2e2 con lm(h1) = e1;
h2 = x1e1 + e2 con lm(h2) = e1; h3 = x1x2e1 − e2 con lm(h2) = x2e1.
Paso 1: Se inicia con G := ∅, G′ := {h1,h2,h3}. Como G′ 	= G, se hace
D := P(G′) − P(G), es decir D := {S1, S2, S3, S1,2, S1,3, S2,3, S1,2,3}, donde S1 := {h1},
S2 := {h2}, S3 := {h3}, S1,2 := {h1,h2}, S1,3 := {h1,h3}, S2,3 := {h2,h3}, S1,2,3 :=
{h1,h2,h3}.
Ahora se hace G = G′, y para cada S ∈ D, tal que XS 	= 0, se halla BS:
 Para S1 se halla BS1 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(h1))cγ1,β1]
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donde β1 = exp(lm(h1)) = (0, 0); XS1 = m.c.m.{lm(h1)} = e1; exp(XS1) = (0, 0);
γ1 = exp(XS1)−β1 = (0, 0); xγ1xβ1 = 1, luego cγ1,β1 = 1. Entonces σγ1(lc(h1))cγ1,β1 = 1.
Luego SyzQ[x1][1] = {0} y BS1 = {0}. Por tanto no se adiciona un nuevo vector a G′.
 Para S2 y S3, se tiene que BS2 = {0} = BS3 , luego tampoco se adicionan nuevos
vectores a G′.
 Para S1,2 se halla BS1,2 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(h1))cγ1,β1 σ
γ2(lc(h2))cγ2,β2]
donde β1 = exp(lm(h1)) = (0, 0) y β2 = exp(lm(h2)) = (0, 0); XS1,2 = m.c.m.{lm(h1),
lm(h2)} = e1; exp(XS1,2) = (0, 0); γ1 = exp(XS1,2)− β1 = (0, 0) y γ2 = exp(XS1,2) −
β2 = (0, 0); xγ1xβ1 = 1, luego cγ1,β1 = 1, y x
γ2xβ2 = 1, luego cγ2,β2 = 1. Entonces
σγ1(lc(h1))cγ1,β1 = σ
0
2σ
0
3(1) = 1 y σ
γ2(lc(h2))cγ2,β2 = σ
0
2σ
0
3(x1) = x1.
Por tanto SyzQ[x1][1 x1] = {(b1, b2) ∈ Q[x1]2 | b1 + b2x1 = 0} y BS1,2 = {(x1,−1)}.
Ahora para (x1,−1) ∈ BS1,2 se hace:
x1x
γ1h1 − xγ2h2 = x1(e1 + 2e2)− (x1e1 + e2)
= 2x1e2 − e2
= (2x1 − 1)e2 := h4
con lm(h4) = e2. Se observa que h4 no es reducible con respecto a G′, es decir, h4 es
reducido, entonces se hace G′ = G′ ∪ {h4}, es decir, G′ = {h1,h2,h3,h4}.
 Para S1,3 se halla BS1,3 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(h1))cγ1,β1 σ
γ3(lc(h3))cγ3,β3]
donde β1 = exp(lm(h1)) = (0, 0) y β3 = exp(lm(h3)) = (1, 0); XS1,3 = m.c.m.{lm(h1),
lm(h3)} = m.c.m.{e1, x2e1} = x2e1; exp(XS1,3) = (1, 0); γ1 = exp(XS1,3 ) − β1 = (1,
0) y γ3 = exp(XS1,3) − β3 = (0, 0); xγ1xβ1 = x2, luego cγ1,β1 = 1, y xγ3xβ3 = x2, luego
cγ3,β3 = 1. Entonces σγ1(lc(h1))cγ1,β1 = σ2σ03(1) = 1 y σ
γ3(lc(h3))cγ3,β3 = σ
0
2σ
0
3(x1) = x1.
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Por tanto SyzQ[x1][1 x1] = {(b1, b2) ∈ Q[x1]2 | b1 + b2x1 = 0} y BS1,3 = {(x1,−1)}.
Ahora para (x1,−1) ∈ BS1,3 se hace:
x1x
γ1h1 − xγ3h3 = x1x2(e1 + 2e2)− (x1x2e1 − e2)
= 2x1x2e2 + e2 := p
con lm(p) = x2e2 y lc(p) = 2x1.
A continuación se encontrará r reducido con respecto a G′ = {h1,h2,h3,h4}, tal que
p
G′−→+ r:
 Se inicia con r := p, q1 := 0, q2 := 0, q3 := 0, q4 := 0. Como lm(h4)|lm(p) se calcula
α ∈ N2 tal que α + exp(lm(h4)) = exp(lm(r)): xαlm(h4) = lm(r) luego (xα12 xα23 )e2 =
x2e2; entonces α1 = 1, α2 = 0, por tanto xα = x2.
 Ahora se calcula cα,h4: xαxexp(lm(h4)) = x2, por tanto cα,h4 = 1.
 A continuación se resuelve la ecuación
lc(r) = 2x1 = r4σα(lc(h4))cα,h4
= r4σ2σ03(2x1 − 1)
= r4σ2(2x1 − 1)
= r4(4x1 − 1).
Esta ecuación no tiene solución en Q[x1], por tanto, r es reducido con respecto a G′.
Entonces se hace G′ ∪ {h5} donde r := p := h5, es decir, G′ = {h1,h2,h3,h4,h5}.
 Para S2,3 se halla BS2,3 , un sistema de generadores de
SyzQ[x1][σ
γ2(lc(h2))cγ2,β2 σ
γ3(lc(h3))cγ3,β3]
donde β2 = exp(lm(h2)) = (0, 0) y β3 = exp(lm(h3)) = (1, 0); XS2,3 = m.c.m.{lm(h2),
lm(h3)} = m.c.m.{e1, x2e1} = x2e1; exp(XS2,3) = (1, 0); γ2 = exp(XS2,3)−β2 = (1, 0) y
γ3 = exp(XS2,3)−β3 = (0, 0); xγ2xβ2 = x2, luego cγ2,β2 = 1, y xγ3xβ3 = x2, luego cγ3,β3 = 1.
Entonces σγ2(lc(h2))cγ2,β2 = σ2σ03(x1) = 2x1 y σ
γ3(lc(h3))cγ3,β3 = σ
0
2σ
0
3(x1) = x1.
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Por tanto SyzQ[x1][2x1 x1] = {(b1, b2) ∈ Q[x1]2 | b1(2x1) + b2x1 = 0} y BS2,3 =
{(−1, 2)}. Ahora para (−1, 2) ∈ BS2,3 se hace:
−xγ2h2 + 2xγ3h3 = −x2(x1e1 + e2) + 2(x1x2e1 − e2)
= −x2e2 − 2e2 := p′
con lm(p′) = x2e2 y lc(p′) = −1.
A continuación se encontrará r′ reducido con respecto a G′ = {h1,h2,h3,h4,h5}, tal
que p′ G
′−→+ r′:
 Se inicia con r′ := p′, q1 := 0, q2 := 0, q3 := 0, q4 := 0, q5 := 0. Como lm(h4)|lm(p′) y
lm(h5)|lm(p′), se calcula para j = 4, 5, αj ∈ N2 tal que αj+exp(lm(hj)) = exp(lm(r′)):
xα4lm(h4) = lm(r′) luego (xα412 x
α42
3 )e2 = x2e2; entonces α41 = 1, α42 = 0, por tanto
xα4 = x2. Y xα5lm(h5) = lm(r′) luego (xα512 x
α52
3 )x2e2 = x2e2; entonces α51 = 0,
α52 = 0, por tanto xα5 = 1.
 Ahora se calcula cαj ,hj : x
α4xexp(lm(h4)) = x2, por tanto cα4,h4 = 1 y x
α5xexp(lm(h5)) = x2,
por tanto cα5,h5 = 1.
 A continuación se resuelve la ecuación
lc(r′) = −1 = r4σα4(lc(h4))cα4,h4 + r5σα5(lc(h5))cα5,h5
= r4σ2σ03(2x1 − 1) + r5σ02σ03(2x1)
= r4(4x1 − 1) + r5(2x1)
entonces r4 = 1 y r5 = −2.
 Luego se hace r′ := r′ − (r4xα4h4 + r5xα5h5), esto es,
r′ := r′ − (x2(2x1 − 1)e2 − 2(2x1x2e2 + e2))
= r′ − (2x2x1e2 − x2e2 − 4x1x2e2 − 2e2)
= r′ + x2e2 + 2e2
= −x2e2 − 2e2 + x2e2 + 2e2 = 0.
Entonces p′ G
′−→ 0, por tanto no se adiciona un nuevo vector a G′.
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 Para S1,2,3 se halla BS1,2,3 , un sistema de generadores de
SyzQ[x1][σ
γ1(lc(h1))cγ1,β1 σ
γ2(lc(h2))cγ2,β2 σ
γ3(lc(h3))cγ3,β3]
donde β1 = exp(lm(h1)) = (0, 0), β2 = exp(lm(h2)) = (0, 0) y β3 = exp(lm(h3)) =
(1, 0); XS1,2,3 = m.c.m.{lm(h1), lm(h2), lm(h3)} = x2e1; exp(XS1,2,3) = (1, 0); γ1 =
exp(XS1,2,3 ) − β1 = (1, 0), γ2 = exp(XS1,2,3) − β2 = (1, 0) y γ3 = exp(XS1,2,3) − β3 =
(0, 0); xγ1xβ1 = x2, luego cγ1,β1 = 1, x
γ2xβ2 = x2, luego cγ2,β2 = 1, y x
γ3xβ3 = x2, luego
cγ3,β3 = 1. Entonces σγ1(lc(h1))cγ1,β1 = σ2σ03(1) = 1, σ
γ2(lc(h2))cγ2,β2 = σ2σ
0
3(x1) = 2x1
y σγ3(lc(h3))cγ3,β3 = σ02σ03(x1) = x1.
Por tanto SyzQ[x1][1 2x1 x1] = {(b1, b2, b3) ∈ Q[x1]3 | b1 + b2(2x1) + b3x1 = 0} y
BS1,2,3 = {(x1, 0,−1), (0,−1, 2)}. Ahora para (x1, 0,−1) ∈ BS1,2,3 se hace:
x1x
γ1h1 − xγ3h3 = (2x1 − 1)e2 = h4.
Como h4
G′−→ 0 con G′ = {h1,h2,h3,h4,h5}, no se adiciona un nuevo vector a G′.
Para (0,−1, 2) ∈ BS1,2,3 se hace:
−xγ2h2 + 2xγ3h3 = −x2e2 − 2e2 = p′.
Como p′ G
′−→ 0, no se adiciona un nuevo vector a G′.
Paso 2: Como G = {h1,h2,h3} 	= G′ = {h1,h2,h3,h4,h5}, se hace D := P(G′) −
P(G), es decir D := {S4, S5, S1,4, S1,5, S2,4, S2,5, S3,4, S3,5, S4,5, S1,2,4, S1,2,5, S1,3,4, S1,3,5,
S1,4,5, S2,3,4, S2,3,5, S2,4,5, S3,4,5, S1,2,3,4, S1,2,3,5, S1,2,4,5, S1,3,4,5, S2,3,4,5, S1,2,3,4,5}.
Ahora se hace G = G′, y para cada S ∈ D, tal que XS 	= 0, los cuales son S4, S5 y
S4,5, se halla BS:
 Para S4 y S5 no se adicionan nuevos vectores a G′.
 Para S4,5 se halla BS4,5 , un sistema de generadores de
SyzQ[x1][σ
γ4(lc(h4))cγ4,β4 σ
γ5(lc(h5))cγ5,β5]
donde β4 = exp(lm(h4)) = (0, 0) y β5 = exp(lm(h5)) = (1, 0); XS4,5 = m.c.m.{lm(h4),
lm(h5)} = m.c.m.{e2, x2e2} = x2e2; exp(XS4,5) = (1, 0); γ4 = exp(XS4,5 ) − β4 = (1,
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0) y γ5 = exp(XS4,5) − β5 = (0, 0); xγ4xβ4 = x2, luego cγ4,β4 = 1, y xγ5xβ5 = x2, luego
cγ5,β5 = 1. Entonces σγ4(lc(h4))cγ4,β4 = σ2σ03(2x1 − 1) = 4x1 − 1 y σγ5(lc(h5))cγ5,β5 =
σ02σ
0
3(2x1) = 2x1.
Por tanto SyzQ[x1][4x1 − 1 2x1] = {(b1, b2) ∈ Q[x1]2 | b1(4x1 − 1) + b2(2x1) = 0} y
BS4,5 = {(x1,−2x1 + 12)}. Ahora para (x1,−2x1 + 12 ) ∈ BS4,5 se hace:
x1x
γ4h4 +
(
−2x1 + 12
)
xγ5h5 = x1x2(2x1 − 1)e2 +
(
−2x1 + 12
)
(2x1x2e2 + e2)
=
(
−2x1 + 12
)
e2 := q
con lm(q) = e2 y lc(q) = −2x1 + 12 .
A continuación se encontrará r reducido con respecto a G′ = {h1,h2,h3,h4,h5}, tal
que q G
′−→+ r:
 Se inicia con r := q, q1 := 0, q2 := 0, q3 := 0, q4 := 0, q5 := 0. Como lm(h4)|lm(q)
se calcula α ∈ N2 tal que α + exp(lm(h4)) = exp(lm(r)): xαlm(h4) = lm(r) luego
(xα12 x
α2
3 )e2 = e2; entonces α1 = 0, α2 = 0, por tanto x
α = 1.
 Ahora se calcula cα,h4: xαxexp(lm(h4)) = 1, por tanto cα,h4 = 1.
 A continuación se resuelve la ecuación
lc(r) = −2x1 + 12 = r4σ
α(lc(h4))cα,h4
= r4σ02σ
0
3(2x1 − 1)
= r4(2x1 − 1).
Esta ecuación no tiene solución en Q[x1], por tanto, r es reducido con respecto a G′.
Entonces se hace G′ ∪ {h6} donde r := q := h6, es decir, G′ = {h1,h2,h3,h4,h5,h6}.
Paso 3: Como G = {h1,h2,h3,h4,h5} 	= G′ = {h1,h2,h3,h4,h5,h6}, se hace
D := P(G′) − P(G), es decir D := {S6, S1,6, S2,6, S3,6, S4,6, S5,6, S1,2,6, S1,3,6, S1,4,6, S1,5,6,
S2,3,6, S2,4,6, S2,5,6, S3,4,6, S3,5,6, S4,5,6, S1,2,3,6, S1,2,4,6, S1,2,5,6, S1,3,4,6, S1,3,5,6, S1,4,5,6,
S2,3,4,6, S2,3,5,6, S2,4,5,6, S3,4,5,6, S1,2,3,4,6, S1,2,3,5,6, S1,2,4,5,6, S1,3,4,5,6, S2,3,4,5,6, S1,2,3,4,5,6}.
Ahora se hace G = G′, y para cada S ∈ D, tal que XS 	= 0, los cuales son S6, S4,6, S5,6
y S4,5,6, se halla BS :
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 Para S6 no se adiciona un nuevo vector a G′.
 Para S4,6 se halla BS4,6 , un sistema de generadores de
SyzQ[x1][σ
γ4(lc(h4))cγ4,β4 σ
γ6(lc(h6))cγ6,β6]
donde β4 = exp(lm(h4)) = (0, 0) y β6 = exp(lm(h6)) = (0, 0); XS4,6 = m.c.m.{lm(h4),
lm(h6)} = e2; exp(XS4,6) = (0, 0); γ4 = exp(XS4,6)− β4 = (0, 0) y γ6 = exp(XS4,6) −
β6 = (0, 0); xγ4xβ4 = 1, luego cγ4,β4 = 1, y xγ6xβ6 = 1, luego cγ6,β6 = 1. Entonces
σγ4(lc(h4))cγ4,β4 = σ
0
2σ
0
3(2x1 − 1) = 2x1 − 1 y σγ6(lc(h6))cγ6,β6 = σ02σ03(−2x1 + 12 ) =
−2x1 + 12 .
Por tanto SyzQ[x1][2x1−1 −2x1+ 12 ] = {(b1, b2) ∈ Q[x1]2 | b1(2x1−1)+b2(−2x1+ 12) =
0} y BS4,6 = {(2x1 − 12 , 2x1 − 1)}. Ahora para (2x1 − 12 , 2x1 − 1) ∈ BS4,6 se hace:
(
2x1 − 12
)
xγ4h4+(2x1−1)xγ6h6 =
(
2x1 − 12
)
(2x1−1)e2+(2x1−1)
(
−2x1 + 12
)
e2 = 0
entonces no se adiciona un nuevo vector a G′.
 Para S5,6 se halla BS5,6 , un sistema de generadores de
SyzQ[x1][σ
γ5(lc(h5))cγ5,β5 σ
γ6(lc(h6))cγ6,β6]
donde β5 = exp(lm(h5)) = (1, 0) y β6 = exp(lm(h6)) = (0, 0); XS5,6 = m.c.m.{lm(h5),
lm(h6)} = x2e2; exp(XS5,6) = (1, 0); γ5 = exp(XS5,6)− β5 = (0, 0) y γ6 = exp(XS4,6)−
β6 = (1, 0); xγ5xβ5 = x2, luego cγ5,β5 = 1, y xγ6xβ6 = x2, luego cγ6,β6 = 1. Entonces
σγ5(lc(h5))cγ5,β5 = σ
0
2σ
0
3(2x1) = 2x1 y σ
γ6(lc(h6))cγ6,β6 = σ2σ
0
3(−2x1 + 12) = −4x1 + 12 .
Por tanto SyzQ[x1][2x1 − 4x1 + 12 ] = {(b1, b2) ∈ Q[x1]2 | b1(2x1) + b2(−4x1 + 12) = 0}
y BS5,6 = {(2x1 − 14 , x1)}. Ahora para (2x1 − 14 , x1) ∈ BS5,6 se hace:
(
2x1 − 14
)
xγ5h5 + x1xγ6h6 =
(
2x1 − 14
)
(2x1x2e2 + e2) + x1x2
(
−2x1 + 12
)
e2
= 2x1e2 − 14e2 =
(
2x1 − 14
)
e2 := q′
con lm(q′) = e2 y lc(q′) = 2x1 − 14 .
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A continuación se encontrará r′ reducido con respecto a G′ = {h1,h2,h3,h4,h5,h6},
tal que q′ G
′−→+ r′:
 Se inicia con r′ := q′, q1 := 0, q2 := 0, q3 := 0, q4 := 0, q5 := 0, q6 := 0. Como
lm(h4)|lm(q′) y lm(h6)|lm(q′), se calcula para j = 4, 6, αj ∈ N2 tal que αj +
exp(lm(hj)) = exp(lm(r′)): xα4 lm(h4) = lm(r
′) luego (xα412 x
α42
3 )e2 = e2; entonces
α41 = 0, α42 = 0, por tanto xα4 = 1. Y xα6 lm(h6) = lm(r′) luego (x
α61
2 x
α62
3 )e2 = e2;
entonces α61 = 0, α62 = 0, por tanto xα6 = 1.
 Ahora se calcula cαj ,hj : x
α
4x
exp(lm(h4)) = 1, por tanto cα4,h4 = 1. Y x
α
6x
exp(lm(h6)) = 1,
por tanto cα6,h6 = 1.
 A continuación se resuelve la ecuación
lc(r′) = 2x1 − 14 = r4σ
α4(lc(h4))cα4,h4 + r6σ
α6(lc(h6))cα6,h6
= r4σ02σ
0
3(2x1 − 1) + r6σ02σ03
(
−2x1 + 12
)
= r4(2x1 − 1) + r6
(
−2x1 + 12
)
luego r4 = −12 y r6 = −32 .
 Luego se hace r′ := r′ − (r4xα4h4 + r6xα6h6), esto es,
r′ := r′ −
(
−1
2
(2x1 − 1)e2 − 32
(
−2x1 + 12
)
e2
)
= r′ −
(
2x1 − 14
)
e2 = 0.
Entonces q′ G
′−→ 0, por tanto no se adiciona un nuevo vector a G′.
 Para S4,5,6 se halla BS4,5,6 , un sistema de generadores de
SyzQ[x1][σ
γ4(lc(h4))cγ4,β4 σ
γ5(lc(h5))cγ5,β5 σ
γ6(lc(h6))cγ6,β6]
donde β4 = exp(lm(h4)) = (0, 0), β5 = exp(lm(h5)) = (1, 0) y β6 = exp(lm(h6)) =
(0, 0); XS4,5,6 = m.c.m.{lm(h4), lm(h5), lm(h6)} = x2e2; exp(XS4,5,6) = (1, 0); γ4 =
exp(XS4,5,6 )−β4 = (1, 0), γ5 = exp(XS4,5,6 )−β5 = (0, 0) y γ6 = exp(XS4,5,6)−β6 = (1, 0);
xγ4xβ4 = x2, luego cγ4,β4 = 1, xγ5xβ5 = x2, luego cγ5,β5 = 1, y xγ6xβ6 = x2, luego cγ6,β6 = 1.
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Entonces σγ4(lc(h4))cγ4,β4 = σ2σ03(2x1−1) = 4x1−1, σγ5(lc(h5))cγ5,β5 = σ02σ03(2x1) = 2x1
y σγ6(lc(h6))cγ6,β6 = σ2σ03(−2x1 + 12) = −4x1 + 12 .
Por tanto SyzQ[x1][4x1 − 1 2x1 − 4x1 + 12 ] = {(b1, b2, b3) ∈ Q[x1]3 | b1(4x1 − 1) +
b2(2x1) + b3(−4x1 + 12) = 0} y BS4,5,6 = {(0, 2x1 − 14 , x1), (x1,−2x1 + 12 , 0)}. Ahora para
(0, 2x1 − 14 , x1) ∈ BS4,5,6 se hace:
(
2x1 − 14
)
xγ5h5 + x1xγ6h6 =
(
2x1 − 14
)
(2x1x2e2 + e2) + x1x2
(
−2x1 + 12
)
e2
=
(
2x1 − 14
)
e2 = q′.
Como q′ G
′−→ 0, con G′ = {h1,h2,h3,h4,h5,h6}, no se adiciona un nuevo vector a G′.
Para (x1,−2x1 + 12 , 0) ∈ BS4,5,6 se hace:
x1x
γ4h4 +
(
−2x1 + 12
)
xγ5h5 = x1x2(2x1 − 1)e2 +
(
−2x1 + 12
)
(2x1x2e2 + e2) = h6.
Como h6 ∈ G′, h6 G
′−→ 0, entonces no se adiciona un nuevo vector a G′. Por tanto G =
{h1,h2,h3,h4,h5,h6} es una base de Gröbner para 〈h1,h2,h3〉.
2. Hallar Syz(LG), para esto es suficiente encontrar un conjunto de generadores de
sicigias homogéneas, donde
LG : =
[
lt(h1) lt(h2) lt(h3) lt(h4) lt(h5) lt(h6)
]
=
[
e1 x1e1 x1x2e1 (2x1 − 1)e2 2x1x2e2
(−2x1 + 12)e2
]
∈M2×6(A)
Se inicia seleccionando los subconjuntos J de {1, 2, 3, 4, 5, 6} que son saturados con respecto
a {e1, x2e1, e2, x2e2} tales que XJ 	= 0: J1,2 = {1, 2}, J4,6 = {4, 6}, J1,2,3 = {1, 2, 3},
J4,5,6 = {4, 5, 6}.
 En el caso de J1,2, un sistema de generadores para
SyzQ[x1][σ
γ1(lc(h1))cγ1,β1 σ
γ2(lc(h2))cγ2,β2]
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donde β1 = exp(lm(h1)), β2 = exp(lm(h2)), γ1 = exp(XJ1,2)−β1 y γ2 = exp(XJ1,2)−β2,
es BJ1,2 = {(x1,−1)}, luego sólo se tiene un generador bJ1,21 = (bJ1,211 , bJ1,212 ) = (x1,−1) y
s
J1,2
1 = b
J1,2
11 x
γ1 e˜1 + b
J1,2
12 x
γ2 e˜2
= x1e˜1 − e˜2
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
−1
0
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
 En el caso de J4,6, un sistema de generadores para
SyzQ[x1][σ
γ4(lc(h4))cγ4,β4 σ
γ6(lc(h6))cγ6,β6]
donde β4 = exp(lm(h4)), β6 = exp(lm(h6)), γ4 = exp(XJ4,6)−β4 y γ6 = exp(XJ4,6)−β6,
es BJ4,6 = {(2x1 − 12 , 2x1 − 1)}, luego sólo se tiene un generador b
J4,6
1 = (b
J4,6
14 , b
J4,6
16 ) =
(2x1 − 12 , 2x1− 1) y
s
J4,6
1 = b
J4,6
14 x
γ4 e˜4 + b
J4,6
16 x
γ6 e˜6
=
(
2x1 − 12
)
e˜4 + (2x1 − 1)e˜6
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
2x1 − 12
0
2x1 − 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
 En el caso de J1,2,3, un sistema de generadores para
SyzQ[x1][σ
γ1(lc(h1))cγ1,β1 σ
γ2(lc(h2))cγ2,β2 σ
γ3(lc(h3))cγ3,β3]
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donde βi = exp(lm(hi)), γi = exp(XJ1,2,3) − βi con 1 ≤ i ≤ 3, es BJ1,2,3 = {(x1, 0,−1),
(0,−1, 2)}, es decir, se tienen dos generadores bJ1,2,31 = (bJ1,2,311 , bJ1,2,312 , bJ1,2,313 ) = (x1, 0,−1)
y bJ1,2,32 = (b
J1,2,3
21 , b
J1,2,3
22 , b
J1,2,3
23 ) = (0,−1, 2), por tanto,
s
J1,2,3
1 = b
J1,2,3
11 x
γ1 e˜1 + b
J1,2,3
12 x
γ2 e˜2 + b
J1,2,3
13 x
γ3 e˜3
= x1x2e˜1 − e˜3
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1x2
0
−1
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
s
J1,2,3
2 = b
J1,2,3
21 x
γ1 e˜1 + b
J1,2,3
22 x
γ2 e˜2 + b
J1,2,3
23 x
γ3 e˜3
= −x2e˜2 + 2e˜3
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
−x2
2
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
 En el caso de J4,5,6, un sistema de generadores para
SyzQ[x1][σ
γ4(lc(h4))cγ4,β4 σ
γ5(lc(h5))cγ5,β5 σ
γ6(lc(h6))cγ6,β6]
donde βi = exp(lm(hi)), γi = exp(XJ4,5,6) − βi con 4 ≤ i ≤ 6, es BJ4,5,6 = {(0, 2x1 −
1
4 , x1), (x1,−2x1 + 12 , 0)}, es decir, se tienen dos generadores b
J4,5,6
1 = (b
J4,5,6
14 , b
J4,5,6
15 , b
J4,5,6
16 )
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= (0, 2x1 − 14 , x1) y b
J4,5,6
2 = (b
J4,5,6
24 , b
J4,5,6
25 , b
J4,5,6
26 ) = (x1,−2x1 + 12 , 0), por tanto,
s
J4,5,6
1 = b
J4,5,6
14 x
γ4 e˜4 + b
J4,5,6
15 x
γ5 e˜5 + b
J4,5,6
16 x
γ6 e˜6
=
(
2x1 − 14
)
e˜5 + x1x2e˜6
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
2x1 − 14
x1x2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
s
J4,5,6
2 = b
J4,5,6
24 x
γ4 e˜4 + b
J4,5,6
25 x
γ5 e˜5 + b
J4,5,6
26 x
γ6 e˜6
= x1x2e˜4 +
(
−2x1 + 12
)
e˜5
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
x1x2
−2x1 + 12
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Luego
Syz(LG) = 〈{sJ1,21 , sJ4,61 , sJ1,2,31 , sJ1,2,32 , sJ4,5,61 , sJ4,5,62 }〉
=
〈
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
−1
0
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
2x1 − 12
0
2x1 − 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1x2
0
−1
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
−x2
2
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
2x1 − 14
x1x2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
x1x2
−2x1 + 12
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
〉
,
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en notación matricial,
Syz(LG) = Z(LG) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 0 x1x2 0 0 0
−1 0 0 −x2 0 0
0 0 −1 2 0 0
0 2x1 − 12 0 0 0 x1x2
0 0 0 0 2x1 − 14 −2x1 + 12
0 2x1 − 1 0 0 x1x2 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
3. Hallar Syz(G). Se inicia encontrando la matriz P y para esto se aplica el algoritmo
de división como se muestra a continuación:
x1h1−h2+0h3+0h4+0h5+0h6 = p11h1+p21h2+p31h3+p41h4+p51h5 +p61h6,
donde 0 = p11 = p21 = p31 = p51 = p61 y p41 = 1.
0h1+0h2+0h3+(2x1− 12 )h4+0h5+(2x1−1)h6 = p12h1+p22h2+p32h3+p42h4+
p52h5 + p62h6, como (2x1 − 12 )h4 + (2x1 − 1)h6 = 0, entonces pi2 = 0 con 1 ≤ i ≤ 6.
(x1x2)h1+0h2−h3+0h4+0h5+0h6 = p13h1+p23h2+p33h3+p43h4+p53h5+p63h6,
como (x1x2)h1 − h3 = h5, entonces 0 = p13 = p23 = p33 = p43 = p63 y p53 = 1.
0h1−x2h2+2h3+0h4+0h5+0h6 = p14h1+p24h2+p34h3+p44h4+p54h5+p64h6,
como −x2h2 + 2h3 = −x2e2 − 2e2 = p′ con lm(p′) = x2e2 y lc(p′) = −1, a continuación
se mostrará que p′ G−→ 0, con G = {h1,h2,h3,h4,h5,h6}:
 Se inicia con r′ := p′, q1 := 0, q2 := 0, q3 := 0, q4 := 0, q5 := 0, q6 := 0. Como
lm(h4)|lm(p′), lm(h5)|lm(p′) y lm(h6)|lm(p′), se calcula para j = 4, 5, 6, αj ∈ N2
tal que αj + exp(lm(hj)) = exp(lm(r′)): xα4lm(h4) = lm(r′) luego (xα412 x
α42
3 )e2 =
x2e2; entonces α41 = 1, α42 = 0, por tanto xα4 = x2. xα5lm(h5) = lm(r′) luego
(xα512 x
α52
3 )x2e2 = x2e2; entonces α51 = 0, α52 = 0, por tanto x
α5 = 1. Y xα6lm(h6) =
lm(r′) luego (xα612 x
α62
3 )e2 = x2e2; entonces α61 = 1, α62 = 0, por tanto x
α6 = x2.
 Ahora se calcula cαj ,hj : x
α4xexp(lm(h4)) = x2, por tanto cα4,h4 = 1; x
α5xexp(lm(h5)) = x2,
por tanto cα5,h5 = 1 y xα6xexp(lm(h6)) = x2, por tanto cα6,h6 = 1.
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 A continuación se resuelve la ecuación
lc(r′) = −1 = r4σα4(lc(h4))cα4,h4 + r5σα5(lc(h5))cα5,h5 + r6σα6(lc(h6))cα6,h6
= r4σ2σ03(2x1 − 1) + r5σ02σ03(2x1) + r6σ2σ03
(
−2x1 + 12
)
= r4(4x1 − 1) + r5(2x1) + r6
(
−4x1 + 12
)
entonces r4 = 1, r5 = −2 y r6 = 0.
 Entonces r′ := r′ − (r4xα4h4 + r5xα5h5 + r6xα6h6) = 0 y q1 = q2 = q3 = 0, q4 :=
q4 + r4xα4 = x2, q5 := q5 + r5xα5 = −2, q6 := q6 + r6xα6 = 0. Luego p′ = x2h4 − 2h5
con lm(p′) = ma´x{lm(lm(qi)lm(hi))}6i=1.
Por tanto 0 = p14 = p24 = p34 = p64, p44 = x2 y p54 = −2.
0h1 + 0h2 +0h3 + 0h4 + (2x1− 14 )h5 + (x1x2)h6 = p15h1 + p25h2 + p35h3 + p45h4 +
p55h5 + p65h6, como (2x1 − 14)h5 + (x1x2)h6 = (2x1 − 14 )e2 = q′ con lm(q′) = e2 y
lc(q′) = 2x1 − 14 , según el algoritmo de división (incluído en el cálculo de la base de
Gröbner), q′ = q1h1 + q2h2 + q3h3 + q4h4 + q5h5 + q6h6 con q1 = q2 = q3 = q5 = 0,
q4 = −12 y q6 = −32 . Por tanto, p45 = −12 , p65 = −32 y 0 = p15 = p25 = p35 = p55.
0h1+0h2+0h3 +(x1x2)h4+(−2x1 + 12)h5+0h6 = p16h1+p26h2+p36h3 +p46h4+
p56h5 + p66h6, como (x1x2)h4 + (−2x1 + 12 )h5 = h6, entonces p16 = p26 = p36 = p46 =
p56 = 0 y p66 = 1.
De acuerdo con lo anterior, la matriz P es:
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 x2 −12 0
0 0 1 −2 0 0
0 0 0 0 −32 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Entonces,
Z(G) = Z(LG)− P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 0 x1x2 0 0 0
−1 0 0 −x2 0 0
0 0 −1 2 0 0
−1 2x1 − 12 0 −x2 12 x1x2
0 0 −1 2 2x1 − 14 −2x1 + 12
0 2x1 − 1 0 0 x1x2 + 32 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
4. Hallar Syz(H): Recordando que G = {h1,h2,h3,h4,h5,h6} es una base de Gröbner
para 〈h1,h2,h3〉, se aplica el algoritmo de división para obtener:
h1 = q11h1 + q21h2 + q31h3 + q41h4 + q51h5 + q61h6 con q11 = 1 y qi1 = 0, 2 ≤ i ≤ 6.
h2 = q12h1 + q22h2 + q32h3 + q42h4 + q52h5 + q62h6 con q22 = 1 y qi2 = 0, 1 ≤ i ≤ 6,
i 	= 2.
h3 = q13h1 + q23h2 + q33h3 + q43h4 + q53h5 + q63h6 con q33 = 1 y qi3 = 0, 1 ≤ i ≤ 6,
i 	= 3.
Entonces,
Q =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Del algoritmo para encontrar la base de Gröbner G, se obtiene que cada elemento de
ésta puede ser expresado como una A-combinación lineal de columnas de H :
h1 = r11h1 + r21h2 + r31h3 con r11 = 1 y ri1 = 0, i = 2, 3.
h2 = r12h1 + r22h2 + r32h3 con r22 = 1 y ri2 = 0, i = 1, 3.
h3 = r13h1 + r23h2 + r33h3 con r33 = 1 y ri3 = 0, i = 1, 2.
h4 = r14h1 + r24h2 + r34h3 con r14 = x1, r24 = −1 y r34 = 0.
h5 = r15h1 + r25h2 + r35h3 con r15 = x1x2, r25 = 0 y r35 = −1.
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h6 = r16h1 + r26h2 + r36h3 con r16 = 12x1x2, r26 = −x1x2 y r36 = 2x1 − 12 .
Por tanto,
R =
⎡
⎢⎢⎢⎣
1 0 0 x1 x1x2 12x1x2
0 1 0 −1 0 −x1x2
0 0 1 0 −1 2x1 − 12
⎤
⎥⎥⎥⎦ .
Ahora se hace Syz(H) =
[
(Z(G)TRT )T I3 − (QTRT )T
]
, esto es,
Z(G)TRT
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 −1 0 −1 0 0
0 0 0 2x1 − 12 0 2x1 − 1
x1x2 0 −1 0 −1 0
0 −x2 2 −x2 2 0
0 0 0 12 2x1 − 14 x1x2 + 32
0 0 0 x1x2 −2x1 + 12 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
x1 −1 0
x1x2 0 −1
1
2x1x2 −x1x2 2x1 − 12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
2x21 − 12x1 + x21x2 − 12x1x2 −2x1 + 12 − 2x21x2 + x1x2 4x21 − 3x1 + 12
0 0 0
0 0 0
1
2x1 + 2x
2
1x2 +
1
2x1x2 + x
2
1x
2
2 −12 − 2x21x22 − 32x1x2 4x21x2 − 12x1x2 + x1 − 12
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
luego,
(Z(G)TRT )T =
⎡
⎢⎢⎢⎣
0 2x21 − 12x1 + x21x2 − 12x1x2 0 0 12x1 + 2x21x2 + 12x1x2 + x21x22 0
0 −2x1 + 12 − 2x21x2 + x1x2 0 0 −12 − 2x21x22 − 32x1x2 0
0 4x21 − 3x1 + 12 0 0 4x21x2 − 12x1x2 + x1 − 12 0
⎤
⎥⎥⎥⎦
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Como
QTRT =
⎡
⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
x1 −1 0
x1x2 0 −1
1
2x1x2 −x1x2 2x1 − 12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤
⎥⎥⎥⎦ = (QTRT )T ,
entonces
I3 − (QTRT )T =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎦ .
Por tanto,
Syz(H) =
〈⎛⎜⎜⎜⎝
2x21 − 12x1 + x21x2 − 12x1x2
−2x1 + 12 − 2x21x2 + x1x2
4x21 − 3x1 + 12
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
1
2x1 + 2x
2
1x2 +
1
2x1x2 + x
2
1x
2
2
−12 − 2x21x22 − 32x1x2
4x21x2 − 12x1x2 + x1 − 12
⎞
⎟⎟⎟⎠
〉
.
APÉNDICE B
Generadores de Ker(φ)
En seguida se muestran los cálculos obviados en el capítulo 3 que verifican que los
elementos obtenidos como generadores del Ker(φ) están en este conjunto (véase el ejemplo
3.3.1):
Sea m = (2x21 − 12x1 + x21x2 − 12x1x2)f1 + (−2x1 + 12 − 2x21x2 + x1x2)f2, m ∈ Ker(φ)
pues:
(2x21 − 12x1 + x21x2 − 12x1x2)(g1 + 2g2)
= 2x21((2x1 + 1)x
2
2e1 + x2x3e2 + (8x
2
1 + 2x1)x
3
2e1 + 2x1x
2
2x3e2)
−12x1((2x1 + 1)x22e1 + x2x3e2 + (8x21 + 2x1)x32e1 + 2x1x22x3e2)
+x21x2((2x1 + 1)x
2
2e1 + x2x3e2 + (8x
2
1 + 2x1)x
3
2e1 + 2x1x
2
2x3e2)
−12x1x2((2x1 + 1)x22e1 + x2x3e2 + (8x21 + 2x1)x32e1 + 2x1x22x3e2)
= (4x31 + 2x
2
1)x
2
2e1 + 2x
2
1x2x3e2 + (16x
4
1 + 4x
3
1)x
3
2e1 + 4x
3
1x
3
2x3e2
+(−x21 − 12x1)x22e1 − 12x1x2x3e2 + (−4x31 − x21)x32e1 − x21x22x3e2
+2x21x2x1x
2
2e1 + x
2
1x
3
2e1 + x
2
1x
2
2x3e2 + 8x
2
1x2x
2
1x
3
2e1
+2x21x2x1x
3
2e1 + 2x
2
1x2x1x
2
2x3e2 − x1x2x1x22e1 − 12x1x32e1
−12x1x22x3e2 − 4x1x2x21x32e1 − x1x2x1x32e1 − x1x2x1x22x3e2
= 4x31x
2
2e1 + 2x
2
1x
2
2e1 + 2x
2
1x2x3e2 + 16x
4
1x
3
2e1 + 4x
3
1x
3
2e1 + 4x
3
1x
2
2x3e2
−x21x22e1 − 12x1x22e1 − 12x1x2x3e2 − 4x31x32e1 − x21x32e1
−x21x22x3e2 + 4x31x22e1 + x21x32e1 + x21x22x3e2 + 32x41x42e1
+4x31x
4
2e1 + 4x
3
1x
3
2x3e2 − 2x21x32e1 − 12x1x32e1 − 12x1x22x3e2
−16x31x42e1 − 2x21x42e1 − 2x21x32x3e2.
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(−2x1 + 12 − 2x21x2 + x1x2)(x1g1 + g2) =
= −2x1(2x21x22e1 + x1x22e1 + x1x2x3e2 + 4x21x32e1 + x1x32e1 + x1x22x3e2)
+12 (2x
2
1x
2
2e1 + x1x
2
2e1 + x1x2x3e2 + 4x
2
1x
3
2e1 + x1x
3
2e1 + x1x
2
2x3e2)
−2x21x2(2x21x22e1 + x1x22e1 + x1x2x3e2 + 4x21x32e1 + x1x32e1 + x1x22x3e2)
+x1x2(2x21x
2
2e1 + x1x
2
2e1 + x1x2x3e2 + 4x
2
1x
3
2e1 + x1x
3
2e1 + x1x
2
2x3e2)
= −4x31x22e1 − 2x21x22e1 − 2x21x2x3e2 − 8x31x32e1 − 2x21x32e1
−2x21x22x3e2 + x21x22e1 + 12x1x22e1 + 12x1x2x3e2 + 2x21x32e1 + 12x1x32e1
+12x1x
2
2x3e2 − 4x21x2x21x22e1 − 2x21x2x1x22e1 − 2x21x2x1x2x3e2 − 8x21x2x21x32e1
−2x21x2x1x32e1 − 2x21x2x1x22x3e2 + 2x1x2x21x22e1 + x1x2x1x22e1
+x1x2x1x2x3e2 + 4x1x2x21x
3
2e1 + x1x2x1x
3
2e1 + x1x2x1x
2
2x3e2
= −4x31x22e1 − 2x21x22e1 − 2x21x2x3e2 − 8x31x32e1 − 2x21x32e1 − 2x21x22x3e2 + x21x22e1
+12x1x
2
2e1 +
1
2x1x2x3e2 + 2x
2
1x
3
2e1 +
1
2x1x
3
2e1 +
1
2x1x
2
2x3e2
−16x41x32e1 − 4x31x32e1 − 4x31x22x3e2 − 32x41x42e1 − 4x31x42e1 − 4x31x32x3e2
+8x31x
3
2e1 + 2x
2
1x
3
2e1 + 2x
2
1x
2
2x3e2 + 16x
3
1x
4
2e1 + 2x
2
1x
4
2e1 + 2x
2
1x
3
2x3e2.
Por lo tanto φ(m) = 0.
Sea m′ = ( 12x1+2x
2
1x2+
1
2x1x2+x
2
1x
2
2)f1+(−12−2x21x22− 32x1x2)f2, luego m′ ∈ Ker(φ)
pues:
( 12x1 + 2x
2
1x2 +
1
2x1x2 + x
2
1x
2
2)(g1 + 2g2)
= 12x1(2x1x
2
2e1 + x
2
2e1 + x2x3e2 + 8x
2
1x
3
2e1 + 2x1x
3
2e1 + 2x1x
2
2x3e2)
+2x21x2(2x1x
2
2e1 + x
2
2e1 + x2x3e2 + 8x
2
1x
3
2e1 + 2x1x
3
2e1 + 2x1x
2
2x3e2)
+12x1x2(2x1x
2
2e1 + x
2
2e1 + x2x3e2 + 8x
2
1x
3
2e1 + 2x1x
3
2e1 + 2x1x
2
2x3e2)
+x21x
2
2(2x1x
2
2e1 + x
2
2e1 + x2x3e2 + 8x
2
1x
3
2e1 + 2x1x
3
2e1 + 2x1x
2
2x3e2)
= x21x
2
2e1 +
1
2x1x
2
2e1 +
1
2x1x2x3e2 + 4x
3
1x
3
2e1 + x
2
1x
3
2e1 + x
2
1x
2
2x3e2
+4x21x2x1x
2
2e1+2x
2
1x
3
2e1+2x
2
1x
2
2x3e2+16x
2
1x2x
2
1x
3
2e1+4x
2
1x2x1x
3
2e1+4x
2
1x2x1x
2
2x3e2
+x1x2x1x22e1 +
1
2x1x
3
2e1 +
1
2x1x
2
2x3e2 + 4x1x2x
2
1x
3
2e1 + x1x2x1x
3
2e1 + x1x2x1x
2
2x3e2
+2x21x
2
2x1x
2
2e1 + x
2
1x
4
2e1 + x
2
1x
3
2x3e2 +8x
2
1x
2
2x
2
1x
3
2e1 + 2x
2
1x
2
2x1x
3
2e1 + 2x
2
1x
2
2x1x
2
2x3e2
= x21x
2
2e1 +
1
2x1x
2
2e1 +
1
2x1x2x3e2 + 4x
3
1x
3
2e1 + x
2
1x
3
2e1 + x
2
1x
2
2x3e2 + 8x
3
1x
3
2e1 + 2x
2
1x
3
2e1
+2x21x
2
2x3e2 + 64x
4
1x
4
2e1 + 8x
3
1x
4
2e1 + 8x
3
1x
3
2x3e2 + 2x
2
1x
3
2e1 +
1
2x1x
3
2e1 +
1
2x1x
2
2x3e2
+16x31x
4
2e1 + 2x
2
1x
4
2e1 + 2x
2
1x
3
2x3e2 + 8x
3
1x
4
2e1 + x
2
1x
4
2e1 + x
2
1x
3
2x3e2 + 128x
4
1x
5
2e1
+8x31x
5
2e2 + 8x
3
1x
4
2e2.
(−12 − 2x21x22 − 32x1x2)(x1g1 + g2)
= −12 (2x21x22e1 + x1x22e1 + x1x2x3e2 + 4x21x32e1 + x1x32e1 + x1x22x3e2)
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−2x21x22(2x21x22e1 + x1x22e1 + x1x2x3e2 + 4x21x32e1 + x1x32e1 + x1x22x3e2)
−32x1x2(2x21x22e1 + x1x22e1 + x1x2x3e2 + 4x21x32e1 + x1x32e1 + x1x22x3e2)
= −x21x22e1 − 12x1x22e1 − 12x1x2x3e2 − 2x21x32e1 − 12x1x32e1 − 12x1x22x3e2
−4x21x22x21x22e1 − 2x21x22x1x22e1 − 2x21x22x1x2x3e2 − 8x21x22x21x32e1
−2x21x22x1x32e1 − 2x21x22x1x22x3e2 − 3x1x2x21x22e1 − 32x1x2x1x22e1
−32x1x2x1x2x3e2 − 6x1x2x21x32e1 − 32x1x2x1x32e1 − 32x1x2x1x22x3e2
= −x21x22e1 − 12x1x22e1 − 12x1x2x3e2 − 2x21x32e1 − 12x1x32e1 − 12x1x22x3e2
−64x41x42e1 − 8x31x42e1 − 8x31x32x3e2 − 128x41x52e1 − 8x31x52e1 − 8x31x42x3e2
−12x31x32e1 − 3x21x32e1 − 3x21x22x3e2 − 24x31x42e1 − 3x21x42e1 − 3x21x32x3e2.
Por lo tanto φ(m′) = 0.
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