Abstract. Nilpotent semigroups in the sense of Mal'cev are defined by semigroup identities. Finite nilpotent semigroups constitute a pseudovariety, MN, which has finite rank. The semigroup identities that define nilpotent semigroups, lead us to define strongly Mal'cev nilpotent semigroups. Finite strongly Mal'cev nilpotent semigroups constitute a non-finite rank pseudovariety, SMN. The pseudovariety SMN is strictly contained in the pseudovariety MN but all finite nilpotent groups are in SMN. We show that the pseudovariety MN is the intersection of the pseudovariety BG nil with a pseudovariety defined by a κ-identity. We further compare the pseudovarieties MN and SMN with the Mal'cev product J m G nil .
Introduction
Mal'cev [13] and independently Neumann and Taylor [15] have shown that nilpotent groups can be defined by semigroup identities (that is, without using inverses). This leads to the notion of a nilpotent semigroup (in the sense of Mal'cev).
For a semigroup S with elements x, y, z 1 , z 2 , . . . one recursively defines two sequences by λ 0 = x, ρ 0 = y and λ n+1 = λ n z n+1 ρ n , ρ n+1 = ρ n z n+1 λ n . A S semigroup is said to be nilpotent if there exists a positive integer n such that λ n (x, y, z 1 , . . . , z n ) = ρ n (x, y, z 1 , . . . , z n ) for all x, y in S and z 1 , . . . , z n in S 1 . The smallest such n is called the nilpotency class of S. Clearly, null semigroups are nilpotent in the sense of Mal'cev.
A pseudovariety of semigroups is a class of finite semigroups closed under taking subsemigroups, homomorphic images and finite direct products. The finite nilpotent semigroups constitute a pseudovariety which is denoted by MN [18] . In [5] , the rank of the pseudovariety MN and some classes defined by several of the variants of Mal'cev nilpotent semigroups are investigated and they are compared.
Let S be a semigroup. In this paper, we introduce a further variant of Mal'cev nilpotency, that we call strong Mal'cev nilpotency. For semigroups, the new notion is strictly stronger than Mal'cev nilpotency, but it coincides with nilpotency for groups. Strongly Mal'cev nilpotent semigroups constitute a pseudovariety which we denote by SMN. We show that G nil ⫋ SMN ⫋ MN where G nil is the pseudovariety of all finite nilpotent groups. Higgins and Margolis showed that ⟨A ∩ Inv⟩ ⫋ A ∩ ⟨Inv⟩ [9] . In [5] , it is proved that ⟨A ∩ Inv⟩ ⫋ A ∩ MN. We show that, in fact, ⟨A ∩ Inv⟩ ⫋ A ∩ SMN.
The paper [5] also shows that MN is defined by the pseudoidentity φ ω (x) = φ ω (y), where φ is the continuous endomorphism of the free profinite semigroup on {x, y, z, t} such that φ(x) = xzytyzx, φ(y) = yzxtxzy, φ(z) = z, and φ(t) = t. In particular, the pseudovariety MN has finite rank. We prove that the pseudovariety SMN has infinite rank and, therefore, it is nonfinitely based. In this paper, we also show that the pseudovariety MN is the intersection of BG nil with a pseudovariety defined by a κ-identity.
Note that the following chain of proper inclusions holds:
On the other hand, it is part of a celebrated result that BG = J m G where m stands for Mal'cev product [16] . In contrast, the inclusion J m H ⫋ BH is strict for every proper subpseudovariety H of G [9] .
Preliminaries
For standard notation and terminology relating to finite semigroups, we refer the reader to [7] . A completely 0-simple finite semigroup S is isomorphic with a regular Rees matrix semigroup M 0 (G, n, m; P ), where G is a maximal subgroup of S, P is the m × n sandwich matrix with entries in G θ and n and m are positive integers. The nonzero elements of S are denoted (g; i, j), where g ∈ G, 1 ≤ i ≤ n and 1 ≤ j ≤ m; the zero element is denoted θ.
The (j, i)-entry of P is denoted p ji . The set of nonzero elements is denoted M(G, n, m; P ). If all elements of P are nonzero then M(G, n, m; P ) is a subsemigroup and every completely simple finite semigroup is of this form. If P = I n , the n × n identity matrix, then S is an inverse semigroup. Jespers and Okniński proved that a completely 0-simple semigroup M 0 (G, n, m; P )
is Mal'cev nilpotent if and only if n = m, P = I n and G is a nilpotent group [10, Lemma 2.1].
The next lemma is a necessary and sufficient condition for a finite semigroup not to be nilpotent [11, Lemma 2.2] .
Lemma 2.1. A finite semigroup S is not Mal'cev nilpotent if and only if
there exist a positive integer m, distinct elements x, y ∈ S, and elements w 1 , w 2 , . . . , w m ∈ S 1 such that x = λ m (x, y, w 1 , w 2 , . . . , w m ) and y = ρ m (x, y, w 1 , w 2 , . . . , w m ).
Assume that a finite semigroup S has a proper ideal M = M 0 (G, n, n; I n ) and n > 1. The action Γ on the R-classes of M in [12] is used. In this paper, we consider the dual definition of the action Γ as in [5] . The action Γ is defined to be the action of S on the L-classes of M , that is a representation (a semigroup homomorphism) Γ ∶ S → T , where T denotes the full transformation semigroup on the set {1, . . . , n} ∪ {θ}. The definition is as follows, for 1 ≤ j ≤ n and s ∈ S, Γ(s)(j) = j ′ if (g; i, j)s = (g ′ ; i, j ′ ) for some g, g ′ ∈ G, 1 ≤ i ≤ n θ otherwise and Γ(s)(θ) = θ. We call the representation Γ the L M -representation of S. For every s ∈ S, Γ(s) can be written as a product of orbits which are cycles of the form (j 1 , j 2 , . . . , j k ) or sequences of the form (j 1 , j 2 , . . . , j k , θ), where 1 ≤ j 1 , . . . , j k ≤ n. The latter orbit means that Γ(s)(j i ) = j i+1 for 1 ≤ i ≤ k − 1, Γ(s)(j k ) = θ, Γ(s)(θ) = θ and there does not exist 1 ≤ r ≤ n such that Γ(s)(r) = j 1 . Orbits of the form (j) with j ∈ {1, . . . , n} are written explicitly in the decomposition of Γ(s). By convention, we omit orbits of the form (j, θ) in the decomposition of Γ(s) (this is the reason for writing orbits of length one). If Γ(s)(j) = θ for every 1 ≤ j ≤ n, then we simply denote Γ(s) by θ.
If the orbit ε appears in the expression of Γ(s) as a product of disjoint orbits, then we denote this by ε ⊆ Γ(s). If Γ(s)(j 1,1 ) = j 1,2 , Γ(s)(j 1,2 ) = j 1,3 , . . . , Γ(s)(j 1,p 1 −1 ) = j 1,p 1 , . . . , Γ(s)(j q,1 ) = j q,2 , . . . , Γ(s)(j q,pq−1 ) = j q,pq , then we write [j 1,1 , j 1,2 , . . . , j 1,p 1 ; . . . ; j q,1 , j q,2 , . . . , j q,pq ] ⊑ Γ(s).
Note that, if g ∈ G and 1 ≤ n 1 , n 2 ≤ n with n 1 ≠ n 2 then Γ((g; n 1 , n 2 )) = (n 1 , n 2 , θ) and Γ((g; n 1 , n 1 )) = (n 1 ).
Therefore, if the group G is trivial, then the elements of M may be viewed as transformations. Also, for every s ∈ S, we recall a map
It is straightforward to verify that Ψ is well-defined. Let T be a semigroup with a zero θ T and let M be a regular Rees matrix semigroup M 0 ({1}, n, n; I n ). Let ∆ be a representation of T in the full transformation semigroup on the set {1, . . . , n}∪{θ} such that for every t ∈ T , ∆(t)(θ) = θ, ∆ −1 (θ) = {θ T }, and ∆(t) restricted to {1, . . . , n} ∖ ∆(t)
is injective. The semigroup S = M ∪ ∆ T is the θ-disjoint union of M and T (that is the disjoint union with the zeros identified). The multiplication is such that T and M are subsemigroups,
For more details see [12] . Let V be a pseudovariety of finite semigroups. A pro-V semigroup is a compact semigroup that is residually in V. In case V consists of all finite semigroups, we call pro-V semigroups profinite semigroups. We denote by Ω A V the free pro-V semigroup on the set A and by Ω A V the free semigroup in the (Birkhoff) variety generated by V. Such free objects are characterized by appropriate universal properties. For instance, Ω A V comes endowed with a mapping ι∶ A → Ω A V such that, for every mapping φ∶ A → S into a pro-V semigroup S, there exists a unique continuous homomorphismφ∶ Ω A V → S such thatφ ○ ι = φ. For more details on this topic we refer the reader to [1] .
Let S be a finite semigroup. Let π 1 , . . . , π r ∈ Ω r V. Define recursively a sequence (u 1,i , . . . , u r,i ) by (u 1,0 , . . . , u r,0 ) ∈ S r and u i,n+1 = π i (u 1,n , . . . , u r,n ).
. . , π r ) for 1 ≤ i ≤ r is also a member of Ω r V. Moreover, if each π i is a computable operation, then so is each ○ ω i (π 1 , . . . , π r ) [3, Corollary 2.5]. Recall that a pseudoidentity (over V) is a formal equality π = ρ between π, ρ ∈ Ω r V for some integer r. For a set Σ of V-pseudoidentities, we denote by Σ V (or simply Σ if V is understood from the context) the class of all S ∈ V that satisfy all pseudoidentities from Σ. Reiterman [17] proved that a subclass V of a pseudovariety W is a pseudovariety if and only if V is of the form Σ W for some set Σ of W-pseudoidentities. For the pseudovarieties G nil and BG, of all finite block groups, that is, finite semigroups in which each element has at most one inverse, we have
where φ is the continuous endomorphism of the free profinite semigroup on {x, y} such that φ(x) = x ω−1 y ω−1 xy, φ(y) = y [4, Example 4.15(2)] and
where e = x ω , f = y ω (see for example [1, Exercise 5.2.7] ).
Strongly nilpotent semigroups
For a semigroup S with elements x 1 , . . . , x t , z 1 , z 2 , . . . one recursively defines sequences λ n,i = λ n,i (x 1 , . . . , x t ; z 1 , . . . , z n ) by λ 0,i = x i and
for every 1 ≤ i ≤ t. A semigroup is said to be strongly Mal'cev nilpotent, if there exists a positive integer n such that
for all x 1 , . . . , x t in S and z 1 , . . . , z n in S 1 . The smallest such n is called the strong Mal'cev nilpotency class of S. We denote the class all finite strongly Mal'cev nilpotent semigroups by SMN. Note that if we choose t = 2 then the sequences λ n,1 and λ n,2 are equal to the sequences λ n and ρ n , respectively. Hence, if a semigroup S is strongly Mal'cev nilpotent then it is Mal'cev nilpotent too and, thus, we have SMN ⊆ MN. The set SMN is a pseudovariety. It is an example of ultimate equational definition of pseudovariety in the sense of Eilenberg and Schützenberger [8] . Since SMN ⊆ MN and MN ⫋ BG nil , we have the following theorem. 
for all x, y, z 1 , . . . , z n in S.
Proof. Suppose that there exists a finite semigroup S such that S satisfies the condition of the lemma and S is not Mal'cev nilpotent.
If S ∈ BG nil , then there exists a regular J -class M 0 (G, n, m; P ) ∖ {θ} of S such that one of the following conditions holds:
(1) G is not a nilpotent group; (2) there exist integers 1 ≤ i 1 , i 2 ≤ n and 1 ≤ j ≤ m such that p ji 1 , p ji 2 ≠ θ; 
for every integer 0 ≤ n. A contradiction with the assumption. Similarly, we have a contradiction for Condition (3) . Now, suppose that S ∈ BG nil . Since S satisfies the condition of the lemma and S ∈ MN, by Lemma 2.1 there exist a positive integer m, distinct elements x, y ∈ S and elements w 1 , w 2 , . . . , w m−1 ∈ S 1 such that
As x ≠ y and S ∈ BG nil , by (3.1), there exists a regular J -class
If i ≠ j then w 1 ≠ 1 and, thus,
for every integer 0 ≤ n. A contradiction with the assumption. If i = j, then we have
Since x ≠ y, we have g ≠ g ′ . It follows that G is not nilpotent. The result follows. Now, by Lemma 3.2 with using the same method as in the proof of [ Proof. If G is strongly Mal'cev nilpotent with the strong Mal'cev nilpotency class 1, then λ 1,1 (x 1 , x 2 ; 1) = λ 1,2 (x 1 , x 2 ; 1), for all x 1 , x 2 in G. It follows that x 1 x 2 = x 2 x 1 . Thus (1), (2) are equivalent to the commutativity of G.
Assume that the assertion holds for some n > 1. Let x 1 , . . . , x t , z 1 , . . . , z n in G and a i = λ n,i (x 1 , . . . , x t ; z 1 , . . . , z n ) for every 1 ≤ i ≤ t. For any x ∈ G, denote by x the image of x in G Z(G). If G is nilpotent of class n + 1, then G Z(G) is nilpotent of class n and, by the induction hypothesis we have
Thus, there exist elements v i,j ∈ Z(G) such that
There exist integers g and h such that b g = a i and b h = a j . Since a i = a j v i,j and v i,j ∈ Z(G), we have
Since we take the elements a i and a j arbitrarily, we have
Therefore G is strongly Mal'cev nilpotent with the strong Mal'cev nilpotency class n + 1. Now, assume that G is strongly Mal'cev nilpotent with the strong Mal'cev nilpotency class n+1. Hence G is Mal'cev nilpotent with the nilpotency class n ′ with n ′ ≤ n + 1. Then, by [15, Corollary 1] , G is a nilpotent group with the nilpotency class n ′ . If n ′ < n + 1, then, by assertion, G is strongly
Mal'cev nilpotent with the strong Mal'cev nilpotency class n ′ , a contradiction. Hence, G is a nilpotent group with the nilpotency n + 1.
As was mentioned about Lemma 2.1, it is proved in [11] that a finite semigroup S is not Mal'cev nilpotent if and only if there exist a positive integer m, distinct elements x, y ∈ S and elements w 1 , w 2 , . . . , w m ∈ S 1 such that x = λ m (x, y, w 1 , w 2 , . . . , w m ) and y = ρ m (x, y, w 1 , w 2 , . . . , w m ). We proceed with some lemmas that serve to give a criterion for finite semigroups not to be strongly Mal'cev nilpotent (Lemma 3.9). Lemma 3.5. Let S be a finite semigroup. Suppose that
is a principal series of S and there is an integer 1 ≤ p ≤ s such that the following conditions are satisfied:
(1) S p S p+1 is an inverse completely 0-simple semigroup, say
, and elements
where
Then, there exists an integer t
′ such that the following conditions are satisfied:
(1) t
Proof. We have 1 < {α 1 , . . . , α t } < t or 1 < {β 1 , . . . , β t } < t. First, we assume that 1 < {α 1 , . . . , α t } < t. Since {α 1 , . . . , α t } < t,
we have α 1 = ⋯ = α t , which contradicts the initial assumption. Now, suppose that 1 < h 2 −h 1 . By our assumption, the integers
The proof in case 1 < {β 1 , . . . , β t } < t is similar.
We can get the following lemma from the results of the paper [12] . We present a similar lemma as well as the analogous result for strong Mal'cev nilpotency (Lemma 3.7). ( (
Proof. First, suppose that S is not strongly Mal'cev nilpotent. Let k = S . Since S is not strongly Mal'cev nilpotent, there exist elements a 1 , . . . , a t ∈ S with t > 1, and = (λ r 2 ,1 (a 1 , . . . , a t ; w 1 , . . . , w r 2 ), . . . , λ r 2 ,t (a 1 , . . . , a t ; w 1 , . . . , w r 2 )).
. This gives the equalities
be a principal series of S. Suppose that y 1 ∈ S p ∖ S p+1 for some 1 ≤ p ≤ s. Because S p and S p+1 are ideals of S, the equalities (3.2) yield y 1 , . . . , y t ∈ S p ∖ S p+1 and v 1 , . . . , v m ∈ S ∖ S p+1 . Since S ∈ BG nil , S p S p+1 is an inverse completely 0-simple semigroup, say M = M 0 (G, q, q; I q ). Then there exist
. Therefore, we have
Since 1 < {y 1 , . . . , y t } , we have 1 < {g 1 , . . . , g t } . Then, by Lemma 3.4, G is not a nilpotent group. This contradicts the assumption that S ∈ BG nil . Then, there exist distinct integers 1 ≤ h, h
Now, by Lemma 3.5, there exists an integer t ′ such that the following conditions are satisfied:
The converse, follows at once from the definition of strong Mal'cev nilpotency. Now, we can improve the definition of strong Mal'cev nilpotency for finite semigroups as well as Lemma 3.2.
Lemma 3.8. A finite semigroup S is strongly Mal'cev nilpotent if and only if there exists a positive integer n such that
Proof. Suppose that there exists a finite semigroup S such that S satisfies the condition of the lemma and S is not strongly Mal'cev nilpotent.
If S ∈ BG nil , then S ∈ MN and, thus, by Lemma 3.2, S does not satisfy the condition of the lemma, a contradiction. Now, suppose that S ∈ BG nil . Since S ∈ SMN and S satisfies the condition of the lemma, by Lemma 3.7, there exist a regular J -class M = M 0 (G, n, n; I n ) ∖ {θ} of S, a positive integer t > 1, elements y i = (g i ; α i , β i ) ∈ M , for every 1 ≤ i ≤ t and an element w ∈ S 1 such that {α 1 , . . . , α t } = t and
for some element k l ∈ G and, thus, 
Proof. If S ∈ BG nil and S ∈ SMN, as we argue in the proof of Lemma 3.8, by Lemma 3.7, the result follows. Now, suppose that S ∈ BG nil . Hence, we have S ∈ MN and the result follows from Lemma 3.2.
The Rees matrix semigroup 
Since M is inverse and
where Γ is an L M -representation of M . Now, as w 1 , . . . , w m ∈ M , we have
Therefore, we have
Then G is not nilpotent by Lemma 3.4 in contradiction with the initial assumption.
Schützenberger graphs
Let M be a finite A-generated semigroup. If X is an R-class of M , then the Schützenberger graph (with respect to A) of X, denoted Sch A (X), is the full subgraph of the right Cayley graph of M with set of vertices X. Dually, for an L-class Y , the left Schützenberger graph of Y , denoted Sch ⋆ there is at run labeled w from any vertex q in the graph Γ (for more detail see [20] ). It is clear that if M is a finite Mal'cev nilpotent semigroup, then Sch A (X) is inverse, for every regular R-class X, and Sch
Let X be an R-class of M and let L β,α,X = {w ∈ A + w run from β to α}, for every α, β ∈ V (Sch A (X)). We define the following notions for the R-class X:
The following proposition can be seen as a criterion to detect non Mal'cev nilpotent semigroups by the Schützenberger graphs of its regular R-classes.
Proposition 4.1. Let S be an A-generated finite semigroup with the following conditions:
(1) the semigroup S is in the pseudovariety
If there exists a regular R-class X of S such that the subset X is not nilpotent in S, then the semigroup S is not Mal'cev nilpotent.
Proof. Suppose that there exist a regular R-class X of S and vertices α, α ′ , β, and
There exist an integer n and a finite nilpotent group G such that J ∪ {θ} ≅ (M =)M 0 (G, n, n; I n ). Then, we have
by Lemma 3.6, the semigroup S is not Mal'cev nilpotent. Suppose that The following propositions can be seen as criteria to detect non Mal'cev nilpotent semigroups and non strongly Mal'cev nilpotent semigroups that are obtained at once from Lemmas 3.6, 3.5 and 3.7. We recall the pseudovariety BI = {S ∈ S S is block group and all subgroups of S are trivial} where S is all finite semigroups. (2) the semigroup S is strongly Mal'cev nilpotent if and only if for every regular R-class X of S the subset X is strongly nilpotent in S.
5. An iterative description of SMN
where φ t is the continuous endomorphism of the free profinite semigroup on {y 1 , . . . , y t , z 1 , . . . , z t } such that φ t (y i ) = λ t,i (y 1 , . . . , y t ; z 1 , . . . , z t ) and
Proof. First, we prove that SMN ⊆ SMN ○ t , for every t ≥ 2. Suppose the contrary. Hence, there exists S ∈ SMN, elements y 1 , . . . , y t , z 1 , . . . , z t ∈ S and distinct integers i and j such that φ ω t (y i ) ≠ φ ω t (y j ). Therefore, we have 2 ≤ {λ n,i (y 1 , . . . , y t ; z 1 , . . . , z t , z 1 , . . .) 1 ≤ i ≤ t} , for every positive integer n which is a contradiction with S ∈ SMN. Now, suppose that there exists a finite semigroup S which S ∈ SMN and S ∈ (⋂ 2≤t SMN ○ t ). If S ∈ MN then, by [5, Theorem 3.1], we have S ∈ SMN ○ 2 , a contradiction. Hence, S ∈ BG nil and S ∈ SMN. By Lemma 3.7, there exists an integer t such that S ∈ SMN ○ t , a contradiction. The result follows.
The following theorem shows that the pseudovariety SMN has infinite rank and, therefore, it is non-finitely based. Proof. We prove that for every prime number p, there exists a finite semigroup S such that S is generated by 2p elements, S ∈ SMN and ⟨x 1 , . . . ,
for all x 1 , . . . , x 2t−1 ∈ S.
Let the sets A p = {α 1 , . . . , α p } and B p = {β 1 , . . . , β p } with A p ∩ B p = ∅ and the partial bijections X p,i = (α i , β i , θ) and
on the set A p ∪B p ∪{θ}. Let S p be a subsemigroup of the full transformation semigroup on the set A p ∪ B p ∪ {θ} given by
By Lemma 3.7, the semigroup S p is not in SMN.
Suppose that a subsemigroup T = ⟨y 1 , . . . ,
′ and
and, thus 2j 1 = 2j 1+p ′ 2 (mod p). Since the integers j 1 and j 1+p ′ 2 are distinct, we have 2 p. As p is prime, it follows that p = p ′ = 2. Now, suppose that p ′ is odd. Hence, we have
Hence, it follows that p ′ p and, thus, p = p ′ . Therefore, we have {W p,1 , . . . , W p,p } ⫋ {y 1 , . . . , y 2p−1 }. Hence, there exists an integer 1 ≤ i ≤ p such that (α i , z, θ) ∈ {y 1 , . . . , y 2p−1 }, for every z ∈ A p ∪ B p and, thus, (α i , β i , θ) ∈ M . Since {b 1 , . . . , b p } = {W p,1 , . . . , W p,p }, we have {a 1 , . . . , a p } = {(1; α i , β i ), . . . , (1; α p , β p )}, a contradiction.
The result follows.
The following proposition can be seen as criteria to determine when a semigroup S ∈ BI is not Mal'cev nilpotent or is not strongly Mal'cev nilpotent. (1) B ⫋ A and A B ≅ M ; (2) 1 < t; (3) y i = (1; α i , β i ) ∈ M , for every 1 ≤ i ≤ t and {α 1 , . . . , α t } = t;
Then, the elements v 1 and v 2 are not regular.
Proof. We prove this by contradiction. Suppose that v 2 is regular. Let k = t gcd(t, i). Since v 2 is regular and S ∈ BI, v 2 has an inverse element. Hence, we have
).
Since i < t, we have 1 < k and, thus, S is not aperiodic. This contradicts the assumption that S ∈ BI. Similarly, we have a contradiction when v 1 is regular.
The following example is presented to illustrate the determination of some strongly Mal'cev nilpotent semigroups by Proposition 5.3. 
The semigroup S is strongly Mal'cev nilpotent.
Proof. The semigroup S is aperiodic and S has the principal series
Hence, only the elements z 1 , z 2 and z 3 are non regular elements of S. Let Γ i be an M i -representation of M i , for 1 ≤ i ≤ 2. We also have Γ 2 (z 2 ) = θ. Since S ∈ BI, if S ∈ SMN, by Lemma 3.7 and Proposition 5.3, one of the following conditions holds:
(1) there exist distinct elements a 1 , a 2 ∈ S and distinct elements w 1 , w 2 ∈ {z 1 , z 2 , z 3 } such that a i = λ 2,i (a 1 , a 2 ; w 1 , w 2 ), for all 1 ≤ i ≤ 2;
(2) there exist pairwise distinct elements a 1 , a 2 , a 3 ∈ S and pairwise distinct elements w 1 , w 2 , w 3 ∈ {z 1 , z 2 , z 3 } such that
By using a Mathematica package developed by the first author, based on Proposition 4.3, one can check that S ∈ MN, and it follows that the part (1) does not imply. Since {i 1 ≤ i ≤ 18 and Γ 1 (z 2 )(i) ≠ θ} = 3, Γ 1 (z 2 )(2) ≠ 0, (2, 7, 0) ⊆ Γ(z 1 ) and there does not exist any integer i such that Γ 1 (z 2 )(i) = 7, we have a 1 , a 2 , a 3 ∈ M 1 ∖ {θ} and, thus a 1 , a 2 , a 3 ∈ M 2 ∖ {θ}. Now, as Γ 2 (z 2 ) = θ, the part (2) does not imply. A contradiction and, thus, S ∈ SMN.
We have ⟨A ∩ Inv⟩ ⫋ A ∩ MN ([5, Theorem 8.1]). The following theorem presents the similar result for strong Mal'cev nilpotency.
Proof. Suppose that S ∈ (A ∩ Inv) ∖ (A ∩ SMN). Since S ∈ BI and S ∈ SMN, by Lemma 3.7 and Proposition 5.3, S is not inverse, a contradiction. Hence, A ∩ Inv is contained in SMN and, thus, ⟨A ∩ Inv⟩ ⊆ A ∩ SMN.
By Lemma 3.7, the semigroup N 4 in [5] is in the subset A∩SMN∖⟨A∩Inv⟩. Therefore, ⟨A ∩ Inv⟩ is strictly contained in A ∩ SMN.
Note that, we can improve the result of Theorem 5.5 and claim that
Before we present an example to show that ⟨A ∩ Inv⟩ is strictly contained in ⟨Inv⟩ ∩ A ∩ SMN, we recall some definitions from [9] . Consider the sets X n = {1, . . . , n}, X 
Finally, let S(U ) be the semigroup generated by the mappings b ′ i , (1 ≤ i ≤ k), together with a ′ and M . They prove that if S(U ) is a divisor of some finite inverse semigroup I, then U divides I also [9, Theorem 3.2]. Now, we present our candidate to show that ⟨A ∩ Inv⟩ ≠ ⟨Inv⟩ ∩ A ∩ SMN. Let S be the subsemigroup of the full transformation semigroup on the set {1, . . . , 6} ∪ {θ} given by the union of the completely 0-simple semigroup M 0 ({1}, 6, 6; I 6 ) and the set {w, v},
where w = (1, 5, θ)(2, 6, θ)(3, 4, θ) and v = (1, 4, θ)(2, 5, θ)(3, 6, θ). Thanks to Lemma 3.7, S is strongly Mal'cev nilpotent. Also, since the idempotents of S commute, we have S ∈ ⟨Inv⟩ [6] . We have S = S(U ) when U is the semigroup generated by the elements w ′ = (1, 2, 3 ) and v ′ = (1)(2)(3). Now, if S ≺ I, for some finite inverse semigroup I, then U ≺ I. Since U is not aperiodic, I is not aperiodic and, thus, S ∈ ⟨A ∩ Inv⟩.
The following propositions can be seen as criteria to determine when S(U ) is not Mal'cev nilpotent or is not strongly Mal'cev nilpotent. If there exist integers i 1 , i 2 and a bijection g ∈ {b 1 , b 2 
Proposition 5.6.
Then by Lemma 2.1, the semigroup S(U ) is not Mal'cev nilpotent. Proof. We have
for every 1 ≤ j ≤ m. Then, by Lemma 3.9, the semigroup S(U ) is not strongly Mal'cev nilpotent.
Bases of κ-identities within BG nil
Let S be a semigroup. We define Property P 2 for S as follows:
if y 1 and y 2 are in a J -class of S and there exist elements z 1 , z 2 ∈ S such that y i z j y i+j (mod 2) is in the J -class of y 1 and y 2 , for all 1 ≤ i, j ≤ 2, then y 1 Hy 2 .
Lemma 6.1. Let S ∈ BG nil . The semigroup S is MN if and only if S satisfies Property P 2 .
Proof. Suppose that S does not satisfy Property P 2 . Then, there exist elements y 1 , y 2 , z 1 , z 2 and a J -class J of S such that
for all 1 ≤ i, j ≤ 2, and y 1 and y 2 are not in the same H-class. Since y 1 z 1 y 2 ∈ J, we have y 1 z 1 ∈ J and, thus, J is a regular J -class. As S ∈ BG nil , there exist ideals A, B of S and an inverse Rees matrix semigroup M = M 0 (G, n, n; I n ) such that B ⫋ A, A B ≅ M and J = M ∖ {θ}. Therefore, there exist elements (g; α, β), (g
Since y 1 and y 2 are in different H-classes, we have α ≠ α ′ or β ≠ β ′ . As y i z j y i+j (mod 2) ∈ J, for all 1 ≤ i, j ≤ 2, we have
where Γ is an L M -representation of S B. Lemma 3.6 entails that S ∈ MN.
Similarly, if S ∈ MN, then, by Lemma 3.6, S does not satisfy Property P 2 .
We recall the canonical signature κ which consists of the basic multiplication operation and the unary operation x ω−1 (for more details see [2] ). Let S be a semigroup. We define the κ-term
. We have
Proof. First, we prove that MN ⊆ MN ⋆ ∩ BG nil . Suppose the contrary. Since MN ⫋ BG nil , there exist S ∈ MN and elements y 1 , y 2 , z 1 , z 2 ∈ S such that
where r 1 = (y 1 z 2 ) ω−1 y 1 and r 2 = (y 2 z 2 ) ω−1 y 2 . Since,
there exist elements a and b in S 1 such that y
Note that we have
Similarly, we have r 2 = r 2 z 2 r 2 . Since and S ∈ MN. Lemma 6.1 yields that S does not satisfy Property P 2 and, thus, S ∈ MN ⋆ . A contradiction. The result follows.
Comparison with J m G nil
In this section, we compare the pseudovarieties MN, SMN and J m G nil where J is the pseudovariety of all finite J-trivial monoids.
Let A be a finite set, F (A) be the free group on A and H be a finitely generated subgroup of F (A). In the seminal paper [19] , Stallings associated to H an inverse automaton A(H) which can be used to solve a number of algorithmic problems concerning H including the membership problem. Stallings, in fact, used a different language than that of inverse automata; the automata theoretic formulation is from [14] .
is a set of formal inverses of the elements of A. An inverse automaton A over A is anÃ-automaton with the property that there is at most one edge labeled by each letter leaving each vertex and if there is an edge p → q labeled by a, then there is an edge q → p labeled by a −1 . Moreover, we require that there is a unique initial vertex, which is also the unique terminal vertex. The set of all reduced words accepted by a finite inverse automaton is a finitely generated subgroup of F (A) called the fundamental group of the automaton. TheÃ-automaton A(H) (the Stallings automaton associated with H) is the unique finite connected inverse automaton whose fundamental group is H with the property that all vertices have out-degree at least 2 except possibly the initial vertex (where we recall that there are both A and A −1 -edges). One description of A(H) is as follows. Take the inverse automaton A ′ (H) with vertex set the coset space F (A) H and with edges of the form Hg a → Hga for a ∈Ã; the initial and terminal vertices are both H. Then A(H) is the subautomaton whose vertices are cosets Hu with u a reduced word that is a prefix of the reduced form of some element w of H and with all edges between such vertices; the coset H is still both initial and final. Stallings presented an efficient algorithm to compute A(H) from any finite generating set of H via a procedure known as folding. From the construction, it is apparent that there is an automaton morphism A(H 1 ) → A(H 2 ) if and only if H 1 ⊆ H 2 for finitely generated subgroups H 1 and H 2 . Also, it is known that H has finite index if and only if A(H) = A ′ (H). Stallings also provided an algorithm to compute A(H 1 ∩H 2 ) from A(H 1 ) and A(H 2 ) (note that intersections of finitely generated subgroups of free groups are finitely generated by Howson's theorem).
Conversely, if A = (Q, A, δ, i, i) is a reduced inverse automaton, one can effectively construct a basis of a finitely generated subgroup H of F (A) such that A = A(H). First we compute a spanning tree T of the graph A. For each state q of A, there is a unique shortest path from i to q within T : we let u q be the label (inÃ ⋆ ) of this path. Let p j a j → q j (1 ≤ j ≤ k) be the A-labeled edges of A which are not in T . For each j, let y j = u p j a j u −1 q j ∈Ã ⋆ , and let H = ⟨y 1 , . . . , y k ⟩. Then {y 1 , . . . , y k } is a basis for H and A = A(H).
For another subgroup K of F (A), if H ⊆ K, the automaton congruence ∼ H,K on A(H) is defined by the morphism from A(H) into A(K). Suppose that, for each state p of A(H), u p is a reduced word such that 1.u p = p, in A(H). Then two states p and q of A(H) are ∼ H,K -equivalent if and only if
Let V be a pseudovariety of groups. The subgroup H is V-extendible if its automaton can be embedded into a complete automaton with transition group in V. Let ∼ be the intersection of the ∼ H,K , where the intersection runs over all clopen subgroups K in the pro-V topology containing H. The automaton congruence ∼ coincides with ∼ H,Cl V (H) on A(H). LetH be the subgroup of F (A) such that A(H) = A(H) ∼. The subgroupH is the least V-extendible subgroup containing H, and H is V-extendible if and only if H = H. Also, in general H ⊆H ⊆ Cl V (H) and since the congruences ∼ and
See [19, 14, 20] for details.
Margolis, Sapir and Weil presented a procedure to compute the Stallings automaton of the p-closure of a finitely generated subgroup of a free group (which is again finitely generated), for every prime integer p. To compute the p-closure of H, we compute a finite sequence of quotients of A(H),
, and H n,p is the p-closure of H. They let ∼ 0 be the universal, one-class congruence, so that H 0,p is a free factor of F (A). Let 0 ≤ i. After i iterations of the algorithm, we have computed the quotient A(H i,p ) = A(H) ∼ i . Roughly speaking, for the (i + 1)st iteration of the algorithm, they translate H into a basis of H i,p and they ask whether H is p-dense in H i,p . If it is, H i,p is the closure of H; if not, we compute the (Z pZ)-closure of H in H i,p , or rather a free factor H i+1,p of that closure which contains H. Formally, they present the following process:
(1) Computing a basis of H i,p . First we compute a basis for H i,p . Let A i be a set in bijection with that basis. We let
be the natural one-to-one morphism onto H i,p . We denote by σ i the natural morphism
Translating H into the basis of H i,p . Now we compute a basis of the subgroup κ
. This is done by running the elements of the basis of H in A(H i ) and noting down the edges traversed that are not in the chosen spanning tree.
i (H)) be the r × A i matrix consisting of the row vectors σ i κ
Then we calculate the rank of the matrix to decide whether κ
, and to compute a basis of σ i κ 
We define the automaton congruence ∼ i+1 on A(H) to be ∼ H,K , the congruence induced by the containment of H into K. In particular, the subgroup H i+1,p such that A(H i+1,p ) = A(H) ∼ i+1 is a free factor of K, and hence H i+1,p is p-closed. Moreover, we have (1) Sch A (X) is an H-extendible inverse A-graph, for each regular R-
Let A = {a, b} and l be a positive integer. We defineÃ-automata A l , with l + 1 states, and B l and C l , each with l states by the diagrams in Figure 1 . Margolis, Sapir and Weil proved that A 6 is not G nil -extendible. We extend their result using a similar technique through the following lemma and theorem. Proof. We take as a spanning tree of A(H) the path from vertex β 1 to β n , labeled a for every edge. Then, we have Suppose that p ∈ {p 1 , . . . , p m }. Since σ 0 (H) is generated by a − b, we have β i ∼ 1 β i+p ∼ 1 β i+2p ∼ 1 . . ., for every integer 1 ≤ i ≤ p and there is no relation ∼ 1 between any vertices β i and β i+k 1 p+k 2 , for every integer 1
If n is a prime number, then A(H 1,p ) = B p and, thus H is p-closed. Hence, we have Cl nil (H) = H. Now, suppose that n is not prime. First, we assume that 1 < m. There is no relation ∼ 1 between any vertices β i and β j with 1 ≤ i, j ≤ p and i ≠ j. Since 1 < m, there are edges between β i and β i+1 for 1 ≤ i ≤ p − 1 labeled a and b. Now, as β i ∼ 1 β i+k 1 p , for every integer 1 ≤ i ≤ p and 0 ≤ k 1 , we have A(H 1,p ) = C p . Hence, we have
we have a
. Now, as p ∈ {p 1 , . . . , p m } and
we have
which r = n p. Then, we need to compute the rank of the matrix
If n p = 1, then the rank of this matrix is p + 1 and, thus, H is p-dense in H 1,p . Hence, we have Cl p (H) = H 1,p . Otherwise, the rank of this matrix is p and, thus, we must calculate H 2,p . If γ i ∼ 2 γ j , for some integers 1 ≤ i, j ≤ p, then a i−j ∈ H 1,p and, thus, i − j = i ′ p, for some integer i ′ . Hence, we have
for some integer i ′′ and,
By induction, it is easy to verify that A(H i,p ) = C p i for all 1 ≤ i ≤ n p . Then, we have
which r np = n p np . Then, we need to compute the rank of the matrix 
with ω 1 , . . . , ω m ′ ∈ {a, b} and C l = A(H C l ) for some integer l and finitely generated subgroup H C l of F ({a, b}). We have λ ∈ H C l if and only if Proof. First, we prove that the automaton A n is not G nil -extendible. There exist finitely generated subgroups H, H ′ and
′′ is a normal subgroup of F ({a, b}) and, thus,
If the automaton A is G nil -extendible, then there is a complete automaton
which is a contradiction. The result follows. Theorem 7.3. Let n be a positive integer and N be the subsemigroup of the full transformation semigroup on the set {1, . . . , n + 1} ∪ {θ} such that
where a = (1, 2, . . . , n) and b = (n + 1, 1, 2, . . . , n, θ). Then, N ∈ MN if and only if the integer n is odd.
Proof. If n is an even integer, then we have n = 2n ′ for some positive integer n ′ . It follows that (1; 1, n ′ + 1) = λ 2 ((1; 1, n ′ + 1), (1; n ′ + 1, 1), a n , a n ′ ) and (1; n ′ + 1, 1) = ρ 2 ((1; 1, n ′ + 1), (1; n ′ + 1, 1), a n , a n ′ ).
Therefore, we have N ∈ MN. Now, we suppose that n is odd. We prove N ∈ MN by contradiction. If N ∈ MN, then, by Lemma 2.1, there exist a positive integer m, distinct elements x, y ∈ N and elements w 1 , w 2 , . . . , w m ∈ N such that x = λ m (x, y, w 1 , w 2 , . . . , w m ) and y = ρ m (x, y, w 1 , w 2 , . . . , w m ). Since N is the subsemigroup of the full transformation semigroup on the set {1, . . . , n + 1} ∪ {θ}, there exist integers 1 ≤ e 1 , . . . , e n 1 ≤ n + 1 and 1 ≤ f 1 , . . . , f n 2 ≤ n + 1 such that {e 1 , . . . , e n 1 } = n 1 , {f 1 , . . . , f n 2 } = n 2 , Γ(x)(e i ), Γ(y)(f j ) ≠ θ, for every 1 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 , and Γ(x)(e) = Γ(y)(f ) = θ, for every e ∈ {e 1 , . . . , e n 1 } and f ∈ {f 1 , . . . , f n 2 } where Γ is an L M 0 ({1},n+1,n+1;I n+1 ) -representation of N . It is easy to verify that x and y are in a regular J-class. Hence, we have n 1 = n 2 .
Since 1 = (1)(2) ⋯ (n + 1), a = (1, 2, . . . , n) and b = (n + 1, 1, 2, . . . , n, θ), the elements 1 and w are not in the same J-class for every w ∈ ⟨a, b⟩. Hence, the J-class of 1 has only one element and, thus x, y ≠ 1.
First, suppose that x, y ∈ ⟨a, b⟩. Thus, we have w 1 , . . . , w m ∈ ⟨a, b⟩ 1 and there exist letters Therefore we have m 1 = m 2 (mod n). Again, as x = λ m (x, y, w 1 , w 2 , . . . , w m ), if 1 ≤ i ≤ n 1 , then Γ(y)(Γ(xw 1 )(e i )) ≠ 0 and, thus, Γ(xw 1 )(e i ) ∈ {f 1 , . . . , f n 1 }. Similarly, as y = ρ m (x, y, w 1 , . . . , w m ), if 1 ≤ j ≤ n 1 , then Γ(x)(Γ(yw 1 )(f j )) ≠ 0 and, thus, Γ(yw 1 )(f j ) ∈ {e 1 , . . . , e n 1 }. Now, since x ≠ y and m 1 = m 2 (mod n), there exist subsets {i 1 , . . . , i n ′ }, {j 1 , . . . , j n ′ } ⊆ {1, . . . , n 1 } such that e i t+1 − e it = 2(m 1 + l 1 ) (mod n), f j t+1 − f jt = 2(m 1 + l 1 ) (mod n), f jt − e it = (m 1 + l 1 ) (mod n), for every 1 ≤ t < n ′ , e i 1 − e i n ′ = 2(m 1 + l 1 ) (mod n), f j 1 − f j n ′ = 2(m 1 + l 1 ) (mod n), f j n ′ − e i n ′ = (m 1 + l 1 ) (mod n) and {i 1 , . . . , i n ′ } ≠ {j 1 , . . . , j n ′ }.
Since n is odd, there exist integers r and s such that 2r+ns = 1. Hence, we have 2r(m 1 +l 1 ) = (m 1 +l 1 ) (mod n). Therefore, {i 1 , . . . , i n ′ }∩{j 1 , . . . , j n ′ } ≠ ∅ and thus {i 1 , . . . , i n ′ } = {j 1 , . . . , j n ′ }, a contradiction. Now, suppose that x, y ∈ M 0 ({1}, n + 1, n + 1; I n+1 ) ∖ ⟨a, b⟩. It follows that x = (1; α 1 , β 1 ) and y = (1; α 2 , β 2 ), for some integers 1 ≤ α, β ≤ n + 1. Thus, we have [β 1 , α 2 ; β 2 , α 1 ] ⊑ Γ(w 1 ) and [β 1 , α 1 ; β 2 , α 2 ] ⊑ Γ(w 2 ). It is easy to verify that w 1 , w 2 ∈ ⟨a, b⟩ 1 . Hence, α 2 − β 1 = α 1 − β 2 (mod n) and α 1 − β 1 = α 2 − β 2 (mod n). It follows that 2(α 2 − α 1 ) = 0 (mod n). Since [β 1 , α 2 ; β 2 , α 1 ] ⊑ Γ(w 1 ), we have α 1 , α 2 ≠ n + 1. As n is odd, it follows that α 1 = α 2 . Now again, as [β 1 , α 2 ; β 2 , α 1 ] ⊑ Γ(w 1 ), we have β 1 = β 2 and, thus, x = y. A contradiction.
Let N 1 be the subsemigroup of the full transformation semigroup on the set {1, . . . , 7} ∪ {θ} such that Now, we present semigroups M i such that M i ∈ BG nil , for all 1 ≤ i ≤ 3, and the following conditions are satisfied:
(1) M 1 ∈ J m G nil and M 1 ∈ SMN; (2) M 2 ∈ J m G nil and M 2 ∈ (MN ∖ SMN); (3) M 3 ∈ J m G nil and M 3 ∈ MN.
