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Abstract 
Telephone survey interviewers need to be able to accurately record answers to ques-
tions. While straightforward for closed questions, this task can be complicated for open 
questions. We examine interviewer recording accuracy rates from a national landline 
random digit dial telephone survey. We find that accuracy rates are over 90% for nu-
meric response and interviewer-code, single-response items but are astonishingly low 
(49%) for a multiple-answer, nominal, interviewer-code item. Accuracy rates for nar-
rative open questions were around 90% for themes but only about 70% for themes 
and elaborations. Interviewer behaviors (e.g., probing, feedback) are generally asso-
ciated with lower accuracy rates. Implications for questionnaire design, interviewer 
training, and coding procedures are discussed.  
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Recording responses is a key part of a telephone interviewer’s job (Japec 
2008); mistakes can lead to interviewer-related error in estimates. Open 
questions can evoke a wide variety of types of answers that may be par-
ticularly difficult for interviewers to process, format, and record per 
questionnaire specifications while also maintaining the conversation 
and avoiding awkward silences (Schwarz et al. 1991). 
Following Couper and colleagues (2011), we adopt a broad definition 
of open questions in this article—questions in which the response for-
mat appears open to respondents. Although in self-administered survey 
items, text boxes and text areas signal that the question is open, in an in-
terviewer-administered survey, the open or closed nature of the ques-
tion is signaled by question wording. A question can sound open to re-
spondents, even if the interviewer sees response categories for it. The 
response formats presented on the screen to the interviewer “may be in-
distinguishable to the respondent” (Couper et al. 2011:66). Thus, it is up 
to the interviewer to “translate” (p. 66) numeric or narrative responses 
into the categories or fields provided on the questionnaire. 
Interviewer-recording accuracy for open questions in telephone sur-
veys has received scant attention overall and virtually none in the last 
two decades, despite substantial increases in computer ownership and 
use (Ryan and Lewis 2017). Assessing interviewer-recording accuracy 
requires the researcher to know what answer the respondent actually 
gave, not just what is recorded in the final data set, information that 
typically is not available. Likewise, little is known about whether in-
terviewer behaviors (e.g., probing, providing feedback, providing clar-
ification, or verifying responses) are associated with interviewer-re-
cording accuracy. 
This article will take advantage of a unique data set to examine these 
issues. The data are from a national random digit dial (RDD) telephone 
survey (n = 450) that was audio-recorded, transcribed, and behavior 
coded. Unlike other studies, audio recordings and transcripts of the re-
spondent’s own words allow us to examine accuracy rates directly by 
comparing what respondents answered (i.e., transcripts) to what inter-
viewers recorded. We also evaluate whether interviewer behaviors are 
associated with recording accuracy. 
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Background 
Existing research indicates that interviewers have low error rates for re-
cording answers to closed questions, ranging from less than 1% to about 
6% (Dielman and Couper 1995; Fowler and Mangione 1990; Kennedy et 
al. 1990 as cited in Lepkowski et al. 1995; Rustemeyer 1977). Limited 
research suggests higher recording error rates for open questions, up to 
24% (Fowler and Mangione 1990; Lepkowski et al. 1995; Mitchell et al. 
2008; Rustemeyer 1977; Strobl et al. 2008), and that questions requir-
ing the interviewer to field-code narrative responses into closed catego-
ries are particularly problematic (Mitchell et al. 2008; Strobl et al. 2008). 
Two factors may explain lower accuracy rates in open questions. 
First, respondents answer with their own words (Couper et al. 2011; 
Sudman and Bradburn 1982), which allows for varied responses that 
may not map directly to the response format (e.g., answer of “a lot” to a 
numeric question). Thus, interviewers have to translate (Couper et al. 
2011) the answers to record them in the questionnaire, increasing op-
portunity for error (Bradburn et al. 2004; Dillman et al. 2014; Fowler 
and Mangione 1990). Second, the amount of information in an open re-
sponse and speed of delivery can make it more difficult for interview-
ers to hear, remember, and record the information while simultaneously 
gauging whether the response is sufficient (Fowler and Mangione 1990) 
and trying to avoid awkward telephone silences. The interviewer’s lis-
tening ability and typing skill also affect how well they accomplish this 
task (Groves and Magilavy 1980; Groves and Nicholls 1986; Tarnai et 
al. 1998). 
The same factors that differentiate open from closed questions for 
difficulty of the interviewer’s recording task (variety of responses, map-
ping difficulty, and amount and speed of information delivery) also differ 
across types of open questions, including those requiring open numeric 
responses, narrative responses, or narrative responses to be field-coded 
into one or more categories (Couper et al. 2011; Fowler 1995; Sudman 
and Bradburn 1982; Tourangeau et al. 2000). For example, entering a 
narrative response into a text box provides interviewers more latitude 
than coding it into closed categories (i.e., less mapping difficulty), but 
narrative responses can be quite varied and be delivered quickly, tax-
ing short-term memory and typing skills. Whether narrative, numeric, 
or field-coded, open questions that evoke single, short answers demand 
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less interviewer working memory and search or typing skills than those 
generating multiple and/or extensive responses, making it easier for in-
terviewers to record answers accurately. Likewise, questions that con-
sistently produce well-formed responses that closely match the required 
reporting format (e.g., age in integer years) should be easier for inter-
viewers to map than those that produce more varied responses (e.g., in-
come reported hourly, biweekly, monthly, or yearly) that require inter-
viewers to translate responses into the required format. For interviewer 
field code questions, mapping answers into the correct categories will 
be more difficult if the list is long (i.e., a more extensive search task), the 
categories are nominal (i.e., categories have no inherent relationship re-
quiring reading each option individually), the categories overlap, or a 
needed category is missing. 
Table 1 shows our general expectations for interviewer recording 
error rates by type of question based on these factors. We expect nu-
meric questions with number boxes that produce mostly straightfor-
ward numeric responses that are quick and easy to enter to have low 
error rates. We may see somewhat higher rates on numeric questions 
that are likely to produce less straightforward initial responses, in-
cluding questions using unconventional units or asking about high-
frequency activities. Numeric questions where interviewers must code 
responses into a “select one” radio button using predetermined ranges 
or ordinal categories that are not provided to respondents likely pro-
duce fairly straightforward numeric responses from respondents. 
These questions, however, may require somewhat more complicated 
mapping as initial responses can sometimes bridge several response 
options (e.g., the respondent provides a range or response options are 
Table 1. Features that Might Impact Keying Error Rates and Resulting Expected Error Rates by 
Type of Open-ended Question. 
Types of Open-ended  Variety of  Mapping  Difficulty  Expected   
   Questions  Answers  Difficulty  Keeping Up  Error Rate 
Numeric  Low  Low  Low  Low 
Numeric range/ Low  Moderate  Low  Low/moderate  
   ordinal categories 
Interviewer code/ High  High  Moderate  High  
   nominal categories 
Narrative/verbatim  High  Low  High  High   
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not mutually exclusive “Up to ½ hr; ½ hr to 1 hour, etc.”; Schwarz et 
al. 1985:391). Thus, we expect slightly higher error rates for this type 
of question. Questions requiring interviewers to field-code responses 
into nominal response options have the potential to produce a wide 
variety of different types of responses and also require more difficult 
mapping. Moreover, coding answers into the nominal categories may 
require time-consuming search tasks, making it difficult for interview-
ers to maintain rapport or remember all of the items mentioned if mul-
tiple answers are allowed. Thus, we expect a high error rate for mul-
tiple-answer field-code items with nominal response options. Finally, 
questions asking for narrative responses are likely to produce the wid-
est variety of respondent answers. Interviewers are expected to enter 
responses verbatim, so there is no mapping task for these items, but 
they must remember and type responses that can contain multiple 
themes and elaborations on those themes and that may be spoken very 
quickly. So, we expect a high error rate for these types of questions.  
To obtain a codable response, interviewers may need to clarify a ques-
tion’s meaning, probe, restate, or otherwise verify responses or provide 
other types of feedback to motivate respondents when there is a misun-
derstanding or inadequate answer of some sort (Fowler and Mangione 
1990; Gwartney 2007; Lavrakas 1993; Lepkowski et al. 1995; Lepkowski 
et al. 1998). Interviewers might provide clarification, for example, when 
a response does not answer the question or they might probe when an 
answer cannot be coded into a single response option. They may use 
feedback to relieve time pressure (e.g., “Hang on, I’m getting this down”; 
Groves and Nicholls 1986) or they may restate or otherwise verify the 
answer to ensure that they have it correctly recorded. Dijkstra and On-
gena (2006) found that answers that did not fit available response op-
tions occurred in 15–33% of question/answer sequences and regularly 
triggered interviewer probing, verification, and feedback behaviors. Ide-
ally, these interviewer behaviors will facilitate easily codable answers, 
resulting in a positive association between interviewer behaviors and 
accuracy rates. However, they may fail to resolve the problems or may 
trigger extra burdensome and distracting conversation that inhibits ac-
curate recording, leading to a negative association between interviewer 
behaviors and recording accuracy. Additionally, behaviors after the ques-
tion reading may arise because of a problem in coding an answer, thus 
also leading to a negative association between interviewer behaviors 
and recording accuracy. 
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Negative associations between interviewer behaviors and record-
ing accuracy may be especially likely for particularly taxing open-ended 
questions such as multiple-answer field-code and narrative items, sug-
gesting an interaction between interviewer behaviors and type of ques-
tion. Empirically, for closed questions, interviewer data entry error rates 
vary by the complexity of the interviewer/respondent interaction (Lep-
kowski et al. 1995), with simple straightforward responses associated 
with virtually no errors and uncodable, qualified, or elaborated answers 
or interviewer clarification or probing associated with higher error rates 
(i.e., 5%). No research we know of has examined the association between 
accuracy rates and interviewer behaviors for open questions.  
Data and Methods 
The Work and Leisure Today (WLT) survey was a RDD telephone survey 
on employment and leisure activities designed by the authors to study 
the effects of interviewer and respondent behaviors on data quality and 
survey estimates. It was conducted in summer 2013 by AbtSRBI. One 
adult respondent was randomly selected within n = 450 U.S. landline 
households (American Association for Public Opinion Research [AAPOR] 
RR3 = 6.3%; AAPOR 2016). WLT contained 22 open questions (see Ta-
ble 2 for topics; see Online Appendix A for complete wording and On-
line Appendix B for example screenshots) for which interviewers were 
trained and instructed in the questionnaire to key a numeric response 
(i.e., “RECORD NUMBER,” 14 items), code a numeric response into closed 
ranges or ordinal categories (three ranges; one ordinal category), code 
multiple responses into nominal categories (1), or record a narrative 
response (“RECORD ANSWER VERBATIM,” 3). The questions were cho-
sen from previous research or to emulate commonly asked survey ques-
tions. The numeric items, in particular, were designed to vary in difficulty 
through variation in topic (frequent/mundane behaviors vs. rare/mem-
orable behaviors) and reporting units to produce a range of best- and 
worst-case error rates. Interviews were audio-recorded and transcribed. 
The primary dependent variable for each item is the whether the re-
sponse was accurately recorded (0 = inaccurate/1 = accurate). Accurate 
responses were determined by comparing the answer that the inter-
viewer recorded in the final data set to the answer that the respondent 
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actually gave as recorded in the transcripts. Although this comparison 
is conceptually simple, identifying these answers required coding tran-
scripts by two independent coders. For the numeric, numeric range, and 
ordinal categories items, coders identified the number or category that 
interviewers should have entered (i.e., expected answer) based on the 
transcripts (comparing the coders’ independent codes prior to their 
Table 2. Interviewer Accuracy and Inaccuracy Rates by Question.
Question  n  % Accurate
Numeric open ends
 Q10 # days of exercise last week  449  97.55
 Q19 # minutes/day on computer  308  93.18
 Q20 # email messages last week  308  94.16
 Q21A # times used Internet last 7 days  307  95.11
 Q21B # times smoked cigarette last 7 days  448  97.32
 Q21C # times drank alcohol last 7 days  448  98.21
 Q21D # times had sex last 7 days  448  97.32
 Q21E # times looked at adult website last 7 days  448  96.88
 Q21F # times read book/mag./news. last 7 days  447  93.74
 Q22 # parking tickets last year  448  99.33
 Q23 # speeding tickets last year  448  99.55
 Q25 age  448  97.99
 Q32 # people living in household  446  98.88
 Q33 # adults living in household  446  97.09
 Mean across all numeric questions  5,847  97.08
Code to numeric range/ordinal category
 Q9 Hours/week work  283  90.81
 Q11 Hours/week leisure  449  95.99
 Q12 Hours/week TV  449  94.88
 Q26 Education  448  93.53
 Mean across all range/ordinal questions  1,629  94.11
Code to multiple nominal categories
 Q18 Activities online  312  49.04
Narrative open ends
 Themes accuracy
 Q6 Occupation  431  92.58
 Q14 Other leisure activities  449  82.18
 Q21 Favorite leisure activity  448  94.64
 Mean across all narrative questions  1,328  89.76
Themes + elaboration accuracy
 Q6 Occupation  431  77.73
 Q14 Other leisure activities  449  54.57
 Q21 Favorite leisure activity  448  75.89
 Mean across all narrative questions  1,328  69.28
Accurate: the interviewer correctly entered the answer provided by the respondent, including 
both substantive and non-substantive (DK, REF) responses.   
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resolving differences yielded κ statistics from 0.88 to 1.00). Disagree-
ments were resolved through discussion. Then, we compared the ex-
pected answers to interviewer entries, assuming that the coders’ ex-
pected answers are correct. 
For the multiple-answer nominal field-code item, the coders reviewed 
both the transcripts and the categories that were coded by the inter-
viewer. They then independently coded whether the interviewer re-
corded the correct answer(s) (agreement = 77.64%, κ = 0.56). In addi-
tion, to ascertain what types of errors were made, they coded whether 
the interviewer failed to record a mentioned activity (agreement = 
58.47%, κ = 0.36), or recorded any unmentioned activities (agreement 
= 70.61%, κ = 0.52). 
Finally, because the three narrative items provide a stream of narra-
tive information, there are many ways to define whether information 
was recorded accurately. Following Smyth et al. (2009), we distinguish 
between “themes,” which directly answer the question, and “elabora-
tion,” which provide explanatory detail about a theme. The coders com-
pared the transcripts to interviewer entries and coded whether the 
interviewer accurately reported at least one theme, failed to record re-
ported themes (agreement = 91.3–97.2%, κ = 0.54–0.80), recorded unre-
ported themes (agreement = 98.2–99.6%, κ = 0.49–0.50), and recorded 
provided elaboration (agreement = 80.2–84.4%, κ = 0.57–0.65). For in-
stance, in response to Q14 on other leisure activities, a respondent said 
“Um, play bingo or go to the casino. Or gambling.” The interviewer re-
corded “play bingo/go to casino” and missed the “or gambling” theme. 
Thus, a theme was missed, the respondent provided no elaboration. We 
then use these codes to calculate two different accuracy rates. The first, 
“themes accuracy,” counts an entry as accurate if the themes were re-
corded correctly (i.e., no missed or extra themes), disregarding elabo-
ration. The second, “themes + elaboration accuracy” requires both the 
themes and elaboration to be recorded accurately (i.e., no missed or ex-
tra themes and elaboration was recorded). 
The independent variables are indicators for four interviewer behav-
iors. For each interviewer conversational turn during the administra-
tion of each question, trained behavior coders identified whether the 
interviewer probed (e.g., “Anything else?”), provided feedback (“thank 
you,” “ok,” etc.), provided clarification (e.g., a definition), or restated or 
verified an answer. A 10% subsample of each coder’s interviews was 
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independently coded by two master coders to assess reliability (κ ≥ 
0.90). For each behavior, the turn-level codes were aggregated to the 
question level, creating a variable that indicates if the behavior never 
happened (0) or ever happened (1) during the question administration. 
Feedback occurred on 51.5% of the questions, verification on 30.3%, 
probing on 24.0%, and clarification on 5.9% (see Online Appendix C for 
question-level rates). 
We start by presenting accuracy rates for each type of question, in-
cluding discussion of types of errors. We examine whether accuracy rates 
differ across question types and when interviewer behaviors happened 
versus did not using cross-classified random effects models, which ac-
count for the double nesting of the accuracy indicator within both re-
spondents and questions and both respondents and questions nested 
within interviewers (technical details in Online Appendix D), control-
ling for interviewer experience, respondent age, and sex (education is 
excluded because it is an open question). Tests reported are from these 
models. All analyses are unweighted. 
Results 
Accuracy Rates for Interviewer Response Entries 
Table 2 shows detailed accuracy rates, which differed significantly across 
the question types (χ2 = 49.49, p < .0001). Interviewers had the highest 
accuracy rates on the numeric open items (average 97.1%). As we ex-
pected, the accuracy rates are lower on items asking about frequent/
mundane behaviors and those with difficult reporting units (e.g., min-
utes/day on a computer, times reading in last seven days, e-mail mes-
sages sent or received last week) and higher on items asking about more 
memorable behaviors and using conventional reporting units (e.g., park-
ing and speeding tickets, number of people in the household, age). When 
errors were made, interviewers made three general types of errors: 
45.6% entered the wrong number, 45% entered a number when no an-
swer was given or the provided answer was uncodable, and 9.4% en-
tered a “don’t know” or “refused” when a codable answer was provided. 
The accuracy rates were also fairly high on the numeric range/ordinal 
items (average 94.1%), and the types of errors made were also similar. 
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Interviewers selected the wrong response option in 57.3% of erroneous 
entries, selected an option when no (codable) answer was provided in 
39.6%, and selected a non-substantive response option when a codable 
answer was given in 3.1% of erroneous entries. 
The accuracy rate for the multiple-response nominal item was a con-
cerning 49%; over half of entries were inaccurate. This complicated 
item asked what kind of activities respondents do online and required 
interviewers to code responses into one of 18 substantive categories 
or an “other (specify)” category. Interviewers were instructed to code 
and probe for at least three activities. Among those recorded inaccu-
rately, 88.7% omitted mentioned activities and 74.2% recorded unmen-
tioned activities. Most erroneous entries (63.5%) contained both types 
of errors. 
Finally, for the open narrative questions, the themes accuracy rate 
ranged from 82.2% to 94.6% (average 89.8%), but the accuracy rate us-
ing the themes þ elaboration accuracy measure drops considerably to 
54.6–77.7% (average 69.3%). On average, across the three questions, 
31.9% of inaccurate entries missed a given theme, 3.2% included an un-
mentioned theme, and 84.1% failed to record elaboration.1 
Association between Interviewer Behaviors and Accuracy 
Interviewer behaviors are generally negatively associated with recording 
accuracy (see Online Appendix F).2 Questions on which there are probes 
(OR = e–0.650 = .52, p = .0000), verifications (OR = e–0.231 = .79, p = .033), 
and feedback behaviors (OR = e–0.579 = .56, p = .0000) are associated with 
answers recorded less accurately than those without these behaviors.3 
The interviewer may be distracted by the conversation or these behav-
iors may be used precisely because a problematic answer was given or 
she does not hear the respondent accurately. 
The only interaction effect between the interviewer behaviors and 
question type that reaches significance is that with interviewer probing 
(χ2 = 20.23, p = .0002). For the number box and interviewer code range, 
ordinal, and nominal items, probing was associated with a decrease in 
the predicted accurate recording rate of between 0.5 and 6 percentage 
points. For the narrative items, probing was associated with a decrease 
in the predicted probability of an accurately recorded answer by 12.5 
percentage points. On these items especially, probing seems to signal, 
not resolve, problems. 
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Discussion and Conclusions 
This article examined how accurately interviewers record responses to 
open questions and whether interviewer behaviors are associated with 
accuracy rates. Numeric open ends and questions where interviewers 
code a single response have the highest accuracy rates, around 93–97%. 
The wording of these questions often clearly signals the type of response 
needed from respondents, and they require the interviewer to only en-
ter one answer, which eases memory demands and time pressure. Nev-
ertheless, up to 7% of answers are misrecorded with higher error rates 
on more difficult questions. 
Our item requiring interviewers to code multiple responses into nom-
inal categories yielded an alarmingly low accuracy rate of 49%. This low 
accuracy rate is likely due to multiple response options and in some 
cases too little distinction between them (“use a search engine” and “look 
up health information”). There may also be a disconnect between how 
respondents talk about what they do online and how the response cat-
egories were worded, leading to challenging mapping scenarios.4 How-
ever, this question is similar to questions that appear in large national 
surveys. For just one example, in the 2015 National Crime Victimization 
Survey Crime Incident Report questionnaire, one item asking what was 
taken during a crime includes 27 response options, some of which are 
quite similar to one another (e.g., “cash” and “wallet” or “handgun” and 
“other firearm”; National Crime Victimization Survey n.d.). 
The dismal accuracy rate in this study raises the question of what, if 
anything, can be done in interviewer training and questionnaire design 
to make multiple-answer field-code items viable in interviewer-admin-
istered surveys. For interviewer training, the lack of significance in our 
interviewer experience control variables (overall and in this particu-
lar survey: see Online Appendices F and G) indicates accuracy rates did 
not improve with interviewer experience. Thus, more of the same train-
ing and practice already provided to interviewers is unlikely to solve 
the problem. Rather, more comprehensive, hands-on training focusing 
on understanding and recording open responses should be evaluated 
with the goal of improving interviewer accuracy. For questionnaire de-
sign, future strategies to test might include writing the questions with 
fewer and simpler response options and/or directing respondents to 
premailed (for list-based samples) or online show cards, although these 
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procedures may have their own challenges. Another option may be to 
audio-record the answers so they can be coded after data collection, re-
moving the coding task from the already difficult job of interviewing. 
Our findings for open narrative questions are mixed. An average of 
about 90% of the items were recorded accurately when looking just at 
the main themes, but that rate drops to about 70% when both themes 
and elaboration are considered. In this survey, interviewers were in-
structed in both the study-specific training and on the computer as-
sisted telephone interview (CATI) screens to record answers verbatim, 
but based on these findings, one might speculate that interviewers need 
more clear instruction and training on this point. In particular, rather 
than simply being instructed to record everything, interviewers may 
need to know why recording extra elaboration is necessary. 
Our findings about the association between interviewer behaviors 
and recording accuracy are also a bit disheartening as it appears that 
most interviewer behaviors intended to improve data quality either have 
no association or a negative association with interviewer recording ac-
curacy. This is especially true with narrative open items where we sus-
pect that additional interviewer behaviors reflect increased interviewer 
burden and may distract from accurate recording. That our coders were 
able to reliably code these responses from transcripts suggests that the 
content of the response is not likely the problem (i.e., the response is 
relevant and answers the question), but rather that the interviewers are 
losing track of or forgetting part of the answer during the conversation. 
Interviewers coded some substantive reports as “don’t know” or re-
fusal reports. Because these occurred rarely, it is difficult to evaluate ex-
actly why this happened. A qualitative reading of transcripts indicates 
that rather than probing, interviewers recorded a don’t know or refusal 
answer when respondents provided substantive answers that did not 
exactly match the response format (e.g., providing a range or a substan-
tive answer in a different unit such as miles walked per day rather than 
number of days). That is, the recorded “don’t know” in these instances 
seemed to reflect that the interviewer did not know the answer rather 
than the respondent. 
We need a fundamental rethinking of whether and how we ask these 
questions and record or code the responses we receive. One obvious av-
enue for the future is to take advantage of audio-recording capabilities 
to capture full responses (Hicks et al. 2010; Thissen 2014), which can 
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then be processed by coders postsurvey. Our coders could reliably code 
responses to these questions from recordings and transcripts, in large 
part because they did not have to also do the many other tasks inter-
viewers do (Japec 2008). Using coders for these tasks would reduce the 
workload on interviewers, allowing them to focus on obtaining complete 
and clear responses. While this will increase costs compared to current 
practices, it should give considerably more confidence in the quality of 
the resulting data. 
This article has some limitations. First, it relies on one landline RDD 
survey, and we only had one question each for the ordinal category and 
multiple nominal category items. Additional research should assess 
whether our findings replicate in other surveys and across more items. 
Future research should also examine whether there are specific features 
of questions such as length, complexity, sensitivity, and so on, that might 
influence accuracy rates, especially for multiple nominal category items. 
Second, we did not evaluate whether response distributions differed be-
tween what should have been recorded and what was actually recorded. 
Given the wide ranging set of items here, this analysis was out of scope 
for this current article. However, future research should do so to eval-
uate how interviewer recording inaccuracies might contribute to bias-
ing and variable measurement errors and if the impact of these errors 
differs for different types of recording errors (e.g., wrong substantive 
answer entered, don’t know recorded when a substantive answer was 
provided, etc.). Third, future research should examine whether the asso-
ciations found here between interviewer behaviors and accuracy differ 
within behavior types (e.g., are all types of probes or all types of feed-
back associated with reduced accuracy or just some types?). 
Overall, our findings suggest that survey researchers should be con-
cerned about interviewer recording accuracy in open questions, espe-
cially interviewer-code multiple-answer and narrative open items. Both 
of these types of questions serve unique and important roles in sur-
veys. Interviewer-code items gain efficiencies by avoiding the need to 
ask many possible response options. Narrative questions collect rich de-
scriptive information that cannot be captured otherwise. But survey de-
signers need to consider whether these benefits outweigh the risks of 
considerable interviewer recording error, whether the resultant data is 
of sufficient quality, and whether there are additional ways to improve 
response recording accuracy on these types of items. 
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Notes 
1. Percentages do not add up to 100% because some interviewers made multiple types 
of mistakes. 
2. Each conversational turn in a question and answer sequence is associated with a 
10–30% reduced odds of accurate recording (see Online Appendix F). 
3. Odds ratios calculated using coefficients from Model 3 of Table F.4 in the Online 
Appendix. 
4. Indeed, the lower consistency across our trained coders for these items (relative to 
coding for other question types) may reflect this potential mapping difficulty and 
illustrates how difficult the interviewers’ job was for this item. 
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Appendix A 
Question Wording 
 
Numeric Open-Ends 
Q10  The next question is going to ask you about how often you’ve engaged in exercise. We 
want you to include walking, anything you may do around the house, or work you do on 
a job if you think they constitute exercise. So using that definition, IN THE LAST 
WEEK, on how many days did you do any exercise? 
Q19 ON A TYPICAL DAY, how many minutes do you spend on a computer? 
(DEFINITION: There are 1440 minutes in a 24 hour day.) 
Q20 IN THE PAST WEEK, how many email messages, if any, have you written or received? 
(Range 0 - 1,000) 
Q21A People do a number of different types of activities for leisure. Thinking about THE PAST 
SEVEN DAYS, how many times did you use the internet? 
(Range 0 - 1,000) 
Q21B [People do a number of different types of activities for leisure.] Thinking about the past 
seven days, how many times did you smoke a cigarette?  
[INTERVIEWER: We are interested in the total number of cigarettes. There are 20 
cigarettes in a pack.] 
(Range 0 - 250) 
Q21C Drink alcohol [INTERVIEWER: We are interested in the total number of drinks.] 
(Range 0 - 50) 
Q21D Have sex 
(Range 0 - 50) 
Q21E Look at “adult” websites 
(Range 0 – 1,000) 
Q21F Read a book, magazine or newspaper 
(Range 0 - 250) 
Q22 Now I have a couple additional questions for you. During THE LAST YEAR, how many 
parking tickets have you received? 
(Range 0 - 400) 
Q23 During THE LAST YEAR, how many speeding tickets have you received? 
(Range 0 - 400) 
Q25 What is your age? 
(Range 18 - 120) 
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Q32 How many people, including yourself, live in your household?  
(Range 1 - 25) 
Q33 How many of these, including yourself, are adults 18 years of age or older?  
(Range 1 - 25) 
 
 
Code into Numeric Range or Ordinal Category 
Q9 How many hours per week do you usually work at your job or do volunteer activities?  
1  0-10 hours 
2  11-20 hours 
3  21-30 hours 
4  31-40 hours 
5  41-50 hours 
1 51+ hours 
8 (VOL) Don’t know 
9 (VOL) Refused 
 
Q11 We have a few questions about how you spend your leisure time. About how many hours 
do you spend on leisure time each week? 
1  0 hours 
2  1-5 hours 
3  6-10 hours 
4  11-15 hours 
5  16-20 hours 
6 21+ hours 
8   (VOL) Don’t know 
9  (VOL) Refused 
 
Q12 About how many hours do you spend watching TV each week? 
1  0 hours 
2  1-5 hours 
3  6-10 hours 
4  11-15 hours 
5  16-20 hours 
6  21-25 hours 
7  26-30 hours 
8  31-35 hours 
9  36-40 hours 
10  41+ hours 
88  (VOL) Don’t know  
99 (VOL) Refused 
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Q26 What is the last grade or class that you completed in school? [INTERVIEWER CODE, 
DO NOT READ] 
1  None, or grade 1-8 
2  High school incomplete (Grades 9-11) 
3  High school graduate (Grade 12 or GED certificate) 
4  Business, technical, or vocational school AFTER high school 
5  Some college, no 4-year degree 
6  College graduate (B.S., B.A., or other 4-year degree) 
7  Post-graduate training or professional schooling after college (e.g., toward a 
Master’s Degree or Ph.D.; law or medical school) 
8  (VOL) Don’t know 
9  (VOL) Refused 
 
 
Code into Multiple Nominal Categories 
Q18 What kind of activities do you do online? (INTERVIEWER CODE AND PROBE FOR 
AT LEAST THREE ACTIVITIES – IF LESS THAN 3 ACTIVITIES MENTIONED, 
SELECT CHOICE 20 NO OTHER ACTIVITIES TO CONTINUE) 
1 - Use the Internet 
2 - Use a search engine (e.g., Google, Bing, Yahoo) 
3 - Use email 
4 - Facebook 
5 - Twitter 
6 - Pandora 
7 - Read the news 
8 - Read books  
9 - Read magazines 
10 - Watch movies or TV shows (e.g., Netflix, Hulu, Amazon Prime) 
11 - Make purchases 
12 - Do research for purchases made in person 
13 - Look at restaurant reviews 
14 - Visit “adult” websites 
15 - Look up health information 
16 - Check the stock market 
17 - Look up recipes 
18 - Identify exercise activities 
19 – Other, Specify ________ 
20 - No more activities 
88 - (VOL) Don’t know 
99 - (VOL) Refused 
 
 
 
Commented [JS1]: Please do not make these changes as 
our original text accurately reflects what was in the 
questionnaire. 
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Narrative Open Ends 
Q6  What kind of work do/did you do, that is, what is/was your occupation? 
[INTERVIEWER CODE ANSWERS VERBATIM] 
Q14 What are other types of leisure activities that you do that we haven’t asked you about? 
[INTERVIEWER RECORD ANSWER VERBATIM] 
Q21G Thinking about all leisure activities that you do, what is your favorite leisure activity? 
[INTERVIEWER RECORD ANSWER VERBATIM] 
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Appendix B 
Example Screen Shots Showing Visual Layout of Items 
 
Numeric Open-Ends 
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Code into Numeric Range or Ordinal Categories 
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Code into Multiple Nominal Categories 
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Narrative Open Ends 
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Appendix C 
Descriptive Statistics for Interviewer Behaviors 
 
C.1: Percent of Cases Where Interviewer Behaviors Occurred at Least Once During Question Administration 
 
Question n Probe Feedback Clarification Verification 
NUMERIC OPEN-ENDS      
Q10  # days of exercise last week 449 35.86 52.34 6.90 32.07 
Q19  # minutes/day on computer 308 51.95 66.23 24.03 45.45 
Q20  # email messages last week 308 33.77 62.01 14.29 32.79 
Q21A  # times used internet last 7 days 307 42.35 63.19 18.24 36.16 
Q21B  # times smoked cigarette last 7 days 448 22.32 44.64 4.02 27.01 
Q21C  # times drank alcohol last 7 days 448 15.63 42.63 4.91 25.89 
Q21D  # times had sex last 7 days 448 12.28 46.65 3.13 11.16 
Q21E  # times looked at adult website last 7 days 448 11.61 39.29 3.57 12.95 
Q21F  # times read book/magazine/newspaper last 7 days 448 43.18 51.68 12.53 36.91 
Q22  # parking tickets last year 448 7.59 26.34 2.01 12.95 
Q23  # Speeding tickets last year 448 3.13 29.24 0.67 10.04 
Q25  Age 448 3.35 38.39 0.45 18.53 
Q32  # people living in household 446 7.17 33.63 0.67 19.73 
Q33  # adults living in household 446 10.76 41.93 0.67 23.54 
Mean across all numeric open-ends 5,847 19.98 44.28 6.00 23.69 
      
CODE INTO NUMERIC RANGE / ORDINAL CATEGORY      
Q9  Hours/week work 283 29.68 62.19 13.43 32.86 
Q11  Hours/week leisure 449 43.88 61.25 15.37 35.19 
Q12  Hours/week TV 449 30.07 54.79 5.12 30.51 
Q26  Education 448 27.23 60.27 1.12 30.80 
Mean across all numeric range/ordinal category 1,629 33.03 59.36 8.29 32.29 
      
CODE INTO MULTIPLE NOMINAL CATEGORIES      
Q18  Activities online 312 77.24 84.29 4.49 58.65 
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NARRATIVE OPEN-ENDS      
Q6  Occupation 431 12.30 67.52 2.09 50.35 
Q14  Other leisure activities 449 34.08 75.06 2.45 57.24 
Q21  Favorite leisure activity 448 8.48 55.36 3.35 43.53 
Mean across all narrative open-ends items 1,328 18.37 65.96 2.64 50.38 
      
OVERALL MEAN ACROSS ALL ITEMS 9,116 24.03 51.50 5.87 30.31 
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APPENDIX D 
Technical Details for Cross-Classified Random Effects Models 
 
To examine whether the types of open-ended questions differed in recording accuracy 
rates and whether the interviewer behaviors were associated with recording accuracy, we 
estimated cross-classified random effects logistic regression models. In these models, the 
recording accuracy indicator (𝑌𝑖(𝑗1 ,𝑗2)𝑘 = 1) for each recorded answer (i) is cross-classified by 
respondents (j1) and items (j2), with both respondents and items nested within interviewers (k) 
(See Figure D.1), with random effects for the respondents (𝑢𝑗1~𝑁(0, 𝜎𝑗1
2)), items 
(𝑢𝑗2~𝑁(0, 𝜎𝑗2
2)), and interviewers (𝑢𝑘~𝑁(0, 𝜎𝑘
2)). The full model, with all of the covariates, is 
thus: 𝑙𝑜𝑔𝑖𝑡(𝑌𝑖(𝑗1 ,𝑗2)𝑘 = 1) = 𝛽0 + ∑ 𝛽
𝑇
𝑡=1 1𝑡
𝑄𝑛𝑇𝑦𝑝𝑒𝑗2𝑘 + ∑ 𝛽
𝐵
𝑡=1 2𝑏
𝐼𝑒𝑟𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟𝑖(𝑗1 ,𝑗2)𝑘 +
𝛽3𝐼𝑒𝑟𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑘 + 𝛽4𝑊𝑖𝑡ℎ𝑖𝑛𝑆𝑡𝑢𝑑𝑦𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑗1𝑘 + 𝛽5𝑅𝐴𝑔𝑒𝑗1𝑘 + 𝛽6𝑅𝑆𝑒𝑥𝑗1𝑘 + 𝑢𝑗1 + 𝑢𝑗2 +
𝑢𝑘. 
 
Figure D.1: Data structure of response accuracy cross-classified by respondents and 
questions and nested in interviewers 
 
A cell mean imputation was used to impute missing values on respondent age, and then 
the imputed age variable was grand mean centered. Missing values on respondent self-reported 
Interviewers 
Respondents Questions 
Response 
Accuracy 
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sex were imputed using interviewer coding of respondent sex. Interviewer experience and 
within-study experience were fully observed. 
These models were estimated using Stata 15.1 meqrlogit command, with a QR 
decomposition of the variance components. The code followed the general format  
meqrlogit correct_recording independentvar1 independentvar2 
[etc.]  || _all:R.iverid || _all: R.qnid || Respid:. 
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Appendix E 
Types of Entry Errors 
 
E.1: Percent of errors by question type and error type (average across all questions of a similar type). 
 
Type of Question n 
Number of 
Questions of this 
type 
Entered wrong 
substantive answer 
(i.e., number or 
category) 
Entered 
substantive 
response when no 
answer given or 
answer was 
uncodable 
Entered “don’t 
know” or 
“refused” when a 
codable answer 
was provided 
Numeric 171 14 45.6% 45.0% 9.4% 
Code into numeric range / 
ordinal category 
96 4 57.3% 39.6% 3.1% 
 
Note: Percentages are calculated out of all errors, not out of all respondents. 
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Appendix F 
Association between Recording Accuracy and Interviewer Behaviors 
 
 
F.1: Number of conversational turns by question 
 
Question n Mean SD Min Max 
NUMERIC OPEN-ENDS      
Q10 449 5.63 4.81 2 42 
Q19 308 6.72 4.52 2 38 
Q20 308 5.41 3.50 2 27 
Q21A 307 5.86 3.78 2 29 
Q21B 448 4.05 2.77 2 23 
Q21C 448 3.84 2.90 2 33 
Q21D 448 3.55 2.59 2 25 
Q21E 448 3.27 2.17 2 21 
Q21F 448 5.73 4.16 2 27 
Q22 448 2.97 1.92 2 17 
Q23 448 2.73 1.70 2 27 
Q25 448 3.07 1.88 2 19 
Q32 446 3.00 1.73 2 22 
Q33 446 3.36 2.41 1 27 
Mean Across All Numeric Items 5,847 4.10 3.26 1 42 
      
CODE INTO NUMERIC RANGE      
Q9 283 5.34 3.75 2 31 
Q11 449 6.09 5.20 2 73 
Q12 449 5.03 4.06 2 29 
Q26 448 4.56 3.24 2 36 
Mean Across All Range/Ordinal 1,629 5.25 4.20 2 73 
      
      
CODE INTO NOMINAL CATEGORIES      
Q18 312 11.73 9.04 2 67 
      
NARRATIVE OPEN ENDS      
Q6 431 4.99 3.38 2 29 
Q14 449 7.69 6.94 2 75 
Q21 448 4.42 3.74 2 55 
Mean Across all Narrative Items 1,328 5.71 5.17 2 75 
      
OVERALL MEAN (All Items) 9,116 4.80 4.33 1 75 
Note: Cases with one conversational turn on Q33 (number of people in the household 18 and over) 
occurred when the interviewer read the question and then entered an answer based on 
information received in Q32 (number of people living in household) without additional 
respondent input. 
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F.2: Odds ratios for the effect of number of conversational turns on accuracy 
(bivariate) 
 
 n Odds Ratio 
NUMERIC OPEN-ENDS   
Q10  # days of exercise last week 449 0.925* 
Q19  # minutes/day on computer 308 1.01 
Q20  # email messages last week 308 0.992 
Q21A  # times used internet last 7 days 307 1.083 
Q21B  # times smoked cigarette last 7 days 448 0.815*** 
Q21C  # times drank alcohol last 7 days 448 0.936 
Q21D  # times had sex last 7 days 448 0.919 
Q21E  # times looked at adult website last 7 days 448 0.828** 
Q21F  # times read book/magazine/newspaper last 7 days 447 0.928* 
Q22  # parking tickets last year 448 0.694** 
Q23  # Speeding tickets last year 448 0.805* 
Q25  Age 448 0.864 
Q32  # people living in household 446 1.095 
Q33  # adults living in household 446 0.973 
   
CODE INTO NUMERIC RANGE   
Q9  Hours/week work 283 0.973 
Q11  Hours/week leisure 449 1.015 
Q12  Hours/week TV 449 0.991 
Q26  Education 448 0.909* 
   
CODE INTO MULTIPLE NOMINAL CATEGORIES   
Q18  Activities online 312 0.986 
   
NARRATIVE OPEN ENDS   
Themes Accuracy   
Q6  Occupation 431 0.804*** 
Q14  Other leisure activities 449 0.919*** 
Q21  Favorite leisure activity 448 0.909*** 
   
Themes + Elaboration Accuracy   
Q6  Occupation 431 0.798*** 
Q14  Other leisure activities 449 0.798*** 
Q21  Favorite leisure activity 448 0.702*** 
* p≤0.050, ** p≤0.010, *** p≤0.001 
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F.3: Percent Accurate Open-Ended Items by Presence of Interviewer Behaviors 
 
  Interviewer Probe Interviewer Feedback Interviewer Clarification Interviewer Verification 
 n Yes No Diff. Yes No Diff. Yes No Diff Yes No Diff 
NUMERIC OPEN-ENDS           
Q10 449 95.65 98.61 -2.96 96.17 99.07 -2.90* 100.00 97.37 2.63*** 97.92 97.38 0.54 
Q19 308 91.25 95.27 -4.02 92.64 94.23 -1.59 94.59 92.74 1.85 95.00 91.67 3.33 
Q20 308 91.35 95.59 -4.24 92.67 96.58 -3.91 90.90 94.70 -3.80 96.04 93.24 2.80 
Q21A 307 97.69 93.22 4.47* 95.88 93.81 2.07 96.43 94.82 1.61 92.79 96.43 -3.64 
Q21B 448 93.00 98.56 -5.56* 96.50 97.98 -1.48 83.33 97.91 -14.58 97.52 97.25 0.27 
Q21C 448 97.14 98.41 -1.27 96.86 99.22 -2.36 100.00 98.12 1.88** 98.28 98.19 0.09 
Q21D 448 100.00 96.95 3.05** 96.17 98.33 -2.16 100.00 97.24 2.76** 98.00 97.24 0.76 
Q21E 448 92.31 97.47 -5.16 94.89 98.16 -3.27 93.75 96.99 -3.24 96.55 96.92 -0.37 
Q21F 447 91.19 95.67 -4.48 92.21 95.37 -3.16 94.64 93.61 1.03 91.52 95.04 -3.52 
Q22 448 97.06 99.52 -2.46 97.46 100.00 -2.54 100.00 99.32 0.68 98.28 99.49 -1.21 
Q23 448 92.86 99.77 -6.91 99.24 99.68 -0.44 100.00 99.55 0.45 100.00 99.50 0.50 
Q25 448 93.33 98.15 -4.82 96.51 98.91 -2.40 100.00 97.98 2.02** 100.00 97.53 2.47** 
Q32 446 100.00 98.79 1.21* 98.67 98.99 -0.32 100.00 98.87 1.13* 98.86 98.88 -0.02 
Q33 446 95.83 97.24 -1.41 95.72 98.07 -2.35 100.00 97.07 2.93** 99.05 96.48 2.57 
  Mean 5847 94.18 97.80 -3.62 95.60 98.25 -2.65 95.16 97.20 -2.04 96.61 97.22 -0.61 
              
CODE INTO NUMERIC RANGE / 
ORDINAL CATEGORY   
 
  
 
  
 
Q9 283 90.48 90.95 -0.47 90.91 90.65 0.26 86.84 91.43 -4.59 92.47 90.00 2.47 
Q11 449 96.45 95.63 0.82 96.00 95.98 0.02 97.10 95.79 1.31 96.20 95.88 0.32 
Q12 449 95.56 94.59 0.97 94.72 95.07 -0.35 95.65 94.84 0.81 96.35 94.23 2.12 
Q26 448 87.70 95.71 -8.01** 92.22 95.51 -3.29 80.00 93.68 -13.68 92.02 94.19 -2.17 
  Mean 1629 93.31 94.50 -1.19 93.69 94.71 -1.02 93.33 94.18 0.84 94.49 93.93 0.56 
              
CODE INTO MULTIPLE NOMINAL CATEGORIES         
Q18 312 47.72 53.52 -5.80 48.67 51.02 -2.35 42.86 49.33 -6.47 45.90 53.49 -7.59 
              
NARRATIVE OPEN ENDS           
Themes Accuracy           
Q6  431 73.58 95.24 -21.66** 90.38 97.14 -6.76** 100.00 92.42 7.58*** 90.32 94.86 -4.54** 
Q14  449 72.55 87.16 -14.61*** 79.52 90.18 -10.66** 63.64 82.65 -19.01 77.04 89.06 -12.02** 
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Q21  448 76.32 96.34 -20.02* 93.55 96.00 -2.45 93.33 94.69 -1.36 95.38 94.07 1.31 
  Mean 1328 73.36 93.45 -20.09*** 87.10 94.91 -7.81*** 85.71 89.87 -4.16 86.70 92.87 -6.17** 
              
Themes+Elaboration Accuracy           
Q6  431 50.94 81.48 -30.54** 72.85 87.86 -15.01*** 77.78 77.73 0.05 75.58 79.91 -4.33 
Q14  449 43.79 60.14 -16.35** 47.48 75.89 -28.41*** 9.09 55.71 -46.62*** 45.14 67.19 -22.05*** 
Q21  448 47.37 78.54 -31.17*** 67.34 86.50 -19.16*** 33.33 77.37 -44.04** 70.26 80.24 -9.98* 
  Mean 1328 45.90 74.54 -28.64*** 61.53 84.29 -22.76*** 37.14 70.15 -33.01*** 62.33 76.33 -14.00*** 
              
* p≤0.050, ** p≤0.010, *** p≤0.001 Significance tests account for clustering within interviewers.  Means are pooled across all questions of a 
single type. 
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F.4: Coefficients from cross-classified random effects logistic regression model predicting recording accuracy with question 
type and interviewer behaviors 
 
Model 1 Model 2 Model 3 
Model 4  
(Question Type * Any 
Probing) 
 Coef SE Coef SE Coef SE Coef SE 
Question type         
Narrative text    --  --  --  
Number box    1.325**** 0.377 1.180**** 0.285 0.944** 0.283 
Interviewer code into 
numeric/ordinal ranges   0.477 0.449 0.528 0.336 0.077 0.332 
Interviewer code into 
nominal categories   -2.494**** 0.660 -2.003**** 0.484 -2.551**** 0.503 
         
Interviewer Behaviors         
Any probe     -0.650**** 0.111 -1.392**** 0.211 
Any feedback     -0.579**** 0.121 -0.578**** 0.122 
Any clarification     -0.034 0.194 -0.059 0.195 
Any restate 
answer/verification     -0.231* 0.109 -0.220* 0.110 
         
Question type * Any 
probing         
Narrative text * Any 
behavior       --  
Number box * Any 
behavior       0.756** 0.272 
Interviewer code into 
numeric/ordinal 
ranges* Any behavior       1.275**** 0.308 
Interviewer code into 
nominal categories * 
Any behavior       1.143*** 0.355 
         
Interviewer experience         
Within-survey  0.011 0.007 0.011 0.007 0.010 0.007 0.011 0.007 
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1+ year overall  -0.119 0.205 -0.121 0.204 -0.099 0.216 -0.093 0.219 
         
Respondent         
Age (centered) -0.008* 0.003 -0.008* 0.003 -0.005 0.003 -0.005 0.003 
Sex -0.080 0.109 -0.081 0.110 -0.084 0.109 -0.083 0.111 
         
Constant 3.266**** 0.312 2.428**** 0.388 3.078**** 0.339 3.296 0.336 
         
Variance components         
Interviewer 0.116  0.115  0.137  0.140  
Question 1.222  0.308  0.154  0.129  
Respondent 0.132  0.141  0.114  0.129  
Likelihood Ratio for 
variance components 716.62****  99.15****  66.98****  57.96****  
         
Model Fit Statistics         
Log-likelihood -1749.35  -1737.11  -1700.61  -1690.46  
Wald X2 9.87*  58.03****  165.99****  200.87****  
AIC 3514.71  3496.21  3431.22  3416.92  
n 9116  9116  9116  9116  
         
χ2 for overall 
interaction       20.23***  
* p≤0.050, ** p≤0.010, *** p≤0.001, **** p≤0.0001   
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F.4: (Continued) 
 Model 5  
(Question Type*Any Feedback) 
Model 6  
(Question Type*Any Clarification) 
Model 7  
(Question Type * Any Verification) 
 Coef SE Coef SE Coef SE 
Question type             
Narrative text  --  --  --  
Number box  1.086** 0.354 1.163**** 0.288 0.897** 0.315 
Interviewer code into 
numeric/ordinal ranges 
0.046 0.404 0.515 0.341 0.209 0.368 
Interviewer code into nominal 
categories 
-2.562**** 0.576 -2.008**** 0.489 -2.172**** 0.526 
       
Interviewer Behaviors       
Any probe -0.646**** 0.111 -0.651**** 0.111 -0.648**** 0.111 
Any feedback -0.848*** 0.250 -0.581**** 0.121 -0.042**** 0.195 
Any clarification -0.030* 0.194 -0.332* 0.524 -0.578 0.121 
Any restate 
answer/verification 
-0.228 0.109 -0.231 0.109 -0.623** 0.202 
       
Question type * Behavior (see 
column heading for specific 
behavior) 
      
Narrative text * Behavior --  --  --  
Number box * Behavior 0.081 0.299 0.384 0.591 0.604* 0.270 
Interviewer code into 
numeric/ordinal ranges* 
Behavior 
0.678* 0.332 0.318 0.645 0.671* 0.307 
Interviewer code into nominal 
categories * Behavior 
0.687 0.409 0.196 0.788 0.295 0.315 
       
Interviewer experience       
Within-survey  0.010 0.007 0.010 0.007 0.011 0.007 
1+ year overall  -0.090 0.215 -0.098 0.216 -0.100 0.217 
       
Respondent       
Age (centered) -0.005 0.003 -0.005 0.003 -0.005 0.003 
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Sex -0.083 0.109 -0.085 0.109 -0.088 0.109 
       
Constant 3.272**** 0.376 3.090**** 0.342 3.301**** 0.359 
           
Variance components       
Interviewer 0.135  0.138  0.139  
Question 0.141  0.157  0.159  
Respondent 0.113  0.113   0.107   
Likelihood Ratio for variance 
components 63.49****  67.09****  66.12****  
       
Model Fit Statistics       
Log-likelihood -1696.94  -1700.39  -1697.13  
Wald X2 176.40****  165.15****  170.68****  
AIC 3429.872  3436.78  3430.27  
n 9116  9116  9116  
       
χ2 for overall interaction 7.38  0.45  6.79  
* p≤0.050, ** p≤0.010, *** p≤0.001, **** p≤0.0001   
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Appendix G 
Association between Recording Accuracy and Interviewer Experience 
 
G.1: Percent of entries accurate by job experience 
 n <1 Year 1 + Years Diff. t 
NUMERIC OPEN ENDS      
Q10 449 97.44 97.59 -0.15 -0.11 
Q19 308 96.34 92.04 4.30 1.18 
Q20 308 91.46 95.13 -3.67 -1.35 
Q21A 307 95.12 95.11 0.01 0.00 
Q21B 448 99.14 96.69 2.45 1.91 
Q21C 448 97.41 98.49 -1.08 -0.79 
Q21D 448 96.55 97.59 -1.04 -0.74 
Q21E 448 98.28 96.39 1.89 1.43 
Q21F 447 96.55 92.75 3.80 1.23 
Q22 448 99.14 99.40 -0.26 -0.30 
Q23 448 99.14 99.70 -0.56 -0.68 
Q25 448 98.28 97.89 0.39 0.23 
Q32 446 97.37 99.40 -2.03 -1.74 
Q33 446 97.37 96.99 0.38 0.19 
      
CODE TO NUMERIC RANGE / ORDINAL CATEGORY   
Q9 283 88.00 91.83 -3.83 -0.96 
Q11 449 94.87 96.39 -1.52 -0.76 
Q12 449 94.02 95.18 -1.16 -0.40 
Q26 448 96.55 92.47 4.08 1.74 
      
CODE TO MULTIPLE NOMINAL CATEGORIES    
Q18 312 52.94 47.58 5.36 0.72 
      
NARRATIVE OPEN-ENDS      
Themes Accuracy      
Q6 431 94.55 91.90 2.65 0.99 
Q14 449 88.03 80.12 7.91 1.71 
Q21 448 96.55 93.98 2.57 1.01 
      
Themes + Elaboration Accuracy     
Q6 431 81.82 76.32 5.50 1.35 
Q14 449 58.97 53.01 5.96 0.86 
Q21 448 75.00 76.20 -1.20 -0.42 
* p≤0.050, ** p≤0.010, *** p≤0.001 
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G.2: Odds ratios, z, and p-values from logistic regression of accuracy on interviewer 
project experience (bivariate)  
 n Odds Ratio z p 
NUMERIC OPEN ENDS     
Q10 449 0.93 -1.74 0.097 
Q19 308 1.00 -0.12 0.905 
Q20 308 0.98 -0.42 0.676 
Q21A 307 1.08 1.97 0.063 
Q21B 448 1.02 0.88 0.391 
Q21C 448 1.00 0.06 0.956 
Q21D 448 1.06 1.62 0.120 
Q21E 448 1.00 -0.03 0.977 
Q21F 447 1.01 0.42 0.677 
Q22 448 0.86 -1.72 0.100 
Q23 448 0.88 -1.51 0.146 
Q25 448 0.98 -0.52 0.612 
Q32 446 1.05 0.70 0.492 
Q33 446 0.99 -0.45 0.660 
     
CODE TO NUMERIC RANGE / ORDINAL CATEGORY   
Q9 283 0.97 -1.10 0.284 
Q11 449 0.97 -1.13 0.273 
Q12 449 1.06 1.70 0.104 
Q26 448 1.02 0.94 0.358 
     
CODE TO MULTIPLE NOMINAL CATEGORIES   
Q18 312 1.03 1.59 0.127 
     
NARRATIVE OPEN-ENDS     
Themes Accuracy     
Q6 432 1.00 0.10 0.921 
Q14 449 1.01 0.46 0.651 
Q21 448 1.03 0.71 0.484 
     
Themes + Elaboration Accuracy     
Q6 432 0.99 -0.61 0.551 
Q14 449 1.00 0.14 0.889 
Q21 448 0.99 -0.80 0.434 
Note: A separate logistic regression was estimated for each question. 
 
