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Abstract. Via the construction of a functor from Cu(H) to an auxiliary category we
associate, with any triplet (G, F, ρ), two natural transformations, m⋆ between functors
from the opposite of Cu(H) to Fct(H, set) and v♮ between functors from the opposite of
C0u(H) to Fct(H, set). G and F are locally compact groups, ρ : F → AutGr(G) is a group
morphism such that the map (g, f ) 7→ ρ f (g) is continuous, H is the external topological
semidirect product of G and F relative to ρ, a groupoid when seen as a category, C0u(H)
is a subcategory of Cu(H) a subcategory of the category of C
∗−dynamical systems with
symmetry groupH and equivariantmorphisms, andFct(H, set) is the category of functors
from H to set and natural transformations. For any object A of C0u(H) to assemble m
A
⋆
we exploit the Chern-Connes characters generated by JLO cocycles Φ on the unitization
of certain C∗−crossed products relative to A, while to construct vA
♮
we exert the states of
the C∗−algebra underlying A associated in a convenient manner with the 0−dimensional
components of theΦ’s. We interpretCu(H) as the category of fissioning systems and their
transformations, we use mA⋆ and v
A
♮
to define the nucleon phases and the fragment states
resulting next the fission processes of the fissioning systemA occur andwe formulate in a
C∗−algebraic framework a new nucleon phase hypothesis originally advanced byMouze
and Ythier. We apply the naturality ofm⋆ and v♮ to establish the universality of the global
nucleon masses and the global Terrell law, stated as invariance of the light and heavy
nucleon core masses and invariance of the prompt-neutron yield under contravariant
action of C0u(H) and under action of H over the field of fission processes. Then under the
nucleon phase hypothesis we exhibit the stability of the nucleon core masses at values 82
and 126 and the invariance of the Terrell law, as a particular case of the global ones.
Contents
0.1. Introduction 4
0.2. Terminology and preliminaries 17
Part 1. Preliminaries in Equivariance 33
1.1. Equivariance 34
1.2. Extensions on the multiplier algebra 52
Part 2. Stability 59
2.1. Introduction 60
2.2. The category of nucleon systems 60
2.3. The canonical nucleon-fragment doublet T• 91
Part 3. Universality 113
3.1. Introduction 114
3.2. Natural transformations related to T• 114
3.3. Universality of the global Terrell law 129
Acknowledgments 149
Bibliography 151
3
4 CONTENTS
0.1. Introduction
Mouze andYthier advanced the nucleon phase hypothesis in order to explain, among
other occurrences, the presence of two fixed values 82 and 126 in the following Terrell
law
(0.1.1) ν = 0.08 (AL − 82) + 0.1 (AH − 126),
describing the mean value of the prompt-neutron yield of two asymmetric fragments
resulting next the neutron fission ofU233,U235, Pu239 and the spontaneous fission ofC f 252,
in function of themass numbersAL andAH of the light andheavy fragments respectively,
[26, 27, 33]. Basically they assumed that under the particular circumstances occurring in
the fission process, two nucleon cores come into existence, one of mass number 82 and
the other of mass number 126. Thus by mean of the closure of the shells at these values,
their presence in the above equality can be justified. Since the evenience of closed shells
in the presence of the nucleon phase in which the cores happen to appear, it has been
claimed by Ricci that “the organization of matter in closed shells should be a universal
law” see [33, IIa].
We contend instead that the nucleon phase itself is universal and we grant the tenet
that universal in physics has to be understood natural in category theory. The present
is the first of a series of three parts where, by introducing the concept of the category
G(G, F, ρ) of nucleon systems and the structure of nucleon-fragment doublet, we state and
resolve the equivariant and invariant forms of the universality claim, later described, for
the positionsK = Cu(H) andH = C
0
u(H). HereC
0
u(H) is a strict subcategory of the category
Cu(H) of fissioning systems and their transformations, a subcategory of the category of
C∗−dynamical systems with symmetry group H and equivariant morphisms. In short
the first asserts that the global fragment state is originated via the global nucleon phase
and both are equivariant under contravariant action of C0u(H) and under action of H.
The second establishes that the global nucleon and fragment masses, and the global
Terrell law are invariant under contravariant action of C0u(H) and under action ofH over
the field of fission processes. As a consequence we obtain the stability of the masses
of the nucleon cores and the invariance of the prompt-neutron yield under essential
contravariant action ofC0u(H) andunder action ofH. Thenprovided anewnucleonphase
hypothesis the stability of the nucleonmasses at the values 82 and 126 and the invariance
of the Terrell law under action of the above transformations, follow. The meaning of
the term ’essential’ will be clarified in course of the introduction. We anticipate that
the introduction of the global nucleon and fragment masses, and the global Terrell law
- generalizing and extending the nucleon and fragment masses, and the Terrell law
respectively - as extensions serve to switch ’essential’ into ’true’ contravariance.
By balancing the language in order to allocate the mathematical and physical de-
scriptions, we organize this introduction as follows. Firstly we describe features of
the category G(G, F, ρ) and their physical interpretation, then we exert them to expose
the forms of the universality claim. Next we outline the concept of nucleon-fragment
doublet T on an arbitrary category and exhibit the T−resolution of the forms of the
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universality claim. Then the resolution of the claim is established as T•−resolution,
where T• is the canonical nucleon-fragment doublet on Cu(H) constructued in the main
theorem of the work.
A nucleon-fragment doublet provides to nucleon phases and fragment states the
following list of properties, next called initial list, whose meaning will be later clarified:
(1) thermal nature of the nucleon phases,
(2) noncommutative geometric and thermal origination of fragment states,
(3) phase transition via symmetry breaking,
(4) contravariance under action of the category Ξ(D,L) and covariance under action
of the symmetry group H.
Let us start with some notation.
For any set A let P(A) be the power set of A. If A is a C∗−algebra let EA be the set
of states of A, Aob be the set of selfadjoint elements of A and A+ ≔ {a
∗a | a ∈ A}. If A is a
category and x, y are objects of A, then let MorA(x, y) denote the set of morphisms of A
whose domain or source is x and whose codomain or target is y, letMorA denote the set
of morphisms of A. LetAutA(x) be the group of invertible morphisms of Awhose source
and target is x. Let op mean opposite category, and for any morphism T of a category let
d(T) and c(T) denote the domain and codomain of T respectively. Let set be the category
of sets and maps in a fixed universe, moreover all the following categories are implicitly
assumed to have the object set a subset of the fixed universe. Let gr : Morset → Morset
be such that d(gr( f )) = d( f ) and so defined f 7→ (x 7→ (x, f (x))); by abuse of language let∏
x∈X C be
∏
x∈X Cx where Cx = C for all x ∈ X, with X and C sets. Let Gr be the category
of groups and group morphisms with map composition, and Ab the subcategory of
abelian groups. If G and F are locally compact groups, and ρ : F → AutGr(G) is a group
homomorphism such that the map (g, f ) 7→ ρ f (g) on G × F at values in G, is continuous,
then let H = G ⋊ρ F be the external topological semidirect product of G and F relative
to ρ. Here AutGr(G) is the group of group automorphisms of the group underlying G.
Let j1 and j2 be the canonical injections of G and F into H respectively. For any locally
compact groupK letC(K) be the categoryof unitalC∗−dynamical systemswith symmetry
group K and surjective equivariant morphisms. For all categories X,Y let Fct(X,Y) be
the category of functors from X to Y and natural transformations as morphisms. For
any functor F let Fo and Fm denote the object map and morphism map respectively. In
particular we consider the group H as the category whose unique object is its unit 1, so
Fct(H, set) can be considered as the categoryof set representations ofH and intertwinings
as morphisms. Let a field contravariant (respectively covariant) under action of X be
a functor from Xop (respectively X) to set, moreover we add via L if L is its morphism
map. If Z is a field contravariant (respectively covariant) under action of X then let
a subfield J of Z be any field contravariant (respectively covariant) under action of X
such that Jo(a) ⊆ Zo(a) and Jm(t) = Zm(t) ↾ Jo(c(t)) (respectively Jm(t) = Zm(t) ↾ Jo(d(t))),
for any object a and morphism t of X. Notice that for any field say N covariant under
action of the group H via R, R is a representation of H on the set N(1). If M is a field
contravariant under action of X, we call x a section of M contravariant under action of
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X via f and g, if x is a natural transformation between functors from Xop and set such
that f is the morphism map of the target functor of x, g is the morphism map of the
source functor of x, andM is the target functor of x. Similarly for covariant sections by
replacing Xop by X. We call x a section contravariant (covariant) under action of X via f
and g, a section x ofM contravariant (covariant) under action of X via f and g, for some
fieldM contravariant (covariant) under action of X. We call x a section invariant under
contravariant (covariant) action of X via g, if x is a section ofM contravariant (covariant)
under action of X via f and g, the object map of M is a constant with constant value
equal some set Z and f is the constant map with constant value equal the identity map
on Z. The term equivariance will be used to mean covariance or contravariance. Let K
andD be categories, F ∈ Fct(K,D) and C be an object ofD. Let (·)F,C
†
be the map onMorK
such that for any object X,Y of K and T ∈MorK(X,Y) we have
TF,C
†
: MorD(Fo(Y),C) →MorD(Fo(X),C),
g 7→ g ◦ Fm(T).
We call (·)F,C
†
the conjugate of Fm, and call dual of the restriction of an action on the
automorphism group of an object of a category the composition of conjugation with
inversion. Notice that we do not refer to the object C since we use this notation only in
the following cases fromwhich itwill be clear by the context which objectC is concerned.
(1) D = Ab and C the field R of real numbers; (2) K = CA∗ the category of C∗−algebras
and ∗−homomorphisms, D = BS the category of complex Banach spaces and linear
bounded maps, F the forgetful functor from CA∗ to BS and C the field C of complex
numbers. Moreover in this case by abuse of language we shall speak of the conjugate of
a ∗−homomorphism, by meaning its image via the conjugate of Fm.
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The first step is the introduction of the category G(G, F, ρ) of nucleon systems whose
data determine what follows.
(0.1.2)
(A,Pr
1
) ∈ Fct(G(G, F, ρ),Ab),
(T,Pr
2
) ∈ Fct(G(G, F, ρ)op, set),
(ψM, bM ◦ inv) ∈MorGr(H,AutG(G,F,ρ)(M)), ∀M ∈ G(G, F, ρ),
IM : TM → set, ∀M ∈ G(G, F, ρ),
βc ∈
∏
M∈G(G,F,ρ)
∏
Q∈TM
IQ
M
,
a :
∏
M∈G(G,F,ρ)
∏
Q∈TM
∏
β∈IQ
M
C(H),
e :
∏
M∈G(G,F,ρ)
∏
Q∈TM
∏
β∈IQ
M
C(R),
ϕ ∈
∏
M∈G(G,F,ρ)
∏
Q∈TM
∏
β∈IQ
M
EA(M)Q
β
,
V ∈
∏
M∈G(G,F,ρ)
∏
Q∈TM
∏
β∈PQ
M
∏
l∈H
MorCA∗(A(M)
Q
β ,A(M)
bM(l)Q
β );
where (aM)
T
α = 〈A(M)
T
α ,H, (η
M)Tα 〉, (eM)
T
α = 〈A(M)
T
α ,R, (ε
M)Tα 〉, for any object M of
G(G, F, ρ), T ∈ TM and α ∈ ITM.
Let N be an object of G(G, F, ρ), T ∈ TN and α ∈ ITN. Thus the following properties
hold
(1) (ϕN)Tα is invariant under action of G, i.e.
(ϕN)Tα ◦ (η
N)Tα ( j1(g)) = (ϕ
N)Tα ,∀g ∈ G,
(2) (ϕN)Tα is an (ε
N)Tα−KMS state.
Note that if α ∈ R+ then (ϕN)Tα is a α−KMS state, i.e. a state of thermal equilibrium at
the inverse temperature α, with respect to the dynamics (εN)Tα (−α
−1(·)). Next set
F(N)Tα ≔ {h ∈ F | (ϕ
N)Tα ◦ (η
N)Tα ( j2(h)) = (ϕ
N)Tα },
STα (N) ≔ G ⋊ρ F(N)
T
α ,
BTα (N) ≔ A(N)
T
α ⋊(ηN)Tα
STα (N),
P ∈
∏
M∈G(G,F,ρ)
∏
Q∈TM
P(IQ
M
),
PT
N
≔ {β ∈ IT
N
|F(N)Tβ ⊇ F(N)
T
(βNc )
T},
A∗
N
≔MorAb(AN,R).
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A fundamental set valued map is RepN : A∗
N
→ set. Let c ∈ A∗
N
then 1
(0.1.3)
RepN(c) ∋ r 7→ Tr ∈ TN,
RepN(c) ∋ r 7→ αr ∈ P
Tr
N
,
RepN(c) ∋ r 7→ Ar ≔ A(N)
Tr
αr ,
RepN(c) ∋ r 7→ ϕr ≔ (ϕ
N)Trαr ,
RepN(c) ∋ r 7→ Br ≔ B
Tr
αr (N),
RepN(c) ∋ r 7→ εr ≔ (ε
N)Trαr ,
RepN(c) ∋ r 7→ Vr ≔ V(N)
Tr
αr ,
RepN(c) ∋ r 7→ ur ∈MorAb(AN,K0(B
+
r ));
and the maps
(0.1.4)
RepN(c) ∋ r 7→ Φr,
RepN(c) ∋ r 7→ ρr ∈ EAr ;
such thatΦr is an entire normalized even cocycle on the unitizationB+r ofBr, c factorizes through
the real part, via the standard duality, of the character generated by Φr and the map ur; while ρr
is a ϕr−normal state associated in an appropriate way to the 0−dimensional component of Φ
r,
where the standard duality is between the entire cyclic cohomology and the K0−theory
K0(B
+
r ) of B
+
r . Let us define
NN(c) ≔ {ρr | r ∈ Rep
N(c)}.
Next we interpret the previous data in a physical context as follows.
(1) N is a physical system called nucleon systemwhose set of observables is AN and
whose set of states called nucleon phases is A∗
N
;
(2) L(a) is the nucleon system generated by the fissioning system a, for any functor
L from a category H to G(G, F, ρ) and a ∈ H;
(3) for any T ∈ TN and α ∈ PTN there exists a physical system O(N)
T
α called fragment
system such that
(a) A(N)Tα is its observable algebra and EA(N)Tα is its state space. If α > 0 then
O(N)Tα evolves in time through the dynamics (ε
N)Tα (−α
−1(·)),
(b) T is an operation performable over the states of O(N)Tα ;
(4) for all c ∈ A∗
N
and r ∈ RepN(c) the following properties hold
(a) if the operation Tr is performed on O(N)
Tr
αr when occurring in the state ϕr,
then O(N)Trαr will occur in the state ρr,
(b) if O(N)Trαr occurs in the state ρr, then N occurred in the phase c;
(5) the information about the operations in TN are sufficient to organize AN as a
group but not as an algebra.
1Actually Br depends also by a Haar measure on S
Tr
αr (N) but here we do not need such a generality.
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This interpretation is consistentwith the fact thatω−normal states areusually considered
perturbations of the stateω. Notice that ρr is a state of the fragment systemO(N)
Tr
αr , moreover
if α > 0 then ϕα is a state of thermal equilibrium at inverse temperature α with respect to the
dynamical system underlying O(N)Tα .
We refer to (4b) by saying that the fragment state ρr is originated via the nucleon phase c,
in particular NN(c) is the set of all the fragment states originated via the nucleon phase c.
Referring only to c the sequence (4a,4b) is summarized by saying that c is the phase
of the nucleon system N occurring by performing the operation Tr on the state of thermal
equilibriumϕr. Now the meaning of (1) and (2) in the initial list appear clear. Note that
in general NN(c) contains more than one element and its elements may belong to state
spaces of different C∗−algebras.
If L is a functor from a category C to G(G, F, ρ), then for any map M whose domain
is a subset of the object set ofG(G, F, ρ), we letMx denoteML(x) for any object x of C such
that L(x) ∈ Dom(M). Now we can expose the two forms of the universality claim, then
we exploit the rest of the introduction to sketch their solutions. We shall describe the
equivariant form of the claim firstly in mathematical (M) and then in physical (P) terms.
Equivariant form of the universality claim (M). There exist a category K, a subcategory
H of K, a functor L from K to G(G, F, ρ), m andW such that
m ∈MorFct(Kop ,set),
gr ◦W ∈MorFct(Hop ,set).
LetU andD be the object maps of the source functors ofm and gr ◦W respectively and let a ∈ K
and b ∈ H. Thus
(1 7→ ma) ∈MorFct(H,set),
(1 7→ gr(Wb)) ∈MorFct(H,set);
Ua ⊆ Ta andDb ⊆ Ub. Moreover for all Q ∈ Ua, β ∈ PQa
ma(Q, β) ∈ A∗a,
and all T ∈Db, α ∈ PTb
(0.1.5)
∃ r ∈ Repb(mb(T, α))
Wb(T, α) = ρr, Tr = T, αr = α.
We say that L, m andW satisfy the equivariant form of the universality claim (M) w.r.t.
K and H. Let m and W be called the global nucleon phase and global fragment state
w.r.t. L respectively.
Equivariant form of the universality claim (P). There exist a category K of fissioning
systems and their transformations, a subcategory H of K, a functor L from K to G(G, F, ρ),
a section m contravariant under action of K, and a map W such that gr ◦ W is a section
contravariant under action of H. LetU andD be the object maps of the source functors of m and
gr ◦W respectively and let a in K and b in H. Thus 1 7→ ma and 1 7→ gr(Wb) are covariant
under action of H, Ua ⊆ Ta andDb ⊆ Ub. Moreover for all Q ∈ Ua, β ∈ PQa , and for all T ∈ Db,
α ∈ PT
b
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(1) ma(Q, β) is a phase of the nucleon system L(a);
(2) Wb(T, α) is a fragment state originated via the nucleon phase mb(T, α) through the
relation (0.1.5);
(3) Wb(T, α) is a state of the fragment system O(b)Tα whose operator algebra is A(b)
T
α and
if α > 0 then the system evolves in time through (εb)Tα (−α
−1(·)). mb(T, α) is the phase
of the nucleon system L(b), occurring by performing the operation T on the state of
thermal equilibrium (ϕb)Tα at inverse temperatureαwith respect to the dynamical system
underlying O(b)Tα .
Invariant form of the universality claim. There exist a category K, a subcategory H of
K, L, m and W satisfying the equivariant form of the universality claim (M) w.r.t. K and H;
moreover there exist Nas, P, R, {µ j, λ j} j∈{m,w} and θ with the following properties. Nas is a set
valued map defined on the object set of H, P,R ∈ Fct(Hop, set), P(b) equals the power set of
Nas(b) the set of fission processes whose underlying fissioning system is b, for all b ∈ H. R is the
unique object of Fct(Hop, set) whose object map is the constant map with constant value equal to
the power set of R, and whose morphism map is the constant map with constant value equal to
the identity map on the power set of R. For all j ∈ {m,w}
µ j, λ j, θ ∈MorFct(Hop ,set)(P,R).
Let b ∈ H. Thus
(1 7→ (µ j)b), (1 7→ (λ j)b), (1 7→ θb) ∈MorFct(H,set),
and there exist maps
(1) Nas(b) ∋ y 7→ Ty ∈Db,
(2) Nas(b) ∋ y 7→ αy ∈ P
Ty
b
,
(3) Nas(b) ∋ y 7→ f
y ∈
∏
j∈{m,w} Ab,
(4) Nas(b) ∋ y 7→ N
y ∈
∏
j∈{m,w}(A(b)
Ty
αy )+,
such that for any Y ∈ P(b) and j ∈ {m,w} we have
(µ j)b(Y) = {m
b(Ty, αy)(f
y
j
) | y ∈ Y},
(λ j)b(Y) = {W
b(Ty, αy)(N
y
j
) | y ∈ Y},
θb(Y) =
{
0.08(Wb(Ty, αy)(N
y
m) −m
b(Ty, αy)(f
y
m))+
0.1(Wb(Ty, αy)(N
y
w) −m
b(Ty, αy)(f
y
w)) | y ∈ Y
}
.
Here we let D be the object map of the source functor of gr ◦ W. Let µm and µw be
called global light and global heavy nucleon masses w.r.t. L respectively, let λm and λw
be called global light and global heavy fragment masses w.r.t. L respectively, and θ be
called global Terrell law w.r.t. L.
Next we introduce the crucial structure of the entire work and explain how it re-
solves the diverse forms of the universality claim, but let us start with some convention.
G(G, F, ρ) acts covariantly on the field A of nucleon observables via Pr1 and contravari-
antly on the field A∗ of nucleon phases via the conjugate of Pr1; while G(G, F, ρ) acts
0.1. INTRODUCTION 11
contravariantly on the field T of operations via Pr2. Therefore for any object N of
G(G, F, ρ), the group H acts on AN via ψN and on A∗N via duality, while H acts on TN
via bN. Let l ∈ H, f ∈ AN, c ∈ A
∗
N
T ∈ TN, α ∈ PTN, a ∈ A(N)
T
α and ω continuous func-
tional on A(N)Tα . We let f
l = ψN(l)(f), cl = c ◦ ψN(l−1), Tl = bN(l)(T), al = V(N)Tα (l)(a), and
ωl = ω◦V(N)T
l
α (l
−1). Notice that the last two are an element and a continuous functional
onA(N)T
l
α respectively. For any functorL from a categoryK toG(G, F, ρ), letLi = Pri ◦Lm
for any i ∈ {1, 2}. Hence (A ◦ Lo,L1) is a functor from K to Ab, while (T ◦ Lo,L2) is a
contravariant field under action ofK. For any T ∈MorK, h ∈ Ad(T), h ∈ A
∗
c(T)
andQ ∈ Tc(T)
we let hT = L1(T)(h), h
T = h ◦ L1(T), and Q
T = L2(T)(Q).
A nucleon-fragment doublet T on a category C is a tuple 〈 S, J,Z, S, L,m,W,R,D,U 〉
satisfying the following properties 2.
(1) U and D are maps defined on subsets Dom(U) and Dom(D) of the object set of
G(G, F, ρ) respectively, such that Dom(D) ⊆ Dom(U), UN ⊆ TN andDM ⊆ UM for
all N ∈ Dom(U) andM ∈ Dom(D);
(2) (U,Pr2) and (D,Pr2) are fields contravariant under action ofDom(U) andDom(D)0
respectively;
(3) the third item in (0.1.2) holds true by replacing in all the occurrances G(G, F, ρ)
by Dom(U) and by Dom(D)0;
(4) L is a functor from the category C to G(G, F, ρ);
(5) S is a field of nucleon phases contravariant under action of Θ(U,L) via the
conjugate of L1;
(6) each fiber of S is covariant under action of H via the dual of ψ ◦ Lo;
(7) m is a section of maps valued in S−valued maps, contravariant under action of
Θ(U,L) via Sm and L2, whose values induce covariant sections under action of
H via the dual of ψ ◦ Lo and via b ◦ Lo;
(8) Z is a field contravariant under action of Ξ(D,L);
(9) S is amapdefinedon themorphismset ofΞ(D,L) satisfyingproperties consistent
with Z and such that S(T,T, α) is a ∗−homomorphism from A(b)T
T
α to A(a)
T
α , for
any a, b ∈ Ξ(D,L), T ∈MorΞ(D,L)(b, a), T ∈Da and α ∈ P
T
a ;
(10) J, a subfield of Z, is a field of disjoint union over operations of set of maps -
with values fragment states originated via the nucleon phases determined by
m - contravariant under action of Ξ(D,L) via Jm where J1 = L2 and J2 is a map
induced by the conjugate of the evaluation of S;
(11) each fiber of J is covariant under action of H via a map induced by the dual of
V ◦ Lo;
(12) W is a map such that gr◦W is a section of J, contravariant under action of Ξ(D,L)
via Jm and L2, whose values induce sections covariant under action of H via the
dual of V ◦ Lo and via b ◦ Lo.
2 the complete and detailed definition is given in Def. 2.2.66, here for simplicity we assume that R is the
constant map with constant value equal to H.
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Here Θ(U,L) is the subcategory of C inverse images via L of Dom(U) the full subcategy
of G(G, F, ρ) whose object set is the domain of U; while Ξ(D,L) is the subcategory of C
inverse images via L of Dom(D)0 a strict subcategy of G(G, F, ρ) whose object set is the
domain ofD. In particular Ξ(D,L) is a strict subcategory of Θ(U,L). J1 is the component
of Jm acting on operations, and J2 is the component of Jm acting on maps of fragment
states.
The symmetries above described in (7) and (12) imply what we said in (4) in the
initial list, we shall return later to these properties. For any object a of Ξ(D,L) and any
T ∈Da, m
a(T) andWa(T) are maps defined on PTa such that for all α ∈ P
T
a we have that
(1) ma(T, α) is a nucleonphase of the nucleon systemL(a) generated by thefissioning
system a;
(2)
(0.1.6)
∃ r ∈ Repa(ma(T, α))
Wa(T, α) = ρr, Tr = T, αr = α;
in particular
(a) Wa(T, α) ∈ Na(ma(T, α)) namely Wa(T, α) is a fragment state originated via
ma(T, α),
(b) Wa(T, α) is a state of the fragment system O(a)Tα whose operator algebra is
A(a)Tα and if α > 0 then the system evolves in time through (ε
a)Tα (−α
−1(·)).
ma(T, α) is thephaseof thenucleon systemL(a), occurringbyperforming the
operationT on the state of thermal equilibrium (ϕa)Tα at inverse temperature
αwith respect to the dynamical system underlying O(a)Tα .
Since the definition of the map P we have thatm(T, α) andW(T, α) occur by performing
the operation T on (ϕa)Tα only for those α ∈ I
T
a such that the symmetry group of the state of
thermal equilibrium (ϕa)Tα is larger than the symmetry group of the state of thermal equilibrium
(ϕa)T
(βc)Ta
, justifying (3) in the initial list.
Let us call m and W the T−nucleon phase and T−fragment state respectively. For
any a, b ∈ Ξ(D,L), T ∈ Da, α ∈ PTa , T ∈ MorΞ(D,L)(b, a) continuous functional ω on A(a)
T
α
and element B of A(b)T
T
α we let ω
T = ω ◦ S(T,T, α) and BT = S(T,T, α)B.
The characteristics core of m andW consists of (0.1.6) relating the two natural trans-
formations, and the properties of equivariance described in (7) and (12), namely for any
d, e ∈ Θ(U,L), Q ∈ Ud, β ∈ PQd , Q ∈ MorΘ(U,L)(e, d), and a, b ∈ Ξ(D,L), T ∈ Da, α ∈ P
T
a ,
T ∈MorΞ(D,L)(b, a), l ∈ H, we have
(0.1.7)
me(QQ, β) = md(Q, β)Q,
md(Ql, β) = md(Q, β)l,
Wb(TT, α) =Wa(T, α)T,
Wa(Tl, α) =Wa(T, α)l.
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From the above equalities we deduce (4) in the initial list. More in general it is clear
by the very definition that nucleon-fragment doublets generate resolutions of the claim,
more specifically (0.1.6) and (0.1.7) determine the T−resolution of the equivariant form
of the universality claim (M). It is worthwhile emphasizing that the concept of nucleon-
fragment doublet is flexible enough to model diverse situations with symmetries H and
Ξ(D,L), in which an origination mechanism of the type above described occurs. Thus
the terms nucleon phase, fragment state, fissioning system and later prompt-neutron
yield, have to be understood in a broad sense.
A nucleon-fragment doublet on C can be related with what we call an extended
C−equivariant stability, and the first main result of the entire work is the construction of
the canonical extended Cu(H)−equivariant stability E•. The main difficulty is to construct
m and W satisfying (0.1.6) and (0.1.7). Let T• denote the nucleon-fragment doublet on
Cu(H) related to E•, in such a case Θ(U,L) = Cu(H) and Ξ(D,L) = C0u(H).
Let us call global nucleon phase and global fragment state the T•−nucleon phase
and T•−fragment state respectively, then (0.1.6) and (0.1.7) applied to T• resolve the
equivariant form of the universality claim (M).
In the second main result of this work - under a suitable hypothesis ensuring the
functoriality of the source and target functors of the second of the below morphisms -
we encode (0.1.7) in the following result
(0.1.8)
m⋆ morphism of Fct(Cu(H)
op,Fct(H, set)),
v♮ morphism of Fct(C
0
u(H)
op,Fct(H, set)),
related each other, modulo quotient, by the relation in (0.1.6), establishing in this way
the compact equivariant form of the universality claim.
Finally let us examine how the concept of nucleon-fragment doublet enables also to
resolve the invariant formof the universality claim. To this end let usdefine aTerrell-type
law corresponding to T, exhibiting invariances as a result of the above equivariances.
For any a ∈ Ξ(D,L) let the set of fission processes occurring to the fissioning system a be
the set NTas(a) of the 4−tuples
n = 〈 a, T, α, {f j,N j} j∈{m,w} 〉,
satisfying properties related to the binary fission phenomenon and such that T, α are
as above, fm and fw are observables of the nucleon system L(a), while Nm and Nw are
positive observables, namely elements of (A(a)Tα )+. Let the set N
T
as of fission processes be
the union of the family {NTas(a)}a∈Ξ(D,L). Since the semantics outlined we have that
(1) a is the fissioning system for which the fission process n occurs;
(2) L(a) is the nucleon system generated by the fissioning system a;
(3) O(a)Tα is the fragment system whose observable algebra is A(a)
T
α and if α > 0
evolving in time through (εa)Tα (−α
−1(·));
(4) (ϕa)Tα is a state of O(a)
T
α and if α > 0 then it is a state of thermal equilibrium
at inverse temperature α with respect to the underlying dynamical system of
O(a)Tα ;
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(5) ma(T, α) is the phase of L(a), occurring by performing T on (ϕa)Tα ;
(6) Wa(T, α) is the state of O(a)Tα originated via m
a(T, α);
(7) for j ∈ {m,w}
(a) ma(T, α)(f j) is the mean value in ma(T, α) of f j,
(b) Wa(T, α)(N j) is the mean value inWa(T, α) of N j.
In order to decode the binary fission let us give the following interpretation of the data
of n. Let #m =light and #w =heavy, then for all j ∈ {m,w}
(1) T is the operation realizing the fission process n whenever performed on (ϕa)Tα ;
(2) N j is the observable of O(a)
T
α relative to the mass of the # j fragment;
(3) f j is the observable of L(a) relative to the mass of the # j nucleon core.
Next to NTas the action of H naturally extends, since for all l ∈ H we can set
kT(l)(n) = 〈 a, Tl, α, {flj,N
l
j} j∈{m,w} 〉,
later simply denoted by nl, as well “essentially” extends the contravariant action of
Ξ(D,L), meaning that for any object b of Ξ(D,L) and any morphism T of Ξ(D,L) from b
to awe have
n(T,x) = 〈 b, TT, α, {f′j,N
′
j} j∈{m,w} 〉,
where x = {f′
j
,N′
j
} j∈{m,w} such that (f
′
j
)T = f j and (N
′
j
)T = N j. Later we shall see how to
modify this map in order to have a “true” contravariant action.
For all j ∈ {m,w} define κT
j
and ζT
j
the functions on NTas mapping any n into
κTj (n) ≔W
a(T, α)(N j),
ζTj (n) ≔ m
a(T, α)(f j);
called restricted T − # j fragment mass and restricted T − # j nucleon mass, collectively
called restricted T−fragment masses and T−nucleon masses respectively. Next the
restricted T−Terrell law is the function νT on NTas mapping any n into the mean value
νT(n) of the prompt-neutron yield in Wa(T, α), said also the prompt-neutron yield of the
fission process n, where
νT ≔ 0.08(κTm − ζ
T
m) + 0.1(κ
T
w − ζ
T
w).
As a result of (0.1.7) we obtain under essential contravariant action of Ξ(D,L) and action
ofH the invariance of the restricted T−fragment andnucleonmasses, i.e. for all j ∈ {m,w}
(0.1.9)
κTj (n
(T,x)) = κTj (n),
κTj (n
l) = κTj (n),
ζTj (n
(T,x)) = ζTj (n),
ζTj (n
l) = ζTj (n);
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therefore the invariance of νT follows
(0.1.10)
νT(n(T,x)) = νT(n),
νT(nl) = νT(n).
(0.1.9) and (0.1.10) constitute the invariance of the restricted T−fragment and nucleon masses,
and the restricted T−Terrell law respectively. The properties of invariance of the restricted global
fragment and nucleon masses, and restricted global Terrell law follow for T = T•.
Now in order to have a true contravariant action and then to resolve the invariant
form of the universality claim let us procede as follows. Let PT = (PTo ,P
T
m) be the couple
of maps defined on the object set and morphism set of Ξ(D,L) respectively, such that
PTo (a) is the power set of N
T
as(a), while P
T
m(T) is the map on P
T
o (a) preserving the union
and mapping any {n} into the set of the n(T,x) where x = {f′
j
,N′
j
} j∈{m,w} such that (f
′
j
)T = f j
and (N′
j
)T = N j.
We call T − # j nucleon mass and T − # j fragment mass the maps µ
T
j
and λT
j
defined on
the object set of Ξ(D,L) such that (µT
j
)a and (λ
T
j
)a are the P(R)−valued extensions to
PTo (a) of the restrictions of ζ
T
j
and κT
j
respectively to NTas(a), with j ∈ {m,w}. Moreover
we call T-Terrell law the map θT defined on the object set of Ξ(D,L) such that θTa is the
P(R)−valued extension to PTo (a) of the restriction of ν
T to NTas(a).
Now PT results to be a functor from Ξ(D,L)op to set, since (0.1.7). Let RT denote the
unique functor from Ξ(D,L)op to set such that its object map is the constant map with
constant value equal the power set P(R) of R and its morphism map is the constant
map with constant value equal IdP(R). Let R
H denote the unique functor from H to set
such that RHo = (1 7→ P(R)) and R
H
m is the constant map with constant value equal to
IdP(R), Finally let τ
T
a the map on H such that τ
T
a (l) is the extension of k
T(l) to PTo (a) for
all l ∈ H, and set QTa = (1 7→ P
T
o (a), τ
T
a ). Thus as a result of (0.1.7) the universality of the
T−nucleon masses and T−Terrell law follows for all j ∈ {m,w} in terms of
(1) Invariance of the T−nucleon and fragment masses and T−Terrell law under contravari-
ant action of Ξ(D,L)
(0.1.11) µTj , λ
T
j , θ
T ∈MorFct(Ξ(D,L)op,set)(P
T,RT).
(2) Invariance of the T−nucleon and fragment masses and T−Terrell law under action of
H. For all a ∈ Ξ(D,L)
(0.1.12) (1 7→ (µ j)
T
a), (1 7→ (λ j)
T
a), (1 7→ θ
T
a) ∈MorFct(H,set)(Q
T
a ,R
H).
In other words
(µTj )d(T) ◦ P
T
m(T) = (µ
T
j )c(T),
(µTj )a ◦ τ
T
a(l) = (µ
T
j )a, ∀l ∈ H
similarly for λT
j
, and
θTd(T) ◦ P
T
m(T) = θ
T
c(T),
θTa ◦ τ
T
a(l) = θ
T
a , ∀l ∈ H.
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Here the contravariance of PT under action of Ξ(D,L) means that for all T, S ∈ MorΞ(D,L)
such that d(T) = c(S)
PTm(T)P
T
o (c(T)) ⊆ P
T
o (d(T)),
PTm(T ◦ S) = P
T
m(S) ◦ P
T
m(T).
Thus (0.1.11) and (0.1.12) jointly (0.1.6) and (0.1.7) represent the T−resolution of the
invariant form of the universality claim.
If we call global # j nucleon mass, global # j fragment mass and global Terrell law
the maps µT•
j
, λT•
j
and θT• respectively, then the universality of the global nucleon and
fragment masses and the universality of the global Terrell law follow since (0.1.11)
and (0.1.12) for T = T•, resolving jointly (0.1.6) and (0.1.7) the invariant form of the
universality claim. This is the third main result of this work. Incidentally the invariant
form of the universality claim results as a consequence of its equivariant form.
Finally let the # j nucleon and fragmentmasses, and Terrell lawdenote the restrictions
of ζT•
j
, κT•
j
and νT• respectively to the set of all the fission processes n satisfying the revised
nucleon phase hypothesis requiring ζT•m (n) = 82, ζ
T•
w (n) = 126 and that H would contain
as a subgroup the direct product of the universal covering group of the Poincare´ group
with the gauge group of the standard model. Thus under the revised nucleon phase
hypothesis as a result of (0.1.9) and (0.1.10) we can state what follows. The light and
heavy nucleon masses are invariant with constant values 82 and 126 and the prompt-
neutron yield (0.1.1) is invariant under essential contravariant action over the field of
fission processes of suitable perturbations of fissioning systems, and under action over
the field of fission processes of relativistic transformations of reference frames.
In conclusion it is worthwhile remarking that the universality of the global nucleon
masses and the universality of the global Terrell law - in the special form of the stability
of the values 82 and 126 occurring in the Terrell law and the invariance of the Terrell law
itself under the above transformations mainly the relativistic ones - is an experimentally
testable property that can be provided in order to furnish an indirect empirical evidence
of the existence and universality of the global nucleon phase m.
Let us outline the main content of the three parts.
In part 2 we introduce the category G(G, F, ρ) of nucleon systems, set its physical in-
terpretation, define the concepts of extended C−equivariant stability, nucleon-fragment
doublet T on a category C, define the T−nucleon phase, the T−fragment state and the
T−resolution of the equivariant form of the universality claim. Then in the first main
result of this work we construct, and in this way establish the existence of, the canonical
extendedCu(H)−equivariant stability and the canonical nucleon-fragment doublet T• on
Cu(H). As a result we resolve the equivariant form of the universality claim, by applying
its T−resolution to T•.
In part 3 we establish in a more coincise and elegant form the equivariant form
of the universality claim. Namely in the second main result of this work we encode
the equivariances (0.1.7) applied for T = T• in a unique fashion into the existence of
natural transformations m⋆ and v♮ satisfying (0.1.8). Then we define the T−nucleon and
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T−fragment light and heavymasses, and the T−Terrell law, establish the T−resolution of
the invariant form of the universality claim, and apply it to T• in order to establish in the
third main result of this work the invariant form of the universality claim, in particular
the universality of the global Terrell law.
0.2. Terminology and preliminaries
0.2.1. Sets and topologies. In all three parts we consider the Zermelo-Fraenkel the-
ory together the axiom of universes stating that for any set there exists a universe
containing it as an element [23, p. 10]. We consider fixed a universe U and a universe
U0 such that U ∈ U0. See [2, Expose I Appendice] for the definition and properties of
universes, see also [25, p. 22] and [7, §1.1], in particular if V is a universe, then y ∈ V
implies y ⊂ V, hence U ⊂ U0. Let set be the category of sets belonging to the universe
U, functions as morphisms with map composition. Whenever we refer to a set unless
the contrary is stated, we mean an element of U, moreover for any structure S (e.g. the
structure of topological space, topological algebra, etc.) whenever we refer to “the set
of the S’s”, we always mean the subset of those elements of U satisfying the axioms
of S. Let Gr be the category of groups and group morphisms with map composition and
let Ab be the full subcategory of Gr of abelian groups.
If A, B and C are categories, then we let Obj(A) denote the set of objects of A, we let
a ∈ A denote a ∈ Obj(A). For any x, y ∈ A let MorA(x, y) be the set of morphisms of A
from x to y, let 1x be the identity morphism of x, while InvA(x, y) = { f ∈MorA(x, y) | (∃g ∈
MorA(y, x))( f ◦ g = 1y, g ◦ f = 1x))} denotes the, possibly empty if x , y, set of invertible
morphisms from x to y; set AutA(y) = InvA(y, y), for any y ∈ A.
Given two sets A,B let P(A) and Pω(A) denote the set of subsets and finite subsets
of A respectively. For any map f : A → B let f−1 : P(B) → P(A) such that f−1(Y) ≔
{a ∈ A | f (a) ∈ Y} for any Y ⊆ B. Given any set x, often and only if it will not cause
confusion, we use the convention to denote {x} by x, so for example if f : A → B and
b ∈ B, then f−1(b) stands for f−1({b}). Let ev(·) denote the evaluation map, i.e. if F : A→ B
is any map and a ∈ A, then eva(F) ≔ F(a). If x ∈
∏
a∈A Morset(Ba,Ca), with A object
of set and Ba,Ca objects of set for all a ∈ A, then we let x(a, b) denote x(a)(b) for any
b ∈ Ba. If Y(a, b) = Y ∈ U0 for all a ∈ A and b ∈ Ba, then we let
∏
a∈A
∏
b∈Ba Y denote∏
a∈A
∏
b∈Ba
Y(a, b). If f : X → A and g : X → B then by abuse of the standard language
we denote by f × g the map on X with values in A × B such that ( f × g)(x) ≔ ( f (x), g(x))
for all x ∈ X.
Set N0 ≔ N − {0} and R0 ≔ R − {0}, while R˜ ≔ R ∪ {∞} provided by the topology
of one-point compactification. If A is any set then IdA is the identity map on A we
often use the convention to remove the index A if it is clear the set involved. If S is
a topological space, then Cl(S), Op(S) and Comp(S) denote the sets of closed, open and
compact subsets of S respectively, while B(S) denotes the σ−field of Borel subsets of S.
If T is a locally compact space and E is a Hausdorff locally convex space, let Cc(T,E)
denote the linear space of continuous E−valued maps f on T with compact support
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supp( f ), where supp( f ) ≔ f−1(E − {0}), set Cc(T) ≔ Cc(T,C) provided by the inductive
limit topology of uniform convergence over compact subsets of T.
Let X and T be a locally compact group and locally compact space respectively, then
H(X) is the set of Haar measures on X and M(T) is the set of Radon measures on T.
Let µ ∈ M(T) and S be a locally compact subspace of T, set µS : Cc(S) → C such that
µS( f ) ≔ µ( f˜ ), where f˜ is the 0−extension on T of f ∈ Cc(S), thus µS ∈ M(S). Let T, S be
two locally compact spaces, µ ∈ M(T) and ε : T → S be µ−proper, thus ε(µ) denotes the
image of µ under ε as defined in [12, Ch. 5, §6, n◦1, Def. 1]. By construction ε(µ) ∈M(S)
such that for all f ∈ Cc(S)
(0.2.1)
∫
f dε(µ) =
∫
f ◦ ε dµ.
Let X be a locally compact group and s ∈ X, set Ls,Rs : X → X, such that Ls(x) ≔ s · x
and Rs(x) ≔ x · s, while L
∗
s,R
∗
s : C
X → CX such that L∗s(h) ≔ h ◦ Ls−1 and R
∗
s(h) ≔ h ◦ Rs−1
respectively. Whenever we will deal with different groups, it will be clear by the context
to which group the maps R and L are referring to. By definition H(X) is the set of
left-invariant µ ∈ M(X), i.e. µ ∈M(X) such that µ ◦ L∗s ↾ Cc(X) = µ, for all s ∈ X.
IfX andY are two topological linear spaces overK ∈ {R,C},L(X,Y) denotes the linear
space of continuous linear maps from X to Y, set L(X) ≔ L(X,X) and X∗ ≔ L(X,K).
Ls(X,Y) is the topological linear spacewhose underlying linear space isL(X,Y) provided
by the topology of pointwise convergence, while Lw(X,Y) is the locally convex linear
space whose underlying linear space is L(X,Y) provided by the topology generated by
the following set of seminorms {q(φ,x) | (φ, x) ∈ Y∗ × X}, where q(φ,x)(A)  |φ(Ax)|. All the
normed spaces in this work are assumed to be over the complex field. In case X is a
normed space we assume L(X) to be provided by the topology generated by the usual
sup−norm. IfX is any structure including as a substructure the one of normed space say
X0, for example the normed space underlying anynormedalgebra, we letL(X) denote the
normed spaceL(X0) whenever it does not cause conflict of notations. Thereforewe never
shall use this convention in case X is an Hilbert C∗−module, where L(X) always denotes
the set of all adjointable operators on X, as we shall see in the second part. If A and B
are two linear operators in X, we set [A,B] ≔ AB− BA, where the composition and sum
are to be understood in the context of possibly unbounded operators, i.e. defined on the
intersection of the corresponding domains. If X,Y are Hilbert spaces and U ∈ L(X,Y) is
unitary then ad(U) ∈ L(L(X),L(Y)) denotes the isometry defined by ad(U)(a) ≔ UaU−1,
for all a ∈ L(X). Let HS denote the set of Hilbert spaces. Finally unless the contrary
is not stated any convention established in one part has to be understood valid for the
remaining of that part and for the following parts.
0.2.2. C∗−algebras, C∗−dynamical systems and their crossed products. For any
normed algebraD letRD
(·)
: D → L(D) and LD
(·)
: D→ L(D) denote the right and leftmulti-
plicationmaponD respectively, i.e. Ra(b) = ba and La(b) = ab for any a, b ∈ D, oftenwe re-
move the indexD. LetA be a C∗−algebra, letAob ≔ {a ∈ A | a = a
∗} andA+ ≔ {a
∗a | a ∈ A}.
EA denotes the set of states of A, if A is a von Neumann algebra NA denotes the set
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of its normal states. If B is a C∗−algebra Hom∗(A,B) is the set of ∗−homomorphisms
defined on A and at values in B, Isom∗(A,B) is the subset of bijective elements of
Hom∗(A,B) and Aut∗(A) = Isom∗(A,A). Let CA∗ denote the category of C∗−algebras
and ∗−homomorphisms with map composition as law of morphism composition, eas-
ily we deduce that Isom∗(A,B) = InvCA∗(A,B), so Aut
∗(A) = AutCA∗(A). If in addition
A and B are unital, then Hom∗
1
(A,B) is the set of unit preserving ∗−homomorphisms
defined on A and at values in B. Let A+ denote the ∗−algebra whose underlying lin-
ear space is A × C, the involution and product are defined by (a, λ)∗ = (a∗, λ), and
(a, λ) · (b, µ) ≔ (a · b + λb + µa, λµ), for all (a, λ), (b, µ) ∈ A × C. ([28, Ch. 2, §7, n◦2, I
and §10, n◦1, III]). (0, 1) is the unity of A+, while the map φ : a 7→ (a, 0) is an injective
∗−isomorphism of A into A+, we often shall identify A with its image in A+ under φ.
Under this identificationA is a two side ideal ofA+, so we have that Lx,Rx ↾ A are linear
endomorphisms of the vector space underlying A for any x ∈ A+. A+ is a C∗−algebra
if provided by the following norm extending the one on A, ‖x‖ ≔ ‖Lx ↾ A‖, well-set
since L(a,λ) ↾ A = La + λ· ∈ L(A) ([28, Ch. 3, §16, n◦1, III]). Set A˜ the smallest unital
subalgebra of A+ containing A, so A˜ = φ(A), if A has the identity, A˜ = A+ otherwise.
Let B a ∗−algebra and α ∈MorCA∗(A,B), set α
+ : A+ ∋ (a, λ) 7→ (α(a), λ) ∈ B+, thus
(0.2.2) α+ ∈ Hom∗1(A
+,B+),
while in case B has the identity, we set
(0.2.3)
{
α˜ : A+ → B,
(a, λ) 7→ α(a) + 1Bλ,
thus α˜ ∈ Hom∗
1
(A+,B), called the ∗−homomorphism of A+ induced by α
(∗−representation in case B equals L(H) for some Hilbert space H).
Let Aut∗s(A) denote the topological group of ∗−automorphisms of A provided by the
topology of pointwise convergence. Rep(A) denotes the set of ∗−representations of A,
while Repc(A) denotes the set of cyclic ∗−representations of A. If H = 〈H,pi, Ω 〉 and
K = 〈K, ξ, Ψ 〉 are in Repc(A) then we call them unitarily equivalent if their underlying
representations of A are unitarily equivalent, say through the unitary operator U : H→
K, and UΩ = Ψ. If pi is a nondegenerate representation of A on H, then we denote by
Npi and call pi−normal states its elements, the set of the φ ◦ pi where φ ∈ NL(H). Since
pi is nondegenerate Npi ⊂ EA. If ψ is a state of A then ψ−normal means pi−normal,
where 〈H,pi, Ω 〉 is a cyclic representation associated with ψ. If T ∈ MorCA∗(A,B), set
T† : B
∗ → A∗ such that T†(ω) = ω ◦ T, if λ ∈ InvCA∗(A,B), then set λ
∗ = (λ−1)†. For any
map f : D ⊆ A → A define the map ad(λ)(f) : λ(D)→ A such that for all b ∈ λ(D)
(0.2.4) ad(λ)(f)(b) ≔ (λ ◦ f ◦ λ−1)(b).
Let U be any set and γ : U → AutCA∗(A), define
EU
A
(γ) ≔ {ψ ∈ EA | (∀u ∈ U)(ψ ◦ γ(u) = ψ)}.
Let A = 〈A, H,σ 〉 and B = 〈B, H, θ 〉 be C∗−dynamical systems, here called sim-
ply dynamical systems or dynamical systems with group symmetry H. T is an
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(A,B)−equivariant morphism, or equivalently, (σ, θ)−equivariant morphism if T ∈
MorCA∗(A,B) and T ◦ σ(h) = θ(h) ◦ T for all h ∈ H. 〈H,pi, W 〉 is a (nondegenerate)
covariant representation of A if 〈H, pi 〉 is a (nondegenerate) ∗−representation of A,W is
a strongly continuous unitary representation of H on H such that for all h ∈ H
pi ◦ σ(h) = ad(W(h)) ◦ pi.
We denote by Cov(A) the set of nondegenerate covariant representations of A. 〈H, W 〉
is a cyclic covariant representation of A if H = 〈H,pi, Ω 〉 is a cyclic representation of A,
〈H,pi, W 〉 is a covariant representation of A andW(H){Ω} = {Ω}.
Let ϕ ∈ EH
A
(σ) and H = 〈H,pi, Ω 〉 be a cyclic representation of A associated with ϕ.
Set Wσ
H
: H → L(H) such that for all h ∈ H and a ∈ A
(0.2.5) WσH(h)pi(a)Ω = pi(σ(h)a)Ω.
Then 〈H, Wσ
H
〉 is a cyclic covariant representation of A called the cyclic covariant repre-
sentation of A induced by H. We convein to remove the index σ whenever it does not
cause confusion.
Set U(A) ≔ {U ∈ A | U∗ = U−1} provided by the group structure inherited by the
product onA, andU(H) ≔ U(L(H)) for anyHilbert spaceH. We say that σ is inner if there
exists a group morphism v : H → U(A) such that σ = ad ◦ v, in such a case we say that σ
is inner implemented by v, or that v implements unitarily σ. A is said inner implemented
by v if σ is so. If A is a von Neumann algebra, it can be always considered in standard
form since [5, III.2.2.26] and [36, Def. 9.1.18], called its canonical standard form, then by
[36, Thm 9.1.15] we deduce that σ is inner, moreover said Ust(A) the subgroup of U(A)
whose elements u satisfy uJu∗ = J and uL2(A)+ = L
2(A)+, see [36, Def. 9.1.18] for the
notations, there exists a unique group action V : H → Ust(A) inner implementing σ.
Let µ ∈ H(H) and let C
µ
c (H,A) denote the ∗−algebra whose underlying linear space
is Cc(H,A), while the product and involution are respectively ∗µ and ∗ such that for all
f , g ∈ Cc(H,A) and s ∈ H ([38, eqs.2.16 − 2.17])
(0.2.6)
( f ∗µ g)(s) ≔
∫
f (r)σ(r)
(
g(r−1s)
)
dµ(r),
f ∗(s) ≔ ∆H(s
−1)σ(s)( f (s−1)∗),
where the integration is w.r.t. to the norm topology on A. Denote by A ⋊
µ
σ H the
C∗−crossed product of A by H associated to µ, see [38, Lemma 2.27]. It is defined as
the C∗−algebra completion of the normed ∗−algebraC
µ
c (H,A) ≔ 〈C
µ
c (H,A), ‖ · ‖
µ 〉, where
‖ · ‖µ is the µ−universal norm such that for any f ∈ Cc(H,A) ([38, eq. 2.22 and Lm. 2.31])
‖ f ‖µ = sup
{
‖(pi ⋊µ u)( f )‖L(H) | 〈H,pi, u 〉 ∈ Cov(A)
}
,
where ([38, Prp. 2.23])
(0.2.7) (pi ⋊µ u)( f ) ≔
∫
pi( f (s))u(s) dµ(s).
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Here the integral is valued in the locally convex space Ls(H), i.e. it is an element of
L(H) and the integration is w.r.t. the strong operator topology on L(H). Its existence
is ensured by Rmk. 1.1.37 and by the fact that the product is continuous as a map on
Ls(H)×Ls(H)1 with values in Ls(H), where Ls(H)1 is the topological subspace of Ls(H) of
its elements with norm less or equal to 1. We call the following L1µ−norm
Cc(H,A) ∋ f 7→
∫
‖ f (s)‖ dµ(s).
It is worthwhile a remark about notations. It is well-known that the Haar measure is
unique up to a constant factor [13, Th. 1 §1 n◦2], nevertheless in this work, at difference
with the standard usage, we prefer to mention expressly which Haar measure we use in
(0.2.6,0.2.7) and a fortiori in A ⋊
µ
σ H.
Since [38, Prp. 2.39.] if 〈H,pi, W 〉 is a covariant representation of A, then pi ⋊µ W
extends uniquely by continuity to a ∗−representation of A ⋊
µ
σ H which is nondegenerate
if it is so 〈H,pi, W 〉.
Let G and F be two topological groups, ρ : F → AutGr(G) a group homomorphism
such that the map (g, f ) 7→ ρ f (g) on G × F at values in G, is continuous, where AutGr(G)
is the group of automorphisms of the group underlying G. Thus we let G ⋊ρ F denote
the external topological semi-direct product of G and F relative to ρ, see [9, III.19]. By
definition for all (g1, h1), (g2, h2) ∈ G ⋊ρ F
(g1, h1) ·ρ (g2, h2) ≔ (g1 · ρh1(g2), h1 · h2).
Moreover j1 : G→ G⋊ρF and j2 : F→ G⋊ρFwill be the (continuous) canonical injections.
Since [9, Prp. 14, I.66] G ⋊ρ F is locally compact if and only if G and F are locally
compact, so in this case we can consider a dynamical system A = 〈A, G ⋊ρ F,σ 〉. In
addition let F0 be a topological subgroup of F, ξ : R → G be a continuous group
homomorphism and l ∈ G ⋊ρ F, set
τσ ≔ σ ◦ j1
γσ ≔ σ ◦ j2
SGF0 ≔ G ⋊ρ F0
σF0 ≔ σ ↾ S
G
F0
τ
(l,ξ)
σ ≔ τσ ◦ ad(l) ◦ j1 ◦ ξ.
Here and thereafter we use the convention to denote ρ ↾ F0 simply by ρ anytime it is
clear by the context w.r.t. which subset F0 of F the restriction has been performed. τ
(l,ξ)
σ is
well-set, since j1(G) is a normal subgroup of G ⋊ρ F, moreover we have for all h ∈ G ⋊ρ F
(0.2.8) τ
(l·ρh,ξ)
σ = ad(σ(l)) ◦ τ
(h,ξ)
σ .
Whenever it is clear by the context which dynamical system is involved we convein to
remove the index σ. If F0 is locally compact, for instance closed in F by [9, Prp. 13,
I.66], then SG
F0
is locally compact since [9, Prp. 14, I.66]. Therefore 〈A, SG
F0
,σF0 〉 is a
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dynamical system, and the crossed product A ⋊
µ
σ S
G
F0
is well-set for any µ ∈ H(SG
F0
). For
any domain D in C, i.e. open simply connected subset of C, denote by H(D) the set of
analytic maps on D with values in C, while by Hw(D,A) and Hs(D,A) the set of weak
and strong analytic maps on D with values in A. Let f : D → A, then by definition
f ∈ Hw(D,A) if φ ◦ f ∈ H(D) for all φ ∈ A∗, while f ∈ Hs(D,A) if f is C−derivable, thus
differentiable. Thus Hs(D,A) ⊆ Hw(D,A). Let 〈A, R, η 〉 be a dynamical system. Set δη
to be the infinitesimal generator of the strongly continuous semigroup η ↾ R+ acting on
A, i.e. a ∈ Dom(δη) iff the following limit exists in the norm topology of A
(0.2.9) δη(a) ≔ lim
t→0, t,0
η(t)(a) − a
t
.
Aη is the ∗−subalgebra ofA of the entire analytic elements of η, see [14, Def. 2.5.20.], and
η : C→ AAη denote the unique entire analytic extension of η, i.e. for any a ∈ Aη the map
C ∋ z 7→ η(z)(a) ∈ A belongs toHw(C,A), so toHs(C,A) since [14, Prp. 2.5.21.], and it is the
necessarily unique analytic extension ofR ∋ t 7→ η(t)(a) ∈ A. The uniqueness follows by
[14, Def. 2.5.20.] and by the uniqueness of entire analytic extension of numerical maps,
see [34, Cor. of Thm. 10.18]. We use the definition of β − KMS given in [15, Def. 5.3.1],
namely for any β ∈ R the set Kηβ of the β − KMS states with respect to the dynamical
system 〈A,R, η 〉 is the set of the states ω ∈ EA such that there exists an η−invariant,
norm dense ∗−subalgebra D of A such that ω(aη(iβ)b) = ω(ba) for all a, b ∈ D. If we
replace D by A we obtain an equivalent statement, see [31, Prp. 8.12.3]. Let the set of
η − KMS states denote Kη
−1
, finally Kη∞ is defined in [15, Def. 5.3.18].
0.2.3. Borelian functional calculus of possibly unbounded scalar type spectral
operators in Banach spaces. Let S be a set, denote by B(S) the Banach space of bounded
complex maps on S with the norm ‖ f ‖ = sups | f (s)|. Let B be a field of subsets of S,
a complex map defined on S is B−measurable if f−1(A) ∈ B, for any Borel set A of C.
Denote by TM(B) the closure in B(S) of the linear subspace I(B) generated by the set
{χδ | δ ∈ B}, where χδ is the characteristic map of the set δ. TM(B) as a normed subspace
of B(S) is a Banach space, moreover the space of all bounded B−measurable maps on
S is contained in TM(B). Let X be a Banach space, a map F : B → X is defined to be
additive if F(∅) = 0 and F(∪n
i=1
σi) =
∑n
i=1 F(σi), for any n ∈ N and any family {σi}
n
i=1
⊂ B
of disjoint sets, while F is said to be bounded if supδ∈B ‖F(δ)‖ < ∞. Let F : B → X be a
bounded additive map, thus we can define IF : I(B)→ X such that
(0.2.10) IF(
n∑
i=1
λiχσi) ≔
n∑
i=1
λiF(σi),
for any n ∈ N, any family {σi}ni=1 ⊂ B of disjoint sets and {λi}
n
i=1
⊂ C. IF is a well
defined linear bounded operator, so admits the linear extension by continuity to the
space TM(B), we shall denote this extension again by IF ([18, 10.1]). If Y is a Banach
space andΨ ∈ L(X,Y), then
(0.2.11) Ψ ◦ IF = IΨ◦F.
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Assume now in addition that B is a σ−field, let G be a complex Banach space, Pr(G)
the subset of P ∈ L(G) such that PP = P and 1G and 0G be the identity and the zero
operator on G respectively, we convein to remove the index G whenever it is clear by
the context which space is involved. E is defined to be a countably additive spectral
measure in G on B if for all {αn}n∈N ⊂ B disjoint sets and δ1, δ2 ∈ B we have
(1) E(B) ⊆ Pr(G),
(2) E(δ1 ∩ δ2) = E(δ1)E(δ2),
(3) E(δ1 ∪ δ2) = E(δ1) + E(δ2) − E(δ1)E(δ2),
(4) E(S) = 1,
(5) E(∅) = 0,
(6) E(
⋃
n∈N αn) =
∑∞
n=1 E(αn) w.r.t. the weak operator topology on L(G).
It results that the convergence in (6) holds w.r.t. the strong operator topology on G
and E is bounded ([19, Cor 15.2.4]), hence IE : B → L(G) is well defined. In case S is a
topological space andB is generated as σ−field by a basis of the topology on S containing
S, then B(S) ⊆ B so we can set ([3, Ch. 2, pg. 126])
supp(E) ≔
⋂
{δ∈B|E(δ)=1, δ∈Cl(S)}
δ,
in particular supp(E) is closed. By using the same argument to prove [35, eq. (1.5)] we
obtain
(0.2.12) E(supp(E)) = 1.
We are now able to define the functional calculus (shortly f .c.) associated to a countably
additive spectral measure. Let
• S be a set and B a σ−field of subsets of S;
• E be a countably additive spectral measure in G on B;
• f a B−measurable map;
• fσ ≔ fχσ, for all σ ∈ B;
• δn ≔ [−n, n] and fn ≔ f| f |−1(δn), for all n ∈N.
Thus fn ∈ TM(B) being B−measurable and bounded, hence we are able to set ([19, Def.
18.2.10] and [35, Def. 1.3.])
(0.2.13)
{
Dom( f (E)) ≔ {x ∈ G | limn∈N I
E( fn)x exists},
f (E)x ≔ limn∈N I
E( fn)x,∀x ∈ Dom( f (E)).
The map f 7→ f (E) is called the functional calculus of the spectral measure E and f (E)
is a densely defined closed linear operator in G ([19, Thm. 17.2.11]). It is easy to show
that f (E)E(σ) = ( fχσ)(E), for all σ ∈ B. In case S is a topological space andB is generated
as σ−field by a basis of the topology on S containing S, then since (0.2.12) we obtain for
any f , g : S→ C B−measurable maps
(0.2.14) f ↾ supp(E) = g ↾ supp(E)⇒ f (E) = g(E).
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A linear possibly unbounded operator R in G is called a scalar type spectral operator
in G if there exists a countably additive spectral measure F in G on B(C), such that
R = ı(F), where ı is the identity map on C. We call F a resolution of the identity (shortly
r.o.i) of R. There exists a unique r.o.i of R ([19, Cor. 18.2.14]) denoted by ER, moreover
([19, Lemmas 18.2.13 and 18.2.25])
(0.2.15) sp(R) = supp(ER).
Denote by Bor(C) the set of the Borelian maps, i.e. B(C)− measurable maps, thus for
any g ∈ Bor(C) we convein to denote the operator g(ER) by g(R) and call the map
Bor(C) ∋ g 7→ g(R) the Borelian functional calculus of R ([19, Def. 18.2.15]).
If E is a countable additive spectral measure in G on a σ−field B of subsets of a set S,
then for any B−measurable map f the operator f (E) is a scalar type spectral operator in
G whose resolution of the identity is ([19, Thm. 18.2.17])
(0.2.16) E f (E) = E ◦ f
−1.
0.2.4. Joint RI constructed from {Ex}x∈X. The material, and with some adaptation
the notations, of the present section 0.2.4 arises from [3, Ch. 2, §1.3]. Let S be a set, B a
σ−field of subsets of S, H be a Hilbert space, then E is defined to be a RI in H on B if it
is a countably additive spectral measure in H on B such that E(σ) is selfadjoint, for all
δ ∈ B. If S is a topological space, a RI in H on B(S) is called a Borel RI in H on S. Let X
be a set, Pω(X) the set of its finite parts, R  {Rx}x∈X, where Rx is a complete separable
metric space for all x ∈ X. {Ex}x∈X is defined to be a family of commuting Borel RI’s in H
on R, if Ex is a Borel RI in H on Rx, for all x ∈ X, and [Ey(σy),Ez(σz)] = 0, for all y, z ∈ X
and σq ∈ B(Rq), q ∈ {y, z}. We convein to avoid mentioning R, whenever Rx = C, for all
x ∈ X. For any Y ⊆ X let RY denote
∏
x∈Y Rx and if Q = {x1, . . . , xp} ⊆ X, Rx1,...,xp denotes
RQ. Set {
C(RX) ≔
⋃
{C(Q, δ) | Q ∈ Pω(X), δ ∈ B(RQ)},
C(Q, δ) ≔ {λ ∈ RX | λ ↾ Q ∈ δ}, ∀Q ∈ Pω(X), δ ∈ B(RQ).
C(RX) is a field of subsets of RX, called the field of cylindrical sets, Cσ(RX) denotes the
σ−field generated by C(RX). LetA ∈ P(RX), we recall thatB(RA) is the σ−field generated
by the set Ψ(
∏
x∈AB(Rx)), where Ψ :
∏
x∈A B(Rx) → P(RA) is such that Ψ(δ) ≔
∏
x∈A δx,
for all δ ∈
∏
x∈A B(Rx). Let E  {Ex}x∈X be a family of commuting Borel RI’s in H on R,
then there exists a unique RI in H on Cσ(RX), denoted by

x∈X Ex and called the joint RI
constructed from E, such that for all Q ∈ Pω(X) and δ ∈
∏
y∈Q B(Ry) we have ([3, Ch. 2,
§1.3, Thm. 1.3])
(0.2.17) (

x∈X
Ex)(C(Q,
∏
y∈Q
δy)) =
∏
y∈Q
Ey(δy),
where
∏
y∈Q Ex(δy) ≔ Ex1(δx1) ◦ · · · ◦ Exp(δxp), if Q = {x1, . . . , xp}, well-defined since the
commutativity property. Let f : RX → S be a (Cσ(RX),B) measurable map, then E
f
E
denotes (

x∈X Ex) ◦ f
−1 defined on B, and EE denotes E
Id
E
in case S = RX and B = Cσ(RX).
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0.2.5. Categories. We recall that U and U0 are fixed universes such that U ∈ U0, set
is the category of sets belonging to the universe U, functions as morphisms with map
composition. Whenever we refer to a set unless the contrary is stated, we mean an
element of U, moreover for any structure S whenever we refer to “the set of the S’s”,
we always mean the subset of those elements of U satisfying the axioms of S. We recall
that we let Gr be the category of groups and group morphisms with map composition,
and Ab be the full subcategory of Gr of abelian groups. For any set X and any group
G by abuse of language we let Morset(X,G) denote also the object of Gr with pointwise
composition, inversion and identity. If the contrary is not stated, any diagram involving
maps between sets of U has to be understood in set. Let A, B and C be categories. Let
Obj(A) denote the set of objects of A, we let a ∈ A denote a ∈ Obj(A). For any x, y ∈ A
let MorA(x, y) be the set of morphisms of A from x to y, let 1x be the identity morphism
of x, while InvA(x, y) = { f ∈ MorA(x, y) | (∃g ∈ MorA(y, x))( f ◦ g = 1y, g ◦ f = 1x))}
denotes the set of invertible morphisms from x to y. Set MorA =
⋃
{MorA(x, y) | x, y ∈ A}
and InvA =
⋃
{InvA(x, y) | x, y ∈ A}, while AutA(y) = InvA(y, y), for y ∈ A, and AutA =⋃
{AutA(x) | x ∈ A}. We shall consider AutA(y) with its natural group structure. For
any T ∈ MorA(x, y) we set d(T) = x called domain or source of T and c(T) = y called
codomain or target of T, the composition on MorA is always denoted by ◦. Let A
op
denote the opposite category of A, [25, p. 33]. Let Fct(A,B) denote the category of
functors from A to B and natural transformations provided by pointwise composition,
see [23, 1.3], [25, p.40], [7, p. 10]. Let us identify any F ∈ Fct(A,B) with the couple
(Fo, Fm), where Fo : Obj(A)→ Obj(B) called the object map of Fwhile Fm : MorA →MorB,
called the morphism map of F is such that F
x,y
m : MorA(x, y) → MorB(Fo(x), Fo(y)) where
F
x,y
m = Fm ↾ MorA(x, y) for all x, y ∈ A. For any object x and morphism t of A we
always let F(x) and F(t) denote Fo(x) and Fm(t) respectively, while we shall never use
this convention for the maps Fo and Fm. Let ◦ : Fct(B,C) × Fct(A,B) → Fct(A,C) denote
the standard composition of functors [23, Def. 1.2.10], [25, p. 14], for any σ ∈ Fct(A,B),
the identity morphism 1σ of σ in the category Fct(A,B) is such that 1σ(M) = 1σo(M),
for all M ∈ A. Let β ∗ α ∈ MorFct(A,C)(H ◦ F,K ◦ G) be the Godement product between
the natural transformations β and α, where H,K ∈ Fct(B,C) and F,G ∈ Fct(A,B) while
β ∈ MorFct(B,C)(H,K) and α ∈ MorFct(A,B)(F,G), see [7, Prp. 1.3.4] (or [25, p. 42] where it is
used the symbol ◦ instead of ∗). The product ∗ is associative, in addition we have the
following rule for all γ ∈ MorFct(A,B)(H, L), α ∈ MorFct(A,B)(F,H), and δ ∈ MorFct(B,C)(K,M),
β ∈MorFct(B,C)(G,K), see [7, Prp. 1.3.5]
(0.2.18) (δ ∗ γ) ◦ (β ∗ α) = (δ ◦ β) ∗ (γ ◦ α).
We have
(0.2.19) β ∗ 1F = β ◦ Fo,
moreover 1G ∗ 1F = 1G◦F, and 1F ◦ 1F = 1F. For any two categories D,F, any a, b, c ∈
Fct(D,F), any T ∈
∏
O∈DMorF(a(O), b(O)) and S ∈
∏
O∈DMorF(b(O), c(O)) we set S ◦ T ∈∏
O∈DMorF(a(O), c(O)) such that (S◦T)(M) ≔ S(M)◦T(M) for allM ∈ D. IfS is a nonempty
subset of Obj(A) by abuse of language we indicate with S also the full subcategory of
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A whose object set is S. Let A be a subcategory of B let IA→B ∈ Fct(A,B) be the identity
functor defined in the obvious way, set IdA = IA→A. LetM,P be categories, F be a functor
from M to P and N be a subcategory of P, thus we let F−1(N) be the possibly empty
subcategory ofM such that
(0.2.20)
Obj(F−1(N)) ≔ F−1o (Obj(N))
MorF−1(N) ≔ F
−1
m (MorN).
Clearly F ◦ IF−1(N)→M is a functor from F
−1(N) to P, which by abuse of language we also
consider a functor from F−1(N) to N. We have the following equivalence of categories
see [23, (1.3.5)]
(0.2.21) Fct(K,D)op ≃ Fct(Kop,Dop);
where the morphism map of the equivalence is the identity map while the object map
is F 7→ opD ◦ F ◦ opK
op
, with opX is the contravariant functor from any category X to Xop
whose object and morphism maps are the identity maps. By abuse of language in what
follows we shall not mention in the above map the functors opD and opK
op
, so as a matter
of fact considering the equivalence (0.2.21) as an identity. Finally let BS be the category
of complex Banach spaces, linear bounded maps and map composition, and let us recall
that CA∗ is the category of C∗−algebras, ∗−homomorphisms and map composition.
0.2.6. Multiplier algebra and the category of dynamical systems. Let Sd(H) be
the set of the possibly unbounded selfadjoint operators in a Hilbert space H, while
let U(H,K) be the set of the unitary operators from H to the Hilbert space K. Let A
be a C∗−algebra, X be a Hilbert A−module, [32, Def. 2.8], LA(X) or simply L(X) the
C∗−algebra of adjointable maps on X, [32, Def. 2.17 and Prp. 2.21], and let K(X) be the
algebra of compact operators on X, [32, Def. 2.24]. LetAA denote the HilbertA−module
associated with A, [32, Exm. 2.10], let K(A) denote K(AA), while let M(A) ≔ L(AA)
and iA denote the multiplier algebra of A and the canonical embedding of A into M(A)
respectively, where iA(a)(b) = ab for all a, b ∈ A, [32, Def. 2.48 and Exm. 2.43]. Let B
be a C∗−algebra and α : B → L(X) be a ∗−homomorphism, α is said nondegenerate if
span{α(b)x | b ∈ B, x ∈ X} is dense in X, [32, Def. 2.49]. iB is nondegenerate and injective
since any C∗−algebra admits an approximate identity. As a consequence of [32, Prp.
2.50] we have that if α is nondegenerate then there exists a unique ∗−homomorphism
α− : M(B)→ L(X) such that
(0.2.22) α− ◦ iB = α.
α− is nondegenerate since it is so α, thus α−(1) = 1. Since the double conjugate Hilbert
space of any Hilbert space H equals H, we deduce by [32, Exm. 2.27] that H is a
K(H)−Hilbert module with the same norm, where H is the conjugate Hilbert space of
H, and K(K) is the C∗−algebra of the compact operators on K, for any Hilbert space K.
Therefore since (0.2.22) it follows that if R is a nondegenerate representation of B, then
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R− is the unique extension of R to a representation of M(B) such that
(0.2.23) R− ◦ iB = R.
Let H = 〈H,R, Ω 〉 be a cyclic representation of B, thus for all c ∈ M(B) and b ∈ B we
deduce by [32, proof of Prp. 2.50]
(0.2.24) R−(c)R(b)Ω = R((iB)−1(c iB(b)))Ω.
H−  〈H,R−, Ω 〉 is a cyclic representation of M(B) since (0.2.23) and sinceH is cyclic. By
the uniqueness of the extension to M(B) it follows that if 〈K, S, Ω 〉 is a cyclic represen-
tation of M(B), then 〈K, S ◦ iB, Ω 〉 is a cyclic one of B such that
(0.2.25) (S ◦ iB)− = S.
Let A = 〈A, H,σ 〉 be a C∗−dynamical system, µ ∈ H(H), and R is a nondegenerate
∗−representation of A ⋊
µ
σ H then there exists a nondegenerate covariant representation
〈H,pi, W 〉 of A such that R = pi ⋊µ W. In particular said B = A ⋊
µ
σ H
(0.2.26) R− ◦ jB
A
= pi,
where jB
A
is the canonical embedding of A into M(B) such that jB
A
(a)( f )(l) = a f (l), for
all a ∈ A, f ∈ Cc(H,A) and l ∈ H. j
B
A
is nondegenerate since Cc(H,A) provided by
the sup−norm equals A⊗ˆCc(H) and since i
A is nondegenerate. We call 〈H,pi, W 〉 the
covariant representation of A associated with R.
The set of dynamical systems with symmetry group H, equivariant morphisms
and map composition is a category denoted by C0(H), see [20, pg.26]. For any
(σ, θ)−equivariant morphism T the map f 7→ T ◦ f defined on C
µ
c (H,A) extends
uniquely by continuity to a ∗−homomorphism cµ(T) from A ⋊
µ
σ H to B ⋊
µ
θ
H, moreover
cµ(S ◦ T) = cµ(S) ◦ cµ(T) for any dynamical system C and (B,C)−equivariant morphism
S. Hence the functions 〈A,H, σ 〉 7→ A ⋊µσ H and T 7→ cµ(T) determine a functor from
C0(H) to the category of C
∗−algebras and ∗−homomorphisms, see [20, pg.26] or [38, Cor.
2.48]. If H0 is a locally compact subgroup of H then any (σ, θ)−equivariant morphism
is (σ ↾ H0, θ ↾ H0)−equivariant, hence the map 〈A,H, σ 〉 7→ 〈A,H0, σ ↾ H0 〉 and the
identity map onMorC0(H) determine a functor from C0(H) to C0(H0). In particular for any
ν ∈ H(H0)
(0.2.27) cν(T) ∈MorCA∗(A ⋊
ν
σ H0,B ⋊
ν
θ H0).
0.2.7. K0−theory for C
∗−algebras. In this section A denotes a C∗−algebra.
The ∗−algebraM∞(A). Let n ∈ N0, set a
n
≔
n−times︷  ︸︸  ︷
a · ... · a and P(A) ≔ {p ∈ A | p = p∗ = p2}.
Denote byMn(A) the set of the square matrices of order n at elements in A, which is a
∗−algebra providing it by the operations such that for all i, j ∈ {1, ..., n} and t ∈ C
(1) (M +N)i j ≔Mi j +Ni j,
(2) (t ·M)i j ≔ t ·Mi j,
(3) (M ·N)i j ≔
∑n
s=1Mis ·Ns j.
(4) (M∗)i j =M
∗
ji
.
28 CONTENTS
Let H the Hilbert space in which A acts faithfully, e.g. through the universal repre-
sentation, see [22, Rmk. 4.5.8], so we can identify A as C∗−algebra with its faithful
image acting onH provided with the standard operator norm. Next letHk = H for any
k = 1, . . . , n, set{
o :Mn(A)→ L(
⊕n
s=1
Hs),
o(M)(v)k ≔
∑n
j=1Mkjv j,∀M ∈Mn(A), v ∈
⊕n
s=1
Hs, k = 1, . . . , n,
it is possible to show ([22, pg. 147]) that o is a ∗−isomorphism. Hence the following
map define a norm
‖ · ‖Mn(A) :Mn(A) ∋M 7→ ‖o(M)‖,
onMn(A) for which it is a C
∗−algebra since isometric to L(
⊕n
s=1
Hs).
LetA⊙Mn(C) be the algebraic tensor product of the ∗−algebrasA andMn(C), which
is a ∗−algebra providing the product to be defined by (a ⊗ b) · (c ⊗ d) ≔ (a · c) ⊗ (b · d).
For any i, j ∈ {1, . . . , n}, set ei j ∈Mn(C) such that (ei j)rs ≔ δirδ js, for all r, s ∈ {1, . . . , n}. It is
possible to show ([37, Prp. T.5.20]) that the following map
A ⊙Mn(C)→Mn(A),∑n
i, j=1 ai j ⊗ ei j 7→ A,
Ars = ars, ∀r, s ∈ {1, ..., n},
is a well-defined ∗−isomorphism, called the standard isomorphism between A ⊙Mn(C)
andMn(A). Moreover since [22, Ex. 11.1.5], the fact that o is an isometry ofMn(A) onto
its image through o and that the universal representation of A is faithful, we can state
that the previous map is an isometry between Mn(A), and the spatial tensor product
(see [22, pg. 847]) A ⊗Mn(C) of the C
∗ algebras A andMn(C).
Set ΦAnm :Mn(A)→Mm(A) such that for any m ∈N0, m ≥ n and A ∈Mn(A){
ΦAnm(A)i j ≔ Ai j, i, j ∈ {1, ..., n},
ΦAnm(A)i j ≔ 0, i, j ∈ {n + 1, ...,m},
clearly we have Φmk ◦ Φnm = Φnk, for all k,m, n ∈ N0 such that k ≥ m ≥ n, moreover Φnm
is a ∗−isometry into its image. We call
M∞(A) ≔ lim−−→
(Ms(A),Φ
A
rs),
the normed inductive limit of the system {(Mn,Φnm)}n,m∈N0 ,m≥n and it is the normed
∗−algebra constructed as follows. Let U 
⋃
n∈N0
Mn(A) and λ : U → N0 such that
a ∈Mλa(A), for all a ∈ U. Define ≃ on U such that for any a, b ∈ U
a ≃ b⇔ (∃p ∈N0)(p ≥ λa, p ≥ λb,Φ
A
λap
(a) = ΦAλbp(b)),
denote by 〈a〉 the equivalence set of a mod ≃. Next the following
‖〈a〉‖∞ ≔ ‖a‖Mλ(a)(A)
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is a well-dedifed norm on U/ ≃, indeed let a, b ∈ U such that a ≃ b, then there exists
a p ∈ N0 such that Φ
A
λap
(a) = ΦAλbp(b)), so ‖a‖Mλ(a)(A) = ‖b‖Mλ(b)(A) since Φ
A
λap
and ΦAλbp are
isometries. Set by abuse of language{
M∞(A) ≔
⋃
n∈N0
Mn(A)/ ≃,
fAn :Mn(A)→M∞(A), a 7→ 〈a〉, n ∈N0.
We obtain
(0.2.28)
{
M∞(A) =
⋃
n∈N0
fn(Mn(A)),
fm ◦ Φnm = fn,m ≥ n.
Set 0A∞ ≔ fn(0
A
n ) for some n ∈ N0, where 0
A
n is the matrix of order n at elements in A all
equal to 0, well-defined by the second equality in (0.2.28). Let a, b ∈M∞(A), then since
the second equality in (0.2.28) there exist p ∈N0 and a, b ∈Mp(A) such that x = fp(a) and
y = fp(b), the following
x + y ≔ fp(a + b),
x · y ≔ fp(a · b),
t · x ≔ fp(t · a), t ∈ C
x∗ ≔ fp(a
∗),
are well-defined operations making 〈M∞(A),+, ·, 0
A
∞, ·, ∗, ‖ · ‖∞ 〉 a (non unital) normed
∗−algebra, denoted again byM∞(A). ‖ · ‖∞ will be called the standard norm inM∞(A).
For any n ∈N0, sinceA is identifiable with a two side ideal ofA
+, we deduce thatMn(A)
andM∞(A) is identifiablewith a two side ideal ofMn(A
+) andM∞(A
+) respectively, thus
we can consider a ≡ b mod M∞(A), for any a, b ∈ M∞(A+). Moreover for any m ∈ N0,
m ≥ n
(0.2.29)
{
fAn = f
A+
n ↾Mn(A),
ΦAnm = Φ
A+
nm ↾Mn(A).
The group K(A). Let n ∈ N0, define diag
A
n :Mn(A) ×Mn(A) → M2n(A) such that for
any a, b ∈Mn(A)
diagn(a, b) ≔
(
a 0n
0n b.
)
Define in P(A) the following equivalences ([4, Def. 4.2.1, Prp. 4.6.3]). Let p, q ∈ P(A)
thus
algebraic equivalence: p ∼ q iff there exists x, y ∈ A such that xy = p and yx = q,
similarity: p ∼s q iff there exists an invertible element z in A˜ such that zpz
−1 = q,
homotopy: p ∼h q iff there exists a continuous path of projections in A from p to q,
i.e. a norm-continuous map f : [0, 1]→ A such that f (t) ∈ P(A), for all t ∈ [0, 1]
and f (0) = p and f (1) = q.
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Denote by [e] the equivalence class of e mod ∼. For any e, f ∈ P(M∞(A)) it follows ([4,
Ch. II, Sez. 4])
(0.2.30) e ∼ f ⇔ e ∼s f ⇔ e ∼h f .
Set
(0.2.31)

V(A) ≔ 〈P(M∞(A))/ ∼, + 〉,
[e] + [ f ] ≔ [e′ + f ′], ∀e, f ∈ P(M∞(A)),
e′ ∈ [e], f ′ ∈ [ f ], e′ ⊥ f ′,
([4, Def. 5.1.2 and comments following it]), where a ⊥ b iff a · b = 0 for any a, b ∈ P(A).
The operation + is indipendent by the choice of e′ and f ′ which there exist as showed
below. Below we convein to denote 0A
+
∞ by 0∞ f
A+
n by fn, Φ
A+
np by Φnp and diag
A+
n by diagn,
for any n, p ∈ N0, p ≥ n. Let e, f ∈ P(M∞(A)) then there exist m ∈ N0, a, b ∈ Mm(A)
such that e = fm(a) and f = fm(b). Note that Φm(2m)(c) = diagm(c, 0m), c ∈ {a, b}, thus
e = f2m(diagm(a, 0m)) and f = f2m(diagm(b, 0m)), since (0.2.29-0.2.28). Define g ∈ M2m(A+)
as 
g ≔
(
0m 1m
1m 0m
)
,
z ≔ f2m(g),
f ′ ≔ f2m
(
diagm(0m, b)
)
.
Thus z = z∗ = z−1, since g = g∗ = g−1, and
z f z−1 = z f z
= f2m
(
g diagm(b, 0m) g
)
= f ′,
moreover f ′ ∈ P(M2m(A
+)) thus f ′ ∈ [ f ] since (0.2.30). Finally f ′ · e = f2m
(
diagm(0m, b) ·
diagm(a, 0m)
)
= 0∞ and the third sentence of (0.2.31) follows. Define the relation ≈ on
V(A) × V(A) such that for all p, q, r, s ∈ P(M∞(A))
([p], [q]) ≈ ([r], [s])⇔ (∃z ∈ P(M∞(A)))([p] + [s] + [z] = [q] + [r] + [z]),
≈ is an equivalence relation, let us denote by [([p], [q])] the equivalence class of ([p], [q])
mod ≈. So we can define for any ([p], [q]), ([a], [b]) ∈ V(A)×V(A) and for some ([r], [r]) ∈
V(A) × V(A) 
K00(A) ≔ (V(A) ×V(A))/ ≈,
[([p], [q])] + [([a], [b])] ≔ [([p] + [a], [q] + [b])],
0 ≔ [([r], [r])],
K00(A) ≔ 〈K00(A), +, 0 〉.
It is possible to show thatK00(A) is awell-defined commutative groupwhere ifwe denote
by −[([p], [q])] the inverse of [([p], [q])], we have −[([p], [q])] = [([q], [p])] ([37, Appendix
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G]). Finally set
K0(A) ≔
{
[([p], [q])] ∈ K00(A
+) | p ≡ q mod M∞(A)
}
,
K0(A) ≔ 〈K0(A), + ↾ (K0(A) × K0(A)), 0 〉,
then K0(A) is a subgroup of K00(A
+) ([4, Ch. III, Sec. 5.5]). V is the object part of a
functor from the category of ∗−algebras and ∗−homomorphisms to the category Sg of
commutative semigroups and semigroupmorphisms, whileK00 andK0 are the object part
of functors from the category of ∗−algebras and ∗−homomorphisms to the category Ab.
More exactly for any couple of ∗−algebras A and B and ∗−homomorphism α : A → B,
we have that
(0.2.32)

α# ∈MorSg(V(A),V(B)),
α∗ ∈MorAb(K00(A),K00(B)),
α⋆ ∈MorAb(K0(A),K0(B)),
and (β◦α)• = β• ◦α•, for any ∗−algebra C, ∗−homomorphism β : B → C and • ∈ {#, ∗, ⋆}.
Here for any a ∈
⋃
n∈N0
Mn(A) such that 〈a〉 ∈ P(M∞(A)), and r, s ∈ P(M∞(A
+)) such
that r ≡ s mod M∞(A)α#([〈a〉]) = [〈α ◦ a〉],α⋆([([r], [s])]) = [((α+)#([r]), (α+)#([s]))],
while for any p, q ∈ P(M∞(A))
(0.2.33) α∗
(
[([p], [q])]
)
=
[(
α#([p]),α#([q])
)]
,
([37, Prp. 6.1.3 and Prp. 6.2.4]). If A is unital then K00(A) is isomorphic as a group to
K0(A), so we shall use the convention to identify K0(A) with K00(A) wheneverA is unital,
called here as in [4] the standard picture of K0(A) ([4, Prp. 5.5.5]). Let H be a locally
compact group, µ ∈ H(H), A = 〈A,H, σ 〉 andB = 〈B,H, θ 〉 be two objects of C0(H) and
T be a (A,B)−equivariant morphism. Set
kµ(T) ≔ (cµ(T)
+)∗,
thus kµ(T) : K0((A ⋊
µ
η H)
+) → K0((B ⋊
µ
θ
H)+) is a group morphism, in addition the
functions 〈A,H, η 〉 7→ K0((A ⋊
µ
η H)
+) and T 7→ kµ(T) define a functor from C0(H) to
Ab. In particular for any locally compact subgroup H0 of H and ν ∈ H(H0) since the
discussion prior (0.2.27) we have
(0.2.34) kν(T) : K0((A ⋊
ν
η H0)
+)→ K0((B ⋊
ν
θ H0)
+).
0.2.8. The Chern-Connes character. Let A and B be unital C∗−algebras. 〈 ·, · 〉A :
K0(A)×H
ev
ε (A)→ C denote the pairing as defined in [16, IV.7.δ, Thm. 21]. If T : A → B is
a unit preserving ∗−homomorphism, φ = {φ2n}n∈N is an entire even normalized cocycle
on B and e an idempotent in M∞(A), then since [16, IV.7.δ, Thm. 21, Lemma 20], we
obtain
(0.2.35) 〈 (T)∗([e]), [φ] 〉B = 〈 [e], T†([φ]) 〉A.
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Here T† : H
ev
ε (B)→ H
ev
ε (A) denotes the map [{φ2n}n∈N] 7→ [{φ2n ◦T
[2n]}n∈N], [φ] is the class
in Hevε (B) corresponding to φ, and T
[N] : AN → BN such that Pri ◦T
[N] = T ◦ Pri for all
i ∈ {1, . . .N}. Let ch(A,pi,D, Γ ) ∈ Hevε (A), also denoted by ch〈R, D, Γ 〉 where R = 〈A, pi 〉,
denote the Chern-Connes character, [16, IV.8.δ, Def. 17], of the even θ−summable
K−cycle (A,pi,D, Γ ), [16, IV.2.γ, Def. 11 and IV.8, Def. 1]. It is well-known that the class
corresponding to the JLO cocycle [21], associated with any even θ−summable K−cycle
(A,pi,D, Γ ) via [16, IV.8.ǫ, Thm. 21], belongs to ch(A,pi,D, Γ ), [16, IV.8.ǫ, Thm. 22].
Hence one can use the JLO cocycle for computing the pairing 〈 x, ch(A,pi,D, Γ ) 〉A. An
important result concerning the Connes character is that 〈 x, ch(A,pi,D, Γ ) 〉A ∈ Z for all
x ∈ K0(A), [16, IV.8.δ, Thm. 19 and Prp. 18]. In this work whenever we refer to an even
θ−summable K−cycle (A,pi,D, Γ ), we assume that D , 0 which is automatically true in
case dimH = ∞, with H the Hilbert space where pi acts.
Part 1
Preliminaries in Equivariance
In the present part we fix more specific terminology and collect properties of equiv-
ariance we employ in the paper. In our knowledge all the results in this part are new,
however they are relatively not difficult to obtain by applying general well-known facts.
Because of this we use again the term Preliminaries to title this part.
In section 1.1.1 we establish that the Borelian functional calculus in a Banach space is
equivariant under an isometric action. Then we apply this result to ensure the equivari-
ance in case the spectral measure involved is the joint resolution of identity constructed
by a family of commuting Borel resolutions of the identity in a Hilbert space. Then
we provide a sufficient condition to ensure selfadjointness. In section 1.1.2 we dis-
play the equivariance of the KMS−states under the conjugate of surjective equivariant
morphisms. Section 1.1.3 is devoted to state the equivariance under action of H of rep-
resentations of C∗−crossed products for different symmetry groups. In section 1.2 we
prove for any state of aC∗−algebra the existence of a canonical extention to themultiplier
algebra, then for any unital dynamical system, with A its underlying algebra, the result
is used to associate a state of A with any state of the crossed product A ⋊σ H.
1.1. Equivariance
1.1.1. Equivariance of the functional calculus in Banach spaces. We prove in Thm.
1.1.11 that the Borelian functional calculus in a Banach space is equivariant under an
isometric action. We apply this result to ensure in Thm. 1.1.14 the equivariance when
the spectral measure E involved is the joint RI constructed by a family of commuting
Borel RI’s in a Hilbert space. In Thm. 1.1.8 we provide a sufficient condition concerning
the Borelian map f to ensure the selfadjointness of the operator f (E). In this section we
assume fixed a topological space S, a Banach space G and a Hilbert space H.
Lemma 1.1.1. Let E be a countably spectral measure in G on a σ−field R of subsets of
a set Z, and σ, δ ∈ R such that δ ⊇ σ and E(σ) = 1. Then E(δ) = 1.
Proof. Z = σ∪∁σ implies 1 = E(σ)+E(∁σ), soE(∁σ) = 0. Moreover δ = δ∩(σ∪∁σ) =
σ ∪ (δ ∩∁σ) hence E(δ) = E(σ) + E(δ)E(∁σ) = 1. 
Proposition 1.1.2. Let E be a countably additive spectral measure in G on a σ−field
R of subsets of S such that R is generated as σ−field by a basis of the topology on S
containing S. Thus
supp(E) =
⋂
{σ∈R|E(σ)=1}
σ.
Proof. The inclusion ⊇ follows since (0.2.12) and since supp(E) is closed. Let σ ∈ R
such that E(σ) = 1, then E(σ) = 1 since Lemma 1.1.1 and σ ∈ R, thus {δ ∈ R | E(δ) =
1, δ ∈ Cl(S)} ⊇ {σ | σ ∈ R, E(σ) = 1} and the inclusion ⊆ follows. 
Proposition 1.1.3. LetZ be a set,R be a σ−field of subsets ofZ,E a countably additive
spectral measure on R and f : Z→ S be a (R,B(S))−measurable map. Thus
(1) supp(E ◦ f−1) ⊆
⋂
{σ∈R|E(σ)=1} f (σ);
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(2) ifZ is a topological space andR is generated as σ−field by a basis of the topology
on Z containing Z, then supp(E ◦ f−1) ⊆ f (supp(E));
(3) if in addition to the conditions in st. (2) f is continuous, then supp(E ◦ f−1) =
f (supp(E)).
Proof. By Prp. 1.1.2 we have
(1.1.1) supp(E ◦ f−1) =
⋂
{δ∈B(S)|E( f−1(δ))=1}
δ.
Let σ ∈ R thus f (σ) ∈ B(S) and f−1( f (σ)) ⊇ σ, so E(σ) = 1 implies E( f−1( f (σ)) = 1 since
Lemma 1.1.1, and st.(1) follows by (1.1.1). St.(2) follows by st.(1) and (0.2.12). Let f be
continuous, set B f  {δ ∈ B(S) | E( f−1(δ)) = 1}, R f  f−1(B f ), and Aσ  f (σ) and Bδ  δ,
for all σ ∈ R f and δ ∈ B f . Thus A f−1(δ) ⊆ Bδ, since f ( f
−1(δ)) ⊆ δ, for all δ ∈ B f , therefore⋂
{δ∈B f }
A f−1(δ) ⊆
⋂
{δ∈B f }
Bδ, i.e.
(1.1.2)
⋂
{σ∈R f }
f (σ) ⊆
⋂
{δ∈B f }
δ.
Moreover
(1.1.3)
f (supp(E)) = f
( ⋂
{σ∈R|E(σ)=1,σ∈Cl(Z)}
σ
)
⊆
⋂
{σ∈R|E(σ)=1,σ∈Cl(Z)}
f (σ)
⊆
⋂
{σ∈R|E(σ)=1}
f (σ)
⊆
⋂
{σ∈R f }
f (σ)
⊆
⋂
{σ∈R f }
f (σ).
Here the second inclusion follows by Lemma 1.1.1, the forth by the continuity of themap
f . Finally (1.1.3), (1.1.2) and (1.1.1) imply f (supp(E)) ⊆ supp(E ◦ f−1) and st.(3) follows
by st.(2). 
Corollary 1.1.4. Let R  {Rx}x∈X be a family of complete separable metric spaces,
E  {Ex}x∈X a family of commuting Borel RI’s in H on R, and f : RX → S be
(Cσ(RX),B(S))−measurable. Then for any Q ∈ Pω(X)
supp(E
f
E
) ⊆ f (C(Q,
∏
x∈Q
supp(Ex))).
Proof. By Prp. 1.1.3(1) and (0.2.17). 
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Remark 1.1.5. Let B be a σ−field of subsets of a set Z and E a RI in H on B. By
following the argument in the proof of [18, Thm. 12.2.6.(d)] with the help of [19, Thm.
18.2.11.(i)], we obtain h(E)∗ = h∗(E), for allB−measurable map h, where h∗ is the complex
conjugate map of h.
Lemma 1.1.6. Let B be a σ−field of subsets of a set Z, E a countably additive spectral
measure in G on B and σ ∈ B such that E(σ) = 1. Let f and g be two B−measurable
maps, thus f ↾ σ = g ↾ σ implies f (E) = g(E).
Proof. Let δ ∈ B, then ( fχδ)(E) = f (E)E(δ) since [19, Thm. 18.2.11( f )] and the fact that
χδ(E) = E(δ). Moreover f ↾ δ = g ↾ δ implies fχδ = gχδ and the statement follows. 
The following result yields sufficient conditions to ensure the selfadjointness of the
operator f (EE).
Remark 1.1.7. Let R  {Rx}x∈X be a family of complete separable metric spaces,
E  {Ex}x∈X a family of commuting Borel RI’s in H on R, and f : RX → C be
Cσ(RX)−measurable, then since (0.2.16) we obtain that E
f
E
= E f (EE) i.e. E
f
E
is the reso-
lution of the identity of f (EE).
Theorem 1.1.8 (Selfadjointness). Let R  {Rx}x∈X be a family of complete separable met-
ric spaces, E  {Ex}x∈X a family of commuting Borel RI’s in H on R, and f : RX → C be
Cσ(RX)−measurable. Then
(1) for all Q ∈ Pω(X) we have
sp( f (EE)) ⊆ f (C(Q,
∏
x∈Q
supp(Ex))),
(2) if there exists an A ∈ Pω(X) such that f (C(A,
∏
x∈A supp(Ex))) ⊆ R then f (EE) is
selfadjoint.
Proof. Since Rmk. 1.1.7 and (0.2.15)
(1.1.4) sp( f (EE)) = supp(E
f
E
),
then st.(1) follows since Cor. 1.1.4. Since Rmk. 1.1.7 we have
(1.1.5) f (EE) = ı(E
f
E
),
moreover since (1.1.4) and (0.2.12)
(1.1.6) E
f
E
(sp( f (EE))) = 1.
Let h be the 0−extension to C of ı ↾ sp( f (EE)), then since (1.1.6), Lemma 1.1.6 and (1.1.5)
we obtain
(1.1.7) f (EE) = h(E
f
E
).
If there exists an A ∈ Pω(X) such that f (C(A,
∏
x∈A supp(Ex))) ⊆ R then h = h
∗ since st.(1),
thus st.(2) follows since Rmk. 1.1.5 and (1.1.7). 
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Proposition 1.1.9. LetUr : R
+ → L(H) be a strongly continuous semigroup of unitary
operators on H, for r ∈ {1, 2}, such that [U1(t),U2(s)] = 0, for all s, t ∈ R+. Denote by Ar
the infinitesimal generator of Ur, then [E−iA1 (σ),E−iA2 (δ)] = 0, for all σ, δ ∈ B(C).
Proof. In this proof set Er  E−iAr , for r ∈ {1, 2}. Since the Stone Thm., see for
example [18, Thm. 12.6.1.] and its proof, we have Ur(t) = ft(Br), where Br  −iAr and
ft : C ∋ λ 7→ exp(itλ), for all t ∈ R+. Hence, since (0.2.16), Ur(1) is a scalar type spectral
operator whose r.o.i. is EUr(1) = Er ◦ f
−1
1
. Let gt : C− {0} ∋ λ 7→
−i
t
lnλ, for any t ∈ R+ − {0},
then gt ◦ ft = Id so
(1.1.8) Er = EUr(1) ◦ g
−1
1 .
Moreover since [19, Lemma 18.2.13 and Cor. 18.2.4] we deduce for all δ ∈ B(C) that
[U1(1),EU2(1)(δ)] = 0, so by applying again [19, Lemma 18.2.13 and Cor. 18.2.4] we obtain
[EU1(1)(σ),EU2(1)(δ)] = 0, for all σ, δ ∈ B(C) and the statement follows by (1.1.8). 
Proposition 1.1.10. Let E be a countably additive spectral measure in G on a σ−field
of subsets of a set Z, F a Banach space and α ∈ L(Lw(G),Lw(F)) morphism of unital
algebras. Then
(1) α ◦ E is a countably additive spectral measure in F on B;
(2) if Z is a topological space and B is generated as a σ−field by a basis for the
topology of Z containing Z, then supp(α ◦E) ⊆ supp(E), in addition supp(α ◦E) =
supp(E) if α−1({1}) = {1}.
Proof. Trivial. 
Now we can state the first main result of this part namely the equivariance of the
general functional calculus, result that shall be applied to ensure in Thm. 1.1.14 the
covariance of the f.c. for of a commuting set of resolutions of the identity.
Theorem 1.1.11 (Equivariance of the functional calculus). Let E be a countably additive
spectral measure in G on a σ−field B of subsets of a set Z, F a Banach space and U : G→ F be a
linear isometry. Then
(1) ad(U) ◦ E is a countably additive spectral measure in F on B;
(2) if Z is a topological space and B is generated as a σ−field by a basis for the topology of
Z containing Z, then supp(E) = supp(ad(U) ◦ E);
(3) for any B−measurable map f we have
(1.1.9)

U f (E)U−1 = f (ad(U) ◦ E),
sp(U f (E)U−1) = sp( f (E)),
E f (ad(U)◦E) = ad(U) ◦ E ◦ f
−1.
Proof. St. (1)& (2) follow since Prp. 1.1.10(1)& (2) and since ad(U) ∈ L(Lw(G),Lw(F))
and it is a morphism of unital algebras. Let f be B−measurable and set EU  ad(U) ◦ E.
Thus {
Dom( f (EU)) = {y ∈ G | ∃ limn∈N I
EU( fn)y},
f (EU)y = limn∈N I
EU( fn)y, y ∈ Dom( f (EU)).
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Moreover IE
U
= ad(U) ◦ I, since (0.2.11), thus since ad(U)−1 = ad(U−1)
(1.1.10) Dom( f (EU)) = UDom( f (E)),
in particular Dom( f (EU)U) = Dom( f (E)), and for any y ∈ Dom( f (E))
f (EU)Uy = lim
n∈N
U IE( fn)y = U lim
n∈N
IE( fn)y = U f (E)y,
so f (EU)U = U f (E) and the first equality in (1.1.9) follows. Let T be a scalar type spectral
operator in G, since Prp. 1.1.10(2) we have
supp(EUT ) = supp(ET).
Moreover by the first equality in (1.1.9)
UTU−1 = ı(EUT ),
i.e. UTU−1 is a scalar type spectral operator in F such that
(1.1.11) EUT = EUTU−1 ,
hence
supp(EUTU−1) = supp(ET),
therefore by (0.2.15) we obtain
(1.1.12) sp(UTU−1) = sp(T).
Hence the second equality in (1.1.9) follows with the position T = f (E), well-set since
f (E) is a scalar type spectral operator by [19, Lemma 18.2.17]. With this position by
(1.1.11) and the first equlity in (1.1.9) follows EU
f (E)
= E f (ad(U)◦E), then the third equality in
(1.1.9) follows by (0.2.16). 
Corollary 1.1.12. Let F be a Banach space U : G → F a linear isometry, T a scalar
type spectral operator in G and f a Borelian map. Thus
(1) UTU−1 is a scalar type spectral operator in F such that EUTU−1 = ad(U) ◦ ET;
(2) sp(UTU−1) = sp(T);
(3) f (UTU−1) = U f (T)U−1;
(4) E f (UTU−1) = ad(U) ◦ ET ◦ f
−1.
Proof. St.(1)& (2) follows since (1.1.11)& (1.1.12), st.(3)& (4) followbyst.(1) and since
the first and third equality in (1.1.9) applied for the position E = ET. 
Definition 1.1.13. Let X be a set and T  {Tx}x∈X such that Tx is a scalar type spectral
operator in G for all x ∈ X, set ET ≔ {ETx}x∈X.
Now we can state the main result of this section
Theorem 1.1.14 (Equivariance of the f .c. associated with ET). Let X be a set, K a Hilbert
space, U : H→ K a unitary operator, and f aCσ(C
X)−measurablemap. Moreover letT  {Tx}x∈X
satisfy the following two properties: Tx is a scalar type spectral operator in H for all x ∈ X, and
ET is a family of commuting Borel RI’s in H. Set T(U)  {UTxU
−1}x∈X, then
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(1) EET(U) = ad(U) ◦ EET ;
(2) f (EET(U)) = U f (EET)U
−1;
(3) E f (EET(U) ) = ad(U) ◦ EET ◦ f
−1.
Proof. St.(1) follows since Cor. 1.1.12(1) applied to any Tx, x ∈ X and by the unique-
ness in [3, Thm. 1.3 pg. 122]. St.(2) follows since st.(1) and the first equality in (1.1.9),
while st.(3) follows since the third equality in (1.1.9) and st.(1). 
1.1.2. Equivariance of KMS-states. In Thm. 1.1.19 and Cor. 1.1.21 we prove the
equivariance of the KMS−states under the conjugate of the action of surjective equivari-
ant morphisms. In what follows with approximate identity of a Banach ∗−algebra we
mean a bounded order preserving approximate identity of positive elements bounded
by 1.
Lemma 1.1.15. Let A be a Banach ∗−algebra, B be C∗−algebra and T be a
∗−homomorphism fromA toB such that T(A) is normdense. If {eα}α∈D is an approximate
identity of A then {T(eα)}α∈D is an approximate identity of B.
Proof. Let {eα}α∈D be an approximate identity of A. Then ‖T(eα)‖ ≤ 1 and α ≤ β ⇒
T(eα) ≤ T(eβ) for all α, β ∈ D since the positivity and the continuity of T with ‖T‖ ≤ 1, see
[14, Prp. 2.3.1]. Next
‖T(eα)T(a) − T(a)‖ = ‖T(eαa − a)‖ ≤ ‖eαa − a‖,
for all a ∈ A and α ∈ D, so for all b ∈ T(A)
(1.1.13) lim
α∈D
‖T(eα)b − b‖ = 0.
Let ε > 0 and B ∈ B thus there exists b ∈ T(A) such that ‖b − B‖ ≤ ε
2
, and for all α ∈ D
‖T(eα)B − B‖ ≤ ‖T(eα)(B − b)‖ + ‖T(eα)b − b‖ + ‖b − B‖
≤ 2‖b − B‖ + ‖T(eα)b − b‖.
Hence lim supα∈D ‖T(eα)B − B‖ ≤ ε and lim infα∈D ‖T(eα)B − B‖ ≤ ε for all ε > 0 since [9,
IV.24(14), IV.27(33), IV.23(13)] and (1.1.13), then limα∈D ‖T(eα)B − B‖ = 0 since [9, IV.23,
Cor.1] and the statement follows. 
Remark 1.1.16. Let us assume the hypotheses of Lemma 1.1.15. If A is a C∗−algebra
T(A) is norm closed [30, Thm. 9.5.12.(d)], hence in this case the norm density of T(A) is
equivalent to the surjectivity of T. While if A and B are unital algebras then T is unit
preserving since its continuity.
Lemma 1.1.17. LetA,B be C∗−algebras and T be a surjective ∗−homomorphism from
A to B, then T†(EB) ⊆ EA.
Proof. Since T†(ω) is positive for allω ∈ EB the statement follows by Lemma 1.1.15
and [14, Prp. 2.3.11]. 
Lemma 1.1.18. Let 〈A,H, η 〉 and 〈B,H, θ 〉 be dynamical systems and T be a
(η, θ)−equivariant morphism. Then
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(1) T(Aη) ⊆ Bθ and the for all z ∈ C the following diagram is commutative
(1.1.14) Bθ
θ(z)
// B
Aη
T
OO
η(z)
// A
T
OO
(2) T ◦ δη ⊆ δθ ◦ T.
Proof. Let a ∈ Aη and η
a denote the map C ∋ z 7→ η(z)(a) ∈ A, thus θ(t)(Ta) =
Tη(t)(a) = (T ◦ ηa)(t) for all t ∈ R. Next T ◦ ηa is analytic being composition of two
analytic maps, then T(a) ∈ Bθ and by the uniqueness of the analytic extension, the
commutativity of the diagram follows. Let b ∈ Dom(δη), so since the continuity of T
T(δηb) = lim
t→0,t,0
Tη(t)b − Tb
t
= lim
t→0,t,0
θ(t)Tb − Tb
t
= δθ(Tb).

The next result states the equivariance of the KMS−states under the conjugate of the
action of surjective equivariant maps.
Theorem 1.1.19. Let 〈A,H, η 〉 and 〈B,H, θ 〉 be dynamical systems and T an
(η, θ)−equivariant morphism such that T is surjective or unit preserving in case A and B
are unital. Then T†(K
θ
β) ⊆ K
η
β for all β ∈ R˜.
Proof. If β ∈ R, ω ∈ Kθβ and x, y ∈ Aη then ω(T(x)θ(iβ)T(y)) = ω(T(y)T(x)) since
Lemma 1.1.18(1), thus the statement follows by (1.1.14) and Lemma 1.1.17. If β = ∞ the
statement follows by the equivariance of T, by [15, Prp. 5.3.19(3)] and Lemma 1.1.17. 
An alternative proof of Thm. 1.1.19 for β ∈ R follows by Lemma 1.1.17, by the
equivariance of T and by [15, Prp. 5.3.7.(2)].
Lemma 1.1.20. Let 〈A, R, η 〉 be a dynamical system and λ ∈ AutCA∗(A). Then
(1) λ(Aη) = Aad(λ)◦η;
(2) ad(λ) ◦ η = ad(λ) ◦ η;
(3) ad(λ)(δη) = δad(λ)◦η.
Proof. In this proof let ηλ denote ad(λ) ◦ η, which is clearly a strongly continuous
one-parameter group acting on A by ∗−automorphisms. λ is C−differentiable since it is
C−linear and norm continuous, therefore by the chain rule of differentiable maps and
by [14, Prp. 2.5.21.] we deduce that (z 7→ λ ◦ η(z)(a)) ∈ Hs(C,A), for all a ∈ Aη. Hence for
all c ∈ λ(Aη)
(1.1.15)
(z 7→ ad(λ) ◦ η(z)(c)) ∈ Hst(C,A),
ad(λ) ◦ η ↾ R = ηλ,
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and the inclusion⊂ of st.(1) follows. Ifwe apply this result to the system 〈A, R, ad(λ)◦η 〉
and to the ∗−automorphism λ−1, we deduce the remaining inclusion and st.(1) follows.
St.(2) follows by (1.1.15), st.(1) and the uniqueness of the entire analytic extension of ηλ.
Let b ∈ λ(Dom(δη)) thus by (0.2.4), (0.2.9) and the norm continuity of λ we deduce that
ad(λ)(δη)(b) = lim
t↾0, t,0
ηλ(t)(b) − b
t
,
thus
(1.1.16) ad(λ)(δη) ⊂ δηλ .
By applying (1.1.16) we obtain ad(λ−1)(δηλ) ⊂ δη, which implies
δηλ ⊂ ad(λ)(δη),
and the statement follows. 
If 〈A, R, η 〉 is a dynamical system and λ ∈ AutCA∗(A) then λ
−1 is (ad(λ) ◦
η, η)−equivariant, hence by Thm. 1.1.19 we obtain the following result, however we
prefer to show it as a consequence of Lemma 1.1.20. Cor. 1.1.21 will be used via Cor.
1.1.28 to prove Thm. 2.3.17 a step toward the construction of the object part of the functor
from Cu(H) and G(G, F, ρ).
Corollary 1.1.21. Let 〈A, R, η 〉 be a dynamical system, λ ∈ AutCA∗(A) an β ∈ R˜, then
λ∗
(
K
η
β
)
= K
ad(λ)◦η
β .
Proof. In this proof we denote ad(λ) ◦ η by ηλ. Let β ∈ R, ω ∈ Kηβ and Dη be a norm
dense, η−invariant, ∗−subalgebra of Aη such that ω(a η(iβ)(b)) = ω(b a), for all a, b ∈ Dη.
Hence for all c, d ∈ λ(Dη)
ω
(
λ−1(c) η(iβ)(λ−1(d))
)
= λ∗(ω)(d c),
thus
(1.1.17) λ∗(ω)
(
c (ad(λ) ◦ η)(iβ)(d)
)
= λ∗(ω)(d c).
Moreover λ(Dη) is a normdense, since λ is surjective andnorm continuous, η
λ−invariant,
∗−subalgebra of λ(Aη), hence the inclusion ⊂ of the statement follows since (1.1.17) and
Lemma 1.1.20(1)& (2). The remaining inclusion follows by the previous one applied
to the system 〈A, R, ad(λ) ◦ η 〉 and to the ∗−automorphism λ−1. Let ψ ∈ Kη∞ and
b ∈ λ(Dom(δη)). By definition iψ(aδη(a)) ≥ 0, for all a ∈ Dom(δη), then
iλ∗(ψ)
(
b ad(λ)(δη)(b)
)
= iψ
(
λ−1(b)δη(λ
−1b)
)
≥ 0,
hence the inclusion ⊂ of the statement follows since Lemma 1.1.20(3). By applying this
inclusion to to the system 〈A, R, ad(λ) ◦ η 〉 and to λ−1 we obtain (λ−1)∗
(
K
ad(λ)◦η
β
)
⊂ Kηβ
which is the remaining inclusion and the statement follows. 
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1.1.3. Equivariance of representations of C∗−crossed products. The main result
of this section is Thm. 1.1.54 where we show the equivariance under action of H of
representations ofC∗−crossed products for different symmetry groups. In this sectionwe
assume fixed two locally compact topological groups G and F, a group homomorphism
ρ : F→ AutGr(G) such that the map (g, f ) 7→ ρ f (g) on G × F at values in G, is continuous,
moreover let H denote G ⋊ρ F.
Definition 1.1.22. Let A = 〈A,H, σ 〉 be a dynamical system andω ∈ A∗ set
Fω(A) ≔ {h ∈ F | ω ◦ γσ(h) = ω},
and
Fω(A) ≔ {F0 closed subgroup of F | ω ∈ E
F0
A
(γσ ↾ F0)}.
Weconvein to remove (A) fromFω(A) andFω(A)whenever it is clearwhichdynamical
system is involved.
Lemma 1.1.23. Let 〈A,H, σ 〉 be a dynamical system and ω ∈ A∗, thus Fω = maxFω,
in particular Fω =
⋃
F0∈Fω
F0.
Proof. By construction Fω ⊇ F0 for any F0 ∈ Fω, thus it is sufficient to show that
Fω ∈ Fω. Let h ∈ F such that there exists a net {hα}α∈D in F for which h = limα∈D hα and
ω ◦ σ( j2(hα)) = ω for all α ∈ D. Since the σ(A,A
∗)−continuity of σ and the continuity of
j2, we have for all A ∈ A
ω(γ(h)A) = ω(σ( j2(h))A)
= lim
α∈D
ω(σ( j2(hα))A) = ω(A),
so Fω is closed. 
Remark 1.1.24. Since Lemma 1.1.23 the group SG
Fω
is locally compact, hence for any
dynamical system 〈A,H, σ 〉 it is so also 〈A,SG
Fω
, σ 〉. In particular it makes sense to
consider the C∗−crossed product A ⋊µσ S
G
Fω
for any µ ∈ H(SG
Fω
).
Lemma 1.1.25. Let 〈A,H, η 〉 and 〈B,H, θ 〉 be dynamical systems, ω ∈ B∗ and T a
(η, θ)−equivariant morphism such that T(A) is σ(B,B∗)−dense. Then Fω = FT†(ω) and
SG
Fω
= SG
FT† (ω)
.
Proof.
FT†(ω) = {h ∈ F | ω ◦ T ◦ η( j2(h)) = ω ◦ T}
= {h ∈ F | ω ◦ θ( j2(h)) ◦ T = ω ◦ T}
⊇ {h ∈ F | ω ◦ θ( j2(h)) = ω} = Fω.
The inclusion⊆ follows since the density hypothesis andω◦θ( j2(h)),ω ∈ B∗. The second
equality follows by the first one. 
For the remaining of the present section we assume fixed a C∗−dynamical system
A = 〈A,H, σ 〉.
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Lemma 1.1.26. Ifω ∈ EG
A
(τ) and F0 ∈ Fω, thenω ∈ E
SG
F0
A
(σF0).
Proof. The statement follows since σ is a group action and since (g, f ) = (g, 1) ·ρ (1, f ),
for all (g, f ) ∈ G × F. 
Since Lemma 1.1.23&1.1.26 we can state the following
Corollary 1.1.27. ω ∈ EG
A
(τ)⇒ ω ∈ E
SG
Fω
A
(σFω).
Corollary 1.1.28. Let l, h ∈ H, β ∈ R˜ andξ : R→ Gbe a continuous groupmorphism.
Then σ∗(l)
(
Kτ
(h,ξ)
β
)
= Kτ
(l·ρh,ξ)
β .
Proof. By Cor. 1.1.21 and (0.2.8). 
Lemma 1.1.29. Let ψ ∈ EG
A
(τ) and l ∈ H, then
(1) Fσ∗(l)(ψ) = ad(Pr2(l))(Fψ);
(2) SG
Fσ∗(l)(ψ)
= ad(l)(SG
Fψ
).
Proof. Since (g, h) = (1, h) ·ρ (ρ(h−1)g, 1) for all g ∈ G and h ∈ F, we have
l = j2(Pr
2
(l)) ·ρ j1
(
ρ(Pr
2
(l−1)) Pr
1
(l)
)
,
next ψ ∈ EG
A
(τ) by construction, thus
(1.1.18) σ∗(l)(ψ) = γ∗(Pr
2
(l))(ψ).
Hence ad(Pr2(l))(Fψ) ∈ Fσ∗(l)(ψ), so by Lemma 1.1.23
(1.1.19) ad(Pr
2
(l))(Fψ) ⊂ Fσ∗(l)(ψ).
Now σ∗(l)(ψ) ∈ EG
A
(τ), since j1(G) is a normal subgroup of H, hence (1.1.19) holds if we
replace ψ by σ∗(l)(ψ) and l by l−1 and obtain
ad(Pr
2
(l−1))(Fσ∗(l)(ψ)) ⊂ Fψ,
hence Fσ∗(l)(ψ) ⊂ ad(Pr2(l))(Fψ) and st.(1) follows by (1.1.19). st.(2) follows by (g, h) =
j1(g) ·ρ j2(h) for all g ∈ G and h ∈ F, by st.(1) and since j1(G) is a normal subgroup of
H. 
Proposition 1.1.30. Let V ∈ U(A), ψ ∈ EA and 〈H,pi, Ω 〉 be a cyclic representation of
A associated with ψ. Then 〈H,pi, pi(V)Ω 〉 is a cyclic representation of A associated with
ad(V)∗(ψ).
Proof. ψ◦ad(V−1) = ωpi(V)Ω ◦pi. SinceAV ⊂ A andAV
−1 ⊂ Awe haveA = AV−1V ⊂
AV ⊂ A, so AV = A. Thus pi(V)Ω is cyclic for the set pi(A). 
Definition 1.1.31. LetH ≔ 〈H,pi, Ω 〉 be a cyclic representation ofA, v a group morphism
of H into U(A), and l ∈ H. SetH(v,l) ≔ 〈H,pi, pi(v(l))Ω 〉.
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Remark 1.1.32. Let ψ ∈ EA and H be a cyclic representation of A associated with ψ.
Since Prp. 1.1.30, if A is inner implemented by v, then H(v,l) is a cyclic representation of
A associated with σ∗(l)(ψ).
Definition 1.1.33. Let A be a nonempty set,ω : A→ EG
A
(τ) andH : A→ Repc(A) be such
that Hα = 〈Hα,piα, Ωα 〉 is a cyclic representation of A associated withωα, for all α ∈ A. Thus
we can set for all α ∈ A
UσH,α ≔ W
σFωα
H
.
Whenever it is clear the dynamical system involved, we convein to remove the index σ, moreover
we remove the index α anytime A is a singleton.
Remark 1.1.34. Since Lemma 1.1.23Fωα is closed in F for anyα ∈ A, so 〈A, S
G
Fωα
,σFωα 〉
is a dynamical system, hence Def. 1.1.33 is well-set by Cor. 1.1.27. By construction
Uσ
H,α
: SG
Fωα
→ L(Hα) such that for all l ∈ S
G
Fωα
and a ∈ A we have
UσH,α(l)piα(a)Ωα = piα(σ(l)a)Ωα.
Corollary 1.1.35. Let ϕ ∈ EG
A
(τ) and l ∈ H, thus σ∗(l)(ϕ) ∈ EG
A
(τ). Moreover let H =
〈H,pi, Ω 〉 be a cyclic representation of A associated with ϕ. If A is inner implemented
by v, then H(v,l) is a cyclic representation of A associated with σ∗(l)(ϕ) and
(1.1.20) UH(v,l) = (ad ◦ piϕ ◦ v)(l) ◦ UH ◦ ad(l
−1) ↾ SGFσ∗(l)(ϕ).
Proof. The first sentence of the statement follows since l−1 ·ρ j1(g) = ad(l
−1)( j1(g)) ·ρ l
−1,
for all g ∈ G and since j1(G) is a normal subgroup of H. If A is inner, then the second
sentence of the statement follows by Rmk. 1.1.32. UH(v,l) is well-set, since the first two
sentences of the statement and Def. 1.1.33. Moreover since Lemma 1.1.29(2)
(1.1.21) ad(l)(SGFϕ) = S
G
Fσ∗(l)(ϕ)
.
IfH = 〈H,pi, Ω 〉 thus for all h ∈ SG
Fϕ
and a ∈ Awe have
UH(v,l)
(
ad(l)h
)
pi(a)pi(v(l))Ω = pi
(
σ(ad(l)h)a
)
pi(v(l))Ω
= pi
(
v(ad(l)h) a v(ad(l)h−1)v(l)
)
Ω
= pi
(
v(l) v(h) v(l−1) a v(l) v(h−1)
)
Ω
= pi(v(l))pi
(
σ(h)
(
ad(v(l−1))a
))
Ω
= pi(v(l))UH(h)pi
(
ad(v(l−1))a
)
Ω
= pi(v(l))UH(h)pi(v(l
−1))pi(a)pi(v(l))Ω.
Moreover pi(v(l−1)) = pi(v(l))−1, hence (1.1.20) follows by (1.1.21) and the cyclicity of the
representation H(v,l). 
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Remark 1.1.36. Under the hypotheses of Cor. 1.1.35 we have for all s ∈ SG
Fσ∗(l)(ϕ)
UH(v,l)(s) = pi(v(l))UH
(
ad(l−1)s
)
pi(v(l−1)).
Remark 1.1.37. Let T be a locally compact space µ ∈ M(T), H a Hilbert space. Thus
for anymap f : T → Ls(H) scalarly essentially µ−integrable we have
∫
f dµ ∈ L(H), since
[12, Ch. 6, §1, n◦4, Cor. 2].
Lemma 1.1.38. Let G1,G2 be two locally compact groups, η : G1 → G2 be an isomor-
phism of topological groups and µ ∈ H(G1). Then η(µ) is well-set and η(µ) ∈ H(G2).
Proof. η is µ−misurable since it is continuous. Let E be a Hausdorff locally convex
space and g ∈ Cc(G2,E), thus
(1.1.22) η−1(supp(g)) = supp(g ◦ η) ∈ Comp(G1)
Indeed η−1(supp(g)) is compact η−1 being continuous, moreover supp(g◦η) ⊇ η−1(supp(g)).
Let x ∈ supp(g ◦ η) thus there exists a net {xα}α∈D in G1 such that limα∈D xα = x and
g(η(xα)) , 0, for all α ∈ D. But limα∈D η(xα) = η(x) so η(x) ∈ supp(g), i.e. x ∈ η−1(supp(g))
and (1.1.22) follows. Let f ∈ Cc(G2), thenby (1.1.22) f ◦η ∈ Cc(G1) and η(µ) iswell-defined.
Let s ∈ G2 thus Ls ◦ η = η ◦ Lη−1(s) so
L∗s( f ) ◦ η = L
∗
η−1(s)
( f ◦ η),
then ∫
L∗s( f ) dη(µ) =
∫
L∗s( f ) ◦ η dµ
=
∫
L∗
η−1(s)
( f ◦ η) dµ
=
∫
f ◦ η dµ =
∫
f dη(µ),
where the third equality follows by the left invariance of µ, while the first and forth ones
follow by (0.2.1). 
Remark 1.1.39. Let E be aHausdorff locally convex space, T, S be two locally compact
spaces, µ ∈ M(T), and ε : T → S be µ−proper. Since [12, Ch. 6, §1, n◦1, pg. 4 and Ch. 5,
§6, n◦2, Thm. 1] we have for any scalarly essentially ε(µ)−integrable map f : S→ E that
f ◦ ε is scalarly essentially µ−integrable and∫
f ◦ ε dµ =
∫
f dε(µ).
Moreover if E = Ls(H) for some Hilbert space H, then by Rmk. 1.1.37∫
f ◦ ε dµ ∈ L(H).
Lemma 1.1.40. LetX be a locally compact group, µ ∈ H(X) andY be a locally compact
subgroup of X. Then µY ∈ H(Y) and ∆Y = ∆X ↾ Y.
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Proof. Let e ∈ ∁Y and s ∈ Y then s−1 ·e, e·s−1 ∈ ∁Y, indeed if by absurdum s−1 ·e, e·s−1 ∈
Y, then e = s · (s−1 · e) = (e · s−1) · s ∈ Y. Let f ∈ Cc(Y) then
L˜∗s( f ) = L
∗
s( f˜ ) and R˜
∗
s( f ) = R
∗
s( f˜ ),
so
µY(L
∗
s( f )) = µ(L˜
∗
s( f ))
= µ(L∗s( f˜ ))
= µ( f˜ ) = µY( f ).
Thus µY ∈ H(Y). Moreover
∆X(s)µY
(
R∗
s−1
( f )
)
= ∆X(s)µ
(
R˜∗
s−1
( f )
)
= ∆X(s)µ
(
R∗
s−1
( f˜ )
)
= µ( f˜ ) = µY( f ),
then sinceµY ∈ H(Y) and the independenceof themodular function by theHaarmeasure
([38, Lemma 1.61]), we deduce that ∆Y = ∆X ↾ Y. 
Lemma 1.1.29(2) and Lemma 1.1.38 allow to set the following
Definition 1.1.41 (Haar systems). Let A be a nonempty set and ω : A → EG
A
(τ). We
define the set of Haar systems associated withω and A, denoted byH(ω,A), the subset of the
µ ∈
∏
(α,l)∈A×H
H(SGFσ∗ (l)(ωα)
),
such that for all (α, l) ∈ A ×H
(1.1.23) µ(α,l) = ad(l)(µ(α,1)).
Definition 1.1.42. Let ν ∈ H(H) andω : A→ EG
A
(τ), define for all (α, l) ∈ A ×H
ν(α,l) ≔ ad(l)(νSG
Fωα
).
ν will be called the Haar system generated by ν andω.
H(ω,A) is nonempty, indeed
Proposition 1.1.43. Letν ∈ H(H) andω : A→ EG
A
(τ), then theHaar systemgenerated
by ν andω belongs toH(ω,A).
Proof. Since Lemma 1.1.40, Lemma 1.1.29(2) and Lemma 1.1.38. 
Definition 1.1.44. Let A be a nonempty set, ω : A → EG
A
(τ) and µ ∈ H(ω,A). For any
l ∈ H and α ∈ A set
Bω,α,lµ (A) ≔ A ⋊
µ(α,l)
σ S
G
Fσ∗(l)(ωα)
Bω,α,l,+µ (A) ≔ (B
ω,α,l
µ (A))
+.
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We convein to remove l when it equals the identity and to remove α when A is a singleton.
Moreover whenever it is clear which dynamical system is involved, we convein to remove A
and to denote the map σ∗(l) ◦ω by ωl for any l ∈ H. Let H : A → Repc(A) be such that
Hα = 〈Hα,piα, Ωα 〉 is a cyclic representation of A associated withωα, for all α ∈ A. Set for all
α ∈ A
(1) Rµ
H,α
(A) ≔ piα ⋊
µ(α,1) Uσ
Hα
(2) Rµ
H,α
(A) ≔ (Bω,αµ (A),R
µ
H,α
(A))
(3) R˜
µ
H,α(A) ≔ (B
ω,α,+
µ (A), R˜
µ
H,α
(A)).
IfA is inner implemented by v, we can defineH(v,l) : I → Repc(A), such that β 7→ H
(v,l)
α ≔ (Hα)
(v,l)
and for all α ∈ A
(1) Uσ
H,v,α,l
≔ Uσ
H
(v,l)
α
(2) Rµ
H,v,α,l
(A) ≔ piα ⋊
µ(α,l) Uσ
H,v,α,l
(3) Rµ
H,v,α,l
(A) ≔ (Bω,α,lµ (A),R
µ
H,v,α,l
(A))
(4) R˜
µ
H,v,α,l(A) ≔ (B
ω,α,l,+
µ (A), R˜
µ
H,v,α,l
(A)).
We convein to remove A and the index σ whenever it is clear the dynamical system involved,
to remove the index l whenever it equals the identity, and the index v whenever it is uniquely
determined by σ, and to remove α if it is a singleton.
Remark 1.1.45. Let α ∈ A and l ∈ H, and ω and µ as in Def. 1.1.44, then Bω,α,lµ is
well-set since Lemma 1.1.23, and Bω,α,l,+µ is the C
∗−algebra obtained by adding the unit
to Bω,α,lµ . Moreover
• Rµ
H,v,α,l
extends uniquely to a ∗−representation of Bω,α,lµ in Hα;
• R˜µ
H,v,α,l
is the ∗−representation of Bω,α,l,+µ in Hα induced by R
µ
H,v,α,l
according to
(0.2.3).
Lemma 1.1.29(2) and (1.1.22) permit to set the following
Definition 1.1.46. Define
σ ∈
∏
(ψ,l)∈EG
A
(τ)×H
Morset
(
Cc(S
G
Fψ
,A),Cc(S
G
Fσ∗(l)(ψ)
,A)
)
,
such that
σ(ψ,l)( f ) ≔ σ(l) ◦ f ◦ ad(l−1) ↾ SGFσ∗(l)(ψ),
for all (ψ, l) ∈ EG
A
(τ) ×H.
Proposition 1.1.47. supp(σ(ψ,l)( f )) = ad(l)(supp( f )), for any f ∈ Cc(S
G
Fψ
,A) and (ψ, l) ∈
EG
A
(τ) ×H, in particular σ(ψ,l) is well-defined.
Proof. Let (ψ, l) ∈ EG
A
(τ) ×H, and φl and Hφ denote σ∗(l)(φ) and SGFφ respectively for
all φ ∈ EA. If f ∈ Cc(Hψ,A) then σ(ψ,l)( f ) is continuous since composition of continuous
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maps, moreover σ(l) is linear thus
supp(σ(ψ,l)( f )) ⊆ supp( f ◦ ad(l−1) ↾ Hψl).
Clearly ad(l) f−1(0) = ( f ◦ ad(l−1) ↾ Hψl)
−1(0), then since ad(l) is injective it follows
ad(l)∁ f−1(0) = ∁( f ◦ ad(l−1) ↾ Hψl)
−1(0), moreover ad(l)∁ f−1(0) = ad(l)supp( f ) since ad(l)
is a homeomorphism, thus supp( f ◦ ad(l−1) ↾ Hψl) = ad(l)supp( f ). Hence
supp(σ(ψ,l)( f )) ⊆ ad(l)supp( f ),
which applied to the position ψl, l−1 and σ(ψ,l)( f ), possible according to the first sentence
in Cor. 1.1.35, yields
supp
(
σ(ψ
l,l−1)(σ(ψ,l)( f ))
)
⊆ ad(l−1)supp(σ(ψ,l)( f )),
i.e ad(l)supp( f ) ⊆ supp(σ(ψ,l)( f )), and the statement follows. 
Lemma 1.1.48. Letω : A → EG
A
(τ) and µ be a Haar system associated withω and A.
Then for any (α, l) ∈ A ×H and h ∈ H we have
(1) σ(ωα,l) is a ∗−isomorphism of ∗−algebras from C
µ(α,1)
c (S
G
Fωα
,A) onto
C
µ(α,l)
c (S
G
Fσ∗(l)(ωα)
,A) continuous w.r.t. the inductive limit topologies;
(2) µh is a Haar system associated withωh and A, and σ(ω
l
α,l
−1) = (σ(ωα,l))−1;
(3) σ(ωα,l) is an isometry of C
µ(α,1)
c (S
G
Fωα
,A) onto C
µ(α,l)
c (S
G
Fσ∗(l)(ωα)
,A).
Here µh
(β,u)
≔ µ(β,u·h), for all (β, u) ∈ A ×H and recall thatωh ≔ σ∗(h) ◦ω.
Proof. Let (α, l) ∈ A ×H and f , f1, f2 ∈ Cc(S
G
Fωα
,A), then for all s ∈ SG
Fσ∗(l)(ωα)
σ(ωα,l)( f1 ∗
µ(α,1) f2)(s) = σ(l)
(∫
f1(r)σ(r)
(
f2(r
−1ad(l−1)(s))
)
dµ(α,1)(r)
)
=
∫
σ(l)( f1(r))σ(lr)
(
f2(r
−1ad(l−1)(s))
)
dµ(α,1)(r)
=
∫
σ(l)( f1(ad(l
−1)r))σ(rl)
(
f2(ad(l
−1)(r−1s))
)
dµ(α,l)(r)
=
∫
σ(ωα,l)( f1)(r)σ(r)σ
(ωα,l)( f2)(r
−1s)dµ(α,l)(r)
=
(
σ(ωα,l)( f1) ∗
µ(α,l) σ(ωα,l)( f2)
)
(s).
Here the second equality follows by the continuity of σ(l) in ‖ · ‖A−topology and by the
fact the integration is w.r.t. the same topology. The third equality follows by the fact
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that µ(α,1) = ad(l
−1)(µ(α,l)) and by Rmk. 1.1.39.
σ(ωα,l)( f )∗(s) = ∆(s−1)σ(s)(σ(ωα,l)( f )(s−1)∗)
= ∆(s−1)σ(sl)( f (ad(l−1)s−1)∗)
= σ(l)∆(ad(l−1)s−1)σ(ad(l−1)s)( f (ad(l−1)s−1)∗)
= σ(ωα,l)( f ∗)(s).
Here ∆ = ∆H. The first and last equality follow by ∆Y = ∆ ↾ Y for Y ∈ {SGFωα
,SG
Fσ∗(l)(ωα)
},
since Lemma 1.1.40, while the third one follows since ∆ is a group morphism. Moreover
since Lemma 1.1.29(2) it is easy to see that (σ(ωα,l))−1 = σ(σ
∗(l)(ωα),l−1), and the first part of
st.(1) follows. In the following we let Hα = S
G
Fωα
and Hα,l = S
G
Fσ∗(l)(ωα)
. For any compact
subset K of Hα let C(Hα;K,A) be the space of the f ∈ Cc(Hα,A) such that supp( f ) ⊆ K
and ıK be the identity map embedding C(Hα;K,A) into Cc(Hα,A). If we prove that
for any compact K of H the map σ(ωα,l) ◦ ıK is continuous w.r.t. the topology of uniform
convergence onC(H;K,A) and the inductive limit topologyonCc(Hα,l,A), then the second
part of st.(1) will follows since [11, II.27 Prp. 5(ii)]. Next since Prp. 1.1.47
(1.1.24) supp(σ(ωα,l)(ıK( f ))) ⊆ ad(l)(K), ∀ f ∈ C(Hα;K,A)
hence since [38, Rmk 1.86] it remains only to show that σ(ωα,l)(ıK( fβ)) converges to 0
uniformly on Hα,l for any net { fβ}β in C(Hα;K,A) converging uniformly on Hα to 0. But
this follows since (1.1.24) and since σ(l) is an isometry. st.(2) is easy to show. st.(3)
follows since st.(1) and [38, Cor. 2.47]. 
Lemma 1.1.49. Let A be inner implemented by v, ψ ∈ EG
A
(τ) and 〈H,pi, U 〉 be a
covariant representation of 〈A, SG
Fψ
,σFψ 〉. Then 〈H,pi, U
l 〉 is a covariant representation
of 〈A, SG
Fσ∗(l)(ψ)
,σFσ∗(l)(ψ) 〉, where U
l
 ad(pi(v(l))) ◦ U ◦ ad(l−1) ↾ SG
Fσ∗(l)(ψ)
.
Proof. Since Lemma 1.1.29(2)Ul is well-defined,moreover it is a strongly continuous
unitary group action since it is so U, since ad(V) is strongly continuous for any unitary
operator V on H, and since ad(·) on H is an isomorphism of topological groups. Let
l ∈ H, h ∈ SG
Fσ∗(l)(ψ)
and a ∈ A then
Ul(h)pi(a)Ul(h−1) =
pi(v(l))U(ad(l−1)h)pi(v(l−1))pi(a)pi(v(l))U(ad(l−1)h−1)pi(v(l−1)) =
pi(v(l))U(ad(l−1)h)pi(σ(l−1)a)U(ad(l−1)h−1)pi(v(l−1)) =
pi(v(l))pi(σ(ad(l−1)(h)l−1)a)pi(v(l−1)) =
pi(σ(lad(l−1)(h)l−1)a) = pi(σ(h)a).

Remark 1.1.50. Let us prove directly Lemma 1.1.48(3) in case A is inner implemented
by v. Let 〈H,pi, U 〉 be a nondegenerate covariant representation of 〈A,SG
Fσ∗(l)(ωα)
, σFσ∗(l)(ωα) 〉
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set
Ul
−1
 ad(pi(v(l−1))) ◦ U ◦ ad(l) ↾ SGFωα ,
then for any f ∈ Cc(S
G
Fωα
,A)
(1.1.25)
∥∥∥(pi ⋊µα,l U)(σ(ωα,l)( f ))∥∥∥ =∥∥∥∫ pi(σ(ωα,l)( f )(s))U(s) dµ(α,l)(s)∥∥∥ =∥∥∥∫ pi((σ(l) ◦ f ◦ ad(l−1))(s))U(s) dµ(α,l)(s)∥∥∥ =∥∥∥∫ pi((σ(l) ◦ f )(s))U(ad(l)s) dµ(α,1)(s)∥∥∥ =∥∥∥∫ pi(v(l))pi( f (s))pi(v(l−1))U(ad(l)s)pi(v(l))pi(v(l−1)) dµ(α,1)(s)∥∥∥ =∥∥∥∫ ad(pi(v(l)))(pi( f (s))Ul−1(s)) dµ(α,1)(s)∥∥∥ =∥∥∥ad(pi(v(l)))(∫ pi( f (s))Ul−1(s) dµ(α,1)(s))∥∥∥ =∥∥∥(pi ⋊µα,1 Ul−1)( f )∥∥∥ ≤ ‖ f ‖µα,1 .
Here the third equality follows by Rmk. 1.1.39, the sixth one since ad(V) ∈ L(Ls(H)),
for any V ∈ U(H) and the integration is w.r.t. the strong operator topology, the seventh
one follows by the fact that ad(V) is an isometry since ad(V) ∈ AutCA∗(L(H)) and the
well-known fact that any ∗−homomorphism between C∗−algebras is automatically con-
tinuous with norm less or equal to 1. Finally the inequality follows since an application
of Lemma 1.1.49 stating that 〈H,pi, Ul
−1
〉 is a nondegenerate covariant representation of
〈A,SG
Fωα
, σFωα 〉. Therefore
(1.1.26) ‖σ(ωα,l)( f )‖µ(α,l) ≤ ‖ f ‖µ(α,1) .
Let h, s ∈ H and g ∈ Cc(S
G
F
ωhα
,A), since Lemma 1.1.48(2) we can apply (1.1.26) toωh and
µh to obtain
‖σ(ω
h
α,s)(g)‖µ
h
(α,s) ≤ ‖g‖µ
h
(α,1) .
Next µl
(α,l−1)
= µ(α,1) and µ
l
(α,1)
= µ(α,l) thus for any g ∈ Cc(S
G
Fσ∗(l)(ωα)
,A)
‖σ(ω
l
α,l
−1)(g)‖µ(α,1) ≤ ‖g‖µ(α,l),
moreover σ(ω
l
α,l
−1) = (σ(ωα,l))−1 since Lemma 1.1.48(2), therefore
(1.1.27) ‖ f ‖µ(α,1) ≤ ‖σ(ωα,l)( f )‖µ(α,l) .
Lemma 1.1.48(3) follows by (1.1.26)& (1.1.27).
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Remark 1.1.51. Let 〈H,pi, Vl
−1
〉 be a nondegenerate covariant representation of
〈A,SG
Fωα
, σFωα 〉, and set V ≔ ad(pi(v(l))) ◦ V
l−1 ◦ ad(l−1) ↾ SG
σ∗(l)(Fωα )
, then since Lemma
1.1.49 〈H,pi, V 〉 is a nondegenerate covariant representation of 〈A,SG
Fσ∗(l)(ωα)
, σFσ∗(l)(ωα) 〉.
Hence we can reload the chain of equalities (1.1.25) in the opposite sense by replacing U
by V and Ul
−1
by Vl
−1
, for obtaining (1.1.27).
Corollary 1.1.52. Letω : A→ EG
A
(τ) and µ be a Haar system associated withω and
A. Then for any (α, l) ∈ A × H there exists a unique extension by continuity of σ(α,l) to
Bω,αµ , denoted by the same symbol, such that σ
(ωα,l) ∈ InvCA∗(B
ω,α
µ ,B
ω,α,l
µ ).
Proof. Since Lemma 1.1.48(3) there exists a unique extension by continuity of σ(ωα,l)
from Bω,αµ to B
ω,α,l
µ , while since the first sentence of Lemma 1.1.48(2) and Lemma 1.1.48(3)
applied toωl and toµl there exists a unique extension by continuity ofσ(ω
l
α,l
−1) from Bω,α,lµ
to Bω,αµ . Since the second sentence of Lemma 1.1.48(2) such two extensions are one the
inverse of the other. Finally the extension σ(ωα,l) is a ∗−homomorphism since Lemma
1.1.48(1) and the norm continuity of the product and involution on Bω,αµ . 
Corollary 1.1.53. Let l, h ∈ H and α ∈ A, then σ(σ
∗(l)(ωα),h) ◦σ(ωα,l) = σ(ωα,h·l).
Proof. The equality holds if restricted to Cc(S
G
Fωα
,A) hence the statement follows by
Cor. 1.1.52. 
We are now in the position to state the second main result of this part namely
Theorem 1.1.54 (Equivariance of representations). Let A be inner implemented by v,
ω : A→ EG
A
(τ), µ be a Haar system associated withω and A, whileH : A→ Repc(A) such that
Hα ≔ 〈Hα,piα, Ωα 〉 is a cyclic representation of A associated withωα, for all α ∈ A. Then for
all α ∈ A and l ∈ H the following diagram is commutative
Bω,α,lµ
Rµ
H,v,α,l
// L(Hα)
Bω,αµ
σ(ωα,l)
OO
Rµ
H,α
// L(Hα)
ad(piα(v(l)))
OO
Proof. By construction Cc(S
G
Fωα
,A) is ‖ · ‖µ(α,1)−dense in Bω,αµ , moreover all the maps
involved in the statement are norm continuous and linear, since Cor. 1.1.52 and the
well-known fact that any ∗−homomorphism between C∗−algebras is automatically con-
tinuous. Thus it is sufficient to show the statement for themapsσ(ωα,l) andRµ
H,α
restricted
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on Cc(S
G
Fωα
,A). Let f ∈ Cc(SGFωα
,A), then (
(piα ⋊
µ(α,l) U
H
(v,l)
α
) ◦σ(ωα,l)
)
( f ) =∫
piα(σ
(ωα,l)( f )(s))U
H
(v,l)
α
(s) dµ(α,l)(s) =∫
piα(σ
(ωα,l)( f )(ad(l)s))U
H
(v,l)
α
(ad(l)s) dµ(α,1)(s) =∫
piα
(
(σ(l) ◦ f )(s)
)
piα(v(l))UHα(s)piα(v(l
−1))dµ(α,1)(s) =∫
piα(v(l))piα( f (s))UHα(s)piα(v(l
−1))dµ(α,1)(s) =
ad(piα(v(l)))
(∫
piα( f (s))UHα(s)dµ(α,1)(s)
)
=(
ad(piα(v(l))) ◦ (piα ⋊
µ(α,1) UHα)
)
( f ).
Here the second equality follows since Rmk. 1.1.39, the third by Cor. 1.1.35, the fifth
by ad(V) ∈ L(Ls(Hα)), for any V ∈ U(Hα) and since the integration is w.r.t. the strong
operator topology. 
1.2. Extensions on the multiplier algebra
We prove in Lemma 1.2.2 that there is a unique canonical manner to extend a state of
a C∗−algebra to a state of its multiplier algebra. Then we apply this result in Cor. 1.2.5
to associate a state of A with a state of the crossed product A ⋊µσ H, where 〈A,H, σ 〉 is
a dynamical system such that A is unital and µ ∈ H(H). Cor. 1.2.5 is used via Lemma
2.2.26 in constructing an equivariant stability in Thm. 2.2.81. Lemma 1.2.6 and Lemma
1.2.12 are used to obtain Thm. 2.3.25 one of the auxiliary results needed to prove in Cor.
2.3.26 the existence of the object part of a functor from Cu(H) to G(G, F, ρ). We prove in
a functional analytic setting the convergence formula (1.2.7), and the extension results
Lemma 1.2.12, Lemma 1.2.6, Cor. 1.2.10 and from Lemma 1.2.13 to Cor. 1.2.17. Finally
we prove in a different way Lemma 1.2.8 and the convergence in (1.2.11).
Convention 1.2.1. In the present sectionwe fix a C∗−algebraB and for any nonzero positive
trace class operator ρ on a Hilbert space H, we use the convention of denoting with ωρ the state
on L(H) defined by ωρ(a) ≔
Tr(ρ a)
Tr(ρ)
, for all a ∈ L(H). Moreover by abuse of language for any unit
vector Ω ∈ H let ωΩ denote ωPΩ , where PΩ is the projector associated with the closed subspace
generated by Ω. Let ψ ∈ EB then H = 〈H,R, ρ 〉 is called a representation of B relative to ψ, if
〈H, R 〉 is a nondegenerate representation of B and ρ is a positive trace class operator on H such
that ψ = ωρ ◦ R, defineH− ≔ 〈H,R−, ρ 〉.
Lemma 1.2.2. Let ψ ∈ EB, then
(1) (∃ !ψ− ∈ EM(B))(ψ− ◦ iB = ψ),
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(2) if H is a representation of B relative to ψ then H− is a representation of M(B)
relative to ψ−,
Remark 1.2.3. Since Lemma 1.2.2(2) if H is a cyclic representation of B associated
with ψ thenH− is a cyclic representation of M(B) associated with ψ−.
Proof of Lemma 1.2.2. In this proof let i denote iB. Let H = 〈H,R, ρ 〉 be a represen-
tation relative to ψ, set φ = ωρ ◦R−, thus φ is a state of M(B) since R− is a representation
of M(B) such thatR−(1) = 1. Moreover by construction H− is a representation associated
with φ, while φ ◦ i = ψ, hence the existence part of st.(1) and st.(2) follow. Let us prove
the uniqueness part of st.(1). Let ψ− ∈ EM(B) such that ψ− ◦ i = ψ, and 〈K, S, Ω 〉 be a
cyclic associated with ψ−, set
K0 = S(i(B))Ω,S↾ : M(B) ∋ c 7→ S(c) ↾ K0,
where the closure is w.r.t. the norm topology. So S↾ is a representation of M(B) on
K0, since S(c) is norm continuous for any c ∈ M(B) and i(B) is an ideal of M(B). Next
Ω ∈ K0 since a standard argument, [14, p. 56], applied to the state ψ = ωΩ ◦ S ◦ i and the
representation S ◦ i. Hence K↾  〈K0, S↾, Ω 〉 is a cyclic representation of M(B) such that
ωΩ ◦ S↾ = ψ−, i.e.
(1.2.1) K↾ is a cyclic associated with ψ
−.
Next let
K0  〈K0, S↾ ◦ i, Ω 〉,
then (S↾ ◦ i)(B)Ω = S↾(i(B))Ω = K0, hence K0 is a cyclic representation of B since S↾ is a
representation of M(B). Moreover ωΩ ◦ S↾ ◦ i = ψ
− ◦ i = ψ the first equality coming since
(1.2.1), thus
(1.2.2) K0 is a cyclic associated with ψ.
Next let ψ j be a state of M(B) such that ψ j ◦ i = ψ and K j = 〈K j, S j, Ω j 〉 be a cyclic
associated with ψ j, for any j ∈ {1, 2}. Thus since (1.2.2) and the uniqueness modulo
unitary equivalence of the GNS construction for states on a C∗−algebra there exists a
unique unitary operator U : K10 → K
2
0 such that
(1.2.3)
UΩ1 = Ω2S2↾ ◦ i = ad(U) ◦ (S1↾ ◦ i).
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Moreover (S
j
↾
◦ i)− = S
j
↾
since (0.2.25) applied to the cyclic K
j
↾
, therefore since (1.2.3) and
(0.2.24) applied to the cyclic K
j
0
for any j ∈ {1, 2}, we obtain for all c ∈ M(B) and b ∈ B
S2↾(c)(S
2
↾ ◦ i)(b)Ω
2 = (S2↾ ◦ i)
−(c)(S2↾ ◦ i)(b)Ω
2
= (S2↾ ◦ i)(d)Ω
2
= U(S1↾ ◦ i)(d)Ω
1
= US1↾(c)(S
1
↾ ◦ i)(b)Ω
1
= US1↾(c)U
−1(S2↾ ◦ i)(b)Ω
2,
where d = i−1(ci(b)). NextK20 is cyclic so S
2
↾ = ad(U) ◦ S
1
↾, therefore
ωΩ2 ◦ S
2
↾ = ωΩ1 ◦ S
1
↾,
thus ψ−
1
= ψ−2 since (1.2.1). 
Definition 1.2.4. Let ψ ∈ EB, then we call the canonical extension of ψ to M(B) the unique
state ψ− such that ψ− ◦ iB = ψ.
Corollary 1.2.5. Let A = 〈A,H, σ 〉 be a dynamical system such that A is unital,
µ ∈ H(H) and ψ a state of B = A ⋊µσ H. Thus ψ
− ◦ jB
A
∈ EA and
(1) if 〈H,R, ρ 〉 is a representation relative to ψ then 〈H,pi, ρ 〉 is a representation
relative to ψ− ◦ jB
A
,
(2) if 〈H,R, Ω 〉 is a cyclic representation associated with ψ then 〈Hpi
Ω
,pi↾, Ω 〉 is a
cyclic representation associated with ψ− ◦ jB
A
.
Here 〈H,pi, U 〉 is the covariant representation of A associated with R, Hpi
Ω
≔ pi(A)Ω and
pi↾ : A ∋ a 7→ pi(a) ↾ Hpi
Ω
.
Proof. Let B = A ⋊µσ H. ψ
− is a state of M(B) since Lemma 1.2.2(1), while jB
A
(1) = 1
since jB
A
is nondegenerate, thus (ψ− ◦ jB
A
)(1) = 1 moreover ψ− ◦ jB
A
is positive hence it is a
state of A. Let 〈H,R, ρ 〉 be a representation relative to ψ which there exists since ψ is a
state, thus pi is nondegenerate since R it is so, moreover
(1.2.4)
ψ− ◦ jB
A
= ωρ ◦ R
− ◦ jB
A
= ωρ ◦ pi,
where the first equality follows since Lemma 1.2.2(2) and the second one since (0.2.26),
so st.(1) follows. Next if 〈H,R, Ω 〉 is a cyclic representation associated to ψ, then
ψ− ◦ jB
A
= ωΩ ◦ pi since (1.2.4) therefore Ω ∈ H
pi
Ω
since the argument in [14, p.56] applied
to the state ψ− ◦ jB
A
and the representation pi, so st.(2) follows. 
The next Lemma 1.2.6 together Lemma 1.2.12 are important in showing Thm. 2.3.25
one of the auxiliary results used in the proof of Cor. 2.3.26 were we construct the object
part of a functor from Cu(H) to G(G, F, ρ).
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Lemma 1.2.6. Let 〈A,H, σ 〉 be a dynamical system, µ ∈ H(H), B = A ⋊µσ H. Then for
any a ∈ A the following is a commutative diagram
(1.2.5) M(B)
eva(i
M(B)◦jB
A
)
// M(B)
B
iB
OO
eva(j
B
A
)
// B
iB
OO
in particular for all f ∈ Cc(H,A) the following diagram is commutative
(1.2.6) B
jB
A
(a)
// B
B
iB( f )
OO
iB(jB
A
(a)( f ))
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
Proof. (1.2.5) trivially implies (1.2.6), moreover all the maps involved in (1.2.5) are
norm continuous and Cc(H,A) is norm dense in B hence (1.2.6) implies (1.2.5), thus let
us proof (1.2.6). Let f ∈ Cc(H,A) and let here i and j denote i
B and jB
A
respectively, thus
for all g ∈ Cc(H,A) and s ∈ H
(j(a) ◦ i( f ))(g)(s) = j(a)( f ∗µ g)(s)
= a
∫
f (r)σ(r)(g(r−1s))dµ(r)
=
∫
a f (r)σ(r)(g(r−1s))dµ(r)
= (j(a)( f ) ∗µ g)(s) = i(j(a)( f ))(g)(s).

Lemma 1.2.7. Let 〈A,H, σ 〉 be a dynamical system, µ ∈ H(H) and {Eβ}β∈C be an
approximate identity of A. Let B denote A ⋊µσ H then limβ i
M(B)(j(Eβ)) = 1 w.r.t. the
topology on M(M(B)) of simple convergence in iB(B), i.e. for all m ∈ iB(B)
(1.2.7) lim
β∈C
‖jB
A
(Eβ)m −m‖M(B) = 0.
Proof. Let A = 〈A,H, σ 〉, j = jB
A
, i = iB and ‖ · ‖B be the universal norm on B. We
have supp(iA(Eβ) ◦ f ) ⊆ supp( f ) for any f ∈ Cc(H,A) and β ∈ C since Eβ is linear and
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supp( f )  ∁ f−1(0), hence
(1.2.8)
sup
l∈supp( f )
‖(Eβ f − f )(l)‖ = sup{‖(Eβ f − f )(l)‖ | l ∈ supp(i
A(Eβ) ◦ f ) ∪ supp( f )}
= sup
l∈H
‖(Eβ f − f )(l)‖.
Since the definition of the approximate identity we deduce that limβ i
A(Eβ) = 1 w.r.t. the
topology on M(A) of simple convergence in A, moreover ‖iA(Eβ)‖M(A) ≤ 1 since i
A is an
isometry into its range, next the unit ball of M(A) is clearly a bounded subset of M(A)
w.r.t. the topology of simple convergence in A, hence it is equicontinuous according
to [11, III.25 Thm. 1]. Therefore we can apply [11, III.17 Prp. 5(2, 3)] and deduce that
limβ i
A(Eβ) = 1w.r.t. the topology onM(A) of uniform convergence in compact subsets of
A, i.e. limβ supa∈K ‖Eβa − a‖A = 0, for any compact subset K of A. Next f (Q) is a compact
subset of A for any f ∈ Cc(H,A) and any compact subset Q of H, therefore
lim
β
sup
l∈Q
∥∥∥∥(j(Eβ)( f ) − f )(l)∥∥∥∥
A
= lim
β
sup
l∈Q
‖Eβ f (l) − f (l)‖A = 0.
In particular limβ supl∈H
∥∥∥∥(j(Eβ)( f ) − f )(l)∥∥∥∥
A
= 0 since (1.2.8) and supp( f ) is compact, so
limβ j(Eβ)( f ) = f w.r.t. the L
1
µ−norm topology. Next ‖ · ‖B is majorized by the L
1
µ−norm,
see [38, Lemma 2.27], therefore
(1.2.9) lim
β
‖j(Eβ)( f ) − f ‖B = 0 ∀ f ∈ Cc(H,A).
Next i is an isometry onto its range thus by (1.2.9)& (1.2.5) we obtain
(1.2.10) lim
β
iM(B)(j(Eβ)) = 1,
w.r.t. the topology on M(M(B)) of simple convergence in i(Cc(H,A)). Next by con-
struction, see [38, Lemma 2.27], Cc(H,A) is dense in B w.r.t. the ‖ · ‖B−topology hence
i(Cc(H,A)) is dense in i(B), moreover ‖iM(B)(j(Eβ))‖M(M(B)) ≤ 1 for any β ∈ C since iM(B) ◦ j is
an isometry. Next the unit ball ofM(M(B)) is clearly a bounded subset w.r.t. the topology
on M(M(B)) of simple convergence in M(B) hence it is equicontinuous according to [11,
III.25 Thm. 1]. Therefore since (1.2.10) we can apply [11, III.17 Prp. 5(1, 2)] and the
statement follows. 
Lemma 1.2.8. Let A and B be C∗−algebras, X be a Hilbert B−module and pi : A →
L(X) a ∗−homomorphism. Then pi maps approximate identities of A into approximate
identities of pi(A), if in additionpi is nondegenerate and {Eβ}β∈C is an approximate identity
of A, then limβ pi(Eα) = 1 w.r.t. the topology on L(X) of simple convergence.
Proof. The first sentence of the statement follows since pi is norm continuous with
norm less or equal to 1 and since it is order preserving. If pi is nondegenerate then
X = span{pi(a)x | a ∈ A, x ∈ X} thus limpi(Eβ) = 1 w.r.t. the topology on L(X) of simple
convergence in a total subset of X, since the first sentence of the statement. Next for any
β ∈ C the pi(Eβ) lies in the unit ball of L(X) which is a bounded set w.r.t. the topology of
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simple convergence in X hence equicontinuous by [11, III.25 Thm. 1]. Therefore we can
apply [11, III.17 Prp. 5(1, 2)] and deduce that limpi(Eβ) = 1 w.r.t. the topology on L(X)
of simple convergence in X. 
Remark 1.2.9. We can deduce for any a ∈ B
(1.2.11) lim
β∈C
‖jB
A
(Eβ)a − a‖B = 0,
as an application of Lemma 1.2.8 to the Hilbert B−module X = B and to the nondegen-
erate homomorphism pi = jB
A
. Thus since Lemma 1.2.6 and since iB is an isometry into its
range we obtain (1.2.7). Viceversa we can use Lemma 1.2.6 and (1.2.7) to obtain (1.2.11).
Corollary 1.2.10. Let A be a C∗−algebra, (H,R) a nondegenerate representation of
A and ρ a nonzero positive trace class operator on H. Then ωρ ◦ R ∈ EL(H).
Proof. Let {Eβ}β∈C be an approximate identity of A then ‖R(Eβ)‖ ≤ 1 for all β ∈ C and
limβR(Eβ) = 1 weakly, since Lemma 1.2.8 and the strong operator topology is stronger
than the weak operator one. Therefore limβR(Eβ) = 1 σ−weakly since [14, Prp. 2.4.2], so
(1.2.12) lim
β
ωρ(R(Eβ)) = ωρ(1) = 1,
since ωρ is σ−weakly continuous, see for example [14, Thm. 2.4.21]. Next ωρ ◦ R is
positive hence the statement follows since (1.2.12) and [14, Prp. 2.3.11]. 
Remark 1.2.11. Under the hypotheses of Cor. 1.2.10 and since Tr(ρ)ωρ = Tr ◦ Lρ we
have that ‖Tr ◦ Lρ ◦ R‖ = Tr(ρ).
Lemma 1.2.12. Let A be a C∗−algebra then the map M(A) ∋ u 7→ iM(A)(u) ↾ K(A) is a
∗−isomorphism of M(A) onto M(K(A)).
Proof. (M(A), Id ↾ K(A)) is a maximal unitization ofK(A) since [32, Cor. 2.54], hence
by [32, proof. of Thm. 2.47] there exists a unique ∗−homomorphismΦ : M(A)→ M(K(A))
such that Φ ◦ Id ↾ K(A) = iK(A), moreover Φ is a ∗−isomorphism. Next iM(A)(u) ↾ K(A) =
iK(A)(u) for any u ∈ K(A) therefore the statement follows since the above uniqueness. 
Let us end this section by proving useful results concerning the extension of suitable
morphisms to multiplier algebras.
Lemma 1.2.13. Let A, B and C be C∗−algebras, X and Y be a Hilbert B−module
and Hilbert C−module respectively, β : L(X) → L(Y) and α : A → L(X) be
∗−homomorphisms such that β is nondegenerate. If α is surjective, or α(A) is strictly
dense in L(X) and β(K(X)) ⊇ K(Y), then β ◦ α is nondegenerate and (β ◦ α)− = β ◦ α−.
Proof. Let δ = β ◦ α and y ∈ Y. Case α surjective. Of course β(L(X)) = δ(A), so
(1.2.13) β(L(X))Y ⊆ span{δ(a)z | a ∈ A, z ∈ Y},
and the first sentence of the statement follows since β is nondegenerate. Remaining
case. β is strictly continuous since it is norm continuous and β(K(X)) ⊇ K(Y). Moreover
β is continuous w.r.t. the strict topology on L(X) and the strong operator topology on
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L(Y) since the strict topology on L(Y) is stronger than the ∗−strong topology ([32, Prp.
C.7]) so stronger than the strong operator topology. Then since the hypothesis it follows
that β(L(X)) ⊆ δ(A) closure w.r.t. the strong operator topology on L(Y), so (1.2.13)
follows. Then β ◦ α is nondegenerate and (β ◦ α)− ◦ iA = β ◦ α since (0.2.22). Moreover
α is nondegenerate in both cases, indeed 1 ∈ L(X), while the strict topology on L(X) is
stronger than the strong operator topology. So α− ◦ iA = α, then the equality follows
since the uniqueness of which in (0.2.22). 
More in general we can state
Proposition 1.2.14. Let A, B and C be C∗−algebras, X and Y be a Hilbert B−module
and Hilbert C−module respectively, β : L(X) → L(Y) and α : A → L(X) be
∗−homomorphisms. If 1Y belongs to the strong operator closure of the set (β◦α)(A) and
α is nondegenerate, then β ◦ α is nondegenerate and (β ◦ α)− = β ◦ α−.
Proof. α− ◦ iA = α since (0.2.22), while since the hypothesis there exists a net {ai} in
A such that y = limi(β ◦ α)(ai)y for all y ∈ Y, thus β ◦ α is nondegenerate. Therefore
(β ◦ α)− ◦ iA = β ◦ α and the equality in the statement follows since the uniqueness of
which in (0.2.22). 
Remark 1.2.15. Under the notations of Prp. 1.2.14 we obtain the same statement if
α is surjective and β is nondegenerate, indeed in such a case β ◦ α is nondegenerate.
Clearlywe obtain the same statement if we only requireα andβ◦α to be nondegenerate.
Corollary 1.2.16. Let A, B and C be C∗−algebras, Y be a Hilbert C−module β : B →
L(Y) andα : A → Bbe ∗−homomorphisms. If1Y belongs to the strongoperator closure of
the set (β◦α)(A) andα is surjective, thenβ◦α is nondegenerate and (β◦α)− = β−◦(iB◦α)−.
Proof. Since iB is nondegenerate and α is surjective then iB ◦ α is nondegenerate,
moreover β− ◦ iB ◦ α = β ◦α. Hence we can apply Prp. 1.2.14 to the maps β− and iB ◦α,
and the statement follows. 
Corollary 1.2.17. Let A, B and C be C∗−algebras, Y be a Hilbert C−module β : B →
L(Y) and α : A→ B be ∗−homomorphisms. If β◦α is nondegenerate and α is surjective
then and (β ◦ α)− = β− ◦ (iB ◦ α)−.
Proof. Since iB is nondegenerate and α is surjective then iB ◦ α is nondegenerate,
moreover β− ◦ iB ◦ α = β ◦ α. Thus the statement follows since Rmk. 1.2.15. 
Part 2
Stability
2.1. Introduction
In this part we construct the category G(G, F, ρ) of nucleon systems, introduce its
physical interpretation, define nucleon-fragment doublets on a category C and extended
C−equivariant stabilities, construct the canonical extended Cu(H)−equivariant stability
and the canonical nucleon-fragment doublet on Cu(H). The part is organized as follows.
In section 2.2.1 we introduce the categoryG(G, F, ρ), describe in section 2.2.2 the concept
of a state originated via a phase and introduce the physical interpretation of these data
in section 2.2.3. In section 2.2.4 we define the main structure of the work namely
the nucleon-fragment doublet on a category C, and introduce the auxiliary structures of
equivariant stability and extended C−equivariant stability. Extended C−equivariant
stabilities are important because of with each of them easily we can associate a nucleon-
fragment doublet on C. Our tenet is to translate the physical concept of “universality”
into the concept of “natural transformation” in category theory. Therefore our goal of
resolving the universality claim justifies the introduction of nucleon-fragment doublets.
Indeed in this section we describe the symmetry properties of a doublet and define the
expanded equivariances of the T−nucleon phase and T−fragment state, representing
the T−resolution of the equivariant form of the universality claim. Then we describe
the properties of invariance and the corresponding physical interpretation. Section
2.2.5 is dedicated to establish the existence of an equivariant stability. In section 2.3.1
we construct the object part of a functor from Cu(H) to G(G, F, ρ), where the former
is a subcategory of C∗−dynamical systems and equivariant morphisms, and in section
2.3.2 we complete the construction of the functor. It is in section 2.3.2 that we state in
our main theorem the existence of the canonical extended Cu(H)−equivariant stability
and the canonical nucleon-fragment doublet T• on Cu(H). As a result we resolve the
equivariant form of the universality claim stated as T•−resolution. In part 3 we shall
provide the compact equivariant form and the invariant form of the universality claim,
and as a result we will establish the universality of the global Terrell law.
2.2. The category of nucleon systems
Section 2.2.1 is dedicated to the definition of the category of nucleon systems, whose
physical interpretation is given in section 2.2.3 by mean of the cardinal concept of
origination of fragment states via a nucleon phase developed in section 2.2.2. In section
2.2.4 we introduce the concept of nucleon-fragment doublet on a category, the main
structure of thiswork, and state its symmetries. In the same sectionwedefine equivariant
stabilities and extended C−equivariant stabilities auxiliary objects to construct nucleon-
fragment doublets. In section 2.2.5 we construct an equivariant stability. In the present
section 2.2 we assume fixed two locally compact topological groups G and F, a group
homomorphism ρ : F→ AutGr(G) such that the map (g, f ) 7→ ρ f (g) on G × F at values in
G, is continuous, moreover let H denote G ⋊ρ F.
2.2.1. The category G(G, F, ρ).
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Definition 2.2.1 (The category of dynamical systems). For any locally compact group
V we define the category C(V) whose object set is the set of the dynamical systems 〈A,V, η 〉
such that A is unital, while for any A,B ∈ Obj(C(V)) we define MorC(V)(A,B) the set of the
surjective (A,B)−equivariant morphisms with law of composition the map composition and if
A = B the identity map as the identity morphism. Let Cu(V) denote the full subcategory of C(V)
whose object set is the set of the dynamical systemsA = 〈A,V, η 〉 such thatA is a von Neumann
algebra in its canonical standard form. Let vA or vη denote the unique group morphism of H
into U(A) unitarily implementing and associated with η and to the canonical standard form of
A according to [36, Thm 9.1.15].
Definition 2.2.2 (The category of nucleon systems). Define Obj(G(G, F, ρ)) the set of
the G = 〈T, I,βc,P, a, e,ϕ,A,ψ, b,m,E 〉 such that
(1) T is a set;
(2) I : T → set;
(3) βc ∈
∏
Q∈T I
Q;
(4) P ∈
∏
Q∈T P(I
Q);
(5) a ∈
∏
Q∈T
∏
α∈IQ C(H);
(6) e ∈
∏
Q∈T
∏
α∈IQ C(R);
(7) ϕ ∈
∏
Q∈T
∏
α∈IQ EAQα ;
(8) A ∈ Ab
(9) ψ ∈MorGr(H,AutAb(A));
(10) b ∈MorGr(H,Autset(T));
(11) m ∈MorAb(A,
∏
Q∈T Morset(P
Q,R)).
Here aTα = 〈A
T
α ,H, η
T
α 〉, in addition let FϕTα denote FϕTα (a
T
α ) for all T ∈ T and α ∈ I
T, and let Tl
denote b(l)(T) for all l ∈ H. Then we require for all T ∈ T and α ∈ T
ϕTα ∈ E
G
ATα
(τηTα ),
that IT
l
= IT and
(2.2.1) βT
l
c = β
T
c , ad(Pr
2
(l))(FϕTα ) = FϕTlα
.
Moreover
Phase transition via dynamical symmetry breaking. for all T ∈ T
(2.2.2) PT = {α ∈ IT | FϕTα ⊇ FϕT
βTc
}.
Equivariance. For any l ∈ H and f ∈ A 3
(2.2.3) evf(m ◦ψ(l)) = evf(m) ◦ b(l
−1).
Thermal nature. For any T ∈ T and α ∈ IT we have eTα = 〈A
T
α ,R, ε
T
α 〉 and
(2.2.4)
ϕTα ∈ ε
T
α − KMS,
εT
l
α = ad(η
T
α (l)) ◦ ε
T
α ,∀l ∈ H;
3 (2.2.3) is well-set since Rmk. 2.2.4
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Integrality. m(f)(T) is a Z−valued map, for all (f,T) ∈ A ×T.
Equivariant stability. E = 〈µ, u,H,D, Γ , v,w, z 〉 such that
(1) µ ∈
∏
Q∈T
∏
β∈PQ H(S
Q
β (G)),
(2) u ∈
∏
Q∈T
∏
β∈PQ ∈MorAb(A,K0(B
Q
β (G)
+)),
(3) H ∈
∏
Q∈T
∏
β∈PQ Repc(A
Q
β )
(4) HTα = 〈H
T
α , pi
T
α ,Ω
T
α 〉 is a cyclic representation of A
T
α associated withϕ
T
α , for all T ∈ T,
α ∈ PT;
(5) D, Γ ∈
∏
Q∈T
∏
β∈PQ Sd(H
Q
β );
(6) v ∈
∏
Q∈T
∏
β∈PQ
∏
l∈H U(H
Q
β ,H
Ql
β );
(7) w ∈
∏
Q∈T
∏
β∈PQ
∏
l∈H MorCA∗(B
Q
β (G),B
Ql
β (G)),
(8) z ∈
∏
Q∈T
∏
β∈PQ
∏
l∈H MorCA∗(A
Q
β ,A
Ql
β ),
(9) for all T ∈ T, α ∈ PT,
(a) 〈 R˜
T
α (G), D
T
α , Γ
T
α 〉 is an even θ−summable K−cycle;
(b) for all l, h ∈ H and g ∈ {v,w, z}
(2.2.5)
ηT
l
α (h) ◦ z
T
α (l) = z
T
α (l) ◦ η
T
α (h),
gTα (h · l) = g
Tl
α (h) ◦ g
T
α (l)
gTα (1) = Id.
(c) we have
(2.2.6)
DT
l
α = v
T
α (l)D
T
α v
T
α (l)
−1,
ΓT
l
α = v
T
α (l) Γ
T
α v
T
α (l)
−1,
while the following (2.2.7,2.2.8,2.2.9) are commutative diagrams
(2.2.7) BT
l
α (G)
RT
l
α (G)
// L(HT
l
α )
BTα (G)
wTα (l)
OO
RTα (G)
// L(HTα )
ad(vTα (l))
OO
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(2.2.8) A
uT
l
α
// K0(B
Tl
α (G)
+)
A
ψ(l)
OO
uTα
// K0(B
T
α (G)
+)
(wTα (l)
+)∗
OO
(2.2.9) M(BT
l
α (G)) A
Tl
α
jT
l
α
oo
M(BTα (G))
(iT
l
α ◦w
T
α (l))
−
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
ATα
jTα
``❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆
zTα (l)
// AT
l
α
ηT
l
α (l)
OO
(d) for all f ∈ A we have
(2.2.10) m(f)(T, α) = 〈 uTα (f), ch〈 R˜
T
α (G), D
T
α , Γ
T
α 〉 〉(G,T,α).
Here for any T ∈ T and α ∈ PT we set
(2.2.11)
STα (G) ≔ S
G
F
ϕTα
,
BTα (G) ≔ B
ϕTα
µTα
(aTα ),
iTα ≔ i
BTα (G),
jTα ≔ j
BTα (G)
ATα
,
RTα (G) ≔ R
µTα
HTα
(aTα ),
RTα (G) ≔ R
µTα
HTα
(aTα ),
〈 ·, · 〉(G,T,α) ≔ 〈 ·, · 〉(BTα (G))+ .
We call any object G of G(H) a nucleon system with symmetry group H, or simply nucleon
system, moreover we callT and m the set of operations and the mean value map associated with
G respectively.
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In the following definition and remark let G = 〈T, I,βc,P, a, e,ϕ,A,ψ, b,m,E 〉 be an
object of G(G, F, ρ), l ∈ H, T ∈ T and α ∈ PT, where E = 〈µ, u,H,D, Γ , v,w, z 〉.
Definition 2.2.3. Define V(G)Tα (l) ∈MorCA∗(A
T
α ,A
Tl
α ) such that V(G)
T
α (l) ≔ z
T
α (l) ◦ η
T
α (l).
Remark 2.2.4. PT = PT
l
since (2.2.1). Let g ∈ {v,w, z} then by (2.2.5) we deduce that
gTα (l) is bijective and
(2.2.12) (gTα (l))
−1 = gT
l
α (l
−1),
so ad(zTα (l)) ◦ η
T
α = η
Tl
α , then
(2.2.13) V(G)Tα (h · l) = V(G)
Tl
α (h) ◦ V(G)
T
α (l),
moreover V(G)Tα (1) = Id thus
(2.2.14) (V(G)Tα (l))
−1 = V(G)T
l
α (l
−1).
Next wTα (l) is surjective being bijective and i
Tl
α is nondegenerate, thus i
Tl
α ◦ w
T
α (l) is non-
degenerate since Lemma 1.2.13. Therefore (iT
l
α ◦ w
T
α (l))
− in (2.2.9) is well set and since
(0.2.22) satisfies (iT
l
α ◦ w
T
α (l))
− ◦ iTα = i
Tl
α ◦ w
T
α (l). Finally by an application of (2.2.9) we
obtain
(2.2.15) (iTα ◦w
Tl
α (l
−1))− ◦ jT
l
α = j
T
α ◦ η
T
α (l
−1) ◦ zT
l
α (l
−1).
Definition 2.2.5. For any i ∈ {1, 2, 3} let Gi = 〈Ti, Ii,βic,Pi, a
i, ei,ϕi,Ai,ψi, bi,mi,Ei 〉 ∈
Obj(G(G, F, ρ)). Define MorG(G,F,ρ)(G1,G2) to be the set of the
(g, d) ∈MorAb(A
1,A2) ×Morset(T2,T1)
such that Pd(T)
1
= PT2 for all T ∈ T2, and for all f ∈ A
1 we have
evf(m
2 ◦ g) = evf(m
1) ◦ d.
Moreover for any (g, d) ∈MorG(G,F,ρ)(G1,G2) and (h, s) ∈MorG(G,F,ρ)(G2,G3) define
(2.2.16) (h, s) ◦ (g, d) ≔ (h ◦ g, d ◦ s).
Thus we have the following
Proposition 2.2.6. There exists a unique category G(G, F, ρ) whose set of objects is
Obj(G(G, F, ρ)) and for all objects G1 and G2 the set of the morphisms from G1 to G2 is
MorG(G,F,ρ)(G
1,G2) provided by the law of composition as defined in Def. 2.2.5.
Proof. For any i ∈ {1, 2, 3} let Gi ∈ G(G, F, ρ), moreover (g, d) ∈ MorG(G,F,ρ)(G1,G2)
and (h, s) ∈ MorG(G,F,ρ)(G2,G3). The identity morphism in MorG(G,F,ρ)(G1,G1) is the couple
composed by the identity maps on A1 and on T1. Let f ∈ A
1, then
evf(m
3 ◦ h ◦ g) = evg(f)(m
3 ◦ h) = evg(f)(m
2) ◦ s
= evf(m
2 ◦ g) ◦ s = evf(m
1) ◦ d ◦ s.
Hence (h, s)◦ (g, d) ∈MorG(G,F,ρ)(G1,G3), it is easy to see that the composition is associative
hence the statement follows. 
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Convention 2.2.7. Let G be an object of G(G, F, ρ), if the contrary is not stated, then we
shall use the following notation
G = 〈TG, IG,β
G
c ,PG, aG, eG,ϕ
G,AG,ψ
G, bG,mG,EG 〉,
EG = 〈µG, uG,HG,DG, ΓG, vG,wG, zG 〉;
and for any Q ∈ TG and β ∈ PQG .
(aG)
Q
β = 〈A(G)
Q
β ,H, (η
G)Qβ 〉,
(eG)
Q
β = 〈A(G)
Q
β ,R, (ε
G)Qβ 〉,
(HG)Qβ = 〈 (H
G)Qβ , (pi
G)Qβ , (Ω
G)Qβ 〉.
Remark 2.2.8. H ∋ l 7→ (ψN(l), bN(l−1)) ∈ AutG(G,F,ρ)(N) is a morphism of groups for
any object N of G(G, F, ρ) since (2.2.16), since ψN and bN are morphisms of groups and
by (2.2.3).
2.2.2. States originated via a phase. The set NN(c) of states originated via a given
phase c ∈ A∗
N
is a primary concept needed in order to provide a reasonable physical
interpretation of the structural data of any object N of G(G, F, ρ). Let us briefly describe
and physically interpret this set, whose precise definition is given in Def. 2.2.24 through
Def.2.2.15. Let RepN(c) be the set of the tuples r = 〈T, α,ν, q,K,Φ 〉, called represen-
tations of c, where T ∈ TN, α ∈ PTN, ν is a Haar measure on S
T
α (N), K = 〈K, θ, Ω 〉 is
a GNS−represetation associated with the state (ϕN)Tα , q is a group morphism from AN
to the K0−theory of B
+
r , where Br = B
(ϕN)Tα
ν ((aN)
T
α ) and Φ is an entire normalized even
cocycle onB+r such that c factorizes through the real part, via the standard duality, of the
character generated byΦ and the map q, i.e. c = vr with
vr ≔ℜ〈 q(·), [Φ] 〉.
Here [Φ] is the entire cyclic cohomology class generated by Φ, 〈 ·, · 〉 is the standard
duality between the entire cyclic cohomology and the K0−theory ofB
+
r , andℜ is the real
part. We let pir,Φ
r,Ar, Rr, Tr, αr, εr andϕr denote (piN)Tα ,Φ, A(N)
T
α , θ⋊W, T, α, (ε
N)Tα and
(ϕN)Tα respectively, where W(h)θ(a)Ω = θ((η
N)Tα (h)(a))Ω, for all h ∈ S
T
α (N) and a ∈ A(N)
T
α .
With any representation r of c we associate a state ̺r of Ar in the following way.
Firstly we get the state (Φr
0
)♮ associated with the 0−dimensional component ofΦr, to do
this we use Def. 2.2.11 where we construct the state associated with any functional φ on
a unital C∗−algebra. Secondly we get the canonical extension ((Φr0)
♮ ↾ Br)− of (Φr0)
♮ ↾ Br
to the multiplier algebra M(Br), according to the construction provided in Lemma 1.2.2.
Finally we compose the extension so obtained with the canonical injection jr of Ar into
M(Br), by obtaining a state ̺r of Ar, which is required to be pir−normal by definition. We
are forced to use the multiplier algebra because in general Ar could not be injectively
mapped into Br. Now the pir−normality is required in order to interpret ̺r as a state
obtained by performing an operation onϕr. Note that if αr ∈ R+0 , thenϕr is an αr −KMS
state w.r.t. the dynamics εr(−α−1r (·)), therefore ̺r is a state obtained by perturbing a state
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of thermal equilibrium at the inverse temperature αr of the physical system evolving in
time via the dynamics εr(−α−1r (·)). By definitionN
N(c) is the set of the states ̺s by ranging
over all representations s of c, so summing up what said we have
(2.2.17)
̺r ≔ ((Φ
r
0)
♮ ↾ Br)
− ◦ jr,
̺r ∈ Npir ,
NN(c) ≔
{
̺s | s ∈ Rep
N(c)
}
.
It is worthwhile noting that the presence of cohomology classes in the definition of
RepN(c) it is at the basis of the possible degeneration ofNN(c). Indeed for any representa-
tion r = 〈T, α,ν, q,K,Φ 〉 of c it is so also r˜ = 〈T, α,ν, q,K, Φ˜ 〉 whenever ̺r˜ is pir˜−normal
and the cocycles Φ and Φ˜ on Br belongs to the same cohomology class, i.e. [Φ] = [Φ˜],
hence NN(c) will be degenerate as soon as ̺r , ̺r˜.
With the characterization of NN(c) in mind, we will propose in the assumption at
page 73 the existence of a physical system N and for any T ∈ TN and α ∈ PT of physical
systems OTα , such that for any r ∈ Rep
N(c) the occurrance of OTrαr in the state ̺r implies the
previous occurrance of the system N in the phase c. It is exactly in this sense that has to
be understood Def. 2.2.31(18) in which we declare that the state ̺r is originated via the
phase c, for any r ∈ RepN(c).
A natural question arises when c is an integer phase of Chern-Connes type, i.e.
c(AN) ⊆ Z and there exists a representation r of c such that Φ
r is the JLO cocycle
associated with a θ−summable K−cycle 〈B+r , R˜r, D, Γ 〉: is it the state ωe−D2 ◦pir originated
via c in the sense above specified, namely ωe−D2 ◦pir = ̺r? Lemma 2.2.26 gives the answer
in the positive essentially under the hypothesis that Γ is represented via R˜r by an element
with norm less or equal to 1. This is an important result employed, in the construction
in Thm. 2.2.81 of an equivariant stability, in order to prove the equivariance (2.2.40).
Definition 2.2.9. LetM ∈ G(G, F, ρ) set
A∗
M
≔ MorAb(AM,R),
c ∈ A∗
M
is said to be integer if c(AM) ⊆ Z, moreover define
m
M
∈
∏
Q∈TM
Morset(P
Q
M
,A∗
M
),
m
M
(Q, α)(f) ≔ mM(f)(Q, α),
∀Q ∈ TM, α ∈ P
Q
M
, f ∈ AM,
and
ψM∗ : H → Autset(A
∗
M
), l 7→ (ω 7→ ω ◦ψM(l−1)).
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Definition 2.2.10. Define
gr ∈
∏
f∈Morset
Morset(d( f ), d( f ) × c( f )),
f 7→ (x 7→ (x, f (x)))
Definition 2.2.11. Let B be a unital C∗−algebra and φ ∈ B∗ − {0}. We call the state
associated with φ the state defined as follows
φ♮ ≔
φ1 + φ2
‖φ1 + φ2‖
.
Here (φ1, φ2) is the unique couple such that
(1) φ j is a positive functional on B, j ∈ {1, 2},
(2) 1
2
(φ + φ∗) = φ1 − φ2,
(3) 1
2
‖(φ + φ∗)‖ = ‖φ1‖ + ‖φ2‖,
where φ∗ ∈ B∗ such that φ∗(a) ≔ φ(a∗), for all a ∈ B.
Remark 2.2.12. The existence and uniqueness of the couple (φ1, φ2) in Def. 2.2.11
follows since [22, Thm. 4.3.6] applied to the hermitian and bounded functional 1
2
(φ+φ∗),
where a functional ψ is hermitian if ψ∗ = ψ.
Remark 2.2.13. Under the notations of Def. 2.2.11 we have that ‖φ1 + φ2‖ = ‖φ1‖ +
‖φ2‖ =
1
2
‖(φ + φ∗)‖, the first equality coming since [14, Cor. 2.3.12].
We recall that for any unital C∗−algebra B, 〈 ·, · 〉B denotes the standard duality
between the K0−theory of B and the even entire cyclic cohomology of B. Moreover
for any entire normalized even cocycle Φ on B, [Φ] denotes the element in Hevε (B)
corresponding to Φ. Note that Φ0 ∈ B
∗, where Φ0 is the 0−dimension component of Φ,
hence if Φ0 , 0 then Φ
♮
0
is the state of B associated with Φ0 according to Def. 2.2.11.
In what follows we use Def. 1.1.44 moreover we recall that Npi is the set of pi−normal
states, for any representation pi of a C∗−algebra. Up to the end of section 2.2.2 we let G
be a fixed but arbitrary object of G(G, F, ρ).
Convention 2.2.14. For any T ∈ TG, α ∈ PTG and ν ∈ H(S
T
α (G)) let
BTα,ν(G) ≔ B
(ϕG)Tα
ν ((aG)
T
α )
jTα,ν ≔ j
BTα,ν(G)
A(G)Tα
,
〈 ·, · 〉(G,T,α,ν) ≔ 〈 ·, · 〉BTα,ν(G)+ .
The above convention generalizes (2.2.11), indeed BTα (G) = B
T
α,(µG)Tα
(G), jTα = j
T
α,(µG)Tα
and 〈 ·, · 〉(G,T,α) = 〈 ·, · 〉(G,T,α,(µG)Tα ).
Definition 2.2.15 (G−representations of a phase). Let c ∈ A∗
G
define RepG(c) the set of the
r = 〈T, α,ν, u,K,Φ 〉 such that
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(1) T ∈ TG and α ∈ PTG ,
(2) ν ∈ H(STα (G)),
(3) u ∈MorAb(AG,K0(BTα,ν(G)
+)),
(4) K = 〈K,pi, Ω 〉 is a cyclic representation of A(G)Tα associated with (ϕ
G)Tα ,
(5) Φ is an entire normalized even cocycle on BTα,ν(G)
+ such thatΦ0 ↾ BTα,ν(G) , 0,
(6) (Φ♮
0
↾ BTα,ν(G))
− ◦ jTα,ν ∈ Npi,
(7) c = vr.
Here Φ♮
0
is the state associated with Φ0 according to Def. 2.2.11, (·)
− is the canonical extension
defined in Def. 1.2.4, while vr ∈ A
∗
G
such that for all f ∈ AG
(2.2.18) vr(f) ≔ℜ〈 u(f), [Φ] 〉(G,T,α,ν),
where ℜλ is the real part of λ ∈ C. We call Φ the representative of c relative to r and call any
element of RepG(c) a G−representation of c.
Remark 2.2.16. (Φ♮
0
↾ BTα,ν(G))
− ◦ jTα,ν is a state of A(G)
T
α since Cor. 1.2.5, thus in Def.
2.2.15(6) we require that this state belongs to Npi.
Definition 2.2.17. Let t = 〈T, α,ν, u,K, L,∆ 〉 such that
(1) Def. 2.2.15(1-4) hold,
(2) 〈 R˜
ν
K((aG)
T
α ), L,∆ 〉 is an even θ−summable K−cycle,
then we set wt ∈ A
∗
G
such that for all f ∈ AG
(2.2.19) wt(f) = 〈 u(f), ch〈 R˜
ν
K((aG)
T
α ), L,∆ 〉 〉(G,T,α,ν).
Definition 2.2.18 (C0−representations of an integer phase). Let c ∈ A
∗
G
be an integer
phase, define CG
0
(c) the set of the t = 〈T, α,ν, u,K, L,∆ 〉 such that
(1) Def. 2.2.15(1-4) hold,
(2) 〈 R˜
ν
K((aG)
T
α ), L,∆ 〉 is an even θ−summable K−cycle
(3) there exists an element b ∈ BTα,ν(G)
+ such that ‖b‖ ≤ 1 and R˜
ν
K((aG)
T
α )(b) = ∆,
(4) c = wt.
We call C0−representation of c any element of C
G
0
(c).
Definition 2.2.19 (C−representations of an integer phase). Let c ∈ A∗
G
be an integer
phase, define CG(c) the set of the t = 〈T, α,ν, u,K, L,∆ 〉 such that
(1) Def. 2.2.15(1-4) hold,
(2) 〈 R˜
ν
K((aG)
T
α ), L,∆ 〉 is an even θ−summable K−cycle
(3) Def. 2.2.15(5-6) hold whereΦ is the JLO cocycle associated with 〈 R˜
ν
K((aG)
T
α ), L,∆ 〉,
(4) c = wt.
We call C−representation of c any element of CG(c).
Definition 2.2.20. Define V•(G) the subset of the T ∈ TG such that for any α ∈ PTG there
exists an element b ∈ BTα (G)
+ such that ‖b‖ ≤ 1 and R˜Tα (G)(b) = (Γ
G)Tα .
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Definition 2.2.21. For any T ∈ TG and α ∈ PTG , define t
G(T, α) ≔
〈T, α, (µG)Tα , (u
G)Tα , (H
G)Tα , (D
G)Tα , (Γ
G)Tα 〉.
Remark 2.2.22. IfV•(G) , ∅ then t(T, α) ∈ C
G
0
(m
G
(T, α)) for all T ∈ V•(G) and α ∈ PTG
since (2.2.10).
Definition 2.2.23. Let c ∈ A∗
G
and r ∈ RepG(c) let us use the following convention
r = 〈Tr, αr,µr, ur,Hr,Φ
r 〉,
Hr = 〈Hr, pir,Ωr 〉;
and set
Ar ≔ A(G)
Tr
αr
,
ηr ≔ (η
G)Trαr ,
zr ≔ (z
G)Trαr ,
εr ≔ (ε
G)Trαr ,
ϕr ≔ (ϕ
G)Trαr ,
Br ≔ B
Tr
αr,µr(G),
jr ≔ j
Br
Ar
,
Ψr ≔ (Φ
r)♮
0
↾ Br,
〈 ·, · 〉r ≔ 〈 ·, · 〉(G,Tr,αr,µr).
If c ∈ A∗
G
is an integer phase and t ∈ CG(c) ∪ CG
0
(c), let us use the following convention
t = 〈Tt, αt,µt, ut,Ht,Dt, Γt 〉, moreoverHt = 〈Ht,pit, Ωt 〉.
Definition 2.2.24 (States originated via a phase). Let c ∈ A∗
G
define
NG(c) ≔
{
Ψ−r ◦ jr | r ∈ Rep
G(c)
}
,
if in addition c is an integer phase we set
DG(c) ≔
{
ω
e
−D2
t
◦ pit | t ∈ C
G
0 (c)
}
.
Remark 2.2.25. According to Def. 2.2.15(6), see also Rmk. 2.2.16, for any c ∈ A∗
G
and
r ∈ RepG(c) we have Ψ−r ◦ jr ∈ Npir , which is at the ground for the physical interpretation
constructed in Def. 2.2.31.
If c is an integer phase, the next result shows that CG
0
(c) ⊆ CG(c), one can associate a
G−representation of c with any element t in CG(c), and in the CG
0
(c) case the state in N(c)
associated with this representation assumes the simple form ω
e
−D2
t
◦ pit. This result is at
the basis of the proof of the equivariance (2.2.40) in Thm. 2.2.81. It is in the proof of the
next result that we use Cor. 1.2.5(1).
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Lemma 2.2.26 (States originated via the same integer phase). Let c ∈ A∗
G
be integer,
then the following map
(2.2.20) 〈T, α,µ, u,H,D, Γ 〉
eG
7→ 〈T, α,µ, u,H,Φ 〉,
where Φ is the JLO cocycle asssociated to 〈 R˜
µ
H(a(G)
T
α ), D, Γ 〉, is well-defined on C
G(c) ∪
CG
0
(c) and mapping CG(c) into RepG(c). Moreover for all t ∈ CG
0
(c)
(2.2.21) Ψ−
eG(t)
◦ jeG(t) = ω
e
−D2
t
◦ pit,
in particular
(2.2.22) CG0 (c) ⊆ C
G(c) and DG(c) ⊆ NG(c).
Remark 2.2.27. In Assump. 2.1 and Def. 2.2.31 G will be interpreted as a physical
system, A∗
G
as the set of the states of G, called phases, and NG(c) as the set of the states,
of suitable physical systems, originated via the phase c for any c ∈ A∗
G
. Thus since
Lemma 2.2.26 in case c is integer, any C0−representation of c induces a state originated
via c whose form is given in (2.2.21). In particular since Rmk. 2.2.22 we have that
ω
e−((D
G)Tα )
2 ◦ (piG)Tα is a state originated via the integral phase m
G
(T, α) for all T ∈V•(G) and
α ∈ PT
G
. This fact is at the basis of the proof in Thm. 2.2.81 that the map V•, defined in
Def. 2.2.77, satisfies the H equivariance (2.2.40).
Proposition 2.2.28. Let H be a Hilbert space, Γ a Z2−grading on H, and D a possibly
unbounded selfadjoint operator in H. If ΓDΓ = −D and D is positive, then D = 0.
Proof. IfD is positive thenD = D
1
2 D
1
2 , whereD
1
2 is a positive, in particular selfadjoint,
operator in H, thus
ΓDΓ = ΓD
1
2 D
1
2Γ
= (D
1
2Γ)∗(D
1
2Γ),
where the second equality follows since a general rule, see for example [1, Prp. 1.2.4.(4)],
and since Dom(D
1
2Γ) = ΓDom(D
1
2 ) is dense indeed Dom(D
1
2 ) is dense and Γ is unitary.
Therefore ΓDΓ is positive, and its spectrum is a subset of R+, while the spectrum of −D
is a subset of R−. Hence ΓDΓ = −D implies that the spectrum of −D equals {0} and the
statement follows since (0.2.15) and the spectral theorem. 
Proof of Lemma 2.2.26. The first sentence of the statement is trivial, (2.2.22) follows
since ω
e
−D2
t
◦ pit ∈ Npit and (2.2.21), so let us prove (2.2.21). Let t = 〈T, α,µ, u,H,D, Γ 〉,
H = 〈H,pi, Ω 〉, ρ = e−D
2
, Φ0 = Φ
e(t)
0
, B = BTα,µ(G), B
+
1
the closed unit ball of B+, while
S = R˜µ
H
((aG)
T
α ) and S0 = R
µ
H
((aG)
T
α ) which is nondegenerate sinceH it is so. We deduce that
(2.2.23) Φ0 = Tr ◦ LΓρ ◦ S = Tr ◦ Lρ ◦ RΓ ◦ S,
the first equality follows since [16, IV.8.δ], the second since the commutativity property
of the trace. Next Γ commutes with D2 since ΓDΓ = −D by construction, and since
ΓD2Γ = ΓDΓΓDΓ, thus Γ ∈ ED2(B(R))
′ since [19, Cor. 18.2.4] or [22, 5.6.17], where ED2
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is the resolution of the identity of the selfadjoint operator D2 and B(R) is the set of the
Borelian subsets of R. Moreover since the construction of the functional calculus and
[17, Thm. 4.10.8( f )], or by [22, 5.6.26] or [1, Thm 1.5.5(vi)], the functional calculus of
any possibly unbounded normal operator A takes values in the algebra of the operators
affiliated to the von Neumann algebra EA(B(R))
′′, in particular the operator function
belongs to this algebra if it is bouded, therefore
(2.2.24) [Γ, ρ] = 0.
It is worthwhile noting that since the map composition law of the functional calculus
(D2)1/2 = |D|which equals D if and only if D is positive, case excluded by Prp. 2.2.28 and
since the trivial case D = 0 has been excluded from the beginning. Therefore the fact
that Γ commutes with e−D
2
does not conflict with ΓDΓ = −D. Next Γ and ρ are selfadjoint
thenΦ0 is hermitian since (2.2.24) since Tr is hermitian and the commutativity preperty
of the trace, thus
(2.2.25) Φ0 =
1
2
(Φ0 +Φ
∗
0).
Next let b ∈ B+
1
such that S(b) = Γ which exists by hypothesis, then since Γ2 = 1, Rmk.
1.2.11 and (2.2.23) we have
(2.2.26)
‖Φ0‖ ≥ sup{(Tr ◦ Lρ ◦ RΓ ◦ S)(ab) | a ∈ B
+
1 }
= sup{(Tr ◦ Lρ ◦ S)(a) | a ∈ B
+
1 }
= Tr(ρ).
Next let P± be the projector associated with the Hilbert subspace H
± = {v ∈ H | Γv = ±v},
thus P+ + P− = 1 and ΓP j = (−1)
jP j, j ∈ {−1, 1}, hence for all a ∈ B+
Tr(ΓρS(a)) =
∑
j=−1,1
Tr
(
ΓP jρS(a)
)
=
∑
j=−1,1
(−1) jTr(P jρS(a)).
Therefore since (2.2.23)
(2.2.27) Φ0 =
∑
j=−1,1
(−1) jTr ◦ LP jρ ◦ S,
in particular by Rmk. 1.2.11
‖Φ0‖ ≤
∑
j=−1,1
‖Tr ◦ LP jρ ◦ S‖
=
∑
j=−1,1
Tr(P jρ)
= Tr(ρ),
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which together (2.2.26) implies
(2.2.28) ‖Φ0‖ =
∑
j=−1,1
‖Tr ◦ LP jρ ◦ S‖ = Tr(ρ).
So Φ♮
0
= ωρ ◦ S since (2.2.25,2.2.27,2.2.28) and Rmk. 2.2.13, hence
(2.2.29) Φ♮
0
↾ B = ωρ ◦ S0,
and (2.2.21) follows since Cor. 1.2.5(1). 
2.2.3. Physical Interpretation. InDef. 2.2.31we define the physical interpretation of
the data of the category G(G, F, ρ), expecially we physically decode the states originated
via a phase described in Def. 2.2.24. What here introduced will be emploied in the next
section to describe the physical invariances of a nucleon-fragment doublet.
Remark 2.2.29. If φ is a β−KMS state for some one-parameter dynamics τ with
β > 0, i.e. a state of thermal equilibrium at the inverse temperature β of the system
whose dynamics is τ, thenφ−normal states usually are interpreted as states obtained by
performing on φ small perturbations or operations. Thus, according to Def. 2.2.15(6),
(2.2.4) and [15, p. 77], for any c ∈ A∗ and r ∈ RepG(c) such that αr ∈ R+0 , it follows that
Ψ−r ◦ jr is a state generated by an operation performed on the state of thermal equilibrium
ϕr at the inverse temperature αr of the system whose dynamics is εr(−α−1r (·)).
Remark 2.2.30 (Noncommutative geometric nature of the degeneration ofNG(c)). Let
c ∈ A∗ and χ ∈ N(c), so there exists r ∈ RepG(c) such that
(2.2.30) χ = Ψ−r ◦ jr.
Next Ψ−r is the canonical extension of Ψr to M(Br), where Ψr is the restriction to Br of the
state associated to the 0−dimensional component of the entire normalized cyclic even
cocycle Φr on B+r such that c = vr i.e.
(2.2.31)
Ψ−r ◦ i
Br = Ψr,
Ψr = (Φ
r
0)
♮ ↾ Br,
c(f) =ℜ〈 ur(f), [Φ
r] 〉r ∀f ∈ A.
(2.2.30) and (2.2.31) justify Assumtion 2.1(4b) where we propose to consider any element
in N(c) as a state whose occurrence signales the occurrence of the phase c. If we get an
entire normalized even cocyle Φ˜ on Br such that{
χ˜  ((Φ˜0)♮ ↾ Br)− ◦ jr ∈ Npir ,
[Φr] = [Φ˜],
then r˜  〈T, α,µ, u,H, Φ˜ 〉 ∈ N(c). Therefore χ˜ , χ implies that N(c) is degenerate with
degeneration of noncommutative geometric nature.
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Next we think about the elements of NG(c) as those states of suitable systems O’s,
signaling the occurrance of the phase c of G, namely such that whenever one of the
systems O’s occurs in one of these states, then the physical system G previously occurred
in the phase c. According to Rmk. 2.2.30 the degeneration of the set of the states
originated via the same phase can be of noncommutative geometric nature. We can
consider G as the group of spatiotemporal translations and F the group containing the
gauge group F0 and the remaining symmetries of the system, in such a case ρ restricted
to F0 needs to be trivial.
Assumption 2.1. For any N ∈ Obj(G(G, F, ρ)) there exists a unique physical system still
denoted by N such that
(1) AN is the set of observables of N;
(2) A∗
N
is the set of states, said phases of N,
(3) for any T ∈ TN and α ∈ PTN there exists a physical system O(N)
T
α such that
(a) A(N)Tα and EA(N)Tα are the algebra of observables and the set of states of O(N)
T
α
respectively. If α ∈ R+0 then O(N)
T
α evolves in time through (ε
N)Tα (−α
−1(·)),
(b) T acts as a special type of operation on EATα producing states of O(N)
T
α via the
intermediation of phases of N;
(4) for all c ∈ A∗
N
and r ∈ RepN(c) the following properties hold
(a) if the operation Tr is performed on the system O(N)
Tr
αr when occurring in the state
ϕr, then O(N)
Tr
αr will occur in the state Ψ
−
r ◦ jr,
(b) if O(N)Trαr occurs in the state Ψ
−
r ◦ jr then N occurred in the phase c;
(5) the information about the set of operationsTN are sufficient to provide the set of observ-
ables AN with the structure of a group but not an algebra;
(6) for any l ∈ H, f ∈ AN, T ∈ TN and a ∈ A(N)
T
α
(a) ψN(l)(f) is the observable obtained by transforming f through l,
(b) bN(l)(T) is the operation obtained by transforming T through l,
(c) V(N)Tα (l)(a) is the observable of the system O(N)
bN(l)(T)
α , obtained by transforming
a through l,
(7) for allM ∈ Obj(G(G, F, ρ)), (g, d) ∈MorG(G,F,ρ)(N,M), f ∈ AN and Q ∈ TM
(a) g(f) is the observable of the systemM obtained by transforming f through g,
(b) d(Q) is the operation obtained by tranforming Q through d,
Now we fix those properties of any physical interpretation satisfying Assumption
2.1 and Rmk. 2.2.29. In what follows let ≡ denote equivalence of propositions.
Definition 2.2.31. We call interpretation any couple of maps (s, u) such that if G,M ∈
Obj(G(G, F, ρ)), (g, f) ∈ MorG(G,F,ρ)(G,M), P ∈ TM, β ∈ P
P
M
, Q ∈ TG, α ∈ PQG , T ∈
MorCA∗(A(G)
f(P)
β ,A(M)
P
β ), b ∈ A(G)
f(P)
β such that b = b
∗, l ∈ H, f ∈ AG, c ∈ A
∗
G
such that
RepG(c) , ∅, 4 r ∈ RepG(c), χ ∈ EA(G)Qα , a ∈ A
Q
α such a = a
∗, C is a category, a ∈ C and F is a
functor from C to G(G, F, ρ), then
4in particular c = m
G
(Q, α)
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(1) s(G) ≡ the nucleon system u(G),
(2) u(F(a)) ≡ generated by the fissioning system u(a),
(3) s(O(G)Qα ) ≡ the fragment system whose observable algebra is A(G)
Q
α ;
(4) s(O(G)Qα ) ≡ the fragment systemwhose observable algebra isA(G)
Q
α andwhose dynamics
is (εG)Qα (−α
−1(·)), if α ∈ R+0 ,
(5) s(χ) ≡ the state of s(O(G)Qα ) u(χ),
(6) s(χ) ≡ the state u(χ) of s(O(G)Qα ),
(7) s(a) ≡ the observable u(a) of s(O(G)Qα ),
(8) s(a) ≡ the observable of s(O(G)Qα ) u(a),
(9) u(V(G)Qα (l)) ≡ l,
(10) s(Q) ≡ the operation u(Q),
(11) u(bG(l)) ≡ l;
(12) uM(Tb) ≡ obtained by transforming through the action of u(T) s(b),
(13) u(f(P)) ≡ obtained by transforming through the action of u(f) s(P),
(14) χ(a) equals the mean value in s(χ) of s(a),
(15) u((ϕG)Qα ) ≡ of thermal equilibrium (ϕ
G)Qα at the inverse temperature α, if α ∈ R
+
0 ,
(16) s(c) ≡ the phase of s(G) occurring by performing s(Tr) on s(ϕr);
(17) s(c) ≡ the phase of s(G) occurring by performing on s(ϕr) s(Tr),
(18) u(Ψ−r ◦ jr) ≡ originated via s(c),
(19) s(f) ≡ the observable u(f) of s(G),
(20) u(ψG(l)) ≡ l,
(21) uM(g(f)) ≡ obtained by transforming through the action of u(g) s(f),
(22) c(f) equals the mean value in s(c) of s(f).
In order to avoid redundancies, oftenwe convein to remove the expression “of s(OTα)“
and “of s(G)”. According to Assumption 2.1(4b), Def. 2.2.31(18) has to be understood
as “whose occurrence follows the occurrence of s(c)”, moreover Def. 2.2.31(16) follows
since Rmk. 2.2.29 and Assumption 2.1(4b). The introduction of the map u permits
to specify the semantics in actual models, we shall use it in addressing in part 3 the
nuclear binary fission phenomenon. This is why we use here in an abstract meaning the
concepts of fragment and nucleon systems. In the remaining of the work let (s, u) be a
fixed interpretation.
Remark 2.2.32. Since Rmk. 2.2.8 we obtain
(1) u(V(G)Qα (l)(a)) ≡ obtained by transforming through the action of l s(a),
(2) u(bG(l)Q) ≡ obtained by transforming through the action of l s(Q),
(3) u(ψG(l)f) ≡ obtained by transforming through the action of l s(f).
Let G be an object ofG(G, F, ρ) and c ∈ A∗
G
, then the next two propositions easily follow
by Def. 2.2.31.
Proposition 2.2.33 (Thermal nature of the nucleon phases and their stability under
variation of the operations.). s(c) ≡ the phase of the nucleon system u(G) occurring by
performing the operation u(Tp) on the state of thermal equilibrium ϕp at the inverse
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temperature αp of the fragment system whose observable algebra is Ap and whose
dynamics is εp(−α−1p (·)), for all p ∈ Rep
G(c) such that αp > 0.
Proposition 2.2.34 (Noncommutative geometric and thermal origination of fragment
states via a nucleon phase.).
Ψ−r ◦ jr
is the ϕr−normal state originated via s(c), of the fragment system whose observable
algebra is Ar and whose dynamics is εr(−α−1r (·)), for all r ∈ Rep
G(c) such that αr > 0.
2.2.4. Nucleon-fragment doublets on C. We define the auxiliary concepts of equi-
variant stability and extendedC−equivariant stability for a category C, in Def. 2.2.52 and
Def. 2.2.62. Nucleon-fragment doublets are essential in order to solve the universality
claim described in introduction 0.1, as we shall establish in Cor. 2.3.56. In Def. 2.2.66
we define the structure of nucleon-fragment doublet T on an arbitrary category, in Def.
2.2.71 we define the T−nucleon phase and T−fragment state and their expanded equiv-
ariances which represent the T−resolution of the equivariant form of the universality
claim. We describe the properties of equivariance of T in Prp. 2.2.70, the consequent
properties of invariance and their physical interpretation in Prp. 2.2.72 and Prp. 2.2.76
with the help of Prp. 2.2.73. In Cor. 2.2.68 we relate a nucleon-fragment doublet on C
to any extended C−equivariant stability. The first step is to define equivariant phases in
Def. 2.2.43 let us start with preparatory definitions.
Definition 2.2.35. Let U be defined pre (G, F, ρ)−map if it is a map on Dom(U) ⊆
Obj(G(G, F, ρ)) such that UN ⊆ TN, for all N ∈ Dom(U). Define U to be a (G, F, ρ)−map
if it is a pre (G, F, ρ)−map such that
(2.2.32) (∀M ∈ Dom(U))(∀(h, f) ∈MorG(G,F,ρ)(N,M))(f(UM) ⊆ UN).
Let 〈H, U 〉 be defined a pre (G, F, ρ)−couple of maps if U is a pre (G, F, ρ)−map and H is a map
on Dom(U) such that HN is a subgroup of H, for all N ∈ Dom(U). H is said to be full if it is the
constant map with constant value equal to H. Let 〈H, U 〉 be defined a (G, F, ρ)−couple of maps
if it is a pre (G, F, ρ)−couple of maps such that for all N ∈ Dom(U) and l ∈ HN
(2.2.33) bN(l)(UN) ⊆ UN.
If U is a (G, F, ρ)−map, then 〈H, U 〉 is a (G, F, ρ)−couple of maps with H full, since
Rmk. 2.2.8.
Definition 2.2.36. Let 〈H,D, U 〉 be defined a (G, F, ρ)−triplet ofmaps ifU is a (G, F, ρ)−map
and 〈H, U 〉 is a pre (G, F, ρ)−couple ofmaps,D is amap such thatDom(D) ⊆ Dom(U),DN ⊆ UN,
for all N ∈ Dom(D), and 〈H ↾ Dom(D), D 〉 is a (G, F, ρ)−couple of maps.
If 〈H, U 〉 is apre (G, F, ρ)−couple ofmaps such thatU is a (G, F, ρ)−map, then 〈H,U, T 〉
is a (G, F, ρ)−triplet of maps.
Definition 2.2.37. LetD be a pre (G, F, ρ)−map, define Dom(D)0 to be the unique subcate-
gory of G(G, F, ρ) such that Obj(Dom(D)0) = Dom(D), and
MorDom(D)0(N,M) = {(h, f) ∈MorG(G,F,ρ)(N,M) | f(DM) ⊆DN},∀N,M ∈ Dom(D).
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Remark 2.2.38. LetD be a pre (G, F, ρ)−map, then
(D,Pr
2
) ∈ Fct((Dom(D)0)op, set),
where Pr2 is the map (g, f) 7→ f defined on MorG(G,F,ρ). If 〈H, D 〉 is a (G, F, ρ)−couple of
maps, N ∈ Dom(D) and l ∈ HN then since Rmk. 2.2.8
(ψN(l), bN(l−1)) ∈ AutDom(D)0(N).
IfU is a pre (G, F, ρ)−map thenDom(U)0 is a subcategory ofDom(U) the full subcategory of
G(G, F, ρ)whose object set equalsDom(U); however ifU is a (G, F, ρ)−map thenDom(U)0 =
Dom(U) as categories.
Definition 2.2.39. Let R be an object of G(G, F, ρ) and Q ∈ TR, set X(R,Q) ≔∏
β∈PQ
R
(
A(R)Qβ
)∗
.
Definition 2.2.40. Let ∆o, Z and Vq be maps on Obj(G(G, F, ρ)) while ∆m be the map on
MorObj(G(G,F,ρ)) such that for allM,N ∈ Obj(G(G, F, ρ)) and (h, f) ∈MorG(G,F,ρ)(N,M), we have
∆o(M) ≔
⋃
Q∈TM
Morset(P
Q
M
,A∗
M
),
while
∆m(h, f) : ∆o(M)→ ∆o(N), Morset(P
I
M
,A∗
M
) ∋ f 7→
(
P
f(I)
N
∋ α 7→ f (α) ◦ h
)
, ∀I ∈ TM,
and
Z(M) ≔
∐
Q∈TM
X(M,Q),
and Vq(M) : H → Autset(Z(M)) such that
Vq(M)(l) : (T, f ) 7→
(
bM(l)(T),Pb
M(l)(T)
M
∋ α 7→ f (α) ◦ V(M)b
M(l)(T)
α (l
−1)
)
.
Definition 2.2.41. Let 〈H, D 〉 be a pre (G, F, ρ)−couple of maps. Define ZH and OH to be
maps on Dom(D) such that for all N ∈ Dom(D)
ZNH ≔ (1 7→ Z(N),Vq(N) ↾ HN),
ONH ≔
(
1 7→ ∆o(N),HN ∋ l 7→ ∆m(ψ
N(l−1), bN(l))
)
.
If in addition 〈H, D 〉 is a (G, F, ρ)−couple of maps let us define PD,H to be the map on Dom(D)
such that for all O ∈ Dom(D)
POD,H ≔ (1O 7→ DO,HO ∋ l 7→ b
O(l) ↾DO).
If H is full we let Z, O and PD denote ZH, OH and PD,H respectively. Let Q
D
≔ (D,QDm) where
QDm is the map on MorDom(D)0 such that for all N,M ∈ Dom(D) and (h, f) ∈ MorDom(D)0(N,M)
we have
QDm((h, f)) ≔ f ↾DM.
Finally define
∆D ≔ (∆o ↾ Dom(D),∆m ↾MorDom(D)).
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Remark 2.2.42. Let 〈H, D,U 〉 be a (G, F, ρ)−triplet of maps. Thus ∆U ∈
Fct(Dom(U)op, set) and QD ∈ Fct((Dom(D)0)op, set), QU ∈ Fct(Dom(U)op, set), while
PN
U
∈ Fct(H, set), in particular PN
U,H
∈ Fct(HN, set), and POD,H,Z
O
H
,OO
H
∈ Fct(HO, set), for
any N ∈ Dom(U) and O ∈ Dom(D).
Next we define an equivariant phase as a section of maps valued in nucleon phase
valued maps contravariant under action of Dom(U), and as a result the value of this
section at any N induces a covariant section under action of HN.
Definition 2.2.43 (Equivariant phases). Let 〈U, m 〉 be defined equivariant phase if
(1) U is a (G, F, ρ)−map;
(2) m ∈
∏
N∈Dom(U)
∏
Q∈UN
Morset(P
Q
N
,A∗
N
);
(3) m ∈MorFct(Dom(U)op,set)(Q
U,∆U).
m is called integer if mN(T, α) is integer for all N ∈ Dom(U), T ∈ UN and α ∈ PTN.
Remark 2.2.44. Let 〈U, m 〉 be an equivariant phase then Def. 2.2.43(3) is equivalent
to state that for allM,N ∈ Dom(U) and (h, f) ∈MorG(G,F,ρ)(N,M) the following diagram is
commutative
(2.2.34) UN
mN
// ∆o(N)
UM
f↾UM
OO
mM
// ∆o(M).
∆m(h,f)
OO
Therefore for all N ∈ Dom(U) and l ∈ H the following diagram is commutative since
Rmk. 2.2.8
(2.2.35) UN
mN
// ∆o(N)
UN
bN(l)↾UN
OO
mN
// ∆o(N),
∆m(ψ
N(l−1),bN(l))
OO
i.e.
(1 7→ mN) ∈MorFct(H,set)(P
N
U ,O
N),∀N ∈ Dom(U).
Definition 2.2.45 (Field determined by an equivariant phase). Let 〈U, m 〉 be an equi-
variant phase, we call field determined by m the map S defined on Dom(U) such that for all
N ∈ Dom(U)
SN ≔ {mN(Q, α)|Q ∈ UN, α ∈ P
Q
N
}.
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Proposition 2.2.46 (Functoriality of S). Let 〈U, m 〉 be an equivariant phase, and S
be the field determined by m, then for all N ∈ Dom(U), l ∈ H, Q ∈ UN and α ∈ PQN we
have ψN∗ (l)(m
N(Q, α)) = mN(bN(l)Q, α). In particular we obtain
(2.2.36) ψN∗ (l)S
N = SN,∀l ∈ H.
Moreover for all M ∈ Dom(U), (h, f) ∈ MorG(G,F,ρ)(N,M), T ∈ UM and β ∈ PTM we have
h†(m
M(T, β)) = mN(f(T), β). In particular we obtain h†SM ⊆ SN hence
(2.2.37) (S, (h, f) 7→ h†) ∈ Fct(Dom(U)
op, set).
Proof. Since Rmk. 2.2.44. 
Next we define sections of maps valued in maps whose values are fragment states
originated via the phases determined by an equivariant phase. The value of this section
at any N induces a covariant section under action of HN. Notice that we do not require
the contravariance with respect to the action of some subcategory ofG(G, F, ρ). A variant
of this request is postponed when introducing extended C−equivariant stabilities.
Definition 2.2.47 (Equivariant states associated with an equivariant phase). W is
a state associated with 〈H, U,m 〉 and equivariant on D if 〈U, m 〉 is an equivariant phase,
〈H,D, U 〉 is a (G, F, ρ)−triplet of maps and there exist o such that
(2.2.38)
W ∈
∏
N∈Dom(D)
∏
Q∈DN
∏
β∈PQ
N
NN(mN(Q, β)),
o ∈
∏
N∈Dom(D)
∏
Q∈DN
∏
β∈PQ
N
RepN(mN(Q, β)),
WN(Q, β) = Ψ−
oN(Q,β)
◦ joN(Q,β),
ToN(Q,β) = Q,
αoN(Q,β) = β,
∀N ∈ Dom(D),Q ∈DN, β ∈ P
Q
N
;
moreover
(2.2.39) (1 7→ gr(WN)) ∈MorFct(HN ,set)(P
N
D,H,Z
N
H),∀N ∈ Dom(D).
We call W a state associated with 〈U, m 〉 equivariant on D if it is a state associated with
〈H, U,m 〉 equivariant onD where H is full.
Remark 2.2.48. Notice that
W ∈
∏
N∈Dom(D)
∏
Q∈DN
∏
β∈PQ
N
NA(N)Q
β
,
in particular gr(WN) is a section of the bundle 〈Z(N),DN, Pr1 〉.
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Remark 2.2.49. (2.2.39) is equivalent to say that for all l ∈ HN the following diagram
is commutative
(2.2.40) DN
gr(WN)
// Z(N)
DN
bN(l)↾DN
OO
gr(WN)
// Z(N).
Vq(N)(l)
OO
Definition 2.2.50 (Field determined by an equivariant state). LetW be a state associated
to 〈H, U,m 〉 and equivariant onD, we call field determined by W the map J on Dom(D) such
that for all N ∈ Dom(D)
JN ≔ gr(WN)(DN).
Proposition 2.2.51 (Covariance of the field determined by an equivariant state). Let
W be a state associated with 〈H, U,m 〉 and equivariant on D, and let J be the field
determined byW, then for all N ∈ Dom(D) and l ∈ HN,
Vq(N)(l)J
N = JN,
i.e. JN is the space of the representation of HN via the action Vq(N). In particular if
we assume that there exists a von Neumann algebra X(N) and a map X(N) : H →
AutCA∗(X(N)) such that X(N) = A(N)
Q
α , and X(N) = V(N)
Q
α , for all Q ∈ DN and α ∈ P
Q
N
,
and define XN∗ : HN → Autset(X(N)
∗) such that l 7→ (ω 7→ ω ◦ XN(l−1)) and the mapW on
Dom(D) such that
WN ≔ {WN(Q, α)|Q ∈DN, α ∈ P
Q
N
},
then
(2.2.41) XN∗ (h)W
N =WN,∀h ∈ HN.
I.e. WN is the space of a representation of HN via the dual action of X
N.
Proof. Since (2.2.40). 
Definition 2.2.52 (Equivariant stabilities). 〈H, U,m,W 〉 is an equivariant stability on
D ifW is a state associated with 〈H, U,m 〉 and equivariant onD. Moreover 〈U, m,W 〉 is a full
equivariant stability onD if 〈H, U,m,W 〉 is an equivariant stability onD and H is full, while
it is integer if m it is so.
In order to introduce extended C−equivariant stabilities we need some preparatory
definitions. As remarked in section 0.2, for any nonempty subset S of the object set of
a category A we let S denote also the full subcategory of A whose object set is S. The
general concept of enrichment is introduced for example in [24, Def. 1.3.2]. For what
concerns the following definition we need a particular case, and of this case only to
know that if A is enriched over B, thenMorA(x, y) is an object of B for all x, y objects of A.
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Definition 2.2.53. Let K and D be categories, F ∈ Fct(K,D), C be an object of D and D be
enriched over itself in a way that there exists the map
(·)F,C
†
∈
∏
T∈MorK
MorD(MorD(Fo(c(T)),C),MorD(Fo(d(T)),C)),
such that for any object X,Y of K and T ∈MorK(X,Y) we have
(2.2.42)
{
TF,C
†
: MorD(Fo(Y),C)→MorD(Fo(X),C),
TF,C
†
(g) ≔ g ◦ Fm(T),∀g ∈MorD(Fo(Y),C).
Remark 2.2.54. Since F is a functor we deduce that(
X 7→MorD(Fo(X),C),T 7→ T
F,C
†
)
∈ Fct(Kop,D).
Weshall use this notationmainly in the following cases, (1)K = CA∗,D = BS,F = ICA∗→BS
and C = C; (2) K = D = Ab, F = IdAb and C = R. Thus consistently with the operation
(·)† used in part 1, we let T† denote T
F,C
†
only in these two cases and whenever it is clear
by the context which category K is involved.
Definition 2.2.55. Let K be a category, E a subcategory of G(G, F, ρ) and L ∈ Fct(K,E).
For i ∈ {1, 2} let Li = Pri ◦Lm where Pri is the function defined on MorG(G,F,ρ) projecting over the
i−th component. Thus L1 and L2 are maps uniquely determined by
(2.2.43)
(A ◦ Lo,L1) ∈ Fct(K,Ab),
(T ◦ Lo,L2) ∈ Fct(K
op, set),
Lm(t) = (L1(t),L2(t)),∀t ∈MorK.
Ab is enriched over itself, since MorAb(x, y) ∈ Ab via the pointwise composition, inversion and
identity for any x, y ∈ Ab, moreover
(L1)† ∈
∏
t∈MorK
MorAb(A
∗
L(c(t)),A
∗
L(d(t))),
t 7→ (L1(t))†.
Remark 2.2.56. Let K be a category, E a subcategory of G(G, F, ρ) and L ∈ Fct(K,E),
then the two inclusions in (2.2.43) mean the following
L1 ∈
∏
t∈MorK
MorAb(AL(d(t)),AL(c(t))),
L2 ∈
∏
t∈MorK
Morset(TL(c(t)),TL(d(t))),
and for all x, y ∈MorK such that d(x) = c(y)
L1(x ◦ y) = L1(x) ◦ L1(y),
L2(x ◦ y) = L2(y) ◦ L2(x).
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Moreover (A,Pr1) ∈ Fct(G(G, F, ρ),Ab), so (A,Pr1) ◦ IE→G(G,F,ρ) ◦ L ∈ Fct(K,Ab), let us
denote it by U thus
U = (A ◦ Lo,L1),
(L1)† = (·)
U,R
†
,
(A∗ ◦ Lo, (L1)†) ∈ Fct(K
op,Ab).
Definition 2.2.57. Let U be a map such that Dom(U) ⊆ Obj(G(G, F, ρ)), C a category and
F a functor from C to G(G, F, ρ). Define Θ(U,F) ≔ F−1(Dom(U)) and FU ≔ F ◦ IΘ(U,F)→C.
Set Fo
U
≔ (FU)o, and F
m
U
≔ (FU)m. Dom(U) is a subcategory of G(G, F, ρ), so Θ(U,F) is a
well-defined subcategory of C, and FU is a functor from Θ(U,F) to Dom(U) since the convention
established in section 0.2. Thus according to Def. 2.2.55 we can define the map F†
U
≔ ((FU)1)†.
Note that by (0.2.21) we have also that
FU ∈ Fct(Θ(U,F)
op,Dom(U)op).
Definition 2.2.58. LetD be a pre (G, F, ρ) map, C be a category and F a functor from C to
G(G, F, ρ). Define
Ξ(D,F) ≔ F−1(Dom(D)0),
FD ≔ F ◦ IΞ(D,F)→C,
and set FDo ≔ (F
D)o, and F
D
m ≔ (F
D)m.
According to the convention in section 0.2 we consider FD as a functor from Ξ(D,F)
to Dom(D)0, hence by (0.2.21) we have also that
FD ∈ Fct(Ξ(D,F)op, (Dom(D)0)op).
Note that ifU is a pre (G, F, ρ)−map, then Ξ(U,F) is a subcategory of Θ(U,F), however if
U is a (G, F, ρ)−map then Ξ(U,F) = Θ(U,F). In the next definition we use Z introduced
in Def. 2.2.40,
Definition 2.2.59. Let K be a category, E a subcategory of G(G, F, ρ), E ∈ Fct(K,E) and
Z ∈ Fct(Kop, set) such that Zo = Z ◦ Eo. Define Z1 and Z2 maps on MorK such that
Z1 ∈
∏
t∈MorK
Morset(TE(c(t)),TE(d(t))),
Z2 ∈
∏
t∈MorK
∏
Q∈TE(c(t))
Morset
(
X(E(c(t)),Q),X(E(d(t)),Z1(t)Q)
)
;
and for all t ∈MorK and (Q, f ) ∈ Z(E(c(t)))
Z(t)(Q, f ) = (Z1(t)Q,Z2(t,Q) f ).
The concept below introduced is fundamental to integrate in the definition of
extended C−equivariant stabilities the missing contravariance of W under action of
Dom(D)0 in a way that this action is induced by the conjugate of an action over observ-
ables.
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Definition 2.2.60. Let H be a category, E a subcategory of G(G, F, ρ) and E ∈ Fct(H,E).
Let 〈Z, S 〉 be defined a conjugate action via E if
(1) Z ∈ Fct(Hop, set);
(2) Zo = Z ◦ Eo;
(3) Z1 = E2;
(4)
S ∈
∏
t∈MorH
∏
Q∈TE(c(t))
∏
β∈PQ
E(c(t))
MorCA∗
(
A(E(d(t)))E2(t)Qβ ,A(E(c(t)))
Q
β
)
;
(5) let t ∈ MorH, Q ∈ TE(c(t)) and α ∈ P
Q
E(c(t))
, thus for any f ∈ X(E(c(t)),Q) and s ∈ MorH
such that d(t) = c(s) the following diagram is commutative
A(E(c(t)))Qα
f (α)
// C
A(E(d(s)))E2(t◦s)Qα
S(s,E2(t)Q,α)
//
S(t◦s,Q,α)
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
A(E(d(t)))E2(t)Qα .
S(t,Q,α)
OO
(Z2(t,Q) f )(α)
;;✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈
In particular (Z2(t,Q) f )(α) = S(t,Q, α)†( f (α)), moreover the left triangle in the
diagram in Def. 2.2.60(5) is well-set indeed d(s) = d(t ◦ s), c(t) = c(t ◦ s) and
E2(t ◦ s) = E2(s) ◦ E2(t) since (2.2.43).
Definition 2.2.61 (C−equivariant stabilities). K = 〈 〈H, U,m,W 〉, F 〉 is a
C−equivariant stability on D if 〈H, U,m,W 〉 is an equivariant stability on D, C is a cate-
gory and F ∈ Fct(C,G(G, F, ρ)). 〈 〈U, m,W 〉, F 〉 is a full C−equivariant stability onD if K is
a C−equivariant stability onD and H is full.
Now we are able to give the following
Definition 2.2.62 (Extended C−equivariant stabilities). 〈 〈H, U,m,W 〉, F 〉 is an ex-
tended C−equivariant stability onD via Z and S if
(1) 〈 〈H, U,m,W 〉, F 〉 is a C−equivariant stability onD;
(2) 〈Z, S 〉 is a conjugate action via FD;
(3) gr ◦W ◦ FDo ∈MorFct(Ξ(D,F)op,set)(Q
D ◦ FD,Z).
Notice that Def. 2.2.62(3) integrates the missing symmetry ofWw.r.t. the contravari-
ant action of the category Dom(D)0, by displaying instead the contravariance of the
section gr◦W◦FDo with respect to the action of the inverse image Ξ(D,F) ofDom(D)
0 via
the functor F. We shall see its meaning in the more general context of nucleon-fragment
doublets in Prp. 2.2.70 and Prp. 2.2.72 and its physical interpretation in Prp. 2.2.76.
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Remark 2.2.63. Let 〈 〈H, U,m,W 〉, F 〉 be an extended C−equivariant stability on D
via Z and S, then Def. 2.2.62(3) is equivalent to state that for all d, e ∈ Ξ(D,F) and
t ∈MorΞ(D,F)(e, d) the following is a commutative diagram
DF(e)
gr(WF(e))
// Z(F(e))
DF(d)
F2(t)↾DF(d)
OO
gr(WF(d))
// Z(F(d)).
Z(t)
OO
Next we state the symmetry properties corresponding to the data of an extended
C−equivariant stability.
Proposition 2.2.64 (Properties of equivariance related to a C−equivariant stability).
Let C be a category and E = 〈 〈H,U,m, W 〉, F 〉 be a C−equivariant stability onD. Then
m ◦ Fo
U
= m ∗ 1FU and
(1) m ◦ Fo
U
∈MorFct(Θ(U,F)op,set)(Q
U ◦ FU ,∆U ◦ FU),
(2) (1 7→ mF(a)) ∈MorFct(HF(a),set)(P
F(a)
U
,OF(a)
H
), for all a ∈ Θ(U,F),
(3) (1 7→ gr(WF(b))) ∈MorFct(HF(b),set)(P
F(b)
D,H
,ZF(b)
H
), for all b ∈ Ξ(D,F).
If S denotes the field determined by m, then
(2.2.44)
(S ◦ FoU,F
†
U) ∈ Fct(Θ(U,F)
op, set),
ψ
F(a)
∗ (h)S
F(a) = SF(a),∀a ∈ Θ(U,F),∀h ∈ HF(a).
If E is an extended C−equivariant stability on D via Z and S and J denotes the field
determined byW, then
(2.2.45)
(J ◦ FDo ,Zm) ∈ Fct(Ξ(D,F)
op, set),
Vq(F(b))(l)J
F(b) = JF(b),∀b ∈ Ξ(D,F),∀l ∈ HF(b).
Proof. The first sentence follows since (0.2.19), then follows st. (1); sts. (2,3) are
trivial. (2.2.44) follows since Prp. 2.2.46, while (2.2.45) follows since Rmk. 2.2.63 and
Prp. 2.2.51. 
Remark 2.2.65. The inclusion in (2.2.45) means for all a, b ∈ Ξ(D,F) and t ∈
MorΞ(D,F)(b, a) that
Z(t)JF(a) ⊆ JF(b).
Part of the requests in the definition of the category G(G, F, ρ) has been introduced
to develop the semantics, i.e. the physical interpretation in section 2.2.3, while the
remaining part to ensure the existence of an equivariant stability as we shall see in
section 2.2.5. This because, in order to fulfill our aim to resolve the universality claim,
we are interested to the symmetry properties related to the category C stated in Prp.
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2.2.64 and Def. 2.2.62(3), but isolated from all what does not affect the physical meaning
according to the semantics. Prp. 2.2.64 itself and Def. 2.2.62 exhibit the clues to extract
the physically relevant information of an extended C−equivariant stability, in a context
where the use of the functor F reduces at minimum, i.e. where it suffices and operates
only to apply the semantics. Henceforthwe are in the position to introduce the following
definition where each item is titled with the description of the corresponding content.
Definition 2.2.66 (Nucleon-fragment doublets). 〈 S, J,Z, S,L, m,W,R,D,U 〉 is a
nucleon-fragment doublet on C if
(1) C is a category;
(2) 〈R,D, U 〉 is a (G, F, ρ)−triplet of maps;
(3)
L ∈ Fct(C,G(G, F, ρ));
(4) S is a field of nucleon phases contravariant under action of Θ(U,L) via the conjugate of
L1.
S ∈ Fct(Θ(U,L)op, set),
Sa ⊆ A∗
L(a),∀a ∈ Θ(U,L),
S(t) = (L1(t))† ↾ S
c(t),∀t ∈MorΘ(U,L);
(5) Each fiber of S is covariant under action of H via the dual of ψ ◦ Lo.
ψ
L(a)
∗ (h)S
a = Sa,∀a ∈ Θ(U,L),∀h ∈ RL(a);
(6) m is a section of maps valued in S−valued maps, contravariant under action of Θ(U,L)
via Sm and L2, whose values induce covariant sections under action of H via the dual of
ψ ◦ Lo and via b ◦ Lo.
m ∈
∏
a∈Θ(U,L)
∏
Q∈UL(a)
Morset(P
Q
L(a), S
a),
such that
(2.2.46) m ∈MorFct(Θ(U,L)op,set)(Q
U ◦ LU ,∆
U ◦ LU),
and
(2.2.47) (1 7→ ma) ∈MorFct(RL(a),set)(P
L(a)
U
,OL(a)
R
),∀a ∈ Θ(U,L).
(7) J is a field of disjoint union over operations of set of maps - with values fragment states
originated via the nucleon phases determined by m - contravariant under action of
Ξ(D,L) via Jm where J1 = L2 and J2 is induced by the conjugate of the evaluation of S.
(2.2.48) J ∈ Fct(Ξ(D,L)op, set),
and 〈Z, S 〉 is a conjugate action via LD such that
(a) Jb ⊂ Z(b), for all b ∈ Ξ(D,L),
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(b) J(t) = Z(t) ↾ Jc(t) for all t ∈MorΞ(D,L);
and
(2.2.49) Jb ⊂
∐
Q∈DL(b)
∏
β∈PQ
L(b)
NL(b)(mb(Q, β)),∀b ∈ Ξ(D,L).
(8) Each fiber of J is covariant under action of H via a map induced by the dual of V ◦ Lo.
Vq(L(b))(l)J
b = Jb,∀b ∈ Ξ(D,L),∀l ∈ RL(b);
(9) W is a map such that gr ◦W is a section of J, contravariant under action of Ξ(D,L)
via Jm and L2, whose values induce sections covariant under action of H via the dual of
V ◦ Lo and via b ◦ Lo. There exists o such that
(2.2.50)
W ∈
∏
b∈Ξ(D,L)
∏
Q∈DL(b)
∏
β∈PQ
L(b)
NL(b)(mb(Q, β)),
o ∈
∏
b∈Ξ(D,L)
∏
Q∈DL(b)
∏
β∈PQ
L(b)
RepL(b)(mb(Q, β)),
Wb(Q, β) = Ψ−
ob(Q,β)
◦ job(Q,β),
Tob(Q,β) = Q,
αob(Q,β) = β,
∀b ∈ Ξ(D,L),Q ∈DL(b), β ∈ P
Q
L(b);
(2.2.51) gr ◦W ∈MorFct(Ξ(D,L)op,set)(Q
D ◦ LD , J)
and
(2.2.52) (1 7→ gr(Wb)) ∈MorFct(RL(b),set)(P
L(b)
D,R
,ZL(b)
R
),∀b ∈ Ξ(D,L).
Remark 2.2.67. Notice that the first request in (2.2.50) implies the existence of an o
satisfying the second request and for which the first equality in (2.2.50) holds. However
even (2.2.51) does not imply the second and third equalities in (2.2.50).
Since Def. 2.2.66 abstracts properties of an extended C−equivariant stability, it is
natural to expect that
Corollary 2.2.68. Let C be a category and E = 〈 〈H,U,m, W 〉, F 〉 be an extended
C−equivariant stability onD via Z and S, and let S and J denote the fields determined
bym andW respectively. Then 〈 (S◦Fo
U
,F†
U
), (J◦FDo ,Zm),Z, S,F, m∗1FU,W◦F
D
0 ,H,D,U 〉
is a nucleon-fragment doublet on C.
Proof. Since Prp. 2.2.64 and the definitions of S and J. 
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Definition 2.2.69. We call related to E the nucleon-fragment doublet constructed in Cor.
2.2.68.
Up to the end of section 2.2.4 we let T = 〈 S, J,Z, S,F, m,W,R,D,U 〉 be a fixed but
arbitrary nucleon-fragment doublet on C. Clearly the following results apply for the
nucleon-fragment doublet related to any extended C−equivariant stability on D via Z
and S. In Prp. 2.2.70 we make explicit the symmetries of S, m, J and W, in this way
clarifying the meaning of the titles in the items of Def. 2.2.66. We emphatize that all
the actions over functionals involved are conjugate of actions over observables. As a
result Prp. 2.2.72 describes the properties of invariance of a nucleon-fragment doublet,
physically interpeted as invariance of mean values in Prp. 2.2.76 with the help of Prp.
2.2.73 and Prp. 2.2.75.
Proposition 2.2.70 (Properties of equivariance of a nucleon-fragment doublet). Let
t ∈MorΘ(U,F) and h ∈MorΞ(D,F). Thus
(1) S(t ◦ l) = S(l) ◦ S(t) for all l ∈MorΘ(U,F) such that d(t) = c(l) and
Sc(t) ⊆ A∗
F(c(t)),
S(t)Sc(t) ⊆ Sd(t),
S(t)u = u ◦ F1(t),∀u ∈ S
c(t).
(2) for all Q ∈ UF(c(t)) and α ∈ PQF(c(t))
mc(t)(Q, α) ∈ Sc(t),
mc(t)(Q, α) ◦ F1(t) = m
d(t)(F2(t)Q, α),
mc(t)(Q, α) ◦ψF(c(t))(l−1) = mc(t)(bF(c(t))(l)Q, α),∀l ∈ RF(c(t)).
(3) J(h ◦ i) = J(i) ◦ J(h), for all i ∈MorΞ(D,F) such that d(h) = c(i),
J(h)Jc(h) ⊆ Jd(h),
and for all (I, f ) ∈ Jc(h)
(2.2.53)
I ∈DF(c(h)), f ∈
∏
β∈PI
F(c(h))
NF(c(h))(mc(h)(I, β)) ∩NA(F(c(h)))I
β
,
J(h)(I, f ) = (F2(h)I, fh),
fh : P
F2(h)I
F(d(h))
∋ γ 7→ f (γ) ◦ S(h,I, γ).
(4) For all I ∈DF(c(h)), β ∈ P
I
F(c(h))
and h ∈ RF(c(h))
(I,Wc(h)(I)) ∈ Jc(h),
Wc(h)(I, β) ◦ S(h,I, β) =Wd(h)(F2(h)I, β),
Wc(h)(I, β) ◦ V(F(c(h)))b
F(c(h))(h)I
β
(h−1) =Wc(h)(bF(c(h))(h)I, β).
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Proof. St.(1) follows since Def. 2.2.66(4), st.(2) by Def. 2.2.66(6), the first item in
(2.2.53) follows since Def. 2.2.66(7a) and (2.2.49), the remaining of st.(3) by Def. 2.2.66(7).
St.(4) follows since (2.2.51) and (2.2.52). 
As often remarked we introduce the structure of nucleon-fragment doublet on a
category in order to resolve the universality claim. The next definition specifies the
characteristics of the doublet, equivalently stated in Prp. 2.2.70, which primarly serve
to this end, as we will show in Cor. 2.3.56.
Definition 2.2.71 (T−nucleon phase and T−fragment state). We call m and W the
T−nucleon phase and T−fragment state. Moreover let (2.2.46) be called the equivariance of
the T−nucleon phase under contravariant action of Θ(U,L), and let (2.2.47) be called the
equivariance of the T−nucleon phase under action of H. Let (2.2.51) be called the equivariance
of the T−fragment state under contravariant action of Ξ(D,L), and let (2.2.52) be called the
equivariance of the T−fragment state under action of H. Complexively we call all the previous
properties the equivariances of the T−nucleon phase and T−fragment state, expanded if we add
also the property (2.2.50). Finally we callT−resolution of the equivariant form of the universality
claim, the set of the expanded equivariances of the T−nucleon phase and T−fragment state.
Since all the above introduced state-evaluated maps are equivariant under actions
implemented by conjugate of actions over observables, easily Prp. 2.2.70 gives rise to
invariance of mean values as stated in the following
Proposition 2.2.72 (Properties of invariance of nucleon-fragment doublets). Let
(1) a, b ∈ Θ(U,F), T ∈ UF(b), β ∈ P
T
F(b)
,
(2) t ∈MorΘ(U,F)(a, b),
(3) I ∈ UF(a), α ∈ PIF(a), f ∈ AF(a), l ∈ RF(a);
then
mb(T, β)(F1(t)f) = m
a(F2(t)T, β)(f),
ma(I, α)(f) = ma(bF(a)(l)I, α)(ψF(a)(l)f),
Moreover let
(1) d, e ∈ Ξ(D,F), R ∈DF(e), δ ∈ P
R
F(e)
, b ∈ A(F(d))F2(p)R
δ
,
(2) p ∈MorΞ(D,F)(d, e),
(3) O ∈DF(d), γ ∈ POF(d), a ∈ A(F(d))
O
γ , h ∈ RF(d);
then
We(R, δ)(S(p,R, δ)b) =Wd(F2(p)R, δ)(b),
Wd(O, γ)(a) =Wd(bF(d)(h)O, γ)(V(F(d))Oγ (h)a).
Proof. Since Prp. 2.2.70 and (2.2.14). 
Proposition 2.2.73. Under the hypothesis of Prp. 2.2.72 we have
(1) s(F(a)) ≡ the nucleon system generated by the fissioning system u(a);
(2) s(O(F(a))Iα) ≡ the fragment system whose observable algebra is A(F(a))
I
α and
whose dynamics is (εF(a))Iα(−α
−1(·)), if α > 0;
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(3) s((ϕF(a))Iα) ≡ the state of thermal equilibrium (ϕ
F(a))Iα at the inverse temperature
α of s(O(F(a))Iα), if α > 0;
(4) s(ma(I, α)) ≡ the phase of s(F(a)) occurring by performing the operation u(I) on
s((ϕF(a))Iα);
(5) s(We(R, δ)) ≡ the state of s(OF(e)Rδ ) originated via s(m
e(R, δ));
(6) s(O(F(a))b
F(a)(l)I
α ) ≡ the fragment system whose observable algebra is
A(F(a))b
F(a)(l)I
α and whose dynamics is ad((η
F(a))Iα(l)) ◦ (ε
F(a))Iα(−α
−1(·)), if α > 0;
(7) s((ϕF(a))b
F(a)(l)I
α ) ≡ the state of thermal equilibrium (ϕ
F(a))b
F(a)(l)I
α at the inverse
temperature α of s(O(F(a))b
F(a)(l)I
α );
(8) s(ma(bF(a)(l)I, α)) ≡ the phase of s(F(a)) occurring by performing on
s((ϕF(a))b
F(a)(l)I
α ) the operation obtained by transforming through the action of
l the operation u(I);
(9) s(Wd(bF(d)(h)O, γ)) ≡ the state of s(O(F(d))b
F(d)(h)O
γ ) originated via
s(md(bF(d)(h)O, γ));
(10) s(mb(T, β)) ≡ the phase of s(F(b)) occurring by performing the operation u(T) on
s((ϕF(b))Tβ );
(11) s(ma(F2(t)(T), β)) ≡ the phase of s(F(a)) occurring by performing on
s((ϕF(a))F2(t)(T)β ) the operation obtained by transforming through the action of
u(F2(t)) the operation u(T);
(12) s(Wd(F2(p)R, δ)) ≡ the state of s(O(F(d))
F2(p)R
δ
) originated via s(md(F2(p)R, δ)).
Proof. Sts. (4,5) follow by (2.2.50), sts. (8-12) follow by sts. (4,5), the remaining
statements are trivial. 
Convention 2.2.74. Let a ∈ Ξ(D,F), I ∈ DF(a), δ ∈ PIF(a), set F(a)
I
δ
 F(ϕF(a))I
δ
((aF(a))
I
δ
),
i.e.
F(a)Iδ =
{
h ∈ F |
(
(ϕF(a))Iδ ◦ (η
F(a))Iδ ◦ j2
)
(h) = (ϕF(a))Iδ
}
.
Proposition 2.2.75 (Thermal nature-fragment stateNCGorigination-Phase transition
of the nucleon phase ma). Under the hypothesis of Prp. 2.2.72 we obtain
(1) Thermal nature of the nucleon phase ma(I, α) and stability under variation of the
operations Tp. s(m
a(I, α)) ≡ the phase of the nucleon system generated by the
fissioning system u(a), occurring by performing the operation u(Tp) on the
state of thermal equilibrium ϕp at the inverse temperature αp of the fragment
system whose observable algebra is Ap and whose dynamics is εp(−α−1p (·)), for
all p ∈ RepF(a)(c) such that αp > 0.
(2) Noncommutative geometric and thermal origination of fragment states via the nucleon
phase ma(I, α).
Ψ−r ◦ jr,
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is the ϕr−normal state originated via s(m
a(I, α)), of the fragment system
whose observable algebra is Ar and whose dynamics is εr(−α−1r (·)), for all
r ∈ RepF(a)(ma(I, α)) such that αr > 0.
(3) Phase transition of ma via symmetry breaking. s(ma(I, ξ)) exists only for those
ξ ∈ II
F(a)
such that F(a)I
ξ
⊇ F(a)I
(βF(a)c )
I
.
Proof. Since the definition of PN for any N object of G(G, F, ρ), Prp. 2.2.33 and Prp.
2.2.34. 
Jointly Prp. 2.2.73 the next result physically interpret Prp. 2.2.72
Proposition 2.2.76 (Mean values invariance related to a nucleon-fragment doublet).
Under the hypothesis of Prp. 2.2.72 we obtain
(1) Ξ(D,F)−invariance of the mean value in m. The following values are equal
• the mean value in s(mb(T, β)) of the observable obtained by transforming
through the action of u(F1(t)) the observable u(f),
• the mean value in s(ma(F2(t)(T), β)) of the observable u(f).
(2) H−invariance of the mean value in ma. The following values are equal
• the mean value in s(ma(I, α)) of the observable u(f),
• the mean value in s(ma(bF(a)(l)(I), α)) of the observable obtained by trans-
forming through the action of l the observable u(f),
(3) Ξ(D,F)−invariance of the mean value inW. The following values are equal
• the mean value in s(We(R, δ)) of the observable obtained by transforming
through the action of u(S(p,R, δ)) the observable u(b),
• the mean value in s(Wd(F2(p)R, δ)) of the observable u(b);
(4) H−invariance of the mean value in Wd. The following values are equal
• the mean value in s(Wd(O, γ)) of the observable u(a),
• the mean value in s(Wd(bF(d)(h)(O), γ)) of the observable obtained by trans-
forming through the action of h the observable u(a).
Proof. Since Prp. 2.2.72. 
2.2.5. Construction of an equivariant stability. In this section we construct an equi-
variant stability in Thm. 2.2.81.
Definition 2.2.77. Define
T• : Obj(G(G, F, ρ)) ∋ M 7→ TM,
m• : Obj(G(G, F, ρ)) ∋ M 7→ m
M
,
Dom(V•) ≔ {M ∈ Obj(G(G, F, ρ)) |V•(M) , ∅},
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moreover set the map V• defined on Dom(V•) such that for all M ∈ Dom(V•), T ∈ V•(M) and
α ∈ PT
M
V•(M) ∈
∏
Q∈V•(M)
∏
β∈PQ
M
NM(m
M
(Q, β)),
V•(M)(T, α) ≔ Ψ
−
(eM◦tM)(T,α)
◦ j(eM◦tM)(T,α).
Remark 2.2.78. (eM ◦ tM)(T, α) ∈ RepM(m
M
(T, α)) for allM ∈ Dom(V•), T ∈V•(M) and
α ∈ PT
M
since Rmk. 2.2.22 and Lemma 2.2.26, so V• is well-defined.
Lemma 2.2.79. Let B, C and D be three ∗−algebras, where D is unital with unit
1. U ∈ U(D), R ∈ MorCA∗(C,D) and η ∈ MorCA∗(B,C). Then (R ◦ η)
˜ = R˜ ◦ η+, and
(ad(U) ◦R)˜ = ad(U) ◦ R˜.
Proof. Let b ∈ B, c ∈ C and λ ∈ C, then
(R ◦ η)˜(b, λ) = (R ◦ η)(b) + λ1
= R˜(η(b), λ) = (R˜ ◦ η+)(b, λ),
and
(ad(U) ◦ R)˜(c, λ) = (ad(U) ◦R)(c) + λ1
= ad(U)(R(c) + λ1) = (ad(U) ◦ R˜)(c, λ).

Lemma 2.2.80. LetN ∈ G(G, F, ρ),T ∈ TN and α ∈ PTN such that there exists an element
b ∈ (BTα (N))
+ for which ‖b‖ ≤ 1 and R˜Tα (N)(b) = (Γ
N)Tα . If l ∈ H set b
l = ((wN)Tα )
+(l)(b) then
bl ∈ (BT
l
α (N))
+ such that ‖bl‖ ≤ 1 and R˜T
l
α (N)(b
l) = ΓT
l
α . In particular if V•(N) , ∅ then
b(l)(V•(N)) ⊆V•(N).
Proof. The inequality follows since ((wN)Tα )
+(l) is an isometry being (wN)Tα (l) so, while
the equality follows since (2.2.7,2.2.6) and Lemma 2.2.79. 
The following important result ensures the existence of an equivariant stability. Here
the requests (2.2.5, 2.2.6, 2.2.7, 2.2.9), in the definition of the categoryG(G, F, ρ), find their
justification since are used in its proof directly and via Lemma 2.2.80.
Theorem 2.2.81 (Existence of a full integer equivariant stability onV•). 〈T•,m•, V• 〉
is a full integer equivariant stability on V•. Moreover for all N ∈ Dom(V•), T ∈ V•(N) and
α ∈ PT
N
(2.2.54) V•(N)(T, α) = ωexp(−((DN)Tα )2) ◦ (pi
N)Tα .
Proof. In this proof let G be an arbitrary but fixed object of G(G, F, ρ) and let us use
(2.2.11) and convention 2.2.7 by removing the index G. (2.2.54) follows since (2.2.21).
〈T•, m• 〉 is a full equivariant phase according to (2.2.3) Def. 2.2.5, while V• satisfies
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(2.2.38) since construction, V• satisfies (2.2.33) since Lemma 2.2.80. Let us show that V•
satisfies (2.2.40). Let T ∈V•(G), α ∈ PT, l ∈ H, h ∈ {1, l} and set temporarily
ρh = exp(−(D
Th
α )
2) ηl−1 = η
T
α (l
−1)
Ψh = Ψ(e◦t)(Th ,α) zl−1 = z
Tl
α (l
−1)
Rh = R
Th
α (G) wl−1 = w
Tl
α (l
−1)
jh = j
Th
α vl = v
T
α (l)
pi = piTα i = i
T
α
Hh = H
Th
α .
We remove the index h whenever it equals 1. Since (2.2.29) and Lemma 1.2.2(2) we
deduce
(2.2.55) Ψ−l = ωρl ◦ R
−
l .
Next Rl = ad(vl) ◦R ◦wl−1 by (2.2.12) and (2.2.7), hence
(2.2.56)
R−l = (ad(vl) ◦ R)
− ◦ (i ◦wl−1)
−
= ad(vl) ◦R
− ◦ (i ◦ wl−1)
−,
where the first equality follows since wl−1 is surjective, Rl is nondegenerate and Cor.
1.2.17, while the second one follows since R and ad(vl) ◦ R are nondegenerate and
Rmk. 1.2.15. Next R−
l
◦ jl = ad(vl) ◦ R
− ◦ j ◦ ηl−1 ◦ zl−1 since (2.2.15) and (2.2.56), thus
R−
l
◦ jl = ad(vl) ◦ pi ◦ ηl−1 ◦ zl−1 since (0.2.26), which together (2.2.55) yields
(2.2.57) Ψ−l ◦ jl = ωρl ◦ ad(vl) ◦ pi ◦ ηl−1 ◦ zl−1 .
Next ρl = ad(vl)(ρ) since (2.2.6) and (1.1.9), thus for all a ∈ L(H)
TrHl(ρlad(vl)(a)) = TrHl(ad(vl)(ρa)) = TrH(ρa),
in particular TrHl(ρl) = TrH(ρ) so ωρl ◦ ad(vl) = ωρ, therefore since (2.2.57) and (2.2.12)
Ψ−l ◦ jl = ωρ ◦ pi ◦ ηl−1 ◦ zl−1
= ωρ ◦ pi ◦ (z
T
α (l) ◦ η
T
α (l))
−1,
and (2.2.40) follows by (2.2.14) and (2.2.21). 
2.3. The canonical nucleon-fragment doublet T•
In section 2.3.1 we construct the object part of a functor GH△ from Cu(H) to G(G, F, ρ).
In section 2.3.2 we complete the construction of GH△ , and employ this result to establish
in our main Thm. 2.3.52 the existence of a extended full integer Cu(H)−equivariant
stability onV•, and consequently of a nucleon-fragment doublet on Cu(H). Finally as a
consequence of the main theorem we exhibit the resolution of the equivariant form of
the universality claim. In the present section 2.3 we assume fixed two locally compact
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topological groups G and F, a group homomorphism ρ : F → AutGr(G) such that the
map (g, f ) 7→ ρ f (g) on G × F at values in G, is continuous. Let H denote G ⋊ρ F.
2.3.1. The object part GH. The main result in this section is Cor. 2.3.26 were we
construct the object part of a functor from Cu(H) to G(G, F, ρ). Auxiliary important
results in this directions are Thm. 1.1.54 and (2.3.5), Thm. 2.3.17, Thm. 2.3.21 and
Thm. 2.3.25. In the present section 2.3.1 we fix a dynamical system A = 〈A, H,σ 〉,
while starting from Def. 2.3.13 and except Thm. 2.3.25, A is inner and we fix a group
morphism v : H → U(A) such that A is implemented by v. We letKX denoteMorset(X,K)
for any set X and K ∈ {R,C}. By taking into account (0.2.13), Def. 1.1.13 and notations
after (0.2.17) we can give the following
Definition 2.3.1. Letω ∈ EG
A
(τ). We say that 〈H, µ, ζ, f 〉 is a 〈A, ω 〉−selfadjoint system
if
(1) H ≔ 〈H,pi, Ω 〉 is a cyclic representation of A associated withω;
(2) µ ∈ H(SG
Fω
);
(3) ζ : RX → SG
Fω
is a continuous group morphism, where X is a nonempty set;
(4) f is a Cσ(C
X)−measurable map such that there exists an A ∈ Pω(X) satisfying
f (C(A,
∏
x∈A
supp(ETx))) ⊆ R.
Here T  {Tx}x∈X is such that iTx is the infinitesimal generator of the strongly continuous one-
parameter semigroup of unitarities UH ◦ ζ ◦ ix ↾ R+ on H, where ix : R → RX is such that
Pry ◦ix = δx,yIdR, for all x, y ∈ X. Set
(2.3.1) D
ζ, f
H
(A) ≔ f (EET).
We convein to remove (A), whenever it is clear by the context which dynamical system is involved.
Remark 2.3.2. Since RX is an abelian group, we deduce by Prp. 1.1.9 that ET is a
family of commuting Borel RI’s in H. Then we can apply Thm. 1.1.8(2) to ET and state
that D
ζ, f
H
(A) is a well-defined selfadjoint operator in H.
Definition 2.3.3 (Pre thermal phases). We say that T = 〈 h, ξ, βc, I, ω 〉 is a pre thermal
phase associated with A, if h ∈ H, ξ : R → G is a continuous group morphism, βc ∈ R˜, I is a
neighbourhood of βc, and
(2.3.2) ω ∈
∏
β∈I
EG
A
(τ) ∩ Kτ
(h,ξ)
β ,
such that for all α ∈ I
(2.3.3)
{
α ≤ βc ⇒ Fωα ⊇ Fωβc ,
βc < α⇒ Fωβc ∩∁Fωα , ∅.
Definition 2.3.4. Let
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• T = 〈 h, ξ, βc, I, ω 〉 be a pre thermal phase associated with A;
• µ be a Haar system associated withω and A;
• H : I → Repc(A) be such that Hβ = 〈Hβ,piβ, Ωβ 〉 is a cyclic representation of A
associated withωβ, for all β ∈ I;
• ζ : RX → SG
Fωβc
is a continuous group morphism, where X is a nonempty set;
• Γ ∈
∏
α∈I∩]−∞,βc]L(Hα);
• l ∈ H, β ∈ I and α ∈ I∩] −∞, βc].
Define
• ζl ≔ ad(l) ◦ ζ
• µl : I ×H ∋ (γ, h) 7→ µl
(γ,h)
≔ µ(γ,h·ρl).
If there exist A ∈ Pω(X) and a Cσ(C
X)−measurable map f satisfying
(2.3.4) f (C(A,
∏
x∈A
supp(ETαx ))) ⊆ R,
where iTαy is the infinitesimal generator of the semigroup UHα ◦ ζ ◦ iy ↾ R
+ on Hα, for all y ∈ X,
we can set
• D
ζ, f
H,α
(A) ≔ D
ζ, f
Hα
(A),
• R
µ,ζ, f
H,Γ ,α
(A) ≔ (R˜
µ
H,α(A),D
ζ, f
H,α
(A), Γα).
If A is inner implemented by v we can define
Γ lH,v : I∩] −∞, βc] ∋ δ 7→ Γ
l
H,v,δ ≔ ad(piδ(v(l)))(Γδ),
and if in addition (2.3.4) holds we can set
(1) D
ζ, f
H,v,α,l
(A) ≔ D
ζl, f
H
(v,l)
α
(A),
(2) R
µ,ζ, f
H,v,Γ ,α,l
(A) ≔ (R˜
µ
H,v,α,l(A),D
ζ, f
H,v,α,l
(A), Γ l
H,v,α
).
We convein to remove A whenever it is clear the dynamical system involved, in addition to
remove both the indices v and l whenever l equals the unit.
The next result shows that Def. 2.3.4 is well-set and the equivariance of the operator
D
ζ, f
H,v,α,l
under action of H, a step toward the construction in Cor. 2.3.26 of the object
part of a functor from Cu(H) to G(G, F, ρ). Here we use the covariance of the functional
calculus relative to a commuting set of resolutions of the identity stated in Thm. 1.1.14.
Proposition 2.3.5. Def. 2.3.4(1)& (2) are well-defined and we have
(2.3.5) D
ζ, f
H,v,α,l
= piα(v(l))D
ζ, f
H,α
piα(v(l
−1)).
Proof. Since (2.3.3), Lemma 1.1.29(2) and the fact that any bijective map on a set
Y induces an isomorphism of the order by inclusion on the power set of Y, we have
SG
F
ωl
βc
⊆ SG
F
ωlα
, so
ζl : RX → SGF
ωlα
.
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Therefore UH,v,α,l ◦ ζ
l is well-set and Cor. 1.1.35 yields
(2.3.6) UH,v,α,l ◦ ζ
l = ad(piα(v(l))) ◦ UH,α ◦ ζ.
Hence letting Tα,lx be such that iT
α,l
x is the infinitesimal generator of the semigroup
UH,v,α,l ◦ ζ
l ◦ ix ↾ R+ we obtain for all x ∈ X
(2.3.7) Tα,lx = piα(v(l))T
α
x piα(v(l
−1)),
thus by Cor. 1.1.12(2), (0.2.15) and (2.3.4),
(2.3.8) f (C(A,
∏
x∈A
supp(ETα,lx ))) ⊆ R.
Therefore according to Def. 2.3.1, the objects in Def. 2.3.4(1)& (2) are well-defined.
Finally (2.3.5) follows since (2.3.7) and Thm. 1.1.14(2). 
Corollary 2.3.6. Let
(1) T = 〈 h, ξ, βc, I, ω 〉 be a pre thermal phase associated with A;
(2) µ be a Haar system associated withω and A;
(3) H : I → Repc(A) be such that Hβ = 〈Hβ,piβ, Ωβ 〉 is a cyclic representation of A
associated withωβ, for all β ∈ I;
(4) ζ : RX → SG
Fωβc
is a continuous group morphism, where X is a nonempty set;
(5) Γ ∈
∏
α∈I∩]−∞,βc]L(Hα);
(6) l, u ∈ H, β ∈ I and α ∈] −∞, βc] ∩ I.
Then
(1) Fσ∗(l)(ωβ) = ad(Pr2(l))(Fωβ);
(2) SG
Fσ∗(l)(ωβ)
= ad(l)(SG
Fωβ
);
(3) ζl : RX → SG
F
ωl
βc
is a continuous group morphism;
(4) µl is a Haar system associated withωl;
(5) 〈 l ·ρ h, ξ, βc, I, ωl 〉 is a pre thermal phase asociated to A;
(6) if A is inner implemented by v thenRµ
l
H(v,l),v,α,u
= Rµ
H,v,α,u·ρl
moreover if there exists
an A ∈ Pω(X) and a Cσ(C
X)−measurable map f satisfying (2.3.4), then
(2.3.9) D
ζl, f
H(v,l),v,α,u
= D
ζ, f
H,v,α,(u·ρl)
in particular
(2.3.10) R
µl,ζl, f
H(v,l),Γ l
H,v
,α
= R
µ,ζ, f
H,v,Γ ,α,l
.
Proof. St. (1)& (2) follow by ωβ ∈ E
G
A
(τ), and by Lemma 1.1.29. St.(3) follows by
st.(2), while st.(4) since Lemma 1.1.48(2). St.(5) follows since Cor. 1.1.28, st.(1) and since
any bijectivemap on a set induces an isomorphism of the order by inclusion on its power
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set. Rµ
l
H(v,l),v,α,u
is well-set since st.(4), D
ζl, f
H(v,l),v,α,u
is well-set since st. (3,4,5), Rmk. 1.1.32 and
(2.3.8), thus (2.3.9) and the first equality in st.(6) follow since
(2.3.11) (ζl)u = ζu·ρl (µl)u = µu·ρl (H(v,l))(v,u) = H(v,u·ρl).

Definition 2.3.7. If T = 〈 h, ξ, βc, I, ω 〉 is a pre thermal phase associated with A and l ∈ H,
then we define Tl ≔ 〈 l ·ρ h, ξ, βc, I, ωl 〉 which is a pre thermal phase associated with A according
to Cor. 2.3.6.
Definition 2.3.8. LetTA be the set of the 〈T,µ,H, ζ, f , Γ 〉 such that
(1) T = 〈 h, ξ, βc, I, ω 〉 is a pre thermal phase associated with A;
(2) µ is a Haar system associated withω and A;
(3) H : I → Repc(A) is such that Hβ = 〈Hβ,piβ, Ωβ 〉 is a cyclic representation of A
associated withωβ, for all β ∈ I;
(4) ζ : RX → SG
Fωβc
is a continuous group morphism, where X is a nonempty set;
(5) Γ ∈
∏
α∈I∩]−∞,βc]L(Hα);
(6) f is a Cσ(C
X)−measurable map such that there exists an A ∈ Pω(X) satisfying (2.3.4)
for all α ∈ I∩] −∞, βc],
(7) R(T, α) ≔ R
µ,ζ, f
H,Γ ,α
is an even θ−summable K−cycle for all α ∈ I∩] −∞, βc].
Remark 2.3.9. We deduce since [16, IV.2.γ Def. 11 and IV.8 Def. 1] that Def. 2.3.8(7)
is equivalent to the following two requests,
(1) (2.3.15) for h = Id;
(2) for all α ∈ I∩] −∞, βc], Γα is a unitary, selfadjoint operator on Hα (a Z2−grading
on Hα), such that for all a ∈ B
ω,α,+
µ
(a) [Γα, R˜
µ
H,α
(a)] = 0,
(b) ΓαD
ζ, f
H,α
Γα = −D
ζ, f
H,α
.
Definition 2.3.10. Let T = 〈T,µ,H, ζ, f , Γ 〉 ∈ TA, where T = 〈 h, ξ, βc, I, ω 〉, define
PT
A
≔ I∩] −∞, βc] and for all α ∈ P
T
A
KTα (A) ≔ K0(B
ω,α,+
µ ).
Moreover set
KA ≔
⋃
Q∈TA
⋃
α∈PQ
A
KQα (A),
and
K
A
≔
⋃
Q∈TA
∏
α∈PQ
A
KQα (A).
Finally set cA(l) as the map defined on KA such that for any T ∈ TA and α ∈ P
T
A
cA(l) ↾ KTα (A) ≔
(
(σ(ωα,l))+
)
∗
.
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Convention 2.3.11. If ω : A → EG
A
(τ) with A a nonempty set and µ is a Haar system
associatedwithω andA, then for all l ∈ H and α ∈ Awe convein to denote the pairing 〈 ·, · 〉
Bω,α,l,+µ
by 〈 ·, · 〉µ,ω,α,l. Moreover we remove the index l if it equals the identity.
Definition 2.3.12. Let AA be the group whose underlying set is
AA ≔
∏
Q∈TA
∏
β∈PQ
A
KQβ (A),
and whose composition, inversion and identity 0 are the pointwise composition, inversion and
identity, namely f ·g ∈ AA such that (f ·g)(T)(α) ≔ f(T)(α) ·g(T)(α), f−1(T)(α) ≔ f(T)(α)−1 and
0(T)(α) is the identity of KTα (A), for all f, g ∈ AA, T ∈ TA and α ∈ P
T
A
. Moreover set
mA : AA →
∏
Q∈TA
Morset(P
Q
A ,R),
such that for any f ∈ AA and T ∈ TA
mA(f)(T) : PTA → R, α 7→ 〈 f(T)(α), ch(R(T, α)) 〉µ,ω,α,
where T = 〈T,µ,H, ζ, f , Γ 〉 and T = 〈 h, ξ, βc, I, ω 〉. mA is called mean value map associated
with A.
Definition 2.3.13. Let l ∈ H, define
bA,v(l) : TA ∋ 〈T,µ,H, ζ, f , Γ 〉 7→ 〈T
l,µl,H(v,l), ζl, f , Γ lH,v 〉.
Convention 2.3.14. Often in the proof of the statements and only when it is not cause of
confusion we convein to remove A from AA, m
A, cA, KA, K
A
and KTα (A), for any T ∈ TA and
α ∈ PT
A
, moreover we remove A and v from bA,v.
Proposition 2.3.15. Let l ∈ H, thus cA(l) is well-defined and cA(l)(KTα (A)) ⊆ K0(B
ω,α,l,+
µ ),
for any T ∈ TA and α ∈ PTA.
Proof. LetQ,T ∈ TA and α ∈ PTA, β ∈ P
Q
A
such thatKTα ∩K
Q
β , ∅ thusB  B
ω,α
µ ∩B
ω,β
µ ,
∅. Now Bω,αµ is the completion of C
µ(α,1)
c (S
G
Fωα
,A), thus its underlying set is the set of all
minimal Cauchy filters of C
µ(α,1)
c (S
G
Fωα
,A), see for example [9, II.21], therefore B , ∅
implies 5 Cc(S
G
Fωα
,A) ∩ Cc(SGFω
β
,A) , ∅. Hence a fortiori SG
Fωα
= SG
Fω
β
so there exists a
constant C such that ‖ · ‖µ(α,1) = C‖ · ‖µ(β,1) then Bω,α,+µ = B
ω,β,+
µ and σ
ωα,l = σωβ,l since Cor.
1.1.52. Thus KTα = K
Q
β and
(
(σ(ωα,l))+
)
∗
=
(
(σ(ωβ,l))+
)
∗
therefore the statement follows since
(0.2.2), (0.2.32), Cor. 1.1.52 and the standard picture of the functor K0. 
5This irrespectively by the fact that there could be δ ∈ PT
A
, ε ∈ PQ
A
, a C∗−algebra D and ∗−embeddings
λδ : B
ω,δ
µ → D and λε : B
ω,ε
µ → D such that λδ(Cc(S
G
Fω
δ
,A)) ∩ λε(Cc(SGFω
ε
,A)) = ∅ although λδ(B
ω,δ
µ ) ∩
λε(B
ω,ε
µ ) , ∅.
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Remark 2.3.16 (Integrality). Since the general result [16, IV.8.δ, Prp. 18, Thm. 19, and
IV.8.ǫ Thm. 22] we deduce that mA(f)(T) is aZ−valued map for any f ∈ AA and T ∈ TA.
The following Thm. 2.3.17, Thm. 2.3.21 and Thm. 2.3.25 are important steps towards
the proof of Cor. 2.3.26 were we construct the object part of a functor from Cu(H) to
G(G, F, ρ).
Theorem 2.3.17. bA,v ∈ MorGr(H,Autset(TA)) and cA ∈ MorGr(H,Autset(KA)). Moreover
for any T ∈ TA, α ∈ PTA and l ∈ H
cA(l)(KTα (A)) = K
bA,v(l)(T)
α (A).
Proof. LetT = 〈T,µ,H, ζ, f , Γ 〉 ∈ TA, l ∈ H and α ∈ PTA. In this proof for any h ∈ {Id, l}
we use the following notations
H  Hα, 1  1H, and Tr  TrH,
Dh  D
ζ, f
H,v,α,h
,
R(λ,Dh)  (λ1 − Dh)−1,∀λ ∈ ρ(Dh),
U  piα(v(l)),
Bh  B
ω,α,h
µ ,
Rh  R
µ
H,v,α,h
,
σl  σ
(ωα,l),
Tl  b(l)(T),
xl  c(l)(x),∀x ∈ KTα ,
Rh  R(T
h, α).
Here 1  1Hα and ρ(T) is the resolvent set of any selfadjoint operator T in H. We convein
to remove the index h whenever it equals the unit. (2.3.10) yields
(2.3.12) Rl = R
µ,ζ, f
H,v,Γ ,α,l
.
Since Cor. 2.3.6 and (2.3.8) to prove Tl ∈ TA it is sufficient to show that Rl is an even
θ−summable K−cycle. Since (2.3.5) and Cor. 1.1.12(2)
(2.3.13) ρ(Dl) = ρ(D),
moreover since Lemma 2.2.79 and Thm. 1.1.54 we obtain
(2.3.14) R˜l ◦σ
+
l = ad(U) ◦ R˜.
Let us consider the following set of statements for h ∈ {Id, l}
(2.3.15)

R(λ,Dh) is a compact operator on H,∀λ ∈ ρ(Dh),
Dom([Dh, R˜h(a)]) = Dom(Dh),∀a ∈ B+h
[Dh, R˜h(a)] ∈ L(Dom(Dh),H),∀a ∈ B+h
Tr(exp(−D2
h
)) < ∞
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then it holds by hypothesis for h = Id, we claim to show it for h = l. Let λ ∈ ρ(D),
thus since (2.3.5), we have λ1−Dl = U(λ1−D)U−1, andDom(Dl) = UDom(D), moreover
Dom(R(λ,D)) = H, hence (λ1 − Dl)ad(U)(R(λ,D)) = 1 and ad(U)(R(λ,D))(λ1 − Dl) =
IdDom(Dl). Therefore
(2.3.16) R(λ,Dl) = ad(U)(R(λ,D)).
Since (2.3.16), (2.3.15) for h = Id and since the set of compact operators onH is a two-sided
ideal of L(H), we obtain
(2.3.17) R(λ,Dl) is a compact operator.
Let a ∈ B+, thus Dom([Dl, R˜l(σ
+
l
(a))]) = UDom(D) since (2.3.15), (2.3.14) and (2.3.5),
moreover
(2.3.18) DlR˜l(σ
+
l (a)) − R˜l(σ
+
l (a))Dl = U[D, R˜(a)]U
−1,
hence for all v ∈ Dom(D)
‖[Dl, R˜l(σ
+
l (a))]Uv‖ = ‖[D, R˜(a)]v‖ ≤ ‖[D, R˜(a)]‖L(Dom(D),H)‖Uv‖.
Next σ+
l
(B+) = B+
l
since Cor. 1.1.52, therefore we can state for all b ∈ B+
l
(2.3.19)

Dom([Dl, R˜l(b)]) = Dom(Dl),
[Dl, R˜l(b)] ∈ L(Dom(Dl),H),
‖[Dl, R˜l(b)]‖L(Dom(Dl),H) = ‖[D, R˜((σ
+
l
)−1(b))]‖L(Dom(D),H).
For any h ∈ {Id, l}, sp(Dh) ⊆ R, since Dh is a selfadjoint operator by Rmk. 2.3.2, therefore
exp(−D2
h
) ∈ L(H), since the spectral theorem, see for example [19, Thm. 18.2.11(c)], and
the fact that sp(Dl) ∋ λ 7→ exp(−λ
2), is bounded. Therefore Tr(exp(−D2
h
)) is a well-set
element of R˜. Since Cor. 1.1.12(3) and (2.3.5)
(2.3.20) exp(−D2l ) = ad(U)(exp(−D
2)),
hence Tr(exp(−D2
l
)) = Tr(exp(−D2)), then by (2.3.15) for h = Id we obtain
(2.3.21) Tr(exp(−D2l )) < ∞.
(2.3.15) for h = l follows by (2.3.13), (2.3.17), (2.3.19) and (2.3.21). Next Γ lα  Γ
l
H,v,α
=
ad(U)(Γα) so is a Z2−grading on H, moreover since (2.3.14), (2.3.5), the bijectivity of σ
+
l
and Rmk. 2.3.9 we obtain for all b ∈ Bl
(2.3.22)
{
[Γ lα, R˜l(b)] = 0,
Γ lαDlΓ
l
α = −Dl.
Thus (2.3.15) for h = l and (2.3.22) yields that Rl is an even θ−summable K−cycle, thus
Tl ∈ TA. So b(l) mapsTA intoTA and b is aH−action onTA since (2.3.11). Let x ∈ K
T
α thus
xl ∈ KT
l
α since T
l ∈ TA and Prp. 2.3.15. Thus c(l) maps K
A into itself since Cor. 1.1.52 and
c is a H− action on KA since Cor. 1.1.53 
Thm. 2.3.17 permits the following
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Definition 2.3.18. Define c
A
: H → Morset(K
A
,K
A
) such that c
A
(l)(g) ≔ cA(l) ◦ g for all
l ∈ H and g ∈ K
A
.
Proposition 2.3.19. c
A
∈MorGr(H,Autset(K
A
)).
Proof. Since Thm. 2.3.17. 
Since AA ⊂ Morset(TA,K
A
), Thm. 2.3.17 and Prp. 2.3.19 permit the following
Definition 2.3.20. For any l ∈ H define the map ψA,v(l) on AA such that for all f ∈ AA
ψA,v(l)(f) ≔ c
A
(l) ◦ f ◦ bA,v(l−1).
Theorem 2.3.21. We have
(1) ψA,v ∈MorGr(H,AutAb(AA)),
(2) for all l ∈ H and f ∈ AA we have
evf(m
A ◦ψA,v(l)) ◦ bA,v(l) = evf(m
A).
Proof. In this proof we convein to denote ψA,v by ψ and c
A
by c. ψ(l) maps AA into
itself, in addition ψ is a H−action since b and c are H−actions by Thm. 2.3.17 and Prp.
2.3.19, finally ψ(l) is a group morphism since the second inclusion in (0.2.32) and since
the standard picture used for the K0−groups, hence st.(1) follows. Next let us adopt the
notations in proof of Thm. 2.3.17, let l ∈ H, f ∈ AA, T ∈ TA and α ∈ PTA then
(
evf(m ◦ψ(l)) ◦ b(l)
)
(T)(α) = m(ψ(l)(f))(Tl)(α)
= 〈ψ(l)(f)(Tl)(α), ch(R(Tl, α)) 〉µl,ωl,α
= 〈 c(l)
(
f(T)(α)
)
, ch(Rl) 〉µl,ωl,α
= 〈
(
f(T)(α)
)l
, ch(Rl) 〉µl,ωl,α.
Hence st.(2) follows if we show that for all x ∈ KTα
(2.3.23) 〈 xl, ch(Rl) 〉µl,ωl,α = 〈 x, ch(R) 〉µ,ω,α.
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Let us prove (2.3.23). By (2.3.14), (2.3.5) and (2.3.20) we obtain for all s0, . . . , s2n ∈ R and
a0, . . . , a2n ∈ B+
(2.3.24) Tr
(
Γ lα R˜l(σ
+
l (a0)) exp(−s0D
2
l )[Dl, R˜l(σ
+
l (a1))] exp(−s1D
2
l ) . . .
[Dl, R˜l(σ
+
l (a2n−1))] exp(−s2n−1D
2
l )[Dl, R˜l(σ
+
l (a2n))] exp(−s2nD
2
l )
)
=
(Tr ◦ ad(U))
(
Γα R˜(a0) exp(−s0D
2)[D, R˜(a1)] exp(−s1D
2) . . .
[D, R˜(a2n−1)] exp(−s2n−1D
2)[D, R˜(a2n)] exp(−s2nD
2)
)
=
Tr
(
Γα R˜(a0) exp(−s0D
2)[D, R˜(a1)] exp(−s1D
2) . . .
[D, R˜(a2n−1)] exp(−s2n−1D
2)[D, R˜(a2n)] exp(−s2nD
2)
)
.
(2.3.23) and then st.(2) follows since (2.3.24), (2.3.12) and [16, IV.8.ǫ Thm 22, Thm. 21,
and IV.7.δ Thm 21]. 
Remark 2.3.22 (Odd case). LetT1
A
be defined asTA by replacing K0 by K1 and setting
Γα = 1α for all α ∈ I∩] −∞, βc]. Thus it is easy to show that Thm. 2.3.21 still holds with
T1
A
in place ofTA and K1 in place of K0.
According to the definition of vA in Def. 2.2.1 and the construction of σ(ωα,l) in Cor.
1.1.52 we set the following
Definition 2.3.23. Let A = 〈A,H, σ 〉 ∈ Obj(Cu(H)) define
(1) IA : TA → set
(2) (βAc ) ∈
∏
Q∈TA
IQ
A
;
(3) aA ∈
∏
Q∈TA
∏
β∈IQ
A
C(H);
(4) eA ∈
∏
Q∈TA
∏
β∈IQ
A
C(R);
(5) ϕA ∈
∏
Q∈TA
∏
β∈IQ
A
EA;
(6) ψA ≔ ψA,v
A
;
(7) bA ≔ bA,v
A
;
(8) HA ∈
∏
Q∈TA
∏
β∈IQ
A
HS;
(9) piA ∈
∏
Q∈TA
∏
β∈IQ
A
MorCA∗(A,L((H
A)Qβ ));
(10) ΩA ∈
∏
Q∈TA
∏
β∈IQ
A
(HA)Qβ ;
(11) EA = 〈µA, uA,HA,DA, ΓA, vA,wA, zA 〉 an 8−tuple of elements of
∏
Q∈TA
∏
β∈PQ
A
set;
where if
T ∈ TA,
T = 〈T,µ,H, ζ, f , Γ 〉,
T = 〈 h, ξ, βc, I, ω 〉,
Hγ = 〈Hγ,piγ, Ωγ 〉,∀γ ∈ I;
then
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(1) IT
A
= I;
(2) (βAc )
T = βc;
(3) for all α ∈ I
(a) (aA)
T
α = A,
(b) (eA)
T
α = 〈A,R, τ
(h,ξ)
σ (−α(·)) 〉,
(c) (ϕA)Tα =ωα,
(d) 〈 (HA)Tα , (pi
A)Tα , (Ω
A)Tα 〉 = 〈Hα,piα, Ωα 〉,
(e) (µA)Tα = µ(α,1),
(f) (uA)Tα = evα ◦ evT ↾ AA,
(g) (HA)Tα = Hα,
(h) (DA)Tα = D
ζ, f
H,α
(A),
(i) (ΓA)Tα = Γα,
(j) for all l ∈ H
(i) (vA)Tα (l) = piα(v
A(l)),
(ii) (wA)Tα (l) = σ
(ωα,l),
(iii) (zA)Tα (l) = IdA;
in addition for all α ∈ I we define
STα (A) ≔ S
G
Fωα
(A),
BTα (A) ≔ B
ω,α
µ (A),
iTα ≔ i
BTα (A),
jTα ≔ j
BTα (A)
A
,
RTα (A) ≔ R
µ
H,α
(A),
RTα (A) ≔ R
µ
H,α
(A),
〈 ·, · 〉(A,T,α) ≔ 〈 ·, · 〉BTα (A)+ .
Often and only if it will not cause confusion, we convein to remove (A) from STα (A)
and BTα (A). According to Def. 2.3.8, Def. 2.3.10, Def. 2.3.12 and Def. 2.3.23 we can set
the following
Definition 2.3.24. Define GH to be the map on Obj(Cu(H)) such that if A ∈ Obj(Cu(H))
then
(2.3.25) GH(A) ≔ 〈TA, IA,β
A
c ,PA, aA, eA,ϕ
A,AA,ψ
A, bA,mA,EA 〉.
Theorem 2.3.25. Let T ∈ TA, α ∈ PTA and l ∈ H, thus
(ib
A(l)T
α ◦σ
(ωα,l))− ◦ jT
A
= jb
A(l)T
A
◦ σ(l).
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Proof. In this proof let Tl denote bA(l)T. Let f ∈ Cc(S
T
α ,A) and a ∈ A then
(2.3.26)
(iT
l
α ◦σ
(ωα,l))−(jT
A
(a)) ◦ (iT
l
α ◦σ
(ωα,l))( f ) =
(iT
l
α ◦σ
(ωα,l))−((jT
A
(a)) ◦ iTα ( f )) =
(iT
l
α ◦σ
(ωα,l))−(iTα (j
T
A
(a)( f ))) =
(iT
l
α ◦σ
(ωα,l))(jT
A
(a)( f )) = iT
l
α
(
σ(l) ◦ jTα (a)( f ) ◦ ad(l
−1) ↾ ST
l
α
)
,
where the first and third equalities follow since (0.2.22), the second one by (1.2.6), the
fourth by construction. Next for all h ∈ ST
l
α(
σ(l) ◦ jTα (a)( f ) ◦ ad(l
−1) ↾ ST
l
α
)
(h) =
σ(l)(a f (ad(l−1)(h))) =
σ(l)(a)σ(ωα,l)( f )(h) =
(
jT
l
A
(σ(l)(a)) ◦σ(ωα,l)
)
( f )(h),
hence by (2.3.26) we have
(2.3.27)
(iT
l
α ◦σ
(ωα,l))−(jT
A
(a)) ◦ (iT
l
α ◦σ
(ωα,l))( f ) =(
iT
l
α ◦ j
Tl
A
(σ(l)(a)) ◦σ(ωα,l)
)
( f ) = jT
l
A
(σ(l)(a)) ◦ (iT
l
α ◦σ
(ωα,l))( f ),
where the last equality follows since (1.2.6). Next Cc(S
T
α ,A) is dense in B
T
α moreover
σ(ωα,l) is an isometry since Cor. 1.1.52, thus by (2.3.27) we deduce
iM(B
Tl
α )((iT
l
α ◦σ
(ωα,l))−(jT
A
(a))) ↾ K(BT
l
α ) = i
M(BT
l
α )(jT
l
A
(σ(l)(a))) ↾ K(BT
l
α ),
therefore the statement follows since Lemma 1.2.12. 
Now we are able to state the following
Corollary 2.3.26. GH maps Obj(Cu(H)) into Obj(G(G, F, ρ)).
Proof. Def. 2.2.2(9,10) follow since Thm. 2.3.21(1) and Thm. 2.3.17. The additivity of
mA follows by the additivity of the Chern-Connes character, (2.2.1) follows since Lemma
1.1.29(1), (2.2.2) by (2.3.3), (2.2.3) since Thm. 2.3.21(2), (2.2.4) by (2.3.2) and (0.2.8), the
integrality since Rmk. 2.3.16, (uA)Tα is by construction a group morphism while (2.2.10)
follows since the construction of mA. Next (2.2.5), (2.2.6) and (2.2.7) since Cor. 1.1.53,
(2.3.5) and Thm. 1.1.54 respectively, while (2.2.8) follows by the construction of ψA.
Finally (2.2.9) follows since Thm. 2.3.25. 
Notice that V(GH(A))Tα = σ for all A ∈ Obj(Cu(H)), T ∈ TA and α ∈ P
T
A
, where σ is the
dynamics underlying A.
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2.3.2. The functor GH△ . Thm. 2.3.42 completes the result in Cor. 2.3.26 by stating
that GH is the object part of a functor from Cu(H) to G(G, F, ρ). Then we utilize this
result in our main theorem Thm. 2.3.52 to exhibit the existence of an extended full inte-
ger Cu(H)−equivariant stability, and consequently the existence of a nucleon-fragment
doublet on Cu(H). As a consequence we obtain in Cor. 2.3.56 the resolution of the
equivariant form of the universality claim.
Definition 2.3.27. Let T : A → B be a ∗−homomorphism between C∗−algebras and
H : A ∋ α 7→ 〈Hα,piα, Ωα 〉 ∈ Repc(B), define themapHT onA such thatHTβ ≔ 〈Hβ,piβ◦T, Ωβ 〉,
for all β ∈ A.
Lemma 2.3.28. LetT : A→ B be a surjective ∗−homomorphismbetweenC∗−algebras,
ω ∈ EB and H be a cyclic representation of B associated with ω. Then H
T is a cyclic
representation of A associated with T†(ω).
Proof. T†(ω) ∈ EB since Lemma 1.1.17 so the statement is well-set, moreover H
T is
cyclic since T(A) = B. 
Unless differently specified in the present subsection letA = 〈A,H, η 〉,B = 〈B,H, θ 〉
and C = 〈C,H, δ 〉 be objects of C(H), T ∈MorC(H)(A,B) and S ∈MorC(H)(B,C).
Corollary 2.3.29. Let φ ∈ EG
B
(τθ) and H be a cyclic representation of B associated
with φ, then T†(φ) ∈ E
G
A
(τη) and U
η
HT
= Uθ
H
.
Remark 2.3.30. Uη
HT
makes sense since Def. 1.1.33, the first sentence of the statement
of Cor. 2.3.29 and Lemma 2.3.28. The equality in Cor. 2.3.29 is well-set since Lemma
1.1.25.
Proof of Cor. 2.3.29. φ◦T◦η( j1(g)) = φ◦θ( j1(g))◦T = φ◦T for all g ∈ G, so the first
sentence of the statement follows since Lemma 1.1.17. Let H = 〈H,pi, Ω 〉 and l ∈ SG
FT† (φ)
then for all a ∈ A
U
η
HT
(l)(pi ◦ T)(a)Ω = (pi ◦ T)(η(l)a)Ω
= (pi ◦ θ(l) ◦ T)(a)Ω = UθH(l)(pi ◦ T)(a)Ω,
where the last equality follows since Lemma 1.1.25. Thus the equality in the statement
follows since HT is cyclic by Lemma 2.3.28. 
Proposition 2.3.31. Let A be a nonempty set andω : A → EG
B
(τθ). Then H(ω,B) =
H(T† ◦ω,A).
Proof. Since Cor. 2.3.29 the statement is well-set. Let l ∈ H and α ∈ A then
η∗(l)(T†(ωα)) =ωα ◦ θ(l
−1) ◦ T = T†(θ
∗(l)(ωα)),
hence by Lemma 1.1.25
(2.3.28) SG
Fη∗(l)(T†(ωα))
(A) = SG
Fθ∗(l)(ωα)
(B),
and the statement follows. 
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Remark 2.3.32. Let A be a nonempty set,ω : A → EG
B
(τθ) and µ ∈ H(ω,B). Thus for
all α ∈ A and l ∈ H let ad(ωα,θ)⋆ (l) on Cc(S
G
Fωα
,A) at values in Cc(S
G
Fθ∗(l)(ωα)
A) such that
f 7→ f ◦ ad(l−1) ↾ SGFθ∗(l)(ωα) ,
this map is continuous w.r.t. the inductive limit topology following the line in the proof
of Lemma 1.1.48, hence there exists according to [38, Cor. 2.47] a unique extension on
Bω,αµ (B) at values in B
ω,α,l
µ (B) which will be denoted again by the symbol ad
(ωα,θ)
⋆ (l). Next
it is easy to see that
θ(ωα,l) = cµ(α,l)(θ(l)) ◦ ad
(ωα,θ)
⋆ (l)
= ad
(ωα,θ)
⋆ (l) ◦ cµ(α,1)(θ(l)).
Remark 2.3.33. Let A be a nonempty set,ω : A → EG
B
(τθ) and µ ∈ H(ω,B). Thus for
all α ∈ A and l ∈ H since (0.2.27), Lemma 1.1.17 and Lemma 1.1.25 we have
cµ(α,l)(T) ∈MorCA∗(B
T†◦ω,α,l
µ (A),B
ω,α,l
µ (B)),
where BT†◦ω,α,lµ (A) is well-set since Prp. 2.3.31. In addition since (0.2.34) we have
kµ(α,l)(T) : K0(B
T†◦ω,α,l
µ (A))→ K0(B
ω,α,l
µ (B)).
Moreover T† ◦ω : A → E
G
A
(τη) and µ ∈ H(T† ◦ω,A) since Cor. 2.3.29 and Prp. 2.3.31.
Finally since (2.3.28) we deduce that
(2.3.29) ad(ωα,θ)⋆ (l) ◦ cµ(α,1)(T) = cµ(α,l)(T) ◦ ad
(T†(ωα),η)
⋆ (l).
Definition 2.3.34. Define dH the map on MorC(H) such that
dH(T) : TB ∋ 〈T,µ,H, ζ, f , Γ 〉 7→ 〈T
T,µ,HT, ζ, f , Γ 〉,
where if T = 〈 h, ξ, βc, I, ω 〉 then T
T = 〈 h, ξ, βc, I, T† ◦ω 〉.
In the remaining of this subsection we let d denote dH. In the following result we
shall use the equivariance of the KMS−states under the action of surjective equivariant
maps stated in Thm. 1.1.19.
Lemma 2.3.35. d(T) : TB → TA and d(S ◦ T) = d(T) ◦ d(S), as a result (T• ◦ G
H, d ↾
MorCu(H)) is a functor from Cu(H)
op to set.
Proof. Let T = 〈T,µ,H, ζ, f , Γ 〉 ∈ TB with T = 〈 h, ξ, βc, I, ω 〉, we claim to show that
d(T)(T) satisfies the requests in Def. 2.3.8. TT is a pre thermal phase associated with A
since Cor. 2.3.29 and Thm. 1.1.19. Therefore we obtain Def. 2.3.8 (2,3,4,6) since Prp.
2.3.31, Lemma 2.3.28, Lemma 1.1.25 and Cor. 2.3.29 respectively. Next let α ∈ PT
B
and
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Hα = 〈pi,Hα, Ωα 〉, thenR
µ
HT ,α
(A) = (BT†◦ω,αµ (A),R
µ
HT ,α
(A)), where
(2.3.30)
Rµ
HT ,α
(A) = (piα ◦ T) ⋊
µ(α,1) U
η
HTα
= (piα ◦ T) ⋊
µ(α,1) UθHα
= (piα ⋊
µ(α,1) UθHα) ◦ cµ(α,1)(T)
= Rµ
H,α
(B) ◦ cµ(α,1)(T),
where the second equality follows by Cor. 2.3.29. Next let X be the nonempty set such
that RX is the domain of ζ, thus D
ζ, f
HT ,α
(A) = D
ζ, f
HTα
(A) = f (EEL), where L = {Lx}x∈X such that
iLx is the infinitesimal generator of the strongly continuous one-parameter semigroup
U
η
HTα
◦ ζ ◦ ix ↾ R+ on Hα, for all x ∈ X. Thus since Cor. 2.3.29 we deduce that
(2.3.31) D
ζ, f
HT ,α
(A) = D
ζ, f
H,α
(B).
Def. (2.3.8)(7) follows since (2.3.30), (2.3.31) and Rmk. 2.3.9 and our claim is proved so
d(T)(T) ∈ TA. The remaining part of the statement is easy to show. 
Definition 2.3.36. Define
KA(T) ≔
⋃
T∈TB
⋃
α∈PT
B
K
d(T)(T)
α (A),
and
K
A
(T) ≔
⋃
T∈TB
∏
α∈PT
B
K
d(T)(T)
α (A).
KA(T) is a well-defined subset of KA since Lemma 2.3.35.
Definition 2.3.37. Define hH(T) : KA(T)→ KB such that for any T = 〈T,µ,H, ζ, f , Γ 〉 ∈
TB and α ∈ PTB
hH(T) ↾ Kd(T)(T)α (A) ≔ kµ(α,1)(T).
In the remaining of this subsection we let h denote hH.
Lemma 2.3.38. We have
(1) h(T) is well-defined and h(T)(Kd(T)(T)α (A)) ⊆ K
T
α (B), for any T ∈ TB and α ∈ P
T
B
;
(2) KA(S ◦ T) ⊆ KA(T);
(3) Let ı be the identity map fromKA(S ◦T) toKA(T), then the following diagram is
commutative
(2.3.32) KB(S)
h(S)
// KC
KA(S ◦ T)
h(T)◦ı
OO
h(S◦T)
::✉✉✉✉✉✉✉✉✉✉
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Proof. h(T) is well-defined since the same argument used in Lemma 2.3.15, while
the inclusion in st.(1) follows by Rmk 2.3.33. St.(2) follows by Lemma 2.3.35. h(T) ◦ ı
is a well-set map since st.(2), with values in KB(S) since Lemma 2.3.35 and st.(1). The
diagram is commutative since kµ(α,1) is the morphism map of a functor from C0(H) to
Ab. 
Since Lemma 2.3.38(1) we can give the following
Definition 2.3.39. Define h
H
(T) : K
A
(T) → K
B
such that h
H
(T)(g) ≔ h(T) ◦ g for all
g ∈ K
A
(T). Moreover set ı : K
A
(S ◦ T)→ K
A
(T) such that ı(g) = ı ◦ g for all g ∈ K
A
(S ◦ T).
Proposition 2.3.40. The following diagram is commutative
(2.3.33) K
B
(S)
h(S)
// K
C
K
A
(S ◦ T)
h(T)◦ı
OO
h(S◦T)
;;✇✇✇✇✇✇✇✇✇
Proof. Since (2.3.32). 
We recall that according to our notation ( f × g) : X → A × B such that ( f × g)(x) =
( f (x), g(x)) for any x ∈ X, where X,A,B are sets while f : X → A and g : X → B. For any
f ∈ AA the map f ◦ d(T) is well-set since Lemma 2.3.35, while f ◦ d(T) : TB → K
A
(T), thus
since Def. 2.3.39 and Lemma 2.3.38(1), we can give the following
Definition 2.3.41. Define the map gH on MorC(H) such that
gH(T) : AA → AB,
and for any f ∈ AA
gH(T)(f) ≔ h
H
(T) ◦ f ◦ dH(T).
Finally define
GH△ ≔ (G
H, (gH × dH) ↾MorCu(H)).
Now we are in the position of stating that GH△ is a functor namely
Theorem 2.3.42. GH△ ∈ Fct(Cu(H),G(G, F, ρ)).
Proof. The part of the statement concerning GH follows since Cor. 2.3.26. Let A, B
and C be objects of Cu(H), T ∈ MorCu(H)(A,B) and S ∈ MorCu(H)(B,C). Let g denote g
H,
thus g(T) is a group morphism since the second line in (0.2.32) and since the standard
picture used for the K0−groups. Next we claim to show that
(2.3.34)
g(S ◦ T) = g(S) ◦ g(T),
evf(m
B ◦ g(T)) = evf(m
A) ◦ d(T),∀f ∈ AA.
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The first equality follows since (2.3.33) and Lemma 2.3.35, let us prove the second
equality of (2.3.34). Let f ∈ AA, T ∈ TB, and α ∈ PTB, moreover let T = 〈T,µ,H, ζ, f , Γ 〉
with T = 〈 h, ξ, βc, I, ω 〉, and let TT denote d(T)(T), then
(2.3.35)
evf(m
B ◦ g(T))(T)(α) = mB(g(T)(f))(T)(α)
= 〈 g(T)(f)(T)(α), ch(R(T, α)) 〉µ,ω,α
= 〈 (c+µ(α,1)(T))∗
(
f(TT)(α)
)
, ch(R(T, α)) 〉µ,ω,α
= 〈 f(TT)(α), (c+µ(α,1)(T))†
(
ch(R(T, α))
)
〉µ,T†◦ω,α,
where the last equality follows since Rmk. 2.3.33 and (0.2.35). Next
(2.3.36)
(
evf(m
A) ◦ d(T)
)
(T)(α) = mA(f)(TT)(α)
= 〈 f(TT)(α), ch(R(TT, α)) 〉µ,T†◦ω,α.
Moreover by construction
R(TT, α) =
(
BT†◦ω,α,+µ (A), R˜
µ
HT ,α
(A), D
ζ, f
HT ,α
(A), Γα
)
,
thus we obtain since (2.3.30)& (2.3.31) and Lemma 2.2.79
R(TT, α) =
(
BT†◦ω,α,+µ (A), R˜
µ
H,α
(B) ◦ c+µ(α,1)(T), D
ζ, f
H,α
(B), Γα
)
.
Hence we deduce since [16, Ch IV.8.ǫ, Thm. 22 and Thm. 21] and [16, Ch IV.7.δ, Thm.
21 and Lemma 20] that
(2.3.37) ch(R(TT, α)) = (c+µ(α,1)(T))† (ch(R(T, α))).
(2.3.35)& (2.3.36)& (2.3.37) imply the claimed second equality in (2.3.34). Next since
(2.3.34) and Lemma 2.3.35
(g × d)(T) ∈MorG(G,F,ρ)(G
H(A),GH(B)),
while since the first equality in (2.3.34) and Lemma 2.3.35
(g × d)(S ◦ T) = (g × d)(S) ◦ (g × d)(T),
where ◦ in the right side of the equality is the law of composition in the set of morphisms
of G(G, F, ρ), and the statement follows. 
Remark 2.3.43. According to Cor. 2.3.26, Def. 2.2.2, Cnv. 2.2.7, Def. 2.3.23 and Def.
2.3.24, we have for any D ∈ Cu(H) the following connection between notations
(TD, ID,β
D
c ,PD, aD, eD) = (TGH(D), IGH(D),β
GH(D)
c ,PGH(D), aGH(D), eGH(D))
(ϕD,AD,ψ
D, bD,mD,ED) = (ϕG
H(D),AGH(D),ψ
GH(D), bG
H(D),mG
H(D),EG
H(D)),
(µD, uD,HD,DD) = (µG
H(D), uG
H(D),HG
H(D),DG
H(D))
(ΓD, vD,wD, zD) = (ΓG
H(D), vG
H(D),wG
H(D), zG
H(D)),
(HD,piD,ΩD) = (HG
H(D),piG
H(D),ΩG
H(D)).
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Moreover for all T ∈ TD and α ∈ PTD
STα (D) = S
T
α (G
H(D)),
BTα (D) = B
T
α (G
H(D)),
RTα (D) = R
T
α (G
H(D)),
RTα (D) = R
T
α (G
H(D)),
〈 ·, · 〉(D,T,α) = 〈 ·, · 〉(GH(D),T,α).
Finally iTα and j
T
α in Def. 2.2.2 applied to G = G
H(D) equal iTα and j
T
α in Def. 2.3.23 applied
to A = D respectively.
According to Def. 2.2.15, Def. 2.2.20, Def. 2.2.21, Def. 2.2.24, Lemma 2.2.26 and Def.
2.2.77 we set
Convention 2.3.44. Let D ∈ Cu(H) and B ∈ C
0
u(H) set
A(D)Tα ≔ A(G
H(D))Tα ,∀T ∈ TD, α ∈ P
T
D,
PDT• ≔ P
GH(D)
T•
,
OD ≔ OG
H(D),
RepD ≔ RepG
H(D),
V(D) ≔V•(G
H(D)),
tD ≔ tG
H(D),
ND ≔ NG
H(D),
eD ≔ eG
H(D),
PBV• ≔ P
GH(B)
V•
,
ZB ≔ ZG
H(B),
VB ≔ V•(G
H(B)).
Clearly A(D)Tα equals the C
∗−algebra underlying D.
Definition 2.3.45.
C0u(H) ≔ Ξ(V•,G
H
△ ),
G˜H△ ≔ (G
H
△ )
V• .
Proposition 2.3.46.
G˜H = GH ↾ Obj(C0u(H))
G˜H△ =
(
G˜H, (gH × dH) ↾MorC0u(H)
)
,
moreover
Obj(C0u(H)) = {A ∈ Cu(H) | V(A) , ∅},
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and for any A,B ∈ C0u(H) we have
MorC0u(H)(B,A) = {T ∈MorCu(H)(B,A) | (∀T ∈V(A))(d
H(T)(T) ∈V(B))}.
Definition 2.3.47. Set EH• ≔ 〈 〈T•,m•, V• 〉, G
H
△ 〉.
Whenever it is clear by the context which groupH is involved we use the convention
to denote EH• by E•. Now we can state
Theorem 2.3.48. (1) E• is a full integer Cu(H)−equivariant stability onV•;
(2) let A ∈ Cu(H), T ∈ TA and α ∈ PTA, thus
(a) for all f ∈ AA
m
A
(T, α)(f) = 〈 f(T)(α), ch(R(T, α)) 〉(A,T,α);
(b) if A ∈ C0u(H) and T ∈V(A) then
VA(T, α) = ωexp(−((DA)Tα )2) ◦ (pi
A)Tα ,
(c) letB ∈ Cu(H) and T ∈MorCu(H)(B,A). If A ∈ C
0
u(H), T ∈V(A) and
(i) if B ∈ C0u(H) and d
H(T)(T) ∈V(B), then
VB
(
dH(T)(T), α
)
= VA(T, α) ◦ T,
moreover for all l ∈ H and a ∈ B
VB
(
bB(l)(dH(T)(T)), α
)
(θ(l)(a)) = VA(T, α)(T(a));
(ii) if for all β ∈ PT
A
there exist b ∈ BTβ (A)
+ and b˜ ∈ Bd
H(T)(T)
β (B)
+ such that
R˜Tβ (A)(b) = (Γ
A)Tβ , ‖b˜‖ ≤ 1 and b = c
+
(µA)T
β
(T)(b˜), then dH(T)(T) ∈V(B).
Proof. St.(1) follows since Thm. 2.2.81 and Thm. 2.3.42, st.(2a) follows since the
construction of GH, while st.(2b) since (2.2.54). The first equality in st.(2(c)i) follows
since st.(2b) applied to B and A, and by (2.3.31) switching A with B. The second
equality follows since the first one, st.(1) and Prp. 2.2.64(3). St.(2(c)ii) follows since
(2.3.30) switching Awith B and by Lemma 2.2.79. 
Remark 2.3.49. Under the conditions in Thm. 2.3.48(2(c)ii) we deduce that B ∈
C0u(H), moreover if these conditions are true for all T ∈ V(A) then we deduce that
T ∈MorC0u(H)(B,A).
According to the definition of Z in Def. 2.2.40 we can set
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Definition 2.3.50. Define ∇ ≔ (∇o,∇m) and XH such that
∇o ≔ Z ◦ G˜
H,
∇m ∈
∏
T∈Mor
C0u(H)
Morset(∇o(c(T)),∇o(d(T)))
∇m(T)(T, f ) ≔ (d
H(T)T, α 7→ f (α) ◦ T),
∀T ∈MorC0u(H),
XH ∈
∏
T∈Mor
C0u(H)
∏
Q∈Tc(T)
∏
β∈PQ
c(T)
MorCA∗(A(d(T))
dH(T)Q
β ,A(c(T))
Q
β ),
XH(T,Q, β) ≔ T,
∀T ∈MorC0u(H),Q ∈ Tc(T), β ∈ P
Q
c(T).
Proposition 2.3.51. We have that
(1) ∇ ∈ Fct(C0u(H)
op, set),
(2) 〈 ∇, XH 〉 is a conjugate action via G˜H△ .
Proof. St.(1) follows since Lemma 2.3.35, st.(2) follows since st.(1) and the construc-
tion of G˜H△ . 
Now we are in the position of stating our
Main Theorem 2.3.52 (canonical nucleon-fragment doublet on Cu(H)). E• is an ex-
tended full integer Cu(H)−equivariant stability onV• via ∇ and XH. In particular there exists
a nucleon-fragment doublet on Cu(H) namely the nucleon-fragment doublet T• related to E•.
Proof. Since Thm. 2.3.48(1), Prp. 2.3.51(2), Rmk. 2.2.63 and Thm. 2.3.48(2(c)i). 
Definition 2.3.53. Let E• be called the canonical extendedCu(H)−equivariant stability, and
let T• be called the canonical nucleon-fragment doublet on Cu(H).
Definition 2.3.54. Let I• denote the field determined by V•, set J• ≔ (I• ◦ G˜
H,∇m).
As a consequence of the main theorem we obtain the properties of equivariance and
invariance of T•
Corollary 2.3.55. Prp. 2.2.70, Prp. 2.2.72 and Prp. 2.2.76 hold true for T = T•.
In particular the next result resolves the equivariant form of the universality claim
described in introduction 0.1.
Corollary 2.3.56 (Equivariant form of the universality claim). We have
(1) m ◦GH ∈MorFct(Cu(H)op ,set)(Q
T• ◦GH△ ,∆
T• ◦GH△ );
(2) (1 7→ m
A
) ∈MorFct(H,set)(P
A
T•
,OA), for all A ∈ Cu(H);
(3) gr ◦ V• ◦ G˜
H ∈MorFct(C0u(H)op ,set)(Q
V• ◦ G˜H△ , J•);
(4) (1 7→ gr(VB)) ∈MorFct(H,set)(P
B
V•
,ZB), for all B ∈ C0u(H);
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(5)
V• ◦ G˜
H ∈
∏
D∈C0u(H)
∏
Q∈V(D)
∏
β∈PQ
D
ND(m
D
(Q, β)) ∩ NA(D)Q
β
,
and by setting oD = eD ◦ tD for all D ∈ C0u(H), we obtain
o ∈
∏
D∈C0u(H)
∏
Q∈V(D)
∏
β∈PQ
D
RepD(m
D
(Q, β))
VD(Q, β) = Ψ−
oD(Q,β)
◦ joD(Q,β),
ToD(Q,β) = Q,
αoD(Q,β) = β,
∀D ∈ C0u(H),Q ∈V(D), β ∈ P
Q
D.
Proof. Since Thm. 2.3.52, Cor. 2.2.68 and Def. 2.2.66. 
In part 3 we shall establish the compact equivariant and invariant forms of the
universality claim.

Part 3
Universality
3.1. Introduction
In this part we complete our task started in part 2 of resolving in diverse formula-
tions the universality claim described in introduction 0.1, here we provide the compact
equivariant and invariant forms.
The part is organized as follows. We start section 3.2 by displaying the solution of
the equivariant form of the universality claim, i.e. the expanded equivariances of the
T•−nucleon phase and T•−fragment state established at the end of part 2. Then in the
second main result of the entire work, we resolve the compact equivariant form of the
claim by encoding the above properties into two natural transformations. Namely m⋆
between functors from Cu(H)
op to Fct(H, set), and v♮ between functors from C0u(H)
op to
Fct(H, set), provided that the hypothesis E ensuring the functoriality of the source and
target of v♮ holds true. In section 3.3.1 we associate nucleon and fragment masses maps
ζT
j
and κT
j
, and a Terrell-like law νT with any nucleon-fragment doublet T on a category
C, and show how the invariance of these maps follows by the equivariances of the
T−nucleon phase and T−fragment state. In section 3.3.2 we establish the T−resolution
of the invariant form of the universality claim, representing an equivariant formulation
of the result of the previous section. Indeed we introduce the T−nucleon and fragment
masses µT
j
and λT
j
, and the T−Terrell law θT as set-valued extensions of ζT
j
, κT
j
and νT
respectively. Then we establish their universality by showing that µT
j
, λT
j
and θT are
invariant under contravariant action of Ξ(D,F) and under action of H. In section 3.3.3
we apply the results of section 3.3.2whenT is the canonical nucleon-fragment doublet on
C0u(H). As a result we obtain, in the third main result of the entire work, the univarsality
of the global nucleon and fragment masses and the universality of the global Terrell law,
thus resolving the invariant form of the universality claim.
3.2. Natural transformations related to T•
In Cor. 2.3.56 we stated the expanded equivariances of the T•−nucleon phase and
T•−fragment state, resolving the equivariant form of the universality claim described
in introduction 0.1. In Thm. 3.2.28 the main result of this section and the second main
result of the entire work, we shall encode these properties in a unique fashion. Shortly
we show, modulo a suitable equivalence relation, that the maps m and V• realize natural
transformations between functors from the category Cu(H)
op to the category Fct(H, set)
and from C0u(H)
op to Fct(H, set) respectively. In the present section we assume fixed two
locally compact topological groups G and F, a group homomorphism ρ : F → AutGr(G)
such that the map (g, f ) 7→ ρ f (g) on G × F at values in G, is continuous, let H denote
G ⋊ρ F. For the sake of completeness let us restate Cor. 2.3.56
(1) m ◦GH ∈MorFct(Cu(H)op ,set)(Q
T• ◦GH△ ,∆
T• ◦GH△ );
(2) (1 7→ m
A
) ∈MorFct(H,set)(P
A
T•
,OA), for all A ∈ Cu(H);
(3) gr ◦ V• ◦ G˜
H ∈MorFct(C0u(H)op ,set)(Q
V• ◦ G˜H△ , J•);
(4) (1 7→ gr(VB)) ∈MorFct(H,set)(P
B
V•
,ZB), for all B ∈ C0u(H);
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(5)
V• ◦ G˜
H ∈
∏
D∈C0u(H)
∏
Q∈V(D)
∏
β∈PQ
D
ND(m
D
(Q, β)) ∩ NA(D)Q
β
,
and by setting oD = eD ◦ tD for all D ∈ C0u(H), we obtain
o ∈
∏
D∈C0u(H)
∏
Q∈V(D)
∏
β∈PQ
D
RepD(m
D
(Q, β))
VD(Q, β) = Ψ−
oD(Q,β)
◦ joD(Q,β),
ToD(Q,β) = Q,
αoD(Q,β) = β,
∀D ∈ C0u(H),Q ∈V(D), β ∈ P
Q
D.
Thm. 3.2.28 organizes in a more concise and elegant form the above properties, but at
cost of rearranging the functors modulo a suitable equivalence relation on a subset ofTA.
More exactly, sinceA 7→ PA
T•
andA 7→ OA aremaps fromObj(Cu(H)) toObj(Fct(H, set)) it
is natural to ask if we can arrange them to form the object part of two functors, sayM and
N, from the categoryCu(H)
op to the categoryFct(H, set), and then to verify if the following
claim holds true: A 7→ (1 7→ m
A
) realizes a natural transformation between M and N.
Similarly since B 7→ PB
V•
and B 7→ ZB are maps from Obj(C0u(H)) to Obj(Fct(H, set))) it
is natural to ask if we can arrange them to form the object part of two functors, say M′
and N′ from the category C0u(H)
op to the category Fct(H, set), and then to verify if the
following claim holds true: B 7→ (1 7→ gr(VB)) realizes a natural transformation between
the functors M′ and N′. Now the request of the existence of the aforementioned functor
M is equivalent to require that for all A,B ∈ Cu(H), T ∈MorCu(H)(B,A), l ∈ H and T ∈ TA
(bB(l) ◦ dH(T))(T) = (dH(T) ◦ bA(l))(T),
while we shall prove in Lemma 3.2.24(1) that for all T ∈ T⋄
A
(bB(l) ◦ dH(T))(T)
B
≎ (dH(T) ◦ bA(l))(T),
where
B
≎ is a suitable equivalence relation on a subset T⋄
B
of TB. Hence it is clear that
in order to prove our claim we need to pass in a convenient sense to the quotient all
the involved functors w.r.t. the relations
A
≎’s. The construction culminate in Def. 3.2.25,
while in Cor. 3.2.26 we prove that the constructed structures realize functors from the
categories Cu(H)
op andC0u(H)
op to the category Fct(H, set). Finally we succeed in proving
our claim by stating in Thm. 3.2.28 that A 7→ (1 7→ m
A
⋆) and B 7→ (1 7→ gr(V
B
♮
)) are
natural transformations between the constructed functors where m⋆ and V♮ are m and
V after passing in a convenient sense to the quotient w.r.t. the respective equivalence
relations.
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Convention 3.2.1. In the remaining of this section let A = 〈A,H, η 〉 such that A ∈ C(H),
while by starting from Def. 3.2.13, let B = 〈B,H, θ 〉 and assume that A,B ∈ Cu(H). If
T,Q ∈ TA we convein to use the following notation whenever it does not cause confusion
T = 〈T,µ,H, ζ, f , Γ 〉 and Q = 〈T′,µ′,K, ζ′, f ′,∆ 〉, where T = 〈 h, ξ, βc, I, ω 〉 and T′ =
〈 h′, ξ′, β′c, I
′, ω′ 〉, X and X′ are the sets such thatRX andRX
′
are the domains of the maps ζ and
ζ′ respectively, whileHα = 〈Hα,piα, Ωα 〉 and Kβ = 〈Kβ,υβ, Ψβ 〉 for any α ∈ PTA and β ∈ P
Q
A
.
Definition 3.2.2. Let A and A be the maps on Obj(C(H)) such that A (A),A(A) ∈∏
I∈TA
∏
α∈PI
A
P(L(Hα)) and for all T ∈ TA and α ∈ PTA we have
A (A)Tα ≔ piα(A) ∪ UHα(H), A(A)
T
α ≔ (A (A)
T
α )
′′.
Definition 3.2.3. Let
A
≃ be the relation such that
A
≃≔
{
(T,Q) ∈ TA ×TA | (T,µ, ζ, f ) = (T
′,µ′, ζ′, f ′) ∧ (∀α ∈ PTA)
(∃Vα : Hα → Kα unitary) (υα = ad(Vα) ◦ piα, Ψα = VαΩα, ∆α = ad(Vα)(Γα))
}
.
Set [T]A
≃
≔ {Q | T
A
≃ Q} and T>
A
≔ {[T]A
≃
| T ∈ TA}.
Remark 3.2.4. Let T ∈ TA and α ∈ PTA then since the bicommutant theorem A(A)
T
α
is the von Neumann algebra generated by the set A (A)Tα . Thus T ∈ V(A) implies Γα ∈
A(A)Tα , since the integration in (0.2.7) is w.r.t. the strong operator topology. Moreover
the position f = f ′ is well-set since agrees with (3.2.4).
Definition 3.2.5. Define
T⋄A ≔ {T ∈ TA | (∀α ∈ P
T
A)(Γα ∈ piα(A)
′′)},
A
≎ ≔ (
A
≃) ∩ (T⋄A ×T
⋄
A),
[T]A
≎
≔ {Q | T
A
≎ Q}, T ∈ T⋄A,
T⋆A ≔ {[T]A≎
| T ∈ T⋄A},
moreover
TpA ≔ {T ∈ TA | (∀α ∈ P
T
A)(Γα ∈ A(A)
T
α )},
A
h ≔ (
A
≃) ∩ (TpA ×T
p
A),
[T]A
h
≔ {Q | T
A
h Q}, T ∈ TpA,
TqA ≔ {[T]Ah
| T ∈ TpA},
and if A ∈ C0u(H) set
A
≈ ≔ (
A
≃) ∩ (V(A) ×V(A)),
[T]A
≈
≔ {Q | T
A
≈ Q}, T ∈V(A)
V♮
A
≔ {[T]A
≈
| T ∈V(A)}.
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Lemma 3.2.6. Let T
A
≃ Q and α ∈ PT
A
then A (A)Qα = ad(Vα)(A (A)
T
α ) and A(A)
Q
α =
ad(Vα)(A(A)
T
α ).
Proof. Let T
A
≃ Q and α ∈ PT
A
. Thus for any h ∈ SG
Fωα
and a ∈ A
UKα(h)υα(a)Ψα = υα(η(h)a)Ψα = Vαpiα(η(h)a)Ωα
= VαUHα(h)piα(a)Ωα = VαUHα(h)V
∗
αυα(a)Ψα
= (ad(Vα) ◦ UHα)(h)υα(a)Ψα,
so we obtain since the cyclicity ofKα
(3.2.1) UKα = ad(Vα) ◦ UHα ,
and the first equality of the statement follows. The second equality follows since the
first one, since the bicommutant theorem and since the continuity of ad(W) w.r.t. the
weak operator topology on L(Hα) for any unitary operator W on Hα. 
Proposition 3.2.7.
A
≃,
A
≎,
A
h and
A
≈ are equivalence relations, moreover [T]A
≃
= [T]A
≎
and
[I]A
≃
= [I]A
h
, for any T ∈ T⋄
A
and I ∈ Tp
A
, in particular T⋆
A
⊆ T>
A
and Tq
A
⊆ T>
A
. Finally if
A ∈ C0u(H) thenV(A) ⊆ T
p
A
and [Y]A
≈
= [Y]A
≃
for any Y ∈V(A), in particularV♮
A
⊆ Tq
A
.
Proof. The first sentence is easy to show, while the first equality follows since the
bicommutant theorem. Next for any T ∈ Tp
A
clearly [T]A
≃
⊇ [T]A
h
, while [T]A
≃
⊆ [T]A
h
follows since Lemma 3.2.6. V(A) ⊆ Tp
A
follows since Rmk. 3.2.4, while [Y]A
≃
⊆ [Y]A
≈
for
any Y ∈V(A) follows since (3.2.2). 
Convention 3.2.8. For any T ∈ TA we let [T] denote [T]A
≃
and often when it does not cause
confusion we let T ≃ Q denote T
A
≃ Q.
Remark 3.2.9. By using a line similar to the one in the proof of Thm. 2.3.17, by
(3.2.4) and taking into account that two unitary equivalent cyclic representations of a
C∗−algebra are associated with the same state, we deduce that [T] holds more than one
element for any T ∈ TA.
Lemma 3.2.10. If A,B ∈ Cu(H), T ∈ MorCu(H)(B,A), T ∈ TA and α ∈ P
T
A
, then
A(B)d
H(T)(T)
α = A(A)
T
α .
Proof. Since the bicommutant theorem we deduce that A(B)d
H(T)(T)
α =
piα(T(B)) ∪ UHTα (H)
w
and A(A)Tα = piα(A) ∪UHα(H)
w
, where S
w
is the closure w.r.t. the
weak operator topology of any subset S of L(Hα). Thus the statement follows since T is
surjective and Cor. 2.3.29. 
Proposition 3.2.11. If A is unitarily implemented by v and l ∈ H, then bA,v(l) is
(
A
≃,
A
≃)−compatible, moreover bA,v(l)(T⋄
A
) ⊆ T⋄
A
and bA,v(l)(Tp
A
) ⊆ Tp
A
hence bA,v(l) ↾ T⋄
A
is
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(
A
≎,
A
≎)−compatible and bA,v(l) ↾ Tp
A
is (
A
h,
A
h)−compatible. If in addition A,B ∈ Cu(H)
and T ∈ MorCu(H)(B,A), then d
H(T) is (
A
≃,
B
≃)−compatible, moreover dH(T)(T⋄
A
) ⊆ T⋄
B
and dH(T)(Tp
A
) ⊆ Tp
B
hence dH(T) ↾ T⋄
A
is (
A
≎,
B
≎)−compatible and dH(T) ↾ Tp
A
is (
A
h,
B
h
)−compatible. If A ∈ C0u(H) then b
A,v(l) ↾ V(A) is (
A
≈,
A
≈)−compatible, while whenever
B ∈ C0u(H) and T ∈MorC0u(H)(B,A) then d
H(T) ↾VA is (
A
≈,
B
≈)−compatible.
Proof. Let T
A
≃ Q and l ∈ H we claim to show that bA,v(l)(T)
A
≃ bA,v(l)(Q) and if in ad-
dition A,B ∈ Cu(H) that dH(T)(T)
B
≃ dH(T)(Q). Let α ∈ PT
A
then Vαpiα(v(l))Ωα = υα(v(l))Ψα
and (ad(Vα)◦ad(piα(v(l))))(Γα) = (ad(υα(v(l)))◦ad(V))(Γα) = ad(υα(v(l)))(∆α), while clearly
ad(Vα) ◦ piα ◦ T = υα ◦ T, and our claim is proved. Next assume T ∈ T
p
A
, the case T ∈ T⋄
A
follows similarly. Clearly ad(piα(v(l))) ◦ piα = piα ◦ ad(v(l)), hence ad(piα(v(l)))(A (A)
T
α ) =
A (A)b
A,v(l)(T)
α since Cor. 1.1.35 thus ad(piα(v(l)))(A(A)
T
α ) = A(A)
bA,v(l)(T)
α since the bicommu-
tant theorem and since ad(piα(v(l))) is weakly continuous. Therefore b
A,v(l)(T) ∈ Tp
A
. Next
dH(T)(T) ∈ Tp
B
since Lemma 3.2.10. The last sentence of the statement follows since the
first one and Lemma 2.2.80, and since the second one and the definition ofMorC0u(H). 
The following result is fundamental in order to define in Def. 3.2.20 the mapsm# and
v♮, where # ∈ {>, ⋆, q}.
Lemma 3.2.12. We have
(1) m
A
is (
A
≃,=)−compatible, i.e. T
A
≃ Q⇒ m
A
(T) = m
A
(Q),
(2) if A ∈ C0u(H) then V
A is (
A
≈,=)−compatible.
Proof. Let T
A
≃ Q and α ∈ PT
A
. Since (3.2.1) and following the arguments used in the
proof of Thm. 1.1.54 we deduce that the next is a commutative diagram
L(Hα)
ad(Vα)
// L(Kα)
Bω,αµ ,
Rµ
H,α
OO
Rµ
K,α
::✈✈✈✈✈✈✈✈✈
hence since Lemma 2.2.79 we obtain
(3.2.2) R˜µ
K,α
= ad(Vα) ◦ R˜
µ
H,α
.
Next for any x ∈ X if Sαx and T
α
x is such that iS
α
x is the infinitesimal generator of the
semigroup UKα ◦ ζ ◦ ix ↾ R
+ and UHα ◦ ζ ◦ ix ↾ R
+ respectively then since (3.2.1) we obtain
(3.2.3) Sαx = VαT
α
xV
∗
α,
thus by Cor 1.1.12(2), (0.2.15) and (2.3.4),
(3.2.4) f (C(A,
∏
x∈A
supp(ESαx ))) ⊆ R,
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where A ∈ Pω(X) satisfying Def. 2.3.8(6) applied to T. Since (3.2.3) and Thm. 1.1.14(2)
we deduce that
(3.2.5) D
ζ, f
K,α
= VαD
ζ, f
H,α
V∗α.
By construction we have
(3.2.6)
R(T, α) =
(
(Bω,α,+µ , R˜
µ
H,α
),D
ζ, f
H,α
, Γα
)
,
R(Q, α) =
(
(Bω,α,+µ , R˜
µ
K,α
),D
ζ, f
K,α
,∆α
)
.
By (3.2.5) and Cor. 1.1.12(3) we have
(3.2.7) exp(−(D
ζ, f
K,α
)2) = ad(Vα)(exp(−(D
ζ, f
H,α
)2)).
Next by abuse of language letV,∆, Γ , R˜K , R˜H,DK andDH denoteVα,∆α, Γα, R˜
µ
K,α
, R˜µ
H,α
,D
ζ, f
K,α
and D
ζ, f
H,α
respectively, then since (3.2.2)& (3.2.5)& (3.2.7) we obtain for all s0, . . . , s2n ∈ R
and a0, . . . , a2n ∈ B
ω,α,+
µ
Tr
(
∆ R˜K(a0) exp(−s0D
2
K)[DK , R˜K(a1)] exp(−s1D
2
K) . . .
[DK, R˜K(a2n−1)] exp(−s2n−1D
2
K)[DK , R˜K(a2n)] exp(−s2nD
2
K)
)
=
(Tr ◦ ad(V))
(
Γ R˜H(a0) exp(−s0D
2
H)[DH , R˜H(a1)] exp(−s1D
2
H) . . .
[DH, R˜H(a2n−1)] exp(−s2n−1D
2
H)[DH , R˜H(a2n)] exp(−s2nD
2
H)
)
=
Tr
(
Γ R˜H(a0) exp(−s0D
2
H)[DH , R˜H(a1)] exp(−s1D
2
H) . . .
[DH, R˜H(a2n−1)] exp(−s2n−1D
2
H)[DH , R˜H(a2n)] exp(−s2nD
2
H)
)
.
Therefore since (3.2.6) and [16, IV.8.ǫ Thm 22, Thm. 21, and IV.7.δ Thm 21] we have
〈 ·, ch(R(Q, α)) 〉µ,ω,α = 〈 ·, ch(R(T, α)) 〉µ,ω,α,
and st.(1) follows. St.(2) follows since (3.2.7), the hypothesis υα = ad(Vα) ◦ piα and Thm.
2.3.48(2b)& (2a). 
Prp. 3.2.11 permits to set the following
Definition 3.2.13. Let # ∈ {>, ⋆, q}, define bA# to be the map on H and d
H
# to be the map on
MorCu(H) such that for all l ∈ H and T ∈MorCu(H)(B,A)
bA>(l) : T
>
A → T
>
A, [T]A≃ 7→ [b
A(l)(T)]A
≃
,
bA⋆(l) : T
⋆
A → T
⋆
A, [T]A≎ 7→ [b
A(l)(T)]A
≎
,
bA
q
(l) : TqA → T
q
A, [T]Ah
7→ [bA(l)(T)]A
h
,
dH> (T) : T
>
A → T
>
B, [T]A≃ 7→ [d
H(T)(T)]B
≃
,
dH⋆ (T) : T
⋆
A → T
⋆
B, [T]A≎ 7→ [d
H(T)(T)]B
≎
,
dH
q
(T) : TqA → T
q
B, [T]Ah
7→ [dH(T)(T)]B
h
,
if in addition A,B ∈ C0u(H) we can set for all l ∈ H and T ∈MorC0u(H)(B,A)
bA♮ (l) : V
♮
A
→V♮
A
, [T]A
≈
7→ [bA(l)(T)]A
≈
, dH♮ (T) :V
♮
A
→V♮
B
, [T]A
≈
7→ [dH(T)(T)]B
≈
.
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Remark 3.2.14. Since Prp. 3.2.7 we have that bA⋆(l) = b
A
>(l) ↾ T
⋆
A
and dH⋆ (T) = d
H
> (T) ↾
T⋆
A
, while bA
q
(l) = bA>(l) ↾ T
q
A
and dH
q
(T) = dH> (T) ↾ T
q
A
, finally if A ∈ C0u(H) then b
A
♮
(l) =
bA
q
(l) ↾V♮
A
and dH
♮
(T) = dH
q
(T) ↾V♮
A
.
Definition 3.2.15. For any q ∈ T>
A
set Pq
A
to be the set PQ
A
, where Q ∈ q. Since T
A
≃ Q ⇒
(∀α ∈ PT
A
)(KTα (A) = K
Q
α (A)) we can set for all q ∈ T
>
A
and α ∈ Pq
A
Kqα(A) ≔ K
Q
α (A), Q ∈ q.
Set s(>) = ∅, s(⋆) = ⋄ and s(q) = p. Let # ∈ {>, ⋆, q}, define A# : Obj(Cu(H)) → Obj(Ab)
such that
A#,A ≔
∏
q∈T#
A
∏
α∈Pq
A
Kqα(A),
provided by the pointwise composition, inversion and identity. By abuse of language we shall
use the same symbol A#,A to denote the set underlying the group A#,A. Let r# be the map on
Obj(Cu(H)) such that r
A
# : A#,A → AA and for all f ∈ A#,A, Q ∈ T
s(#)
A
and α ∈ PQ
A
rA# (f)(Q)(α) ≔ f([Q]A≃)(α).
Define
ψ# ∈
∏
D∈Cu(H)
Morset(H,AutAb(A#,D)),
such that for all l ∈ H and f ∈ A#,A
ψA# (l)(f) ≔ c
A
(l) ◦ f ◦ bA# (l
−1),
Finally
gH# ∈
∏
L∈MorCu (H)
MorAb(A#, d(L),A#, c(L)),
such that for all W ∈MorCu(H)(A,B) and f ∈ A#,A
gH# (W)(f) ≔ h
H
(W) ◦ f ◦ dH# (W).
Note that r# is well-defined since Prp. 3.2.7, while ψ# and g
H
# are well-defined since
the second inclusion in (0.2.32) and the standard picture used for the K0−groups.
Definition 3.2.16. Define Z♮ : Obj(C
0
u(H)) → Obj(set) and Z
m
♮
∈∏
T∈Mor
C0u(H)
Morset(Z♮(c(T)),Z♮(d(T))), such that
Z♮ : D 7→
∐
p∈V
♮
D
Morset(P
p
D
,A∗D),
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where AD denotes the C
∗−algebra underlying D, and if A,B ∈ C0u(H) and T ∈ MorC0u(H)(B,A)
then
Zm♮ (T) : Z♮(A)→ Z♮(B),
(p, g) 7→
(
dH♮ (T)(p),P
dH
♮
(T)(p)
B
∋ α 7→ g(α) ◦ T
)
.
Moreover define
V♮ ∈
∏
D∈C0u(H)
MorGr(H,Autset(Z♮(D))),
such that if A ∈ C0u(H) and l ∈ H then
V♮(A)(l) : (p, g) 7→
(
bA♮ (l)(p),P
bA
♮
(l)(p)
A
∋ α 7→ g(α) ◦ η(l−1)
)
.
For the remaining of this section let 1 denote the unit element of H.
Definition 3.2.17. Let # ∈ {>, ⋆, q}. Define P# and Q#o be the maps on Obj(Cu(H)), and
Q#m be the map on MorCu(H) such that
PA# ≔ (1 7→ T
#
A, b
A
# ),
Q#o(A) ≔ T
#
A,
Q#m ≔ d
H
# .
Moreover define P♮, Z♮, and Q
♮
o be the maps on Obj(C
0
u(H)), and Q
♮
m be the map on MorC0u(H)
such that if A ∈ C0u(H) then
PA♮ ≔ (1 7→V
♮
A
, bA♮ ),
ZA♮ ≔
(
1 7→ Z♮(A),V♮(A)
)
,
Q
♮
o(A) ≔V
♮
A
,
Q♮m ≔ d
H
♮ .
Lemma 3.2.18. We have that
(1) (Q>o ,Q
>
m) ∈ Fct(Cu(H)
op, set),
(2) (Z♮,Zm♮ ) ∈ Fct(C
0
u(H)
op, set),
(3) PA> ∈ Fct(H, set),
(4) ZA
♮
∈ Fct(H, set), if A ∈ C0u(H),
(5) ψA> ∈MorGr(H,AutAb(A>,A)),
(6) (A>, gH> ) ∈ Fct(Cu(H),Ab),
(7) rA> is an injective group morphism,
(8) rA> ◦ψ
A
>(l) = ψ
A(l) ◦ rA>, for all l ∈ H,
(9) gH(T) ◦ rB> = r
A
> ◦ g
H
> (T), for all T ∈MorCu(H)(B,A).
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Proof. st.(1)& (2) follow since Lemma 2.3.35, st.(3)& (4) by Thm. 2.3.17. For any
l ∈ H the ψA>(l) maps A>,A into itself since the construction of b
A
> and by Thm. 2.3.17.
ψA> is a H−action since b
A
> and c
A
are H−actions by st.(3) and Prp. 2.3.19 respectively, so
st.(5) follows. St.(6) follows since (2.3.33) and st.(1). St.(7) is immediate, while st.(8)& (9)
follow by direct computation. 
Since Rmk. 3.2.14 and then following the same argument used in the proof of Lemma
3.2.18 we obtain the following
Lemma 3.2.19. For all # ∈ {⋆, q}we obtain
(1) (Q#o ,Q
#
m) ∈ Fct(Cu(H)
op, set),
(2) PA
#
∈ Fct(H, set),
(3) ψA# ∈MorGr(H,AutAb(A#,A)),
(4) (A#, gH# ) ∈ Fct(Cu(H),Ab),
(5) rA# is an injective group morphism,
(6) rA# ◦ψ
A
# (l) = ψ
A(l) ◦ rA# , for all l ∈ H,
(7) gH(T) ◦ rB
#
= rA
#
◦ gH
#
(T), for all T ∈MorCu(H)(B,A),
(8) (Q♮o,Q
♮
m) ∈ Fct(C
0
u(H)
op, set),
(9) PA
♮
∈ Fct(H, set), if A ∈ C0u(H).
According to Lemma 3.2.12, Lemmas 3.2.18(7) and 3.2.19(5), we can set the following
Definition 3.2.20. Let # ∈ {>, ⋆, q}, define m# and m# to be the maps on Obj(Cu(H)) such
that
m
A
# ∈
∏
p∈T#
A
Morset(P
p
A
,A∗#,A),
m
A
# (p)(β) ≔ m
A
(I)(β) ◦ rA# , p ∈ T
#
A,I ∈ p, β ∈ P
p
A
;
mA# ≔ (1 7→ m
A
# ).
Moreover define V♮ and v♮ to be the maps on Obj(C
0
u(H)) such that if A ∈ C
0
u(H) then for any
section s of the fibered space 〈VA, [·]A
≈
,V♮
A
〉
VA♮ ∈
∏
p∈V
♮
A
∏
β∈Pp
A
NA(m
A
(sp)(β)),
VA♮ (p)(β) ≔ V
A(sp)(β), p ∈V
♮
A
, β ∈ Pp
A
;
vA♮ ≔ (1 7→ gr(V
A
♮ )).
According to Lemma 3.2.18(5&6) and Lemma 3.2.19(3& 4) we can set the following
Definition 3.2.21. Let # ∈ {>, ⋆, q}, define ∆#o and O# be the maps on Obj(Cu(H)), and ∆
#
m
be the map on MorCu(H) such that
∆#o(A) ≔
⋃
p∈T#
A
Morset(P
p
A
,A∗#,A),
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while for any T ∈MorCu(H)(B,A)
∆#m(T) : ∆
#
o(A)→ ∆
#
o(B),
Morset(P
p
A
,A∗#,A) ∋ g 7→
(
P
dH
#
(T)(p)
B
∋ β 7→ g(β) ◦ gH# (T)
)
, ∀p ∈ T#A.
Moreover define
ψ#,⊲ ∈
∏
D∈Cu(H)
MorGr(H,Autset(∆
#
o(D)))
ψA#,⊲(l) : ∆
#
o(A)→ ∆
#
o(A),
Morset(P
p
A
,A∗#,A) ∋ g 7→
(
Pp
A
∋ β 7→ g(β) ◦ψA# (l
−1)
)
, ∀p ∈ T#A, l ∈ H;
finally
OA# ≔ (1 7→ ∆
#
o(A),ψ
A
#,⊲).
Lemma 3.2.22. For all # ∈ {>, ⋆, q}we obtain that ψ#,⊲ is well-defined and
(1) OA
#
∈ Fct(H, set),
(2) (∆#o ,∆
#
m) ∈ Fct(Cu(H)
op, set).
Proof. The case # = > follows since Lemma 3.2.18(5&6), while the cases # ∈ {⋆, q}
follow since Lemma 3.2.19(3&4). 
Definition 3.2.23. Let T ∈ MorCu(H)(B,A), l ∈ H, T ∈ TA and α ∈ P
T
A
. We say that the
hypothesis E(T, l,T, α) holds true if (ad ◦ piα ◦ T ◦ vB)(l) ↾ U(Hα) = (ad ◦ piα ◦ vA)(l) ↾ U(Hα),
while the hypothesis E(T, l) holds true if the hypothesis E(T, l,I, β) holds true for all I ∈ TA and
β ∈ PI
A
, finally we say that the hypothesis E holds true if the hypothesis E(T, l) holds true for all
l ∈ H and T ∈MorC0u(H).
Lemma 3.2.24. For all l ∈ H and T ∈MorCu(H)(B,A) we have
(1) bB⋆ (l) ◦ d
H
⋆ (T) = d
H
⋆ (T) ◦ b
A
⋆(l),
(2) h
H
(T) ◦ c
B
(l) = c
A
(l) ◦ h
H
(T),
(3) gH⋆ (T) ◦ψ
B
⋆ (l) = ψ
A
⋆(l) ◦ g
H
⋆ (T),
(4) ψB⋆,⊲(l) ◦ ∆
⋆
m(T) = ∆
⋆
m(T) ◦ψ
A
⋆,⊲(l),
(5) if in addition the hypothesis E(T, l) holds true then we obtain
(a) bB
q
(l) ◦ dH
q
(T) = dH
q
(T) ◦ bA
q
(l),
(b) gH
q
(T) ◦ψB
q
(l) = ψA
q
(l) ◦ gH
q
(T),
(c) ψB
q,⊲(l) ◦ ∆
q
m(T) = ∆
q
m(T) ◦ψ
A
q,⊲(l).
Proof. Let l ∈ H, T ∈MorCu(H)(B,A) and T ∈ T
⋄
A
then
(3.2.8)
(dH(T) ◦ bA(l))(T) = 〈 (Tl)T,µl, (H(v
A,l))T, ζl, f , Γ l
H,vA
〉
(Tl)T = 〈 l · h, ξ, βc, I,T† ◦ η
∗(l) ◦ω 〉
(H(v
A,l))T : PTA ∋ α 7→ 〈Hα,piα ◦ T, piα(v
A(l))Ωα 〉,
Γ l
H,vA
: PTA ∋ α 7→ ad
(
piα(v
A(l))
)
(Γα),
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while
(3.2.9)
(bB(l) ◦ dH(T))(T) = 〈 (TT)l,µl, (HT)(v
B ,l), ζl, f , Γ l
HT,vB
〉
(TT)l = 〈 l · h, ξ, βc, I, θ
∗(l) ◦ T† ◦ω 〉
(HT)(v
B,l) : PTA ∋ α 7→ 〈Hα,piα ◦ T, (piα ◦ T)(v
B(l))Ωα 〉,
Γ l
HT ,vB
: PTA ∋ α 7→ ad
(
(piα ◦ T)(v
B(l))
)
(Γα),
moreover T is equivariant by hypothesis so θ∗(l) ◦ T† = T† ◦ η
∗(l), thus
(3.2.10) (TT)l = (Tl)T.
Let α ∈ PT
A
, thus (H(v
A,l))Tα is a cyclic representation associated with (T† ◦ η
∗(l))(ωα) and
(HT)(v
B ,l)
α is a cyclic representation associatedwith the state (θ
∗(l)◦T†)(ωα) = (T†◦η
∗(l))(ωα),
so there exists a unitary operator Vα on Hα such that
(3.2.11)
piα ◦ T = ad(Vα) ◦ (piα ◦ T),
Vαpiα(v
A(l))Ωα = (piα ◦ T)(v
B(l))Ωα.
Next for all b ∈ B we have
ad
(
T(vB(l))
)
(T(b)) = (T ◦ θ(l))(b)
= (η(l) ◦ T)(b) = (ad(vA(l))(T(b)),
but T is surjective so
(3.2.12) ad
(
T(vB(l))
)
= ad(vA(l)),
in particular
(3.2.13) ad
(
(piα ◦ T)(v
B(l))
)
↾ piα(A) = ad
(
piα(v
A(l))
)
↾ piα(A),
so since ad(W) is weakly continuous for any unitary operator W on Hα and pi(A)
′′ =
piα(A)
w
since the bicommutant theorem , we obtain
ad
(
(piα ◦ T)(v
B(l))
)
↾ piα(A)
′′ = ad
(
piα(v
A(l))
)
↾ piα(A)
′′.
Moreover Γα ∈ piα(A)
′′ by hypothesis so since (3.2.8)& (3.2.9)
(3.2.14) Γ l
HT,vB,α
= Γ l
H,vA,α
.
Next Vα ∈ piα(A)
′ since T is surjective and the first equality of (3.2.11), therefore
(3.2.15) Γ l
H,vA,α
= ad(Vα)(Γ
l
H,vA,α
).
Finally since (3.2.8)& (3.2.9)& (3.2.10)& (3.2.11)& (3.2.14)& (3.2.15) we obtain
(dH(T) ◦ bA(l))(T)
B
≃ (bB(l) ◦ dH(T))(T),
then st.(1) follows since Prp. 3.2.7& 3.2.11. St.(2) follows since Rmk. 2.3.32, (2.3.29)
and Prp. 2.3.31, and the fact that (K0(·), (·)∗) ◦ ((·)+, (·)+) is a functor from CA
∗ to Ab. In
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conclusion st.(3) follows since st.(1)& (2), and st.(4) since st.(3). If the hypothesis E(T, l)
holds true then since (3.2.13) and the bicommutant theorem we obtain
(3.2.16) ad
(
(piα ◦ T)(v
B(l))
)
↾ A(A)Tα = ad
(
piα(v
A(l))
)
↾ A(A)Tα ,
then st.(5a) follows under the same argument used to prove st.(1). St.(5b)& (5c) follow
since st.(5a)& (2). 
Definition 3.2.25. Define
PH ≔
(
P⋆, MorCu(H)op ∋ T 7→ (1 7→ Q
⋆
m(T))
)
,
OH ≔
(
O⋆, MorCu(H)op ∋ T 7→ (1 7→ ∆
⋆
m(T))
)
,
PH♮ ≔
(
P♮, MorC0u(H)op ∋ T 7→ (1 7→ Q
♮
m(T))
)
,
ZH♮ ≔
(
Z♮, MorC0u(H)op ∋ T 7→ (1 7→ Z
m
♮ (T))
)
.
Corollary 3.2.26. We have
(1) PH ∈ Fct(Cu(H)
op,Fct(H, set));
(2) OH ∈ Fct(Cu(H)
op,Fct(H, set));
(3) If the hypothesis E holds true then
(a) PH
♮
∈ Fct(C0u(H)
op,Fct(H, set)),
(b) ZH
♮
∈ Fct(C0u(H)
op,Fct(H, set)).
Proof. Let T ∈ MorCu(H)(B,A). Since Lemma 3.2.19(1)& (2) to prove st.(1) it is suffi-
cient that
(1 7→ Q⋆m(T)) ∈MorFct(H,set)(P
A
⋆,P
B
⋆ ),
i.e. 1 7→ Q⋆m(T) is a natural transformation from the functorP
A
⋆ toP
B
⋆ , which is true since
Lemma 3.2.24(1). Since Lemma 3.2.22(1)& (2) to prove st.(2) it is sufficient that
(1 7→ ∆⋆m(T)) ∈MorFct(H,set)(O
A
⋆,O
B
⋆ ),
which is true since Lemma 3.2.24(4). AssumeA,B ∈ C0u(H) and T ∈MorC0u(H)(B,A). Since
Lemma 3.2.19(8)& (9) to prove st.(3a) it is sufficient that
(1 7→ Q♮m(T)) ∈MorFct(H,set)(P
A
♮ ,P
B
♮ ),
which is true since Lemma 3.2.24(5a) and Rmk. 3.2.14. Since Lemma 3.2.18(2)& (4) to
prove st.(3b) it is sufficient that
(1 7→ Zm♮ (T)) ∈MorFct(H,set)(Z
A
♮ ,Z
B
♮ ),
which is true since Lemma 3.2.24(5a) and Rmk. 3.2.14, and since T is equivariant i.e.
T ◦ θ(l) = η(l) ◦ T, for all l ∈ H. 
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Remark 3.2.27. Let ΓD denote the space of sections of the fibered space 〈VD, [·]D
≈
,V♮
D
〉,
for any D ∈ C0u(H), then for any s ∈
∏
D∈C0u(H)
ΓD since Def. 3.2.20 we have that
V♮ ∈
∏
D∈C0u(H)
∏
p∈V
♮
D
∏
β∈Pp
D
ND(m
D
(sDp )(β)),
vD♮ = (1 7→ gr(V
D
♮ )),∀D ∈ C
0
u(H).
Nowwe are able to state in the secondmain result of this work thatm⋆ and, under the
hypothesisE, also v♮ are natural transformations. Since Rmk. 3.2.27 this result represents
the compact equivariant form of the universality claim described in introduction 0.1,
whose invariant form will be established in Thm. 3.3.26.
Theorem 3.2.28 (Compact equivariant form of the universality claim). We have
(1)
m⋆ ∈MorFct(Cu(H)op ,Fct(H,set))(P
H,OH),
(2) if hypothesis E holds true then
v♮ ∈MorFct(C0u(H)op,Fct(H,set))(P
H
♮ ,Z
H
♮ )
Proof. St.(1) is well-set since Cor. 3.2.26, moreover it ammounts to be equivalent to
the claimed statements (3.2.17)& (3.2.18), where
(3.2.17) (1 7→ m
A
⋆) ∈MorFct(H,set)(P
A
⋆,O
A
⋆),
and for all T ∈ MorCu(H)(B,A) the following is a commutative diagram in the category
Fct(H, set)
(3.2.18) PA⋆
1 7→m
A
⋆
//
1 7→Q⋆m(T)

OA⋆
1 7→∆⋆m(T)

PB⋆
1 7→m
B
⋆
// OB⋆ .
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Next (3.2.17) equivales to the commutativity in set of the following diagram for all l ∈ H
(3.2.19) T⋆A
m
A
⋆
//
bA⋆(l)

∆⋆o (A)
ψA⋆,⊲(l)

T⋆A
m
A
⋆
// ∆⋆o (A).
Let p ∈ T⋆
A
, I ∈ p and β ∈ Pp
A
. Then
(ψA⋆,⊲(l) ◦m
A
⋆)(p)(β) = m
A
⋆(p)(β) ◦ψ
A
⋆(l
−1)
= m
A
(I)(β) ◦ rA⋆ ◦ ψ
A
⋆(l
−1)
= m
A
(I)(β) ◦ψA(l−1) ◦ rA⋆
= m
A
(bA(l)I)(β) ◦ rA⋆
= (m
A
⋆ ◦ b
A
⋆(l))(p)(β),
where the third equality follows since Lemma 3.2.19(6) and the fourth one since Thm.
2.3.21(2). Hence (3.2.19) and so also (3.2.17) follow. Next (3.2.18) equivales to the
commutativity in set of the following diagram
(3.2.20) T⋆A
m
A
⋆
//
dH⋆ (T)

∆⋆o (A)
∆⋆m(T)

T⋆B
m
B
⋆
// ∆⋆o (B).
Next
(m
B
⋆ ◦ d
H
⋆ (T))(p)(β) = m
B
⋆ ([d
H(T)I]B
≎
)(β)
= m
B
(dH(T)I)(β) ◦ rB⋆
= m
A
(I)(β) ◦ gH(T) ◦ rB⋆
= m
A
(I)(β) ◦ rA⋆ ◦ g
H
⋆ (T)
= m
A
⋆(p)(β) ◦ g
H
⋆ (T)
= (∆⋆m(T) ◦m
A
⋆)(p)(β),
where the third equality follows since the second equality in (2.3.34) (in switching A
with B), while the fourth one since Lemma 3.2.19(7). Therefore (3.2.20) and (3.2.18) and
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then st.(1) follow. Up to the end of the present proof we assume that A,B ∈ C0u(H).
St.(2) is well-set since Cor. 3.2.26, moreover it ammounts to be equivalent to the claimed
statements (3.2.21)& (3.2.22), where
(3.2.21) (1 7→ gr(VA♮ )) ∈MorFct(H,set)(P
A
♮ ,Z
A
♮ ),
and for all T ∈ MorC0u(H)(B,A) the following is a commutative diagram in the category
Fct(H, set)
(3.2.22) PA♮
1 7→gr(VA
♮
)
//
1 7→Q
♮
m(T)

ZA♮
1 7→Zm
♮
(T)

PB♮ 1 7→gr(VB
♮
)
// ZB♮ .
Next (3.2.21) equivales to the commutativity in set of the following diagram for all l ∈ H
(3.2.23) V
♮
A
gr(VA
♮
)
//
bA
♮
(l)

Z♮(A)
V♮(A)(l)

V♮
A gr(VA
♮
)
// Z♮(A),
i.e. η∗(l) ◦ VA
♮
(p) = (VA
♮
◦ bA
♮
(l))(p), for all p ∈V♮
A
, which follows since Cor. 2.3.56(4), hence
(3.2.21) is proved. Next (3.2.22) equivales to the commutativity in set of the following
diagram
(3.2.24) V♮
A
gr(VA
♮
)
//
dH
♮
(T)

Z♮(A)
Zm
♮
(T)

V♮
B gr(VB
♮
)
// Z♮(B),
which follows since Thm. 2.3.48(2(c)i), therefore (3.2.22) as well st.(2) follow. 
Remark 3.2.29. Notice that Thm. 3.2.28(1) is equivalent to Cor. 2.3.56(1,2), while
under the hypothesis E Thm. 3.2.28(2) is equivalent to Cor. 2.3.56(3,4). Indeed Thm.
3.2.28(1) is equivalent to (3.2.19) and (3.2.20), for all A,B ∈ Cu(H), l ∈ H and T ∈
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MorCu(H)(B,A), while, in case the hypothesis E holds true, Thm. 3.2.28(2) is equivalent
to (3.2.23) and (3.2.24) for all A,B ∈ C0u(H), l ∈ H and T ∈MorC0u(H)(B,A).
Remark 3.2.30. Let X = 〈D,H, J,P 〉 be the canonical standard form ofA, φ a faithful
semi-finite normal weight onA, 〈piφ,Hφ, ηφ 〉 the semi-cyclic representation ofA associ-
ated with φ, [36, Def. 7.1.5], and Y = 〈piφ(A),Hφ, Jφ,Pφ 〉 the standard form associated
to φ realized on H, thus X = Y [36, p. 153]; finally let ∆ denote the modular operator
associated with φ. Since the construction of vA and since [36, Lemma 6.1.5(vi), Thm.
7.2.6 and Thm. 9.1.15] we deduce that the following holds
• vA(l)P = P;
• vA(l) J vA(l−1)∆
1
2ηφ(x) = ηφ(x∗), for all x ∈ nφ ∩ n∗φ.
Next let A,B ∈ Cu(H) and T ∈MorCu(H)(B,A) and letA andB denote the underlying von
Neumann algebras of A and B respectively, thus the hypothesis E(T, l) holds true if
(1) T(vB(l))P = P;
(2) T(vB(l)) J T(vB(l−1))∆
1
2ηφ(x) = ηφ(x∗), for all x ∈ nφ ∩ n∗φ.
Note that the requests ad(vA(l))A = A and ad(T(vB(l)))A = A are automatically satisfied
since vA(l) ∈ U(A) and vB(l) ∈ U(B) by construction. Now (1) should be not difficult to
show, while with the help of (3.2.12) it should be possible to prove (2), but up to now
we did not succeed.
3.3. Universality of the global Terrell law
Any fissioning system U233 + nth, U
235 + nth, Pu
239 + nth and C f
252, below referred as
as−type, exhibits an asymmetric binary fission consisting in obtaining two asymmetric
final fragments. Here the asymmetry of the fragments is with respect to their mass
numbers in unified atomic mass units. LetAH and AL be the mass numbers of the heavy
and light fragments respectively. In addition any fissioning system up to C f 252 for
example Fm258 and Hs266, below referred as s−type, exhibits a symmetric binary fission
consisting in obtaining two symmetric final fragments. The nucleon phase hypothesis
advanced by Mouze and Ythier states the following, see [26, 27, 33] for details. The
reaction-time of any binary fission process is 1.77 10−25s thus occurring at temperatures
of the order of 1013K, according to the energy-time uncertainty relation. Hence the
distinction between the proton and neutron phase disappears and a new nucleon phase
occurs. More exactly whenever a fission process involves an as−type fissioning system
ς, two nucleon cores come into existence, one of mass number 82 and the other of mass
number 126. The two final asymmetric fragments consist by these two cores surrounded
by their valence nucleons, and the closure of the shells at 82 and 126 explains the
following Terrell law [33, eq. (1)]
(3.3.1) ν = 0.08 (AL − 82) + 0.1 (AH − 126),
where ν is the mean value of the prompt-neutron yield in the state describing the
fragments obtained next the fission process occurs to ς, in what follows simply called
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prompt-neutron yield of the fission process occurring to ς. Similarly the reaction involv-
ing a s−type fissioning system generates two nucleon cores each one of mass number
126, and the symmetric final fragments consist of such a cores surrounded by their
valence nucleons, [33, II.a].
From the information extracted by the experiment we deduce the following stability,
the values 82 and 126 remain unchanged under variation of the generating fissioning
system. Moreover the hypothesis of existence of nucleon cores implies the thermal
nature and phase transition of the nucleon phase: the fission process activates and the
cores are generated at temperatures higher than 1013K.
The universality claim described in introduction 0.1 has beeen resolved in its equi-
variant form in Cor. 2.3.56. Here we shall resolve the invariant form of the claim which
establishes the invariance of the global light and heavy nucleon and fragment masses,
and the global Terrell law under contravariant action over the field of fission processes
of the subcategory C0u(H) of fissioning systems and their transformations, and under
covariant action over the field of fission processes of the symmetry group H. As a result
the (restricted global) light and heavy nucleon masses as well the prompt-neutron yield
are invariant under essential contravariant action of C0u(H) and under covariant action
of H. Finally under the revised nucleon phase hypothesis the stability of the nucleon
masses at the values 82 and 126 and the invariance of (3.3.1) under action of the above
transformations follow. It ammounts to apply the below T−resolution of the invari-
ant form of the universality claim, to the case where T equals T•. Let #m =light and
#w =heavy.
For any nucleon-fragment doublet T on C, there exist sections µT
j
, λT
j
, j ∈ {m,w} and θT all
invariant under contravariant action of Ξ(D,F) and such that each of their values induces an
invariant section under covariant action of H. There exists a field PT = (PTo ,P
T
m) contravariant
under action of the subcategory Ξ(D,F) of fissioning systems and their transformations, where
PTo (a) is the set of subsets of fission processes occurring to the fissioning system a, for any object
a of Ξ(D,F). The maps (µT
j
)a, (λ
T
j
)a and θ
T
a associate with each Y in P
T
o (a) the set of the T − # j
nucleon masses, T − # j fragment masses, and the prompt-neutron yields of the fission precesses
belonging to Y respectively. As a result of Prp. 2.2.72 the universality of the T − # j nucleon
and fragment masses, and the universality of the T−Terrell law establishes what follows. µT
j
, λT
j
and θT are natural transformations whose source functor is PT and the morphism map of their
common target functor is the constant map with constant value equal to the identity map on the
power set of R, moreover 1 7→ (µT
j
)a, 1 7→ (λ
T
j
)a and 1 7→ θ
T
a are morphisms in the category of
functors from H to set. In other words
(3.3.2)
θTd(T) ◦ P
T
m(T) = θ
T
c(T),∀T ∈MorΞ(D,F),
θTa ◦ τ
T
a(l) = θ
T
a ,∀a ∈ Ξ(D,F), l ∈ H,
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similarly for µT
j
and λT
j
. The contravariance of PT under action of Ξ(D,F) means that for all
T, S ∈MorΞ(D,F) such that d(T) = c(S)
PTm(T)P
T
o (c(T)) ⊆ P
T
o (d(T)),
PTm(T ◦ S) = P
T
m(S) ◦ P
T
m(T).
Next we briefly sketch for the canonical case what above outlined. Let NT•as be the set
of the
n = 〈A, T, α, {f j,N j} j∈{m,w} 〉,
such that A = 〈A,H, η 〉 is an object of the category C0u(H), T ∈ V(A), α ∈ P
T
A
∩ R+0 ,
N j ∈ A+ and f j ∈ AA, satisfying consistent physical requests. N
T•
as models the set of all
the possible asymmetric fission processes, later called simply fission processes, in the
following sense. For any n ∈ NT•as as above we have that
(1) A is the fissioning system to which the asymmetric fission process n occurs,
(2) GH(A) is the nucleon system generated by the fissioning system A,
(3) O(A)Tα is the fragment systemwhose observable algebra isA and whose dynam-
ics is (εA)Tα (−α
−1(·)),
(4) ϕTα is the state of thermal equilibrium at inverse temperature α of O(A)
T
α ,
(5) T is the operation realizing the fission process n whenever performed onϕTα ,
(6) m
A
(T, α) is the phase of GH(A), occurring by performing T onϕTα ,
(7) VA(T, α) is the state of O(A)Tα originated via m
A
(T, α),
(8) N j is the observable of O(A)
T
α relative to the mass of the # j fragment,
(9) f j is the observable of G
H(A) relative to the mass of the # j nucleon core,
(10) κT•
j
(n) ≔ VA(T, α)(N j) is themean value inVA(T, α) of themass of the # j fragment,
(11) ζT•
j
(n) ≔ m
A
(T, α)(f j) is the mean value in m
A
(T, α) of the mass of the # j nucleon
core.
It is worthy remarking that for each fissioning system the nucleon phase as well the
fragment state is one, while the light and heavy cases are ascribable to the observables fm
and fw for the nucleon cores andNm andNw for the fragments. Now the restricted global
Terrell law generalizing (3.3.1) can be defined in the following way. For any n ∈ NT•as the
mean value of the prompt-neutron yield in VA(T, α), said also prompt-neutron yield of the
fission process n, equals νT•(n) where
(3.3.3) νT• ≔ 0.08(κT•m − ζ
T•
m ) + 0.1(κ
T•
w − ζ
T•
w ).
Since by construction fission processes depend by fissioning systems and operations, it
is natural to expect that the category C0u(H)
op and the group H act on the set NT•as . Indeed
for any l ∈ H let Tl = bA(l)(T), fl
j
= ψA(l)(f j) and N
l
j
= η(l)(N j). Moreover let B be a
fissioning system in C0u(H), T ∈ MorC0u(H)(B,A) such that there exists x = {f
′
j
,N′
j
} j∈{m,w},
where f′
j
∈ AB and N
′
j
∈ B+ with B the C
∗−algebra underlying B, satisfying f j = g
H(T)(f′
j
)
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and N j = T(N
′
j
). Let TT = dH(T)T, define
(3.3.4)
n(T,x) ≔ 〈B, TT, α, {f′j,N
′
j} j∈{m,w} 〉,
nl ≔ 〈A, Tl, α, {flj,N
l
j} j∈{m,w} 〉.
Thus C0u(H) acts “essentially” contravariantly andH acts covariantly on the set of fission
processes since
n(T,x) ∈ NT•as , n
l ∈ NT•as .
As we shall see later, in order to have a “true” contravariant action of C0u(H) we need to
implement a power-set extension of the above transformations. Notice that
(1) Tl is the operation obtained by transforming T through the action of l,
(2) fl
j
is the observable of GH(A), obtained by transforming through the action of l
the observable f j,
(3) Nl
j
is the observable of O(A)Tα obtained by transforming through the action of l
the observable N j,
(4) TT is the operation obtained by transforming T through the action of T,
(5) f j is the observable of G
H(A), obtained by transforming through the action of T
the observable f′
j
of GH(B),
(6) N j is the observable of O(A)
T
α obtained by transforming through the action of T
the observable N′
j
of O(B)T
T
α .
Now by applying to T• the properties of invariance of doublets stated in Prp. 2.2.72
we establish for any j ∈ {m,w} the invariance of the restricted global nucleon mass ζT•
j
, the
invariance of the restricted global fragment mass κT•
j
and the invariance of the restricted global
Terrell law νT• under essential contravariant action of the category C0u(H) and under action of
the group H. More exactly
(3.3.5)
κ
T•
j
(n(T,x)) = κT•
j
(n),
κ
T•
j
(nl) = κT•
j
(n);
ζ
T•
j
(n(T,x)) = ζT•
j
(n),
ζ
T•
j
(nl) = ζT•
j
(n),
hence
(3.3.6)
νT•(n(T,x)) = νT•(n),
νT•(nl) = νT•(n).
The equalities in (3.3.5) and (3.3.6) are equivalent to the universality of the T−nucleon
and fragment masses, and the T−Terrell law respectively stated in (3.3.2) for the case
T = T•, if P
T•
o (A) is the power set of N
T•
as (A) the set of the fission processes whose
underlying fissioning system is A, PT•m (T) extends and modifies the first map defined
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in (3.3.4) by transforming the dependence by x into a set-valed map, (µT•
j
)A, (λ
T•
j
)A and
θ
T•
A
are the P(R)−valued extensions to PT•o (A) of the restrictions of ζ
T•
j
, κT•
j
and νT• to
NT•as (A) respectively; finally τ
T•
A
(l) is the extension of the restriction of the second map
in (3.3.4) to NT•as (A). We remark that provided the hypothesis E, the universality of
the global nucleon phase and global fragment state (namely the T•−nucleon phase and
T•−fragment state) and hence the universality of the global Terrell law follow by the
naturality of the transformations m⋆ and v♮ stated in Thm. 3.2.28.
Now we call # j nucleon and fragment masses, and Terrell law the restriction of ζ
T•
j
,
κ
T•
j
and νT• respectively to the set of all the fission processes n satisfying the revised
nucleon phase hypothesis requiring ζT•m (n) = 82, ζ
T•
w (n) = 126 and that H would contain
as a subgroup the direct product of the universal covering group of the Poincare´ group
with the gauge group of the standard model. Thus under the revised nucleon phase
hypothesis as a result of (3.3.5) and (3.3.6)we can statewhat follows. The light and heavy
nucleon masses are invariant with constant values 82 and 126 and the prompt-neutron
yield (3.3.1) is invariant under essential contravariant action of C0u(H) and under action
of relativistic transformations of reference frames over the field of fission processes.
In section 3.3 we assume fixed two locally compact topological groups G and F, a
group homomorphism ρ : F → AutGr(G) such that the map (g, f ) 7→ ρ f (g) on G × F at
values in G, is continuous, let H denote G ⋊ρ F.
3.3.1. Invariance of the restricted T−Terrell law. In Def. 3.3.3 we define the re-
stricted T−nucleon and fragment masses and the restricted T−Terrell law for any
nucleon-fragment doublet T on a category C, and provide their invariance in Prp. 3.3.10,
physically interpreted in Prp. 3.3.13. In the present section 3.3.1 let C be a category,
and T be 〈 S, J,Z, S,F, m,W,R,D,U 〉 a fixed but arbitrary nucleon-fragment doublet on
C where for simplicity we assume R to be the constant map with constant value equal
to H.
Convention 3.3.1. For any x ∈ Ξ(D,F), T ∈ DF(x), α ∈ PTF(x) set A(x,T, α) ≔ A(F(x))
T
α ,
and for any T ∈MorΞ(D,F) and Q ∈DF(c(T)), set Q
T
≔ F2(T)Q.
Definition 3.3.2 (Fission processes relative to T). Let NTas be the set of the asymmetric
fission processes relative to T defined as the set of 4−tuples
〈 a, T, α, {f j,N j} j∈{m,w} 〉,
such that for all j ∈ {m,w}
(1) a ∈ Ξ(D,F),
(2) T ∈DF(a) and α ∈ PTF(a) ∩R
+
0 ,
(3) f j ∈ AF(a),
(4) N j ∈ A(a,T, α)+,
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(5)
Wa(T, α)(N j) ≥ m
a(T, α)(f j),
ma(T, α)(fw) ≥ m
a(T, α)(fm) ≥ 0,
(6) for any T ∈MorΞ(D,F) such that c(T) = a
F1(T)
−1(f j) , ∅,
S(T,T, α)−1(N j) ∩A(d(T),T
T, α)+ , ∅.
Let NT be the set of the fission processes relative to T defined as the set of the 3−tuples
〈 a, {Ti, αi}i∈{s,as}, {f j,N j} j∈{m,w} 〉,
such that 〈 a, Tas, αas, {f j,N j} j∈{m,w} 〉 ∈ NTas, Ts ∈ DF(a), αs ∈ P
Ts
F(a)
satisfying A(a,Ts, αs) =
A(a,Tas, αas) and for all j ∈ {m,w}
Wa(Ts, αs)(N j) ≥ m
a(Ts, αs)(f j),
ma(Ts, αs)(fm) = m
a(Ts, αs)(fw)
= ma(Tas, αas)(fw).
Note that by construction with any fission process we can associate the asymmetric
fission process extracted from it.
Definition 3.3.3 (Restricted T−nucleon and fragment masses and T−Terrell law). Let
#m =light and #w =heavy. For any j ∈ {m,w} let ζTj : N
T
as → R and κ
T
j
: NTas → R be the
restricted T − # j nucleon mass and the restricted T − # j fragment mass respectively, defined as
the maps such that for all n = 〈 a, T, α, {f j,N j} j∈{m,w} 〉 ∈ NTas we have
ζTj (n) ≔ m
a(T, α)(f j),
κTj (n) ≔W
a(T, α)(N j).
Let νT : NTas → R be the restricted T−Terrell law such that
νT ≔ 0.08(κTm − ζ
T
m) + 0.1(κ
T
w − ζ
T
w).
Remark 3.3.4. For any n = 〈 a, T, α, {f j,N j} j∈{m,w} 〉 ∈ NTas we have
νT(n) = 0.08 (Wa(T, α)(Nm) −m
a(T, α)(fm))+
0.1 (Wa(T, α)(Nw) −m
a(T, α)(fw)) .
Definition 3.3.5. Define kT as the map on H such that kT(l) is a map on NTas such that for all
n = 〈 a, T, α, {f j,N j} j∈{m,w} 〉 ∈ NTas we have
kT(l)(n) ≔ 〈 a, bF(a)(l)(T), α, {ψF(a)(l)(f j), V(F(a))
T
α (l)(N j) } j∈{m,w} 〉.
Convention 3.3.6. If n = 〈 a, T, α, {f j,N j} j∈{m,w} 〉 ∈ N
T
as, then for any j ∈ {m,w} and l ∈ H
whenever it is not cause of confusion, we let Tl, fl
j
, Nl
j
and nl denote bF(a)(l)(T), ψF(a)(l)(f j),
V(F(a))Tα (l)(N j) and k
T(l)(n) respectively.
3.3. UNIVERSALITY OF THE GLOBAL TERRELL LAW 135
Up to the end of section 3.3.1 let n = 〈 a, T, α, {f j,N j} j∈{m,w} 〉 ∈ NTas.
Remark 3.3.7. For all l ∈ H we have
(νT ◦ kT(l))(n) = 0.08
(
Wa(Tl, α)(Nlm) −m
a(Tl, α)(flm)
)
+
0.1
(
Wa(Tl, α)(Nlw) −m
a(Tl, α)(flw)
)
.
Definition 3.3.8. We say that (n, b,T, x) satisfies the hypothesis S w.r.t. T, if b ∈ Ξ(D,F),
T ∈MorΞ(D,F)(b, a) and x = {f
′
j
,N′
j
} j∈{m,w} such that for any j ∈ {m,w}
(1) f′
j
∈ F1(T)
−1(f j),
(2) N′
j
∈ S(T,T, α)−1(N j) ∩A(b,TT, α)+.
Let (n, b,T, x) satisfy the hypothesis S w.r.t. T, define
(3.3.7) n(T,x) ≔ 〈 b, TT, α, x 〉.
Proposition 3.3.9. We have that
(1) νT is a nonnegative map,
(2) kT ∈MorGr(H,Autset(NTas));
(3) for all j ∈ {m,w}we have
ma(Tl, α)(flj) = m
a(T, α)(f j)
Wa(Tl, α)(Nlj) =W
a(T, α)(N j);
(4) let (n, b,T, x) satisfy the hypothesis S w.r.t. T, where x = {f′
j
,N′
j
} j∈{m,w}, then for all
j ∈ {m,w}
mb
(
TT, α
)
(f′j) = m
a(T, α)(f j),
Wb
(
TT, α
)
(N′j) =W
a(T, α)(N j),
moreover n(T,x) ∈ NTas, and
νT(n(T,x)) = 0.08
(
Wb
(
TT, α
)
(N′m) −m
b
(
TT, α
)
(f′m)
)
+
0.1
(
Wb
(
TT, α
)
(N′w) −m
b
(
TT, α
)
(f′w)
)
.
Proof. St.(1) followsbyDef. 3.3.2(5), the equalities in st.(3) and thefirst twoequalities
in st.(4) follow by Prp. 2.2.72; st.(2) follows by st.(3) and (2.2.13). n(T,x) ∈ NTas follows since
the definition of the morphism set of Ξ(D,F) and since the equalities in st.(4). 
Proposition 3.3.10 (Invariance of the restricted T−nucleon masses, restricted
T−fragment masses and restricted T−Terrell law). Let (n, b,T, x) satisfy the hypothe-
sis S w.r.t. T, l ∈ H and j ∈ {m,w} then
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(1) Invariance of the restrictedT−nucleonmasses and restrictedT−fragmentmasses
under essential contravariant action of Ξ(D,F)
ζTj (n
(T,x)) = ζTj (n),
κTj (n
(T,x)) = κTj (n).
(2) Invariance of the restrictedT−nucleonmasses and restrictedT−fragmentmasses
under action of H
ζTj ◦ k
T(l) = ζTj ,
κTj ◦ k
T(l) = κTj .
(3) Invariance of the restricted T−Terrell law under essential contravariant action
of Ξ(D,F) and under action of H
νT(n(T,x)) = νT(n),
νT ◦ kT(l) = νT.
Proof. Sts.(1,2) follow since Prp. 3.3.9(4,3) respectively, st.(3) since sts.(1,2). 
Definition 3.3.11. We say that (s, u) is a semantics for T if (s, u) is an interpretation such
that for any 〈 a, {T#, α#}#∈{s,as}, {f j,N j} j∈{m,w} 〉 ∈ NT, # ∈ {s, as}, a, b ∈ Ξ(D,F), T ∈ DF(a),
α ∈ PT
F(a)
and T ∈MorΞ(D,F)(b, a) we have
(1) u(T#) ≡ realizing the #ymmetric fission process of the fissioning system u(a),
(2) u(Nm) ≡ relative to the light fragment mass,
(3) u(Nw) ≡ relative to the heavy fragment mass,
(4) u(fm) ≡ relative to the light nucleon core mass,
(5) u(fw) ≡ relative to the heavy nucleon core mass,
(6) u(S(T,T, α)) ≡ T,
(7) u(F1(T)) ≡ T,
(8) u(F2(T)) ≡ T.
In the present section, let (s, u) be a semantics for T. Prp. 2.2.73 and Def. 3.3.11 justify
the following
Definition 3.3.12. νT(n) equals the mean value of the prompt neutron-yield in s(Wa(T, α)).
Proposition 3.3.13. Let (n, b,T, x) satisfy the hypothesis S w.r.t. T and l ∈ H thus for
any j ∈ {m,w}
(1) The mean value of the observable relative to the # j nucleon core mass of the nu-
cleon system generated by the fissioning system u(b), in the phase occurring by
performing on s((ϕF(b))F2(T)Tα ) the operation obtained by transforming through
the action of T the operation realizing the asymmetric fission process of the
fissioning system u(a), equals the mean value of the observable, obtained by
transforming through the action of T the observable relative to the # j nucleon
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core mass of the nucleon system generated by the fissioning system u(b), in
the phase of the nucleon system generated by the fissioning system u(a), occur-
ring by performing on s((ϕF(a))Tα ) the operation realizing the asymmetric fission
process of the fissioning system u(a).
(2) Themeanvalue of the observable obtainedby transforming through the action of
l the observable relative to the # j nucleon core mass, in the phase of the nucleon
system generated by the fissioning system u(a), occurring by performing on
s((ϕF(a))T
l
α ) the operation obtained by transforming through the action of l the
operation realizing the asymmetric fission process of the fissioning system u(a),
equals the mean value of the observable relative to the # j nucleon core mass
in the phase of the nucleon system generated by the fissioning system u(a),
occurring by performing on s((ϕF(a))Tα ) the operation realizing the asymmetric
fission process of the fissioning system u(a).
(3) The mean value νT(n(T,x)) of the prompt neutron-yield in the state originated via
the phase of the nucleon system generated by the fissioning system u(b), occur-
ring by performing on s((ϕF(b))F2(T)Tα ) the operation obtained by transforming
through the action of T the operation realizing the asymmetric fission process of
the fissioning system u(a), equals the mean value νT(n) of the prompt neutron-
yield in the state originated via the phase of the nucleon system generated by
the fissioning system u(a), occurring by performing on s((ϕF(a))Tα ) the operation
realizing the asymmetric fission process of the fissioning system u(a).
(4) Themean value νT(nl) of the prompt neutron-yield in the state originated via the
phase of the nucleon system generated by the fissioning system u(a), occurring
by performing on s((ϕF(a))T
l
α ) the operation obtained by transforming through
the action of l the operation realizing the asymmetric fission process of the
fissioning system u(a), equals the mean value νT(n) of the prompt neutron-yield
in the state originated via the phase of the nucleon system generated by the
fissioning system u(a), occurring by performing on s((ϕF(a))Tα ) the operation
realizing the asymmetric fission process of the fissioning system u(a).
Here s((ϕF(a))Tα ) ≡ the state of thermal equilibrium (ϕ
F(a))Tα at the inverse temperature α
of the fragment system whose observable algebra is A(a,T, α) and whose dynamics is
(εF(a))Tα (−α
−1(·)).
Proof. Since Prp. 3.3.10, Prp. 2.2.73 and rearrangements to avoid redundancies,
alternatively sts. (1,2) follow since Prp. 2.2.76. 
The next definition will be used in formulating the nucleon phase hypothesis in
section 3.3.4.
Definition 3.3.14. l is said to be nucleon equivalent with n if l ∈ NTas and ζ
T
j
(l) = ζT
j
(n) for
all j ∈ {m,w}.
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Remark 3.3.15. For any l = 〈 d,Q, β, {g j,M j} j∈{m,w} 〉 nucleon equivalentwith nwehave
νT(l) = 0.08
(
Wd(Q, β)(Mm) −m
a(T, α)(fm)
)
+
0.1
(
Wd(Q, β)(Mw) −m
a(T, α)(fw)
)
.
3.3.2. Universality of the T−Terrell law. In order to maintain the present section
reasonably independent by the previous one, when feasible we shall not use the results
in section 3.3.1. In Def. 3.3.21 and Def. 3.3.22 we define the T−nucleon and fragment
masses, and the T−Terrell law, and prove in Thm. 3.3.23 their invariance under con-
travariant action of Ξ(D,F) and under action of H, by providing the equivariant form
of Prp. 3.3.10. This is an essential result representing the T−resolution of the invariant
form of the universality claim, since when applied to T• furnishes the invariant form
of the claim. Thm. 3.3.23 establishes the existence of invariant sections µT
j
, λT
j
and θT
under contravariant action of Ξ(D,F) via the extension of the map defined in (3.3.7) to
the power set of NTas. Moreover each value of these sections induces an invariant section
under covariant action ofH. More exactly we show in Cor. 3.3.18 that there exists a field
PT contravariant under action of Ξ(D,F) such that its fiber in each a is the power set of
the subset NTas(a) of the asymmetric fission processes relative to T whose underlying fis-
sioning system equals a; while its morphismmap extends andmodifies themap defined
in (3.3.7) by transforming the dependence by x into a set-valuedmap. Thus µT
j
, λT
j
and θT
result to be morphisms of the category Fct(Ξ(D,F)op, set) whose source functor is PT and
such that (µT
j
)a, (λ
T
j
)a and θ
T
a are the power set extensions of the restrictions of ζ
T
j
, κT
j
, and
νT to NTas(a) respectively, and inducing morphisms of Fct(H, set). In the present section
3.3.2 let C be a category, and T = 〈 S, J,Z, S,F, m,W,R,D,U 〉 be a nucleon-fragment dou-
blet on Cwhere for simplicity we assume that R is the constant mapwith constant value
equal to H. Finally up to the end of this part since we will deal only with asymmetric
processes, whenever we mention fission processes without any specification we always
refer to the asymmetric ones.
Definition 3.3.16. Define NTas(·) : Obj(Ξ(D,F))→ P(N
T
as) such that for all a ∈ Ξ(D,F)
NTas(a) ≔ {n ∈ N
T
as | Pr
1
(n) = a},
where Pr1 is the map on N
T
as mapping any 4−tupla into its first element. Moreover define
PTo : Obj(Ξ(D,F)) ∋ a 7→ P(N
T
as(a)),
and
ρT ∈
∏
T∈MorΞ(D,F)
Morset(N
T
as(c(T)),P
T
o (d(T))),
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such that for any T ∈MorΞ(D,F) and 〈 c(T), T, α, {f j,N j} j∈{m,w} 〉 ∈ NTas(c(T))
ρT(T)(〈 c(T), T, α, {f j,N j} j∈{m,w} 〉) ≔{
〈 d(T), TT, α, {x j, y j} j∈{m,w} 〉 | x ∈
∏
j∈{m,w}
F1(T)
−1(f j),
y ∈
∏
j∈{m,w}
S(T,T, α)−1(N j) ∩A(d(T),T
T, α)+
}
.
Finally define
PTm ∈
∏
T∈MorΞ(D,F)
Morset(P
T
o (c(T)),P
T
o (d(T))),
such that for all T ∈MorΞ(D,F) and Y ∈ P
T
o (c(T))
PTm(T)Y ≔
⋃{
ρT(T)y | y ∈ Y
}
,
set PT ≔ (PTo ,P
T
m).
In order to prove that PT is a functor we need the following
Lemma 3.3.17. (1) ρT and PT are well-defined and nonempty set-valued maps;
(2) ρT(T ◦ S) = PTm(S) ◦ ρ
T(T), for all S,T ∈MorΞ(D,F) such that d(T) = c(S).
Proof. St. (1) follows since Prp. 2.2.72, and Def. 3.3.2(6). Let S,T ∈ MorΞ(D,F) such
that d(T) = c(S) and let 〈 c(T), T, α, {f j,N j} j∈{m,w} 〉 ∈ NTas(c(T)) then since Def. 2.2.60(5),
(2.2.43) and ( f ◦ g)−1 = g−1 ◦ f−1
(3.3.8) ρT(T ◦ S)(〈 c(T), T, α, {f j,N j} j∈{m,w} 〉) ={
〈 d(S), (TT)S, α, {z j, q j} j∈{m,w} 〉 | z ∈
∏
j∈{m,w}
(
F1(S)
−1 ◦ F1(T)
−1
)
(f j),
q ∈
∏
j∈{m,w}
(
S(S,TT, α)−1 ◦ S(T,T, α)−1
)
(N j) ∩A(d(S), (T
T)S, α)+
}
.
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Next
(3.3.9) (PTm(S) ◦ ρ
T(T))(〈 c(T), T, α, {f j,N j} j∈{m,w} 〉) =⋃{
ρT(S)(〈 d(T), TT, α, {x j, y j} j∈{m,w} 〉) | x ∈
∏
j∈{m,w}
F1(T)
−1(f j),
y ∈
∏
j∈{m,w}
S(T,T, α)−1(N j) ∩A(d(T),T
T, α)+
}
=
⋃{{
〈 d(S), (TT)S, α, {z j, q j} j∈{m,w} 〉 | z ∈
∏
j∈{m,w}
F1(S)
−1(x j),
q ∈
∏
j∈{m,w}
S(S,TT, α)−1(y j) ∩A(d(S), (T
T)S, α)+
}
∣∣∣ x ∈ ∏
j∈{m,w}
F1(T)
−1(f j),
y ∈
∏
j∈{m,w}
S(T,T, α)−1(N j) ∩A(d(T),T
T, α)+
}
.
Next for any j ∈ {m,w}
(3.3.10)
⋃
x j∈F1(T)−1(f j)
F1(S)
−1(x j) = (F1(S)
−1 ◦ F1(T)
−1)(f j),
while
(3.3.11)
⋃
y j∈S(T,T,α)−1(N j)∩A(d(T),TT,α)+
S(S,TT, α)−1(y j) ∩A(d(S), (T
T)S, α)+ =
S(S,TT, α)−1
(
S(T,T, α)−1(N j) ∩A(d(T),T
T, α)+
)
∩A(d(S), (TT)S, α)+ =
(S(S,TT, α)−1 ◦ S(T,T, α)−1)(N j) ∩ S(S,T
T, α)−1(A(d(T),TT, α)+) ∩A(d(S), (T
T)S, α)+ =
(S(S,TT, α)−1 ◦ S(T,T, α)−1)(N j) ∩A(d(S), (T
T)S, α)+,
where we considered that L−1(B+) ⊇ A+ for any L ∈ MorCA∗(A,B), that f
−1(∪x∈Xax) =
∪x∈X f
−1(ax), f
−1(∩x∈Xax) = ∩x∈X f
−1(ax), and ∪x∈X(ax∩b) = (∪x∈Xax)∩b for anymap f : A→
B, subset {ax | x ∈ X} of P(B) and b ∈ P(B). St. (2) follows since (3.3.8), (3.3.9) [8, (35)
Fascicule de resultats; Pr. 9, II.36], and (3.3.10), (3.3.11). 
Corollary 3.3.18. PT ∈ Fct(Ξ(D,F)op, set) whose object map takes nonempty set
values.
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Proof. Let S,T ∈ MorΞ(D,F) such that d(T) = c(S) and Y ∈ PTo (c(T)), then since Lemma
3.3.17(2) we have
(PTm(S) ◦ P
T
m(T))Y = P
T
m(S)
(⋃
{ρT(T)(y) | y ∈ Y}
)
=
⋃
{(PTm(S) ◦ ρ
T(T))(y) | y ∈ Y}
=
⋃
{ρT(T ◦ S)(y) | y ∈ Y} = PTm(T ◦ S)Y.
hence the statement follows since the second assertion of Lemma 3.3.17(1). 
Prp. 3.3.9 permits to provide the following
Definition 3.3.19. Define
τT ∈
∏
a∈Ξ(D,F)
MorGr(H,Autset(P
T(a))),
τTa(l)Y ≔ {k
T(l)(y) | y ∈ Y},∀a ∈ Ξ(D,F), l ∈ H,Y ∈ PT(a).
Set for all a ∈ Ξ(D,F)
QTa ≔ (1 7→ P
T(a), τTa ).
Definition 3.3.20. Let RT be the unique element of Fct(Ξ(D,F)op, set) such that RTo is the
constant map with constant value equal to P(R), and RTm is the constant map with constant
value equal to IdP(R). Let R
H be the unique element in Fct(H, set) such that RHo = 1 7→ P(R)
and RHm is the constant map with constant value equal to IdP(R).
Definition 3.3.21 (T−nucleon masses and T−fragment masses). For any j ∈ {m,w} let
MTj : P(N
T
as)→ P(R),
Y 7→ {ζTj (y) | y ∈ Y};
LTj : P(N
T
as)→ P(R),
Y 7→ {κTj (y) | y ∈ Y}.
Define the T − # j nucleon mass to be the map
µTj ∈
∏
a∈Ξ(D,F)
Morset(P
T(a),RT(a)),
(µTj )a ≔ M
T
j ↾ P
T(a),∀a ∈ Ξ(D,F);
and define the T − # j fragment mass to be the map
λTj ∈
∏
a∈Ξ(D,F)
Morset(P
T(a),RT(a)),
(λTj )a ≔ L
T
j ↾ P
T(a),∀a ∈ Ξ(D,F).
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Definition 3.3.22 (T−Terrell law). Let
ΘT : P(NTas)→ P(R),
Y 7→ {νT(y) | y ∈ Y}.
Define the T−Terrell law to be the map
θT ∈
∏
a∈Ξ(D,F)
Morset(P
T(a),RT(a)),
θTa ≔ Θ
T ↾ PT(a),∀a ∈ Ξ(D,F).
Now we are in the position of stating the T−resolution of the invariant form of the
universality claim.
Theorem 3.3.23 (Universality of the T−nucleon masses, T−fragment masses and
T−Terrell law). For any j ∈ {m,w} we have
(1) Invariance of theT−nucleonmasses andT−fragmentmasses under contravariant action
of Ξ(D,F)
µTj , λ
T
j ∈MorFct(Ξ(D,F)op,set)(P
T,RT).
(2) Invariance of the T−nucleon masses and T−fragment masses under action of H. For all
a ∈ Ξ(D,F)
(1 7→ (µTj )a), (1 7→ (λ
T
j )a) ∈MorFct(H,set)(Q
T
a ,R
H).
(3) Invariance of the T−Terrell law under contravariant action of Ξ(D,F)
θT ∈MorFct(Ξ(D,F)op,set)(P
T,RT),
and under action of H. For all a ∈ Ξ(D,F)
(1 7→ θTa) ∈MorFct(H,set)(Q
T
a ,R
H).
Remark 3.3.24. Since Cor. 3.3.18 the statements of Thm. 3.3.23 arewell-set. Moreover
they are equivalent to what follows, for all T ∈MorΞ(D,F), a ∈ Ξ(D,F), l ∈ H and j ∈ {m,w}
we have
(µTj )d(T) ◦ P
T
m(T) = (µ
T
j )c(T),
(µTj )a ◦ τ
T
a(l) = (µ
T
j )a,
(λTj )d(T) ◦ P
T
m(T) = (λ
T
j )c(T),
(λTj )a ◦ τ
T
a(l) = (λ
T
j )a,
and
θTd(T) ◦ P
T
m(T) = θ
T
c(T),
θTa ◦ τ
T
a(l) = θ
T
a .
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Proof of Thm. 3.3.23. Since Prp. 2.2.72 and Lemma 3.3.17(1) we obtain for all T ∈
MorΞ(D,F), l ∈ H and j ∈ {m,w}
(µTj )d(T) ◦ ρ
T(T) = {·} ◦ ζTj ↾ N
T
as(c(T)),
ζTj ◦ k
T(l) = ζTj ,
(λTj )d(T) ◦ ρ
T(T) = {·} ◦ κTj ↾ N
T
as(c(T)),
κTj ◦ k
T(l) = κTj ,
θTd(T) ◦ ρ
T(T) = {·} ◦ νT ↾ NTas(c(T)),
νT ◦ kT(l) = νT.
Then for any Y ∈ PTo (c(T)) we have
(θTd(T) ◦ P
T
m(T))(Y) =
⋃
{(θTd(T) ◦ ρ
T(T))(y) | y ∈ Y}
=
⋃
{{νT(y)} | y ∈ Y}
= {νT(y) | y ∈ Y} = θTc(T)(Y);
moreover for all a ∈ Ξ(D,F) and Z ∈ PT(a)
(θTa ◦ τ
T
a(l))(Z) = {(ν
T ◦ kT(l))(z) | z ∈ Z}
= {νT(z) | z ∈ Z} = θTa(Z),
similarly for µ and λ. Hence our claim follows since Rmk. 3.3.24. 
3.3.3. Universality of the global Terrell law. The resolution of the equivariant form
of the universality claim has been established in Cor. 2.3.56 whose compact form has
been stated in Thm. 3.2.28. Here we apply the results of section 3.3.2 to the canonical
nucleon-fragment doubletT• in order to establish in Thm. 3.3.26 the invariant formof the
universality claim, the main result of this section and the final one of the entire project.
It states the invariance of the global nucleon and fragment masses and the invariance of
the global Terrell law under contravariant action of C0u(H) and under covariant action of
H, over the field of fission processes. As a result we obtain the invariance of the restricted
global Terrell law stated in Cor. 3.3.27, whose physical interpretation as invariance of
the prompt-neutron yield is established in Cor. 3.3.28; result that can be obtained in a
more direct way as consequence of the corresponding ones in section 3.3.1. Let (s, u) be
a semantics for T•.
Definition 3.3.25 (Global nucleonmasses, global fragment masses and global Terrell
law). Let the global nucleon phase and the global fragment state be the T•−nucleon phase and
T•−fragment state respectively. Moreover let the (restricted) global # j nucleon mass be the
(restricted) T• − # j nucleon mass, let the (restricted) global # j fragment mass be the (restricted)
T•− # j fragment mass for any j ∈ {m,w}. Let the (restricted) global Terrell law be the (restricted)
T•−Terrell law.
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Up to the end of section 3.3.3 let n = 〈A, T, α, {f j,N j} j∈{m,w} 〉 ∈ N
T•
as . Since section 3.3.1
for all l ∈ H we have
(νT• ◦ kT•(l))(n) = 0.08
(
VA(Tl, α)(Nlm) − m
A
(Tl, α)(flm)
)
+
0.1
(
VA(Tl, α)(Nlw) −m
A
(Tl, α)(flw)
)
.
Moreover if (n,B,T, x) satisfies the hypothesis S w.r.t. T•, then B ∈ C0u(H), T ∈
MorC0u(H)(B,A) and x = {f
′
j
,N′
j
} j∈{m,w} such that f
′
j
∈ AB, N
′
j
∈ B+, f j = g
H(T)(f′
j
), and
N j = T(N
′
j
), for any j ∈ {m,w}, where B is the C∗−algebra underlying B. Let (n,B,T, x)
satisfy the hypothesis S w.r.t. T•, where x = {f
′
j
,N′
j
} j∈{m,w} then
n(T,x) = 〈B, TT, α, x 〉,
where TT = dH(T)(T), moreover n(T,x) ∈ NT•as and
νT•(n(T,x)) = 0.08
(
VB
(
TT, α
)
(N′m) − m
B
(
TT, α
)
(f′m)
)
+
0.1
(
VB
(
TT, α
)
(N′w) − m
B
(
TT, α
)
(f′w)
)
.
The next is the third main result of this work, jointly Cor. 2.3.56 resolves the invariant
form of the universality claim, in particular it presents the stability of the global nucleon
and fragment masses and the invariance of the global Terrell law. As an application in
the next section we will obtain the invariance of the Terrell law (3.3.1) and the stability
of the nucleon masses at the values 82 and 126.
Theorem 3.3.26 (Universality of the global nucleon and fragment masses and the
global Terrell law). For any j ∈ {m,w} we have
(1) Invariance of the global nucleonmasses and global fragmentmasses under contravariant
action of C0u(H)
µT•
j
, λT•
j
∈MorFct(C0u(H)op ,set)(P
T• ,RT•).
(2) Invariance of the global nucleon masses and global fragment masses under action of H.
For all D ∈ C0u(H)
(1 7→ (µT•
j
)D), (1 7→ (λ
T•
j
)D) ∈MorFct(H,set)(Q
T•
D
,RH)
(3) Invariance of the global Terrell law under contravariant action of C0u(H)
θT• ∈MorFct(C0u(H)op,set)(P
T• ,RT•),
and under action of H. For all D ∈ C0u(H)
(1 7→ θT•
D
) ∈MorFct(H,set)(Q
T•
D
,RH).
Proof. Since Thm. 2.3.52 and Thm. 3.3.23 applied for T = T•. 
Alternative proof of Thm. 3.3.26. If hypothesis E holds true then it follows since
Thm. 3.2.28 and Rmk. 3.2.29. 
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As a result we can state the following invariance whose physical interpretation is
explained in Cor. 3.3.28.
Corollary 3.3.27 (Invariance of the restricted global nucleonmasses, global fragment
masses and global Terrell law). Let (n,B,T, x) satisfy the hypothesis S w.r.t. T•, l ∈ H
and j ∈ {m,w} then
(1) Invariance of the restricted global nucleonmasses and restricted global fragment
masses under essential contravariant action of C0u(H)
ζ
T•
j
(n(T,x)) = ζT•
j
(n),
κ
T•
j
(n(T,x)) = κT•
j
(n).
(2) Invariance of the restricted global nucleonmasses and restricted global fragment
masses under action of H
ζ
T•
j
◦ kT•(l) = ζT•
j
,
κ
T•
j
◦ kT•(l) = κT•
j
.
(3) Invariance of the restricted global Terrell law under essential contravariant ac-
tion of C0u(H) and action of H
νT•(n(T,x)) = νT•(n),
νT• ◦ kT•(l) = νT• .
Proof. Since Thm. 3.3.26, alternatively by Thm. 2.3.52 and Prp. 3.3.10. 
Next we clarify the physical meaning of Cor. 3.3.27 concerning the gobal Terrell law,
the part concerning the restricted nucleon and fragment masses follows similarly by
applying Prp. 3.3.13.
Corollary 3.3.28. Let (n,B,T, x) satisfy the hypothesis S w.r.t. T• and l ∈ H, then
(1) The mean value of the prompt neutron-yield in the state originated via the
phase of the nucleon system generated by the fissioning system u(B), occurring
by performing on s((ϕB)T
T
α ) the operation obtained by transforming through
the action of T the operation realizing the asymmetric fission process of the
fissioning system u(A), equals themean value of the prompt neutron-yield in the
state originated via the phase of the nucleon system generated by the fissioning
system u(A), occurring by performing on s((ϕA)Tα ) the operation realizing the
asymmetric fission process of the fissioning system u(A).
(2) The mean value of the prompt neutron-yield in the state originated via the
phase of the nucleon system generated by the fissioning system u(A), occurring
by performing on s((ϕA)T
l
α ) the operation obtained by transforming through
the action of l the operation realizing the asymmetric fission process of the
fissioning system u(A), equals themean value of the prompt neutron-yield in the
state originated via the phase of the nucleon system generated by the fissioning
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system u(A), occurring by performing on s((ϕA)Tα ) the operation realizing the
asymmetric fission process of the fissioning system u(A).
Here s((ϕA)Tα ) ≡ the state of thermal equilibrium (ϕ
A)Tα at the inverse temperature α of the
fragment system whose observable algebra is A and whose dynamics is (εA)Tα (−α
−1(·)),
where A is the underlying C∗−algebra of A.
Proof. Since Cor. 3.3.27 and Prp. 2.2.73; alternatively since Prp. 3.3.13 applied for
T = T•. 
3.3.4. Nucleon phase hypothesis revised. In this section we provide the revised
version in our setting of the nucleon phase hypothesis advanced by G. Mouze and C.
Ythier see [26, 27, 33]. It ammounts to specify firstly the group H as the semidirect
product of R4 with a group containing the direct product of the universal covering
group of the proper Lorentz group on R4 with the gauge group of the standard model.
Secondly to hypothize the existence of a suitable element n ∈ NT•as displaying the values
82 and 126. We apply Cor. 3.3.27 to the nucleon phase hypothesis to obtain in Cor. 3.3.31
the invariance of the Terrell law and the stability of the nucleon masses at the above
values.
To any asymmetric fission process n = 〈A, T, α, {f j,N j} j∈{m,w} 〉 relative to T• two
asymmetric fragments correspond with mass numbers VA(T, α)(Nm) and VA(T, α)(Nw).
However the Terrell law (3.3.1) describes the behaviour of a family of couples of
fragments each of them arising by a fissioning system belonging to the set B ≔
{U233 + nth,U235 + nth,Pu239 + nth,C f 252}, moreover the values 82 and 126 appears in it.
The hypothesis below formulated fixes the group H, assumes the existence of a fission
process n relative to T• such that m
A
(T, α)(fm) = 82 and m
A
(T, α)(fw) = 126, and for any
ς ∈ B supposes the existence of a fission process relative to T• nucleon equivalent with
n.
SU(2,C) is the universal covering group of the proper Lorentz group L↑+ on R
4, see
for example [6, p.121], while F0 = U(1)×SU(2)×SU(3) is the gauge group of the standard
model. Moreover let the standard action of SU(2,C) on R4 denote the action defined in
[6, eqs. (3.39) − (3.33a)], and let g denote the Lorentz metric tensor on R4. Finally let
ı1 and ı2 be the canonical injections of SL(2,C) and F0 in SL(2,C) × F0 respectively, and
Prµ(λ) = λµ for any λ ∈ C4 and µ ∈ {1, . . . , 4}.
Definition 3.3.29. We call 〈R, η, K 〉 a Poincare´ triplet if
(1) R is a locally compact group;
(2) SL(2,C) × F0 is a topological subgroup of R;
(3) η : R→ AutGr(R
4) is a group homomorphism;
(4) the map (g, f ) 7→ η f (g) on R4 × R at values in R4, is continuous;
(5) η ◦ ı1 and η ◦ ı2 are the standard action of SL(2,C) and the trivial action of F0 on R4
respectively;
(6) K = R4 ⋊η R.
Definition 3.3.30. B ≔ {U233 + nth,U235 + nth,Pu239 + nth,C f 252}.
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Hypothesis 1 (Revised nucleon phase hypothesis). Let 〈 F, ρ, K 〉 be a Poincare´ triplet,
we say that n is associated with 〈 F, ρ, K 〉 if
(1) n ∈ N
TK•
as ;
(2) (βAc )
T ≤ 10−13;
(3) ζ
TK•
m (n) = 82 and ζ
TK•
w (n) = 126;
(4) for any ς ∈ B there exists a fission process relative to TK• nucleon equivalent with n.
Here A and T are the dynamical system and the operation underlying n respectively. We say
that the revised nucleon phase hypothesis holds true if there exists a Poincare´ triplet 〈 F, ρ, K 〉
such that the set of the fission processes associated with it is not empty. In such a case we say
that 〈 F, ρ, K 〉 satisfies the revised nucleon phase hypothesis.
If 〈 F, ρ, K 〉 satisfies the revised nucleon phase hypothesis we call # j nucleon mass,
# j fragment mass and Terrell law (associated with the triplet) the restriction of ζ
TK•
j
, κ
TK•
j
and νT
K
• to the set of the fission processes associated with 〈 F, ρ, K 〉 respectively. Thus we
have
Corollary 3.3.31 (Invariance of the nucleon masses and Terrell law). Let 〈 F, ρ, H 〉
satisfy the revised nucleon phase hypothesis, n be associated with 〈 F, ρ, H 〉 and let T•
denote TH• . Thus for all (B,T, x) such that (n,B,T, x) satisfies the hypothesis S w.r.t. T•,
j ∈ {m,w} and all l ∈ H we obtain
(3.3.12)
ζ
T•
j
(kT•(l)n) = ζT•
j
(n) = ζT•
j
(n(T,x))
= Z j,
where Zm = 82 and Zw = 126, and
(3.3.13)
νT•(kT•(l)n) = νT•(n) = νT•(n(T,x))
= 0.08
(
VA(T, α)(Nm) − 82
)
+ 0.1
(
VA(T, α)(Nw) − 126
)
.
Proof. Since Cor. 3.3.27. 
Clearly similar result follows for any fission process nucleon equivalent with n.
Remark 3.3.32. (3.3.12) in particular establishes the stability of the light and heavy
nucleon masses at the values 82 and 126 under action of the universal covering group of
the Poincare´ group over the field of fission processes, implemented as an action over the
operations realizing these processes. As a result these values remain unchanged under
relativistic transformations of the reference frame. Moreover the values 82 and 126 result
to be stable under essential contravariant action over the field of fission processes of the
fissioning system transformations belonging toC0u(H). (3.3.13) establishes the invariance
of the prompt-neutron yield under the above described actions.
Remark 3.3.33. Although the global nucleon phase is integer, we emphasize that
our goal is not to provide an explanation of why the light and heavy nucleon masses
hold exactly the values 82 and 126 respectively. Rather we focus our attention, on
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how and in this way also why, the universality of the global nucleon phase and global
fragment state - namely their reciprocal relashionship and their equivariance under
contravariant action of C0u(H) and under covariant action of H precisely established in
the resolution of the equivariant form of the universality claim inCor. 2.3.56 - renders the
values 82 and 126 in the Terrell law, and the Terrell law itself invariant under essential
contravariant action of suitable perturbations of fissioning systems and under action
of relativistic transformations of reference frames, over the field of fission processes.
What is fundamental in our context is the existence of what we called the nucleon
system generated by the fissioning system, whose nucleon phases are, as they should
be, relativistically covariant, contravariant under action of suitable perturbations, and
originating states of fragment systems, regardless of the exact values suitable observables
assume when measured in them.
Remark 3.3.34 (Experimental testability of the universality of the global nucleon
phase). The universality of the global nucleon masses and global Terrell law - in the
special form of the stability of the values 82 and 126 occurring in the Terrell law and the
invariance of theTerrell law itselfmainlyunder the relativistic transformations described
in Cor. 3.3.31 - is experimentally testable and can provide an empirical evidence of the
existence and universality of the global nucleon phase m.
Remark 3.3.35. Let r ∈ {s, as} then provisionally we can setTr = 〈T,µ,H, ζr, f , Γ 〉 ∈ TA
with T = 〈 h, ξ, βc, I, ω 〉, satisfying
(3.3.14)
{
Dom(ζr) = R
4,
f =
∑4
µ,ν=1 Prµ gµ,ν Prν .
f satisfies (2.3.4) for the position A = X = {1, . . . , 4} for any α ∈ PT
A
, since f maps R4 into
R and the support of the resolution of the identity of any selfadjoint operator in aHilbert
space is a subset of R. Hence the request (3.3.14) is well-set. Next ζr : R
4 → SG
Fωβc
since
Def. 2.3.8. Set Tαr = {T
α
ν,r | ν ∈ X}, where iT
α
µ,r is the infinitesimal generator of the one-
parameter unitary group UHα ◦ζr◦ iµ onHα and iµ : R→ R
4 such that Prν ◦iµ = δν,µIdR, for
all µ, ν ∈ X. Since Prµ(EETαr
) = Tαµ,r, (3.3.14) and an application of the functional calculus,
see for example [22, Thm. 5.6.19] we deduce that
(3.3.15) D
ζr, f
H,α
(A) =
4∑
µ,ν=1
Tαµ,r gµ,ν T
α
ν,r,
where S is the closure of any closable operator S in a Hilbert space. Thus in this case
the only difference between the phases m
A
(Ts, α) and m
A
(Tas, α) results by the fact that
we select, via ζs and ζas, two different sets of infinitesimal generators of commutative
subgroups of SG
Fωβc
. Finally it is worthwhile noting that the selfadjoint operator D
ζr, f
H,α
(A)
in general cannot be considered the mass operator even when G = R4 and ζr(x) = (x, 1F)
for any x ∈ R4, indeed it needs not to be positive.
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Remark 3.3.36. Since (2.2.10) it is clear that m
G
(T, α) is represented by the Chern-
Connes character of an entire cocycle depending by the element (T, α), while it is prefer-
able to have a unique character associated with the mapm
G
. We shall analyze in a future
work the possibility of constructing a functor L on G(G, F, ρ), encoding for any object
G the data {(T, α) | T ∈ TG, α ∈ PTG } into three C
∗−algebras and relating the map m
G
to
a bivariant Chern-Connes character as defined in [29], whose notation we use in what
follows. We require L assigning to any object G of G(G, F, ρ) at least the following data:
• C∗−algebrasD and R and a smooth subalgebra R∞ of R,
• a group morphism v : AG → K0(D),
• i ∈ {0, 1}, p, n ∈N such that (2 − i)n ≥ p − 1,
• z ∈
∏
I∈TG
∏
β∈PI
G
Eip(D;R
∞,R∞+),
• φ ∈ Ext2n+i
Λ
(R∞ ♮,C♮),
such that for all T ∈ TG, α ∈ P
T
G
and f ∈ AG we obtain
m
G
(T, α)(f) = φ⋆(v(f) ⊗D z(T, α)),
well-set since the left side is integer by construction, the right side is integer since the
index theorem [29, Thm. 6.4.].
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