The problem of hybrid chaos synchronization is investigated, where a digital response subsystem is designed to synchronize with an analog drive subsystem. The approach taken is a new prediction-based digital redesign for a continuous-time observer embedded in the response via an optimal linearization approach of the nonlinear chaotic systems. Three typical but topologically quite different chaotic systems, Chua's circuit, Duffing oscillator, and Chen's system, are simulated thereby validating the novel design proposed in this paper.
Introduction
Chaotic systems are characterized by their complex dynamical behaviors, particularly their extreme sensibility to initial conditions and parameter variations, which make their behaviors long-term unpredictable. Therefore, the idea that two chaotic systems can synchronize had been seen as illogical and hence impossible, until the report of Pecora and Carroll [1990] in which it was shown that chaos synchronization not only is possible but also can be practical with applications to physical systems and real-world problems.
Since the work of Pecora and Carroll [1990] , the subject of chaos synchronization has been extensively studied from different perspectives by scientists and engineers in various fields. Oftentimes chaos synchronization is described by using the drive-response framework, where the objective is to synchronize a given drive by a designed response subsystem. Usually, the response is a copy of a part or the whole drive, and they are connected unidirectionally by a scalar transmitted signal, such that both systems produce identical oscillations in an asymptotical sense starting from arbitrary initial conditions.
Notice, however, that almost exclusively the drive and the response used before are either both analog or both digital, while a hybrid analog-digital setting (e.g. an analog drive with a digital response, or vice versa) has not been studied [Chen & Dong, 1998 ]. This hybrid chaos synchronization problem appears to be interesting both theoretically and practically, motivating our current investigation reported in this paper.
As is known, a systematic approach to design the response is to reformulate the chaos synchronization as an observer design problem, where synchronization merely is to recover the full state trajectory of the drive in the response using the transmitted signal [Grassi & Mascolo, 1997; Huijberts et al., 2000; Jiang, 2002; Morgul & Solak, 1997; Nijmeijer, 2001; Nijmeijer & Mareels, 1997 ]. An advantage of the observer-based approach to chaos synchronization is that the solution can be found systematically and the response can be in an arbitrary form, not necessarily the same as that of the drive, thus allowing a larger class of systems to perform an intended synchronization using different methodologies.
In a communication system, usually the transmitter and the receiver are implemented through digital computers while the information signals are transmitted through an analog channel with some analog devices. Therefore, it is logical to consider a communication system as a hybrid (partially analog and partially digital) infrastructure, so that when synchronization is considered (e.g. in coherent communications), it is more natural or even necessary to consider a hybrid setting in the design. In other words, it is reasonable and also important to determine some particular aspects of the synchronization problem under the hybrid framework for a communication system design. To achieve synchronization between an analog and a digital subsystem, it is essential to find a methodology that allows the design of a digital receiver that satisfies the analog features and requirements for synchronization, particularly if the systems are chaotic (used for, e.g. some sort of efficient or secure communications).
It is common practice, in digital implementation of analog controllers, to consider using a sufficiently small sampling period so that the performance of the analog device can be maintained in the digital device. Unfortunately, this is not always achievable as desired. It is well known that in the signal transformation, from analog to digital, the size of the sampling period has significant effects on the stability and performance of the entire system and sometimes they are conflicting in the sense that if one is improved then the other is degraded. An important constraint is the price of implementing a very small sampling period, which can be prohibitive due to its CPU-time consumption, or physical limitation such as in biological systems where sampling (e.g. taking blood or tissues) cannot be too fast and too frequent. For these reasons, digital implementation of analog controllers for nonlinear systems is an important issue for study, especially for chaotic dynamical systems, which are extremely sensitive to sampling. Some recent advances in this research can be found in [Guo et al., 2000a [Guo et al., , 2000b Shieh et al., 1998; Tsai et al., 1993] , where analogdigital conversion was performed from the statematching digital redesign approach.
State-matching digital redesign is a hybrid controller design approach, first proposed by Kuo [1980] , where a digital controller is designed for an analog plant by first designing an analog controller to satisfy a set of control specifications and then converting it to an equivalent digital controller such that the states of the analog and the digital closed-loop controlled systems can match at each sampling instant through the entire process. In the last decade, Shieh and his colleagues [Guo et al., 2000a [Guo et al., , 2000b Shieh et al., 1998; Tsai et al., 1993] have thoroughly investigated this technique and furthermore developed several types of digital redesign methods. These techniques allows for (sub)optimal control performance when the digital controller is implemented with a relatively large sampling period, and at the same time requiring significantly smaller control energy to achieve the control objectives. This is due to the fact that, in general, the amplitude of the piecewise-constant digital controller is smaller than the maximal amplitude of the analog controller throughout each sampling period of the process.
Given the success of the digital redesign technique for hybrid control systems, as described above, this paper proposes to apply it to hybrid chaos synchronization problems. In this approach, a newly developed prediction-based digital redesign of observers will be used as the basic scheme for solving the intended chaos synchronization problem. First, in Sec. 2, a representation of the given chaotic system is formulated by using an appropriate linearized model, using an optimal linearization method. Then, in Sec. 3, using the dual system principle, an analog local observer is optimally designed and then converted to a corresponding digital representation. This digital observer, being appropriately designed, is used to achieve chaos synchronization to the analog drive subsystem. The design procedure, along with the modeling error analysis and sampling-time issue in synchronization performance, will be discussed in Sec. 4. Finally, in Sec. 5, the design method is applied to three typical but topologically quite different chaotic systems, namely, Chua's circuit, Duffing oscillator, and Chen's system, showing its effectiveness and performance in hybrid chaos synchronization.
Here, its definition is taken as follows:
Two n-dimensional dynamical systems, the drivė
and the response,
are said to synchronize if
where notation as usual, i.e. f : R n → R n is a given nonlinear vector field, initial conditions x 0 andx 0 are generally different and known, and · is the Euclidean norm. The synchronization problem considered is to design the functions h(·) andf (·), if they exist, such that the objective (3) is achieved. A simple interpretation of the synchronization phenomenon is that the drive (1) sends the transmitted signal y(t) to the response (2), and the response receives the signal and then is forced to synchronize with (1) in the sense of (3).
This problem may be viewed as an observer design problem [Nijmeijer, 2001] and, depending on the structure of the system, different approaches may be possible. A typical solution to the problem is to use the so-called output injection structure, which consists of designing the observer as a copy of the drive (but with unknown initial conditions), and then modifying the error signal depending on the difference between the received transmitted signal and the predicted output signal of the observer. If the observer is appropriately designed, such that the error signal (globally and) asymptotically converges to zero, then the drive and the response will synchronize.
For a linear system,
with A, B and C as constant matrices of appropriate dimensions, an observer can be designed using the output injection structure aṡ
where K O is the observer gain matrix. Defining the observer error e(t) as the difference between the drive state x(t) and the observer statex(t), the error dynamics can be found from (4) and (5), aṡ
For (A, C), an observable pair, it is sufficient to design K O such that all eigenvalues of the matrix (A − K O C) have negative real parts, which will guarantee that the observer asymptotically converges to the drive dynamics. Systematically designing a working observer for a general nonlinear system still is an open problem, but many results are now available for some specific classes of nonlinear systems Kolumban et al., 1998; Brown & Kocarev, 2000] . In particular, for Lur'e-type systems, namely, those nonlinear systems that can be expressed in a combination of linear dynamics with an additive static nonlinearity, a generic solution can be found, as a natural extension of the linear case described above. The importance of Lur'e-type systems comes from the fact that different benchmark chaotic systems, like Duffing, Chua, Lorenz and Chen systems, are all included in this special yet still quite general class.
A situation that further facilities the synchronization of some Lur'e-type systems is when the nonlinear parts of the drive-response depend only on the output of the system. In this case, the system takes on the forṁ
with A and C as constant matrices, Φ : R n → R n a smooth function of the state vector, and Γ : R → R n a possible external forcing function. In this setting, by simply extending the solution of the linear case, the nonlinear observer is found to bė
In this case, using the same definition of observer error as defined in (6), the error dynamics are found to be linear, so that if the pair (A, C) is observable, then it is sufficient to design the observer gain K O for achieving synchronization. For Lur'e-type systems in general, a desired observer can still be found as an extension of the linear solution, but in this case the nonlinear observer will have the forṁ
Here, the error dynamics are found, still defined by (6), to bė
Thus, if the nonlinear function Φ(x(t)) satisfies the Lipschitz condition
and if (A, C) is an observable pair, then once again it is sufficient to design the observer gain K O such that the linear part is asymptotically stable, which will guarantee that the observer error will tend to zero asymptotically. Furthermore, if the Lipschitz constant is sufficiently small, then this error will decay to zero exponentially. Inspired by the above analysis, it is proposed here to solve the afore-posted synchronization problem using an observer approach, for a general nonlinear system of the forṁ
The idea is to first represent this nonlinear system by a set of linear systems of the forṁ
where (A k , B k ) are constant matrices, found for each operating point of the nonlinear trajectory using an optimal linearization method, as further described in the following section. Then, a linear observer of the form (5) will be designed, such that the error dynamics converge to zero in some optimal sense to be specified later.
Digital Redesign of Observers
A typical approach to handling nonlinear systems is to utilize linearization at their operating points, including such as Jacobian analysis for local dynamics of autonomous systems. A different linearization method, proposed by Teixeira and Zak [1999] , is to generate optimal local models, which provides a new tool for the analysis of nonlinear systems. This technique is particularly useful in the study of digital redesign of chaotic systems [Guo et al., 2000a [Guo et al., , 2000b . This optimal linearization method (OLM) is an online linearization technique for finding a local model that is linear in both the state and the control terms, and is optimal in some sense [Teixeira & Zak, 1999] . This method is briefly described below for completeness of the presentation.
Optimal linearization
Consider a nonlinear system of the forṁ
where F : R n → R n and G : R n → R n×m are smooth nonlinear vector fields, x(t) ∈ R n is the state vector, and u(t) ∈ R m is the control input. It is desired to have a local linear model at an operating point of interest, denoted (x op , u op ), in the forṁ
with A op and B op being constant matrices of appropriated dimensions. A common approach to finding the linear model is to use the truncated Taylor expansion, but this results in an affine rather than a linear model, unless the operation point is the origin. Even in the ideal case of an equilibrium point of the system, the result is generally not a local model linear in both the state and the control.
To find a local model, linear in both x and u, which approximates well the dynamical behavior of the original nonlinear (12) in the vicinity of the operating state x op , it is necessary to find two constant matrices, A op and B op , such that, in a neighborhood of x op ,
and
Since the control u is to be designed, and one must have
substituting this into Eqs. (14) yields
and .
For simplicity, the solution of Eq. (16) will be found by rows. Denote a T i as the ith row of matrix A op , so that Eq. (16) can be represented as
where f i : R n → R n is the ith row of function F (·).
Expanding the left-hand side of (17a) about x op , and then truncating it from the second term, one obtains
where ∇f i (x op ) : R n → R n is the gradient columnvector of f i (·) evaluated at x op . With (17b), one can rewrite (18) as
in which x(t) is arbitrary but should be close to x op for a good approximation. The modeling error can be determined from (19), as
Then, it is desired to determine the constant vector, a i , such that it is as close as possible to the gradient, and also satisfies f i (x op ) = a T i x op . This can be considered as the following constrained minimization problem:
Find the optimal parameters a i that minimize the following quadratic error function
Since this is a convex constrained optimization problem, it can be solved by using the LaGrange multiplier method, which yields the optimal solution
where x op 2 2 = x T op x op is the square magnitude of the point x op .
An important consideration on the application of the resulting optimal linear models in the design of controllers/observers for nonlinear systems is that it is necessary to check that if the resulting local linear model at a particular operating point turns out to be uncontrollable or unobservable, then one needs to make sure that the local model is at least stabilizable or detectable, which is required in the design of controller/observer.
Optimal linear observer design
As defined above, synchronization is an asymptotic property, but in real world applications it is desirable to achieve synchronization as quickly as possible. For example, in coherent communications, the efficiency strongly depends on the synchronization properties of the system; therefore, achieving synchronization in a short period of time is a very desirable feature. When synchronization is solved as an observer design problem, one can design the observer such that the error dynamics have their eigenvalues on the far left of the complex s-plane, so that the convergence to the original dynamics can be fast. Another desirable characteristic for synchronization that can be obtained via the observer design approach is to use the minimum error energy, which can be done by applying an optimal design technique such that the observer minimizes a preassigned performance index.
Optimal design of controllers is a welldeveloped area in control systems theory, where for a given controllable and observable linear system,
the optimal state-feedback control law that minimizes the performance index
with Q ≥ 0 and R > 0, is obtained as
where the optimal feedback gain is K C = R −1 B T P , with P being the positive definite and symmetric solution of the following Ricatti equation [Stefani et al., 2002] :
In closed-loop, the optimally control linear system has the forṁ
and the linear observer is given bẏ
along with the observer error dynamicṡ
Comparing Eqs. (24) and (25), one can see that
, which has the structure as a state-feedback controller. This is the dual property of linear systems, where the observer gain can be determined as the dual of the feedback controller gain. Thus, the optimal observer gain K O can be found by designing the optimal control gain K C for the dual system, via A = A T and B = C T , so that
, where P O is the positive definite and symmetric solution of the following Ricatti equation:
A new prediction-based digital redesign of observers
Digital redesign is a hybrid control design technique, where a pre-design analog controller that satisfies a set of control objectives and specifications is converted to an equivalent digital controller such that the control performance of the analog and the hybrid control systems matched at least at each sampling instant throughout the entire control process [Shieh et al., 1998; Tsai et al., 1991] . The advantages of digital redesign are threefold: First, due to the availability of inexpensive digital computer devices and systems, a digital controller can be implemented at a low cost, regardless of its notational complexity. Second, the stability and performance of a digitally redesign hybrid system is guaranteed for larger sampling periods, as compared to the conventional direct digital design. Finally, a controller designed with a theoretically high gain in the analog setting is converted to a low-gain design in the digital implementation after the digital redesign is completed, due to the fact that the control energy is averaged over the whole sampling period [Tsai et al., 1991] .
In this section, the existing digital redesign methodology for controllers is extended to observers on the basis of their duality, mentioned above, using the recently derived prediction-based digital redesign technique for feedback controllers [Guo et al., 2000b] . The derivation of this digital redesign method for feedback controllers is first reviewed here for completeness of the presentation. Consider a controllable and observable continuous-time system,
where x C (t) ∈ R n , u C (t) ∈ R m , y C (t) ∈ R P and A, B, C are constant matrices of appropriate dimensions. Let the continuous-time state-feedback control law be
where the feedback control gain K C ∈ R m×n and the feedforward gain E C ∈ R m×m have been obtained to satisfy a set of control objectives, and r(t) is an m × 1 reference input. As shown in Fig. 1 , the overall controlled system iṡ
Let the state equation of the corresponding digitally controlled system be described bẏ
where u d (t) ∈ R m is piecewise-constant, such that u d (t) = u d (kT ) for kT ≤ t < (k + 1)T , and T > 0 is the sampling and hold period. Let u d (t) be a discrete-time state-feedback control law of the form
where K d ∈ R m×n and E d ∈ R m×m are the feedback and feedforward digital gains, respectably, and r * (kT ) is a piecewise-constant reference determined in terms of r(kT ) for tracking purpose. The overall digitally controlled closed-loop system becomeṡ
for kT ≤ t < (k + 1)T , where the controller is realized using a zero-order-hold device as illustrated in Fig. 2 . The digital redesign problem is thus reduced to finding the digital gains (K d , E d ) in (30) from the continuous-time controller gains (K C , E C ) in (27), such that the closed-loop state x d (t) in (31) can closely match the closed-loop state x C (t) in (28), at all the sampling instants for a given r(t) = r(kT ), The solution of the analog system (26), x C (t), at time t = t v = kT + vT for 0 ≤ v ≤ 1, where v is a tuning parameter, is found to be
7KH GLJLWDO UHGHVLJQ SUREOHP LV WKXV UHGXFHG WR ILQGLQJ WKH GLJLWDO JDLQV
Let u C (t v ) be piecewise-constant, so that the solution reduces to
with
Here, (G v − I n )A −1 is a shorthand notation, which is always well defined and can be verified by the cancellation of the formal notation A −1 in the series expansion of the term integral (G v − I n ). Therefore, the invertiability of matrix A is not required.
Also, the solution to the digitally controlled system (31), x d (t), at time t = t v = kT + vT for 0 ≤ v ≤ 1, is obtained as
Thus, it follows that to obtain the state
it is necessary to have u C (t v ) = u d (kT ). This leads to the prediction-based digital controller:
where the future state x d (t v ) needs to be prediction based on the available causal signals x d (kT ) and u d (kT ). Substituting (34) into (35) and then solving for u d (kT ), one can find the desired predicted digital controller, as
For practical applications, one can consider v as a tuning parameter for the desired closeness between the predicted digital and continuous states. If one sets v = 1, then the pre-requisite x C (kT ) = x d (kT ) is ensured. Thus, for any k = 0, 1, 2, . . . , the controller is obtained as
where
in which G = e AT , H = (G − I n )A −1 B and r * (kT ) is an alternative form of the original reference r(t) at time t = kT , with the amplitude one-step ahead r(kT +T ) necessary for a good tracking performance Fig. 3 . Continuous-time observer system. of the digital control system. With this digitally redesigned controller, the discrete-time model of (29) becomes
where the corresponding matrices are as defined above. Now, consider a continuous-time observer for the system in (26), as presented in Fig. 3 , which is described bẏ
with error dynamics in continuous-time, found from (26) and (40), to bė
The objective here is to find a digital observer of the form
where the discrete-time error is defined as
such that the discrete-time error dynamics match the continuous-time error dynamics at each sampling instant (e d (kT ) ≈ e C (t)| t=kT ), or equivalently, assuming that the continuous-time observer is asymptotically stable, the original state and the digital state match (
Using the duality, the continuous-time error dynamics described by (41) can be viewed as a state-feedback control problem, similar to the one shown in (28), where the input reference is r(t) = 0. Then, applying the prediction-based digital redesign method derived above, one can find from (39) the discrete-time error dynamics, described in (43), as
, with the definition of (43), one has, from (44),
To this end, substituting the following identities into (46):
and then solving the resulting equation forx d (kT ), one obtains the new digitally redesigned observer for system (40), aŝ
with G and H as defined above. A realization of system (47) can be obtained by using a sampler and a unit delay device, as illustrated in Fig. 4 . 
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Application of Digital Redesign to Chaos Synchronization
Due to the linear nature of the prediction-based digital redesign methodology presented above, for chaos synchronization applications it is necessary to apply a linearization to the chaotic systems before a discrete-time observer can be designed to solve the chaos synchronization problem. There are two cases to consider: (i) the chaotic system is, or can be, expressed as a set of linear subsystems (a piecewise-linear, switching, or discontinuous case); (ii) a linearization is needed to obtain a linear representation of the nonlinear system (a smooth case). These two cases are further discussed below.
Chaotic piecewise-linear systems: The switching case
The simplest setting for an application of the digital redesign methodology, described above, to chaotic systems is the case where the chaotic systems are piecewise-linear such as Chua's circuit family. In this case, the system, the observer, and the error dynamics are basically linear, so that the entire system can be characterized via a simple conditional change of models that is convenient for the design of the observer. In general, a piecewise-linear system can be expressed as a set of linear systems, continuously connected, in the following forṁ
From this representation, the synchronization problem can be solved via constructing a piecewiselinear observer of the forṁ
where the observer gains, L C,i , for i = 1, 2, . . . , q, can be optimally designed so as to obtain fast convergence and optimal error energy for each linear subsystem of the original dynamics. The digitally redesigned version of the piecewise-linear observer is obtained aŝ
where the digital observer gains, L d,i , G O,i , and H O,i , are designed for each linear subsystem by using Eq. (48).
Chaotic systems of the forṁ
The smooth case
Inspired by the system structure, seen from the previous subsection, one knows that in order to design a digital observer that synchronizes to a given general continuous-time chaotic system it is necessary to find a set of linear subsystems that can represent the entire dynamical system. To do so, the optimal linearization method (OLM) developed in [Teixeira & Zak, 1999] is applied. First, the given chaotic system of the forṁ
where F (·) is a smooth nonlinear vector field, and G(·) and h(·) are smooth and possibly nonlinear vector fields, is represented by a linear subsystem of the formẋ
at each operating point x k , k = 0, 1, 2, . . . , throughout the system trajectory. According to the chaotic dynamics, which will evolve on either a strange attractor, or a periodic orbit, or a fixed point, it is not difficult to find an optimal local linear model for each operating point along the chaotic trajectory. The set of optimal local linear models for the chaotic system, obtained via the OLM, have the advantage of having the exact model and dynamics of the original system at the operating points of interest, while having the minimum modeling errors in their neighborhoods, as indicated by (14a) and (14b).
Then, the continuous-time observer for system (52), as illustrated in Fig. 5 , is designed, resulting inẋ
where the matrices A k , B k and C k , locally representing the chaotic system (53), are similar in structure but not necessarily identical to the matrices A k , B k and C k , which were used in the linear observer (54). The observer gains, L C,k , are optimally designed such that in the neighborhood of each operating point, the observer converges to the original dynamics.
From (54), a digital observer can be found by using the prediction-based digital redesign method presented above, yieldinĝ
where (51) and (55) can be realized, as illustrated in Fig. 6 , where the transmitted signal y C (kT ) is obtained via a sampler, and the control input u C (kT − T ), if it exists for the system, is obtained via a sampler and a unit delay device from the corresponding continuoustime signals. The difference between the matrices of (53) and (54) is due to the different ways the local linear models were derived by using the OLM. In the next section, the effects of such modeling errors and the effects of sample-hold time will be both studied in more detail.
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Modeling errors and sample-hold time effects on synchronization performance
The OLM is an online linearization method, where a local model is found in terms of the current operating point of interest along the trajectory of the nonlinear system. For clarity, one can re-express the local model in (53) aṡ
where x k is the point of interest in the trajectory of (52) at time k, k = 0, 1, 2, . . . . It is clear that one does not have access to the state x k in the observer. So, the best one can do is to use the structure of A k , obtained through (20), and to use the observer states, to generate the current model (to be used in the observer). Then, one can rewrite the proposed observer (54) aṡ
To simplify the analysis, assume that G(·) and h(·) in (52) are constant matrices. Then, B k and C k in (53) are equal to B k and C k in (54), respectively. Thus, the modeling error between the real local model and the one in the observer can be defined as
The error dynamics at each operating point are given bẏ
The solution of (58) in the vicinity of the current operating point will have the form ,
where ⊗ represents the convolution operation. Then, by designing L c,k to have a high gain observer, one expects that the proposed observer will converge to the original dynamics, from neighborhood to neighborhood along the system trajectory. Of course, an extremely high gain is not recommended since it may not be practical. Also, the nonlinear effects will make the convergence slow. Moreover, due to the use of local approximations, this can prevent the synchronization from happening. All these reflect some design tradeoff between the speed of convergence and the size of the modeling neighborhoods for approximation accuracy. Nevertheless, the resulting digital counterpart is a low-gain design, suitable for implementation maintaining the convergence characteristics of the analog design.
In a digital realization of the proposed observer (55), the sample-hold time T has a direct effect on the performance of the observer. In the implementation, the actualization of the local models is done for operating points that are apart from one another. This implies that the linear models that represent a larger part of the nonlinear trajectory will produce larger modeling errors in general. In choosing the sampling period, it is necessary to consider the nature of the system, so that if the original trajectory changes at a fast rate, then a smaller sampling time should be used. This basically means that the sampling period needs to be chosen carefully, under the implicit assumption that the sampling theorem always remains to be satisfied.
Numerical Simulations
Three typical yet topologically quite different chaotic systems are discussed in this section for hybrid synchronization: the piecewise-linear Chua's circuit, the smooth but nonautonomous Duffing oscillator, and the smooth autonomous 3D Chen's system.
Piecewise-linear systems:
Chua's circuit
The chaotic Chua's circuit is a very popular benchmark in the study of chaotic phenomena, for which different expressions are available in the literature. A particularly interesting one for the present discussion is its piecewise-linear representation in the dimensionless form [Chen & Dong, 1998 ]:
where f (x 1 (t)) is a piecewise-linear function of x 1 (t) described by
with m 0 , m 1 < 0. This circuit can also be expressed as a set of switching linear systems:
For the parameter set α = 9, β = 14 + 2/7, m 0 = −5/7 and m 1 = −8/7, the system (59) or (60) is in the chaotic regime and produces the wellknown double-scroll attractor.
From the representation in (60), a digital observer was obtained as the digitally redesigned version (51) of the continuous-time observer (50). Numerical simulation of the continuous-time observer was carried out using MatLab and a fourth- Fig. 7 . The observer gains in each linear subsystem, obtained for the weighting matrices Q = 10000 I 3 and R = 1 are presented in Table 1 . The Duffing oscillator with a periodic driving term can be expressed in the state-space form as [Chen & Dong, 1998 ]
The solution of (61) for the parameter set p 1 = −1.1, p 2 = 0.4, p 3 = 1, q = 1.8 and w = 1.8 is known to be chaotic.
To design a digital observer such that a discrete-time response system and the continuoustime Duffing oscillator synchronize, one has to determine the optimal linear model for each operating point along the chaotic trajectory of the system. Following the procedure described above, a set of linear models in the form of (53) for the Duffing oscillator was obtained, where the external forcing term q cos(wt) can be easily regenerated in the response. Then, system (61) is represented at each sampling point bẏ
T is the square magnitude of the operating point.
The designed digital observer obtained for the Duffing oscillator with Eq. (55) was simulated using MatLab for a fixed integration step t f = 0.005 s and a sample-hold period of T = 0.05 s (equivalent to 10 times of the integration step). The initial conditions were
The results are presented in Fig. 8 . The observer gains at each operating point x k were obtained with the weighting matrices Q = 10000 I 2 and R = 1. The evolution is presented in Fig. 9 .
Chen's system
The chaotic Chen's system is recently coined [Chen & Ueta, 1999; Ueta & Chen, 2000] , which is described byẋ
where a, b, c are real parameters. This system has a chaotic attractor for the parameter set a = 35, b = 3 and c = 28. This chaotic attractor is not topologically equivalent to that of the familiar Lorenz system and is found to be the dual system to the Lorenz system [Lu et al., 2002] .
Following the procedure again, a set of local linear models for Chen's system were found, in the forṁ
where 
Using this representation, a digitally redesigned observer was obtained by first designing a continuous-time observer in the form (54) and then converting it into the equivalent digital version using Eq. (55). The chaotic Chen's system was then simulated using MatLab, with a RungeKutta fourth-order algorithm with a fixed integration step t f = 0.001 s and a sample-hold period of T = 0.025 s (equivalent to 25 times of the integration step). The initial conditions were x c (0) = [−10, 0, 37] T andx d (0) = [−4.71, −32.70, 3 .12] T . The results are presented in Fig. 10 . The observer gains at each operating point x k were obtained with the weighting matrices Q = 10000 I 3 and R = 1. The evolution is presented in Fig. 11 .
Conclusions
In this paper, a solution to the hybrid chaos synchronization problem was derived from the point of view of observer design, where the drive is a continuous-time system and the response is a discrete-time system. In this approach, a set of local linear systems that together describe the entire nonlinear system are first modeled, using either the switching structure of the system or the optimal linearization method. Then, a high-gain optimal observer is designed for each local model, where the set of optimal observers are converted to their equivalent low-gain digital counterparts by using the newly developed prediction-based digital redesign method. Important observations about the proposed method include:
The approach works for hybrid systems synchronization, with an analog drive and a digital response, or vice versa. The methodology can be applied to a general nonlinear system without the demand of satisfying a Lipschitz condition for synchronization.
The maximum sample-hold time used has to satisfy the sampling theorem, but it can be relatively large -even so large that other digital design methods cannot accept.
Since local linearization is used, it is necessary to chose operating points of interest to be as close to each other as possible, so as to minimize the modeling errors.
It has been observed that there sometimes will be a small steady-state error in the digital implementation of the hybrid synchronization systems, in particular for a general smooth system. The main reason may be due to the linear representation of the nonlinear system, since this occurs more often for complex trajectories such as Chen's attractor.
A simple communication scheme based on the approach studied in this paper has been designed and tested, from the chaos masking approach, which works very well except when Chen's system is used due to the topological complexity of its attractor. In comparison, if Chua's circuit is used then the communication system works very well even for large sampling times.
Therefore, more research efforts are needed to carry out for the hybrid chaos synchronization design and analysis.
