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Abstract. We consider the robust Perspective-n-Point (PnP) problem
using a hybrid approach that combines deep learning with model based
algorithms. PnP is the problem of estimating the pose of a calibrated
camera given a set of 3D points in the world and their corresponding 2D
projections in the image. In its more challenging robust version, some
of the correspondences may be mismatched and must be efficiently dis-
carded. Classical solutions address PnP via iterative robust non-linear
least squares method that exploit the problem’s geometry but are ei-
ther inaccurate or computationally intensive. In contrast, we propose to
combine a deep learning initial phase followed by a model-based fine
tuning phase. This hybrid approach, denoted by PnP-Net, succeeds in
estimating the unknown pose parameters under correspondence errors
and noise, with low and fixed computational complexity requirements.
We demonstrate its advantages on both synthetic data and real world
data.
1 Introduction
Camera pose estimation is a fundamental problem that is used in a wide vari-
ety of applications such as autonomous driving and augmented reality. The goal
of perspective-n-point (PnP) is to estimate the pose parameters of a calibrated
camera given the 3D coordinates of a set of objects in the world and their corre-
sponding 2D coordinates in an image that was taken (see Fig. 1). Currently, PnP
can be efficiently solved under both accurate and low noise conditions [15,17]. In
practice, there may be wrong data associations within the 2D and 3D pairs due
to missing objects or incorrect object recognition. Therefore, the main challenge
is to develop robust PnP algorithms that are resilient to these imperfections.
Identifying outliers is a computationally intensive task which is impractical us-
ing classical model based solutions. The goal of this paper is therefore to derive
a hybrid approach based on deep learning and classical methods for efficient and
robust PnP.
The PnP geometry gives rise to a well defined non-linear least squares (LS)
formulation. The latter is traditionally solved using the well known Levenberg-
Marquardt (LM) method [17]. Robust variants of LS can be derived via iter-
atively re-weighted least squares (IRLS) [13]. These minimize the squared re-
projection errors of the given inputs, while weighting each sample inversely
to its re-projection error as induced by the current parameters. Due to the
non-linearities and weight functions, such methods are highly non-convex and
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Fig. 1: Perspective-n-Point setting
are very sensitive to their initialization. Consequently, real systems must re-
sort to computationally intensive search methods. The popular RANSAC [5]
algorithm repeats the LM methods on different subsets and matching possibili-
ties, ultimately choosing the pose with the smallest squared re-projection errors.
RANSAC is an efficient randomized algorithm, yet it is still too computationally
intensive for real time deployment. Recently, deep learning has been shown to
be highly successful at image recognition tasks [11,21], as well as other domains
including geometry [3, 14]. There is a growing body of literature on unfolding
iterative algorithms into deep neural networks [8,12,22]. Part of these recent suc-
cesses is the ability to perform end-to-end training, i.e. propagating gradients
back through an entire pipeline to allow the direct optimization of a task-specific
loss function, e.g., [25, 27]. Motivated by these ideas, we propose a hybrid deep
learning and IRLS-LM approach to robust PnP. Experiments with deep learn-
ing on its own, suggest that accurate PnP estimation is too difficult for existing
neural networks. Instead, we take a different route and use the network to ro-
bustly compute a coarse pose estimation. We then use it as initialization to an
IRLS-LM solver and then jointly optimize both stages simultaneously in an end-
to-end fashion. We train the system using synthetic data generated according to
a theoretical PnP model. The overall solution, denoted by PnP-Net, achieves a
flexible accuracy vs complexity tradeoff and outperforms state of the art meth-
ods on both its true and mismatched models. Remarkably, even though PnP-Net
was trained on synthetic data, numerous experiments in different scenarios in-
cluding real world data show accuracy similar to RANSAC with computational
complexity on the order of classical LM.
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1.1 Related Work
PnP is a fundamental problem in computer vision and has a long history of
parameter estimation methods. We refer the reader to [16] for a comprehensive
review. Below, we briefly review the leading algorithms along with their pros
and cons.
The classical solution P3P addresses the case of n = 3 input correspondences
[7]. Its main drawback is that it is sensitive to noise. An efficient extension to
more points is EPnP [15]. Using more points reduces the sensitivity to noise
and provides better accuracy. The algorithm ignores the nonlinear constraints
and uses linearization to express the multiple points as a weighted sum of four
virtual control points. Similarly to P3P, it too is sensitive to noise. REPPnP
provides a more robust version that rejects outliers [4]. REPPnP requires a large
number of correspondences and obtains poor results when only a small number
of correspondences is available.
The direct approach to outlier rejection is via a brute force search over the
correspondences mismatches. Typically, a stochastic approximation known as
RANSAC samples random sets of correspondences and computes their estimates
[5]. Its model hypotheses can be any of the previously mentioned algorithms, e.g.,
RANSAC-with-P3P or RANSAC-with-EPnP. Unfortunately, the computational
complexity of both the full and approximate searches is intractable for real-time
practical systems.
From an optimization perspective, PnP is a nonlinear LS minimization. The
classical approach to its solution is LM which can be interpreted as a regularized
Gauss Newton method [17]. LM is a scalable solution that exploits the underlying
structure of the PnP problem. The squared loss is sensitive to outliers and fails
when there are correspondence mismatches in the inputs. It is well known that
LS methods can be robustified by replacing the squared loss with robust loss
functions, e.g., Huber’s loss, and iteratively re-weighting the algorithms [13].
Together, the combination of IRLS with LM is a natural and promising approach
to robust PnP. But, as a non-convex optimization, it requires good initialization
strategies to avoid spurious local minima.
More recently, there is a growing body of works using deep learning. The
preprocessing stage of PnP-Net is based on the ideas in PointNet for classifi-
cation on a cloud of points [20]. Similarly, [18] uses deep learning for finding
robust image to image correspondences, but does not consider pose estimation.
Perspective-n-Learned-Point [19] combines Content-Based Image Retrieval and
pose refinement based on a learned representation of the scene geometry ex-
tracted from monocular images. Probably closest to our work, BA-Net [24] intro-
duces a network architecture to solve the structure-from-motion (SfM) problem
via feature-metric bundle adjustment (BA), which explicitly enforces multi-view
geometry constraints in the form of feature-metric error. Like PnP-Net, this work
also relies on a differentiable pipeline that includes an LM step. On the other
hand, the last two networks consider image inputs whereas PnP-Net follows the
more common practice used in real systems which is based on 3D coordinate
inputs. Finally, to our knowledge, PnP-Net is the first work to use a neural net-
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work as an initialization to an unfolded algorithm with end to end training. This
is the unique contribution of our work and we believe it will be useful in other
problems as well.
1.2 Notation
We denote the elements of a 3D vector as [ax, ay, az]. The perspective function
Π : R3 → R2 is defined as Π(a) = [ ax/az, ay/az ]. Following [2], we represent
a 3D rotation via a rotation angle θ ∈ [0, pi] and a normalized rotation axis
according to the right hand rule s ∈ R3 where ‖s‖ = 1. The rotation matrix R
can then be constructed as:
R(θ, s) = I+ sin(θ)M+ (1− cos(θ))M2 (1)
M =
 0 −sz sysz 0 −sx
−sy sx 0
 (2)
We measure the difference between two rotations using the metric
d(R1,R2) = arccos
Tr
[
R1R
T
2
]− 1
2
. (3)
2 Problem Formulation
In this section, we define the PnP model and formulate the parameter estimation
problem. The unknown rigid transformation parameters are the pose of a camera,
defined by its translation parameters t, and Rodrigues rotation parameters θ and
s. Together, we denote these parameters as β = {t, θ, s}.
The PnP model provides access to n pairs of 3D objects in world coordinate
system, denoted by ai, and their corresponding 2D coordinates on the image
plain denoted by bi. Ideally, these pairs satisfy a projection transformation pa-
rameterized by β:
bi = Cβ(ai)
= Π (K [Rai + t]) i = 1, · · · , n. (4)
where K is the camera intrinsic matrix [10]:
K =
f 0 00 f 0
0 0 1
 (5)
and f is the known focal length of the camera.
In practice, the transformation in (4) is inexact. First, both sides of the
equation are corrupted by additive noise. Second, there may be mismatches
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between some of the 3D points and their 2D projections, i.e., the pairs {ai,bi}
and {aj ,bj} for some i 6= j may be mistaken as the pairs {ai,bj} and {aj ,bi}.
The robust PnP problem is to recover the unknown β given the inexact pairs
{ai,bi} for i = 1, · · · , n. Performance is measured using a Euclidean translation
error
t =
∥∥tˆ− t∥∥ (6)
and the rotation error
r = d(R(θˆ, sˆ),R(θ, s)) (7)
where tˆ, θˆ and sˆ are the estimated parameters.
3 PnP-Net
In this section, we propose PnP-Net a hybrid solution that combines the model-
based advantages of classical PnP methods with the power of modern deep learn-
ing. The main idea is that robust LM methods exploit the structure of the prob-
lem and are near optimal when given a sufficiently accurate initialization. On
the other hand, neural networks are ignorant of the geometry and the underly-
ing model, but are useful in learning a coarse initialization. Therefore, PnP-Net
begins with a general purpose neural network which is robust and sufficiently
accurate to guide the near-optimal model-based IRLS-LM phase. We learn both
stages in an end-to-end manner by unfolding the iterative phase as part of the
network. This allows us to learn data-driven hyper-parameters, including step
sizes, regularization parameters, and weight functions. PnP-Net is fitted using
synthetic data generated according to the the PnP parametric model. The re-
sult is a low and fixed computational complexity algorithm with state-of-the-art
accuracy. The network is illustrated in Fig. 2 and can be divided to three stages
detailed below.
3.1 Preprocessing
To simplify the setting, PnP-Net begins with a standard preprocessing stage.
First, the image coordinates are normalized to emulate a camera with a constant
focal length fconst instead of their known f , i.e., ai are replaced by
fconst
f ai. This
normalization avoids forcing the network to learn how to handle different focal
lengths. Second, following [20], we order the correspondence pairs by their image
coordinates to enforce order invariance.
3.2 Net
The architecture of PnP-Net begins with a general purpose neural network whose
inputs are {ai, bi}ni=1 for fixed n and outputs coarse estimates of both the trans-
lation t and rotation parameters θs. The rotation estimate is represented by 4
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Fig. 2: PnP-Net diagram.
numbers, 3 unnormalized rotation axis parameters s and 1 rotation angle pa-
rameters θ. The network is built of fully connected layers with ReLU activations.
The network begins with 3 relatively large fully connected layers of sizes
20n, 5n ,3n that are shared across both tasks. Intuitively, this stage is supposed
to identify the anomalous correspondences are weight them accordingly. Next,
the network splits into two decoupled flows of 5 smaller layers of size 2n. The
last layer in each flow is linear and outputs coarse estimates of the rotation
and translation parameters, respectively. Due to the redundancy in the rotation
parameterization, the output of this stage is of dimension 7 and not 6.
3.3 LM
Given the coarse neural pose initialization, the second phase of PnP-Net refines
it using a time-tested model-based approach. Robust PnP involves two chal-
lenges: outliers and non-linearity. In what follows, we review the two classical
approaches to these challenges and then merge them together into a unified
unfolded architecture.
The state of the art approach to real-time non-linear LS in computer vision
is the LM algorithm [6,17]. Its main idea is to solve a sequence of linearized LS
problems that have a closed form solution, together with a form of Tikhonov
regularization. In out setting, LM minimizes the sum of squares
min
β
n∑
i=1
‖ri‖2 (8)
of re-projection errors
ri = Cβ(ai)− bi. (9)
In each iteration, it linearizes the errors around the previous estimates
Cβ+δ(ai) ≈ Cβ(ai) + Jiδ (10)
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where
Ji =
∂Cβ(ai)
∂β
(11)
is the gradient row-vector of Cβ(ai) with respect to β evaluated at β. Stacking
the errors and the gradients of the n points, yields the residual vector r ∈ R2n
and the Jacobian J ∈ R2n×6, respectively. The update δ can then be computed
by solving a linear system
(JTJ+ λdiag(JTJ))δ = JT r (12)
where λ is a regularization parameter. The resulting iteration is defined as
βj = βj−1 + γ · δ (13)
where γ is a step size parameter. This is currently the leading solution to PnP
in practical systems.
On the other hand, the classical approach to robust LS relies on robust loss
functions, e.g., replacing the squared loss with Huber’s loss denoted by ρ(·) [13]:
min
β
n∑
i=1
ρ (‖ri‖) (14)
Numerically, this optimization is traditionally minimized by solving a sequence
of re-weighted LS problems (IRLS):
βj = arg min
β
n∑
i=1
wji ||Cβ(ai)− bi||2 (15)
where
wji =
1
‖Cβj−1(ai)− bi‖α
(16)
is the i’th correspondence weight in the j’th optimization iteration and α ∈ R+ is
a robustness parameter. For example, choosing α = 1 corresponds to an absolute
deviation loss which is known to be more robust. Intuitively, this approach down
weights bad correspondences and softly rejects outliers.
As explained above, PnP involves a non-linear and robust LS. Therefore, we
propose to combine these two ideas and solve a sequence of both re-weighted
and linearized models. This yields the following linear system
(JTWJ+ λdiag(JTWJ))δ = JTWr (17)
where W ∈ R2n×2n is a diagonal matrix with the weights wji
W j =

wj0
wj0
. . .
wjn
wjn.
 . (18)
8 ECCV-20 submission ID 7381
Altogether, we unfold m of these iterations as layers, and define α, γ and λ as
learned variables. The inputs to each layer are the original correspondence pairs
and the previous estimate, whereas the output is the new estimate. The first layer
uses the neural Net initialization as its estimate. The complete architecture is
illustrated in Fig. 2. All its unknown variables are learned simultaneously in an
end to end manner.
3.4 Training protocol
PnP-Net is trained in an end to end manner including both stages using synthetic
data generated from the PnP model.
– Training data: PnP-Net is trained using synthetic data generated from the
PnP model. The translation t, rotation axis s and rotation angle θ param-
eters are uniformly distributed in a 25 × 25 × 25 3D box centered at the
origin of the world, the unit ball and [0, pi2 ], respectively. In practice, this is
equivalent to centering the world coordinates around a coarse estimation of
the camera pose which usually can be obtained by a GPS. The 3D inputs
ai were uniformly distributed in a 20 × 20 × 80 3D box placed in front of
the camera, and their 2D projections were computed via (4). The inputs to
the network were then corrupted by additive Gaussian noises with variances
σ1 = 0.05, σ2 = 1. Finally, the data included a uniformly distributed ratio
in [0, n3 ] of bad correspondences. In half of these outliers, we modeled wrong
matching and the 2D projections were generated from the true model but
wrong 3D coordinates. In the other half, we modeled wrong sensing and uni-
formly generated 2D coordinates within the image. A motivating setting for
such outliers is a camera that is mounted on a car and the lower half of its
image contains only the road without any traffic signs. On the other hand,
an arbitrary object on the road might be mistakenly identified as a traffic
sign and the network must experience this type of wrong matches.
– Loss function: The end to end loss is a weighted sum of four distances.
We introduce an intermediate loss after the Net phase and a final loss after
the LM phase. Each of these is a sum of the Euclidean translation error in
(6) and the rotation error as defined in (7). The LM phase is highly non-
linear and much harder to optimize. Therefore, the training begins with the
intermediate losses alone and gradually adds the final losses as the network
converges. The exact protocol is detailed in the supplementary code.
– Implementation Details: PnP-Net was trained using TensorFlow [1], with
the Adam optimizer and a learning rate of 10−4. Each mini-batch consisted
of 1000 randomly generated samples, and we trained for a total of 200k
updates. More details are available in the supplementary code.
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4 Experiments
In this section, we demonstrate the advantages of PnP-Net with respect to state
of the art. Performance will be measured in terms of the tradeoff between estima-
tion accuracy and computational complexity. Furthermore, unlike classical PnP
algorithms, PnP-Net is based on machine learning and is prune to overfitting.
Therefore, we will also test PnP-Net’s ability to generalize to realistic problem
settings.
We examine the performance of the following competitors:
– PnP-Net: The complete PnP-Net algorithm (βLM ).
– Net: Only the Net stage of PnP-Net (βNet).
– EPnP: [15].
– EPnP-LM: An EPnP initialization [15] followed by LM.
– REPPnP [4].
– REPPnP-LM: An REPPnP initialization [4] followed by LM.
– Ransac [5] with EPnP-LM [15, 17] as hypotheses generator and minimal
subsets of size 7.
The algorithms with the LM suffix are variants of their prefix method with
an additional refinement using our proposed IRLS LM. We are not aware of
specific references on such two step approaches, but they improve all methods
and we decided to add them to ensure a fair comparison. Note however that only
PnP-Net jointly learns both stages.
Practical autonomous driving systems are based on different modes of op-
erations requiring different accuracy metrics. These are defined by threshold
parameters tR and tT for the rotation and translation estimation errors, re-
spectively. A rotation estimation is defined as successful if r(β
′) < tR, and a
translation estimation is successful if t(β
′) < tT . If both parameters are suc-
cessfully estimated, then the complete pose estimation is successful. In practice,
once these error thresholds are achieved, updating the pose is a much simpler
task by tracking objects image movement and using [9]. In the results below, we
report the percentage of successful pose estimations out of the total number of
tests.
4.1 Computational complexity
The main motivation to PnP-Net is to provide near optimal accuracy with re-
duced computational complexity. To emphasize this property we begin with a
computational complexity analysis by counting the number of operations in each
algorithm. The counting was performed following the protocol in [26] and the
code is available in the supplementary material. The counts in Fig. 3 illustrate
the low complexity of all the algorithms in comparison to the exponential com-
plexity of RANSAC. As promised, the complexity of PnP-Net is also significantly
lower, and even lower than the REPPnP competitors.
The complexity curves also decouple the cost of the two phases in PnP-Net.
As expected, the neural initialization phase denoted by Net adds a negligible
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complexity. In what follows, we show the accuracy improvement due to this low
cost initialization.
Fig. 3: Operation count as a function of correspondences number. Zoom out on
the left, zoom in on the right.
4.2 Synthetic Data
We begin with simple experiments with synthetic data generated in the same
manner as in the training process but independently. We measure our accuracy
by measuring the success rate with tR = 1 tT = 0.2 over 1000 different inputs
in comparison to the other existing solutions described above. The results are
shown in Fig. 4. It is easy to see that all the algorithms provide accurate estimates
in the left panel when there are no outliers. On the other hand, the right panel
provides the success rates with outliers. In this more challenging scenario, all the
algorithms fail expect for PnP-Net and the computationally expensive RANSAC.
We note the low success rate of the Net stage alone in both settings with
and without outliers. The reason is that the neural network fails in achieving
our stringent accuracy specifications, and is only useful as a coarse initialization
of PnP-Net.
In our second and more challenging synthetic experiment, we examine the
ability of PnP-Net to generalize well to settings different than those it was trained
on. For this purpose, we repeated the previous experiment but changed the
prior distributions of the pose translation (t). We switched the uniform prior
to a normal distribution with zero mean and variance σ = 25 and µ = 0 on
each of the axes. This choice allows translations vectors outside the uniform box
that were never encountered during training. As shown in Fig. 5, PnP-Net’s
success rates decrease but still dominate its competitorrs. Performance without
outliers in the left panel reveals that all algorithms behave similarly, and PnP-
Net does not overfit. The main advantage is again the robustness to mismatches
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Fig. 4: Success rates of different algorithms on synthetic data. Near optimal input
on the left and near optimal input with outliers on the right.
as illustrates in the right panel. PnP-Net is significantly more accurate than all
its competitors except the computationally expensive RANSAC.
Fig. 5: Success rates of different algorithms on synthetic data with different ran-
dom pose generation from the training. Near optimal input on the left and near
optimal input with outliers on the right.
4.3 Real Data
Motivated by the synthetic results we turn to a real data-set from the ETH3D
Benchmark [23]. The data-set contains a set of objects 3D coordinates, images
in which these objects can be seen, the intrinsic parameters and the pose of each
of the cameras with respect to the same coordinate system as the objects 3D
coordinates. Examples of objects and their respective coordinates in the image
are provided in Fig. 6.
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Fig. 6: ETH3D Benchmark data-set objects 3D coordinates and their image cor-
respondences marked by the same color.
The evaluation was done using tR = 1, tT = 0.2 and 1000 inputs as in the
synthetic data, generated by randomly choosing an image out of the data set [23],
then randomly choosing 9 objects from the image that together with their image
coordinates and the focal length were given as input to each of the algorithms.
For the inputs with outliers, 10 objects were chosen, then 2 of the first 9 chosen
objects were randomly chosen as outliers. 2D coordinates outliers were replaced
by either the 10’th unused object image coordinates or by uniformly sampled
2D image coordinates. The results with and without mismatches are provided
in Fig. 7 and are similar to the synthetic experiments. This strengthens our
learning approach with synthetic data and suggests that it generalizes well to
realistic conditions without overfitting.
To support our claims that PnP-Net does not overfit, we conducted ad-
ditional experiments with various outlier generation mechanisms that were not
used during training. In particular, we repeated the experiments with a constant
number of mismatches (rather than a uniformly random number) and compared
the leading competitor REPPnP-LM with PnP-Net. The results are presented in
Fig. 8 as a function of this number of mismatches. As expected, both algorithms
fail when there are more than 3 outliers and the model is unidentifiable. With
fewer outliers, PnP-Net consistently outperforms REPPnP-LM.
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Fig. 7: Success rates of different algorithms on real data. Near optimal input on
the left and near optimal input with outliers on the right.
Fig. 8: Success rates of PnP-Net and REPPnP on real data with different wrong
matches number. PnP-Net on the left and REPPnP-LM on the right.
5 Conclusion
In this paper, we proposed a hybrid single-shot technique to recover the 6D
pose of a camera. The architecture involves a deep neural network that recovers
a coarse but robust estimate, followed by traditional model-based optimization
techniques that refines the estimates. Both stages are differentiable and are op-
timized in an end to end manner. Our approach outperforms the state of the art
by a significant margin in both synthetic and real data and shows the benefit of
such hybrid approaches.
PnP-Net uses data associations that were collected by different algorithms
as input. The common practice is to start by collecting objects from the image
and matching them using a descriptor for each image detected and world ob-
ject. For example, detecting signs using a trained detection neural network and
matching them to the world signs based on their shape and color. Adding the
detection and matching algorithms to the pipeline before PnP-Net and train-
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ing both the detection network and our network in an end-to-end manner will
probably improve both stages.
Another interesting direction for future work is to train a neural network to
output the likelihoods of each correspondence being wrong. These can be used as
informative weights in the LM stage [17]. More generally, we believe the neural
initialization, with and without the likelihoods, can be beneficial in other robust
estimation problems.
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