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Introduction
The whole is greater than
the sum of its parts.
(Aristotle)
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The complex network science became the subject of an intensive analysis during the last decades
of ХХth century. The complex network as set of nodes and links is nothing else than a random
graph. The graph theory originates from the famous work of Leonard Euler on a solution of the seven
bridges problem [1] and is one of the parts of a discrete mathematics [2]. It was shown that a large
number of natural and man-made systems are much better described by the topology of networks
than lattices. Among them are the food web networks, ecological systems, internet, www, transport
systems, social networks, networks of citations and so on (se e.g. [3–7]). Furthermore the properties of
such networks diﬀer from those of a classical random graph [8]. Usually they are correlated structures
at small size (small-world eﬀect [9, 10]), not sensitive to random attacks but sensitive to the directed
ones [11, 12]. Their inherent features often include self-organization and governing power-laws (so
called scale-free networks [13,14]). Namely such properties are common for a large number of complex
systems. Application of statistical physics methods made possible to understand the reasons of such
type of behaviour.
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Among diﬀerent problems on complex networks the investigation of phase transitions on complex
networks can be distinguished as an independent trend. Those investigations play an important role
for the description of processes on networks. It is known that for the lattice structures, one of the global
characteristic determining the type of phase transition is space dimensionality. Euclidean dimension
is ill-deﬁned for networks. From that fact it is possible to expect diﬀerent features of phase transitions
for models on networks. In particular, this will be demonstrated in the thesis.
Subject actuality
The problems on critical behaviour and phase transitions on complex networks became
a subject of analysis only recently. Possible applications of models of phase transition
on complex networks can be found in diﬀerent branches of physics. In sociophysics the
diﬀerent states of social network are considered [15], when the diﬀerent social states of
individuals are considered as localized on the nodes of a social network. The appearance
of ordered state for such systems is considered as a phase transition. Another examples
is given by nanophysics, where the structure better corresponds to those of networks
or fractals [16]. Moreover, recently it was observed that phase transitions on complex
networks diﬀer from those on lattices and are characterized by novel eﬀects. Recently,
the experiment allowing to measure the physical characheristics of quantum systems
which correspond to the complex physical parameter of classical many-body system
had been made [17]. That is why the investigation of complex partition function zeros
for a spin system on scale-free networks is an important task.
Goals and tasks of the research
Spin models (Ising and Potts models) on graphs (complete graph, conﬁgurational graph
model and an uncorrelated annealed scale free network ) are chosen as the main objects
of the research. An investigation of the critical behaviour for those models is the
subject of the research. The goal consists in obtaining the thermodynamic functions,
constructing the phase diagram, searching the critical exponents and other universal
characteristics in the case of second order phase transitions. We use two main methods
to investigate the critical behaviour: an inhomogeneous mean ﬁeld approach and Lee-
Yang-Fisher formalism for the partition function zeros in the case of complex magnetic
ﬁeld or complex temperature.
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Scientiﬁc novelty of the research
For the q-state Potts model on a scale-free network (with a power law node degree
distribution decay exponent ) in the mean-ﬁeld approach, we have obtained: the
phase diagram, critical exponents, logarithmic corrections exponents. For the q = 1-
state Potts model (percolation) it was shown, that at  = 4 percolation on a scale-free
network is enhanced by a set of logarithmic corrections to scaling. Those corrections
weaken the singularities of the observables near the percolation point [18]. For the Potts
model on a scale-free network in the second order regime we obtained the expressions for
the scaling functions and critical amplitude ratios [19]. Investigating the heat capacity
jump for the Ising model on an annealed scale-free network we found that the jump
remains -dependent even at  > 5 and tends to the mean-ﬁeld value in the limit
!1 [20].
The Lee-Yang-Fisher formalism has been applied for the ﬁrst time to phase tran-
sition analysis for a spin model on scale-free networks. The partition function zeros
in complex temperature and complex magnetic ﬁeld plane for the Ising model on an
annealed scale-free network have been analyzed. In this way the description of critical
behaviour of many-particle system on scale-free networks in terms of conformal invari-
ant angles of zeros location has been done at the ﬁrst time. The connection between
these angles and scaling exponent of Lee-Yang zeros edge singularity is used. The
angles of zeros location as well as critical exponents appear to be -dependent, which
signals that the principle of universality on scale-free networks becomes wider. For the
Lee-Yang zeros of the Ising model on an annealed scale-free network it was found that
Lee-Yang circle theorem is violated in the region 3 <  < 5 [21, 22].
Practical value of the results
The obtained results can be used as the base of ordering processes modeling for in-
teracting systems on complex networks. Our results can be used to describe models
of opinion formation in sociophysics. Similarly, they are relevant for the analysis of
phase transitions in nanosystems with network topology. Recently the experimental
realization of partition function complex zeros detection has been proposed. The co-
ordinates of purely imaginary Lee-Yang zeros of the partition function are connected
with times of quantum coherence of a probe spin in spin bath [17]. Such demonstration
of experimental realization of Lee-Yang zeros is important at a fundamental level and
points to new ways of studying zeros in complex, many-bodied materials. Our results
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could help in the study of real systems in which the zeros can’t easily be calculated
giving access to new quantum phenomena that would otherwise remain hidden if one
were to restrict attention to real, physical parameters.
Personal contribution of the researcher
In the papers written with co-authors the contribution of the author includes:
 the expressions for the free energy for the q-state Potts model on an uncorrelated
scale-free network in the mean-ﬁeld approximation and their analysis [18];
 the formula of the heat capacity jump for the Ising model on an annealed scale-
free network at  > 5. The comparison of the heat capacity on lattices and
networks is discussed [20];
 the exact integral representation for the partition function of the Ising model on
a complete graph and on an annealed scale-free network in the case of complex
external ﬁeld; the numerical solutions for the Lee-Yang and Fisher zeros [21,22];
 the values for the logarithmic corrections to scaling for the size dependence of
Fisher and Lee-Yang zeros coordinates at  = 5 [21, 22];
 the violation of Lee-Yang circle theorem for the Ising model on an annealed
scale-free network in the region 3<<5 was found. The numerical analysis and
analytical description of the Lee-Yang zeros was given [21,22].
Research connection with scientiﬁc programs, plans, themes
The thesis is prepared in the Institute for Condensed Matter Physics of the National
Academy of Sciences of Ukraine (Lviv, Ukraine) and in the Groupe de Physique Statis-
tique, Institut Jean Lamour, Universite´ de Lorraine, Nancy 1 under support of the
following projects: 0112U007763 “Development of the theoretical methods to the de-
scription of ﬂuids, lattices and complex systems near phase transition points”; PhD
program Colle`ge Doctoral “Statistical Physics of Complex Systems” Leipzig-Lorraine-
Lviv-Coventry (L4), grants FP7 EU IRSES 269139 (DCP-PhysBio), 295302 “Statisti-
cal Physics in Diverse Realizations”, 612707 “Dynamics of and in Complex Systems”,
612669 “Structure and Evolution of Complex Systems with Applications in Physics
and Life Sciences”, and scholarship of the French Embassy in Ukraine for short-term
internships in a French university).
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Thesis approbation
The results of the thesis have been reported and discussed at the following scientiﬁc
meetings: “Christmas discussions -2013” (Lviv, 3th-4th January 2013); XIII Ukrainian
School of young scientists in Statistical Physics and Condensed Matter theory (Lviv,
5th-7th June 2013); VI International conference “Physics of disordered systems” (Lviv,
Ukraine, 14th-16th October 2013); conference of young scientists on theoretical physics
2013 (Kyiv, 24th-27th December 2013); conference “MECO-39” (Coventry, UK, 8th-
10th April 2014); conference “CompPhys” (Leipzig, Germany, 27th-29th November
2014); “Christmas discussions-2015” (Lviv, Ukraine 7th-8th January 2015); XV Ukraini-
an School of young scientists in Statistical Physics and Condensed Matter theory (Lviv,
Ukraine, 4th-5th June 2015), “Jordan discussions - 2016” (Lviv, 20th-21th January
2016), conference “MECO-41” (Vienna, Austria, 15th-17th February 2016). And also
of numerous seminars: seminar at GPS, Institut Jean Lamour (Nancy, France, 20th
January 13, 25th November 14); DCP-PhysBio Steering Committee Meeting (Lviv,
Ukraine, 28th-30th May 2013); seminar in AMRC group in Coventry university (Coven-
try, UK, 12th July 2013); seminar at Computational quantum ﬁeld theory group,
Leipzig university of theoretical physics (Leipzig, Germany, 7th November 2013); poster
presentation at annual E`cole Doctorale seminar (Nancy, France, 12th June 14); sem-
inar of the Department of applied mathematics of Maria Sklodovska-Curie university
(Lublin, Poland, 22 October 15); DIONICOS and STREVCOMS Steering Committee
Meeting (Lviv, Ukraine, 17th-19th May 2016); and ﬁfteen seminars of the Laboratory
for Statistical Physics of Complex Systems (ICMP, Lviv, Ukraine).
Publications
Five papers in journals [18–22], one paper in conference proceedings [23] and nine
conference abstracts [24–32] have been published on the material of the thesis.
Thesis structure
The thesis consists of four chapters of the main text (literature review and three chap-
ters with the original results), conclusions, Appendices and the bibliography. In the
1st chapter an overview of the main literature and main deﬁnitions is given; in the
next 2nd chapter the critical behaviour of the Potts model on a scale-free network in
terms of the mean-ﬁeld approximation is analyzed; 3d and 4th chapters contain results
on the analysis of the partition function zeros for the Ising model on a complete graph
5
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and on an annealed scale-free network correspondingly; in conclusions the main results
and perspectives are presented.
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Chapter 1 | LITERATURE REVIEW
Contents
1.1. Complex networks: models and observables . . . . . . . . . . . . . . . . . . . . 7
1.2. Partition function zeros analysis in the complex plane. . . . . . . . . . . . . 11
1.3. Spin models on complex networks . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
In this chapter we provide an overview of the major works devoted to investigation of the critical
behavior of spin models on complex networks. Firstly, (subsection 1.1) we consider the models of
complex networks and introduce the main deﬁnitions that describe this quantitative characteristics.
Particular attention will be paid to the so-called scale-free networks, which are characterized by a
power-law node-degree distribution decay. In the next subsection 1.2 the results of the analysis of the
critical behavior of many-particle-interacting systems on complex networks are given. Besides the Ising
model and Potts model, we will consider the behavior of other models, percolation phenomenon being
one of them. Comparing the critical behavior of these models on latices and on complex networks,
we will focus on such changes in critical behavior, which lead to the small-world eﬀects and scale-free
properties. Since a major part of the thesis (chapters 3-4) is made by using the method of partition
zeros analysis in a complex plane we will make a brief review of works devoted to this method in
section 1.3.
1.1 Complex networks: models and observables
Recently the concept of complex network became widely used in physical studies. Net-
works or random graphs are sets of vertices and edges connecting them. The graph
theory is a part of mathematics [33, 34] and originates in XVIIIth century [1]. How-
ever, the modern network science began to develop in 90ies of the last century, when
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powerful computers appeared and it became possible to store and analyze big data
sets [35–38]. At the same time the structure of numerous man-made and natural net-
works had been analysed. It was shown that they cannot be described in terms of
regular lattices or regular graphs. Thus the basis of modern network science had been
built (see, reviews [4–7]).
Random graph has the structure of a set of vertices and randomly distributed edges.
For a graph with a given number of vertices N and edges the adjacency matrix is one of
the characteristics. The matrix elements can take two possible values: aij = 1 if nodes
i and j are connected, or aij = 0 if the link between nodes does not exist. In case of
undirected networks aij = aji, aii = 0 and for a node degree ki we obtain ki =
P
j aij:
There are a large number of other quantities to describe graphs and networks prop-
erties [5], some of then are the following:
 the mean shortest path length:
hli = 2
N(N   1)
X
i>j
l(ij); (1.1)
where the summation is taken over connected components of the network and
l(ij) is a shortest path length between nodes;
 the clustering coeﬃcient is a local node characteristic which for a given node
i with a degree ki corresponds to the ratio of number of links between nearest
neighours Ei to all possible number of links between the nodes:
Ci =
2Ei
ki(ki   1) : (1.2)
Using the deﬁnition of the adjacency matrix we can rewrite the clustering coeﬃ-
cient as folllows:
Ci =
P
i(A^
3)iiP
i6=j(A^
2)ij
: (1.3)
The clustering coeﬃcient is a special measure of network nodes correlation and
gives for a given node the number of nearest neighours which are connected with
each other;
 the clique is the number of interrelated groups in network;
 the betweenness centrality is a local node characteristic. It is correspond to the
number of shortest pass lengths pass through it. Betweenness centrality of a node
8
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m is deﬁned as the ratio of all shortest path which pass through a node m to the
general number of shortest paths:
(m) =
X
i 6=j
l(i;m; j)
l(i; j)
: (1.4)
Another important characteristics of a network is the node degree distribution func-
tion P (k). This is a probability that randomly chosen node i has a degree (number
of nearest neighbors) ki = k. For complex networks the most typical node degree
distributions are:
 Poisson distribution
P (k) = e hki
hkik
k!
; (1.5)
 exponentially decaying distribution
P (k)  e k=hki; k !1 (1.6)
 power law decaying distribution
P (k)  1=k; k !1: (1.7)
The ﬁrst two distributions contain typical scale, but this is not the case of the
third one. In the case of an inﬁnite network, all moments hki for the distributions
(1.5)-(1.6) exist, while for (1.7) only a few ﬁrst moments with  <    1 are not
divergent. Networks with a power-law node degree distribution decay are called scale-
free networks [13]. The name follows from the deﬁnition of the distribution function,
which does not have a typical scale.
Scale-free networks are used to describe a wide class of natural and artiﬁcial sys-
tems. For example, the Internet scale free structure was found [14,35,36,39–41], where
the nodes correspond to web-pages and links correspond to hyper-links. This discovery
attracted the special attention to study the systems on networks. Previously the net-
work theory notions have been used to study social processes, with nodes corresponding
to members or groups of society [42, 43] and links describing the diﬀerent social rela-
tions. An examples of a social network is a scientiﬁc collaboration network [42, 44],
9
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where the nodes correspond to the authors and links correspond for example to exis-
tence of a common publication. The study of links distribution in such networks shows
that it is governed by a power law with exponential cut-oﬀ [42,45] caused by a limited
time interval. Another interesting example to investigate is a transport network, when
the nodes are stations (stops) and links are route lines. In such a way the scale-free
structure of airports [46–51], railways [52], and public transports [53–58] was studied.
For the complex networks description, diﬀerent models have been proposed, the
most well-known are:
 Classical random graph
Using the probabilistic methods A. Re´nyi and P. Erdo¨s described in detail the
properties of graph being called Erdo¨s-Re´nyi random graph [8], now the classical
random graph. There are diﬀerent ways to build the classical random graph. One
of the possible procedures is to ﬁx the probability of a link between two nodes
in an ensemble with given number of vertices. Otherwise the links are randomly
and independently distributed between all vertices.
 Small world network
The small world network is a network for which a characteristic size l decays
with a system size N slower than a power law. For the so called Watts-Strogatz
small world model l  lnN [9]. Social networks revealed to be small world
networks. Watts-Strogatz network can be constructed from a regular structure
(for example, one-dimensional chain) using the rewiring procedure [9]: each link
is removed with a probability p and then it is rewired with another node. In such
a way the small world network allows to interpolate between a regular structure
and random a graph changing the parameter p. The local properties of a regular
lattice as well as global ones for a random graph are realized for small world
networks [10].
 Albert-Baraba´si model (preferential attachment)
A possible ways to construct a scale-free network is a Albert-Baraba´si scenario
[13, 14]. This model is characterized by the following node degree distribution
function: P (k)  1=k3. The network is constructed using two main principles:
increasing and preferential attachment [13, 14]. At the beginning the system
contains ﬁxed number of nodes n0, a new node with n < n0 links is attached
to them at every next step. The probability to create the link between the new
node and the old node i is proportional to the node degree ki.
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Further we will consider papers where the behaviour of classical statistical physics
models, in particular spin models, on complex networks has been analyzed. In this case
one has to deal with structural disorder as well with disorder connected with the distri-
bution of individual states of particles. In turn that leads to diﬀerent models, similarly
as quenched and annealed structural disorder in the theory of structurally-disordered
systems is considered [59]. The conﬁgurational model [60] and the annealed network
model are widely used to describe uncorrelated networks [61,62]. Conﬁgurational model
is a maximally random graph with a given node degree distribution. In graph theory
such graph is called labeled random graph with a given nodes sequence [60,63,64]. In
the case of an annealed network, link conﬁgurations ﬂuctuate on the same time scales
as spin variables. That leads to averaging the partition function, but not its logarithms
as in the previous case [59]. Such a property of annealed network allows to obtain the
exact results for a large number of spin models [61, 62], in particular the partition
function for an uncorrelated annealed network can be written in the similar form as
for the model on a complete graph with separable interactions [61].
1.2 Spin models on complex networks
During the last decades critical phenomena on complex networks have been widely dis-
cussed in the context of statistical physics and condensed matter physics [64]. Diﬀerent
problems have been considered: appearance of scale-free network structure, percola-
tion phenomena, an epidemic spreading, phase transitions and cooperative behaviour
many-particles system localized on the nodes of random graph. In this subsection we
give a short overview of analysis of the critical behaviour of spin models on complex
networks. Such kind of research has a wide number of interesting applications, ranging
from physics of nanosystems to sociophysics. It happens that nanosystems architec-
ture is much better described by the topology of network rather than lattices [16].
On the other hand numerous models of opinion formation are based on an analysis of
interacting agents in social networks [3]. Respectively, the question of existence of an
ordered state for a spin system on a complex network can be reformulated as a problem
of reaching common opinion in opinion formation models [65, 66]. The motivations to
study phase transitions on complex networks mentioned above can be complemented by
another reason: the behaviour of many-particles statistical physics models on complex
networks fundamentally diﬀers from their behaviour on d-dimensional lattices.
The critical behaviour of Potts model depends not only on the dimensionality of a
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lattice but it is also determined by the value of Potts variable q [67]. Similarly as for
the Ising model [68, 69] the Potts model on a Cayley tree is characterized by a long-
range order [70], with a new type of a phase transition, the so called phase transition
of continuous order [71]. Depending on the value of temperature-dependent constant
of interactions the order of lowest singular derivative decreases from the ﬁrst to the
inﬁnite one.
For lattice systems, the dimensionality plays the role of a global parameter. The
fact that the concept of Euclidian dimensionality is ill-deﬁned for graphs allows to
expect non-trivial critical behaviours of spin models on complex networks. In the
case of random networks the situation becomes more complicated by the presence of
node-degree distribution disorder. In contrast to structural disorder for the lattice
systems [75,76] in the case of complex networks one deals with a strong disorder often
characterized by a divergent variance. The presence of such kind of disorder together
with a small-world eﬀect (see previous subsection) are the main factors determining
the features of the critical behaviour of models on complex networks. For the Ising
model and for the XY model on a small-world network built on 1-dimensional regular
chain the mean-ﬁeld-like second order phase transition occurs [77, 78]. The similar
mean-ﬁeld-like phase transition for small-world networks constructed on a d = 2 and
d = 3 lattices is observed [79, 80]. In the case of an antiferromagnetic Ising model on
a small-world network built on 2-dimensional lattice the phase transition paramagnet-
spin glass happens [81].
The critical behaviour on complex networks depends in an essential way on a pres-
ence of correlations between node degrees. The results obtained in the thesis concern
uncorrelated networks. The short overview of the critical behaviour of such models
will be presented below. Firstly, we should notice that correlations between node de-
grees play an important role. It is known [82] that the nodes with high number of
links (hubs) in social networks have a tendency to join each other. Such property of
networks is called the assortativity. On the other hand, for a large number of biological
networks, undirected www network [83, 84] the anticorrelations for hubs are observed
and such networks are called disassortative networks. Consideration of the inﬂuence
of assortativity and disassortativity eﬀects on the critical behaviour of many-particles
systems is an actual problem of the theory of phase transitions [85,86].
For uncorrelated complex networks the critical behaviour is inﬂuenced by conver-
gent moments of the node degree distribution function P (k). For networks with a con-
vergent moment hk4i a typical mean-ﬁeld behaviour is observed. When the moment
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hk4i diverges and hk2i is convergent the universal characteristics of critical bahaviour
depend on assymptotics of the function P (k) at large k. Correspondingly, the spin
systems on complex networks with convergent hki and divergent hk2i remain ordered
at any ﬁnite temperature. For a ferromagnetic Ising model on an uncorrelated net-
work these results have been obtained by exact recurrent method [63] and replicas
method [87].
In particular, the exponent  determines the collective behaviour and plays a role
similar to that of the space dimension d for lattice systems; there are lower and upper
critical values of  for networks, analogous to lower and upper critical dimensions
for lattices. At upper critical value  = uc and d = duc the scaling behaviour is
modiﬁed by multiplicative logarithmic corrections [63,87–89], while above them, critical
exponents attain their mean-ﬁeld values. The above analogy has limitations; e.g., for
d  dlc lattice systems remain disordered at any ﬁnite temperature T whereas systems
on networks are always ordered at   lc. Being a global parameter,  determines
universal properties of critical behaviour. For the Ising model lc = 3, uc = 5 while
dlc = 1 and duc = 4. The main features of logarithmic corrections for the Potts model
as studied in Chapter 2.
It is known that the critical behaviour of the XY-model on lattices signiﬁcantly
diﬀers from that of the Ising model. So in two dimensions (d=2) the special phase
transition between two phases occurs [90]: low-temperature phase is characterized by a
power law decay of spin-spin correlation function (however, spontaneous magnetization
being equal zero) and non-ordered high-temperature phase with an exponential corre-
lation function decay. For the XY-model on a scale-free network the critical behaviour
appears to be similar to that of the Ising model: the obtained critical exponents for
XY-model coincide with corresponding critical exponents for the Ising model [91].
Some exact results for the 3-state Potts model with competing interactions on Bethe
lattice are given in [72] and the phase diagram of the 3-state Potts model with next
nearest neighbour interactions on the Bethe lattice is discussed in [73]. Potts model
on the Apollonian network (an undirected graph constructed using the procedure of
recursive subdivision) was considered in [92]. So far, not too much is known about the
critical properties of the model on scale-free networks of diﬀerent types.
Two pioneering papers [93,94] (the latter paper was further elaborated in [95]) used
the generalized mean ﬁeld approach and recurrent relations in the tree-like approxima-
tion, respectively. Although they agree in principle about the suppression of ﬁrst order
phase transition in this model for the fat-tailed node degree distribution, they diﬀer in
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the description of the phase diagram. Moreover, besides the value of q the order of the
phase transition is determined by a node degree distribution decay exponent  [93,94].
Several MC simulations also show evidence of the changes in the behaviour of the Potts
model on a scale-free network in comparison with its 2d counterpart [95, 96]. For the
Potts model on an uncorrelated scale-free network ﬁrst or second order phase transition
were observed.
In the limit q ! 1 the Potts model describes the percolation phenomenon. The
percolation cluster which is observed for lattice systems [97] corresponds to the giant
connected component (GCC) in the case of network [98]. The last is a connected part
of the network nodes that remains ﬁnite if the system size N ! 1. For an uncor-
related network the percolation threshold cperc (nodes concentration at which GCC
appears) is determined by the ratio of the second and ﬁrst moments of node degree
distribution function: hk2i=hki = 2 at cperc. This assertion is known as Molloy-Reed
criterion [11,99,100]. Taking into account the above considerations about convergence
of distribution function moments (1.7) one can conclude that percolation on scale-free
networks depends in an essential way on the value of the parameter . In particular, at
  3, GCC exists at any non-zero concentration of nodes. The analysis of percolation
phenomenon on complex networks enables one to ﬁnd the robustness of networks to
attacks of diﬀerent typesand search the best ways for their protection. It was estab-
lished that a real-world scale-free network is resistent to random attacks, while it is
extremely sensitive to targeted ones. The examples are given by Internet [101, 102],
metabolic network [37, 104], food webs [103]. Removing the high-degree nodes inﬂu-
ences the system eﬀectivness, for example in case of Internet the removal of 1% of hubs
leads to network‘s productivity decrease in two times [101]. However, hubs do not
always play the main role for a network resistance to attacks. So, for airport network
it was found that nodes with large betweeness are more important than nodes with
high degree [47, 48]. The natural application of resistance of networks to attacks is an
investigation of computer viruses spreading in Internet or epidemic spreading in social
networks [13, 82,105–107].
The phenomenological Landau theory has been also used for the analysis of phase
transitions on uncorrelated networks [88,108]. In such analysis Landau energy is depen-
dent, besides the order parameter, on the node degree distribution function as well.
For a model with scalar order parameter Landau theory was formulated by [108]. The
model of connected scalar ﬁelds with local anisotropy was analyzed in [88].
Many real structures can be described as several interacting networks being called
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multilayer networks [86]. One of examples is the network of networks, when diﬀerent
sets of nodes are connected. Another example is multiplex networks where links of
diﬀerent types for a given node set exist. Social networks with diﬀerent types of
social interactions (diﬀerent links) being one of them. In particular, papers [109–
111] (percolation phenomenon had been studied) and [112–114] were dedicated to the
analysis of the critical phenomena on multilayer networks.
Any real or artiﬁcial system with a large number of components is ﬁnite at the end.
That is why it is important to analyze how the critical behaviour of many-particle
systems on a network depend on the system size N (ﬁnite size eﬀect) [115, 116]. For
a scale-free networks the second moment of a node degree distribution function hk2i
diverges at 2 <   3 only in the limit N !1. However, for a ﬁnite size system that
divergency does not emerge. Finite size eﬀect leads to the ﬁnite maximal number of
link in a system, and it is impossible to have nodes with an inﬁnite degree k. For a ﬁnite
system the maximal node degree kmax is called cut-oﬀ. It depends on network size N ,
see Appendix I. So that for the case of percolation in the region 2 <   3 considering
kmax 
p
N , it is possible to obtain the following dependencies for percolation threshold
pc on system size [64]: pc(N; 2 <  < 3)  N  32 , pc(N;  = 3)  1= lnN . The ﬁnite size
scaling methods [115,116] has been used for the investigation of the critical behaviour
on networks [117] too.
1.3 Partition function zeros analysis in the complex
plane
The work by Lee and Yang [118, 119], as well as by Fisher [120], created the basis for
a new method of critical bahaviour analysis in terms of partition function zeros in the
complex external ﬁeld and temperature plane. This analysis has become a standard
tool to study properties of phase transitions in various systems [121, 122], lattice spin
models being one of them.
The Lee-Yang zeros are calculated at (real) temperature T in the complex magnetic
ﬁeld H plane whereas Fisher zeros (usually in the absence of a magnetic ﬁeld) are
located in the complex temperature plane. In the thermodynamic limit when the
system size N approaches inﬁnity, the Lee-Yang and Fisher zeros form curves on the
complex (H- or T -) plane. By analysing the location and scaling of these zeros, an
alternative description of critical phenomena is achieved involving angles formed by
these curves [123–127]. In this way the angles may be considered to be conjugate
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Fig. 1.1: The schematically represented Lee-Yang zeros for the ferromagnetic Ising model on a two-
dimensional lattice (а) in a complex eH -plane and (b) complex H-plane. Accordingly to the Lee-Yang
circle theorem all zeros lie on a unit circle or are purely imaginary in a complex eH and H-plane
correspondingly.
to the set of critical exponents and critical amplitudes ratios. Of special interest are
the ﬁnite-size scaling properties of zeros, which also encode universal features of the
underlying phase transition [124].
In Fig. 1.1 we schematically represent Lee-Yang zeros coordinates for the partition
function of the ferromagnetic Ising model on a two-dimensional lattice Z(Tc; H) at crit-
ical temperature T = Tc in complex ﬁeld plane. Let us writeH = ReH+i ImH and de-
ﬁne the Lee-Yang zeros coordinates H = Hj for the partition function Z(Tc; H), result-
ing from a numerically solved system of equations ReZ(Tc; H) = 0 and ImZ(Tc; H) = 0
in the complex ﬁeld plane. Accordingly to the Lee-Yang circle theorem [118, 119] all
Lee-Yang zeros for a two-dimensional ferromagnetic Ising model lie on an unit circle
in eH-plane or zeros contain only imaginary part of the coordinate H = i ImH in
complex H = Hj-plane, see Fig. 1.1а and b correspondingly. In the thermodynamic
limit the ﬁrst zero with purely imaginary coordinate (Lee-Yang edge) touches to the
real axis [128,129].
The Lee-Yang theorem holds for the ferromagnetic Ising model on a regular lat-
tice [118, 119] as well as for a wider class of Ising-like models on regular lattices.
Besides such classical lattice discrete spin models [130], the theorem also holds for
continuous spin systems [131]; for quantum systems such as an ideal pseudospin  1=2
Bose gas in an external ﬁeld and arbitrary external potential [132]; for nonequilib-
rium systems [133], which relate with the collective phenomena and biophysics pro-
cesses [134, 135]. Our example of the violation of the circle theorem is not unique.
The Lee-Yang theorem does not hold for Ising models with antiferromagnetic inter-
actions [136, 137]; with degenerated spins [138, 139]; with multi-spin interactions at
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suﬃciently high temperature [140, 141]; and van der Waals gases [142, 143]. It also
fails for the high q-Potts model and the Blume-Capel model [144,145]. The theorem is
violated for some quantum many-particle systems such as the quantum isotropic Ising
chain and certain quantum many-body systems [146,147]. See [122] for a more detailed
review.
For a detailed explanation of a connection between lines of zeros location and univer-
sal characteristics in complex temperature plane we rewrite T = ReT+i ImT = Tc(1+
t), where Tc is the (real) critical temperature in zero ﬁeld and t = ei (t = (T Tc)=Tc)
parametrises the location in the complex plane relative to Tc [148]. To determine the
Fisher zeros, we search for intersections of ReZ(T; 0) = 0 and ImZ(T; 0) = 0 (for
better understanding see Appendix II). These Fisher zeros accumulate in the vicinity
of the critical point Tc along a line and tend to pinch the positive real axis with the
angle (t ! 0) = ' [123, 127, 148]. Consider the locus of Fisher zeros in the complex
temperature plane depicted in Fig. 1.2. Fisher zeros are represented as light blue discs
the black one being the critical point position. The critical temperature is real, so the
critical point is located on the real axis. Applying a real magnetic ﬁeld to the system,
we observe that Fisher zeros move in the complex T plane along a curve which deﬁnes
an angle  wrt the positive real axis [124].
A useful relation connects the impact angle ' with the exponent  of the speciﬁc
heat and with the speciﬁc heat universal amplitude ratio A =A+, where A+, A  are
scaling amplitudes at t > 0, t < 0 respectively [115, 149]. The idea of explanation
of this relation is a following [124]. On the real axis, the singular part of the free
energy in the vicinity of critical point in the absence of magnetic ﬁeld can be written
as f ' Fjtj2 . In the high-temperature phase given by t > 0, this is f ' Ft2 . In
the low-temperature phase for which t < 0 it is f ' F( t)2 . In the complex plane,
the free energy is analytic everywhere except along the lines of zeros of the partition
function. that line separates the two regions (high and low temperatures) in Fig. 1.2.
By analytic continuation from the high temperature real axis, the region on the right
of the line of zeros (the “high temperature phase”) has
f+(t) ' F+(ei)2  + f reg+ ; 0   <    ': (1.8)
On the other hand, continuing the region to the left of the line of zeros (the “low
temperature phase”), one has
f (t) ' F ( ei)2  + f reg  ;    ' <   : (1.9)
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Fig. 1.2: Plot of the distribution of zeros in the complex T -plane: the angle ' corresponds to the
impact angle of Fisher zeros on the real axis, and the angle  describes the motion of the Fisher zeros
in presence of a real magnetic ﬁeld.
At the transition along the line of Fisher zeros,  =    ', the real parts of the free
energies of both phases are equal [123, 124]. Substituting  =    ' into (1.8)-(1.9)
and using the fact that F =F+ = A =A+ we arrive at the formula [124,126,127]:
tan[(2  )'] = cos()  A =A+
sin()
: (1.10)
The scaling of the zeros follows from general arguments. Replacing the volume
Ld of a regular lattice by the number of sites N on a complete graph the partition
function in terms of complex reduced temperature t and magnetic ﬁeld H, Z(t;H),
can be written as a generalized homogenous function [124]:
Z(t;H) = e0Z(tN1=(2 ); HN=(2 )); (1.11)
where  and  are critical exponents of order parameter. The constant e0 takes only
real values and can be neglected:
Z(t;H) = Z(tN1=(2 ); HN=(2 )) = 0: (1.12)
Let us ﬁnd the solution of Eq.(1.4). The partition function is an even function of H so
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that the previous scaling relation may be written either as
H2N2=(2 ) = f(tN1=(2 )); (1.13)
or as
tN1=(2 ) = g(HN=(2 )); (1.14)
where f(x), g(x) are some analytical functions of x. At H = 0 equation (1.14) gives
the scaling of Fisher zeros:
tj = N
 1=(2 )gj(0); (1.15)
where gj(0) is in general a complex number. Extending to scaling with the label index
j [124] we generalize from (1.13) and (1.14) to the Lee-Yang and Fisher zeros scaling
as
Hj(N; t = 0) 

j
N
 
2 
; (1.16)
tj(N;H = 0) 

j
N
 1
2 
: (1.17)
Setting t = 0 in (1.13) leads for the Lee-Yang zeros to [124]:
H2j = N
 2=(2 )fj(0) : (1.18)
In general, fj(0) is a complex number. However, for models that obey the Lee-Yang
theorem (all zeros are purely imaginary hj  i ImHj [118,119]) fj(0) is a negative real
number. Using this property one can derive from the scaling properties of the partition
function [124] an angle  of Fisher zeros motion in real magnetic ﬁeld. At ﬁxed t and for
the N !1, the variable Hj tends to the Lee-Yang edge, hence, substituting N 1=(2 )
from (1.15) into (1.18) we parametrise:
tj  H1=()j exp(i ); (1.19)
to obtain [124]
 =

2
: (1.20)
Besides being of fundamental interest, and being useful for theory, the zeroes attract
attention due to their experimental observation too. The ﬁrst step to connect zeros to
experimental data was made in Ref. [150]. The density of zeros on the Lee-Yang circle
was determined by analyzing isothermal magnetization data of the Ising ferromagnets.
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Recently Peng et al. related imaginary magnetic ﬁelds associated with a bath of Ising
spins to the quantum coherence [151] of a probe spin [17,152,153]. For the experimental
study the trimethylphosphite (TMP) molecule was used. It contains nine equivalent
1H nuclear spins (spins bath) and one 31P nuclear spin (probe spin). Investigating
the interaction of the probe spin with spins bath the function of quantum decoherence
L(t) was measured. At some moment of time L(tn) = 0. The experimentally obtained
times tn, when the quantum decoherence disappears, can be interpreted as coordinates
of purely imaginary Lee-Yang zeros [152]:
tn = n=(4): (1.21)
where n corresponds to the Lee-Yang zeros coordinates un  ein , аnd  is the
coupling constant of the interaction of the probe spin with spins bath. The approach
could help in the study of real systems in which the zeros cannot easily be calculated,
giving access to new quantum phenomena that would otherwise remain hidden if one
were to restrict one’s attention to real, physical parameters. The experiments also
conﬁrm a profound connection between a static entity – the complex magnetic ﬁeld in
thermodynamics – and dynamical properties of quantum systems – coherence.
1.4 Conclusions
In this section we gave a brief description of complex networks and examples of spin
models on networks. There is a large number of previous studies with a critical behavior
of spin models on lattices or regular graphs, that is why the research of critical behavior
of spin models on complex networks contains many unresolved problems. While for the
Ising model on a scale-free network a set of scaling functions and amplitude ratios [88]
had been found, such studies have not been done so far for many other spin models,
including the Potts model. It is known that in the limit q ! 1 the Potts model
describes bond percolation. Therefore the consideration of percolation on complex
networks associated with the emergence of a giant connected component is useful for
a study of a large number of phenomena on networks. The examples are reaction of
networks to targeted and random attacks, epidemic spreading in social networks and
others. However, the role of logarithmic corrections to the quantitative description of
percolation phenomena on a scale-free network is still not clear.
An application of complex zeros analysis for the partition function led to a signif-
icant progress in the qualitative understanding and quantitative description of phase
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transitions in many systems. It is surprising, that this method had not been used to
describe phase transitions and critical phenomena in scale-free network yet. In frames
of the method, the description of thermodynamics of the system is carried out not in
terms of partition function moments but in terms of its zeros. In this case the uni-
versal characteristics are not sets of critical exponents and critical amplitude ratios
but the angles describing localization of the partition function zeros in the complex
ﬁeld or temperature plane. The values of these angles for spin systems on a scale-free
network is unknown. The validation of the classic statements such as a Lee-Yang unit
circle theorem for the case where the spin system on scale-free network had not been
investigated yet.
The thesis will be devoted to clariﬁcation of the above questions.
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In this chapter, we discuss a q-state Potts model on an uncorrelated scale-free network. Applying
an inhomogeneous mean-ﬁeld method (see subsection 2.2) we analyze the phase diagram (subsections
2.3, 2.4) and obtain thermodynamic functions (subsections 2.5, 2.6). In particular, we show that the
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critical behavior of the model essentially depends on the number of Potts states q and the distribution
decay exponent . First and second order phase transitions occur, and for small values of  (so called
fat tails distributions) the system is ordered at any ﬁnite temperature. Contrary to the previous studies
our research is based on the analysis of the free energy expression. In particular, it allows us to present
all thermodynamic functions in universal scaling forms. Other quantitative universal characteristics
are found: critical parameters and critical amplitudes. It was shown that the logarithmic corrections to
scaling appear and the logarithmic corrections exponents were calculated. For percolation phenomena
these exponents are found for the ﬁrst time. The main conclusions of our research is given in section
2.7.
The main results of this chapter were published in [18–20].
2.1 Hamiltonian of the Potts model on a scale-free
network
Being one of possible generalizations of the Ising model, the Potts model possesses
a richer phase diagram. In particular, either ﬁrst or second order phase transitions
occur depending on speciﬁc values of q and d for d-dimensional lattice systems [67].
It is well established by now that this picture is changed by introducing structural
disorder, see e.g. [154] and references therein for 2d lattices and [155] for 3d lattices.
The Hamiltonian of the Potts model that we are going to consider in this paper reads:
 H = 1
2
X
i;j
Jijni;nj +
X
i
Hini;0; (2.1)
here, ni = 0; 1; :::q   1, where q  1 is the number of Potts states, Hi is a local
external magnetic ﬁeld chosen to favour the 0-th component of the Potts spin variable
ni. The main diﬀerence with respect to the usual lattice Potts Hamiltonian is that
the summation in (2.1) is performed over all pairs i; j of N nodes of the network, Jij
being proportional to the elements of an adjacency matrix of the network. For a given
network, Jij equals J if nodes i and j are linked and it equals 0 otherwise.
Possible applications of spin models on complex networks can be found in various
segments of physics, starting from problems of sociophysics [15] to physics of nanosys-
tems [16], where the structure is often much better described not by the geometry of a
lattice but by a network. In turn, the Potts model, being of interest also for purely aca-
demic reasons, it has numerous realizations, see e.g. [67] for some of them. Besides the
Ising model at q = 2 it also describes percolation at q ! 1 [156,157]. Spanning treelike
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percolation with a geometric phase transition is described by a zero-state q = 0 Potts
model [158]. Subsequently, it has been shown the equivalence between zero-state Potts
model and Abelian sandpile models in case of an arbitrary ﬁnite graphs [159]. Sandpile
models describe processes in neural networks, fracture, hydrogen bonding in liquid wa-
ter. Other particular case of Potts model at q = 1=2 is a spin glass model [160,161]. The
case of 0  q < 1 is used to describe gelation and vulcanization processes in branched
polymers [162]. Other examples concern application of the Potts model for larger values
of q. Three-component q = 3 Potts model is used to describe a cubic ferromagnet with
three axes in a diagonal magnetic ﬁeld [163], an adsorption of 4He atoms on graphite
in two dimensions [164], transition of helium ﬁlms on graphite substrate [165], etc. The
4-state Potts model also describes the eﬀect of absorbtion on surfaces [166]. The Potts
model at large q is used to simulate the processes of intercellular adhesion and cancer
invasion [167], see also [168].
Here, we will analyze the impact of changes in the topology of the underlying
structure on thermodynamics of this model, when Potts spins reside on the nodes of
an uncorrelated scale-free network, as explained in more details below.
2.2 Non-homogenous mean-ﬁeld approach
In the following we will use the mean ﬁeld approach to analyze thermodynamics of
the Potts model (2.1) on an uncorrelated scale-free network, that is, a network that is
maximally random under the constraint of a power-law node degree distribution:
P (k) = ck
 ; (2.2)
where P (k) is the probability that any given node has degree k and c can be read-
ily found from the normalization condition
Pk?
k=k?
P (k) = 1, with k? and k? being
the minimal and maximal node degree, correspondingly. For an inﬁnite network,
limN!1 k? ! 1. A model of uncorrelated network with a given node-degree (called
also conﬁguration model, see e.g. [60]) provides a natural generalization of the classical
Erdo¨s-Re´nyi random graph and is an undirected graph maximally random under the
constraint that its degree distribution is a given one. It has been shown, that for such
networks the mean ﬁeld approach leads in many cases to asymptotically exact results.
In particular, this has been veriﬁed for the Ising model using recurrence relations [63]
and replica method [87] and further applied to O(m)-symmetric and anisotropic cubic
models [88], mutually interacting Ising models [112,169] as well as to percolation [93].
25
Chapter 2. PHASE TRANSITION
IN THE POTTS MODEL ON A SCALE-FREE NETWORK
For the Potts model however, two approximation schemes, the mean ﬁeld treatment [93]
and an eﬀective medium Bethe lattice approach [94] were shown to lead to diﬀerent
results.
To deﬁne the order parameter and to carry out the mean ﬁeld approximation in
the Hamiltonian (2.1), let us introduce local thermodynamic averages:
i = ni;0 ; i = ni; 6=0; (2.3)
where the averaging means:
(: : :) =
Sp(: : :) exp( H=T )
Z ; (2.4)
T is the temperature and we choose units such that the Boltzmann constant kB = 1.
The partition function
Z = Sp exp( H=T ); (2.5)
and the trace is deﬁned by:
Sp(: : :) =
NY
i=1
q 1X
ni=0
(: : :): (2.6)
The two quantities deﬁned in (2.3) can be related using the normalization condition
ni;0 +
Pq 1
=1 ni; = 1, leading to:
i = (1  i)=(q   1): (2.7)
Observing the behaviour of averages (2.3) calculated with the Hamiltonian (2.1) in the
low- and high-temperature limits: i(T !1) = i(T !1) = 1=q, and i(T ! 0) =
1, i(T ! 0) = 0 the local order parameter (local magnetization), 0  mi  1, can be
written as:
mi =
qni0   1
q   1 : (2.8)
Now, neglecting the second-order contributions from the ﬂuctuations ni;nj   ni;nj one
gets the Hamiltonian (2.1) in the mean ﬁeld approximation:
 Hmfa =
X
i;j
Jijni;0mj +
1
q
X
i;j
Jij(1 mj (2.9)
+(1  q)mimj) +
X
i
Hini;0:
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2.3 Free energy of the Potts model on uncorrelated
scale-free network
The free energy in the mean ﬁeld approximation,  g = T ln Spe Hmfa=T , readily follows:
 g = 1
q
X
i;j
Jij(1 mj + (1  q)mimj) (2.10)
+T
X
i
ln [ exp (
P
j Jijmj +Hi
T
) + q   1]:
As usual within the mean ﬁeld scheme, the free energy (2.10) depends, besides
the temperature, both on magnetic ﬁeld and magnetization. The latter dependence
is eliminated by the free energy minimization, leading in its turn to the equation of
state. For the Potts model on uncorrelated scale-free networks the equation of state,
that follows from (2.9) was analyzed in Ref. [93]. Here, we aim to further analyze
temperature and ﬁeld dependencies of the thermodynamic functions. Opposite to
the mean ﬁeld approximation for lattice models, where one assumes homogeneity of
the local order parameter (putting mi = m for lattices), intrinsic heterogeneity of a
network, where diﬀerent nodes may have in principle very diﬀerent degrees, does not
allow to make such an assumption. One can rather assume within the mean ﬁeld
approximation that the nodes with the same degree are characterized by the same
magnetization. Therefore, the global order parameter for spin models on network is
introduced via weighted local order parameters (see e.g. [170]). Following [93] let us
deﬁne the global order parameter by:
m =
P
i kimiP
i ki
: (2.11)
Within the mean ﬁeld approach, we substitute the matrix elements Jij in (2.10) by the
probability pij of nodes i, j to be connected. The last for the uncorrelated network
depends only on the node degrees ki, kj:
Jij = Jpij = J
kikj
Nhki ; (2.12)
where J is an interaction constant, hki = 1=NPNi=1 ki is the mean node degree per
node.1 The free energy (2.10), being expressed in terms of (2.11), (2.12), contains sums
1Such approximation makes the model alike the Hopﬁeld model used in the description of spin
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of unary functions over all network nodes. Using the node degree distribution function,
these sums can be written as sums over node degrees: 1
N
PN
i=1 f(ki) =
Pk?
k=k?
P (k)f(k).
In the inﬁnite network limit, N ! 1, k? ! 1, passing from sums to integrals and
assuming homogeneous external magnetic ﬁeld Hi = H we get for the free energy of
the Potts model on an uncorrelated scale-free network:
g =
Z 1
k?
[  Jk
q
+
Jk
q
m+
Jk(q   1)
q
m2 (2.13)
 T ln(emJk+HT + q   1)]P (k)dk ;
where the node-degree distribution function is given by (2.2). For small external mag-
netic ﬁeld H, keeping in (2.13) the lowest order contributions in H, Hm and absorbing
the m-independent terms into the free energy shift we obtain:
g =
Jhki
q
m+
Jhki(q   1)
q
m2 (2.14)
 T
Z 1
k?
ln(emJk=T + q   1)P (k)dk   (q   1)hkiJ
q2T
mH :
Free energy (2.14) is the central expression to be further analyzed. In spirit of the
Landau theory, expanding (2.14) at small m and ﬁrst keeping terms  m2 one gets for
the above expression at zero external magnetic ﬁeld:
g '   ln q + Jhki(q   1)
qT
(T   T0)m2 ; (2.15)
where T0 = Jhk
2i
2qhki . Provided that the second moment hk2i of the distribution (2.2)
exists, one observes that depending on temperature T , the coeﬃcient at m2 changes
its sign at T0. This temperature will be further related to the transition temperature.
Another observation, usual for spin models on scale-free networks [64] is, that the
system remains ordered at any ﬁnite temperature when hk2i diverges (since T0 !1).
For distribution (2.2) this happens at   3. Therefore, we will be primarily interested
in temperature and magnetic ﬁeld behaviours of the Potts model at  > 3.2 The
expansion of the function under the logarithm in (2.14) at small order parameter m
involves both the small and the large values of its argument, mJk. To further analyze
glasses and autoassociative memory [66,171–175].
2Scale-free networks with k? = 1 do not possess a spanning cluster for  > c (c = 4 for continuous
node degree distribution and c ' 3:48 for the discrete one [176]). We can avoid this restriction by a
proper choice of k? > 1.
28
Section 2.3. Free energy of the Potts model on uncorrelated scale-free network
(2.14), let us rewrite it singling out the contribution (2.15)3 and introducing a new
integration variable x = mJk=T :
g =
Jhki(q   1)
qT
(T   T0)m2 + c(mJ)
 1
T  2
Z 1
x?
'(x)dx (2.16)
 (q   1)hkiJ
q2T
mH ;
where x? = mJk?=T and
'(x) = [  ln(ex + q   1) + ln q + x
q
+
q   1
2q2
x2]
1
x
: (2.17)
Note that the Taylor expansion of the expression in square brackets in (2.17) at small
x starts from x3, whereas at large x the function '(x) behaves as x2  and therefore
the integral in (2.16) is bounded at the upper integration limit for  > 3. To analyze
the behaviour of the integral at the lower integration limit when m! 0 we proceed as
follows.
2.3.1 Non-integer 
Let us ﬁrst consider the case when  is non-integer. Then we represent '(x) for small
x as:4
'(x) =
[ 1]X
i=3
ai
x i
+
1X
i=[]
ai
x i
; (2.18)
where [`] is the integer part of `, ai  ai(q) are the coeﬃcients of the Taylor expansion:
  ln(ex + q   1) =
1X
i=0
aix
i : (2.19)
The ﬁrst coeﬃcients are as follows:
a0 =   ln q; a1 =  1=q; a2 =  q   1
2q2
;
a3 =  (q   1)(q   2)
6q3
; a4 =  (q   1)(q
2   6q + 6)
24q4
:
3Again, we absorb the constant   ln q into the free energy shift.
4It is meant in (2.18) and afterwards, that the ﬁrst sum is equal to zero if the upper summation
limit is smaller than the lower one, i.e. for  < 4.
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Integration of the ﬁrst sum in (2.18) leads to initial terms that diverge at x! 0. Let
us extract these from the integrand and evaluate the integral in (2.16) as follows:
lim
x?!0
Z 1
x?
'(x)dx = lim
x?!0
Z 1
x?
h
'(x) 
[ 1]X
i=3
ai
x i
i
dx (2.20)
+ lim
x?!0
[ 1]X
i=3
Z 1
x?
ai
x i
dx :
For the reasons explained above, the ﬁrst term in (2.20) does not diverge at small
m, neither does it diverges at large x, so one can evaluate this integral at m = 0
numerically. We will in the following denote it as:
c(q; ) 
Z 1
0
h
'(x) 
[ 1]X
i=3
ai
x i
i
dx : (2.21)
Numerical values of c(q; ) at diﬀerent q and  are given in Table 3.1. Integration of
the second term in (2.20) leads to:
[ 1]X
i=3
Z 1
x?
ai
x i
dx =
[ 1]X
i=3
ai(x?)
 +i+1
  1  i : (2.22)
Finally, substituting (2.21) and (2.22) into (2.16) we arrive at the following expression
for the ﬁrst leading terms of the free energy at non-integer :
g =
Jhki(q   1)
qT
(T   T0)m2 + cc(q; )
T  2
(mJ) 1
+c
[ 1]X
i=3
ai(mJk?)
i
  1  i T
1 i   Jhki(q   1)
q2T
mH +O(m[]) : (2.23)
2.3.2 Integer 
Let us consider now the case of integer . To single out the logarithmic singularity in
the integral of Eq. (2.16) let us proceed as follows [177]. Denoting
K(y) =
Z 1
y
'(x)dx (2.24)
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Table 2.1: Normalized numerical values of the coeﬃcient c(q; )=(q   1), Eq. (2.21), for diﬀerent q
and .
 n q 1 2 3 4 6 8
5:4  3:0692  0:0079  0:0002 0.0013 0.0011 0.0007
5:1  5:9318  0:0454  0:0106  0:0006 0.0028 0.0025
4:8  0:1686 0.0352 0.0148 0.0058 0.0005  0:0005
4:5  0:2439 0.0237 0.0154 0.0085 0.0030 0.0012
4:2  0:6809 0.0275 0.0344 0.0240 0.0119 0.0067
3:9 0.5975 0.0420  0:0540  0:0528  0:0346  0:0231
3:6 0.7240 0.0830 0.0065  0:0076  0:0102  0:0085
3:3 1.4001 0.2469 0.0790 0.0315 0.0052  0:0010
we take the derivative with respect to y:
dK(y)
dy
=  '(y) : (2.25)
Now, K(y) can be obtained expanding the expression in square brackets in (2.17) at
small y and integrating Eq. (2.25):
K(y) =  
Z
'(y)dy =
1X
i=3;i 6= 1
aiy
i+1 
  i  1   a 1 ln(y) + C(q; ); (2.26)
with an integration constant C(q; ) and coeﬃcients ai given by (2.19). Numerical
values of C(q; ) at diﬀerent q and  are given in Table 2.2.
Substituting K(mJk?), cf. Eq. (2.24), into (2.16) we arrive at the following expres-
sion for the free energy at integer :
g =
Jhki(q   1)
qT
(T   T0)m2   ca 1
T  2
(mJ) 1 lnm+ c[C(q; )
 a 1 ln(Jk?=T )](mJ)
 1
T  2
+ c
 2X
i=3
ai(mJk?)
i
  i  1 T
1 i
 Jhki(q   1)
q2T
mH +O(m[]) : (2.27)
Expressions (2.23), (2.27) for the free energy of the Potts model will be analyzed
in the subsequent sections in diﬀerent regions of q and .
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Table 2.2: Normalized numerical values of the coeﬃcient C(q; )=(q   1) for diﬀerent q and .
 n q 1 2 3 4 6 8
4 0:9810 0:0355  0:0085  0:0134  0:0109  0:0079
5 0:4853 0:0194  0:0527  0:0483  0:0303  0:0197
2.4 The phase diagram
Towards an analysis of the Potts model also in the percolation limit q = 1, let us re-
scale the free energy by the factor (q 1): g0mfa = g=(q 1) and absorb it by re-deﬁning
the free energy scale. Then, each term in (2.23), (2.27) is also to be divided by (q  1).
Let us use the following notations for several ﬁrst coeﬃcients at diﬀerent powers of m
in (2.23), (2.27):
A =
2Jhki
q
; (2.28)
B =  c(Jk?)
3(q   2)
2q3(  4) ; B
0 =  cJ
3(q   2)
2q3
; (2.29)
C =  c(Jk?)
4(q2   6q + 6)
6q4(  5) ; C
0 =  cJ
4(q2   6q + 6)
6q4
; (2.30)
K =
cJ
 1c(q; )
(q   1) ; (2.31)
D =
Jhki
q2
: (2.32)
Below, we will start the analysis of the thermodynamic properties of the Potts model
by determining its phase diagram in diﬀerent regions of q and .
To analyze the phase diagram, let us write down the expressions of the free energy
at small values of m, keeping in (2.23), (2.27) only the contributions that, on the
one hand, allow to describe non-trivial behaviour, and, on the other hand, ensure
thermodynamic stability. Since the coeﬃcients at diﬀerent powers of m are functions
of q and , cf. (2.28)–(2.32), the form of the free energy will diﬀer for diﬀerent q and
 as well.
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Fig. 2.1: Typical behaviour of the free energy of the Potts model on uncorrelated scale-free networks
at zero external ﬁeld H = 0. (a): continuous phase transition; (b): ﬁrst-order phase transition.
2.4.1 1  q < 2
As far as the coeﬃcientsK, B andB0 atm 1,m3 andm3 lnm are positive in this region
of q, it is enough to consider only the three ﬁrst terms in the free energy expansion:
3 <  < 4 : g =
A
2T
(T   T0)m2 + K
T  2
m 1   D
T
mH; (2.33)
 = 4 : g =
A
2T
(T   T0)m2 + B
0
3T 2
m3 ln
1
m
  D
T
mH; (2.34)
 > 4 : g =
A
2T
(T   T0)m2 + B
3T 2
m3   D
T
mH: (2.35)
The typical m-dependence of functions (2.33)–(2.35) at H = 0 is shown in Fig. 2.1a.
As it is common for the continuous phase transition scenario, the free energy has a
single minimum (at m = 0) for T > T0. A non-zero value of m that minimizes the free
energy appears starting from T = T0. In particular, the transition remains continuous
in the percolation limit q = 1.
2.4.2 q = 2
For q = 2, the Potts model corresponds to the Ising model. Indeed, in this case the
coeﬃcient at m3 vanishes and the ﬁrst terms in the free energy expansion read:
3 <  < 5 : g =
A
2T
(T   T0)m2 +K 1
T  2
m 1   D
T
mH; (2.36)
 = 5 : g =
A
2T
(T   T0)m2 + C
0
4T 3
m4 ln
1
m
  D
T
mH; (2.37)
 > 5 : g =
A
2T
(T   T0)m2 + C
4T 3
m4   D
T
mH: (2.38)
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It is easy to check that the above coeﬃcients K, C, C 0 are positive for q = 2. There-
fore, again the free energy behaviour corresponds to a continuous second-order phase
transition, see Fig. 2.1a.
2.4.3 q > 2
In this region of q, the phase transition scenario depends on the sign of the next-leading
contribution to the free energy. Indeed, for positive K the free energy reads:
3 <  < c(q) : g =
A
2T
(T   T0)m2 +K 1
T  2
m 1   D
T
mH; (2.39)
where K remains positive in the region of  bounded by the marginal value c deﬁned
by the condition
c(q; c) = 0 ; (2.40)
with c(q; ) given by (2.21). The free energy (2.39) is schematically shown in Fig. 2.1a
for diﬀerent T . As in the former cases, it corresponds to a continuous phase transition.
With an increase of  (c(q) <  < 4), the coeﬃcient K becomes negative and one has
to include the next term:
g =
A
2T
(T   T0)m2 +K 1
T  2
m 1 +
B
3T 2
m3   D
T
mH; (2.41)
B > 0 for  < 4. Now, because of the negative sign of the coeﬃcient at m 1 the free
energy develops a local minimum for lower T (see Fig. 2.1b) and the order parameter
manifests a discontinuity at the transition point Tc: scenario, typical for a ﬁrst order
phase transition. With further increase of , one has to include more terms in the
free energy expansion for the sake of thermodynamic stability. However, the sign at
the second lowest order term remains negative, which corresponds to the free energy
behaviour shown in Fig. 2.1b: the phase transition remains ﬁrst order.
The above considerations can be summarized in the “phase diagram" of the Potts
model on uncorrelated scale-free networks, that is shown in Fig. 2.2. There, we show
the type of the phase transition for diﬀerent values of parameters  and q.
2.4.4 General q, 2 <   3
As it was outlined above, for 2 <   3 the Potts model remains ordered at any ﬁnite
temperature. Similar as for the Ising model [63], it is easy to ﬁnd the high-temperature
decay of the order parameter in this region of  for any value of q  1. Since hk2i
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Fig. 2.2: The phase diagram of the Potts model on uncorrelated scale-free network. The black solid line
separates the 1st order PT region from the 2nd order PT region (shaded). The critical exponents along
the line are -dependent. In the 2nd order PT region, the critical exponents are either -dependent
(below the red solid line) or attain the mean ﬁeld percolation values (above the red line). For q = 2,
  5 (shown by the black dotted line), the critical exponents attain the mean ﬁeld Ising values. Two
diﬀerent families of the logarithmic corrections to scaling appear: at  = 5, q = 2 (a square) and at
 = 4, 1  q < 2 (red solid line). For   3 (the region below the dashed black line) the system
remains ordered at any ﬁnite temperature. The values for the rest of critical exponents are listed in
Tables 2.1, 2.2.
becomes divergent for 2 <   3 one does not write this term separately in the
expression for the free energy (cf. (2.16)). As a result, the corresponding expressions
for the free energy read:
g =
A
2T
m2 +
K 0
T  2
m 1   D
T
mH; 2 <  < 3; (2.42)
g =
A
2T
m2 +
cJ
2
4q2T
m2 ln
1
m
+
cJ
2
T
[
C 0(q; 3)
q   1 (2.43)
+
1
2q2
ln(
Jk?
T
)]m2   D
T
mH ;  = 3:
Here, the expressions for the coeﬃcients K 0, C 0(q; 3) are the same as for K, C(q; 3),
Eqs. (2.31), (2.26) with the only diﬀerence that the function '(x) used for their
calculation does not contain the x2 term. It is easy to check that the free energies
(2.42), (2.43) are minimal for any ﬁnite temperature at a non-zero value of m that
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decays at high T as [87,93]:
2 <  < 3 : m  T  23  ; (2.44)
 = 3 : m  Te T ;  > 0 : (2.45)
The above equations (2.44), (2.45) give the temperature behaviour of the mean-ﬁeld
order parameter m. The connection with the magnetization M is found from the
self-consistency relation:
M =  
@g
@h

T
: (2.46)
One can check that the solution of this equation at large T is of the form M  m
T
.
Correspondingly, this leads to the following high temperature decay of M [63]:
2 <  < 3 : M  T 1 3 ; (2.47)
 = 3 : M  e T ;  > 0 : (2.48)
For the sake of simplicity, in what follows below we will express the thermodynamic
functions in terms of the mean ﬁeld order parameter m. To get their M dependence,
one has to take into account the above considerations.
2.5 Regime of the second order phase transition
2.5.1 Thermodynamic functions, critical exponents, logarith-
mic corrections to scaling
Let us ﬁnd the critical exponents, that govern the behaviour of thermodynamic func-
tions in the vicinity of the 2nd order phase transition point H = 0,   jT T0j=T0 = 0,
where T0 is the critical temperature of the 2nd order phase transition (T 2ndc = T0). To
this end, we will be interested in the following exponents, that govern temperature
and ﬁeld dependent behavior of the order parameter m, the isothermal susceptibil-
ity T = (@m@H )T , the speciﬁc heat cH = T (
@S
@T
)H , and the magnetocaloric coeﬃcient
mT =  T ( @S@H )T 5. In particular at H = 0 the order parameter m, isothermal suscep-
tibility T ,the speciﬁc heat cH and the magnetocaloric coeﬃcient mT are governed by
5The magnetocaloric coeﬃcient corresponds to amount of heat the system is obtained at isothermal
increasing of magnetic ﬁeld as a sequence of magnetocaloric eﬀect (see [178]).
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the following asymptotics near the critical point  = jT Tcj
Tc
):
m = B ; T =   ; ch =
A

 ; mT = BT 
 !: (2.49)
Here indexes  correspond to the temperature regions below and above the critical one
T T0 ! 0. In the vicinity of critical point at T = T0 (namely,  = 0) thermodynamic
functions become ﬁeld-dependent in a following way:
m = D
 1

c H
1=;  =  cH
 c ; cH =
Ac
c
H c ; mT = BcTH
 !c : (2.50)
As in the former subsection, we analyze this behaviour in diﬀerent regions of q and
. The results of this analysis are summarized in Table 2.3.
Table 2.3: Leading critical exponents of the Potts model on uncorrelated scale-free network.
q   c    c ! !c
1  q  2 3 <  < 4  5
 3
 5
 2
1
 3   2 1  3 2  4 3  4 2
1  q < 2   4  1  1=2 1 2 1 1/2 0 0
q = 2 3 <  < 5  5
 3
 5
 2
1
 3   2 1  3 2  4 3  4 2
q = 2   5 0 0 1/2 3 1 2/3 1/2 1/3
q > 2 3 <   c(q)  5 3  5 2 1 3   2 1  3 2  4 3  4 2
 1  q < 2
In this region of q, the free energy is given by the expressions (2.33)–(2.35). For
T > T0, g is minimal for H = 0 at a zero value of the order parameter m = 0. For
T < T0, the minimum of the free energy corresponds to the non-zero m. Based
on the expressions (2.33)–(2.35) we ﬁnd in diﬀerent regions of :
3 <  < 4 : m = T
 2
 3
0
 A
K(  1)
 1
 3
; (2.51)
 = 4 : m =
AT 20
B0
 j ln  j 1; (2.52)
 > 4 : m =
AT 20
B
: (2.53)
Using formulas (2.51)–(2.53) at q = 1 we reproduce the corresponding results
for the percolation on scale-free networks [180]: the usual mean ﬁeld percolation
result for the exponent  = 1 for  > 4 and  = 1
 3 for 3 <  < 4. Note
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the appearance of the logarithmic correction at the marginal value  = 4. The
resulting values of the exponent are given in Table 2.3. Subsequently, we obtain
the remaining exponents deﬁned in (2.49), (2.50) and display them in the ﬁrst
two rows of Table 2.3 as well.
Similar to the order parameter, (2.52), the temperature and ﬁeld behaviours
of the rest of thermodynamic functions at  = 4 in the vicinity of the critical
point is characterized by logarithmic corrections. Let us deﬁne the corresponding
logarithmic-correction-to-scaling exponents by [89]:
m  j ln  j^; T   j ln  j^; (2.54)
cH   j ln  j^; mT   !j ln  j!^; (2.55)
m  H1=j lnH j^; T  H c j lnH j^c ; (2.56)
cH  H c j lnH j^c ; mT  H !cj lnH j!^c : (2.57)
The values that we obtain are given in Table 2.4. Note, that all exponents
are negative: logarithmic corrections enhance the decay to zero of the decaying
quantities and weaken the singularities of the diverging quantities. We discuss
this behaviour in more details in Section 2.5.3.
Table 2.4: Logarithmic-corrections exponents for the Potts model on uncorellated scale-free network.
q  ^ ^c ^ ^ ^ ^c !^ !^c
1  q < 2  = 4  2  3=2  1  1=2 0  1=2  1  1
q = 2  = 5  1  1  1=2  1=3 0  1=3  1=2  2=3
 q = 2, the Ising model
For diﬀerent , the free energy is given by (2.36)–(2.38). Minimizing these ex-
pressions one ﬁnds for the order parameter at H = 0, T < T0:
3 <  < 5 : m = T
 2
 3
0
 A
K(  1)
 1
 3
; (2.58)
 = 5 : m =
r
AT 30
C 0
 1=2j ln  j 1=2; (2.59)
 > 5 : m =
r
AT 30
C
 1=2: (2.60)
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The corresponding critical exponents for the other thermodynamic quantities are
given in the third and fourth rows of Table 4.1. Logarithmic corrections to scaling
(2.54)–(2.57) appear at  = 5, their values are given in the second row of Table
2.4. Critical behaviour of this model on an uncorrelated scale-free network was a
subject of intensive analysis, see e.g. the papers [63,87,88,178] and by the result
given in Table 2.3 we reproduce the results for the exponents obtained there.
 q > 2, 3 <   c(q)
In this region of q;  the phase transition remains continuous, see the phase
diagram, Fig. 2.2, and the free energy is given by the expression (2.39). Corre-
spondingly, one ﬁnds that the spontaneous magnetization behaves as
3 <   c(q) : m = T
 2
 3
0
 A
K(  1)
 1
 3
: (2.61)
The values of the rest of the critical exponents are given in the sixth row of Table
4.1. Since the leading terms of the free energy (2.39) at 3 <   c(q) coincide
with that of the Ising model at 3 <   5, the behaviour of thermodynamic
functions in the vicinity of the second order phase transition is governed by the
same set of the critical exponents: the Potts model for q > 2, 3 <   c(q)
belongs to the universality class of the Ising model at 3 <   5. This result was
ﬁrst obseved in [93] by treating the mean ﬁeld approximation for the equation of
state.
2.5.2 Scaling functions, critical amplitude ratios
The other universal features 6 we will look for in this subsection are scaling functions
and critical amplitude ratios for the Potts model on an annealed scale-free network
in the vicinity of the critical point. In the previous subsection we introduced the
thermodynamic functions in the form of critical amplitudes and critical exponents,
see Eqs.(2.49) – (2.50). The critical amplitudes depend on local characteristics of the
system, however some universal amplitude ratios do exist [115]. We will be interested
6The concept of universality plays a fundamental role in the theory of critical phenomena [181–183].
A lot of systems manifest similar behaviour near the critical point. The universality class does not
depend on the local parameters but on global ones: dimensionality, symmetry, nature of interaction
etc. If several systems are in the same universality class, they share, besides the values of the critical
exponents, identical critical amplitude ratios and scaling functions [115].
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in the following ratios:
R =  DcB
 1
  ; R

c =
A 
B2 
; (2.62)
RA =
Ac
c
D (1+c)c B
 2=
  ; A+=A ;  +=  : (2.63)
Scaling function can be found experimentally or with the help of numeric sim-
ulations. In particular, the scaling hypothesis for the Helmholtz free energy F (;m)
states that singular form of this thermodynamic potential is a generalized homogeneous
function [184] and can be written as:
F (;m)   2 f(x); (2.64)
with the scaling variable x = m= and scaling function f(x), signs + and   corre-
spond to T > Tc and T < Tc, respectively. The principal content of Eq. (2.64) is that
F (;m) as a function of two variables can be mapped onto a single variable scaling
function f(x). It may be shown that all thermodynamic potentials are generalized
homogeneous functions, provided one of them possess such property [184].
Based on the expression of the free energy one can represent the thermodynamic
functions in terms of appropriate scaling functions too. In particular, magnetic and
entropic equations of state read:
H(m; ) = H 0(x); (2.65)
S(m; ) =  1 S(x); (2.66)
with the scaling functions H 0(x) and S(x). In turn, the scaling functions for the heat
capacity, isothermal susceptibility, and magnetocaloric coeﬃcient are deﬁned via (see
e.g. [178]):
cH(m; ) = (1 ) C(x); (2.67)
T (m; ) = 
 (x); (2.68)
mT (m; ) = (1 ) M(x): (2.69)
In the previous section the free energy expressions for the Potts model on a scale-
free network in the q- plane. Of main interest for us will be the second order phase
transition regime at non-integer , which corresponds to three diﬀerent regions: Region
I (q = 2,  > 5), Region II (1  q < 2,  > 4) and Region III (3 <  < 5, q = 2;
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3 <  < 4, 1  q < 2; 3 <   c(q), q > 2), see Fig. 2.2. The critical exponents in
these regions belong to three diﬀerent universality classes. Region I is governed by the
Ising mean ﬁeld critical exponents; while Region II is governed by the percolation mean
ﬁeld critical exponents and Region III is characterized by a non-trivial -dependency of
the critical exponents. Values of the critical exponents in all three regions are collected
in Table 2.3. Our starting point will be the expression for the Helmholtz free energy
obtained in Ref. [18] for diﬀerent q. For non-integer  > 3 the free energy reads:
F (;M) = a1M
2 + a2M
 1 +
[ 1]X
i=3
aiM
i +O(M []) ; (2.70)
here M is magnetization, ai are non-universal coeﬃcients, their explicit form is given
in [18] and [] is the integer part of . Note that the power law polynomial form
(2.70) holds for the Helmholtz potential for non-integer  only. Logarithmic corrections
appear in the case of integer values of . As we will discuss below, this will lead to the
changes in critical behaviour at  = 4 and  = 5.
The expression of the free energy of the Potts model on uncorrelated scale-free
network (2.70) will be the starting point for the analysis of the critical amplitude ratios
and scaling functions. Passing to the dimensionless energy f(m; ) and dimensionless
magnetization m and leaving leading order contributions for small values of m, we can
present (2.70) in three diﬀerent regions of the phase diagram (Fig. 2.2) in the following
form:
f(m; ) = 
2
m2 +
1
4
m4; (Region I); (2.71)
f(m; ) = 
2
m2 +
1
4
m3; (Region II); (2.72)
f(m; ) = 
2
m2 +
1
4
m 1; (Region III): (2.73)
With the expressions of the free energy at hand it is straightforward to write down
the equation of state and to derive the thermodynamic functions. The magnetic and
entropic equations of state in the dimensionless variables m and  read:
H(m; ) = @f(m; )=@mj ; s(m; ) = @f(m; )=@ jm : (2.74)
Written explicitly in diﬀerent regions of q and  the magnetic equation of state attains
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Table 2.5: Scaling functions and critical amplitude ratios for the Potts model on an uncorrelated
scale-free network.
Region I Region II Region III
f(x) x22 + x
4
4
x2
2
+ x
3
4
x2
2
+ x
 1
4
H(x) x3  x 34x2  x  14 x 2  xS(x)  x2=2  x2=2  x2=2
C(x) x23x21 x
2
3x=2 1
x2
( 1)( 2)x 3=41
(x) 13x2 1
1
3x=2 1
1
( 1)( 2)x 3=4 1
M(x) x3x21 x3x=2 1 x( 1)( 2)x 3=41
A+=A  0 0 0
 +=   2 1   3
R+ 1 1 1
R 
1
2
1 1
 3
R+c 0 0 0
R c
1
4
1 1
( 3)2
RA
1
3
1
2
1
 2
the following form:
H(m; ) = m3  m; (Region I); (2.75)
H(m; ) =
3
4
m2  m; (Region II); (2.76)
H(m; ) =
  1
4
m 2  m; (Region III): (2.77)
The entropic equation of state is obtained by a temperature derivative at constant
magnetization m while the explicit  -dependency is the same in all regions. Therefore
the equation keeps the same form on q– plane:
s =  m2=2; (Regions I–III): (2.78)
Thermodynamic functions T , ch, andmT that characterize response on an external
action are directly obtained from the above equations of state. We do not present the
explicit expressions here, being rather interested in the corresponding critical amplitude
ratios. The latter are given in Table 2.5. In the particular case q = 2, we recover by
these expressions critical amplitude ratios formerly obtained for the Ising model on an
uncorrelated scale-free network [88,178], correcting at 3 <  < 5 the expression for RA
given in [178].
Let us derive now the scaling functions for the free energy and other thermodynamic
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Fig. 2.3: Limiting behaviour of the free energy scaling functions f+ ((a), T > Tc) and f  ((b),
T < Tc). The functions remain unchanged for  > 5, q = 2 and  > 4, 1  q < 2 (Regions I and II,
correspondingly). For q > 2 the phase transition turns to be of the ﬁrst order at  > c(q). Region
III: q = 4,  = c(4) ' 3:5.
functions. Using the deﬁnition (2.64) and taking into account that the heat capacity
and order parameter critical exponents ,  take on diﬀerent values in diﬀerent regions
of the phase diagram Fig. 2.2 we can recast Helmholtz potential F (;m) in terms
of the scaling function f(m=). The explicit expressions for the scaling function
in all three regions of the phase diagram are given in table 2.5. Typical behaviour
of the free energy scaling functions f+(x) and f (x) is shown in Fig. 2.3a and 2.3b,
correspondingly.
At any value of q, the scaling functions share common feature: their curvature
gradually increases with an increase of  > 3. This happens up to some marginal
value  = c. The marginal value c is q-dependent. For  > c and 1  q  2 the
scaling functions remain unchanged: their shape does not change with further increase
of . The logarithmic corrections to scaling appear at  = c and the second order
phase transition holds in this case for  > c as well [18], see Fig. 2.2. Alternatively,
for  > c and q > 2 the phase transition turns to be of the ﬁrst order. Curves I of
Fig. 2.3 (plotted by solid lines) show the limiting behaviour of the scaling functions
at q = 2,  > 5 (note that c(q = 2) = 5): the functions remain unchanged for all
 > 5. Similar behaviour holds for the case 1  q < 2, the value of c however diﬀers:
c(1  q < 2) = 4. This is shown by curves II in the ﬁgure, plotted by dashed lines.
Finally, curves III (dotted lines) for q = 4 are one of examples of the limiting behaviour
of the scaling functions in the region q > 2.
Entropy scaling function S(x) is deﬁned by (2.66). Using expression (2.78) for the
entropy and taking into account the values for the critical exponents  and  given
in table 2.5 we arrive at the entropy scaling function that remains unchanged in all
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Fig. 2.4: Behaviour of the order parameter scaling functions +(x) (thin curves) and  (x) (thick
curves) for diﬀerent values of  and q. (a): q = 2, (b): 1  q < 2, (c): q = 4. Values of  are shown
in the ﬁgures.
regions on q– plane: S(x) =  x2=2. In the Widom-Griﬃths representation [185,186]
the magnetic equation of state can be written in two equivalent forms:
H = mH(=m1=) ; H = H 0(m=
) ; (2.79)
with scaling functions H(x) and H 0(x). Alternatively, in Hankey-Stanley represen-
tation the magnetization is written as [184]:
m = (H=) (2.80)
with the scaling function (x).
Starting from the magnetic equation of state given in regions I–III by Eqs. (2.75)–
(2.77) it is straightforward to arrive at the scaling functions H 0(x). We give the
appropriate expressions in table 2.5. Subsequently, one can easily rewrite these expres-
sions to get appropriate H-functions. The behaviour of the scaling functions (x)
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Fig. 2.5: Scaling functions for (a) isothermal susceptibility, (b) heat capacity, and (c) magnetocaloric
coeﬃcient. Thin curves, T > Tc: +(x), C+(x),M+(x). Thick curves, T < Tc:  (x), C (x),M (x).
Violet, green and blue curves correspond to the values of q and  of the free energy scaling functions
of Fig. 2.3.
for diﬀerent values of  and q is shown in Fig. 2.4. From the explicit form of the equa-
tion of state it is easy to evaluate the asymptotic behaviour of the scaling functions.
For q = 2 and  > 5 one gets (x)  x1=3; x ! 1. The functions demonstrate a
tendency to turn to inﬁnity faster with the decrease of : (x)  x1=( 2); x!1 for
3 <  < 5. A similar feature is observed for the other values of q. At 1  q < 2,  > 4
one gets (x) 
p
x; x ! 1 and (x)  x1=( 2); x ! 1 for 3 <  < 4. The last
asymptotic behaviour holds also for q > 2 and   c(q). Note as well that all thin
curves of Fig. 2.4 start form the origin: this corresponds to the absence of spontaneous
magnetization at T > Tc. Correspondingly, the value of the scaling function  (x) at
x = 0 gives the spontaneous magnetization critical amplitude B , Eq. (2.50). As one
can see from the Fig. 2.4, the latter increases with the decrease of .
In ﬁgures 2.5 we show the behaviour of the scaling functions for the thermodynamic
observables that characterize the responses of the system to an external action: the
isothermal susceptibility (Fig. 2.5a), heat capacity (Fig. 2.5b), and magnetocaloric
coeﬃcient (Fig. 2.5c). The values of q and , for which the curves are plotted are
45
Chapter 2. PHASE TRANSITION
IN THE POTTS MODEL ON A SCALE-FREE NETWORK
the same as those for the free energy scaling functions of Fig. 2.3: they reﬂect the
limiting behaviour at some marginal value c(q). At 1  q  2 and  > c(q) the
phase transition remains the second order but the critical exponents do not depend
on  any more, the scaling function do not depend on  either. However, for q > 2,
 > c(q) the phase transition turns to the ﬁrst order and the scaling regime does not
hold any more. In turn, in the region below c the exponents acquire -dependency,
so do the scaling functions, as is plotted in the ﬁgures.
2.5.3 Notes about percolation on scale-free networks
By the results of previous section we cover also the case q = 1, that corresponds to
percolation on uncorrelated scale-free networks. The ’magnetic’ exponents governing
corresponding second order phase transition are given in Tables 4.1, 4.2. Let us discuss
them in more detail, in particular relating them to percolation exponents. The following
exponents are usually introduced to describe behaviour of diﬀerent observables near
the percolation7 point pc [187, 188]: the probability that a given site belongs to the
spanning cluster
P1  (p  pc); p > pc ; (2.81)
the number of clusters of size s
ns  s e s=s ; (2.82)
the cluster size at criticality
s  jp  pcj ; (2.83)
the average size of ﬁnite clusters
hsi  jp  pcj : (2.84)
The above deﬁned exponents  and  coincide with the ’magnetic’ exponents  and
 of the q = 1 Potts model (see Tables 4.1, 4.2). Therefore, the probability that a
given site belongs to the spanning cluster and the average size of ﬁnite clusters for
7For deﬁniteness, let us consider the site percolation and denote by p here and below the site
occupation probability.
46
Section 2.5. Regime of the second order phase transition
percolation on uncorrelated scale-free networks are governed by the scaling exponents:
 =
(
1
 3 ; 3 <  < 4;
1;  > 4;
(2.85)
 = 1;  > 3: (2.86)
The exponents  and  may be derived with the help of familiar scaling relations
[187,188]:
 =    2; (2.87)
 = (3  )=: (2.88)
Substituting the values of  and  (2.85), (2.86) into (2.87), (2.88) one arrives at the
following expressions for the exponents  and :
 =
(
2 3
 2 ; 3 <  < 4;
5
2
;  > 4;
(2.89)
 =
(
 3
 2 ; 3 <  < 4;
1=2;  > 4:
(2.90)
Analysing the high-temperature behaviour of the Potts model magnetization at 2 <
 < 3, one arrives to the scaling exponents  = 1=(3 ),  =  1 for the corresponding
observables for percolation at pc = 0.
Our formulas (2.85), (2.86), (2.89), and (2.90) reproduce the results for the scaling
exponents that govern percolation on uncorrelated scale-free networks [180, 189] and
also those that were found for the related models of virus spreading [105,190]. All the
above mentioned papers do not discuss explicitly the case  = 4 and possible logarith-
mic corrections that arise there. Moreover, a recent review [191], that also discusses the
peculiarities of percolation on uncorrelated scale-free networks does not report about
logarithmic corrections (its Eq. (95) is perhaps wrong since it gives no logarithmic
corrections for  = 4). Our results are listed in the ﬁrst row of the Table 4.2 where
we give a comprehensive list of critical exponents that govern logarithmic corrections
to scaling appearing for the Potts model at q = 1,  = 4, as correctly predicted within
the general Landau theory for systems of arbitrary symmetry on uncorrelated scale-free
networks [108]. One may compare our values to the corresponding exponents of the
d-dimensional lattice percolation at d = 6: ^ = ^ = ^ = ^ = ^c = 2=7 (see e.g. [89]).
In this respect the logarithmic-correction exponents for the lattice percolation at d = 6
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and for the scale-free network percolation at  = 4 belong to diﬀerent universality
classes. It is easy to check, that the exponents quoted in the last row of Table 4.2
obey the scaling relations for the logarithmic-corrections exponents [88,192,193]:
^(   1) = ^   ^; ^ = 2^   ^;
^c = ^; ^c =
( + 2)(^   ^)
 + 
+ ^:
2.5.4 The discontinuity of the speciﬁc heat
For magnetic systems, it is well known that the isothermal susceptibility T and magne-
tocaloric coeﬃcient mT (a mixed derivative of the free energy with respect to magnetic
ﬁeld and temperature) are strongly diverging quantities, whereas the speciﬁc heat ch
often does not diverge at Tc. Considered in the mean-ﬁeld approximation, the ﬁrst two
quantities are singular at  = jT   Tcj=Tc = 0: T   , mT   ! with mfa = 1,
!mfa = 1=2. But the third quantity displays a jump at Tc:
ch = ch(T ! T c )  ch(T ! T+c ); (2.91)
with cmfah = 3=2 and hence ch    with mfa = 0.
Here, the subject of our analysis is the Ising model on a complex scale-free network.
In particular, we will consider the behaviour of the speciﬁc heat on an annealed network.
This has been widely used to analyze properties of various spin models (see e.g. [62]
and references therein). For annealed networks, the links ﬂuctuate on the same time
scale as the spin variables [62], therefore the partition function is averaged both with
respect to the link distribution as well as the Boltzmann distribution (see section 5
for mode details). The Hamiltonian of the Ising model in the absence of an external
magnetic ﬁeld, reads:
H =   1
Nhki
X
i>j
kikjSiSj: (2.92)
Here, Si = 1 is a spin variable, the sum spans all pairs of N nodes and hki =PN
i=1 ki=N .
The prominent feature of (2.92) is that the interaction term attains a separable
form. In turn, this allows for an exact representation of the partition function via e.g.
Stratonovich-Hubbard transformation, as it is usually done for the Ising model on a
complete graph [194], see [21] and references therein. Here we will be interested in the
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behaviour of the speciﬁc heat in the region  > 5, where usual mean-ﬁeld results for
the critical exponents hold. Keeping terms leading in N for the partition function, one
can represent it in the form (see [21] or Section 4 for more details)
ZN(T ) =
Z +1
 1
eN(
 hkix2
2
(T Tc)  hk
4ix4
12
)dx ;  > 5; (2.93)
where Tc = hk2i=hki and we have omitted a prefactor which is not important for our
analysis.
Using the method of steepest descent one ﬁnds points of maxima (x?) of the function
under integration at T > Tc (x? = 0) and T < Tc (x? =
q
 3hkihk4i(T   Tc) ). The free
energy reads:
f(T ) = 0; T > Tc ; (2.94)
=  3hki
2
4hk4iT (T   Tc)
2; T < Tc: (2.95)
Correspondingly, for the speciﬁc heat one obtains
ch = 0; T > Tc ; (2.96)
=  9hki
2
2hk4iT
2 +
6hki2
2hk4iTTc; T < Tc: (2.97)
The jump of the speciﬁc heat at Tc is deﬁned by the ratio
ch =
3hk2i2
2hk4i : (2.98)
Substituting the averages calculated with the distribution (1.7) we obtain
ch =
3(  5)(  1)
2(  3)2 ;  > 5 : (2.99)
In the limit of large  this delivers ch = 3=2, which coincides with the corresponding
value on a complete graph.
It is well known that Ising model on an annealed scale-free network is characterized
by classical mean-ﬁeld exponents at  > 5. As we have shown in this note, the mean-
ﬁeld behaviour does not concern the speciﬁc heat jump ch at  > 5. The jump remains
-dependent and reaches the mean-ﬁeld value ch = 3=2 only in the limit !1. The
function ch() is shown in Fig. 2.6. Similar eﬀect has been observed for the Ising model
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Fig. 2.6: The jump in the speciﬁc heat of the Ising model on lattices at d > 4 (squares, results of MC
simulations [195]) and on an annealed scale-free network for  > 5, bold line Eq. (2.99). The thin
line shows classical mean-ﬁeld value ch = 3=2. Although ch( ! 1) = ch(d ! 1) = 3=2, the
functions approach the mean-ﬁeld limit from below and from above.
on lattices at d > 4. We show the results of MC simulations of d = 5; 6; 7-dimensional
lattices [195] on the ﬁgure too. Note, that although ch(!1) = ch(d!1) = 3=2,
the functions approach the mean-ﬁeld limit from below and from above. Another
essential diﬀerence between the behaviour of ch in the Ising model on scale-free networks
and on lattices is observed directly at the upper critical values of  and of d, respectively.
While  = 0 in both cases, the overall behaviour of ch remains singular on lattices at
d = 4 (logarithmic singularity, ^ = 1=3) whereas ^ =  1 for networks at  = 5 and
hence ch = 0. This last case provides an example where the logarithmic correction to
scaling leads to smoothing of behaviour of the thermodynamic function at Tc.
2.6 The ﬁrst order phase transition regime
For q > 2,  > c(q) the phase transition is of the ﬁrst order, see the phase diagram
on Fig. 2.2. As we have outlined in Sec. 2.4.3, the next-leading order term of the free
energy has a negative sign and the free energy behaves as shown in Fig. 2.1b. As further
analysis shows, the higher the value of  the more terms one has to take into account in
the free energy expansion in order to ensure the correct g(m) asymptotics. Therefore,
in the results given below we restrict ourselves by the region c(q) <  < 4, where the
free energy is given by Eq. (2.41). The ﬁrst order phase transition temperature T 1stc is
found from the condition g(m = 0; T 1stc ) = g(m 6= 0; T 1stc ), see the red (middle) curve
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in Fig. 2.1b:
T 1stc = T0 +
  B
3K(  1)(  3)
 3
 4 2K(  1)(  4)
A
: (2.100)
For the jump of the order parameter m at Tc we ﬁnd:
m =
  B
3K(  1)(  3)
 1
 4
: (2.101)
Another thermodynamics function to characterize the ﬁrst order phase transition is
the latent heat Q. It is deﬁned by:
Q = S  T 1stc ; (2.102)
where S is the jump of entropy at Tc. With the free energy given by (2.41) we ﬁnd
the entropy as
S =  
 @g
@T

h;m
: (2.103)
Considering the entropy at the transition temperature we can ﬁnd the latent heat at
the ﬁrst order phase transition for c(q) <  < 4:
Q =
A
2
(m)2: (2.104)
2.7 Conclusions
In this section we study the critical behavior of the Potts model on an uncorrelated
scale-free network in terms of inhomogeneous mean-ﬁeld approximation. However,
unlike the authors [93], who had analyzed the equation of state, we examined the free
energy of the systems. We have ﬁrstly obtained a set of scaling functions and critical
amplitude ratios for the model in the second order phase transition regime. These
values, like critical exponents are quantitative characteristics of the universality class.
Although the critical exponent  for a isothermal susceptibility becomes constant at
diﬀerent  critical amplitude ratios  +=   are -dependent. For the percolation on
a scale-free network (limit q ! 1 for the Potts model) the appearance of logarithmic
corrections to scaling was observed.
The resent simulations for the Ising model on lattices at d > 4 demonstrate that the
jump of the heat capacity is d-dependent and tends to the mean-ﬁeld value cH = 3=2
in the limit d!1 [195]. Our analysis for the behavior of heat capacity of Ising model
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on a scale-free network demonstrates that the jump of heat capacity cH becomes
-dependent in a region  > 5 and cH(!1) = 3=2.
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In this chapter we present the results obtained using the partition function zeros analysis for the
Ising model in the complex temperature (Fisher zeros) and magnetic ﬁeld (Lee-Yang zeros) plane.
We use the method proposed in [196] and generalize it to the case of complex ﬁeld. Considering the
Ising model on a complete graph we obtain the exact representation of the partition in complex plane
(section 3.1). Fisher zeros are analyzed in section 3.2 and Lee-Yang zeros are considered in section
3.3. The motion of Fisher zeros in the presence of a real magnetic ﬁeld will be analyzed in section 3.4.
The general conclusions are summarized in section 3.5. The results of this chapter were published
in [21,22].
3.1 Partition function
In this section we consider the inﬁnite-range version of the Ising model which is equiva-
lent to the mean-ﬁeld version of its lattice counterpart [194,197]. It can be also regarded
as an Ising model on a complete graph, where each node of the graph is connected to
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every other node making all interspin couplings equal to each other. The Hamiltonian
of the model reads
 H = 1
2N
X
l 6=m
SlSm +H
X
l
Sl : (3.1)
Here, indices l; m label the nodes of the graph so that (l;m) = 1; : : : ; N ; Sl = 1 are
the Ising spins; H is an external magnetic ﬁeld and the sum
P
l 6=m spans all pairs of
nodes (not necessarily the nearest neighbours). The coupling between the spins is taken
to be inversely proportional to the number of nodes, to make the model meaningful
in the thermodynamic limit N ! 1. One can obtain an integral representation for
the partition function of the model (3.1) by making use of the equality (
P
l Sl)
2 =
N +
P
l 6=m SlSm to write for the N -particle partition function
ZN(T;H) = Tr e
 H = e 

2
NY
l=1
X
Sl=1
exp
 
2N
(
X
l
Sl)
2 + H
X
l
Sl

; (3.2)
and then applying Hubbard-Stratonovich transformation to express the partition func-
tion in the form where summation over Sl can be taken exactly:
ZN(T;H) = e
 
2
r
N
2
NY
l=1
X
Sl=1
Z +1
 1
exp
 Nx2
2
+
X
m
Sm(x+H)

dx : (3.3)
Performing the summation, one arrives at the integral representation for the partition
function of the Ising model on the complete graph:
ZN(T;H) =
Z +1
 1
exp
 Nx2
2T
+N ln cosh[(x+H)=T ]

dx ; (3.4)
where we have explicitly written the temperature T =  1 dependency taking the
Boltzmann constant value kB = 1. In (3.4) and in all other partition function integral
representations below, we omit the irrelevant prefactors.
In classical settings, to get thermodynamic functions, the integral (3.4) is taken
by the steepest descent method, see, e.g. [194]. In particular, the model undergoes a
second order phase transition at Tc = 1 which is governed by the standard mean-ﬁeld
values of the critical exponents:
 = 0;  = 1=2;  = 3;  = 1 : (3.5)
For the sake of convenience it is appropriate to rewrite the partition function (3.4) in
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the reduced temperature variable t = (T   Tc)=Tc = T   1. Changing the integration
variable
p
Nx=T ! x one gets [196]:
ZN(t;H) =
Z +1
 1
exp
 x2(t+ 1)
2
+N ln cosh[x=
p
N +H=(t+ 1)]

dx ; (3.6)
where the temperature dependent prefactor again has been omitted. Being primarily
interested in the properties of the partition function itself, we approximate (3.6) by
its expansion at large N and small H. Keeping the leading order contributions in the
linear in H term, we expand the exponent function for N !1 and get [196]:
ZexpN (t;H) =
Z +1
 1
exp
 t x2
2
  x
4
12N
+
x
p
NH
t+ 1
+O(1=N2)

dx: (3.7)
In the remainder of this section we analyze the expressions for the exact and ap-
proximated partition functions of the Ising model on a complete graph, Eqs. (3.6) and
(3.7).
3.2 Fisher zeros
We start from the analysis of the exact integral representation for the partition function
at zero external ﬁeld. First, we obtain the Fisher zeros by solving the system of
equations ReZ(t;H) = 0 and ImZ(t;H) = 0 for the complex variables t = Re t+i Im t
using function (3.6) at H = 0. In Fig. 3.1a we show the ﬁrst ﬁve Fisher zeros in the t
plane for increasing values of N = 50; 200; 2000. They collapse on a master curve and
in the vicinity of the critical point, they impact onto the real axis, deﬁning the angle
'.
It is instructive also to observe the motion of the zeros if the temperature is pa-
rameterised in a diﬀerent way. Let us introduce the reduced inverse temperature:
 = (1=Tc   1=T )=(1=Tc) = 1  1=T ; (3.8)
getting from (3.4) at H = 0:
ZN() =
Z +1
 1
exp
 Nx2(1  )
2
+N ln cosh[(1  )x]

dx: (3.9)
The zeros of the function (3.9) in the complex  plane are shown in Fig. 3.1b. As
one can see from the ﬁgures, the zeros form a smooth curve and accumulate in the
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Fig. 3.1: The ﬁrst ﬁve Fisher zeros for the exact partition function (3.6) with diﬀerent values of N
(a) in the complex t plane (t = T   1) and (b) in the complex  plane  = 1  1=T . With increasing
N , the zeros accumulate at the critical point, pinching the real axis at t =  = 0. The solid line has
an angle ' = =4 with the real axis.
vicinity of the critical point (t =  = 0), and with an increase of N they tend to
pinch the real positive temperature axis at the critical point. Using known values of
the critical exponents and amplitude ratios one can evaluate the value of the angle '
under which the zeros pinch the real axis. Substituting (3.5) into (1.10) and taking
that the corresponding heat capacity amplitude ratio A+=A  = 0 one arrives at
' = =4 : (3.10)
This value in shown in the Fig. 3.1 by the solid line. The fact that the lines along which
the zeros tend to accumulate with increasingN make the same angle ' both in the t and
 planes illustrates the conformal invariance of this angle – angles are independent of
any real analytic parametrization in the complex plane. However, the approach of the
angle to its value in the thermodynamic limit N ! 1 is parametrization dependent.
Indeed, depending on parametrization, the curves of Fig. 3.1 reach the asymptotics
from below (Panel a) or from above (Panel b). This is further outlined in Fig. 3.2,
where we show how the values of the angle ' and of the critical temperature change
with N . To this end, we calculate the ﬁrst ﬁve Fisher zeros for the system sizes ranging
up to N = 50000, ﬁt these points by a straight line and ﬁnd the values of the angle
(taking P = '= so that Eq.(3.10) predicts P = 0:25) and of the crossing point of this
line with the real axis. The larger the system size, the more accurate the ﬁt is (for
N > 100 the accuracy interval is less than the size of the data symbols in the ﬁgure).
Starting from N = 5000, ' diﬀers from its exact value (' = =4) by less than 1% while
the critical temperature diﬀers from the exact value at t = 0 by less than 1% starting
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Fig. 3.2: Values of (a) the reduced impact angle P = '= and of (b) the critical temperature for
the exact partition function obtained by ﬁtting of the ﬁrst ﬁve Fisher zeros for diﬀerent N . Squares:
results in the complex t plane; discs: results in the complex  plane; lines: exact results. The larger
the system size, the more accurate is the ﬁt. For N > 100 the accuracy interval is less than the size
of the data point in the ﬁgure.
from N = 10000.
Figs. 3.1 and 3.2 quantify the main features of the behaviour of the Fisher zeros for
the exact partition function (3.4) in the complex temperature plane. Results for the
impact angle ' and for the critical temperature obtained on their basis if compared
with the exact results demonstrate two tendencies: (i) they improve with an increase
of N and (ii) the agreement is better for smaller values of the index j.
We now turn our attention to the zeros of the approximated partition function
(3.7) to check how are these tendencies manifested in this case. For zero magnetic
ﬁeld, keeping only the term leading in 1=N , the partition function (3.7) reads
ZexpN (t) =
Z +1
 1
exp

  x
2t
2
  x
4
12N

dx : (3.11)
The ﬁrst ﬁve Fisher zeros for the approximated partition function (3.11) are shown
in the complex t plane in Fig. 3.3a for diﬀerent values of N . Similarly as for the
exact partition function (cf. Fig. 3.1a), with an increase of N , the zeros accumulate in
the vicinity of the critical point and tend to pinch the real axis at the critical point.
An obvious diﬀerence in the behaviour of zeros for the exact and expanded partition
functions is that in the last case the angle of zeros accumulation is very robust and
almost does not depend on N . The reason becomes apparent when the function under
the integral in (3.11) is rewritten as
Z(z) =
Z +1
 1
exp

  z x2   x4

dx ; (3.12)
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Fig. 3.3: First ﬁve Fisher zeros for the approximated partition function for diﬀerent values of N (a)
in the complex t plane (Eq. (3.11)) and (b) in the complex  plane (Eq. (3.14)). The solid line has
an impact angle ' = =4.
where the N and temperature dependencies are combined in the single scaling variable
z
z =
p
3Nt : (3.13)
Now it is easy to see that the connection between two sets of zeros tj(N1) and tj(N2)
calculated for two diﬀerent system sizes N1 and N2 is given by a simple rescaling:
tj(N1) = tj(N2)
p
N1=N2. This, in turn, is manifested by the fact that zeros calculated
for diﬀerent system sizes align along the same curve in Fig. 3.3a.
The same expression (3.11), written for diﬀerent values of N expressed in terms of
the variable  takes the form
ZexpN () =
Z +1
 1
exp

  x
2(    2)
2
  x
4(1  )4
12N

dx : (3.14)
Here, the  dependence is non-linear and the zeros are non-trivial functions of N:
Indeed, the ﬁrst few are depicted in Fig. 3.3b where one ﬁnds behaviour rather similar to
that demonstrated in Fig. 3.1 for the exact partition function: sets of zeros calculated at
diﬀerent N tend to form the common curved locus. However, evaluating (3.14) near the
critical point for small  and keeping the leading order contributions in the linear term
in  , one arrives at the expression for ZexpN () that coincides with the corresponding
expression (3.7) for ZexpN (t) in which t is simply substituted by  . In turn, at zero
magnetic ﬁeld and close to the critical point, functions ZexpN () and Z
exp
N (t) attain
the same form given by Eq. (3.11). In particular, in this approximation the ZexpN ()
function was considered in [196].
Zeros of the partition function (3.12) in the complex z plane are shown in Fig. 3.4.
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Fig. 3.4: Loci of zeros of the real and imaginary parts of the approximated partition function (3.12)
are plotted as thick and thin curves respectively (green and violet dots online). The points where the
lines cross give the coordinates of the Fisher zeros. These have to align along the straight solid line
in the asymptotic limit.
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Fig. 3.5: Estimates (a) for the reduced impact angle P = '= and (b) for the critical temperature zc
for the partition function (3.12) obtained by ﬁtting of Fisher zeros in the interval j = jmin; : : : ; jmax
for jmax = 10 and diﬀerent values of jmin. The solid line in Panel a represents the exact value P = 1=4.
The thick and thin curves (green and violet online) give solutions of the equations
ReZ(z) = 0 and ImZ(z) = 0, respectively. The crossing points of the lines give
coordinates of the Fisher zeros. These have to align in the asymptotic limit N ! 1
along the line forming an angle ' = =4 and starting at the critical point (the straight
line in the ﬁgure). As it is clearly seen within the scale of the ﬁgure, the higher the
index of the zero, the closer it is to the line. This tendency is further outlined in
Fig. 3.5, which demonstrates the behaviour of the angle ' and of the estimates for
critical value zc if they are obtained by ﬁtting ﬁnite numbers of Fisher zeros in the
interval j = jmin; : : : ; jmax to a straight line. Fits for high j-values give better results.
This tendency diﬀers from the one observed above for the zeros in complex t and 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planes (see Fig. 3.2) and is explained by the form of the scaling variable (3.13), which
incorporates now both the temperature and the system size dependencies.
The coordinates of the ﬁrst nine Fisher zeros in the z plane as obtained by numerical
solution of the system of equations (1.9) are listed in the left column of Table 3.1.
Table 3.1: Fisher zeros of the partition function (3.12). The second column shows our numerical
results for the zeros given by j = 1; : : : ; 9. In the third column they are compared with the values
given by the asymptotic formula (3.16): Re zj =  Im zj =
p
4 j. When digits in the left and right
columns coincide, they are underlined. Starting from j = 9 the numerically calculated values coincide
with their asymptotic counterparts within the accuracy presented.
j Numeric Eq. (3.16)
1  2:9852 + i3:2061  2:9823 + i3:2023
2  4:6236 + i4:7707  4:6231 + i4:7700
3  5:8237 + i5:9414  5:8235 + i5:9411
4  6:8167 + i6:9176  6:8167 + i6:9174
5  7:6829 + i7:7725  7:6828 + i7:7724
6  8:4610 + i8:5425  8:4609 + i8:5424
7  9:1734 + i9:2486  9:1733 + i9:2486
8  9:8343 + i9:9046  9:8343 + i9:9045
9  10:4536 + i10:5197  10:4536 + i10:5197
As one observes from the table, as the zero-index j increases, its real and imaginary
part become closer, which corresponds to an approach of ' to the value ' = =4 (see
also Fig. 3.4). The value of zj for high j can be evaluated asymptotically, writing the
partition function (3.12) via the special functions:
Z(z) =
p
z
4
exp
z2
8

K1=4
z2
8

=
p

25=4
exp
z2
8

D 1=2
 z
21=2

; (3.15)
where K1=4(x) and D 1=2(x) are the Bessel and parabolic cylinder functions [198],
respectively. The leading term of the asymptotic expansion reads [196]:
zj ' 2(2j)1=2 exp(3i=4)

1 +O(1=j)

; (3.16)
which in turn leads to the fact that Re zj =  Im zj =
p
4 j for high j. This asymp-
totic value is shown for diﬀerent j in the right column of Table 3.1. Equation (3.16)
has been obtained in Ref. [196] for jzjj  1. Since already for the ﬁrst zero jz1j ' 4,
the asymptotic formula gives quite accurate values for the zeros for all j as one may
see comparing the left and right columns of the table. Starting from j = 9 the numeri-
cally calculated values coincide with their asymptotic counterparts within the accuracy
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presented.
3.3 Lee-Yang zeros
We now turn to the analysis of the partition function for complex magnetic ﬁeld H at
T = Tc. The exact expression for the partition function (3.6) at t =  = 0 reads:
ZN(H) =
Z +1
 1
exp

  x
2
2
+N ln cosh[x=
p
N +H]

dx: (3.17)
On the other hand, keeping only contributions leading in N 1 in the expanded partition
function (3.7) one gets:
ZexpN (H) =
Z +1
 1
exp

  x
4
12N
+ x
p
NH)

dx : (3.18)
It has been suggested [124] that at the critical point the partition function zeros
scales as a fraction of their total number j=N for large values of the index j . Moreover,
many models exhibit a scaling in the variable (j   C)=N in which C = 1=2 is an
empirical ﬁtting factor [199,200]. Recently, a more comprehensive form for the scaling
of the Lee-Yang zeros in the critical region was suggested [201]. In our case it reads
ImHj 
j   C
N

; (3.19)
where the exponent  is related to the order parameter and heat capacity critical
exponents via
 =
 
2   : (3.20)
Substituting the values of the exponents (3.5) into (3.20) one arrives at
 = 3=4 : (3.21)
Next we check whether the scaling form (3.19) holds for the Lee-Yang zeros of the
exact and approximated partition functions and we seek to estimate the value of the
parameter C.
Solving the system of equations ReZ(t;H) = 0 and ImZ(t;H) = 0 at t = tc = 0 for
the real and imaginary parts of the exact partition function (3.17) we get coordinates of
its zeros in the complex H plane. We ﬁnd that the Lee-Yang zeros are purely imaginary
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Fig. 3.6: The behaviour of ImHj for several leading Lee-Yang zeros of the exact partition function
(3.17). (a) The ﬁnite-size Im Hj(N) dependency for ﬁrst three zeros j = 1; 2; 3. The scaling with N ,
Eq. (3.19), holds even for small N and j with an exponent very close to  = 3=4. (b) Coordinates of
the ﬁrst ﬁve zeros calculated for several values of N = 20; 100, 1000, 10000. The scaling exponents
remain almost unchanged for diﬀerent N but they are far from their asymptotic value.
in this case. The fact that they lie on the imaginary axis validates the famous Lee-Yang
circle theorem [118,119]: expressed in terms of the variable eH all zeros lie on a circle
of unit radius. In Fig. 3.6a we plot numerical values of the coordinates of the ﬁrst three
Lee-Yang zeros as function of the system size N . There are two remarkable features
of the plots of Fig. 3.6a: (i) all Hj(N) dependencies are power laws (represented by
straight lines in the log-log plots); (ii) these power laws are governed by the same value
of the exponent (the lines are parallel) for diﬀerent j. Therefore, the scaling with N
as it is predicted by the equation (3.19) holds even for small N and j. Using linear
ﬁts for all eleven data points of the Fig. 3.6a we ﬁnd for each j:  = 0:749(5) (j = 1),
 = 0:744(3) (j = 2),  = 0:750(1) (j = 3).
To check how the scaling of the zeros holds with j, we plot in Fig. 3.6b coordinates
of the ﬁrst ﬁve zeros calculated for several values of N = 20; 100, 1000, 10000. The ﬁts
to the power law dependency gives the following values of the exponent  = 0:930(22)
(N = 20),  = 0:909(22) (N = 100),  = 0:901(22) (N = 1000),  = 0:900(21)
(N = 10000): the exponents remain almost unchanged for diﬀerent N but they are far
from their asymptotic value  = 3=4, Eq. (3.21). However, introducing a ﬁt parameter
C via equation (3.19) changes the picture. We ﬁt the dependence of the ﬁrst ﬁve
Lee-Yang zeros on j on a log-log scale by a linear function at diﬀerent values of the
ﬁtting parameter C and evaluate goodness of ﬁts by calculating variance of residuals
(reduced 2), i.e. the weighted sum-of-squares residuals divided by the number of
degrees of freedom, further denoted by . The (C) curve is shown in Fig. 3.7, the
optimal value of the ﬁtting parameter Copt corresponds to minimum of . In our case
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Fig. 3.7: Variance of residuals  and exponent  obtained while ﬁtting coordinates of the ﬁrst ﬁve
Lee Yang zeros via Eq. (3.19) as functions of the ﬁtting parameter C. The optimal  is evaluated at
Copt = 0:31 where the (C) curve has minimum. The resulting value (Copt) = 0:7563(1) is close to
the exact result  = 0:75.
Copt = 0:31. Therefore, the value of the exponent  is calculated as (Copt) = 0:7563(1)
and is close to the exact result  = 0:75.
For the expanded partition function, Eq. (3.18) can be conveniently written in
terms of the rescaled variables:
Z(h) =
Z +1
 1
exp

  x4   xh

dx; (3.22)
where the ﬁeld and the system size dependence is absorbed into a single variable
h = H(12N3)1=4: (3.23)
Fig. 3.8 displays the lines of zeros for the real and imaginary parts of the partition
function (3.22) at T = Tc in the complex magnetic ﬁeld h plane, thin and thick curves
(violet and green online) respectively. Again, the coordinates of the Lee-Yang zeros
(the crossing points of the lines) are purely imaginary (obeying the Lee-Yang circle
theorem). The scaling of hj with the system size N is given by (3.23) and hence the
scaling exponent is equal to its asymptotic value (3.21) for any index j. Note, that
since the real part of the Lee-Yang zero coordinate Reh = 0, it is straightforward to
show from (3.18) that the imaginary coordinate Imh is obtained as a solution of an
integral equation: Z 1
0
e x
4
cos(xImh) dx = 0 : (3.24)
Let us consider now the scaling with j. To this end, in Fig. 3.9a we plot numerically
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Fig. 3.8: Lines of zeros for the real and imaginary part of the approximated partition function (3.22) at
T = Tc in the complex magnetic ﬁeld plane, thin and thick curves (violet and green online) respectively.
The points where the lines of diﬀerent colour cross give the coordinates of the Lee-Yang zeros. Note
that one of the ImZ(h) = 0 lines coincides with the vertical axis in the plot.
the coordinates Imhj of the ﬁrst sixteen Lee-Yang zeros as functions of j C for diﬀerent
values of C = 0; 1=4; 1=3; 1=2. As expected, for large enough j the linear scaling with j
occurs and the data points align along a single line with the tangent  ' 3=4. However,
as for the exact partition function, this dependence is non-linear for smaller values of
j and the choice of an appropriate ﬁtting parameter C (see Fig. 3.9b) similar as it was
done for the exact function, see Fig. 3.7 allows to improve the linearity. As a result,
we get the optimal value Copt = 0:31 and (Copt) = 0:7531(2).
3.4 Motion of the Fisher zeros in a real external ﬁeld
In the ﬁnal part of this section we analyze the motion of the Fisher zeros in the
presence of a (real) external ﬁeld [124]. Since the Lee-Yang zeros of the model under
consideration have purely imaginary coordinates, in the vicinity of the critical point the
lines of motion of Fisher zeros form an angle  that encodes order parameter critical
exponents via Eq. (1.20). In our case, for the values of the exponents  and  given by
(3.5) one gets for the angle:
 =

3
: (3.25)
The expression for the approximated partition function in the vicinity of the critical
point is obtained from (3.7) and reads
ZexpN (t;H) =
Z +1
 1
exp
 t x2
2
  x
4
12N
+ x
p
NH

dx: (3.26)
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Fig. 3.9: The behaviour of Imhj for leading Lee-Yang zeros of the approximated partition function
(3.22). (a) Coordinates Imhj of numerically calculated ﬁrst sixteen Lee-Yang zeros as functions of
j C for diﬀerent values of C = 0; 1=4; 1=3; 1=2. The solid line is an eye guide to show linear scaling
with an exponent  = 3=4. Such scaling is manifested by a merge of the data points with an increase
of j. (b) Variance of residuals  and exponent  obtained while ﬁtting coordinates of the ﬁrst sixteen
Lee Yang zeros via Eq. (3.19) as functions of the ﬁtting parameter C. The value of the exponent 
calculated at (Copt) = 0:7531(2) is close to the exact result  = 0:75.
To get (3.26) we have kept, as before, only the leading order contributions in H and
t terms. As was pointed above, in this case the approximated expressions for the
partition function attain the same form both in t- and  - representations. Therefore,
the analysis of the Fisher zeros presented below concerns both the complex t- and
complex  -planes equally well. The expansion (3.26) can be conveniently rewritten in
the rescaled variables z, h, Eqs. (3.13), (3.23):
Zexp(z; h) =
Z 1
0
e zx
2 x4+hxdx: (3.27)
Note that for h = 0 or z = 0 (3.27) reduces to Eq. (3.12) or (3.22) respectively.
Fig. 3.10a shows the coordinates of the ﬁrst ﬁve Fisher zero for diﬀerent values of
the (real) magnetic ﬁeld in the complex z plane. The coordinates have been calculated
for diﬀerent values of the magnetic ﬁeld hj = j, j = 0; 1; : : : ; 20. For hj = 0 we recover
the values of the coordinates shown in Fig. 3.4. One can see the tendency of the zeros
to settle along a line forming an angle  = 
3
with the real z axis (shown by a solid
line in the ﬁgure). However, the asymptotics are preceded by a crossover region for
very small values of h. Similar tendency for a ﬁrst few zeros of a 3D Ising model was
observed in Ref. [124] and explained by the ﬁnite-size corrections [202]. The closer the
zeros to the critical point, the smaller the crossover region.
To further analyze motion of the zeros we apply the ﬁnite size scaling (FSS) as
outlined below. According to the FSS theory [115, 116], for a d-dimensional system
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Fig. 3.10: (a) Coordinates of the ﬁrst ﬁve Fisher zeros of the partition function (3.27) in the complex
z plane for diﬀerent values of the magnetic ﬁeld hj = j, j = 0; 1; : : : ; 20. The plots have a tendency to
settle along lines forming an angle  = =3 with a real z axis. (b) Scaling functions for the ﬁrst ﬁve
zeros Z Rj (h) (lower plots), Z Ij (h) (upper plots) for the real and imaginary part of the ﬁrst Fisher
zero coordinate, Eq. (3.35), as functions of the scaling variable h = HN1+

 2 .
in the vicinity of the critical point one expects the following scaling for the real and
imaginary parts of the jth zero coordinate in the reduced temperature t plane:
Re tj(N;H) = b
 1=T Rj (H byH ; N b d) ; (3.28)
Im tj(N;H) = b
 1=T Ij (H byH ; Nb d) : (3.29)
Here, b is the scaling factor,  and yH are the correlation length critical exponent and
ﬁeld scaling dimension, T Rj (x; y)) and T Ij (x; y) are scaling functions. Being gener-
alised homogeneous functions of two variables, the scaling functions can be rewritten
as functions of a single scaling variable. Choosing the factor b = N 1=d the expressions
(3.28), (3.29) attain the following form:
Re tj(N;H) = N
 1=dT Rj (H N yH=d; 1) ; (3.30)
Im tj(N;H) = N
 1=dT Ij (H N yH=d; 1) : (3.31)
making use of the familiar (hyper)scaling relations (d = 2   , yh=d = 1   =2  )
we get the following expressions for the motion of zeros:
Re tj(N;H) = N
1
 2 T Rj (H N1+

 2 ) ; (3.32)
Im tj(N;H) = N
1
 2 T Ij (H N1+

 2 ) ; (3.33)
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where we have introduced the single variable functions:
T Rj (x)  T Rj (x; 1); T Ij (x)  T Ij (x; 1) : (3.34)
Note that relations (3.32)-(3.33) contain the system size only via the number of
particles N (and not via the spatial extent and dimension) and therefore are conve-
nient for systems on graphs, where the notion of Euclidean dimension is not deﬁned.
Equations (3.32), (3.33) can be rewritten in the rescaled variables z, h (see Eqs.(3.13)
and (3.23)):
Re zj = Z Rj (h) ;
Im zj = Z Ij (h) ; (3.35)
where
Z Rj (h) 
p
3 T Rj (h= 4
p
12) ; Z Ij (h) 
p
3 T Ij (h= 4
p
12) : (3.36)
We plot the scaling functions (3.36) in Fig. 3.10b for the ﬁrst ﬁve zeros j = 1; : : : ; 5.
The prominent feature of the plot is that a ratio of the values of the scaling functions
at h = 0 gives the value of the Fisher pinching angle:
T Ij (0)=T Rj (0) = Z Ij (0)=Z Rj (0) = tan' : (3.37)
Indeed, with the value tan' = tan=4 =  1, Eq. (3.10), one gets T Ij (0) =  T Rj (0)
or Z Ij (0) =  Z Rj (0) as is nicely observed in the ﬁgure.
3.5 Conclusions
In this section we consider the critical behaviour of the Ising model on a complete graph
in terms of Lee-Yang-Fisher partition function zeros analysis. In particular, using the
approach of Ref. [196] we have analyzed the behaviour of Lee-Yang zeros as well as
tracked the motion of the Fisher zeros in the real external magnetic ﬁeld. For some
other models [124, 202] it has been observed before that this motion is governed by
the universal angle  , that encodes values of the order parameter critical exponents
through (1.20). A fundamental feature of the Ising model on the complete graph, as
well as of those models where such behaviour of Fisher zeros in real magnetic ﬁeld was
observed, is that their zeros in complex magnetic ﬁeld at the critical temperature are
governed by the Lee-Yang theorem: plotted in the plane e h they align along the unit
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circle [118, 119]. This conﬁrms that the Lee-Yang circle theorem for the Ising model
on a complete graph is satisﬁed.
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Here we will continue the analysis of the partition function zeros for the Ising model in a complex
plane. The subject of our analysis is the Ising model on an annealed scale-free network. It should
be noted that this formalism has not been applied to the analysis of a spin model on a scale-free
network before our work. In section 4.1 we describe an annealed scale-free network and obtain the
exact expressions for the partition function of the Ising model on the network. The partition function
zeros in the complex temperature plane are analyzed in section 4.2, and in the complex ﬁeld plane are
investigated in Section 4.3. One of the main results of our study is the notion that the Lee-Yang unit
circle theorem does not hold for the Ising model on a scale-free network. This statement is proven in
section 4.3. The conclusions are summarized in Section 4.4. The essential results of this chapter were
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published in [21,22].
4.1 Partition function
Now, with knowledge of the behaviour of the partition function zeros on a complete
graph at hand, we consider the critical behaviour of the Ising model on complex net-
works, i.e. on a random graph [3–7]. The Hamiltonian of the model in this case reads
 H = 1
2
X
l 6=m
JlmSlSm +H
X
l
Sl : (4.1)
Here, the sums are performed over all graph nodes l;m and the adjacency matrix J
stores all information about the graph structure: the matrix elements Jlm = 1 if the
nodes are linked and Jlm = 0 otherwise. In random graphs, diﬀerent nodes have diﬀer-
ent number of links (diﬀerent node degrees K). The node degrees are random variables
and inherent features of their distribution p(K) appear to play one of the key roles gov-
erning the universal critical behaviour [64]. As a ﬁrst instance of a complex network
we will consider an annealed network. This network is deﬁned as an ensemble of all
networks consisting of N nodes with a given degree sequence fK1; K2; : : : ; KNg, maxi-
mally random under the constraint that their degree distribution is a given one, p(K)
(see e.g. [61]). Such a construction resembles the uncorrelated conﬁgurational model
of a complex network (see e.g. [63]). However the latter is an example of a quenched
network, whereas for the Ising model on an annealed network, the graph conﬁguration
is also ﬂuctuating just like Ising spins do. When thermodynamic properties are cal-
culated, the presence of quenched disorder is taken into account by averaging the free
energy over diﬀerent disorder conﬁgurations, whereas in the annealed case the parti-
tion function is averaged [59]. Therefore, considering the Ising model on an annealed
network, we will be interested in the behaviour of the partition function averaged with
respect to diﬀerent network conﬁgurations.
For the Hamiltonian (4.1) the corresponding partition function is obtained by:
ZN(T;H) = TrS Tr J e
 H : (4.2)
As in (3.2), the ﬁrst trace is taken over the spin system: TrS (: : :) =
Q
l
P
Sl=1 (: : :),
whereas the second one means an averaging with respect to the distribution of the
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network links P(J):
Tr J (: : :) =
Y
l 6=m
X
Jlm=0;1
P(J) (: : :):
4.1.1 Annealed network approximation
To construct an annealed network of N nodes l = 1; : : : ; N , each node l is assigned a
label kl and the probability of a link between nodes l and m is deﬁned as:
plm =
klkm
Nhki ; (4.3)
where hki = 1
N
P
l kl. The variables k are taken from the distribution p(k) and indicate
the expected node degree. Indeed, it is straightforward to show that the expected value
of the node degree EKl =
P
m plm = kl. One can show [61] that averaging (4.2) over
the distribution of network links with probability function (4.3) leads to the following
expression for the partition function:
ZN(T;H) = TrS exp
 
1
2NhkiT
X
l 6=m
SlSmklkm +
H
T
X
l
Sl
!
: (4.4)
An analogous expression for the partition function is usually obtained also within the
mean ﬁeld approximation for the Ising model on an uncorrelated quenched network
[63, 64](conﬁgurational model). For the annealed network however the factor in front
of the double sum in (4.4) is a certain function of temperature [61]. Since in our
study we are interested in the angles of incidence of partition function zeros, which are
independent of any real analytic parametrization of the temperature plane, we keep in
(4.4) only a linear term of this function.
4.1.2 Exact integral representation
Since for the annealed network the interaction term in (4.1) attains a separable form,
one can apply the Stratonovich-Hubbard transformation to (4.4) to take the trace
exactly and to get the following expression for the partition function:
ZN(T;H) =
Z +1
 1
exp
 Nhkix2
2T
+
X
l
ln cosh[(xkl +H)=T ]

dx : (4.5)
As in the previous section, the prefactors are omitted here and below. Now, the sum
over l in the exponent (4.5) can be rewritten in terms of the integral over k for a given
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distribution function p(k):
X
l
f(kl) = N
Z kmax
kmin
p(k)f(k)dk ; (4.6)
where kmin and kmax are the minimal and maximal values of the variable k. For further
analysis it will be convenient to keep the integral in x in the positive half-plane leading
to the representation for the partition function,
ZN(T;H) =
Z +1
0
e
 hkix2T
2
n
exp
h
N
Z kmax
kmin
dkp(k) ln cosh
 xkp
N
+
H
T
i
+exp
h
N
Z kmax
kmin
dkp(k) ln cosh

  xkp
N
+
H
T
io
dx : (4.7)
4.1.3 Expanded representation
For the complete graph of N nodes substituting in (4.7) p(k) = (k   N + 1) one
recovers (3.6). In this section we are interested in the scale-free networks, when the
function p(k) is given by a power law
p(k) = c k
  ; (4.8)
with a normalizing constant c. Note, that scale-free networks with kmin = 1 do not
possess a spanning cluster for  > c (c = 4 for continuous degree distribution and
c ' 3:48 for the discrete one [176]). To avoid this restriction, without loss of generality
we choose from now on kmin = 2, whereas for the upper integration boundary in (4.6)
we take in the thermodynamic limit limN!1 kmax ! 1.1 Then, for the scale-free
network, Eq. (4.7) can be conveniently rewritten as:
ZN(T;H) =
Z +1
0
e
 hkix2T
2
n
exp
h
I+ (x)
i
+ exp
h
I  (x)
io
dx ; (4.9)
where
I (x) = c
 xp
N
 1
N
Z 1
2xp
N
1
y
ln cosh

 y + H
T

dy : (4.10)
Consider the integral in (4.10). For large y the integrand decays as y1  and the integral
is ﬁnite at the upper integration boundary for the values  > 3 we are interested
1The leading in N value of this integral representation does not depend on the way in which kmax
tends to inﬁnity. These are the next-leading terms that will depend on the N dependency of the upper
cut-oﬀ. See Appendix A for more details.
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in. However, for small y the integrand behaves as (y + H=T )2y  + : : : and leads
to divergent terms when the lower integration boundary is set to zero, i.e. in the
thermodynamic limit N ! 1. These divergent terms do not appear in the whole
expression since they are canceled by the N -dependent prefactor in (4.10). To single
them out and to show this cancelation explicitly, it is instructive to consider the function
I (x) (4.10) for diﬀerent values of  (see e.g. [18] for a more detailed account). As in
the former section, we make asymptotic estimates for small H. Leading terms of the
resulting expressions read:
I (x) = N
hhk2i
2
x2
N
  a()
 xp
N
 1
 hkiHx
T
p
N
i
; 3 <  < 5 ; (4.11)
I (x) = N
hhk2i
2
x2
N
  hk
4i
12
 xp
N
4
 hkiHx
T
p
N
i
;  > 5 ; (4.12)
where the numerical values of the coeﬃcients a() =  c
R1
0
dy y  (ln cosh y y2=2),
a() > 0, are listed for diﬀerent  in [18] and the moments of the variable k are
calculated with the distribution (4.8). The case  = 5 is to be considered separately.
Integrating out the logarithmic singularity one gets for the ﬁrst leading terms:
I (x) = N
hhk2i
2
x2
N
 
 xp
N
4 lnN
24
 hkiHx
T
p
N
i
: (4.13)
With the expressions (4.11)–(4.13) for I (x) we are in a position to analyse the
partition function (4.9) at diﬀerent values of . As is well established by now, critical
behaviour of a system on a scale-free network with the partition function (4.9) depends
of the value of the exponent  in an essential way [3–7, 64]. In particular, the system
remains ordered for any ﬁnite temperature at   3. A second order phase transition
at ﬁnite temperature occurs for  > 3. It is governed by standard mean ﬁeld exponents
(3.5) in the region   5 with logarithmic corrections at  = 5, however the exponents
attain -dependency for 3 <  < 5 [63]:
 = (  5)=(  3);  = 1=(  3);  =   2;  = 1 : (4.14)
The mean-ﬁeld approximation delivers the classical value for the magnetic susceptibil-
ity exponent  = 1 for any  > 3. The other exponents however become  dependent
at 3 <  < 5. This is because the Ising model on complex scale-free networks follows
a heterogeneous rather than homogeneous mean-ﬁeld.
Our task will be to describe the phase transition in the Ising model on an annealed
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scale-free network in terms of the partition function zeros, similarly as it was done for
the complete graph in the previous section. Substituting values of the exponents (4.14)
together with the critical amplitude ratio A+=A  = 0 [88] into relations (1.10), (3.20)
we get for the region 3 <  < 5:
' =
(  3)
2(  1) ; (4.15)
 =
  2
  1 : (4.16)
Let us check if these values can be obtained directly from the analysis of the zeros of
the partition function (4.9) in complex T and H planes.
4.2 Fisher zeros
Substituting expressions for I (x) (4.11)–(4.13) at H = 0 into the partition function
(4.9) at diﬀerent values of  we get:
ZN(t) =
8>>><>>>:
R +1
0
exp
h
  hk2ix2t
2
  a()N

xp
N
 1i
dx ; 3 <  < 5;R +1
0
exp
h
  hk2ix2t
2
  x4
N
lnN
24
i
dx ;  = 5;R +1
0
exp
h
  hk2ix2t
2
  hk4i
12
x4
N
i
dx ;  > 5;
(4.17)
with t = (T   Tc)=Tc and the (pseudo)critical temperature Tc = hk2i=hki.2 Similar to
the previous section, the partition function can be conveniently represented in terms
of a single variable z that combines t and N dependencies, cf. Eq. (3.13). However,
now this variable diﬀers in diﬀerent regions of :
z =
8>><>>:
t hk
2i
2
[a()]2=( 1)N
 3
 1 ; 3 <  < 5;
thk2ip6N=plnN ;  = 5;
thk2ip3Nhk4i ;  > 5 : (4.18)
Written in terms of the variables appearing in (4.18), the partition function (4.17) has
a simple form:
Z(z) =
8<:
R +1
0
exp

  zx2   x 1

dx ; 3 <  < 5;R +1
0
exp

  zx2   x4

dx ;   5:
(4.19)
2For a ﬁnite-size system, Tc depends on N via the N -dependency of the moments hki, hk2i.
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Fig. 4.1: Fisher zeros for the Ising model on an annealed scale-free network at zero magnetic ﬁeld for
diﬀerent . The zeros have a clear tendency to situate along the straight lines crossing the real z axis
in the vicinity of the critical point zc. The angles formed by each of the lines with the real z axis
decrease in the region 3 <  < 5 as predicted by equation (4.15).
Two obvious conclusions follow: (i) since the functional form of Z(z) dependency at
 = 5 and  > 5 is the same, the location of the Fisher zeros in the complex z plane will
be the same too. This leads to the conclusion that the impact angle ' that corresponds
to the Ising model on an annealed network does not change for   5 and (ii) these
expressions coincide with the partition function of the Ising model on the complete
graph, Eq. (3.12). Therefore, analysis of the Fisher zeros of the last model, performed
in chapter 3 applies equally well to the Fisher zeros of the Ising model on an annealed
network. In particular, one concludes, that:
' = =4;   5 : (4.20)
Let us note as well, that the logarithmic corrections to scaling appear in the marginal
case  = 5 [87–89, 93, 94]. Such a logarithmic correction appears in I (x) at  = 5
too. However, it does not contribute to the terms leading in 1=N , resulting in the
conclusion, that the impact angle of Fisher zeros (and, therefore, the leading exponent
for the heat capacity) is the same at  = 5 and  > 5 .
Similar to the preceding sections for the Ising model on the complete graph, to
proceed with the analysis of the Fisher zeros at 3 <  < 5, we calculate the numerical
values of the coordinates of several ﬁrst zeros as shown in Fig. 4.1. As is seen from the
ﬁgure, the zeros have a clear tendency to situate along the straight lines crossing the
real z axis in the vicinity of the critical point zc. Moreover, the angle formed by each
of the lines diﬀers for diﬀerent  and decreases with . To study this dependency in
more detail, for each value of  we ﬁt j Fisher zeros in the interval j = jmin; : : : ; jmax
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Fig. 4.2: Values (a) of the ratio Pnorm = '=
( 3)
2( 1) and (b) of estimates for the critical temperature zc
for the partition function (4.19) obtained by ﬁtting of j Fisher zeros in the interval j = jmin; : : : ; jmax
for jmax = 7 and diﬀerent values of jmin. A solid line in Panel (a) shows an exact value Pnorm = 1.
for jmax = 7 and give the resulting estimate for ' in Table 4.1. One can see that
the values determined numerically approach those predicted by the analytic formula
(4.15), the higher the order of the zeros used for the ﬁt, the higher the accuracy. This
tendency is quite similar to those observed for the Fisher zeros on a complete graph (cf.
Fig. 3.5). To further demonstrate this similarly, we plot in Fig. 4.2a the dependency
of the ratio of the numerically calculated angle ' to its value predicted by formula
(4.15): Pnorm = '=( 3)2( 1) . This ratio tends to Pnorm = 1 with the increase of the order
of the zeros used for the ﬁt. One can notice a similar tendency for the behaviour of the
critical temperature zc, see Fig. 4.2b. Again one observes similarity with the behaviour
of zc for the Ising model on a complete graph, cf. Fig. 3.5b.
Table 4.1: Numerically calculated values of the angle ' for diﬀerent . The angle is calculated by
linear ﬁtting of Fisher zeros with the indices j = jmin; :::; 7. The conﬁdence interval, when not written
explicitly, is less than the last signiﬁcant digit. The last row gives ' predicted by the analytic formula
(4.15).
jmin   5  = 4:8  = 4:5  = 4:2  = 4  = 3:7
1 0:246(5) 0:233(1) 0:209(1) 0:180(1) 0:158(1) 0:117(2)
2 0:248 0:234 0:210 0:182 0:160(1) 0:121(1)
3 0:248 0:234 0:211 0:183 0:162 0:123
4 0:248 0:235 0:212 0:184 0:162 0:124
5 0:248 0:235 0:212 0:184 0:163 0:125
6 0:249 0:235 0:212 0:185 0:163 0:125
exact 0:250 0:237 0:214 0:188 0:167 0:130
Another inherent feature of the locations of the Fisher zeros is that the distance
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between two successive zeros decreases with increasing index (see Fig. 4.1 for the an-
nealed scale-free network as well as Fig. 3.4 for the complete graph). Indeed, taken
that the ﬁnite size scaling of the j-th zero tj in the complex t plane for large j is given
by [124]:
tj 
 j
N
 1
2  (4.21)
one arrives at the conclusion that tj  tj   tj 1  j, with  = (  1)=(2 ). The
last exponent is negative for the values of  we are interested in:  =  1=2,   5 and
 =  2=(  1), 3 <  < 5. Rewriting (4.21) in terms of zj (4.18) gives:
zj  j 12  : (4.22)
To check how does the scaling of the Fisher zeros hold with j, we calculate the value of
the exponent in (4.22) ﬁtting the function ln jzjj = a + b ln j for the Fisher zeros with
indices j = jmin; :::; 7 at diﬀerent . The results are compared with the exact value in
Table 4.2. One can see the right tendency of approach of the numerically calculated
numbers to their exact counterparts with an increase of j.
Table 4.2: Linear ﬁtting of the function ln jzj j = a+b ln j for the Fisher zeros with indices j = jmin; :::; 7
at diﬀerent . The table shows results for the angle coeﬃcient b. The conﬁdence interval, when not
written explicitly, is less than the last signiﬁcant digit. The last row gives the value b = 1=(2  ) as
predicted by an analytic formula (4.22).
jmin  > 5  = 4:8  = 4:5  = 4:2  = 4  = 3:7
1 0:558(8) 0:528(7) 0:477(6) 0:417(5) 0:370(5) 0:286(3)
2 0:537(4) 0:509(3) 0:460(3) 0:402(3) 0:357(2) 0:277(2)
3 0:529(2) 0:501(2) 0:453(2) 0:396(2) 0:352(1) 0:274(1)
4 0:525(1) 0:497(1) 0:450(1) 0:393(1) 0:349(1) 0:271(1)
5 0:522(1) 0:494(1) 0:447(1) 0:391(1) 0:348(1) 0:270(1)
6 0:520 0:492 0:445 0:390 0:346 0:269
exact 0:500 0:474 0:429 0:375 0:333 0:259
In order to check scaling of the Fisher zeros tj with N , there is no need to calculate
explicitly their coordinates at diﬀerent values of N . Indeed, the tj(N) dependency
follows from the z(t; N) functional form, as given by (4.18). Expressing t from there
one gets that the power law scaling tj  N1=( 2) holds for 3 <  < 5 and  > 5
whereas it is enhanced by a logarithmic correction at  = 5: tj  N 1=2(lnN)1=2.
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4.3 Lee-Yang zeros for the partition function
Substituting expressions for I (x) (4.11)–(4.13) at T = Tc = hk2i=hki into the partition
function (4.9) at diﬀerent values of  and keeping the leading contributions in 1=N we
get:
Z(h) =
8<:
R +1
0
exp

  x 1

cosh(hx)dx ; 3 <  < 5;R +1
0
exp

  x4

cosh(hx)dx ;   5 :
(4.23)
Here, the H- and N -dependencies of the partition function are adsorbed in a single
variable h. Its explicit form diﬀers for diﬀerent regions of :
h =
8>>><>>>:
H hki
2
hk2ia()
1=(1 )N
 2
 1 ; 3 <  < 5;
H hki
2
hk2i

24
lnN
1=4
N3=4 ;  = 5;
H hki
2
hk2i

12
hk4i
1=4
N3=4 ;  > 5 :
(4.24)
4.3.1 Violation of the Lee-Yang theorem
Similar to the discussion for the tj(N) scaling at the end of the previous subsection,
here, the scaling of hj(N) directly follows from the h(H;N) dependency given by (4.24).
Comparing (4.24) with the deﬁnition (3.19) one gets:
 =
(
 2
 1 ; 3 <  < 5;
3=4 ;  > 5 :
(4.25)
The logarithmic correction appears at  = 5: Hj  N 3=4

lnN
1=4
.
In Fig. 4.3 we plot lines of zeros for the real and imaginary parts of the partition
function (4.23) at T = Tc and diﬀerent values of  in the complex magnetic ﬁeld
h = Reh + i Imh plane. The points where the lines of diﬀerent colour cross give the
coordinates of the Lee-Yang zeros. Note that whereas the coordinate of the ﬁrst Lee-
Yang zero (that closest to the origin) is purely imaginary for any value of 3 <  < 5 (and
it is its presence that allows to make conclusions about the scaling with N governed
by the exponent (4.25)), it is not the case for the zeros of higher order: the number
of zeros with Rehj = 0 decreases with j. In this respect the behaviour of Lee-Yang
zeros for the Ising model on an annealed scale-free network diﬀers crucially from the
behaviour on the complete graph (see the previous section). Whereas in the complete
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Fig. 4.3: Lines of zeros for the real and imaginary part of the partition function (4.23) at T = Tc and
diﬀerent values of  in the complex magnetic ﬁeld plane, thin and thick curves (violet and green dots
online) respectively: (a)   5; (b)  = 4:5; (c)  = 4; (d)  = 3:5. The points where the lines of
diﬀerent colours cross give the coordinates of the Lee-Yang zeros. Note that one of the ImZ = 0 lines
coincides with the vertical axis in the plot.
graph the zeros were entirely imaginary and obeyed the Lee-Yang circle theorem, this
theorem is violated in the case of the annealed scale-free network.
As seen in Fig. 4.3, the imaginary part of Z(h) vanishes when h itself is imaginary.
This is because the partition function is an even function of h. The intersections of
the diﬀerent types of contour on the plot give the locations of the Lee-Yang zeros.
When   5 all zeros are on the imaginary axis. But for  = 4:5 only ﬁrst three zeros
are imaginary and zeros of higher order (hj for j > 3) have non-vanishing real parts.
Similar behaviour is found for all values of  between 3 and 5; there is a number, N ,
ﬁnite in size, such that hj is purely imaginary for j  N but has non-vanishing real
part for j > N . The number N decreases with decreasing .
The values of Lee-Yang zeros determined numerically are listed in Table 4.3 for
diﬀerent values of 3 <  < uc = 5, and for   5. When  = 4, N = 3 while for
 = 3:5, N = 1. In this respect the behaviour of the zeros diﬀers for   5 (where it is
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the same as for the partition function of the Ising model on a complete graph) and for
3 <  < 5. In next subsection we conﬁrm this observation showing that the asymptotic
behaviour of the integral (4.23) for non-integer 3 <  < 5 qualitatively diﬀers from
that at   5.
Table 4.3: Coordinates of the few ﬁrst Lee-Yang zeros hj for the Ising model on an annealed scale-free
network for diﬀerent . In the region 3 <  < 5 the number of purely imaginary zeros decreases with
a decrease of . However, the coordinate of the ﬁrst Lee-Yang zero remains purely imaginary for any
value of .
jn  > 5  = 4:5  = 4  = 3:5
j = 1 i3:453 i3:495 i3:569 i3:762
j = 2 i6:784 i6:933 i7:823 1:875 + i7:212
j = 3 i9:636 i9:474 i8:149 3:659 + i9:496
j = 4 i12:229 0:589 + i12:848 2:418 + i11:466 5:138 + i11:351
j = 5 i14:650 2:297 + i16:346 4:014 + i14:174 6:435 + i12:983
j = 6 i16:945 3:761 + i19:405 5:446 + i16:574 7:608 + i14:470
j = 7 i19:140 5:130 + i22:229 6:767 + i18:776 8:690 + i15:850
j = 8 i21:254 6:427 + i24:886 8:005 + i20:835 9:702 + i17:146
j = 9 i23:301 7:667 + i27:414 9:176 + i22:783 10:656 + i18:375
j = 10 i25:289 8:859 + i29:838 10:293 + i24:642 11:563 + i19:548
The picture in Fig. 4.4 demonstrates that the circle theorem does not hold for the
Ising model on an annealed scale-free network in the complex eh-plane: while for   5
all zeros lie on the unit circle, it does not hold at  = 4:5. In a later case only a few
low index zeros lie on the unit circle, the rest being scattered in the complex plane.
-1
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Fig. 4.4: Lee-Yang zeros in the complex eh-plane at 5 and the circles to  = 4:5, squares and circles
correspondingly. The plot depicts only those zeros that ﬁt into the region shown.
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Fig. 4.5: Coordinates of the ﬁrst ten Lee-Yang zeros hj of the Ising model on an annealed scale-free
network at  = 4:5. Diﬀerent curves correspond to Imhj , Rehj , jhj j as shown in the legend. One can
see that the curves for Imhj and jhj j are very close to each other (since the value of Rehj is relatively
small). The lines correspond to the expected value ( = 4:5) ' 0:714, from (4.25).
Consequently, the Ising model on an annealed scale-free network at 3 <  < 5
belongs to the group of models where the Lee-Yang theorem is violated, whereas the
model on the complete graph obeys the theorem. The diﬀerence in behaviour of the
Lee-Yang zeros of the Ising model on a complete graph and on an annealed scale-free
network manifests itself also when one checks the scaling of the zero coordinates with j.
The coordinate of the zeros being complex, the scaling in principle can be observed with
respect to the real or imaginary part of the coordinates or their combination. Typical
results of our calculations are demonstrated in Fig. 4.5, where we plot coordinates of
Imhj, Rehj and jhjj for the ﬁrst ten Lee-Yang zeros of the Ising model on an annealed
scale-free network at ﬁxed value of  = 4:5. The solid lines correspond to the expected
value ( = 4:5) ' 0:714, cf. (4.25). One can see that the curves for Imhj and jhjj are
very close to each other, since the value of Rehj is relatively small. Similar behaviour is
observed for the other values of . In particular, for high j the Imhj and jhjj functions
are governed by the power law asymptotics with an exponent given by (4.25).
In turn, for small j the power law behaviour may be regained by introducing a more
general form of scaling that involves the parameter C as it was done for the complete
graph, see equation (3.19). We check whether the scaling form (3.19) holds for the
Lee-Yang zeros for the Ising model on an annealed scale-free network. Details of our
calculations are collected in the Appendix C. We ﬁt the dependence of Lee-Yang zeros
on j in the log-log scale by a linear function at diﬀerent values of the ﬁtting parameter
C and . We calculate variance of residuals and ﬁnd the (Copt). Here, in Fig. 4.7a,
c we have the exponent  as the function of . The solid line shows the exact values,
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Eq. (4.16), the squares are results of ﬁtting by Eq.(3.19) at optimal value of the ﬁtting
parameter Copt. In Fig. 4.6c, d we plot the ﬁtting parameter Copt as the function of
. In case of the ﬁtting over the purely imaginary Lee-Yang zeros we can observe, that
the value of Copt decreases with  and (Copt) increase with  approaching its exact
value for large , when the number of purely imaginary zeros becomes large (see Fig.
4.6a, b). Such ﬁtting cannot be used for the case  < 4, while only 1 purely imaginary
zero exists. So, we investigate the linear ﬁtting over j for the imaginary part hj of the
ﬁrst 10 zeros (see Fig. 4.6c, d). For the small  < 4,  and Copt increase with , while
for  > 4 we observe non monotonously tendency for  and Copt with .
The power law behaviour is less pronounced for small j. Secondly, the power law
behaviour of the function is less deﬁned for small values of j. Namely, such way of
approximation is not universal and introducing a more general form of scaling that in-
volves the parameter C as it was done for the complete graph, see equation (3.19), does
not help to improve the picture (see Appendix III). On the other hand, by linear ap-
proximation for a given number of zeros and diﬀerent ﬁtting parameters that is possible
to choose an optimal value closed to exact one (see Appendix IV). The above analysis
shows that expected scaling for Lee-Yang zeros on an annealed scale-free network over
j in the region 3 <  < 5 does not hold.
Let us next consider the motion of the Fisher zeros in the real magnetic ﬁeld.
To this end, similar as it was done in the former section for the Ising model on the
complete graph, we present the partition function of the Ising model on an annealed
scale-free network as a function of rescaled variables z and h. Substituting expansions
(4.11)–(4.13) for the functions I (x) into the partition function (4.9) one arrives at the
following representations:
Z(t; h) =
8<:
R +1
0
exp

  tx2   x 1

cosh(hx)dx ; 3 <  < 5;R +1
0
exp

  tx2   x4

cosh(hx)dx ;   5 ;
(4.26)
where t and h are deﬁned by the Eqs. (4.18) and (4.24) respectively.
Fig. 4.7a shows the results obtained for the motion of the Fisher zeros in the real
magnetic ﬁeld calculated at diﬀerent  for functions (4.26). The squares correspond to
  5 and the expected value of the angle of motion from (4.27) is  = =3. Therefore,
in this region of  our numerical results are in a good agreement with the analytical
prediction as we get  ' 59. However, this is not the case for the smaller values of
3 <  < 5. Indeed, naively substituting critical exponents values into the equation
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Fig. 4.6: (a), (c): The exponent  for the Ising model on an annealed scale-free network as function
of  calculated by ﬁtting over the N Lee-Yang zeros and the imaginary part of the ﬁrst 10 Lee-Yang
zeros zeros at diﬀerent , respectively. Solid line: the line of exact values of , Eq. (4.25). Rectangles:
numerically calculated best ﬁtting results via equation (3.19). (b), (d): Optimal value of the ﬁtting
parameter Copt as function of  calculated by ﬁtting over the N Lee-Yang zeros and the imaginary
part of the ﬁrst Lee-Yang zeros zeros at diﬀerent , respectively.
(1.20) for the angle  one gets
 =
(  3)
2(  2) : (4.27)
In particular, from (4.27) one expects that the angle of motion will decrease with .
The three curves from the Fig.4.7a, calculated for  = 4:8; 4:5 and 4 demonstrate the
opposite behaviour: the angle increases with decreasing  with a tendency to reach
asymptotics at  = =2. As we have shown above, for the model under consideration
the zeros at the critical point do not obey the Lee-Yang theorem: there is only a small
number of zeros with purely imaginary coordinates for 3 <  < 5. Therefore the
equation (4.27) that was obtained under an assumption that this theorem holds is not
applicable. The angle  (1.20) describing the motion of Fisher zeros in real magnetic
ﬁeld does not seem to be related by a simple scaling relation to the critical exponents.
Similar to what was done for the Ising model on a complete graph, one can deﬁne
scaling functions for the real and imaginary parts of the jth zero zj. Using the deﬁnition
(3.36) of the scaling functions from the subsection 3.4 for Z Rj (h), Z Ij (h) in diﬀerent
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Fig. 4.7: (a) Motion of the ﬁrst Fisher zeros of the partition function (4.26) in the complex z plane
for diﬀerent values of the real magnetic ﬁeld h = s, s = 0; 1; : : : ; 15 and . (b) Scaling functions
Z R1 (h) (lower plots), Z I1 (h) (upper plots) (4.28) for the real and imaginary part of the ﬁrst Fisher
zero coordinate z1, as functions of the scaling variable h at diﬀerent values of .
regions of  we deﬁne the scaling functions for the Ising model on an annealed scale-free
network as
Z R; Ij (h) 
8>>><>>>:
hk2i
2
[a()]2=( 1) T R; Ij

h hk
2i
hki2a()
1=( 1)

; 3 <  < 5;
hk2ip6=plnNT R; Ij

h hk
2i
hki2 (
lnN
24
)1=4

;  = 5;
hk2ip3hk4iT R; Ij h hk2ihki2 ( hk4i12 )1=4 ;  > 5 ;
(4.28)
and expressions for h at diﬀerent  are given by (4.24). The scaling functions for the
ﬁrst Fisher zero z1 at diﬀerent values of  are plotted in Fig. 4.7b. From Eq. (3.37)
we expect that the ratio Z I1 (0)=Z R1 (0) gives the Fisher pinching angle ', which in
the case of the scale-free network is -dependent (see subsection 3.4). From Fig. 4.7b
we calculate Z Ii (0)=Z Ri (0) = 0:921; 0:798; 0:577 or ' ' 0; 249; 0:228; 0:18 for
 = 4; 8; 4:5; 4 respectively. These values agree with those predicted by equation
(4.15) and given in Table 4.1. Note that the agreement increases with an increase of
the zero number j.
4.3.2 The asymptotic behaviour of Lee-Yang zeros
We determine an asymptotic estimate for the behaviour of the partition function Z(h)
(4.23) at Reh = 0 in the limit of large Imh at   5. To this end, let us consider an
integral
Z(ir) =
Z 1
0
e x
 1
cos(rx)dx ; (4.29)
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that depends on the real variable r. At r = Imh (4.29) gives an imaginary part of
the partition function (4.23). Asymptotic behaviour of Z(ir) follows from the Erdelyi
lemma (see e.g. [203]) as explained below.
The Erdelyi lemma gives an asymptotic behaviour of the integral:
F (y) =
Z A
0
xb 1f(x)eiyx
a
dx: (4.30)
According to the lemma, if a  1, b > 0 and the function f(x) becomes zero together
with all its derivatives at the upper integration limit: f(A) = f 0(x)jx=A = ::: =
f (n)(x)jx=A = 0, the following asymptotic estimate for the integral (4.30) is valid:
F (y) 
1X
k=0
aky
  k+b
a ; y !1 ; (4.31)
where the coeﬃcients ak are given by
ak =
fk(0)
k!a
 
k + b
a

exp
 i(k + b)
2a

: (4.32)
Changing variables in (4.29) one can represent J(y) in the form similar to (4.31):
Z(ir) =
5
  1Re
Z 1
0
x
5
 1 1e x
5
eirx
5=( 1)
dx : (4.33)
Note that the upper integration limit is this case is a = 1. It is easy to see that the
conditions of the lemma are satisﬁed and an asymptotic expansion for the function
(4.29) follows:
Z(ir) 
1X
k=0
bkr
  k( 1)
5
 1 ; r !1 ; (4.34)
where the coeﬃcients bk are deﬁned as
bk =
(  1)fk(0)
5k!
 
k(  1)
5
+ 1

cos
(k(  1) + 5)
10

: (4.35)
Note, that coeﬃcients bk = 0 for the marginal values  = 3 and  = 5: the decay
diﬀers from the power law. To evaluate it, we proceed as follows.
  = 3
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Fig. 4.8: Function log jZ(ir)j for: (a)   5, (b)  = 4:99, and (c)  = 4:5. Solid lines: results
of asymptotic expansions. Squares: numerically calculated values. For   5 the function keeps
oscillating in the asymptotics (meaning that the number of zeros is unbounded), it is not the case for
 < 5.
For  = 3 the integral (4.29) is taken exactly leading to
Z(ir) =
p
=2 exp

  r2=4

: (4.36)
Therefore, in the limit of large r the integral decays exponentially. Moreover,
Z(ir) > 0 for any 0 < r < 1 which signals about an absence of partition
function zeros on the complex h plane at  = 3. In turn, this brings about an
absence of the phase transition in this case.
  = 5
In this case integral (4.29) can be rewritten as:
Z(ir) =
Z +1
0
e x
4
cos(rx)dx =
1
2
Re
Z +1
 1
e x
4
eixrdx : (4.37)
Its asymptotics can be evaluated by a steepest descent method, calculating the
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function under the integral in the point of extremum at x = (ir=4)1=3 and leading
to:
Z(ir)  1
2
exp

  3
2
(r=4)4=3

cos
3p3
2
(r=4)4=3

; r !1 : (4.38)
The integral Z(ir) has an inﬁnite number of zeros due to the presence of an
oscillating function in the r.h.s., as we further demonstrate below.
In Fig. 4.8 we compare behaviour of the numerically calculated function log jZ(ir)j
with its asymptotic expansion using Eqs. (4.34) and (4.38) for diﬀerent . One can see
that behaviour of the function for  < 5 is qualitatively diﬀerent from that at   5:
whereas in the last case the function keeps oscillating in the asymptotics (meaning that
the number of zeros is unbounded), it is not the case for 3 <  < 5. Here, after ﬁnite
number of oscillations the function approaches its asymptotics from above. Therefore,
the number of zeros is limited. As one can see from the Figs. 4.8a, b, c, the number
of oscillations decreases with the decrease of .
4.4 Conclusions
In this chapter we investigate the complex partition function zeros of the Ising model
on an annealed scale-free network with a node degree distribution decay exponent .
During the study several new and rather unexpected features were observed.
It was known that critical exponents, scaling functions and critical amplitudes ratios
for the Ising model on scale-free network depend on the value of global parameter .
Analyzing the partition function zeros we ﬁnd that the pinching angle ' as well as
the Lee-Yang edge exponent  are -dependent too. In the region  > 5 we recover
the values obtained previously for the Ising model on the complete graph and in case
3 <  < 5 ones are given by equations (4.15), (4.16).
Secondly, the logarithmic corrections to leading scaling behaviour that arise for
the spin models on scale-free networks [88, 89, 93, 94] at  = 5 are observed for the
exponents that govern condensation of Lee-Yang and Fisher zeros with the increase of
the system size. Corresponding gaps in H- and t planes decrease with N at  = 5 as
Hj  N 3=4

lnN
1=4
; tj  N 1=2(lnN)1=2 : (4.39)
Note, that the powers of the logarithms comply with the corresponding scaling relations
[89].
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Chapter 4. PARTITION FUNCTION ZEROS
FOR THE ISING MODEL ON AN ANNEALED SCALE-FREE NETWORK
The striking feature of the Ising model on an annealed scale-free network is that its
partition function zeros calculated at Tc in complex magnetic ﬁeld does not obey the
Lee-Yang theorem in a region 3 <  < 5. At   5 all zeros are purely imaginary while
at  < 5 with the decrease of  the zeros acquire both real and imaginary parts. This
is a surprising result, because it means that the role of decay exponent  (for networks)
and dimensionality d (for lattices) is not equivalent on the Lee-Yang zeros level. Note
that experimental identiﬁcation of the Lee-Yang zeros [17] has so far only been made
for purely imaginary zeros [152], but there are other models, for which the Lee-Yang
theorem does not hold [136–147]. The results identiﬁed herein show that while these
are accessible for lattices and complex networks for suﬃciently large , not all network
zeros are accessible in this manner for  < 5. A challenge for experiment is to ﬁnd
another way to access them.
Unlike the above examples, the problem that we have considered in this chapter
concerns ferromagnetic Ising model, and the Lee-Yang theorem was proven [204] to
hold for any Ising-like model with ferromagnetic interaction, see also [205,206]. In this
respect the Hamiltonian analyzed here (4.1) looks as if it will lead to the Lee-Yang
property of the partition function. Averaging twice the partition function over spins
and all possible network conﬁgurations we ﬁnd a place which leads to the violation
of the Lee-Yang unit circle theorem in the region 3 <  < 5: indeed, if one takes a
sum (or an integral) of functions each of which possesses the Lee-Yang property, the
sum might not possess such property at all. That is exactly what is observed for the
annealed network.
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CONCLUSIONS
In this thesis we investigate the critical behaviour of the spin models on scale-free
networks and on a complete graph. The critical behaviour of spin models on scale-free
networks with a power law node degree distribution decay depends on the value of the
decay exponent  (2.2). The critical exponents, amplitude ratios and scaling functions
appear to be -dependent. Thereby the concept of universality for spin model on
scale-free networks is modiﬁed:  plays the role of a global parameter which deﬁnes the
universality class. Together with traditional mean-ﬁeld method for a complex networks
we used the method of partition function zeros analysis in the complex plane. We
ﬁrstly apply this method to spin models on scale-free networks. The results obtained
show perspectives and open a new way for further investigation of phase transitions on
complex networks. We shortly summarized the main original results obtained in the
previous three chapters below.
1. For the q-state Potts model on an uncorrelated scale-free network in the presence
of quenched disorder using the mean ﬁeld approach the expressions for a free energy
was obtained. The phase diagram of the model (Fig. 2.2) indicates that the ordering
and order of phase transition are dependent on the number of Potts states q, as well
as on the decay exponent  in appropriate way. For the second order phase transition
regime ﬁrstly a scaling functions and critical amplitude ratios had been obtained.
2. For percolation (Potts model in the limit q ! 1) on scale-free networks we
demonstrate the appearance of logarithmic corrections to scaling. The logarithmic
corrections obtained have a negative sign. This weakens the singularities of observables
near the percolation point.
3. We found that the jump of the heat capacity cH for the Ising model on a
scale-free network is -dependent even at  > 5, while all critical exponents are -
independent and correspond on the values predicted by mean ﬁeld theory. For that
case the value of the heat capacity jump tends to the predicted mean ﬁeld one in the
limit cH(!1) = 3=2.
CONCLUSIONS
4. We complete the analysis for the Ising model on a complete graph using the Lee-
Yang-Fisher formalism for the partition function zeros. Using the method proposed for
zeros in complex temperature plane (Fisher zeros) we found: the appropriate integral
representations for the partition function in complex magnetic ﬁeld plane (Lee-Yang
zeros); values of conformal invariant angles and scaling exponent for Lee-Yang zeros.
5. First we apply the method of partition function zeros analysis for an investigation
of spin models behaviour on scale-free networks. The conformal invariant character-
istics of zeros location appear to be -dependent for the Ising model on a scale-free
network. In particular, the Fisher zeroes condensation angle ' and scaling exponent 
in the region   5 correspond to ones on a complete graph, and in case 3 <  < 5 are
deﬁned by formulas (4.15), (4.16).
6. For the Ising model on a scale-free network the logarithmic corrections to the
zeros coordinates as a function of system size N appear at  = 5 (see Eq. (4.39)) with
exponents satisﬁed the scaling relations to those logarithmic corrections.
7. The Lee-Yang circle theorem for the Ising model on an annealed scale-free
network is violated in a region 3 <  < 5. If at   5 whole zeros are purely imaginary,
it is not the case for 3 <  < 5: if the decay exponent  decrease then the number
of purely imaginary zeros decrease and zeros with imaginary and real parts appears
which contradict the theorem conditions.
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Appendix 1. Notes on the natural cut-oﬀ
In this Appendix we discuss in more detail the choice of the upper cut-oﬀ in Eq. (4.7).
A network of ﬁnite size (ﬁnite number of nodes N) cannot contain a node of inﬁnite
degree k by deﬁnition. For a scale-free network, the maximal node degree kmax for
ﬁnite N (the so-called natural cut-oﬀ) can be deﬁned in diﬀerent ways. In Ref. [207] it
was proposed to deﬁne a cut-oﬀ kmax as the value of the degree for which one expects
to observe one vertex at most:
Np(kmax)  1: (A.1)
From here one gets an N dependency of the cut-oﬀ:
kmax  N1=: (A.2)
The drawback of (A.2) is that for continuous k this deﬁnition contains the probability
of a single point (which is zero). Another deﬁnition of cut-oﬀ was given in [63]. There,
the cut-oﬀ is interpreted as the value of the degree k above which one expects to ﬁnd
at most one vertex:
N
Z 1
kmax
p(k)dk  1; (A.3)
leading to
kmax  N1=( 1): (A.4)
In Ref. [208] the extreme value theory was used to deﬁne the natural cut-oﬀ. In this
case the exact value for kmax slightly diﬀers, however it remains N dependent. Below
we will show that the form of kmax(N) dependence does not change the asymptotic
estimate for the partition function (4.9) in the leading order in N .
For simplicity, let us consider the partition function (4.5) for zero magnetic ﬁeld
APPENDICES
H = 0 (the derivation for non-zero H is quite similar):
ZN(T ) =
Z +1
 1
exp
 Nhkix2T
2
+
X
l
ln cosh(xkl)

dx : (A.5)
Using (4.6) we rewrite the sum over network nodes
P
l in the exponent in terms of
the integral over k for a given distribution function p(k), keeping the lower and upper
cut-oﬀ:
ZN(T ) =
Z +1
 1
exp
n
N
h hk2ix2 t
2
(A.6)
+
Z kmax
kmin
p(k)[ln cosh(xk)  1
2
(xk)2]dk
io
dx ;
with t = (T   Tc)=Tc and Tc = hk2i=hki. To evaluate (A.6) we make use of the
fact that at large N the main contribution comes from small x. In turn, this means
that we need to evaluate the integral over k in (A.6) at small x and for large N . To
keep the network connected for all 3 <  < 5 we have chosen the lower cut-oﬀ value
to be kmin = 2. The crucial point is that the value of this integral does not depend on
the way in which kmax tends to inﬁnity (e.g. kmax  N 1 1 ). It is because kmin and
kmax are the only terms in (A.6) that depend on N . Moreover, this dependence may
be taken in the form of the natural cut-oﬀ (A.4) or in any other form that satisﬁes
limN!1 kmax !1. Therefore, one gets:
lim
x!0
lim
N!1
Z kmax
kmin
p(k)[ln cosh(xk)  1
2
(xk)2]dk (A.7)
= lim
x!0
Z 1
2
p(k)[ln cosh(xk)  1
2
(xk)2]dk :
The integral in the right-hand side of (A.7) has been already evaluated (see e.g. [93]
or [18]). It is
lim
x!0
Z 1
2
p(k)[ln cosh(xk)  1
2
(xk)2]dk = ax
 1 +O(x); (A.8)
with known values of the coeﬃcients a [18, 93]. Substituting (A.8) into (A.6) we
arrive at:
ZN() 
Z 1
0
exp
n
 N
hk2ix2
2
+ a()x 1
o
dx ; 3 <  < 5 : (A.9)
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Now the integral (A.9) can be taken by a steepest descent. The result we have obtained
is consistent with the Landau theory for the Ising model on scale-free networks [108]
as well as with the mean ﬁeld analysis [87, 93, 94]. In this way, all three approaches
(Landau, mean ﬁeld, and the current one - based on the integral representation) lead
to the same thermodynamics.
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Appendix 2. Partition function zeros for 2- and 3-
particle Ising model on a complete graph
For the better understanding of the procedure of partition function zeros search we will
consider two simple cases, namely 2- and 3-particle Ising model on a complete graph.
For simplicity let us consider the model without external ﬁeld H = 0 and ﬁnd partition
function zeros in the complex temperature plane.
2-particle Ising model Hamiltonian reads:
 H =
X
i 6=j
SiSj; i; j = 1; 2: (A.10)
Averaging the partition function over the spin conﬁgurations we get:
Z = 2(e + e ): (A.11)
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Im
 e
β
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β
Fig. 1: Fisher zeros for (а) 2-particle and (b) 3-particle Ising model on a complete graph in complex
e-plane.
Turn to another temperature representation, because the angles of partition func-
tion zeros location are conformal invariant. Designate variable x = e, where  =
1=(TkB) is a complex temperature. Since the variable x is complex we ﬁnd the solu-
tions of the equation Z = 0 in a complex x = xr + ixi plane, when for the real and
imaginary parts is valid: xr = Re e i xr = Ime. Equating the partition function
(A.11) to zero and changing the variables we look on the solutions in complex plane
for the polynomial:
x2 + 1 = 0: (A.12)
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That is easy to note, that for the second order polynomial in complex temperature
plane only two complex solutions for the partition function zeros exist: x1;2 = i. In
the complex x =-plane the solutions correspond to two points on imaginary axis (see
Fig. 1a).
Let us ﬁnd Fisher zeros for 3-particle Ising model on a complete graph at H = 0
then. The Hamiltonian of the system can be written as follows:
 H =
X
i 6=j
SiSj; i; j = 1; 2; 3: (A.13)
Averaging the partition function over spin conﬁgurations and equating it to zero, we
get the following polynomial in x-representation:
x6 + 6x2 + 1 = 0: (A.14)
We can ﬁnd six possible analytical roots for the polynomial (A.14): x1;2 = 0:407i or
x3;4 = 1:127 i1:089, x5;6 =  1:127 i1:089. The ﬁrst two solutions are purely imag-
inary, while x3;4;5;6 contain both, real and imaginary, parts of Fisher zero coordinates
(see Fig. 1b).
Similar analysis for the Fisher zeros search we can proceed for large systems size,
however the order of polynomial increases with the system size, which makes the analy-
sis more and more complicated. In the thesis an integral representation for the partition
function is analyzed and analytical complex zeros are fond.
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Appendix 3. Numerically calculated values of the ex-
ponent  for the Ising model on an annealed scale-free
network (1st case)
In this Appendix we describe details of the ﬁtting procedure that is used to deﬁne
the values of the exponent  for the model on an annealed scale-free network with the
node degree exponent . For the rescalled imaginary part of Lee-Yang zeros Eq. (3.19)
reads:
Imhj  (j   C) : (A.15)
Our goal is to check how the power law (A.15) holds for scale j at diﬀerent values of
C and . In Fig. 2 we plot the ﬁrst 7 Lee-Yang zeros at  = 4:9 for C = 0; 0:5; 0; 7
and ﬁt them in the ln-ln scale by linear function. Repeating such ﬁts at diﬀerent C for
ﬁxed  we evaluate goodness of the ﬁts by using variance of residuals . Dependencies
(C) and (C) at  are given in Fig. 3. At optimal value Copt = 0:36 the value of the
exponent (Copt) = 0:724(7), while the exact result is  = 0:744.
 1
 1.5
 2
 2.5
 3
 3.5
-1 -0.5  0  0.5  1  1.5  2
ln
(I
m
 h
)
ln(j-C)
C=0
C=0.3
C=0.7
Fig. 2: Linear ﬁtting of the coordinate of the ﬁrst 7 Lee-Yang zeros at  = 4:9 for C = 0; 0:5; 0; 7
(discs, rectangles and stars, correspondingly).
In Tab. 1, Tab. 2 we give the numerically calculated values of the purely imaginary
Lee-Yang zeros for  = 4:1 4:9 and the imaginary part of the ﬁrst 10 Lee-Yang zeros
at  = 3:5  4:9. Using the ﬁtting procedure, described above, we ﬁnd the variance
of residuals , anomalous dimension  and optimal value of the ﬁtting parameter Copt
for the Ising model on an annealed scale-free network by ﬁtting over the N Lee-Yang
zeros and the imaginary part of the ﬁrst 10 Lee-Yang zeros zeros at diﬀerent  (see
Tables 3 and 4, respectively).
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Fig. 3: Variance of residuals  and exponent  at  = 4:9 obtained while ﬁtting coordinates of the
ﬁrst 7 Lee Yang zeros via Eq. (3.19) as functions of the ﬁtting parameter C. The the value of the
exponent  calculated at (Copt) = 0:724(7) tends to be close to the exact result  = 0:744.
Table 1: Numerically calculated values of the purely imaginary (N ) Lee-Yang zeros for the Ising model
on an annealed scale-free network with the node degree decay power  ( diﬀers from 4:1 to 4:9 by
0:1).
 Imh1 Imh2 Imh3 Imh4 Imh5 Imh6 Imh7
4:1 3:549 7:354 8:778        
4:2 3:533 7:178 9:072        
4:3 3:518 7:068 9:262        
4:4 3:506 6:991 9:388        
4:5 3:495 6:933 9:474        
4:6 3:485 6:889 9:531 12:491 13:577    
4:7 3:476 6:855 9:571 12:301 14:065    
4:8 3:468 6:827 9:599 12:239 14:352    
4:9 3:460 6:804 9:620 12:223 14:533 17:111 18:420
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Table 2: Numerically calculated values of the imaginary part of the ﬁrst 10 Lee-Yang zeros for the
Ising model on an annealed scale-free network with the node degree decay power  ( diﬀers from 3:5
to 4:9 by 0:1)
 Imh1 Imh2 Imh3 Imh4 Imh5 Imh6 Imh7 Imh8 Imh9 Imh10
3:5 3:762 7:212 9:496 11:351 12:983 14:470 15:850 17:146 18:375 19:548
3:6 3:702 7:417 9:940 11:976 13:770 15:406 16:927 18:358 19:716 21:014
3:7 3:657 7:597 10:357 12:570 14:522 16:305 17:964 19:528 21:014 22:437
3:8 3:621 7:752 10:750 13:134 15:240 17:165 18:961 20:655 22:268 23:813
3:9 3:593 7:881 11:119 13:668 15:923 17:989 19:918 21:740 23:478 25:143
4 3:569 7:823 8:149 11:466 14:174 16:574 18:776 20:835 22:783 24:642
4:1 3:549 7:354 8:778 11:791 14:654 17:194 19:528 21:714 23:785 25:762
4:2 3:533 7:178 9:072 12:094 15:108 17:785 20:248 22:556 24:746 26:840
4:3 3:518 7:068 9:262 12:374 15:540 18:349 20:936 23:364 25:670 27:877
4:4 3:506 6:991 9:388 12:626 15:952 18:887 21:595 24:140 26:558 28:875
4:5 3:495 6:933 9:474 12:848 16:346 19:405 22:229 24:886 27:414 29:838
4:6 3:485 6:889 9:531 12:491 13:577 16:726 19:904 22:841 25:607 28:240
4:7 3:476 6:855 9:571 12:301 14:065 17:092 20:393 23:438 26:308 29:044
4:8 3:468 6:827 9:599 12:239 14:352 17:442 20:883 24:032 27:003 29:838
4:9 3:460 6:804 9:620 12:223 14:533 17:111 18:420 21:412 24:662 27:728
Table 3: Variance of residuals , anomalous dimension  and optimal value of the ﬁtting parameter
Copt for the Ising model on an annealed scale-free network with the node degree decay power  (
diﬀers from 4:1 to 4:9 by 0:1) calculated by ﬁtting over the N Lee-Yang zeros. Number of the purely
imaginary Lee-Yang zeros (N ) are given on second column. The exact value of exponent exact are
given in the last column.
 N Copt  exact
4:1 3 0:93 0:267 0:677
4:2 3 0:81 0:386 0:688
4:3 3 0:70 0:475 0:697
4:4 3 0:61 0:543 0:706
4:5 3 0:53 0:601 0:714
4:6 5 0:49 0:639(19) 0:722
4:7 5 0:41 0:688(9) 0:730
4:8 5 0:37 0:715(4) 0:737
4:9 7 0:36 0:724(7) 0:744
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Table 4: Variance of residuals , anomalous dimension  and optimal value of the ﬁtting parameter
Copt for the Ising model on an annealed scale-free network with the node degree decay power  (
diﬀers from 3:5 to 4:9 by 0:1) calculated by ﬁtting over the imaginary part of the ﬁrst 10 Lee-Yang
zeros. The exact value of exponent exact are given in the last column. N corresponds to the number
of purely imaginary Lee-Yang zeros.
 N Copt  exact
3:5 1 0:58 0:528(1) 0:6
3:6 1 0:61 0:544(1) 0:615
3:7 1 0:62 0:565(1) 0:630
3:8 1 0:63 0:582(1) 0:643
3:9 1 0:64 0:597 0:655
4 3 0:15 0:776(33) 0:667
4:1 3 0:14 0:807(20) 0:677
4:2 3 0:12 0:838(14) 0:688
4:3 3 0:10 0:866(12) 0:697
4:4 3 0:07 0:896(11) 0:706
4:5 3 0:05 0:922(11) 0:714
4:6 5 0 0:890(19) 0:722
4:7 5 0 0:907(16) 0:730
4:8 5 0 0:923(15) 0:737
4:9 7 0:16 0:822(14) 0:744
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Appendix 4. Numerically calculated values of the ex-
ponent  for the Ising model on an annealed scale-free
network (2nd case)
Let us consider the behaviour of an imaginary Lee-Yang zero coordinate Imhj at small
j for a diﬀerent values of . In Fig. 4a–c we plot the coordinates of an imaginary
part of the ﬁrst ten Lee-Yang zeros Imhj at  = 4:5,  = 4 and  = 3:5, as a function
of j   C for diﬀerent C = 0; 1=4; 1=3; 1=2; 0:6; 0:9, correspondingly. The solid lines
correspond to the expected scaling with predicted by (4.25) exponents ( = 4:5) '
0:714, ( = 4) ' 0:667, ( = 3:5) ' 0:6. It is obvious that the optimal value C
for the curves Imhj does not exist. Currently, this value becomes to be -dependent,
as well as the exponent . Moreover to choose the optimal value C for a ﬁxed  we
should to deﬁne the region of j when the best adjustment with a straight line exists.
In a table 5 we present the numerically obtained values for the exponent . In the Fig.
5 we compare the exact value of the exponent  (4.25) with a numerically obtained
 using the linear approximation of the imaginary part of the ﬁrst ten Lee-Yang zero
coordinates with the zeros order j.
In a Table 5 the numerically calculated values of the exponent  for the Ising model
on an annealed scale-free network with the node degree decay power  = 4:5,  = 4, and
 = 3:5 are shown. The exponent  are calculated by linear ﬁtting of the imaginary
parts Imhj of j Lee-Yang zeros. The last row gives exact predicted by an analytic
formula (4.15). The optimal value of the exponent C can be chosen from comparison
of numerically obtained value of  and the analytical one.
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Fig. 4: Imaginary part of the ﬁrst ten Lee-Yang zero coordinates Imhj for the Ising model on an
annealed scale-free network at (a)  = 4:5, , (b)  = 4 and (c)  = 3:5, as a function of j   C at
diﬀerent C = 0; 1=4; 1=3; 1=2; 0:6; 0:9. For the better demonstration of the expected scaling with
diﬀerent exponents ( = 4:5) ' 0:714, ( = 4) ' 0:667, ( = 3:5) ' 0:6 the solid curves are
plotted.
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Fig. 5: Anomalous dimension  for the Ising model on an annealed scale-free network as function of .
Black curve: the line of exact values of , Eq. (4.25). Discs (red online): numerically calculated best
ﬁtting results via equation (3.19). The parameter C changes with : C = 0:58, C = 0:53, C = 0:50,
C = 0:47 and C = 0:33 for  = 4:5,  = 4:2,  = 4,  = 3:8, and  = 3:5, respectively.
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Table 5: Numerically calculated values of the exponent  for the Ising model on an annealed scale-free
network with the node degree decay power  = 4:5,  = 4, and  = 3:5. The values of  are calculated
by linear ﬁtting of the imaginary parts Imhj of j Lee-Yang zeros with the indices j = jmin:::10 by
equation (3.19) for several values of C. The last row gives exact predicted by an analytic formula
(4.15).
C jmin  = 4:5  = 4  = 3:5
0 1 0:939(11) 0:840(61) 0:690(26)
0 2 0:932(17) 0:738(19) 0:614(7)
0 3 0:950(23) 0:691(6) 0:598(3)
0 4 0:911(23) 0:679(3) 0:593(1)
0 5 0:866(13) 0:673(2) 0:590(1)
0 6 0:842(9) 0:669(1) 0:589
0 7 0:825(7) 0:667(1) 0:588
0 8 0:813(5) 0:665(1) 0:587
0 9 0:804 0:664 0:587
1=4 1 0:850(12) 0:764(24) 0:627(16)
1=4 2 0:876(17) 0:695(14) 0:577(29)
1=4 3 0:906(19) 0:658(3) 0:570
1=4 4 0:874(19) 0:651(1) 0:569
1=4 5 0:835(11) 0:649(1) 0:569
1=4 6 0:814(8) 0:647 0:570
1=4 7 0:801(6) 0:646 0:570
1=4 8 0:791(4) 0:646 0:571
1=4 9 0:783 0:646 0:571
1=3 1 0:818(16) 0:736(19) 0:604(12)
1=3 2 0:857(17) 0:680(13) 0:565(2)
1=3 3 0:891(17) 0:647(2) 0:560(1)
1=3 4 0:862(18) 0:642(1) 0:561(1)
1=3 5 0:825(10) 0:640 0:562(1)
1=3 6 0:805(7) 0:640 0:563(1)
exact 0:714 0:667 0:6
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Table 5: (Continued.) Numerically calculated values of the exponent  for the Ising model on an
annealed scale-free network with the node degree decay power  = 4:5,  = 4, and  = 3:5. The
values of  are calculated by linear ﬁtting of the imaginary parts Imhj of j Lee-Yang zeros with the
indices j = jmin:::10 by equation (3.19) for several values of C. The last row gives exact predicted by
an analytic formula (4.15).
C jmin  = 4:5  = 4  = 3:5
1=3 7 0:792(5) 0:640 0:564(1)
1=3 8 0:783(4) 0:640 0:565(1)
1=3 9 0:776 0:640 0:566
1=2 1 0:748(23) 0:676(9) 0:554(4)
1=2 2 0:818(18) 0:649(9) 0:539(1)
1=2 3 0:860(14) 0:625(1) 0:541(2)
1=2 4 0:837(16) 0:624 0:544(2)
1=2 5 0:804(9) 0:624 0:548(1)
1=2 6 0:787(6) 0:625 0:550(1)
1=2 7 0:776(4) 0:626(1) 0:552(1)
1=2 8 0:768(3) 0:628(1) 0:554(1)
1=2 9 0:762 0:629 0:556
0:6 1 0:701(28) 0:635(4) 0:521(2)
0:6 2 0:794(19) 0:630(7) 0:524(3)
0:6 3 0:842(13) 0:611(1) 0:529(3)
0:6 4 0:823(15) 0:612(1) 0:535(2)
0:6 5 0:791(8) 0:615(1) 0:539(2)
0:6 6 0:776(5) 0:617(1) 0:543(2)
0:6 7 0:766(4) 0:618(1) 0:545(1)
0:6 8 0:759(3) 0:620(1) 0:548(1)
0:6 9 0:753 0:622 0:550
exact 0:714 0:667 0:6
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TRANSITIONS DE PHASE DANS LES RE´SEAUX COMPLEXES
Cette the`se est consacre´e a` l’e´tude du comportement critique de mode`les de spins sur re´seau
invariant d’e´chelle caracte´rise´s par une distribution de probabilite´ de la coordination k des sites en
P (k)  k  en pre´sence de de´sordre trempe´ ou recuit ainsi que sur graphe complet. Pour le mode`le
de Potts sur re´seau invariant d’e´chelle, nous avons obtenu a` l’aide d’une approche de champ moyen
inhomoge`ne l’ensemble des exposants critiques, des rapports d’amplitudes critiques et des fonctions
d’e´chelle qui se re´ve`lent de´pendantes de l’exposant de de´croissance . Dans ce sens,  apparaˆıt comme
l’un des parame`tres globaux qui de´terminent la classe d’universalite´. A coˆte´ de la me´thode tradition-
nelle du champ moyen inhomoge`ne pour traiter les syste`mes sur re´seau complexe, nous utilisons, pour
la premie`re fois dans ce contexte, les ze´ros de la fonction de partition dans le plan complexe. Un
comportement inhabituel a e´te´ obtenu pour un certain nombre de grandeurs telles que l’angle de
condensation ' des ze´ros de Fisher et l’exposant  qui s’ave`rent tous deux de´pendants de . Nous
observons e´galement que le the´ore`me du cercle de Lee et Yang est viole´ dans la re´gion 3 <  < 5 pour
le mode`le d’Ising sur un re´seau invariant d’e´chelle recuit.
PHASE TRANSITIONS ON COMPLEX NETWORKS
The thesis is devoted to the investigation of the critical behavior of spin models on a scale-free
network with a power-law node-degree probability distribution P (k)  k , in presence of quenched
or annealed disorder, and on a complete graph. For the Potts model on a scale-free network in terms
of inhomogeneous mean-ﬁeld approach we found the set of critical exponents, critical amplitude ratios
and scaling functions, which appear to be dependent on the probability distribution decay exponent
. In that sense  is manifested to be one of the global parameters which deﬁne the universality
class. Along with the traditional theory of complex networks by inhomogeneous mean-ﬁeld method,
we use for the ﬁrst time the method of partition function zeros analysis in the complex plane. Unusual
behavior was observed for a number of universal features, such as the angle of Fisher zeros condensation
' and the exponent  which appear to be  -dependent. We also observe that the Lee-Yang circle
theorem is violated in the region 3 <  < 5 for the Ising model on an annealed scale-free network.
ФАЗОВI ПЕРЕХОДИ НА СКЛАДНИХ МЕРЕЖАХ
Дисертацiйна робота присвячена дослiдженню критичної поведiнки спiнових моделей на
безмасштабних мережах зi степенево-спадною функцiєю розподiлу ступенiв вузлiв P (k)  k ,
при наявностi замороженого чи вiдпаленого безладу, та на повному графi. Для моделi Поттса на
безмасштабнiй мережi у наближеннi неоднорiдного середнього поля знайдено критичнi показники,
вiдношення амплiтуд, скейлiнговi функцiї, що виявляються залежними вiд показника загасання
функцiї розподiлу . Таким чином  виявляється одним iз глобальних параметрiв, що визначає
клас унiверсальностi. Поряд iз традицiйним методом неоднорiдного середнього поля вперше
у теорiї складних мереж використано метод аналiзу нулiв статистичної суми в комплекснiй
площинi. Виявлено незвичну поведiнку ряду унiверсальних характеристик, а саме кут конденсацiї
нулiв Фiшера ' та показник  виявляються -залежними. Також ми спостерiгаємо порушення
теореми Лi-Янга про одиничне коло в дiапазонi 3 <  < 5 для моделi Iзiнга на вiдпаленiй
безмасштабнiй мережi.
