Abstract. In this part of our paper we present several new theorems concerning the existence of common fixed points of asymptotically regular uniformly lipschitzian semigroups.
Introduction
Let (X, · ) be a Banach space and C a subset of X. A mapping T : C → C is said to be uniformly k-lipschitzian if for each x, y ∈ C and every natural number n, T n x − T n y ≤ k x − y . If k = 1, then the mapping T is called nonexpansive. These definitions can also be introduced in metric spaces. The class of uniformly lipschitzian mappings on C is completely characterized as the class of those mappings on C which are nonexpansive with respect to some metric on C which is equivalent to the norm [16] . In this part of our paper we use the new geometric coefficients introduced in its first part to study the existence of (common) fixed points for this class of mappings.
Basic notations and facts
Throughout this paper we will use the notations from the first part of our paper [6] . However, before we recall several known fixed point theorems we need a few additional notations.
Let (X, · ) denote a Banach space. For x ∈ X and a bounded sequence {x n } the asymptotic radius of {x n } at x is the number r a (x, {x n }) = lim sup n x − x n . Now for a nonempty closed convex subset C of X the asymptotic radius of {x n } in C is the number r (C, {x n }) = inf {r a (x, {x n }) : x ∈ C}. The asymptotic center of {x n } in C [13] is the set Ac (C, {x n }) = {x ∈ C : r a (x, {x n }) = r (C, {x n })} . For more details see [1] , [16] and [17] .
Let B (0, 1) be the closed unit ball in X. The modulus of convexity of X is the function δ : [0, 2] → [0, 1] defined by δ ( ) = inf 1 − x + y 2 ; x, y ∈ B (0, 1) , x − y ≥ [8] .
The characteristic of convexity of X is the number 0 (X) = sup { : δ ( ) = 0} [16] . When 0 (X) = 0 X is called a uniformly convex space [8] .
The Lifshitz characteristic κ (M ) of a metric space (M, ρ) is the supremum of all positive real numbers b such that there exists a > 1 such that for each x, y ∈ M and r > 0 with ρ (x, y) > r there exists z ∈ M satisfying B (x, br) ∩ B (y, ar) ⊂ B (z, r) [23] . It is obvious that κ (M ) ≥ 1. In a Banach space (X, · ) we denote by κ 0 (X) the infimum of the numbers κ (C) where C is a closed, convex, bounded and nonempty subset of X. It is known [2] , [16] 
and 0 (X) < 1 if and only κ 0 (X) > 1 [12] . Therefore κ 0 (X) ≤ √ 2 [2] . Unfortunately, we know the exact value of κ 0 (X) or some lower bounds for κ 0 (X) in special spaces only [2] . Therefore it is convenient to introduce a new coefficient which plays a role similar to the one of κ 0 (X). In [10] T. Domínguez Benavides and H.K. Xu introduced such a new constant κ ω (X) in Banach spaces. We give here a slightly different definition of κ ω (X) from the one given in [10] . Namely, if (X, · ) is a Banach space and C is a nonempty bounded closed convex subset of X, then (a) a number b ≥ 0 has property (P ω ) with respect to C if there exists some a > 1 such that for all x, y ∈ C and r > 0 with x − y ≥ r and each weakly convergent sequence {z n } with elements in C such that lim sup n x − z n ≤ ar and lim sup n y − z n ≤ br, there exists z ∈ C such that lim inf n z − z n ≤ r; (b) κ ω (C) = sup {b > 0 : b has property (P ω ) with respect to C} ; (c) κ ω (X) = inf {κ ω (C) : C is a nonempty bounded closed convex subset of X}.
It is clear that κ ω (C) ≥ κ (C) for all nonempty bounded closed convex subsets C ⊂ X. Next let us observe that κ ω (X) = inf {κ ω (C) : C is a convex weakly compact subset of X} .
Hence we get that κ ω (X) ≤ W CS (X) [2] . Let (M, ρ) be a metric space, where M is not a singleton and T : M → M . Then we will use the symbol |T | to denote the exact Lipschitz constant of T , i.e.,
Let X be a Banach space, C a nonempty bounded closed convex subset of X , G an unbounded subset of [0, ∞) such that
and T = {T t : t ∈ G} a family of self-mappings on C . T is called a semigroup of mappings on C if
(ii) for each x ∈ C, the mapping t → T t x from G into C is continuous when G has the relative topology of [0, ∞). Let us observe that in the particular case G = N we get the semigroups of iterates T = {T t : t ∈ G} = {T n 1 : n ∈ N} . If T satisfies i. -ii. and in addition there exists k > 0 such that
for all x, y ∈ C and t in G, then we say that T is a uniformly lipschitzian (k-lipschitzian) semigroup of mappings on C.
If T satisfies i. -ii. and for each x ∈ C, h ∈ G,
then T is said to be asymptotically regular. The concept of asymptotic regularity is due to F.E. Browder and W.V. Petryshyn [5] . Let us observe that the notions of the asymptotic radius and the asymptotic center can be formulated in an obvious way for {x t } t∈G , where G satisfies (2) and (3).
The first positive result about fixed points of uniformly lipschitzian mappings is due to K. Goebel and W.A. Kirk. Theorem 2.1. [14] Let X be a Banach space with 0 (X) < 1 and let C be a nonempty bounded closed convex subset of X. Suppose T : C → C is uniformly lipschitzian with a constant k < γ, where γ > 1 satisfies the equation
Then T has a fixed point in C.
By (1) it is obvious that the constant γ from (4) is strictly less than κ 0 (X) [23] .
In [30] K.-K. Tan and H.-K. Xu proved the following theorem which is formulated in the same spirit as the previous one. 
The constant γ 1 given by formula (5) is always bigger than the constant γ defined by (4) .
In [23] Lifshitz extended the result of Goebel and Kirk in the following way:
complete metric space and T : M → M a uniformly lipschitzian mapping with constant k < κ (M ). If there exists
Here we must note that in the case of a Banach space we do not know in general how to compare the constant γ 1 given by (5) to the constant κ (X) or κ 0 (X).
In each Banach space we have κ 0 (X) ≤ N (X) (see (1)) but in particular cases we can have κ 0 (X) < N (X) [7] . Therefore the following result is important.
Theorem 2.4. [7]
Let X be a Banach space X with uniform normal structure and C a nonempty bounded closed convex subset of X. If T : C → C is a uniformly k-lipschitzian mapping with k < N (X), then T has a fixed point. Now we recall a fixed point theorem in which the coefficients κ 0 (X) and N (X) appear simultaneously.
Theorem 2.5. [9] Let X be a Banach space, C a nonempty bounded closed convex subset of X and T
then T has a fixed point.
For a discussion of this theorem see [9] . For asymptotically regular mappings we have the following results. 
Then T has a fixed point in C. 
For a discussion of the connections among the above results see [9, 10] .
In [11] , [20] , [21] , [30] , [31] and [32] some of the above results were reformulated in terms of semigroups. It is also worthwhile to see [4] , [15] , [18] , [19] , [22] , [24] , [25] , [26] , [27] , [28] , [29] , [33] , [34] .
Existence of fixed points of lipschitzian semigroups of mappings
We begin with a generalization of Theorem 2.2. 
Then there exists a common fixed point of T.
Proof. Without loss of generality we can assume that (X, · ) is uniformly convex and k > 1. If 0 < 0 < 1 we need only make minor changes in the following proof. Let us denote N (X) by N . For each x ∈ C let z be the unique element of Ac (C, {T t x}). Let us assume that
and d (z) = diam a {T t z} > 0. Then we can find sequences {s n } and {t n } such that lim
Next we have
and finally
Directly from our assumption we get a < 1. Now we define a sequence {x n } ∞ n=0 in C in the following way: x 0 is an arbitrarily chosen element of C and x n+1 is the unique element of Ac (C, {T t x n }) for n = 0, 1, 2, ... . By (9) we obtain
and the inequalities
which are valid for i < j, lead to
This, in turn, yields the conclusion that {x n } ∞ n=0 is norm Cauchy and hence strongly convergent. Let x = lim n x n . Then by (8) for each s ∈ G we have
This completes the proof.
Remark 3.1. The constant γ given by (7) is bigger than the constant γ defined by (5).
For our next results we need the following simple fact. 
2) For each 0 < 1 θ < w-AN (X) and every asymptotically regular sequence {x n } with a weakly compact conv {x n } there exists a subsequence {x n i } and a point w ∈ conv {x n } such that
Proof. 1) ii. It is sufficient to apply the lower semicontinuity of · with respect to the weak topology because we have
We will use the above lemma in the proofs of the next three theorems. and k > 1. If 0 < 0 < 1 we need only make minor changes in our proof. First we choose θ such that 1 < 1 θ < w-AN (X) and
Next we fix t 0 , h ∈ G with h > 0 and define t n = t 0 + nh for n = 1, 2, ... Let us observe that for each x ∈ C the sequence {T tn x} is asymptotically regular and by Lemma 3.1 for each x ∈ C there exists a weakly convergent subsequence T tn i x with w ∈ conv {T tn x} such that
In other words, for each x ∈ C we can find a subsequence T tn i x and w (x) ∈ C which satisfy the inequality (11). Hence, if z (x) is the unique element of Ac C, T tn i x , then we have
The asymptotic regularity of T leads to
for every m. Now we set
We observe that by the asymptotic regularity of T and since
We construct the sequence {x m } in the following way: x 0 ∈ C is arbitrary and (12) and (14) we get
Now we have to consider two cases. If for some m 0 we have r m 0 = 0, then we get
In the second case we have r m > 0 for all m ≥ 0. For each m we first choose an arbitrary 0 < < R (x m+1 ) and then j such that
Now we find i 0 such that for all i ≥ i 0 we have
(the subsequence {t n i } depends on x m here) and (see (13))
It follows that
Letting i tend to infinity we obtain
Taking now to 0 we get
k · r m which after applying the inequality (15) implies that
Let us observe that
and therefore (16) for m = 1, 2, ... . Hence by (15) and (16) we deduce that
(the subsequence {t n i } depends on x m here) and therefore the sequence {x n } is strongly convergent to some x ∈ C. By the inequality
which is valid for all x, y ∈ C, we have R (x) = 0. Thus in both cases we can find y ∈ C with R (y) = 0. This means that
and by the asymptotic regularity of T we have
This completes the proof. Proof. Let k ≥ 1 and let us fix θ such that
We choose t 0 , h ∈ G with h > 0 and consider the sequence {t n } = {t 0 + nh}.
For each x ∈ C we define R (x) by
Let us observe that for each x ∈ C the sequence {T tn x} is asymptotically regular and by Lemma 3.1 for each x ∈ C there is a weakly convergent to w subsequence
By i., ii., (14) and the asymptotic regularity of T we obtain
for each m, and finally
and R (w) ≤ α · R (x) . This allows us to construct a sequence {x m } which is convergent to a fixed point of T. We simply choose the first element x 1 arbitrarily and next we set x m = w (x m−1 ) for m = 2, 3, ... . Now it is sufficient to observe that
and repeat the arguments from the end of the proof of Theorem 3.2 to finish the present proof.
In the next theorem we employ κ ω (X) and w-SOC (X).
Theorem 3.4. Let (X, · ) be a Banach space with w-SOC (X) > 1, C a convex weakly compact subset of X and T = {T t : t ∈ G} an asymptotically regular uniformly k-lipschitzian semigroup of mappings on C. If
then T has a common fixed point.
Proof. The proof is based on ideas presented in [9] . Let us denote S = w-SOC (X) and κ = κ ω (X). Without loss of generality we may assume that S < +∞ (see Theorem 3.2 in [6] ) and k > 1. The inequality (17) and k > 1 imply κ > 1. Next we observe that
The inequality
Directly from the definition of κ we find a > 1 and 1 < b < κ such that
and for all x, y ∈ C and r > 0 with x − y ≥ r and each weakly convergent sequence {z n } in C for which lim sup n x − z n ≤ a·r and lim sup n y − z n ≤ b · r there exists some z ∈ C such that lim inf n z − z n ≤ r. Next we choose > 0 such that 1 + 2 a = α < 1.
Similarly as in the proofs of the previous theorems we consider the sequence {t n } = {t 0 + nh}, where t 0 , h ∈ G and h > 0. For x ∈ C we define R (x) as follows
First we will show that R ( x) = 0 for some x ∈ C. To this end we take an arbitrary x ∈ C. Assume that R (x) > 0. Then we can find y ∈ C with lim inf
There are two possibilities; either
for some j.
Let us take a look at the first case. By (14) and (19) we get
a and after applying the definition of w-SOC (X) we obtain
This implies that
inf r a w,
Hence there exists a subsequence T tn i x which weakly converges to w ∈ C such that (21) and therefore
Next we see that
and by (19) and (21) this yields
Let us now consider the second case. By (20) we have
for some j. Let us choose a weakly convergent T tn i y such that
for each i. This implies
T t n i +m−1 y − T t n i +m y < R (x) · (1 + )
and T t j x − T tn i +t j y ≤ k · R (x) · (1 + ) (25) for every i. By (18) we can choose λ such that
Then by (24) , (25) and (26) we have (27) and next by (20) and (26) ,
Directly from the definition of b and by (24) , (27) and (28) (30) and by (24) and (29) 2 the constant γ given by (10) is strictly bigger than the constant γ 2 defined by (6).
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