Abstract: This paper describes the work towards Gujarati Ad hoc Monolingual Retrieval task for widely used Information Retrieval (IR) models. We present an indexing baseline for the Gujarati Language represented by Mean Average Precision (MAP) values. Our objective is to obtain a relative picture of a better IR model for Gujarati Language. Results show that Classical IR models like Term Frequency Inverse Document Frequency (TF_IDF) performs better when compared to few recent probabilistic IR models. The experiments helped to identify the outperforming IR models for Gujarati Language.
Introduction
Information retrieval (IR) is concerned with representing, searching, and manipulating large collections of electronic text data. IR is the discipline that deals with retrieval of unstructured data or partially structured data, especially textual documents, in response to a set of query or topic statement(s), which may itself be unstructured [6] . The typical interaction between a user and an IR system can be modeled as the user submitting a query to the system; the system returns a ranked list of relevant documents, with the most relevant at top of the list.
The need for effective methods of automated IR has grown in importance because of the tremendous explosion in the amount of text documents and growing number of document sources on the Internet. Over the last few years, there has been a significant growth in the amount of text documents in Indian languages. Researchers have been performing IR tasks in English and European languages since many years [2, 15] , efforts are being made to encourage IR tasks for the Indian Languages [5, 14] .
Most of the IR research community uses resources known as test collection [12] . Since 1990's, TREC [15] is conducting evaluation exercises using test collections. The classic components of a test collection are:
A collection of documents; each document is given a unique identifier docid or docno. A set of topics (also referred as queries); each query is uniquely identified by a qid or num. A set of relevance judgements (also referred as qrels) that consists of a list of (qid,docid) pairs detailing the relevance of documents to topics.
In this paper, we have described the ad hoc monolingual IR task performed over Gujarati language test collection. In ad hoc querying, the user formulates any number of arbitrary queries but applies them to a fixed collection [7] . We have considered Gujarati language, the reason being no such tasks have been performed for Gujarati language, although some work already exists for Bengali, Hindi and Marathi languages [10, 13] . Apart from this Gujarati is spoken by nearly 50 Million people over the world and is an official language for the state of Gujarat [9] .
The rest of the paper is organized as follows: Section 2 gives an overview of the experimental setup used to perform ad hoc task. Section 3 presents an overview of the evaluation conducted. Section 4 presents the results obtained during the experiment and finally Section 5 concludes the experiments.
Experimental Setup

Overview of the Corpus
The test collection used for this experiment is the collection made available during the FIRE 2011 [5] . The details of Gujarati Collection are mentioned in Table 1 The corpus is coded in UTF-8 and each article is marked up using the following tags:
<DOC> : Starting of the document <DOCNO> </DOCNO> : Unique identifier of the document <TEXT> </TEXT> : Contains the document text </DOC> : Ending tag of the document
Queries
The IR models were tested against 50 different queries in Gujarati language. Following the TREC model [16] , each query is divided into three sections: the title (T) which indicates the brief title, the description (D) that gives a one-sentence description and the narrative part (N), which specifies the relevance assessment criteria. Below is an example of a single query in the collection of 50 queries. 
IR Models
In 
Evaluations
In earlier years, the IR systems were evaluated using measures like Precision, Recall and Fallout [3] , where precision measures the fraction of retrieved documents that are relevant whereas recall measures the fraction of relevant documents retrieved and fallout measures the fraction of non-relevant documents retrieved. In recent years Mean Average Precision (MAP) values are considered to give the best judgment in the presence of multiple queries [11] .
In our experiments, to evaluate the retrieval performance, the mean average precision (MAP) values were considered. This measure is highly recommended among the TREC community and provides a single-figure measure of quality across recall levels. Among evaluation measures, MAP has been shown to have especially good discrimination and stability.
Average Precision is the average of the precision value obtained for the set of top k documents existing after each relevant document is retrieved, and this value is then averaged over multiple queries to obtain MAP. So, if each query qj belongs to a set of queries Q and if the set of relevant documents for a query is {d1, …d mj }and R jk is the set of ranked retrieval results from the top result until we get document d k then MAP can be calculated using equation 1.
Results
The MAP values of various IR models are given in The result shown in Table 3 signifies that TF_IDF is outperforming models In_expC2 and InL2 in terms of Precision values. A better picture of TF_IDF model can be obtained from the Graph given in Figure 1 , which models the Precision Recall Curve for the TF_IDF Model. 
Conclusion
From the results of experiments carried out to evaluate various IR models, we can conclude that In_expC2, In_L2, and TF_IDF models are performing well with the Gujarati Newswire corpus. Surprisingly TF_IDF is a classical model which does not give good results in English like language. The reason of its performance in Gujarati Language needs to be investigated. Further investigations claim that Precision can be best obtained from the TF_IDF model. Better Precision-Recall curve is obtained when we consider the Title (T) and short Description (D) both together in the queries. Through our experiments, we are able to generate a baseline for each of the IR model for Gujarati Language.
