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Abstract
The work in this thesis presents methods for clustering and aggregation of large dynamic networked
systems, typically consisting of numerous units/subsystems with complex interactions. Networked
system models are used in many scientific and real world applications, for example to describe
functional relationships among neurons in the brain, to achieve consensus in the design of com-
munication and controller actuation rules in multi-agent systems, and to estimate multiple service
demands in web-based software systems in order to enhance service quality by web cluster re-
location. The level of complexity in modeling, analysis, and control synthesis for these systems
increases combinatorially with the number of constituent elements in the network. This thesis
presents methods for obtaining concise aggregated representations of such systems, while capturing
important and relevant interconnectivity information.
In the first part of this thesis, we develop a theoretical framework for aggregating systems that
are represented by directed weighted graphs. In this framework, we formulate an optimization prob-
lem, with the goal of minimizing a dissimilarity function that captures the distance between the
representative and the original graphs. We propose a class of dissimilarity measures and introduce
the notion of composite graph sets allowing us to compare directed weighted graphs that contain
different numbers of nodes. The dissimilarity measures capture node similarities based on node
connectivity, and in the simplest case reduce to metrics previously defined for equal-sized undi-
rected unweighted graphs. The representative graph is determined by systematically identifying
and aggregating similar nodes of the original graph into supernodes, and then determining the inter
supernode connectivities. The key challenge herein is in overcoming the computational complexity
that arises in iteratively solving two combinatorial optimization problems corresponding to eval-
uating and minimizing the cost function (dissimilarity measure). In our formulation, using the
composite graph sets, only a single optimization problem is needed in every iteration. Further, we
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introduce a maximum entropy based soft aggregation approach for node clustering, and propose a
multi-scaled aggregation method whose central part incorporates the Deterministic Annealing al-
gorithm. Specifically, we solve a sequence of relaxed minimization problems by allowing soft cluster
associations; as we gradually decrease the level of softness, the solution for the original problem is
approached. We discuss graph structures for which this aggregation method is provably effective,
and provide comprehensive simulation examples demonstrating this efficacy.
As a special case, we study the reduction of Markov chains. By viewing a Markov chain as a
directed weighted graph, the graph aggregation techniques we propose are directly applicable. If we
consider nearly completely decomposable Markov chains, that is, chains whose transition matrices
P can be written as a perturbation added to a completely decomposable (reducible) chain P∗, i.e.,
P = P∗ + C, then we provide sufficient conditions under which our method guarantees recovery
of the decomposable sub-chain structure indicated by P∗, thus yielding easily verifiable conditions
to corroborate results given by perturbation theory. We then derive upper bound on how close
the stationary distribution of aggregated Markov chain is to the aggregated stationary distribution
of the original Markov chain. The effectiveness of this method has been demonstrated through
numerous examples at a variety of scales. We further apply this aggregation method to reduce
systems consisting of interactive stochastic processes that can be represented by graph models. In
particular, we study seismic activities at different geological locations, with parametric generative
models characterizing the influences among every location. In this scenario, ensemble interactions
within the system can be discovered by clustering the underlying graph model.
In the second part of this thesis, we consider dynamic clustering and coverage problems. The
goal is to use a small number of resources to provide continuous and sufficient coverage for a large
number of moving objects. We integrate control-theoretic methods, specifically Lyapunov-based
analysis, into our aggregation framework. Specifically, we adaptively compute the actuation rules
for all resources to achieve the tracking objective, in addition to a set of optimal resource locations
for fixed time-instances. For systems where moving objects are driven by acceleration fields, we
show that a dynamic control is necessary to achieve dynamic coverage, and provide closed-form
solutions for the resource dynamics. The algorithms we propose guarantee asymptotic tracking of
cluster group dynamics, and we further establish continuity and boundedness of the corresponding
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control laws. The algorithm has been successfully applied to many systems with a large number of
dynamic sites, and we provide examples in this thesis to corroborate the results.
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Chapter 1
Introduction
1.1 The Graph Clustering Problem
1.1.1 Historical overview
In studies of large interconnected systems such as economics [11, 62], social networks [21], neuro-
science [37, 52], Internet performance [39, 64] and multi-agent systems [15, 45], directed weighted
graph models are frequently used to capture complex dynamical interactions. However, both phys-
ical modeling and data-based modeling methods typically yield large models with numerous nodes
and complex interactions represented by edges; this makes the analysis of fundamental system be-
havior intractable. In systems research, it has long been a goal to approximate large complicated
system models by succinct and more tractable models, while maintaining the underlying ensem-
ble or dominant behaviors. For graph models in particular, a simple representative graph that
is similar to a given graph under some notion of similarity is pursued. As an important special
case of directed weighted graphs, the reduction of large Markov chains by itself arises in numerous
applications areas.
A major class of existing graph-simplification approaches have built on the concept of graph
partitioning, where subgraphs are identified within a large graph based on how strongly or weakly
they are connected to the rest of the graph [57]. Most graph partition algorithms use “cut-based”
methods, which typically require computation of eigenvalues and eigenvectors of the large adjacency
or Laplacian matrices associated with the graphs [61, 67]. These methods become increasingly
intractable as the size of graph grows, since the corresponding spectral decomposition becomes
computationally challenging. Moreover, cut-based algorithms usually produce a series of embedded
bipartitions which do not always lead to representations of actual clusters. The other effective
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while relatively less common approach to simplify graphs is through graph clustering, which aims
to aggregate similar nodes of a graph into supernodes [57,70,73]. In fact, there are algorithms that
convert clustering problems into graph partitioning problems and then apply spectral methods;
only a few address the opposite direction [14]. In this thesis, we mainly focus on the clustering
based approach for graph aggregation.
In forming the graph clustering problem, that is determining a smaller representative graph for
a given large and complicated graph, an optimal node aggregation is sought, where optimality is
defined and evaluated based on some distance measure quantifying similarity in node connectivi-
ties. There is no universally applied distance function for general directed weighted graphs. Early
development of similarity/distance measures between graphs was mainly based on graph isomor-
phisms, including graph isomorphism identification [9]; the edit distance given by the minimum
number of adding/deleting edge operations required to obtain one graph from another [47]; the dis-
tance characterized by the maximum common subgraph or the minimum common supergraph [20].
Similarity notions that reflect neighborhood similarity have become popular in the fields of In-
ternet analysis and social networking, and many statistical iterative updating methods have been
developed [6, 39]. Another large class of graph similarity notions are defined through graph node
matching or subgraph embedding [8, 35]. Nevertheless, these methods either apply to graphs with
the same number of nodes (graph isomorphisms), or deal with unweighted, typically undirected
graphs (distances based on editing or sub/sup-graphs).
More recently in the domain of control and information theory, specific forms of graph distances
have been proposed in the statistical inference, or probabilistic, setting, such as the variation-of-
information distance for comparing clustering (aggregation) results on the same dataset [46], the
Kullback–Leibler (K-L) divergence rate between two Markov chains [54], and an information-based
metric between two probability distributions [65]. Most of these approaches are compatible with
undirected unweighted graphs but not typically applicable to weighted and/or directed graphs.
The problem of Markov chain reduction has been solved by specific tools, which can be broadly
classified into two categories: balanced truncation [40] or state aggregation [13, 62]. A review on
model reduction methods (mainly balanced truncation) for Markov chains can be found in [5]. There
exists substantial analogue between the state aggregation approach and general graph clustering.
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Possibly the most well-known state aggregation methods for Markov chains are based on singular
perturbation and spectral analysis [2, 51, 62]. In [62], the authors proposed an aggregation rule
which identifies sub-chains when the large systems are completely decomposable (CD) or nearly
completely decomposable (NCD) Markov chains. A simulation-based aggregation method has been
proposed recently which employs information theoretical analysis and adaptively attains better
aggregation [13].
In general, the definition and evaluation of graph similarity incur the well known combinatorial
issue, which typically yields the mathematical formulations of graph aggregation NP-hard problems
[1]. Many formulations pose combinatorial optimization problems, whose cost surfaces typically
comprise of many local minima [24]. Amongst the major clustering methods, most are based on
k-means type clustering algorithms [43, 57, 73], which usually get trapped in poor local minima
quickly, and therefore require many implementation runs to achieve a satisfactory result. Another
method is the well-known heuristic algorithm, simulated annealing which avoids poor minima, but
typically requires very large computation times [23,73]. Alternatively, the deterministic annealing
(DA) algorithm, which is an iterative method characterized by an annealing parameter, detects
underlying clusters hierarchically and finer (possibly multiple) sub-clusters are identified as the
algorithm progresses. The main advantage of developing the clustering methods by DA algorithm
is two-fold: effectiveness and efficiency. Since the DA builds upon the maximum entropy principle
(MEP), there is no need to guess a starting point for the algorithm, and as a result repeated
implementations with different initial settings are not necessary. Moreover, the incorporation of
the annealing process is designed to avoid poor local minima with fewer iterations by adopting a
geometric annealing rule. An inherent phase-transition process induces natural splits of supernodes,
which do not have the inconsistencies associated with the embedded bipartitioning aspect of spectral
decomposition [55,60,72].
1.1.2 Main contributions of Part I
In this thesis, we focus on developing a meaningful similarity measure for general directed weighted
graphs, then provide a framework to determine a coarse graph by aggregating nodes that are similar
in terms of their connectivity to the rest of the graph. We apply this framework to aggregation of
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Markov chains. In Part I, our contributions are:
1) Development of a dissimilarity measure for general directed weighted graphs of (possibly)
different sizes. This formulation is motivated by many applications including those listed in the be-
ginning of this chapter, used to systematically evaluate aggregation performance, and is consistent
with existing graph distance measures for undirected unweighted graphs.
2) Reformulation of the graph clustering problem in an optimal resource allocation framework,
which is then addressed by incorporating soft partitioning and the deterministic annealing (DA)
algorithm. Presentation of a guided decentralized modification to improve algorithm scalability by
gradually shrinking the ranges of calculation.
3) Application of the graph clustering approach to aggregate large Markov chains. Detailed
investigation of the nearly decomposable Markov chain, and proposition of sufficient conditions
under which the MEP-based state aggregation guarantees to recover the sub-chain decomposition.
Determination of bounds on the approximation error between the aggregated stationary distribution
of the original Markov chain and the stationary distribution of the aggregated Markov chain.
4) Adaptation of the method to aggregate interconnected systems consisting of a large number
of stochastic processes described by parametric models, and identification of functional intercon-
nections in specific.
1.2 Clustering for Dynamic Systems
1.2.1 Historical overview
The study of clustering and coverage control problems with dynamic objects arises in various
applications, such as placement of autonomous sensors to perform distributed sensing tasks in a
dynamic environment with the goal of achieving and maintaining a required sensor coverage cri-
terion [10, 22, 30]; modeling CPU and database demands and their fluctuations in web-based soft-
ware engineering [25]; and identifying the centroidal evolution in clusters within massive dynamic
datasets containing varying features in database research [74]. These problems can be described
in terms of dynamics of multiple objects (or sites) in a (general) domain with the main objective
being to identify the group dynamic properties. Specifically, this goal can be viewed as a two-fold
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task: (1) partition the set of sites and place a resource in each cell of the partition, such that
the averaged distance from a site to the nearest resource is minimized; (2) control the resource
dynamics such that they track the corresponding dynamic cells.
The first task requires real-time decision-making and can be viewed as a static clustering or
facility allocation problem, which has been studied in various contexts, such as coding, vector
quantization and statistical learning [17, 24, 55]. In particular, this static clustering problem can
be viewed and formulated as a resource allocation problem, and shares a common foundation
with the graph node aggregation problem introduced in Section 1.2; thus the same challenges and
constraints apply here. The second task adds further computational and design difficulties to the
static problem by introducing site dynamics. Specifically, the main design challenges arise from
the associated tracking problems of the dynamic clusters and their interactions.
Problems related to dynamic coverage are considered in [10, 22, 30], where the emphasis is
on distributed implementations, i.e., under limited information flow between individual elements.
Therefore, these algorithms are sensitive to the initial placement of the resources and suffer from
drawbacks analogous to those found in Lloyd’s algorithm. Also, these problems generally assume
the underlying sites are static or fixed, and focus only on the dynamics of the resources; thus
the resulting goal is to determine for each resource its optimal location and the path to reach its
destination [10, 30]. In contrast to the distributed approach, there is scant research that seeks
algorithms of a non-distributed nature that aim simultaneously to attain global solutions and
maintain low computational expense in a dynamic environment. In [60], a Dynamic Maximum
Entropy (DME) framework is proposed that treats dynamic coverage of mobile sites under given
velocity fields by designing corresponding velocity fields for the resources.
This part of the work in this thesis has close parallels to [60] in terms of problem formulation
and objectives, however, we extend the class of site dynamics and develop altogether new control
strategies. To successively overcome the local dependence of many distributed algorithms, we adopt
a soft partitioning approach from the DA algorithm and associate each site to multiple resources
via nonnegative association weights. The computational challenge induced by the underlying site
dynamics is addressed by adopting an energy function that approximates the coverage metric as
the control Lyapunov function of the system. Implementation of the proposed method is shown
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to be computationally less expensive than implementing repeated static-clustering of the data at
fixed time instances.
1.2.2 Main contributions of Part II
For the dynamic clustering problem, we consider systems with general and realistic dynamics, by
allowing for acceleration fields and control. Specifically, the trajectories of the resources can be
manipulated through design of their acceleration fields. This generalization is motivated mainly
by multi-vehicle systems, such as those that may arise in disaster relief, search and rescue, and
reconnaissance operations. We propose a new constructive dynamic control law that satisfies the
tracking and coverage requirements in such systems. Our main contribution in Part II can be
summarized as follows:
1) Proof that a dynamic control law is necessary to track the centroidal dynamics of the mobile
objects when their motions are driven by acceleration fields.
2) Development of a nonlinear dynamic feedback control law for the resources, under which
asymptotic tracking of cluster centers is achieved under mild conditions.
3) Proof that the constructive control law is non-conservative, that is, if asymptotic tracking
can be achieved by some Lipschitz control near the instantaneous cluster center, then the proposed
control is also Lipschitz and bounded.
1.3 Organization
Main content of this thesis has been separated to Part I and Part II, with emphasize on static
and dynamic problems, respectively. The organization is as follows. In Chapter 2, we review the
resource allocation problem and overviewed its solution based on the MEP and the DA algorithm,
which are the foundation of our solution method. We then introduce the problem of graph clustering
via the aggregation, by clarifying clarify the key issues that need to be addressed in formulating and
solving the problem, and propose a solution approach in resource allocation framework. In Chapter
3, we formally define a class of dissimilarity measures for directed weighted graphs of possibly
different sizes and establish the mathematical rigorousness of the graph clustering formulation. In
Chapter 4, we develop a practically efficient and effective solution method based on the MEP for
6
the graph aggregation problem defined with the proposed graph dissimilarity measures. We discuss
the connectivity structures that can be identified using this method. Moreover, we study in parallel
the state aggregation of Markov chain aggregations. As special example, in Chapter 5.1, we develop
sufficient conditions under which sub-chains of a NCD Markov chain can be successfully identified,
and characterize the steady state approximation error of the aggregation result. In Chapter 6, we
consider an interesting application of graph clustering by investigating the functional aggregation
of a class of parametric models for stochastic processes. Specifically, we propose a mapping that
converts the interconnected systems into directed weighted graphs, and a special distance function
defined by the parametric models of all stochastic processes, allowing us to cast this into the
general graph aggregation setting. The dynamic coverage and clustering problem is presented in
Part II. Some useful material in control theory, focusing on Lyapunov stability results, is provided
in Appendix A. In Chapter 7, we provide a treatment for the objective of tracking cluster centers in
dynamic coverage control problems. We show the necessity of adopting a dynamic control law when
the site dynamics are driven by acceleration fields. An explicit form of control law is developed,
for which the effeteness and boundless results are established. Finally we conclude the thesis by
revisiting some key results. In the end of every chapter, we briefly summarize the highlighted
results point-by-point.
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Part I
Aggregation of Graph Models
8
Chapter 2
Overview of Graph Clustering via
Aggregation
2.1 Mathematical Preliminaries
We briefly introduce some mathematical notations and facts frequently used in Part I.
2.1.1 Notations
Vectors and matrices
We use boldface uppercase to denote matrices, boldface lowercase to denote vectors, regular
font uppercase for random variables, and regular type lowercase for scalars, respectively. Sets and
subspaces are represented by calligraphic letters.
– For a finite set S, we denote its cardinality by |S|.
– R and R+ denote the set of real numbers and nonnegative real numbers respectively. The
vector in Rn with all entries being 1 is denoted by 1n, an n-by-n identity matrix is denoted
by In, and ei ∈ Rn denotes the ith column of In for 1 ≤ i ≤ n.
– For a matrix X ∈ Rm×n, we denote the entry at the ith row the jth column by Xij , and the
ith row of X by x(i) ∈ R1×n.
– For a vector x ∈ Rn and an integer 1 ≤ p <∞, the vector p−norm is given by
‖x‖p =
(
n∑
i=1
|xi|p
) 1
p
,
and for p =∞,
‖x‖∞ = max
1≤i≤n
|xi|.
9
Graphs
– We denote a weighted directed graph by a triple, G(V, E ,W), in which V, E ⊂ V × V and
W ∈ R|V|×|V|+ denote the set of nodes, edges and the edge weight matrix, respectively. We
assume that |Wij | < B <∞ for some finite B and for all (i, j) pairs. Define the node weights
to be {µi} for i = 1, . . . , |V|, satisfying µi ≥ 0 with
∑
i µi = 1. We define the outgoing vector
of the ith node, w(i), by the weights on its outgoing edges, i.e., w(i)
4
= [Wi1,Wi2, · · · ,Wi|V |].
Here Wij = 0 if and only if there is no edge from the i
th node to the jth node.
– A graph GX(Vx, Ex,X) is isomorphic to another graph GY (Vy, Ey,Y), if |Vx| = |Vy| and there
exists an edge-weight-preserving bijective mapping ψ : Vx → Vy, such that the directed edge
(i, j) ∈ Ex, if and only if (ψ(i), ψ(j)) ∈ Ey, and the edge weights satisfy Xij = Yψ(i)ψ(j) for all
ordered pairs (i, j); we denote this isomorphism by GX ' GY .
– Let N = {1, 2, . . . , n} and M = {1, 2, . . . ,m} be two index sets with |N | = n and |M| = m,
assuming n ≥ m ≥ 2. A (hard) partition function φ : N →M is a map from N ontoM, such
that φ−1(M) is a partition of N . That is, for any 1 ≤ j 6= k ≤ m, φ−1(j) ⊂ N is non-empty,
φ−1(j)
⋂
φ−1(k) = ∅ and ⋃mj=1 φ−1(j) = N .
– Each partition function φ : N →M defines an aggregation matrix Φ ∈ {0, 1}n×m as
Φij = [Φ]i,j =
 1 if φ(i) = j,0 otherwise. (2.1)
Therefore, Φ1m = 1n, and the k
th column of Φ equals
∑
i∈φ−1(k) ei. For a vector x ∈ Rn,
xTΦ is a vector in Rm, indicating the aggregation of x specified by partition φ.
– When m = n, a partition function becomes an index relabeling, or permutation. In this sce-
nario, we denote the bijective partition function and the square aggregation (or permutation)
matrix by ψ and Ψ. Further, if GY is obtained by relabeling the nodes of GX , then GX ' GY .
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2.1.2 Markov Chains
A (row) stochastic matrix is a square matrix of nonnegative real numbers, with each row summing
to 1. Similarly, a column stochastic matrix is a square matrix of nonnegative real numbers, with
each row summing to 1. A doubly stochastic matrix is both row-stochastic and column-stochastic.
Let X = {X(0), X(1), . . . , X(k), . . . } be a homogeneous discrete Markov chain on a finite state
space N = {1, 2, . . . , n} with transition matrix P ∈ Rn×n. Then X(0) = x0 ∈ N is the initial
state of the Markov process, X(k) is the state value at time step k, and P is a (row) stochastic
matrix whose ijth element denotes the transition probability from the ith state to the jth state,
i.e., Pij = [P]i,j = P(X(k + 1) = j|X(k) = i) for any nonnegative integer k.
We adopt standard notation from the Markov chain literature and the notation from [11,29,62]
for completely decomposable (CD) and nearly completely decomposable (NCD) Markov chains. A
CD Markov chain can be aggregated to several non-communicating subchains, in other words, the
transition matrix P∗ of a CD Markov chain is block-diagonal stochastic matrix
P∗ =

P∗1 0
. . .
P∗I
. . .
0 P∗N

,
with every principal submatrix P∗I being a stochastic matrix of dimension nII = 1, . . . , N . The
transition matrix of an NCD Markov chain can be viewed as a perturbation of a transition matrix
of a CD Markov chain P∗, that is, for a NCD Markov chain with P, we have
P = P∗ + C, (2.2)
in which C is the perturbation matrix of the same dimension as P∗, and  is a small positive real
number. The block structure of P∗ provides a natural partition on the state space N , where the
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states associated to the Kth diagonal block are in the Kth sub-chain
φ−1(K) = {
K−1∑
I=1
nI + 1, . . . ,
K∑
I=1
nI}, 1 ≤ K ≤ N.
Thus n =
∑N
I=1 nI . A completely decomposable Markov chain can be aggregated according to these
groups, and P∗I is the transition matrix for the I
th sub-chain, specifically, the block structure of
P∗ determines the block structures of both P and C, and we denote the submatrix of P consisting
of the rows in φ−1(I) and columns in φ−1(J) by PIJ . We denote the abth entry of PIJ by PaIbJ .
To ensure the stochasticity of the resulting P matrix, entries of C need to satisfy the following
constraints (similar to those defined in [11])

∑nI
k=1CiIkI = −
∑
J 6=I
∑nJ
j=1CiIjJ ,
CiIjJ ≥ 0, 1 ≤ i ≤ nI ,∀j, 1 ≤ I, J ≤ N, I 6= J.
(2.3)
From these constraints, we see that the diagonal blocks of C must contain negative entries. There-
fore, the size of perturbation  has an upper bound under which the non-negativity of P is guaran-
teed.
We further assume that each stochastic submatrix P∗I corresponds to an aperiodic and irreducible
Markov chain, and thus has a unique stationary distribution piT (P∗I) ∈ RnI+ . Note that piT (P∗I) is
also the left eigenvector of P∗I associated to the (unrepeated largest) eigenvalue 1 (by the Perron-
Frobenius Theorem [29]). Let the stationary distribution of the Markov chain X be piT (P) ∈ Rn+.
2.2 Resource Allocation Problems
In this thesis, aggregation problems in different spaces are viewed as a specific class of resource
allocation problems. This viewpoint forms the common theme which facilitates a common approach
to solve the different aggregation problems. In this section, we lay down the basic resource allocation
problem and the approach that is central to the solution of the aggregation problems in this thesis.
Resource allocation problems arise in a wide variety of fields, such as vector quantization [24],
pattern recognition [31], facility allocation [17], marketing analysis [19], and drug discovery [59],
just to name a few. In all these applications, we try to partition a large set of n objects (i.e.,
12
sites or nodes) into m(< n) mutually disjoint subsets, and assign each subset a single resource
as a representative of the subset of objects. We adopt the concept of distortion from the data
compression literature to measure instantaneous coverage. Thus the objective is to minimize this
distortion function by determining the partitioning and the resources. We provide the mathematical
formulation as follows.
Let {r}j , j = 1, . . . ,m and {s}i, i = 1, . . . , n denote the sets of properties, for example,
the positional coordinates, of the m resources and the n objects where ri, sj ∈ Rd, ∀i, j. Let
{µi}, i = 1, . . . , n denote the relative weights for the objects (i.e., µi ≥ 0,∀i and
∑n
i=1 µi = 1); this
relative weighting may reflect, for example, a probabilistic distribution of the objects. The resource
allocation (clustering) problem can be written as
min
rj ,1≤j≤m
D(s, r) = min
rj ,1≤j≤m
n∑
i=1
µid(si, r(si)), (2.4)
where the cost function D(s, r) is the distortion to be minimized, r(si) is the resource assigned to the
ith object, and d(·, ·) is a distance measure to evaluate the dissimilarity of a resource and an object;
a popular choice is the squared Euclidean distance. Therefore, D(s, r) evaluates the averaged
dissimilarity between an object and its representative resource. The above resource allocation
problem can be rewritten in terms of the partition function φ : {1, . . . , n} → {1, . . . ,m} or the
aggregation matrix Φ ∈ {0, 1}n×m as
min
rj ,1≤j≤m
D(s, r) = min
φ; rj ,1≤j≤m
n∑
i=1
µid(si, rφ(i))
= min
Φ∈{0,1}n×m; rj ,1≤j≤m
n∑
i=1
µid(si, rj)Φij . (2.5)
The goal of clustering is to find the global optimum or a good approximation to the above problem
(2.5). The optimal solution (φ∗, {r∗j}) satisfies two necessary conditions:
(1) Nearest neighborhood partition: or Voronoi partition, in which the partition is given by
φ∗i = arg mink d(si, r
∗
k), so that the problem satisfies
min
rj ,1≤j≤m
D(s, r) = min
rj ,1≤j≤m
n∑
i=1
µi min
1≤k≤m
d(si, rk). (2.6)
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(2) Centroid resource: every optimal resource r∗j must be located at the “centroid” of the jth
cell of the partition, where the notion of centroid is defined through the pairwise distance d(si, rk).
It is well known that (2.5) is a combinatorial optimization problem, and has NP-hard complexity
[1,42,44]. The cost function D(s, r) is non-convex and typically riddled with multiple local minima.
Many popular descent algorithms, such as Lloyd’s or k-means [43], focus on iterative optimization
between the two necessary conditions. These algorithms typically get trapped in local minima, and
are sensitive to the initial placement of resources. The sensitivity to initial resource locations can
be explained from the non-convexity of the distortion measure D(s, r) and that in these algorithms
changes in object locations typically effect only nearby partition cells and have virtually no effect
on distant cells [55].
In order to address these problems, we allow soft partitioning, or allow each object si to associate
with all resources rj with association weights pj|i (satisfying 0 ≤ pj|i ≤ 1 and
∑M
j=1 pj|i = 1. See
Figure 2.1 for illustration). Therefore, we have changed the (hard) distortion function (2.5) to the
soft distortion function given by
D˜(s, r) =
n∑
i=1
µi
m∑
j=1
pj|id(si, rj), (2.7)
in which the objective becomes minimizing the weighted average distance of an object to all re-
sources where the weights are specified by pj|i. If we define a soft aggregation matrix Φ˜ ∈ [0, 1]m×n
by Φ˜ij = pj|i, that is, the ith row of Φ˜ indicates the association of object i to every resource
respectively, then the soft clustering problem can be expressed as
min
Φ˜; rj ,1≤j≤m
D˜(s, r) = min
Φ˜; rj ,1≤j≤m
min
Φ˜
n∑
i=1
µid(si, rj)Φ˜ij (2.8)
s.t. Φ˜ ∈ [0, 1]n×m, Φ˜1n = 1n
The choice of the weights, pj|i, is critical in accessing the trade-off between the decreasing
local influence and the deviation of the distortion term (2.8) from the original cost function (2.5).
We adopt the maximum entropy principle (MEP) as the criterion to determine such weights.
Specifically, we use a Shannon entropy term to quantify the uncertainty of all soft associations
14
p1|1
p2|1
Figure 2.1: Soft association between an object (red diamond) to two resources (blue stars). The
association weights {pj|i} satisfy p1|1 + p2|1 = 1 and p1|1, p2|1 ≥ 0.
{pj|i}
H(r|s) = −
n∑
i=1
µi
m∑
j=1
pj|i log(pj|i). (2.9)
The value of this entropy term lies in [0, logm], with a large value denoting high uncertainty. In
particular, H(r|s) ≈ logm is achieved when every object is equally associated with all resources
(i.e., pj|i = 1/M,∀i, j) (the maximum uncertainty), and H(r|s) ≈ 0 is achieved when every object
is solely associated with one resource (thus no uncertainty). In the solution, we minimize the
distortion (from soft partitioning) (2.7), while specifying the level of uncertainty by adding a
constraint H = H0, with 0 ≤ H0 ≤ logm. This yields the Lagrangian minimization
min
{pj|i}, rj ,1≤j≤m
F (r) = min
rj ,1≤j≤m
D˜(s, r)− TH(r|s) (+TH0), (2.10)
where T is a Lagrangian multiplier. We drop the last term in the brackets since it does not depend
on rj . The Lagrangian F (r) is also referred to as the free energy, due to a close analogy to similar
constructs in statistical physics [38].
Here we provide an alternative interpretation of the Lagrangian minimization problem (2.10)
by the maximum entropy principle (MEP) [32, 33]. If we define an annealing parameter as β = 1T ,
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(2.10) is equivalent to
max
{pj|i},rj ,1≤j≤m
L(r)
4
= max
rj ,1≤j≤m
H(r|s)− βD˜(s, r),
which is the Lagrangian of the following maximum entropy problem
max
{pj|i},rj ,1≤j≤m
H(r|s) = −
n∑
i=1
µi
m∑
j=1
pj|i log(pj|i) (2.11)
s.t. D˜(s, r) =
n∑
i=1
µipj|id(si, rj) (= D0).
The merit of the MEP is it provides a systematic method to compute a weighting function that
achieves a specific feasible value of distortion, and thereby achieves a prespecified tradeoff in the
above context.
In practice, the optimization problem (2.10) is solved by iteratively updating the association
weights and the resource locations, or
min
rj ,1≤j≤m
min
{pj|i}
F (r) = min
rj , 1≤j≤m
{
min
{pj|i}
D˜(s, r)− 1
β
H(r|s)
}
.
The inner minimization is solved for a set of fixed {rj}, and this yields the Gibbs distribution
pj|i =
exp {−βd(si, rj)}∑m
k=1 exp {−βd(si, rk)}
, (2.12)
with the distance measure d(si, rj) to be selected. By substituting the association weights (2.12)
into the free energy, the problem becomes
min
rj ,1≤j≤m
F (r) = min
rj ,1≤j≤m
− 1
β
n∑
i=1
µi log
m∑
k=1
exp {−βd(si, rk)} , (2.13)
the minimizer of which can be solved after selecting the d function. The two steps (2.12) and (2.13)
are iteratively minimized until convergence to a solution of (2.10) at a particular β.
To approach a solution of the original problem (2.5), we adopt the deterministic annealing
algorithm (DA), which incorporates an annealing process. Note that the Gibbs distribution (2.12)
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indicates a one-to-one correspondence between the value of annealing parameter β and the entropy
value H0 as in (2.10). In the DA algorithm, the annealing is driven by a sequence of increasing
values of β (βk < βk+1), which is equivalent to a decreasing value of entropy constraint logm >
H1 > H2 > · · · > 0. In the other words, the DA algorithm iteratively determines the optimal
association weights Φ˜ and the resources {rj} at each Hk value (and hence each βk value). Both
Φ˜ and {rj} are parametrized by β, therefore, as we gradually reduce the level of uncertainty in
associations, the soft aggregation matrix Φ˜ approaches a binary-valued hard aggregation matrix.
Meanwhile, we also obtain a sequence of resources {rj}, each being local minima of D˜(s, r). Finally,
a desired aggregation matrix Φ satisfying (2.1), and a corresponding set of resources are obtained.
Detailed discussions for specific distance measures can be found in Chapter 4 and Chapter 7.
2.3 Graph Clustering as Resource Allocation Problems
The emphasis of Part I is to aggregate nodes of a large graph with similar edge connections into su-
pernodes, so that the resulting graph with supernodes and edge connections among them, contains
a reduced number of nodes and edges, and thus only retains core or ensemble inter-connections.
More specifically, for a general directed weighted graph our goal is to construct a reduced-order
representative graph, such that some dissimilarity measure between the two graphs is minimized.
This is the first instance of the general clustering problem introduced in Section 2.2.
We define the notion of similarity by comparing node connectivities: we say two nodes in a
graph are similar if they have similar edge connections to the rest of the graph. The connectivity
information of a node is contained in the vector of edge weights starting from that node, or its
outgoing vector. So if two nodes have similar outgoing vectors, we say they are similar. Note
that this notion of similarity generalizes the concept of “node-matching” previously developed for
undirected unweighted graphs in [6, 8, 35]. Following this logic, the objective of node clustering
can be converted to clustering a set of outgoing vectors for the nodes of a given graph, which
is essentially clustering data points in a vector space. The first obvious question arising in node
comparison, is how to handle mismatch in the length of outgoing vectors for two nodes from different
size graphs. This issue is addressed in Chapter 3; in this section we provide some some high-level
ideas to give an overview of the graph clustering problem.
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For a given large graph GX(Vx, Ex,X) with n nodes, and a small graph GY (Vy, Ey,Y) with m
nodes (assume 2 ≤ m < n), suppose we want to use GY to represent GX . Then each node in
GX is represented by a node in GY ; we define a partition function φ : Vx → Vy, equivalently an
aggregation matrix Φ ∈ {0, 1}n×m, to describe this relationship. Suppose there is an abstract
distance function d◦,
d◦ : Rn × Rm → R+, (2.14)
which takes an outgoing vector from GX and the other from GY , and computes a “distance” between
them. We can then express the overall “error” caused from using nodes in GY to represent nodes
in GX , where the nodes’ assignment is specified by φ (or Φ), by a distortion function (2.4), given
by
ρ◦Φ(GX ,GY ) =
n∑
i=1
µi d
◦(x(i),y(φ(i))), (2.15)
where µi represents the relative weight of ith node. Since there are a total number of
(
n−1
m−1
)
m!
ways to assign n nodes in GX to m nodes in GY , it is natural to define the graph dissimilarity as
the minimum error over all node assignments φ. That is, we define the overall representation error
(or dissimilarity) by the smallest Φ-dissimilarity,
ν(GX ,GY ) = min
Φ
ρ◦Φ(GX ,GY ). (2.16)
Therefore, the objective of finding an optimal representative graph can be posed as a clustering
problem in an optimal resource allocation formulation with the decision variable GY ,
min
GY
ν(GX ,GY ). (2.17)
The precise development and interpretation are provided in detail in Chapter 3.
2.3.1 Soft Clustering via Maximum Entropy Principle
A challenge that is independent of the selection of d◦ arises from the integer constraint Φ ∈
{0, 1}m×n, which incurs the well-known combinatorial computational complexity in solving the
problem (2.17). To address this problem, we consider soft clustering (with Φ˜ ∈ [0, 1]m×n) and
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apply the MEP as a realization of (2.8). In particular, let ν˜(GX ,GY ) be the a soft dissimilarity
function, then the soft clustering problem is given by:
min
GY
ν˜(GX ,GY ) = minGY minΦ˜ ρ˜
◦
Φ˜
(GX ,GY ) (2.18)
where
 ρ˜
◦
Φ˜
(GX ,GY ) =
∑n
i=1 µi
∑m
j=1 Φ˜ijd
◦(x(i),y(j)),
Φ˜ ∈ [0, 1]n×m, Φ˜1n = 1n.
in which Φ˜ij indicates the association weight from the i
th node to the jth supernode. After relax-
ation, the soft version of the overall dissimilarity and the Φ-dissimilarity become ν˜(GX ,GY ) and
ρ˜◦
Φ˜
(GX ,GY ) in (2.18).
The solution follows the annealing procedure controlled by increasing values of β. As a result,
both Φ˜ and weighing matrix Y can be calculated at any β, which yields a sequence of smaller
graphs {GY (Y)}β, each being local minima of ν˜(GX ,GY ), with dimensions less than or equal to n.
A desired aggregation matrix Φ satisfying (2.1), and an edge weight matrix Y of GY are obtained
at the end when β is sufficiently large. A detailed description and implementation can be found in
Chapter 4.
Summary of This Chapter
Our main achievements in this chapter are summarized as follows, we have
1. introduced the clustering problem in a resource allocation setting, and a combinatorial opti-
mization formulation, and reviewed the DA algorithm based on the MEP;
2. interpreted the graph clustering problem as a resource allocation problem.
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Chapter 3
A Dissimilarity Measure for
Comparing Graphs
In the formulation of graph clustering problems, a small representative graph is obtained by identi-
fying and aggregating similar nodes into supernodes, and then determining the resulting connections
amongst these supernodes. This approach can be interpreted from the resource allocation or data
compression perspective, where each supernode is a resource that is representative of a set of close
nodes. Nodes that have similar connectivities to the rest of the nodes in the graph, which are
captured in the edge-weight matrices, are considered close. In this chapter we develop a notion of
dissimilarity between nodes of a graph, and extend it to characterize distortion between graphs.
One of the main challenges in the context of graph aggregation is that we need a dissimilarity
notion between graphs that are of different sizes, that is the edge-weight matrices are of different
dimensions. Another challenge stems from the combinatorial number of ways in which the nodes
of the original graph can be associated with the supernodes; therefore any development of useful
dissimilarity measure should be computationally viable. As such, we introduce a dissimilarity mea-
sure ν(GX ,GY ) which characterizes the overall representation error (distortion) of using a smaller
graph GY to represent a large graph GX .
In this chapter, we propose a dissimilarity measure ν(GX ,GY ) for directed weighted graphs
(which thus also applies to undirected, or unweighted graphs). In other words, we will provide a
precise expression for equations (2.14) to (2.16).
3.1 Comparing Graphs of the Same Dimensions
As an illustrative starting point, we consider the comparison of two graphs with the same number of
nodes. In graph theory, a popular distance measure between two connected undirected unweighted
graphs GX(Vx, Ex,X) and GY (Vy, Ey,Y), when |Vx| = |Vy| = n, is defined through graph match-
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ing [8], which provides a one-to-one assignment between two node sets of the same cardinality.
Specifically, every bijective (relabeling) mapping ψ : Vx → Vy defines a ψ-distance, given by
dψ(GX ,GY ) =
∑
i,j∈Vx
|dGX (i, j)− dGY (ψ(i), ψ(j))|, (3.1)
where dGX (i, j) and dGY (ψ(i), ψ(j)) are the lengths of the shortest paths in GX and GY that connect
the ith to the jth nodes, and the ψ(i)th to the ψ(j)th nodes. Then the graph dissimilarity (or
distance) is defined as the minimum ψ−distance over all bijections ψ. This provides a motivation
for our definition of the similarity measure for directed weighted graphs with different dimensions.
Taking dGX (i, j) as the shortest path length is suitable when GX is undirected and unweighted.
For directed weighted graphs, the edge weight specifies the strength of the connection, so we redefine
dGX (i, j) to be the edge weight from the i
th node to the jth node in GX , i.e.,
dGX (i, j) := Xij ,
which reflects the functional influence. Note that from the definition of the weight matrix, X, the
functional influence is 0 if and only if the ith node and the jth node are not directly connected by an
edge. Further, we allow for different node weights, which can be interpreted as the “importance”
of a node, or may be chosen to encode prior information about the nodes. Thus the ψ-distance in
(3.1) is extended to
dψ(GX ,GY ) =
∑
i,j∈Vx
µi|Xij − Yψ(i)ψ(j)| (3.2)
to accommodate for directed weighted graphs with node weights {µi}. Note that every bijective
mapping ψ defines an invertible permutation matrix Ψ ∈ {0, 1}n×n as in (2.1), with Ψ−1 = ΨT .
We introduce a z−transformation of the weight matrix Y given by an n-by-n Z matrix satisfying
Z = YΨT ⇔ Y = ZΨ. (3.3)
So, row vectors of Z and X are of the same length, moreover, Yij =
∑n
k=1 ZikΨkj = z(i)eψ−1(j) =
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Ziψ−1(j) for all i, j. Equivalently, Yiψ(k) = Zik, for all i, k. We can then give a realization of the
abstract d◦ function in (2.14) by adopting the z−transformation, and rewriting the ψ-distance (3.2)
as
dψ(GX ,GY ) =
n∑
i=1
µi‖x(i)− z(ψ(i))‖1. (3.4)
Note that this expression only requires the number of columns of X and Z matrices to be the same
(i.e., there are no restrictions on the number of rows).
The distance between two graphs GX and GY is then defined as the minimum ψ-distance achieved
by the optimal node matching, that is,
ν(GX ,GY ) 4= min
ψ
dψ(GX ,GY ). (3.5)
As shown in [8], for undirected, unweighted graphs with equally weighted nodes, the definition for
ν(·, ·) with dGX (i, j) chosen by (3.1), is symmetric and satisfies the triangle inequality. Further,
ν(GX ,GY ) is always positive unless GX ' GY , where ν(GX ,GY ) = 0. Therefore, ν(GX ,GY ) defines a
valid pseudo-metric. It is worth noting that, computing this distance requires extensive computa-
tion. For example, to compute the distance between two graphs of size n requires minimizing over
a set of n! bijective mappings ψ : Vx → Vy.
The distance metric defined in (3.4), along with the z-transformation (3.3), provide a basis for
the generalization to graphs with different numbers of nodes.
3.2 Comparing Graphs of Different Dimensions
The definition based on graph node matching (3.5) is only applicable to graphs with the same
numbers of nodes. When two graphs have different dimensions, we propose a further generalization.
Namely, one node in the smaller graph may be matched to a set of nodes in the larger graph, where
overlap between different groups is not permitted (that is the nodes of smaller graph partition
the nodes of the larger graph). As noted in Section 2.3, the dimensionality difference needs to be
addressed, or we need to give vector distance function d◦ in (2.14) a proper definition. This goal
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Figure 3.1: The construction of one composite graph CφXY (Z) ∈ CXY (shown in (c)) from two
graphs, GX(Vx, Ex,X) (shown in (b)) and GY (Vy, Ey,Y) (shown in (a)). GX has 22 nodes, and
we assume all its edges have unit weight; for example, the outgoing vector of the first node is
x(1) = [0, 0, 0, 0, 0, 1, 1, 1, 1, 0, . . . , 0]. A representative graph GY has 5 supernodes (denoted
by stars), suppose its outgoing vectors have y(1) = [0, 4, 0, 0, 0] and y(2) = [0, 0, 5, 5, 0]. By
Definition 1, CφXY contains all nodes (stars and dots) from both GX and GY , with edges that
initiate from Vy and terminate at Vx (dashed arrows). In this example, the partition function φ
from the mapping from Vx to Vy is shown in colors, for example, φ−1(1) = {1, 2, 3, 4, 5}, φ−1(2) =
{6, 7, 8, 9}, are indicated by red and yellow nodes/stars. The edge weight matrix of CXY (Z) and
the Y matrix satisfies the z-transformation (3.6), for example, Z16 + Z17 + Z18 + Z19 = 4 = Y12
and Z11 + Z12 + Z13 + Z14 + Z15 = 0 = Y11. In this case, either zˆ(1) = [0, . . . , 0, 1, 1, 1, 1] or
zˇ(1) = [0, . . . , 0, 0.5, 1.5, 1, 1] is a valid outgoing vector for the red star in CXY (Z), but setting
z(1) = zˆ(1) yields a smaller value ρφ,Z(GX ,GY ).
is accomplished by introducing a set of composite graphs derived from the two graphs of interest,
which defines a set of extended z-transformations. We further generalize the ψ−distance in (3.4)
by allowing a variety of vector distances beyond the l1 norm.
Definition 1 (Composite graph set [71]) Given two graphs, GX(Vx, Ex,X) with n nodes and
GY (Vy, Ey,Y) with m nodes (m ≤ n), the composite graph set associated with GX and GY is defined
as CXY 4= {CφXY (Vz, Ez,Z)}, such that each composite graph CφXY (Vz, Ez,Z) ∈ CXY satisfies the
following conditions:
(i) The node set Vz = Vx∪Vy is the union of all nodes in GX and GY . Moreover, for notational
simplicity, Vz is indexed in an order such that the first m nodes are from GY and the remaining n
nodes are from GX .
(ii) The edges in CφXY (Z) start from nodes in GY and end at nodes in GX , or equivalently,
Ez ⊂ Vy × Vx. Therefore, although every CφXY (Z) has n + m nodes, we represent its edge weight
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matrix by Z =
[
z(1)T z(2)T · · · z(m)T ]T ∈ Rm×n, with the outgoing vector z(j) ∈ R1×n.
(iii) The partition function φ : Vx → Vy provides an edge weight aggregation relation between
CφXY (Z) and GY :
Yjk =
∑
i∈φ−1(k)
Zji, j, k = 1, · · · ,m. (3.6)
Using the aggregation matrix Φ defined in (2.1), (3.6) can be compactly written as Y = ZΦ. This
extends the z-transformation in (3.3) by substituting the permutation matrix Ψ by an aggregation
matrix Φ, and thus allows for comparison of graphs with different sizes.
By construction, the outgoing vectors of any CφXY (Z) ∈ CXY are of the same length, n, as
the outgoing vectors of GX (see Figure 3.1 for illustration). Now we are at the stage to formally
introduce the dissimilarity measure. Let
d◦(x(i),y(φ(i))) 4= d(x(i), z(φ(i))), (3.7)
where Y = ZΦ.
Then we extend the concept of ψ-distance in (3.4) to allow node comparison for unequal-sized
graphs, and this yields a φ-dissimilarity between GX and GY ,
ρφ,Z(GX ,GY ) = dφ(GX , CφXY (Vz, Ez,Z))
=
n∑
i=1
µi d(x(i), z(φ(i))), (3.8)
where {µi} are node weights, and d(·, ·) is a generic vector distance function; reasonable choices
include any p-norm for any p ∈ [1,∞], or the K-L divergence function. The dissimilarity between
GX and GY is defined as the minimum achievable φ-dissimilarity over all partitions φ and weighting
matrices Z ∈ Rm×n+ . Equivalently, this is the minimum over all CφXY in the composite graph set
CXY , given by:
ν(GX ,GY ) 4= min
CφXY ∈CXY
ρφ,Z(GX ,GY ). (3.9)
24
Similar to the findings discussed following (3.5), computing ν(GX ,GY ) requires the solution of a
combinatorial optimization problem, which is NP-hard [1].
3.3 Properties of the Distance Measure
In this section we discuss in detail conditions under which ν(GX ,GY ) is a pseudo-metric, namely
when the properties of non-negativity, symmetry and the triangle inequality hold. We begin with
some useful definitions.
Definition 2 (Graph dilation) For a graph G(V, E ,W) with node weights {µk}, a dilated graph
G¯(V¯, E¯ ,W¯) of G is obtained by splitting one node, vk ∈ V, into several nodes, v¯k1 , v¯k2 , . . . , v¯knk ,
while maintaining all given edge connections. Specifically, after splitting, the (nonnegative) node
weights satisfy
∑nk
i=1 µ¯ki = µk, and µ¯j = µj, for j 6= k; and edge weights satisfy W¯ki,j = Wkj,
W¯j,ki =
µ¯ki
µk
Wjk and W¯kikl = 0, for 1 ≤ i 6= l ≤ nk, and W¯ls = Wls for all l, s 6= k. Note that W¯
will contain nk identical rows.
Definition 3 (Graph projection) If G(V, E ,W) contains repeated nodes, {vki}, as indicated by
identical outgoing vectors (or identical rows in the weight matrix W), let the node weights be {vki},
then a projection graph G(V, E ,W) is obtained by collapsing or merging repeated nodes in G, giving
vk. Specifically, we collapse the duplicated rows (maintaining one copy) in W and get W1. The
collapse step defines a node partition φ : V → V. The weight matrix for the projection graph is
given by W = W1Φ, where Φ is the associated aggregation matrix. The node weights are also
aggregated as µ
k
=
∑
i µki.
We now develop some useful properties of the graph dissimilarity (or distance) function defined
in (3.9), and show that ν(GX ,GY ) is a pseudo-metric when choosing the vector distance d(·, ·) in
(3.8) as a p-norm.
Proposition 1 The dissimilarity function ν(GX ,GY ) given by (3.9) is nonnegative for any two
graphs GX and GY .
This is a straightforward result of the definitions (3.8) and (3.9).
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Proposition 2 The dissimilarity between isomorphic graphs is zero, that is, if GX ' GY , then
ν(GX ,GY ) = 0.
Proof: If GX ' GY , by definition |Vx| = |Vy| = n, and there exists a bijective mapping
ψˇ : Vx → Vy, such that (i, j) ∈ Ex if and only if (ψˇ(i), ψˇ(j)) ∈ Ey, and Xij = Yψˇ(i)ψˇ(j). Let
Ψˇ be the permutation matrix induced from ψˇ according to mapping (2.1). We have ΨˇT Ψˇ =
In. Select the composite graph CψˇXY (Zˇ) specified by ψˇ and Zˇ
4
= YΨˇT . Then conditions (i),
(ii) and the edge weight constraints (3.6) in (iii) of Definition 1 are satisfied, so ρψˇ,Zˇ(GX ,GY ) =
dψˇ(GX , CψˇXY (Z)) =
∑
i µid(x(i), zˇ(ψˇ(i))).To verify the equality ν(GX ,GY ) = 0, we note that y(i) =
zˇ(i)Ψˇ = [Zˇi1, Zˇi2, . . . , Zˇin][eψˇ−1(1), eψˇ−1(2), . . . , eψˇ−1(n)] = [Zˇiψˇ−1(1), Zˇiψˇ−1(2), . . . , Zˇiψˇ−1(n)]
= [Yi1, Yi2, . . . , Yin], which implies Zˇiψˇ−1(k) = Yik for all i, k, or Xij = Yψˇ(i)ψˇ(j) = Zˇψˇ(i)j , for all i, j.
Therefore, x(i) = zˇ(ψˇ(i)) for all i, and hence 0 ≤ ν(GX ,GY ) ≤ ρψˇ,Zˇ(GX ,GY ) = 0. 
The following example demonstrates Proposition 2.
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Figure 3.2: ν(GX ,GY ) = 0 if GY ' GX .
Example Consider graphs GX and GY depicted in Figure 3.2, with Vx = {1, 2, 3, 4}, Vy =
{1′, 2′, 3′, 4′}, and suppose all nodes haves the same weight, with edge weight matrices given by
X =

1 2 1 0
3 0 5 0
0 4 2 1
3 0 0 0

, and Y =

0 0 3 5
0 0 3 0
2 0 1 1
4 1 0 2

.
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It is easy to see that GX ' GY through node relabeling: the permutation is given by ψˇ : Vx 7→ Vy
as ψˇ(1) = 3′, ψˇ(2) = 1′, ψˇ(3) = 4′, ψˇ(4) = 2. Therefore,
Ψˇ = [e2, e4, e1, e3] , Zˇ = YΨˇ
T =

3 0 5 0
3 0 0 0
1 2 1 0
0 4 2 1

.
Then, ρψˇ,Zˇ(GX ,GY ) = 14 {d(x(1), z(3)) + d(x(2), z(1)) + d(x(3), z(4)) + d(x(4), z(2))} = 0
≥ ν(GX ,GY ) ≥ 0, for all vector distance measures d, and thus ν(GX ,GY ) = 0.
Proposition 3 For a graph G(V, E W), if G¯(V¯, E¯ ,W¯) and G(V, E ,W) are a dilation and a pro-
jection of G, respectively, then ν(G, G¯) = ν(G,G) = 0.
Proof: We show ν(G, G¯) = 0 in the dilation case; the projection case is similar. Assume |V| = n.
Since multiple node repetitions can be viewed as a sequence of single-node-repetitions, it is enough
to consider the single-node-repetition case. We assume G¯ is obtained from G by a single-node-
repetition, say vi → {v¯i1 , . . . , v¯ik}, then |V¯| = n+ k − 1. From the definition of dilation, the node
weights satisfy the relation µi =
∑k
s=1 µ¯is and µj = µ¯j for j 6= i.
Now we show ν(G,G¯) = 0 by defining a composite graph CφWW¯ (Z) with a partition function
φ : V¯ → V and weighting matrix Z ∈ Rn×(n+k−1) that satisfies Definition 1, such that ρφ,Z(G,G¯) = 0.
Let φ−1(vj) = v¯j , if j 6= i, and φ−1(vi) = {v¯i1 , . . . , v¯ik}, and select the rows of Z as z(j) := w¯(j),
for j 6= i, and z(i) := w¯(i1) (note that the w¯(is)’s are identical rows for 1 ≤ s ≤ k). With this
choice, ρφ,Z(G,G¯) =
∑
j 6=i µ¯jd(w¯(j), z(j)) +
∑k
s=1 µ¯isd(w¯(is), z(i)) = 0, and hence ν(G,G¯) = 0. 
The following example illustrates the dilation/projection proposition.
Example Consider graphs GX and GY depicted in Figure 3.3, with Vx = {1, 2}, Vy = {1′, 2′, 3′, 4′}.
Let µ1 = p, µ2 = 1− p and the weighting matrices be
X =
 0 2
3 0
 , and Y =

0 0 0 2
0 0 0 2
0 0 0 2
0.5 1.5 1 0

.
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Figure 3.3: Case when GY is a dilation of GX .
Note that Y contains duplicated rows, which indicates {1′, 2′, 3′} can be collapsed without inducing
a positive dissimilarity. We choose φ : {1′, 2′, 3′, 4′} → {1, 2} as φ−1(1) = {1′, 2′, 3′} and φ−1(2) =
{4′}, then the corresponding Φ = [e1 + e2 + e3, e4] ∈ {0, 1}4×2. Now we construct Z ∈ R2×4
by deleting duplicated rows in Y, that is z(1) := y(1), z(2) := y(2), so ZΦ = Y is satisfied,
and CφY X(Z) ∈ CY X . Thus, ρφ,Z(GX ,GY ) = µ1′d(y(1), z(1)) + µ2′d(y(2), z(1)) + µ3′d(y(3), z(1)) +
µ4′d(y(4), z(2)) = µ1d(y(1), z(1)) + µ2d(y(4), z(2)) = 0, and this gives ν(GX ,GY ) = 0. Alterna-
tively, in this example GX can be viewed as a projection of GY .
Lemma 1 For directed weighted graphs GX(Vx, Ex,X) with n nodes and GY (Vy, Ey,Y) with m
nodes, ν(GX ,GY ) = 0 if and only if GX ' GY ′ where GY ′ is either GY or a dilation/projection of
GY .
Proof: The “if” part has been shown in Proposition 2 and Proposition 3. For the “only if” part,
assume that n > m. Let ν(GX ,GY ) = minCφXY ∈CXY ρφ,Z(GX ,GY ) = 0, then there exist φˇ : Vx → Vy
and Zˇ that define a composite graph CφˇXY (Z) attaining ρφˇ,Zˇ(GX ,GY ) =
∑n
i=1 µid(x(i), zˇ(φˇ(i))) = 0.
Since µi ≥ δ > 0, the zero dissimilarity is only achieved when d(x(i), zˇ(φˇ(i))) = d(x(i), zˇ(φˇ(i))) = 0
for all i. This implies zˇ(k) = x(j) for all j ∈ φˇ−1(k), and k = 1, . . . ,m. In other words, all outgoing
vectors x(i) are identical (and equal to zˇ(φˇ(i)) within each cell of the partition). This can happen
in two cases: (i) the set φˇ−1(k) only contains a single element for all k, that is, all partitions are
one-to-one, which implies GX and GY are permutations of each other, thus GX ' GY ; (ii) some
partitions consist of nodes with repeated outgoing vectors; this is case when the larger graph is a
dilation of the smaller graph. In both cases, using the notation GY ′ , we have GY ′ ' GX . 
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Figure 3.4: ν(GX ,GY ) ≤ ν(GX ,GW ) + ν(GW ,GY ).
Lemma 2 Let GX(Vx, Ex,X), GY (Vy, Ey,Y) and GW (Vw, Ew,W) be three weighted directed graphs,
then the following inequality holds for the dissimilarity function defined in (3.9), with d(·, ·) being
the p-norm for 1 ≤ p ≤ ∞:
ν(GX ,GY ) ≤ ν(GX ,GW ) + ν(GW ,GY ). (3.10)
Proof: Assume |VX | = n, |VW | = q, |VY | = m and n ≥ q ≥ m, and let µXi , µYi , and
µWi be the corresponding node weights. Let Cφ1XW (Z1) = arg minCφXW∈CXW ρφ,Z(GX ,GW ) and
Cφ2WY (Z2) = arg minCφWY ∈CWY ρφ,Z(GW ,GY ), that is, ν(GX ,GW ) = ρφ1,Z1(GX ,GW ) and ν(GW ,GY ) =
ρφ2,Z2(GW ,GY ).
We define a partition function φˆ : Vx → Vz by φˆ(i) = φ2(φ1(i)) for 1 ≤ i ≤ n, and a weight
matrix Zˆ ∈ Rm×n as
Zˆkl = γkl[Z1]il (3.11)
for 1 ≤ k ≤ m, 1 ≤ l ≤ n and φ2(i) = k, γkl 4= [Z2]kφ1(l)Wiφ1(l) , (γkl
4
= 0 when both numerator and
denominator are 0). The pair φˆ and Zˆ satisfies the z-transformation (3.6), since
∑
l∈φˆ−1(j) Zˆkl =∑
r∈φ−12 (j)
[∑
l∈φ−11 (r) Zˆkl
]
=
∑
r∈φ−12 (j)[Z2]kr = Ykj , and they define a valid (although not neces-
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sarily optimal) compositie graph CφˆXY (Zˆ). Then we have
ν(GX ,GY ) ≤ ρφˆ,Zˆ(GX ,GY ) (3.12)
=
n∑
i=1
µXi d(x(i), zˆ(φˆ(i)))
(a)
≤
n∑
i=1
µXi
[
d(x(i), z1(φ1(i))) + d(z1(φ1(i)), zˆ(φˆ(i)))
]
.︸ ︷︷ ︸
(I)
in which we apply the triangle inequality for p-norms in (a). Also by assumption,
ν(GX ,GW ) + ν(GW ,GY ) (3.13)
=
n∑
i=1
µXi d(x(i), z1(φ1(i))) +
q∑
j=1
µWj d(w(j), z2(φ2(j)))
(b)
=
n∑
i=1
µXi d(x(i), z1(φ1(i)))
+
q∑
j=1
 ∑
i∈φ−11 (j)
µXi d(w(φ1(i)), z2(φ2φ1(i)))

=
n∑
i=1
µXi [d(x(i), z1(φ1(i))) + d(w(φ1(i)), z2(φ2φ1(i)))] .︸ ︷︷ ︸
(II)
Equality (b) follows from the fact that the summation over the index j (representing the nodes in
GW ) can be replaced by the summation over the index i (representing the nodes in GX) by using
the partition function φ1 : Vx → Vw.
Let d(·, ·) be the p-norm for 1 ≤ p < ∞. We also denote j := φ1(i), k = φ2(j) to simplify the
indices. To prove (3.10), we need to show that the summation (I) is less than summation (II) and
therefore it is sufficient to show the individual terms in (I) are less than the corresponding terms
in (II). More specifically, it is sufficient to show the following inequality
‖z1(j)− zˆ(k)‖pp ≤ ‖w(j)− z2(k)‖pp (3.14)
holds for each 1 ≤ j ≤ q. Then an upper bound of ν(GX ,GY ) as given in (3.12) will be smaller
than (3.13), which is the right hand side of (3.10). For a finite p, the right hand side of (3.14) is
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given by
RHS =
q∑
h=1
|Wjh − [Z2]kh|p
(c)
=
q∑
h=1
∣∣∣∣∣∣
∑
l∈φ−11 (h)
([Z1]jl − Zˆkl)
∣∣∣∣∣∣
p
=
q∑
h=1
∣∣∣∣∣∣
∑
l∈φ−11 (h)
(1− γkl)([Z1]jl)
∣∣∣∣∣∣
p
(d)
≥
q∑
h=1
 ∑
l∈φ−11 (h)
|(1− γkl)[Z1]jl|p

=
q∑
h=1
 ∑
l∈φ−11 (h)
|[Z1]jl − Zˆkl|p
 = LHS
where (c) uses the definition for Zˆ in (3.11), and (d) holds since for all l ∈ φ−11 (h), γkl is a constant
and Z1 ≥ 0, and thus all terms (1− γk,l)([Z1]jl) are of the same sign. The inequality follows since
|a+ b|p ≥ |a|p + |b|p, for a, b ∈ R, ab > 0 and 1 ≤ p <∞.
When p =∞, the right hand side of (3.14) is given by
RHS = max
1≤h≤q
|Wjh − [Z2]kh|
= max
1≤h≤q
∣∣∣∣∣∣
∑
l∈φ−11 (h)
(1− γkl)[Z1]jl
∣∣∣∣∣∣
(e)
≥ max
1≤h≤q
{
max
l∈φ−11 (h)
|(1− γkl)[Z1]j,l|
}
= max
1≤h≤q
{
max
l∈φ−11 (h)
|[Z1]jl − Zˆkl|
}
= LHS.
The inequality in (e) holds for the same reason as that in (d). We have proved (3.14) for 1 ≤ p ≤ ∞,
which implies ν(GX ,GY ) satisfies the triangle inequality when d is a p-norm.
Remark: The case for p = ∞ can also be seen by the equivalence of p-norms, for 1 ≤ p ≤ ∞.
On the other hand, the proof given is for case |Vx| ≥ |Vw| ≥ |Vy|, but can be easily adapted
to cases when |Vw| > |Vx| or |Vw| < |Vy| by imposing dilation/projection. For example, when
31
|Vw| ≥ |Vx| ≥ |Vy|, we can first dilate GX to the same size as GW such that ν(GX ,GX′) = 0, then
GX′ ,GW and GY are in the same case in our proof. 
We have shown that ν(GX ,GY ) ≥ 0 for all GX , GY , and 0 is achieved if and only if GX ' GY ′ .
Note that, ν(GX ,GY ) in (3.9) is proved for the case when |Vx| ≥ |Vy|. The triangle inequality also
holds when |Vx| < |Vy| by symmetry. Therefore, we have the following result.
Theorem 1 If d(·, ·) in (3.8) is p-norm (1 ≤ p ≤ ∞), The dissimilarity function defined in (3.9)
is a pseudo-metric between two directed weighted graphs.
3.4 Extension and Discussion
3.4.1 Other choices of vector distance function d(·, ·)
We have shown that when d(·, ·) is a p-norm (1 ≤ p ≤ ∞) on Rn, the dissimilarity function
ν(GX ,GY ) defined in (3.9) satisfies the conditions for being a pseudo-metric. The flexibility provided
by using p-norms fulfills a range of practical needs. For instance, in an Internet graph, the l1 distance
between two nodes quantifies the total number of uncommon hyperlinks directed to two web pages
[14]; in transportation networks, the l2 (or the Euclidean) distance measures geological distance. In
these examples, the dissimilarity/distance ν(GX ,GY ) defined in our framework provides a pseudo-
metric. However, satisfying the conditions of a metric is not always necessary (nor possible) for
practical problems. Nevertheless, for problems with the goal of minimizing distance/maximizing
dissimilarity, alternative meaningful measures of similarity can be used as utility or cost functions.
One example is the squared Euclidean distance, instead of the l2 distance, which provides
three advantages: first, the squared Euclidean distance has a nice differential property, which is
often preferred in algorithm design; second, the squared distance yields a larger penalty for large
errors than the l2 distance; and third, in many applications, the squared Euclidean distance is
a natural choice for representing energy based costs. When GY closely approximates GX , these
distance measures yield a similar error. Another example arises in state aggregation of Markov
chains. Although the K-L divergence does not satisfy the symmetry property and is not a metric,
it provides useful interpretations for problems related to probability distributions. The usage of
the K-L divergence rate as a measure of distance between two Markov chains has been widely
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accepted [13,54]. Therefore, although taking d(·, ·) as the K-L divergence in (3.4) does not provide
a metric, some notion of similarity can still be inferred.
3.4.2 Connection with graph clustering formulation
Computing the distance ν(GX ,GY ) for given GX and GY requires optimizing over a combinatorial
number of partition functions. This problem becomes even more computationally intense when
searching for a graph GY that minimizes ν(GX ,GY ) for a given GX . Most existing algorithms propose
iterative solution candidates GY and compute ν(GX ,GY ) at each iteration. Our formulation of
composite graphs makes it possible to combine the optimization problems of computing ν(GX ,GY )
and minimizing over possible GY . This perspective gives a reinterpretation of the graph aggregation
method proposed in [71], where a single optimization problem
φ∗,Z∗ = arg min
φ,Z
ρφ,Z(GX ,GY ), for CφXY ∈
⋃
GY :|Vy |=m
CXY .
is posed and solved, approximately. This single optimization leads to an optimal composite graph
Cφ∗XY (Z∗) ∈ {
⋃
GY :|Vy |=m CXY }, for all GY . Moreover, the optimal aggregated graph G∗Y may be
determined from φ∗ and Z∗. A detailed solution is presented in the next chapter.
Summary of This Chapter
Our main achievements in this chapter are summarized as follows.
1. Proposition of the concept of composite graphs (Definition 1), and development of a dissim-
ilarity measure to compare two directed weighted graphs with possibly different number of
nodes (3.9).
2. Verification of the ability to identify graph isomorphisms, dilations and projections (Propo-
sition 3). Proof that the dissimilarity measure is a pseudo-metric if the node comparison is
conducted with the vector p−norms (Theorem 1).
3. Presentation of a single combinatorial optimization formulation for the graph aggregation
problem, by application of the composite graph set (Section 3.4.2).
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Chapter 4
Graph Aggregation using Maximum
Entropy Principle
The derivation of the graph dissimilarity measures in Chapter 3 requires solving a combinatorial
optimization problem; this doubles the difficulty in the determination of a small representative
graph. However, in studies of neuroscience, social networks, Internet performance and multi-agent
systems, where graph models are frequently used [15, 37, 39, 45, 73], graphs with large dimensions
typically result from physical modeling or data based methods. Therefore, we look for some man-
ageable practical methods to solve the problem aggregation problems.
In this chapter, we propose a method that directly solves for an optimal representative graph
(of a given dimension), i.e., avoids iterations between evaluation of ν(GX ,GY ) and changing GY ,
by reformulating the graph aggregation problem as a data clustering problem and working with a
set of composite graphs CXY . We then adapt the deterministic annealing algorithm in the solution
process and obtain an efficient algorithmic framework that
1) is insensitive to implementation initialization
2) provides a good approximation for the optimal solution of the NP-hard data clustering
problem.
Specifically, we consider aggregation of similar nodes of the original graph into supernodes,
and then determine the edge weights between supernodes by minimizing the dissimilarity function
between the original and the aggregated graphs. We will study three realizations of this framework
for general directed weighted graphs, the Markov chains, and systems with interactive stochastic
processes described by parametric models.
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4.1 Aggregation Framework for General Directed Weighted
Graphs
4.1.1 Data-clustering formulation
Consider the aggregation of a large graph GX(Vx, Ex,X) with n nodes into GY (Vy, Ey,Y) with m
nodes, where the representativeness is quantified by the dissimilarity function ν(GX ,GY ) defined in
Section 3.2. The central tool in eliminating the iterative combinatorial optimizations (as discussed
in Section 3.4.2) is the set of composite graphs (Definition 1).
By construction, the outgoing vectors of any composite graph CφXY (Z) ∈ CXY have the same
dimension as those of GX (see Figure 3.1). Thus we can define a distance matrix D(X,Z) ∈ Rn×m
as
Dij = [D]i,j = d(x(i), z(j)),
with d(·, ·) being a convex function that measures the vector distance. The form of d(·, ·) is case-
specific, for example, the l1norm, the squared Euclidean distance and the K-L divergence, respec-
tively, can be choices for the Internet graphs, geographical graphs and Markov chains, respectively.
Then the φ−dissimilarity of GX and any composite graph CφXY (Z), given by ρφ,Z(GX ,GY ) as in
(3.8) shows the weighted average distance between the corresponding outgoing vectors assigned by
partition φ, that is:
ρφ,Z(GX ,GY ) = dφ(GX , CφXY (Vz, Ez,Z))
4
=
N∑
i=1
µi d(x(i), z(φ(i))) = Tr(UDΦ
T ), (4.1)
in which U = diag(µ) ∈ RN×N denote the node weight. We will see later that this formulation
gives a novel resource allocation perspective to the graph aggregation problem. The dissimilarity
between GX and GY is given by the minimum φ−dissimilarity achieved over all composite graphs,
that is
ν(GX ,GY ) 4= min
CφXY ∈CXY
ρφ,Z(GX ,GY ). (4.2)
in particular, this is the minimum over all aggregation matrices Φ and weight matrices Z. This
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minimum exists since the number of possible partitions φ is finite (although combinatorial, and
specifically
(
n
m
)
m!), and dφ(GX , CφXY (Z)) is convex in the rows of Z for each φ.
With the ν−dissimilarity measure, our objective of finding a m-node aggregated graph for GX
becomes solving the following optimization problem:
arg min
Φ,Y:|Vy |=m
ν(GX ,GY ), (4.3)
s.t. Φ ∈ {0, 1}n×m, Φ1M = 1N , Y = ZΦ. (4.4)
This problem is NP-hard [1], partially resulting from the integer constraint Φ belongs to {0, 1}N×M ;
thus we aim to approximate the optimal Φ∗ and Y∗.
4.1.2 Solution based on Deterministic Annealing Algorithm
We decompose the optimization problem (4.3) into two stages:
(I) Node clustering: Solve arg minZ,Φ ρφ,Z(GX ,GY ), where CφXY (Z) ∈ {CXY : |Vy| = m}.
(II) Edge aggregation: Obtain Y∗ (and therefore G∗Y ) from (4.4) using Z∗ and Φ∗ from step (I).
The optimization problem in step (I) can be viewed as a resource allocation problem in which
the set of N nodes in the given graph GX is partitioned into M cells; to each cell a represen-
tative supernode is to be allocated such that the averaged pairwise distance between a node
and its representative supernode (4.1) is minimized. Equivalently we want to partition the set
of n outgoing vectors {x(i)}ni=1 into m cells and to each cell allocate a representative outgo-
ing vector z(j) (the jth row of the weight matrix Z) such that the total representation error
ν(GX ,GY ) = min ρφ,Z(GX ,GY ) = min dφ(GX , CφXY (Z)) is minimized. As indicated, we seek an ap-
proximation of the optimal Φ∗ and Z∗ by considering this problem with a relaxed version of the
integer constraint (4.4). Specifically, we adapt the DA algorithm [55,60] to address step (I).
The main idea of the DA algorithm is to incorporate soft partitioning, that is, instead of
using a partition function φ that defines a binary aggregation matrix Φ ∈ {0, 1}N×M , each node
i (1 ≤ i ≤ n) is associated with all supernodes j (1 ≤ j ≤ m) via nonnegative association weights
pj|i = Φ˜ij . We choose {pj|i} to satisfy
∑m
j=1 pj|i = 1 for all i, and define a soft aggregation matrix
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Φ˜ ∈ [0, 1]N×M , with Φ˜ij = pj|i, i = 1, . . . , n, j = 1, . . . ,m. Then, we modify the dissimilarity
functions in (4.1) and (4.2) into the following soft dissiimlarities,
ρ˜φ˜,Z˜(GX ,GY )
4
= dφ˜(GX , Cφ˜XY (Z))
=
n∑
i=1
µi
m∑
j=1
pj|id(x(i), z(j)) = Tr(UDΦ˜T ), (4.5)
and ν˜(GX ,GY ) 4= min{ρ˜φ˜,Z˜(GX ,GY )|Y = ZΦ˜, Φ˜ ∈ [0, 1]n×m}. (4.6)
The allowance of soft partitioning introduce uncertainty in associating a node to any supernodes;
this uncertainty is quantified by a Shannon entropy term as
H(GY |GX) = H(Cφ˜XY (Z)|GX) = −
n∑
i=1
µi
m∑
j=1
p˜j|i log p˜j|i. (4.7)
The association weights {pj|i} are determined by the Maximum Entropy Principle (MEP) in-
troduce by E.T. Jayes [33]. Specifically, we minimize ρ˜φ˜,Z˜(GX ,GY ) under the following entropy
constraint
H(Cφ˜XY (Z)|GX) = µTh =
n∑
i=1
µihi = H0, (4.8)
where h = [h1, . . . , hN ] ∈ Rn+ is defined by
hi = H(φ˜(j)) = −
m∑
k=1
pk|i log pk|i,
with H(·) being the Shannon entropy of a probability vector, and φ˜(j) = [p1|j , . . . , pm|j ] being
the jth row of the soft aggregation matrix Φ˜. In short, we modify step (I) to solve a continuous
relaxation of (4.3):
arg min
Φ˜,Z:|Vy |=m
ρ˜φ˜,Z˜(GX ,GY ) = Tr(UDΦ˜T ), (4.9)
s.t. Φ˜ ∈ [0, 1]n×m, Φ˜1m = 1n, Y = ZΦ˜, H(Cφ˜XY (Z)|GX) = H0, (4.10)
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for a feasible value of H0 (0 ≤ H0 ≤ logm). This is solved by minimizing the Lagrangian
F (GX , Cφ˜XY (Z))
4
= ρ˜φ˜,Z(GX ,GY ) − 1βH(Cφ˜XY (Z)|GX) with respect to {pj|i}, where 1β is a Lagrange
multiplier (and β is the annealing parameter). This yields a Gibbs distribution
pj|i =
exp {−βDij}∑m
k=1 exp {−βDik}
. (4.11)
Remark: Note that each value of the annealing parameter β corresponds to a value of H0 (obtained
by substituting (4.11) in (4.8)). In [32,55], it is shown that the larger the value β, the smaller the
value of the corresponding H0. In the DA algorithm, the relaxed problem (4.9) is repeatedly solved
with increasing values of parameter β, i.e., decreasing (yet feasible) values of H0.
Substituting the association weights (7.5) into (4.5) and (4.8), the Lagrangian F becomes
F ∗(GX , Cφ˜XY (Z)) = −
1
β
n∑
i=1
µi log
m∑
k=1
exp {−βDik} . (4.12)
The DA algorithm incorporates an annealing process characterized by the annealing parameter
β. At each iteration of the DA algorithm, indicated by a fixed β, a local minimum of (4.12) is
computed. That is, the representative outgoing vectors z∗(j) are computed using the following
implicit equation,
0 = ∇z(j)F ∗(GX , Cφ˜XY (Z)) =
n∑
i=1
µipj|i∇z(j)Dij . (4.13)
Equation (4.13) is solved using gradient descent methods where the solutions from the previous
iteration are used as starting values in the current iteration. These computations are repeated as
the parameter β is increased in the annealing process.
The rationale behind this annealing is as follows. For β ≈ 0, minimizing the cost function F
is approximately the same as minimizing −H, which is convex and has a global minimum. In fact
in this case, the association weights given by (7.5) are approximately uniform (i.e., pj|i ≈ 1m , ∀i, j),
so all outgoing vectors z∗(j) are coincident, thus there is a single distinct supernode. As β is
increased, the soft aggregation matrix Φ˜ becomes more and more binary, moreover, the annealing
process exhibits a series of phase transitions as shown in [55, 60], where the solutions {z∗(j)} are
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insensitive to changes in β except at critical values βc; the number of distinct outgoing vectors in
the composite graph increases at these critical values. When β is very large, F ≈ ρ˜φ˜,Z ≈ ρφ,Z (since
pj|i ≈ 1 if j = arg minkDik and otherwise is ≈ 0), and thus we recover a hard partition and the
original dissimilarity function. The underlying heuristic of the DA algorithm is that it finds the
global minimum of F at very small β and tracks the minimum as β is increased.
After obtaining the weighting matrix Z∗ from step (I) as above, we can determine the weighting
matrix Y∗ by soft edge aggregation as in step (II): Y∗ = Z∗Φ˜.
The key aspects of the graph aggregation process described in the preceding and the DA algo-
rithm are summarized in Lemma 3 below. For clearer exposition, we choose the vector distance d
in (4.6) to be the squared Euclidean distance function.
Lemma 3 Let d(u,v)
4
= ‖u−v‖22, then: (i) the weighting matrix Z∗ of Cφ˜XY (Z∗) that satisfies the
first-order optimality condition in (4.13) for a given β and the corresponding weighting matrix Y∗
for G∗Y are given by:
Z∗ = RTX and Y∗ = RTXΦ˜, (4.14)
where Φ˜,R ∈ [0, 1]n×m,
Φ˜ij = pj|i =
e−βd(x(i),z∗(j))∑
k e
−βd(x(i),z∗(k))
and Rij = qi|j =
µipj|i∑
r µrpj|r
, i = 1, . . . , n, j = 1, . . . ,m; (4.15)
(ii) the number of distinct outgoing vectors increases when β surpasses a critical value βc, at which
the determinant of the Hessian, det
(
∇2z∗(j0)F ∗(GX , C
φ˜
XY (Z))
)
= 0 for some 1 ≤ j0 ≤ m. Moreover,
β−1c is given by twice the maximum eigenvalue of the matrix given by
∑n
i=1 qi|j(x(i)−z∗(j0))(x(i)−
z∗(j0))T .
Remark: Lemma 3 is from [55]. Part (i) is obtained by solving (4.13) with the squared Euclidean
distance. Part (ii) is a direct consequence of the MEP-based algorithm and its properties (see [55,60]
for details). It should be noted that the solution Z∗ in (4.14) is insensitive to changes in β between
two successive critical values of βc (see [60] for quantitative details). As β is increased beyond a
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critical βc, the number of distinct solutions z
∗(j) to (4.13) increases. Thus for graph aggregation,
we update Φ˜, R, Z∗ and Y∗ by (4.14) for each β value as β is increased, and stop when the number
of distinct outgoing vectors z∗(j) (or the rows of Z∗) equals m.
4.1.3 A Guided Decentralized Implementation
By viewing the graph aggregation problem from a resource allocation perspective, we can apply
the principles of the MEP-based algorithm to identify an appropriate aggregated graph size, use
the flexibility in choosing a distance measure to define a dissimilarity function, impose case specific
constraints, and avoid poor local minima [55, 59, 60]. Further, the computational cost of solving
large eigenvalue/eigenvector problems in spectral-decomposition methods is avoided. Unlike many
clustering based methods that conduct repeated bipartitioning (such as the min-flow cut and the
simulation based aggregations [13]), hierarchical multiple-partitions result from splitting. In fact, as
β tends to infinity, the proposed algorithm mimics Lloyd’s algorithm, but with a carefully selected
initial guess for the representative points (obtained from the previous annealing steps).
Since the aggregation result is insensitive to the value of β (see [55,60,72]), our algorithm uses
a geometric annealing schedule (e.g., βk+1 = αβk for α > 1) and thus requires far fewer iterations
than popular annealing algorithms such as simulated annealing (which typically has a logarithmic
cooling law [23]).
On the other hand, the MEP-based algorithm requires centralized computations to overcome
convergence to local minima, i.e., it uses information from all x(i)’s to compute each z∗(j); in this
sense, the computational effort at each iteration is high. However, as the annealing progresses (as
β increases), the association weights pj|i given by (4.11) tend to either 0 for distant node-supernode
pairs or 1 for nearby pairs, i.e.,
pj|i =
exp{−β[d(x(i), z(j))− dmin(i)]}
1 +
∑
k 6=j0 exp{−β[d(x(i), z(k))− dmin(i)]}
.
where dmin(i)
4
= minj d(x(i), z(j)) and j0
4
= arg minj d(x(i), z(j0)). This decentralization can be
exploited by replacing the most expensive computation z∗(j) =
∑n
i=1 qi|jx(i) in (4.14) by zˆ
∗(j) =∑
i∈Sj qi|jx(i) for an appropriate subset of nodes close to the j
th supernode, Sj . For instance, we
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can choose Sj by the Voronoi cells centered at the outgoing vectors z(j), and have the following
result.
Proposition 4 The centroid outgoing vectors z(j)′ calculated by using only the outgoing vectors
of nodes inside the Voronoi cells,
Sj 4= {x(i) : min
k
d(x(i), z(k)) = d(x(i), z(j))}, 1 ≤ j ≤ m,
is close to the results from centralized calculation z(j) when β is large. Specifically, in order to
guarantee ‖z∗(l) − zˆ∗(l)‖∞ < τ for some positive number τ , it is sufficient to conduct restrictive
calculation only when the following condition is true for all cells {Sj}:
εij
4
=
∑
l∈Si
µlpj|l < ε0
4
=
τ min1≤j≤m
∑n
i=1 µipj|i
(m− 1) max1≤t≤n
∑n
i=1|Xit|
, ∀i 6= j, (4.16)
with some positive numbers ε0.
Proof: We first expand the optimal outgoing vectors of the centroid calculation (4.14) by plug
in the pi|j and qj|i in (4.15), which gives
z(l) =
∑n
i=1 µipl|ix(i)∑n
i=1 µrpl|i
. (4.17)
We define the following terms to simplify the expression:
• Al(S) 4=
∑n
i=1 µipl|ix(i) ∈ R1×n, and Bl(S)
4
=
∑n
i=1 µipl|i ∈ R, which are the numerator and
the denominator of (4.17);
• S(S) 4= ∑ni=1 |x(i)| ∈ R1×n, is the vector sum of the absolute values of x(i)’s.
Similarly, when these quantities are restricted to Voronoi cell Sl containing z(l), we have:
• Al(Sl) 4=
∑
x(i)∈Sl µipl|ix(i), Bl(Sl)
4
=
∑
x(i)∈Sl µipl|i;
• S(Sl) 4=
∑
x(i)∈Sl |x(i)|.
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Therefore, the outgoing vector in centralized computation given by (4.17) can be written as
z(l) =
Al(S)
Bl(S) .
After eliminating the nodes outside the cell Sl, (only use nodes within Sl to compute z(l) for each
l), the decentralized calculation gives z(l)′ as
z(l)′ =
∑
x(i)∈Sl µipl|ix(i)∑
x(i)∈Sl µipl|i
=
Al(Sl)
Bl(Sl) .
The error from decentralization, z(l)− z(l)′, is given by
z(l)− z(l)′ = Al(S)Bl(Sl)−Al(Sl)Bl(Sl)
Bl(Sl)Bl(S)
=
Al(Scl )Bl(Sl)−Al(Sl)Bl(Scl )
Bl(Sl)Bl(S) ,
where Scl = S \ Sl. Without loss of generality, consider the supremum norm of above error vector:
‖z(l)− z(l)′‖∞ = max
1≤j≤n
|Zlj − Z ′lj |
=
1
Bl(Sl)Bl(S) max1≤j≤n |[Bl(Sl)Al(S
c
l )]j − [Bl(Scl )Al(Sl)]j |
≤ 1
Bl(Sl)Bl(S) max1≤j≤n {|[Bl(Sl)Al(S
c
l )]j | ∨ |[Bl(Scl )Al(Sl)]j |} .
Meanwhile, we note that |Al(Sl)| = |
∑
x(i)∈Sl x(i)µipl|i| ≤
(∑
x(i)∈Sl |x(i)|
)
Bl(Sl) = S(Sl)Bl(Sl),
and |Al(Scl )| ≤ S(Scl )Bl(Scl ). Thus the worst case error of all z(l)’s becomes
‖z(l)− z(l)′‖∞ ≤ 1
Bl(Sl)Bl(S) max1≤j≤n {|[Bl(Sl)Bl(S
c
l )S(Scl )]j | ∨ |[Bl(Sl)Bl(Scl )S(Sl)]j |}
≤ Bl(S
c
l )
Bl(S) max1≤j≤n {|[S(S
c
l )]j | ∨ |[S(Sl)]j |} .
For the Voronoi set, Sl’s are disjoint, thus we have
max
1≤j≤n
{|[S(Scl )]j | ∨ |[S(Sl)]j |} ≤ max
1≤j≤n
{|[S(S)]j |} = ‖S(S)‖∞,
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which yields ‖z(l)− z(l)′‖∞ ≤ ‖S(S)‖∞Bl(S
c
l )
Bl(S) . If we use the definition of εij and condition
εij ≤ ε0 for all i 6= j as required in (4.16), we have Bl(Scl ) ≤ (m − 1)ε0. Moreover, ‖S(S)‖∞ =
max1≤t≤n
∑n
i=1|Xit|. Therefore, one sufficient condition to guarantee ‖z(l) − z(l)′‖∞ < τ for all l
is to select ε0 ≤ τBl(S)(m−1) max1≤t≤n∑ni=1|Xit| , which is guaranteed by (4.16).
Finally, condition (4.16) is always satisfied when β is large, since in this case, pj|l ≈ 0 for all
l ∈ Si, i 6= j. 
Simulation results demonstrate the potential to improve scalability (Table I). It is seen through
this and other examples that adopting decentralized calculation in the solution process provides
a significant improvement in computational times, while the sacrifice in computational accuracy
compared to the original DA procedure is controllable. Alternative choices for the cells Sj can
be found in [41, 59], in which the authors discussed the approximation could be improved when
implementing the localization in an adaptive way.
4.2 Simulation
4.2.1 A general graph aggregation
Figure 4.1 and 4.2 present results for an aggregation of a graph with 40 nodes into a graph with 5
supernodes. This example is motivated by neuroscience studies, and the graph (plot (a)) shows the
information flows among 40 networked neurons. Specifically, each node stands for a neuron and an
arrow indicates the directed information between two neurons. The weighting matrix is shown in
plot (b), in which the color of the ith row and jth column represents the edge weight xij (indicated
by the color bar). We select a uniform node weight µi = 1/40,∀i, and adopt the squared Euclidean
distance for d(·, ·) in (4.1) to compare the functional dissimilarities between neurons. We apply
the two-step aggregation method, where for small β = 0.01, all supernodes are coincident. As β
is increased, the number of distinct supernodes increases from 1 to 15 through splitting, and the
dissimilarity achieved by the aggregated graph decreases (plot (c)). From the dissimilarity curve,
we estimate the natural size of the aggregated graph to be m = 5 clusters. The weighting matrix
for the resulting 5-supernode aggregated graph is given in plot (d), which is consistent with the
way that this test data was constructed.
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To demonstrate the decentralization method of Section 4.1.3, we form the Voronoi cells for
each supernode at each β, and for those cells that satisfy the threshold criterion, the computations
are restricted to nodes within the cells as discussed. Plots (e) and (f) show 3 and 5 supernodes
at different stages of the annealing process. The running times and dissimilarity, achieved by the
original and the modified algorithms to obtain a 5-supernode graph are presented in Table 4.1,
which shows a significant reduction in computation time.
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Figure 4.1: Multi-scaled aggregation results with squared Euclidean distance for a graph of 40
nodes. Plot (a) shows the original directed graph and the locations of all nodes, cyan arrows
indicate weak connections (with small edge weights) and blue arrows indicate strong connections.
Plot (b) shows the weighting matrix of the original graph.
We finally compare our algorithm with a standard Normalized Graph Cut algorithm proposed
by Shi and Malik [61]. As the size of original graph is increased from 50-node to 10000-node, the
times needed to implement spectral clustering (tSM ) and our aggregation method (tDA), and the
(hard) dissimilarities ν(GX ,GY ) (as in (4.3)) achieved by both methods are shown in Table 4.2.
Note that the times and ratios in Table 4.2 represent the average of 5 implementations on the
same datasets. Therefore, it is evident that the aggregated graph obtained using the MEP-based
algorithm consistently provides a better representativeness ( νDAνSM ≈ 0.08) than Normalized Graph
Cut. Also, for very large graphs (roughly more than 1000 nodes), the MEP-based algorithm is also
more efficient.
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Figure 4.2: Multi-scaled aggregation results with squared Euclidean distance for a graph of 40
nodes. Plot (c) depicts the dissimilarity value versus the number of supernodes, the red dot marks
the dissimilarity achieved by the 5-supernode aggregated graph after applying decentralization.
Plot (d) provides the weighting matrix of the 5-supernode aggregated graph. Plot (e) shows the
association weights when there are 3 supernodes, from which we see the influence from remote
nodes in determining the z(1) is very small, so we omit the nodes outside the Voronoi cells for
supernodes z1 and z2 in subsequent calculations. Plot (f) shows the association weights from each
node to each supernode when the algorithm terminates as 5 supernodes have been identified.
45
Table 4.1: Decentralized modification vs. the original algorithm
40-node graph Running time (sec) Free energy value
Centralized computation 10.6366 386.0528
Decentralized modification 5.3401 415.3161
Table 4.2: Comparison with graph spectral clustering
n 100 1000 5000 7500 10000
tSM (sec) 0.0401 0.9250 57.1976 178.5284 400.4039
tDA (sec) 0.0521 0.8808 23.038 52.8473 76.344
(νDA/νSM )% 8.14 8.11 9.38 7.86 7.87
Summary of This Chapter
Our main achievements in this chapter are summarized as follows.
1. Adaptation of the resource allocation framework to aggregation of large interconnected sys-
tems, in particular, the directed weighted graphs and Markov chains.
2. Proposition of a two-step aggregation procedure for graph aggregation, based on the com-
posite graphs set (Section 4.1.2).
3. Presentation of a guided decentralized implementation for the algorithm to improve scalability
(Section 4.1.3).
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Chapter 5
Aggregation of Markov Chains
5.1 Aggregation of Markov Chains
Based on the obvious correspondence between graph models and Markov chains, we formulate a
special constrained optimization problem for Markov chain reduction, and develop an algorithmic
implementation based on the MEP-based algorithm.
The aggregation problem for the Markov chains can be stated as: For a given a Markov chain
X with n states, whose transition probability matrix is P, find a low-order chain Y with m states
and transition matrix Q such that the dissimilarity between X and Y is minimized.
A discrete Markov chain X = {X(1), X(2), · · · } with finite state space and transition matrix P
(with the ith row p(i) and [P]i,j = Pij) can be represented by a graph GP (Vp, Ep,P). When the state
space |X | = n is large, we aim to find a low-order Markov chain Y with M states and transition
matrix Q (with the jth row being q(j) and [Q]i,j = Qij) to represent X , where representativeness
is defined through their graphs. That is, our two-step framework for graph aggregation applies
here by aggregating similar states, such that the dissimilarity between their corresponding graphs
GP and GQ(Vq, Eq,Q) given by ν(GP ,GQ) in (4.3), is minimized. After applying soft aggregation,
the optimization problem associated with the first step is given by (4.9) with constraints
Z ≥ 0, Z1N = 1M (5.1)
in addition to (4.10). In this setting, we choose the K-L divergence for d(·, ·), that is Dij =
d(p(i), z(j)) =
∑N
k=1 Pik log
Pik
Zjk
, which is convex, and we assume that the support set of p(i)
is contained in the support set of z(j) for all i and j (i.e., Zjk = 0 ⇒ Pik = 0, ∀i, j, k), and
H0 ∈ [0, logM ]. The constraint (5.1) defines transition probabilities from a superstate in Y to the
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original states in X , and also guarantees that Q computed by ZΦ˜ is a valid Markov transition
matrix.
Remark: If the original Markov chain X has a limiting distribution pi ∈ R1×n+ satisfying pi = piP
and
∑n
i=1 pii = 1 (e.g., is an irreducible and aperiodic Markov chain), a natural choice of the
node weights is µi
4
= pii for all i. In this case the resulting dissimilarity function ν˜(GP ,GQ) 4=
minQ:|Vq |=m ρ˜φ˜,Z(GP , Cφ˜PQ(Z)) provides a soft version of the lifted K-L divergence rate metric be-
tween two Markov chains proposed in [54].
The Lagrangian, after accounting for the Markov constraints (5.1), becomes
F (GP , Cφ˜PQ(Z)) = ρ˜φ˜,Z(GP , Cφ˜PQ(Z))−
1
β
H(Cφ˜PQ(Z)|GP )−
m∑
j=1
ηj
n∑
k=1
(Zjk − 1),
with ηj ’s being the Lagrange multipliers associated with (5.1). We follow the general two step
framework, which leads to results stated in Theorem 2 and Theorem 3.
Theorem 2 Given a Markov chain with n states and transition probability matrix P, the transition
matrix Q∗ of the low-order Markov chain calculated from the two step aggregation with m < n su-
perstates is given by Q∗ = Z∗Φ˜, where Z∗ = RTP, Φ˜il = pl|i = e
−βd(p(i),z∗(l))∑m
t=1 e
−βd(p(i),z∗(t)) , l = 1, . . . ,m, i =
1, . . . , n, with d(·, ·) being the K-L divergence, and Rsk = qs|k = µspk|s∑
t µtpk|t
, k = 1, . . . ,m, s = 1, . . . , n.
Proof: Since the edge weight constraints in (5.1) do not depend on the pl|i values, taking ∂F˜∂pl|i = 0
yields the same Gibbs distribution as in (4.11).
Substituting pl|i into the Lagrangian F˜ to obtain F˜ ∗, and setting ∂F˜
∗
∂Zki
= 0 for each k and i,
we have νkZ
∗
ki =
∑
s µspk|sPsi. Considering constraints
∑n
i=1 Z
∗
ki =
∑n
i=1 Psi = 1, ∀1 ≤ k ≤ m and
1 ≤ s ≤ n, we have Z∗ki =
∑n
s=1 qs|kPsi. Note that all resulting entries of Z
∗ are nonnegative, every
entry of Q∗ is a convex combination of the corresponding column in Z∗, and the resulting Q∗ is a
nonnegative stochastic matrix. 
The critical value βc that leads to phase transition is given by β for which the second variation
of F˜ ∗ at Z∗ (see Theorem 2) defined by ∆2F˜ ∗(β,C) 4= d
2
d2
F˜ ∗(Z∗(β) + C)
∣∣∣
=0
becomes nonpositive
for some C ∈ AC , where AC 4= {C ∈ Rm×n :
∑
k w(k)
Tw(k) = 1,
∑n
j=1Cij = 0, for all i} denotes
an admissible perturbation set. This ensures that when the perturbation C 6= 0, the perturbed
48
weighting matrix Zˆ∗ = Z∗ + C satisfies (5.1), and the second variation is independent of the size
of C, yielding the following result.
Theorem 3 Suppose for some β0, the matrix Z
∗(β0) in Theorem 2 satisfies ∆2F˜ ∗(β0,C) > 0 for
all C ∈ AC and the number of distinct outgoing vectors m0 < m. The critical β 4= min{β > β0 :
∆2F˜ ∗(β,C) ≯ 0 for some C ∈ AC} satisfies the condition mink λmin(Γβ(k)) = 0, where Γβ(k) is
defined in (5.2).
Proof: The second variation of F˜ ∗ at Z∗ is given by ∆2F˜ ∗(β,C) = γ1(β,C) + γ22(β,C) for
C ∈ AC , where γ1(β,C) =
∑m0
k=1 qkw(k)
TΓβ(k)w(k) ∈ R, qk =
∑n
i=1 µipk|i, w(k) is the kth row
of C,
Γβ(k) = Λβ(k)− βCβ(k), (5.2)
where Λβ(k) = diag
{[
n∑
i=1
qi|kp(i)
]
./
(
z∗(k).2
)}
,
and Cβ(k) =
{
N∑
i=1
qi|k[p(i)./z∗(k)][p(i)./z∗(k)]T
}
.
γ22(β,C) = β
∑n
i=1
(∑m0
k=1 pk|i[p(i)./z
∗(k)]Tw(k)
)2
and [p(i)./z(k)] denotes the element-wise divi-
sion (we have assumed Zjk = 0⇒ Pik = 0,∀i, j, k).
Since ∆2F˜ ∗(β0,C) > 0, we have
∆2F˜ ∗(β,C) ≥ γ22(β,C) + min
k
{λmin(Γβ(k))}
≥ min
k
{λmin(Γβ(k))} ≥ 0
for β0 ≤ β ≤ βc, C ∈ AC , where we have used the fact that ∆2F˜ ∗(β,C) is continuous in its argu-
ments, and have applied the Rayleigh-Ritz inequality xTΓβ(k)x ≥ λmin(Γβ(k))‖x‖2 for symmetric
matrices Γβ(k). Therefore ∆
2F˜ ∗(βc,C) = 0 for some C only if mink λmin(Γβ(k)) = 0. Moreover,
since Cβ(k) and Λβ(k) are insensitive to β, βc can be approximated by λmin(C(k)
−1Λ(k)) whenever
Cβ(k) is invertible. 
Remark: The perturbation matrix C, s.t.,∆2F˜ ∗(βc,C) = 0 is given by[
0, . . . , 0,w(k0)
T , −w(k0)T , 0, . . . , 0
]T
, where λmin(Γβ(k0)) = mink λmin(Γβ(k)), and w(k0) is the
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corresponding eigenvector of Γβ(k0). This choice is possible since m0 < m and there are at least
2 rows of matrix Z∗ which are equal to z∗(k0). The index k0 identifies the outgoing vector that
is replaced by multiple distinct vectors when (4.13) is solved for β that surpasses βc during the
annealing process. Thus there is an increase in the number of distinct outgoing vectors; this process
repeats at subsequent critical values as β is increased in the MEP-based algorithm.
5.2 The Analysis of the MEP-Based Algorithm for NCD Markov
Chains
A basic case for which any graph clustering approach should work for is a large disconnected graph
comprising multiple connected components (henceforth referred to as subgraphs) where there exists
no path connecting any two nodes from two subgraphs. Extensive simulations show that our MEP-
based algorithm identifies subgraphs. In fact, our approach identifies even weakly interconnected
subgraphs in simulations; the edge weights of a weakly interconnected graph are perturbations of
a disconnected graph. These studies are particularly relevant to the Markov chains; in identifying
decomposable sub-chains from large nearly completely decomposable (NCD) Markov chain (2.2).
Note that the Markov chain aggregation method is developed from a data-centric point of view,
the formulation of the optimization problem does not reflect dynamic aspects of Markov chains.
In this section, we investigate the dynamic properties of the resulting reduced-order Markov chain
by providing a comparison between the stationary distribution of the aggregated chain and the
aggregated stationary distribution of the original chain.
5.2.1 Sub-chain identification
First we restate the results of the MEP-based clustering for the Markov chains (Theorem 2), when
the transition matrix P of the original Markov chain has the NCD structure.
Corollary 1 For a n−state NCD Markov chain consisting with N sub-chains, whose transition
matrix P = P∗ + C is in the form of (2.2), the soft aggregated transition matrix obtained at any
50
annealing stage characterized by β is given by
Q˜ = ZΦ˜ and Z = R˜TP, (5.3)
where Z and R˜ ∈ RN×n satisfy the implicit equation
z(J) =
N∑
I=1
nI∑
i=1
R˜iIJp(iI)
with
R˜iIJ =
Φ˜iIJµiI∑N
K=1
∑nK
k=1 Φ˜kKJµkK
(5.4)
and
Φ˜iIJ =
e−β‖p(iI)−z(J)‖22∑N
K=1
∑nK
k=1 e
−β‖p(kK)−z(J)‖22
. (5.5)
Remark: The elements of matrices Φ˜ and R˜ are respectively given by the association weights
{pJ |iI} and the posterior association weights {qiI |J} used in Theorem 2. We refer to R˜ as the soft
posterior weight matrix in the sequel.
Below in Theorem 4 we show that as β →∞ the MEP-based algorithm identifies the blocks of
P∗ for NCD Markov chains with P = P∗+C, when the perturbation matrix C satisfies Assumption
1. We also introduce the notions of maximum degree of coupling and the index of unbalance for the
C and P∗, and the concept of separability for further quantitative derivation.
Assumption 1 All entries of C in the diagonal blocks are non-positive, i.e., CiIkI ≤ 0, ∀i, k, I.
Definition 4 (Maximum degree of coupling) The maximum degree of coupling (see [11]) be-
tween any two partitions is given by
δ
4
= max
I
∑
J 6=I
nJ∑
j=1
CiIjJ
 . (5.6)
Definition 5 (Index of unbalance) For an NCD Markov chain in the form of (2.2) with com-
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pletely decomposable component P∗ = diag{P∗I}, we define its index of unbalance as
η
4
= max
I
max
i,j
‖p∗(iI)− p∗(jI)‖1. (5.7)
Definition 6 (Separability between subchains) For an NCD Markov chain with states X and
the transition matrix P in the form of (2.2) with completely decomposable component P∗ =
diag{P∗I}. Let XI be the states associated with the Ith diagonal block of P∗. We say the Ith
subchain and the J th subchain are separable, if there exists a separating hyperplane, such that out-
going vectors from every state in XI are on one side of the plane, and outgoing vectors from every
state in XJ are on the other side. (See Figure 5.1 for Illustration. )
din(I)
p(1I)
p(2I)
p(3I)
p(1J)
p(2J)
din(J)
dout(I, J)
Figure 5.1: Illustration of the notion of separability. Blue circles denote the outgoing vectors of
states in XI and XJ , din(I) = maxi,i′∈I‖p(iI) − p(i′I)‖1 denotes the “radius” of the states in Ith
subchain. Similarly, dout(I, J) = mini∈I, j∈J‖p(iI)−p(jJ)‖1 represents the closest distance between
the sets of outgoing vectors from the Ith and J th subchains. In this figure Ith and J th subchains
are separable, since minI 6=J dout(I, J) = dout > 2din ≥ 2 max{din(I), din(J)}.
Below we state a result on identification of subchains where we use the concept of separability
between subchains.
Theorem 4 For an NCD Markov chain P = P∗+C in the form (2.2), with CD nominal transition
matrix P∗, and perturbation matrix C satisfying Assumption 1. If its index of unbalance (defined
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in (5.7)) for each sub-chain P∗I of P
∗ is less than η, then the separability between any two subchains
is guaranteed when the perturbation  < 1−η6δ .
Proof: We first consider pairwise distances of outgoing vectors from a same sub-chain. For any
two states iI , jI both associated with the I
th sub-chain, the l1 distance between their outgoing
vectors has the following upper bound
din ≤ ‖p(iI)− p(jI)‖1
≤ ‖p∗(iI)− p∗(jI)‖1 + ‖c(iI)− c(jI)‖1
≤ η + 
 nI∑
k=1
|CiIkI − CjIkI |+
∑
J 6=I
nJ∑
k=1
|CiIkJ − CjIkJ |

≤ η +
N∑
J=1
nJ∑
k=1
[|CiIkJ |+ |CjIkJ |] ≤ η + 4δ.
Since by assumption all entries in the diagonal blocks of perturbation matrix C are non-positive,
therefore
∑nI
k=1|CiIkI | =
∑
J 6=I
∑nJ
j=1CiIjJ ≤ δ. Similarly, for two states iI and jJ from different
sub-chains, we have
‖p(iI)− p(jJ)‖1 = ‖p∗(iI)− p∗(jJ) + c(iI)− c(jJ)‖1
=
nI∑
k=1
|P ∗iIkI + (CiIkI − CjJkI )|︸ ︷︷ ︸
(a)
+
nJ∑
k=1
|P ∗jJkJ + (CjJkJ − CiIkJ )|︸ ︷︷ ︸
(b)
+ 
∑
N 6=J,I
nN∑
k=1
|CiIkN − CjJkN |︸ ︷︷ ︸
(c)
. (5.8)
The term (a) ≥ 1− 2δ, since
(a) ≥
nI∑
k=1
(|P ∗iIkI | − |CiIkI − CjJkI |) = 1−  nI∑
k=1
(|CiIkI |+ |CjJkI |) .
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Similarly, term (b) ≥ 1 − 2δ, and term (c) ≥ 0. Therefore, we conclude the following upper and
lower bounds for within, and between partition distances,
din
4
= max
1≤I≤N
max
1≤i,j≤nI
‖p(iI)− p(jI)‖1 ≤ 4δ, and
dout
4
= min
1≤I,J≤N
min
1≤i≤nI ,1≤j≤nJ
‖p(iI)− p(jJ)‖1 ≥ 2− 4δ.
The distance of any outgoing vector from subchain I from any outgoing vector from subchain J
is at least 2 − 4δ. Meanwhile, all outgoing vectors from the Ith sub-chain are located within
4δ distance from each other. The condition that the distance between any two states from the
same sub-chain is less than the distance between any two different sub-chains is satisfied (sufficient
condition) when dout > 2− 4δ > 4δ+ 4δ > 2din; that is when  < 1−η6δ . 
din(I)
p(1I)
p(2I)
p(1J)
din(J)
dout(I, J)
Figure 5.2: The states may still be separable when the strong separable condition dout =
minI,J dout(I, J) > 2din = maxI din(I) fails.
The threshold of perturbation size  given in terms of δ and η provides a condition that guar-
antees the worst-case separability, since dout > 2din is a conservative condition for being separable.
This becomes clear in Figure 5.2. Next, we discuss some less conservative results by relaxing this
condition. Specifically, we characterize the probability of correct classifications; for which, we make
the following assumption regarding the distribution of the entries in the perturbation matrix C.
Assumption 2 All entries in off-diagonal blocks of the perturbation matrix C follow independent,
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identical half-normal distributions with standard deviation equal to 1, that is, CiIjJ = |CˆiIjJ |, ∀i, j, I 6=
J, where CˆiIjJ ∼ N (0, 1).
Theorem 5 Let XI and XJ be two noncommunicating subchains of a CD Markov chain X with
transition matrix P∗. The separability between subchains XI and XJ is bounded below by
P
{
(n− nI)2Y1 +
√
2Y2 + n
2
(
1
nI
+
n
nJ
)
Y3 −
√
2Y4 <
1
nI
+
1
nJ
− η2
}
, (5.9)
in which Yi are Chi-squared random variables Yi ∼ χ2(dfi), i = 1, 2, 3, 4, with degree of freedom
df1 = df2 = 2(n− nJ), df3 = n and df4 = n− nI − nJ .
Proof: We use the l2 norm for vector distance in this proof. The probability of disitinguishing
identifying the Ith and the J th subchains is given by
∏
i,i′∈I, j∈J
P{‖p(iI)− p(i′I)‖22 < ‖p(jJ)− p(iI)‖22}, (5.10)
since the row vectors of C (and thus P) are independent by Assumption 2. Let us consider
‖p(iI)− p(i′I)‖22
= ‖p∗(iI) + c(iI)− p∗(i′I)− c(i′I)‖22
=
nI∑
k=1
|P ∗iIkI − P ∗i′IkI + CiIkI − Ci′IkI |
2 + 
∑
J 6=I
nJ∑
k=1
|CiIkJ − Ci′IkJ |
2
≤ 2
nI∑
k=1
|P ∗iIkI − P ∗i′IkI |
2
︸ ︷︷ ︸
(a)
+22
nI∑
k=1
|CiIkI − Ci′IkI |
2
︸ ︷︷ ︸
(b)
+
∑
J 6=I
nJ∑
k=1
|CˆiIkJ − Cˆi′IkJ |
2
︸ ︷︷ ︸
(c)
,
where we used the inequality |a+ b|2 ≤ 2|a|2 + 2|b|2 in the last step. The nominal transition matrix
P∗ is constant valued, and the entries of C are random variables. We develop the bounds for
individual terms in the summation. Term(a) = ‖p∗(iI)− p∗(i′I)‖21 ≤ 2η2 since
‖a‖22 ≤ ‖a‖21 ≤ n‖a‖22, ∀a ∈ Rn. (5.11)
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Use (5.11) and note that the entries of C in the diagonal blocks are assumed to be negative, we have
(b) ≤∑nIk=1|CiIkI |2 +∑nIk=1|Ci′IkI |2 ≤ [∑nIk=1|CiIkI |]2 + [∑nIk=1|Ci′IkI |]2 = [∑J 6=I∑nJk=1|CiIkI |]2 +[∑
J 6=I
∑nJ
k=1|Ci′IkI |
]2 ≤ (n − nI) [∑J 6=I∑nJk=1(|CˆiIkI |2 + |Cˆi′IkI |2)] = (n − nI)Y1, if we define a
random variable Y1 :=
[∑
J 6=I
∑nJ
k=1(|CˆiIkI |2 + |Cˆi′IkI |2)
]
. Since Y1 is a summation of multiple
(=df1 = 2(n − nJ)) independent random variable with standard normal distribution, Y1 follows a
Chi-squared distribution with degree of freedom equal to df1, or Y1 ∼ χ2(df1).
For the term (c), we first note that |CiIkJ −Ci′IkJ | ≤ |CˆiIkJ − Cˆi′IkJ | since CiIkJ = |CˆiIkJ | for all
entries in off-diagonal blocks. Then CˆiIkJ − Cˆi′IkJ ∼ N (0, 2) being a summation of two independent
standard normal random variables. And if we define Y2
4
= (c)/
√
2, we have Y2 ∼ χ2(df2), where
df2 = n− nJ .
In summary, we have that ‖p(iI)− p(i′I)‖22 ≤ 2η2 + (n− nI)Y1 +
√
22Y2, where Y1 ∼ χ2(df1)
and Y2 ∼ χ2(df2), with df1 = 2df2 = 2(n− nJ).
The other norm term in expression (5.10) can be expanded as
‖p(iI)− p(jI)‖22
= ‖p∗(iI) + c(iI)− p∗(jJ)− c(jJ)‖22
=
nI∑
k=1
|P ∗iIkI + (CiIkI − CjJkI )|2︸ ︷︷ ︸
(e)
+
nJ∑
k=1
|P ∗jJkJ + (CjJkJ − CiIkJ )|2︸ ︷︷ ︸
(f)
+
∑
N 6=I,J
nN∑
k=1
|CiIkN − CjJkN |2.︸ ︷︷ ︸
(g)
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We still focus on each term to find their lower bound as follows
(e) ≥ 1
nI
[
nI∑
k=1
|P ∗iIkI + (CiIkI − CjJkI )|
]2
≥ 1
nI
[
nI∑
k=1
|P ∗iIkI | − |CiIkI − CjJkI |
]2
=
1
nI
[
1− 
nI∑
k=1
|CiIkI − CjJkI |
]2
≥ 1
nI
1− 2
[
nI∑
k=1
|CiIkI − CjJkI |
]2
=
1
nI
− 
2
nI
[
nI∑
k=1
|CiIkI |+ |CjJkI |
]2
=
1
nI
− 
2
nI
∑
J 6=I
nJ∑
k=1
|CiIkJ |+
nI∑
k=1
|CjJkI |]
2
=
1
nI
− 
2
nI
∑
J 6=I
nJ∑
k=1
|CˆiIkJ |+
nI∑
k=1
|CˆjJkI |]
2
≥ 1
nI
− 
2
nI
n
∑
J 6=I
nJ∑
k=1
|CˆiIkJ |2 +
nI∑
k=1
|CˆjJkI |2

This implies that (e) ≥ 1nI −2 nnI Y3, where Y3 ∼ χ2(df3) with df3 = n. (f) has the same distribution
as (e) due to symmetry. Finally, the term (g) equals to
√
2Y4, where Y4 ∼ χ2(df4) where df4 =
n− nI − nJ .
Therefore we have
d2in(I) ≤ 2η2 + (n− nI)2Y1 +
√
2Y2,
d2out(I, J) ≥
1
nI
+
1
nJ
− n2
(
1
nI
+
n
nJ
)
Y3 +
√
2Y4),
where Yi ∼ χ2(dfi) are all Chi-squared random variables. So the probability of misclassification
between sub-chains I and J can be characterized by the probability of random variables with χ2
distribution, as (5.9).
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Finally, due to the independence assumptions of constructing P, we have: P(correctly identifying
sub-chain I) =
∏
J 6=I P(correctly identifying sub-chain I from sub-chain J) =
∏
J 6=I P(d2out(I, J) >
d2in(I)), being the sum of multiple terms that can be estimated. 
Remark: Here we provide a supplemental observation of Theorem 4 and Theorem 5. As annealing
progresses, the soft aggregation matrix Φ˜ is increasingly close to binary-valued. The aggregation
decision in terms of the Φ ∈ {0, 1}n×N , is obtained from Φ˜ at high β limit, given by
ΦiIJ = 1 ⇐⇒ lim
β→∞
Φ˜iIJ > Φ˜iIK ,∀K 6= J.
In addition, each of these conditions (Φ˜iIJ > Φ˜iIK) provides a discriminative boundary that favors
associating the iI
th state to the J th superstate, rather than the Kth. So the states being aggregated
into a particular superstate J , is an intersection of all individual discriminative areas.
5.2.2 Properties of long-run dynamics of the aggregated Markov chain
So far we have been mainly focused on formulating and elaborating the problem of finding a simple
description for complicated graph models. The aggregation algorithms that we proposed in Section
4.1 and Section 5.1 are data centric and did not consider any dynamical aspects of Markov chains.
In this section, we study certain dynamic properties of Markov chains that are preserved by these
algorithms. Also for better illustration and putting our algorithms in context, we first discuss
a popular aggregation for nearly completely decomposable Markov chains proposed and studied
in [62] and [2].
The first result is the aggregation of the NCD Markov chains, proposed by Simon and Ando [62].
In particular, it presents a formulation to calculate the transition matrix of the aggregated chain,
which characterizes how the weak interactions among subchains push the Markov process with NCD
transition matrix P towards the steady state. An improved approximation error in the steady state
distribution based Simon’s aggregation has been proved [11].
Theorem 6 (Variable Aggregation for NCD Markov Chain [11]) Let P be a transition ma-
trix for a NCD Markov chain with n states; that is, there exists a completely decomposable stochastic
matrix P∗, such that P = P∗ + C for some perturbation matrix C satisfying constraints (2.3).
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Suppose P∗ = diag{P∗I}NI=1 and the order of P∗I equal to nI for 1 ≤ I ≤ N . Let pi∗I be the stationary
distribution vector of P∗I , then the matrix Q with
Q◦IJ =
nI∑
i=1
pi∗iI
nJ∑
j=1
PiIjJ , (5.12)
is a stochastic matrix that defines another Markov chain with N superstates. Moreover, the sta-
tionary distribution of Q◦ satisfies
‖pi(Q◦)− pi(P)Φ‖1 ∼ O(2), (5.13)
where Φ is the aggregation matrix corresponding to P∗.
Proof: The proof can be found in the reference [11]. Specifically, it has been shown that every
entry of the vector pi(Q◦)− pi(P)Φ is in the order of 2. 
Remark: Despite providing a good approximation of the stationary distribution of a large Markov
chain, the aggregation (5.12) has an obvious limitation. In order to implement this state aggregation
and get Q◦, it is necessary to know the correct state partition for sub-chains, and the stationary
distribution of each P∗I , both of these are not always available. In fact, most modeling methods
yield the P matrix, and recovering the underlying decomposable subchains is one of the objectives.
In using the MEP-based algorithm to aggregate a large Markov chain, we need to specify
a weight vector that denotes the state weights. These weights influence the aggregation results
through setting the dissimilarity function ν(GP ,GQ) between P and Q (3.9), (see the following
Lemma 4). It is desired that, the choice of weights does not require much information of the system.
In the following, we study the influence of the state weight vector. Specifically, we estimate an error
bound of using the stationary distribution of Q to approximate the probabilities of the original
Markov process stays in each sub-chain at steady-state. In particular, we develop a such bound for
the choice of uniform state weights.
Lemma 4 Consider a NCD Markov chain in (2.2), if the MEP based aggregation correctly iden-
tifies the underlying sub-chains structure, the transition matrix Q ∈ RN×N of the aggregated chain
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obtained from the MEP-based aggregation algorithm is given by
Q = RTPΦ,
where Φ is the aggregation matrix and R = diag(µ)Φ
(
ΦTdiag(µ)Φ
)−1 ∈ Rn×N+ . Equivalently,
QIJ =
nI∑
i=1
µiI
µI
nJ∑
j=1
PiIjJ , (5.14)
where µI =
∑nI
i=1 µiI is the weight of the I
th group of states.
Proof: Since the resulting transition matrix Q is obtained when terminating the annealing process
when β is large enough, it is equivalent to study the limit of Q˜ as β →∞. The element-wise limits
of Φ˜ (5.5) and R˜ (5.4) are well defined (exist and finite):
lim
β→∞
Φ˜iIJ =
e−β‖p(iI)−z(z)‖22−‖p(iI)−z(J0)‖22∑N
K=1 e
−β‖p(iI)−z(K)‖22−‖p(i)−z(J0)‖22
where ‖p(iI)− z(J0)‖2 = minK‖p(iI)− z(K)‖2, and
lim
β→∞
R˜iIJ =
µiI I‖p(iI)−z(J)‖2=minL‖p(iI)−z(L)‖2∑
K,k:‖p(kK)−z(J)‖2=minL‖p(kK)−z(L)‖2 µkK
,
where I is the indicator function. On account of the NCD structure, and the identifiability assump-
tion, ‖p(iI)− z(I)‖2 = minK‖p(iI)− z(K)‖2 for all I, we can simplify the limits as
lim
β→∞
Φ˜iIJ = ΦiIJ =
 1 if J = I0 else,
and lim
β→∞
R˜iIJ = RiIJ =

µiI
µI
if J = I
0 else.
Also since Q˜ is continuous in the entries of R˜ and Φ˜, we can conclude that
limβ→∞ Q˜ = (limβ→∞ R˜T )P(limβ→∞ Φ˜) = Q, or (5.14). 
When Φ˜ approaches to the correct subchain partition (when perturbation is small; from exten-
sive simulations and Theorem 4), our method uses the initial state weights (a prescribed param-
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eter), which eliminates the need for P∗ information. In the sequel, we compare our aggregation
formulation (5.14) with Φ also resulting from the MEP-based algorithm to the Simon and Ando’s
aggregation (5.12). In particular, since the aggregated chain reflects the long-term dynamics of
the Markov chain, analogous to [11], we find an upper bound for ‖pi(Q) − pi(P)Φ‖1, where Q
is resulting from our method. The result is given in Theorem 7. We break up the development
of the proof into 5 steps. Development for this theorem requires matrix perturbation theory, the
essentials of which we provide in below.
First we start with some notations and required ingredients for the proof.
Suppose a NCD Markov chain is in the form of (2.2). Let {λ∗(iI),pi∗(iI)T ,υ∗(iI)} be the
ith eigenvalue, left and right eigenvectors of P∗I . Similarly, let {λ(lL),piT (lL),υ(lL)} be the ones
associated with P, with lL is an ordering that is compatible with the block structure of P
∗. Assume
all P∗I and P are diagonalizable, the eigenvalues are in descending order, and all eigenvectors are
normalized as
‖pi∗(iI)‖1 = ‖υ∗(iI)‖1 = 1, ∀i, I.
Since for Markov chains, the largest (and unrepeated) eigenvalue is 1, therefore for each I, λ∗(1I) =
1,υ∗(1I) = 1nI 1nI and pi
∗(1I)T is the stationary distribution of the Ith sub-chain, satisfying
pi∗(1I)TP∗I = pi
∗(1I)T . Similar relations hold for λ(11),υ(11) and pi(11). For the aggregated chain
Q ∈ RN×N , we denote its eigenvalue and left eigenvectors by {κ(L),α∗(L)T }, for L = 1, . . . , N .
Lemma 5 Let {λ(lL),θ(lL)T } be the pair of eigenvalue and left eigenvector of the matrix G∗P(G∗)−1,
where G∗ = diag(G∗I), and G
∗
I =

pi∗(1I)T
...
pi∗(nI I)T
 . Then the vector θ1(lL)T 4= [θ11(lL), . . . , θ1N (lL)]
satisfies θ1(lL)
T = piT (lL)Φ. In particular, when L = 1 we have
θ1(11)
T = pi(P)TΦ, (5.15)
where pi(P)T is the stationary distribution of P.
Proof: By definition, G∗I consists of the left eigenvectors of P
∗
I , and the corresponding eigenvalues
are λ∗(iI), Therefore GIP∗IG
−1
I = Λ
∗
I . Note that the eigenvectors associated with different eigen-
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values are orthogonal, i.e., pi∗(iI)Tυ∗(i′I) = 0, ∀i 6= i′. If we further define s∗(iI) = pi∗(iI)Tυ∗(iI),
then (G∗)−1 can be written as
(G∗I)
−1 =
[
υ∗(1I)
s∗(1I)
, . . . ,
υ∗(nI I)
s∗(nI I)
]
.
We then consider the relation between the eigenvectors of Q and the aggregated stationary
distribution pi(P)TΦ. Apply coordinate transformation G (invertible) on the transition matrix P,
G∗P(G∗)−1 = G∗(P∗ + C)(G∗)−1 = Λ∗ + G∗C(G∗)−1. (5.16)
When  is small, the second term in the right hand side is small, which implies G∗ (consisting
of the left eigenvectors of P∗) is close to the matrix consisting of left eigenvectors of P, and this
further implies the closeness of their stationary distributions pi∗(11)T and pi(11)T .
Since {λ(lL),θ(lL)T } is the pair of eigenvalue and left eigenvector of G∗P(G∗)−1, and pi(lL) is
the left eigenvector of P, according to similarity transformation, we have
θ(lL)
T = pi(lL)
T (G∗)−1. (5.17)
Consider the block diagonal structure of G∗. The first entry of each block I in θ(lL) is given by
θ1I (lL) =
1
s∗(1I)
piI(lL)
Tυ∗(1I) =
1
s∗(1I)nI
piI(lL)
T1nI =
nI∑
i=1
piiI (lL), (5.18)
where piI(1I) is the sub-vector of pi(1I) with entries in the I
th subset. In the sequel, we sometimes
drop the brackets (11) when referring to the eigenvectors associated with the largest eigenvalue.
The relation in (5.18) can be rewritten as
θT1 (lL)
4
= [θ11(lL), . . . , θ1N (lL)] = pi(lL)
TΦ.
By setting l = L = 1 we have the relation (5.15). The term on the right hand side is the aggregated
stationary distribution of P, i.e., grouping pi(P)T according to the true sub-chain partition. This
is the quantity we want to approximate by using the aggregated chain Q from the MEP-based
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method. 
The additive perturbation C causes the transitions from a state in one sub-chain to another
state in a different sub-chain, and this makes the stationary distribution of P deviate from that of
P∗. We now look at influence of the second term of (5.16).
Lemma 6 The vector θ(lL)
T defined in Lemma 5 satisfies linear equation Aθ(lL) = b, where
AIJ =
 1− λ(lL) if J = InIσ1I1J else , and bI = −nI
N∑
J=1
nJ∑
j=2
θjJ (lL)σiJ iI
and
σiIjJ
4
= pi∗(iI)TCIJυ∗(jJ),
in which CIJ is the IJ
th block of matrix C.
Proof: Since θ(lL)
T and λ(lL) satisfy
λ(lL)θ(lL)
T = θ(lL)
TG∗(P∗ + C)(G∗)−1
= θ(lL)
TΛ∗ + θ(lL)TΣ diag(
1
s∗(iI)
),
where Σ = [σiIjJ ]. The iI
th element of vector λ(lL)θ(lL)
T is
λ(lL)θiI (lL) = λ
∗(iI)θiI (lL) + 
N∑
J=1
nJ∑
j=1
θjJ (lL)σiJ iI
1
s∗(iI)
,
which gives
[λ(lL)− λ∗(iI)] θiI (lL) = 
N∑
J=1
nJ∑
j=1
θjJ (lL)σiJ iI
1
s∗(iI)
.
Note that the largest eigenvalue of each P∗I equals to 1. Fix i = 1 in above equation, we have
λ∗(1I) = 1 for all I, s∗(1I) = 1nI , for all I, and
[1− λ(lL)] θ1I (lL) + nI
N∑
J=1
θ1J (lL)σ1J1I = −nI
N∑
J=1
nJ∑
j=2
θjJ (lL)σiJ iI . (5.19)
Note that for any j 6= 1, θjJ (lL) is in the order of  (from matrix perturbation theory, [11, 68]), so
63
each term of the summation in the right hand side of (5.19) is of order 2. Let I change from 1 to
N , we have a set of linear equations for entries of vector θ1(lL), with {σ1J1I}’s being coefficients,
and the matrix form expression is given by Aθ(lL) = b, as required. Moreover, every entry of the
vector b is in the order of . 
Since we are interested in the situation when lacking detailed system information to guide the
selection of state weights, we try to develop some error bounds for a general weight vector, for
example, the uniform weights µiI =
1
n for all i, I.
Lemma 7 Every element of the vector θ1(1L)
TQ− λ(1L)θ1(1L)T ∼ O() for all 1 ≤ L ≤ N , in
which Q is the aggregated transition matrix resulting from (5.14) with uniform state weights.
Proof: We consider the linear equations (5.19) in Lemma 7 for l = 1, the expression for these
coefficients are given by
σ1J1I = pi
∗(1J)TCJIυ∗(1I) (5.20)
=
1
nI
nJ∑
j=1
pi∗jJ (1J)
nI∑
i=1
CjJ iI
=
1
nI
nJ∑
j=1
pi∗jJ (1J)
nI∑
i=1
PjJ iI
=
1
nI
nJ∑
j=1
[
µjJ
µJ
+ pi∗jJ (1J)−
µjJ
µJ
] nI∑
i=1
PjJ iI
=
1
nI
QJI +
1
nI
nJ∑
j=1
[
pi∗jJ (1J)−
µjJ
µJ
] nI∑
i=1
PjJ iI ,
by noting CJI =
1
PJI for J 6= I. Also since for all jJ ,
N∑
I=1
nIσ1J1I = pi
∗(1J)T

∑nI
i=1C1J iI
...∑nJ
i=1CnJJ iI
 ,
we have
σ1J1J = −
1
nJ
∑
J 6=I
QJI + nJ∑
j=1
[
pi∗jJ (1J)−
µjJ
µJ
] nI∑
i=1
PjJ iI
 . (5.21)
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Substitute (5.20) and (5.21) into (5.19), express [1− λ(1L)]θ1I (1L) using the remaining terms.
The Ith element of θ1(1L)
T [Q− λ(1L)IN ] is given by
N∑
j=1
θ1I (1L)QJI − λ(lL)θ1I (1L) (5.22)
= [1− λ(1L)]θ1I (1L)−
∑
J 6=I
QIJθ1I (1L) +
∑
J 6=I
QJIθ1J (1L)
= θ1I (1L)
∑
J 6=I
 nI∑
i=1
[
pi∗iI (1L)−
µiI
µI
] nI∑
j=1
PiIjJ

︸ ︷︷ ︸
(aI)
+
∑
J 6=I
θ1J (1L)
 nJ∑
j=1
[
pi∗jJ (1L)−
µjJ
µJ
] nI∑
i=1
PjJ iI

︸ ︷︷ ︸
(bI)
− nI
N∑
J=1
nJ∑
j=2
θjJ (1L)σjJ iI︸ ︷︷ ︸
(cI)
.
Term (cI) is at the order of 
2 since θjJ (lL)’s are all in  for j 6= 1. We will next show that the
summation of the first two terms dominates the error, in general, at the order of .
We expand each term in (5.22) when the state weights are uniform, i.e.,
µjJ
µJ
= 1nJ .
|aI | ≤ θ1I
∑
J 6=I
nI∑
i=1
|pi∗iI − 1nI |
nJ∑
j=1
PiIjJ

= θ1I
nI∑
i=1
|pi∗iI − 1nI |∑
J 6=I
nJ∑
j=1
PiIjJ

(i)
≤ θ1I
nI∑
i=1
|pi∗iI −
1
nI
|
(ii)
≤ 2θ1I
[
1− 1
nI
]
.
The inequality (i) is from the maximum degree of coupling (5.6), and (ii) is shown in Lemma 10.
We also have
n∑
I=1
|aI | ≤ 2,
since ‖θ1‖1 < 1, due to the eigenvector normalization. We also bound term
∑N
I=1(bI) by 2 as
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below
N∑
I=1
|bI | ≤
N∑
I=1
∑
J 6=I
θ1J
nJ∑
j=1
[
(pi∗jJ −
1
nJ
)
nI∑
i=1
PjJ iI
]
=
∑
J 6=I
θ1J
nJ∑
j=1
[
(pi∗jJ −
1
nJ
)
N∑
I=1
nI∑
i=1
PjJ iI
]
≤
∑
J 6=I
θ1J
nJ∑
j=1
|pi∗jJ −
1
nJ
|
≤ 2
∑
J 6=I
θ1J
[
1− 1
nJ
]
≤ 2.
Overall, the l1 norm of vector θ1(1L)
T [Q−λ(1L)IN ] =
∑n
I=1|aI +bI−cI | ≤
∑n
I=1|aI |+
∑n
I=1|bI |+∑n
I=1|cI | ≤ 4+O(2), which implies the l1 norm of the vector is at the order of 4. 
Remark: If we select state weight µ such that
µjJ
µJ
= pi∗jJ (11), ∀j, J,
then term (a) and (b) both equal to zero and the error (5.22) is only from the term (c). This is
essentially the aggregation proposed by Simon et. al. in [62], whose error has been established as
2 in [11].
Our goal is to find a bound for vector θ1(1L)
T [Q − κ(L)IN ], with Q’s eigenvalue κ. Here we
make a technical assumption on the spectrum of Q.
Assumption 3 Assume the eigenvalue of Q are not all together, specifically, assume there exists
a positive number ∆, such that max1≤K,K′≤N |κ(K)− κ(K ′)| ≥ ∆.
Theorem 7 For a NCD Markov chain P = P∗+C as (2.2), let pi(P) be the stationary distribution
of P. Further assume P∗I is aperiodic and irreducible for I = 1, . . . , N , and pi
∗
I = [pi1I , . . . , pinII ]
is its unique stationary distribution. Let Q be the transition matrix for the aggregated Markov
chain resulting from choosing uniform state weights µi =
1
n for all i, and pi(Q) be its stationary
distribution of Q. Then
‖pi(Q)− pi(P)Φ‖1 ∼ O().
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Proof: Equation (5.22) indicates that each element of vector θ1(1L)
T [Q − λ(1L)IN ] is in .
However, from Lemma 5, θ1(1L)
T = piT (1L)Φ must contain elements exceeding . Without less of
generality, suppose it is the first entry, θ11(1L). Then to guarantee θ1(1L)
T [Q − λ(1L)IN ] be in 
element-wise, all elements in the first row of matrix [Q− λ(1L)IN ] are in the order of . Thus we
have det[Q−λ(1L)IN ] ∼ , which differs from the characteristic equation of Q by . Therefore, the
roots of these two equations differ at , implying that for each L there exists an eigenvalue κ(L′)
of Q (these eigenvalues are not ordered in a particular way) such that |κ(L′)− λ(1L)| ∼  for some
index L′. In summary, for each L, there exist some κ(L′) closed to λ(1L).
Note that κ(L′) is the (L′)th eigenvalue of Q, let α(L′)T be the corresponding left eigenvector,
that is, κ(L′)α(L′)T = α(L′)TQ. We consider the following vector
[θ1(1L)
T −α(L′)T ][Q− κ(L′)IN ] = θ1(1L)T [Q− λ(1L)IN ] + [λ(1L)− κ(L′)]θ1(1L)T IN , (5.23)
which is of order , since both terms on the right hand side are in order of  (since det[Q−λ(1L)IN ] ∼
 and |κ(L′) − λ(1L)| ∼ ). On other hand, the Kth entry of the vector on the left hand side is
given by, [θ1(1L)
T − α(L′)T ]ξK , where ξK is the Kth column of [Q − κ(L′)IN ]. A necessary
and sufficient condition to guarantee [θ1(1L)
T − α(L′)T ][Q − κ(L′)IN ] ∼ O() for L = 1 is that
|θ1(1L) − α(L′)|T being at order of , element-wise. Let the index L′′ = arg maxK κ(K), i.e.,
|κ(L′′) − λ(11)| ∼ , then ξK is beyond  for all K 6= L′′ . Therefore, [θ1(11)T − α(L′)T ]K ∼  for
all K 6= L′′ . Moreover, since ‖θ1(1L)‖1 = ‖α(L′)‖1 = 1, the difference of the L′′ entry is also in
. These give the necessity; and sufficiency is straightforward. Rewrite |θ1(1L) − α(L′)| ∼  for
L = 1, we have ‖pi(Q)− pi(P)Φ‖1 ∼ O() as needed. 
Corollary 2 If all P∗I are doubly stochastic, then aggregation result by taking the uniform state
weights attain a 2 error in the group stationary distribution as follows,
‖pi(Q)− pi(P)Φ‖1 ∼ O(2).
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Proof: If P∗I is doubly stochastic, then
1
nI
1TP∗I =
1
nI
1T . This implies pi∗iI (11) =
1
nI
, for all
i, I. Then terms (a) and (b) in (5.22) become zero, the error is given by the term (c), the error
in characteristic equation (the same quantity as in Lemma 7) becomes O(2). In fact, for doubly
stochastic matrix which stationary distribution is also uniform, the case reduces to that of [62]. As
in Theorem 6 an at 2 error has been proved in [11]. 
Finally we make a remark to close our analysis on Markov chain aggregation. In all analysis in
Section 5.2.1 and Section 5.2.2, we assume that the nominal completely decomposable part of the
NCD Markov chain, P∗, is in block-diagonal structure. But all results hold when P = P¯∗ + C,
in which P¯∗ can be is a permutation of P∗. The reason is that both the state aggregation Φ and
the outgoing vectors of the composite graphs z(j)’s, are fully determined by the pairwise distance
of original outgoing vectors. This becomes clear if we recall the clustering formulation (4.9) for a
particular softness level (set by β), and how the soft association weights Φ˜ and the representative
outgoing vectors y’s evolve during the annealing process.
Proposition 5 Let the vector distance d(·, ·) in (3.8) defined on Rn satisfy d(x,y) = ∑ni=1 d(xi,yi)
for all x,y ∈ Rn, where xi is the projection of vector x on the ith coordinate, i.e., xi = xiei.
The result of problem (4.9) obtained by applying the MEP-based algorithm to minimize the soft
φ−dissimilarity function is unaffected by state permutations.
Proof: Note that for any β value during the annealing process, the association weight matrix Φ˜ is
determined only by the pairwise distance between outgoing vectors (5.5). The resulting transition
matrix Q˜ for the aggregated Markov chain (5.3) is determined by Φ˜ and the chosen state weights µ,
which is also unaffected by permutation. Therefore for the proposition to hold true, it is sufficient
to show that the state permutation does not affect these pairwise distances.
Let φ : N → N be an arbitrary partition function between two equally-sized index sets, that is,
φ defines a reordering of the indices. Then the corresponding aggregation matrix Φ is a permutation
matrix, given by Φ =
[
eφ(1), · · · , eφ(n)
]
. The transition matrix after state reordering is given by
P¯ = ΦTPΦ =

Pφ(1)φ(1) · · · Pφ(1)φ(n)
...
. . .
...
Pφ(n)φ(1) · · · Pφ(n)φ(n)
 .
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The state clustering is determined by row comparison of P, in particular, by the pairwise distance
d(p(i),p(j)) for all i and j. If d(·, ·) is the l1 norm, and let i′ = φ−1(i), j′ = φ−1(j), k′ = φ−1(k),
then
‖p(i)− p(j)‖1(a)=
n∑
k=1
|Pik − Pjk| =
n∑
k′=1
|Pφ(i′)φ(k′) − Pφ(j′)φ(k′)|
=
n∑
k=1
|Pφ(i′)k − Pφ(j′)k| = ‖p(φ(i))− p(φ(j))‖1
= ‖p¯(i)− p¯(j)‖1.
This implies that the pairwise distances between states are independent of state reordering, if we
select a vector distance function that is additive over all dimensions as assumed (any p−norm,
1 ≤ p < ∞ has this property). Moreover, this is also hold by l∞ since step (a) is true for the
vector infinity norm. Hence, all entries of the association weights, {Φ˜ij} are also independent of
reordering, at each value of β. Since all entries Φ˜ij of the association weight matrix are continuous
functions of the outgoing vectors p(i), the final clustering assignment, found as β → ∞, will also
be unaffected by permutations. 
5.3 Simulation
5.3.1 An illustrative example of Markov chain aggregation
We first discuss aggregating a small Markov chain X with 3 states solely to demonstrate our
framework and the annealing process. Let the transition matrix of X be
P =

0.97 0.01 0.02
0.02 0.48 0.50
0.01 0.75 0.24
 ,
and the state weights {µi} given by [0.3471, 0.3883, 0.2646], which equals to the limiting distribution
of X .
We use the results from Section 5.1 to obtain an aggregated Markov chain Y with 2 superstates.
For small β (= 0.001), the association weights are identical; that is, pj|i = 0.5 and therefore Zij = 13
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for i = 1, 2, 3 and j = 1, 2. The results for β values just beyond the critical βc = 1.0837 and a very
high value (β = 54.2540) are shown below:
β ZT Φ˜ Q
1.084

0.0243 0.9539
0.5845 0.0194
0.3912 0.0267


0.0165 0.9835
0.9898 0.0102
0.9928 0.0072

0.9673 0.0327
0.0614 0.9386

54.25

0.0159 0.9700
0.5894 0.0100
0.3946 0.0200


0.0000 1.0000
1.0000 0.0000
1.0000 0.0000

0.9841 0.0159
0.0300 0.9700

Note that Φ˜ in both cases indicates that one superstate is representative of the first state in X
while the other superstate represents the remaining two states; note the large β value gives a hard
partition. This example also has been considered in [13]; we obtain the same partition result, and
in addition provide the superstate weights reflecting the proportion of states being aggregated.
5.3.2 A NCD Markov chain with index of balance η = 0
This example is to demonstrate the analysis in Section 5.2, Lemma 4 when η = 0. In particular, we
show that for a NCD Markov chain P = P∗+ C, satisfying Assumption 1, the effectiveness of the
MEP-based algorithm in identifying the sub-chains. We design the example according to these two
assumptions, that is, the completely decomposable component P∗ of P consists of repeated rows.
However, after adding perturbation, the transition matrix P is less restrictive. In this example, we
select
P∗ =

0.7 0.3 0 0
0.7 0.3 0 0
0 0 0.2 0.8
0 0 0.2 0.8

.
The perturbation matrix is generated according to Assumption 2. In particular, all entries in
the off-diagonal blocks follows an independent, identical distribution (i.i.d): each entry takes the
absolute value of a standard normal distribution N (0, 1) (half-normal distribution). The entries
in the diagonal blocks are negative. For each row in a diagonal block, we first generate nI i.i.d.
half-normal random variables, which decide the ratios between them, then we scale them so that
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the row sum of C is zero. For example,
C =

−0.4014 −0.4325 0.7885 0.0455
−0.7205 −0.3341 0.5408 0.5139
0.4456 0.6599 −0.2130 −0.8925
0.4914 0.5054 −0.5498 −0.4469

.
In this case the maximum degree of coupling (5.6): δ = maxI
(∑
J 6=I
∑nJ
j=1CiIjJ
)
= 1.1055. The
result of Theorem 4 indicates  < 16δ = 0.1508. We choose  = 0.15, and the resulting P is given by
P =

0.6398 0.2351 0.1183 0.0068
0.5919 0.2499 0.0811 0.0771
0.0668 0.0990 0.1681 0.6661
0.0737 0.0758 0.1175 0.7330

;
note P does not have a significant “repeated row” structure. For this small example, we can easily
compute the stationary distribution of P, and select µ by the stationary weights. The algorithm
successfully aggregates the first two states and the last two states. The resulting Q matrix for the
aggregated chain is given by
Q =
 0.6909 0.3091
0.2718 0.7282
 .
The stationary distributions of a direct aggregation of pi(P), and pi(Q) at different stages of the
algorithm (indicated by value β) are below. It is evident that the MEP-based clustering algorithm
not only identifies correct sub-chains, but also provides increasingly better approximation to the
limiting distribution of Markov process X .
Table 5.1: l1 distance between the stationary distribution of aggregated Markov chain Q and the
aggregation of stationary distribution of P, or ‖pi(Q)− pi(P)Φ˜‖1, at different stage of annealing.
β pi(P)Φ˜ pi(Q) l1 distance
10 [0.5300, 0.4700] [0.5321, 0.4679] 3× 10−3
20 [0.5321, 0.4679] [0.5319, 0.4681] 2.6981× 10−4
50 [0.5321, 0.4679] [0.5321, 0.4679] 2.1776× 10−8
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5.3.3 High order Markov chain
We consider a relatively large NCD Markov chain with 100 states whose transition matrix is given
in Figure 5.3 (a). There are 5 set of states within which transitions between states are highly
possible. Each partition contains 10, 20, 30, 20, 20 states, respectively, moreover, the states are
ordered such that the blocked diagonal structure is instantly observable. Perturbations are added
such that constraints (2.3) are satisfied.
100−state Markov chain transition matrix
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Distortion value vs. number of partitions
(a) (b)
Figure 5.3: (a) - Transition probability matrix P of the 100-state Markov chain, warm color
indicates a larger value, and a colder color indicates a smaller (nonnegative) value. (b) - The
aggregation errors (soft dissimilarity ν˜(P,Q)) achieved by the lower-order Markov chain Q resulted
from clustering, as function of size of Q.
If we fix the size of Q to be 5, then regardless of the permutation of the states of P, our
row-wise clustering algorithm always identifies the correct sub-chains. The soft aggregation matrix
Φ˜ ∈ [0, 1]100×5, the resulting composite transition matrix Z ∈ R5×100, and the corresponding
transition matrix for superstates Q ∈ R5×5 are given in Figure 5.4 (a) to (c). The Φ˜ matrix
demonstrates a nearly deterministic partition and the superstate ordering. By adopting the same
permutation on the Q matrix, we obtain a transition matrix corresponding to the 5 superstates in
the original order (Figure 5.4 (d)).
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Figure 5.4: The scaled color plots of clustering results for the 100-state Markov chain given by
Figure 5.3. Plots (a) and (b) show the composite transition matrix Z and the soft aggregation
matrix Φ˜, solved using the relaxed optimization problem (2.18). Plot (c) shows the transition
matrix of the aggregated 5-state Markov chain Y, calculated as Q = ZΦ˜. Note that the states
in plot (c) are not ordered according to the usual sub-chain order, specifically, states {1, 2, 3, 4, 5}
correspond to sub-chains {1, 5, 4, 2, 3}, which is indicated by the Φ˜ matrix. Plot (d) is the transition
matrix of the 5-state chain after applying the original sub-chain reordering.
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The aggregated stationary distribution of P is given by
piΦ = [0.0365 0.1358 0.2990 0.2468 0.2819].
It is observed that, the stationary distribution of the aggregated Markov chain Q meets piΦ with
high accuracy. Moreover, this is independent of the initial selection of state weights. Specifically,
if we repeat the same procedure with two choices of state weights, (1) µs := pi being proportional
to the stationary distribution, and (2) µu being uniform over all states, the l1 distances between
pi(Q) and pi(P)Φ are plotted in Figure 5.5. As the annealing parameter β increases (that is by
pushing the soft aggregation matrix T towards a hard limit), both choices of initial weights µs and
µu achieve excellent accuracy in the limiting distribution (note the scale of the y-axis is 10
−5).
Considering the ease of implementation using µu, this will be an excellent choice for high-order
systems.
50  80  100 200 1000
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2.5
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3.5
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−5 No.4 − 100 states, 5 partitions, l1 distance
beta value
 
 
stationary starting weight
unif starting weight
Figure 5.5: The l1 distances between the limiting distribution of the aggregated chain, and the true
partitions, ‖pi(Q)− pi(P)Φ‖.
5.3.4 Comparison with Spectral Clustering
In this subsection we provide a set of comparative simulations for our MEP-based clustering and the
well-known Normalized Cut algorithm proposed by Shi and Malik [61], which is closely related to
random walks. In particular, for NCD Markov chains given by P = P∗+ C, we focus on subchain
identifiability as the perturbation size  is increased. That is, the effectiveness of the algorithm to
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correctly identify the states associated with each noncommunicating subchain of P∗.
The simulations are constructed as follows. For an NCD Markov chain P = P∗ + C, we
first generate the completely decomposable component P∗, which is a block diagonal stochastic
matrix, and the perturbation matrix C, with the degree of coupling δ being 1 and satisfying
Assumption 1 (negative perturbations in the diagonal blocks). Next we increase the perturbation
size  from 0 to some value for which the resulting P remains non-negative, and observe the partition
results from using our MEP-based algorithm and the Normalized Cut algorithm. For the MEP
algorithm, we choose uniform state weightings. For the Normalized Cut algorithm, we form fully
connected similarity graphs, whose edge weights are specified by the Gaussian similarity function
Wij = Sim(p(i),p(j)) :=
exp(‖p(i)−p(j)‖22)
2×0.01 . Then we proceed with the normalized graph Laplacian
L = I−D−1W, where D = diag{∑nj=1Wij} (see [61] and [66] for details).
The identifiability of both algorithms is similar for those cases in which P∗ consists of 2 sub-
chains. In Figure 5.6, we plot the partition accuracies for two sets of small-sized Markov chains (10
states and 100 states), where the P∗ matrices have 2 subchains. The curves show the percentages
of correct identification of state partitions in 10 simulation runs, in which 10 different (P∗,C) pairs
are generated. It is seen that as the value of  is increased, the MEP based algorithm tends to
retain correct partition results for a slightly wider range of perturbation, which implies robustness
of the algorithm.
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Figure 5.6: Percentage of correct identification of the state partitions in 10 simulation runs using
the MEP-based aggregation algorithm and the Normalized Cut algorithm.
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For the multiple subchain case, simulations indicate the MEP algorithm recovers the subchains
more consistently than the Normalized Cut algorithm; this advantage becomes significant as the
Markov chains become larger. Results are provided in Figures 5.7 and 5.8. We also note that
both algorithms are affected by the index of unbalance, η (defined in (5.7)), which influences the
row separability of the P matrices. In fact, simulations indicate the identifiability of the MEP
algorithm is more robust with increasing η (see Figure 5.9).
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Figure 5.7: State partition results for Markov chains with 100 states and 4 subchains. The first
row are the original transition matrices, the second and the third rows are the partition results
from using the MEP-based algorithm and the Normalized Cut algorithm, respectively. In each
column, the perturbation value  increases from left to right for each row. In these cases, the index
of unbalance of P∗ is given by η = 0.3235.
A summary of results are provided in Table 5.2. We show the numbers of successfully identifying
all subchains in 10 trials, where we randomly generate the P∗ and C matrices. We test for
perturbation sizes  in the range of [0, 0.5], and dimensions from 10-state to 500-state. Throughout
all cases the η values are controlled so that they are all in the [0.25, 0.4] range. We can see that
both algorithms achieve high accuracy for bi-partitions, and the Normalized Cut appears to be
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Figure 5.8: State partition results for Markov chains with 1000 states and 4 subchains. In these
cases, the index of unbalance of P∗ is given by η = 0.2798.
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Figure 5.9: State partition results for Markov chains with 100 states and 4 subchains, the index of
unbalance of P∗ is given by η = 0.6252.
slightly better for the n = 500 case. But when the number of subchains is larger than 2, the MEP
algorithm outperforms the Normalized Cut algorithm, in particular, the latter fails to identify in
all examples when n = 500, and the results are similar to those shown in the last rows of Figures
5.8 and 5.9.
Summary of This Chapter
Our main achievements in this chapter are summarized as follows.
1. Adaptation of the resource allocation framework for aggregating Markov chains.
2. Development of the state aggregation results (Theorem 2) and phase transition conditions
(Theorem 3) for Markov chains when the state comparison is defined by the KL divergence.
3. Characterization of a sufficient condition for the NCD Markov chains under which our MEP-
based aggregation algorithm is guaranteed to identify the decomposable sub-chains (Theorem
4).
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Table 5.2: Number of correct partitions over 10 instances with randomly generated P∗ and C. The
number of states is n, the number of subchains is m, the perturbation size is .
m = 2: MEP  = 0 0.1 0.2 0.3 0.4 0.5
n = 10 10 10 10 10 10 8
n = 100 10 10 10 10 10 10
n = 500 10 10 10 6 6 4
m = 2: Normalized Cut
n = 10 10 10 10 10 9 7
n = 100 10 10 10 10 10 9
n = 500 10 10 10 10 10 9
m = 3: MEP  = 0 0.1 0.2 0.3 0.4 0.5
n = 10 10 10 10 10 10 10
n = 100 10 10 10 10 10 10
n = 500 10 10 10 10 8 0
m = 3: Normalized Cut
n = 10 6 7 8 6 8 2
n = 100 8 7 7 8 7 5
n = 500 0 0 0 0 0 0
m = 5: MEP  = 0 0.1 0.2 0.3 0.4 0.5
n = 10 10 10 10 10 10 10
n = 100 10 10 10 10 10 10
n = 500 10 10 10 6 5 0
m = 5: Normalized Cut
n = 10 5 2 4 3 6 3
n = 100 2 2 1 2 4 4
n = 500 0 0 0 0 0 0
4. Discussion of the steady state dynamics of the Markov chain aggregation results, and devel-
opment of an error bound between the stationary distribution of the aggregated chain and
the aggregated stationary distribution of the original chain (Theorem 7).
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Chapter 6
Applications: Aggregation of
Parameterized Models
Studies in various disciplines that include biology, economics, social sciences, computer science,
and seismology, require studying stochastic, dynamic networks of interacting processes. Paramet-
ric generative models based on historical observations are typically used to represent natural or
engineered processes to make policies or operational decisions (e.g., in networked queueing systems
and high-frequency finance [4, 18]), to avoid hazards (e.g., in earthquake prediction and wildfire
response [49,69]) and to gain a stronger understanding of underlying physical mechanisms (e.g., in
neuroscience studies [53]). These models are characterized by parameters that describe the behav-
ior of each process as well as parameters that describe the interdependencies between the processes,
and hence naturally induce a graph representation. For instance, we can model each stochastic
process as a node, and the mutual interactions (inhibition or excitation) as edges between a pair
of nodes.
In many cases, the system contains numerous interacting processes, and directional relations
are necessary to describe the system behavior; these usually result in a large directed graph model.
Again as before, it is useful to have aggregated representations that capture the dominant or
ensemble interrelations in systems.
In this chapter, we aim to derive methods for the aggregation (via clustering) of large networks
of parametric generative models. This is an adaptation of the MEP-based aggregation framework
introduced in Chapter 2 and developed in Chapter 4. The main focus here is to investigate the
functional aggregation of a class of parametrized generative models. More specifically, we aggregate
similar random processes and obtain a set of representative processes in an ensemble, where a precise
notion of similarity is developed. To implement this aggregation process, we extend the maximum
entropy principle based methods developed for graph models to discover the underlying structure
of functional units in networked random processes. As described in Chapter 2, the functional
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aggregation objective can be formulated as a combinatorial optimization problem which aims to
minimize the dissimilarity between the original and the aggregated networked processes. After
aggregation, processes with similar functions are identified as belonging to a single functional unit.
Thus the goal of studying functional interactions among K random processes is recast as a study of
the relations of K ′ functional units, where K ′ < K, therefore providing a visualization of a coarser
representation of the ensemble.
6.1 Problem Setup
We consider K random processes that have been recorded simultaneously. Let the ith random
process be Xi = (Xi(1), . . . , Xi(M), . . .) and xi(τ) be the realization of Xi at the τth time unit,
1 ≤ i ≤ K, τ ≥ 1. We denote the collection of K random processes as X = {X1, . . . ,XK}, with
realization x. The joint distribution of X is given by
PX(x) =
K∏
i=1
∏
τ≥1
PXi(τ)|X(1:τ−1)(xi(τ)|x(1 : τ − 1)), (6.1)
where X(1 : M)
4
= {Xi′,τ ′ : 1 ≤ i′ ≤ K, 1 ≤ τ ′ ≤ M} denotes all the processes up to the M th
time unit. We define the history as HM 4= X(1 : M − 1). Thus the joint distribution (6.1) can be
rewritten as
PX(x) =
K∏
i=1
∏
τ≥1
PXi(τ)|Hτ (xi(τ)|Hτ ). (6.2)
In this chapter, we are interested in parametric statistical models for random processes, whose
representations at time t depend solely on a finite history Hτ (τ < t), as shown in the following
two examples.
Example [Gauss-Markov processes] A network of Gauss-Markov processes with K individ-
ual processes and M -step history dependence are modeled as
Xi(t) = γi,0,0 +
K∑
j=1
M∑
τ=1
γi,j,τXj(t− τ) +Wi(t), 1 ≤ i ≤ K
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where Wi(t) are i.i.d. and Gaussian (N (0, i)). For each process Xi, the model parameters {γi,·,·} ∈
RK×M indicate how the future of Xi depends on the past K processes through M previous time
units.
Example [Renewal process models for earthquakes] Let us first recall the definition of a
Poisson process: A Poisson process N(t) of rate λ ≥ 0 is a counting process satisfying the following
conditions:
1. For any interval (t, t+ ∆t](t > 0),∆N(t,t+∆t] = N(t+ ∆t)−N(t) has a Poisson distribution
Poi(λ∆t);
2. (Independence) For any non-overlapping intervals (t, t+ ∆t] and (s, s+ ∆s], t 6= s, the counts
∆N(t,t+∆t] and ∆N(s,s+∆s] are independent.
A general renewal process extends the Poisson process by allowing the rate to depend on
time and history. Suppose there are K renewal processes in an ensemble and H(t) contains the
information of all processes up to time t− 1, let the rate function be λ(t|H(t)).
It is well known that a renewal process is completely characterized by λ(t|H(t)). Though there
are some non-parametric methods to estimate these rate functions [27], parametric models are more
popular and can provide tools to analyze the behaviors and interactions of the individual processes.
Earthquakes over time and geological locations provide an important example that can be
modeled as a renewal process [28, 48], in which the aftershocks of a major earthquake exceeding
certain magnitude are modeled as events. The conditional rate of this process at the ith location,
λi(t|Ht), depends on the background seismicity rate at that location gi0, and the aftershock counts
in other locations ∆Nj , j = 1, 2, · · · ,K up to time t − 1. One of the most common and basic
parametrizations is called the epidemic-type model first introduced in [28]:
λi(t) = gi0 +
K∑
j=1
∫ t
0
gij(t− τ)dNj(τ), 1 ≤ i ≤ K (6.3)
in which gij(t) is a function of the aftershock magnitude observed at location j and time t. These
models show the dependence between different processes, and enable comparison between processes
in terms of their responses under the same inputs. That is, suppose that aftershock rates in two
locations are modeled by (6.3); the prediction results would be indistinguishable if the two models
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have the same parameters, regardless of their geological locations. Therefore, we can cluster the
processes by aggregating them according to their responses under the same inputs, providing models
of dominant earthquake propagation trends.
6.2 Aggregation of Parameterized Models
As is introduced in Section 6.1, our goal of identifying the functional interactions among processes
can be interpreted from a clustering perspective: partition all processes in a system of interest into
cells by aggregating similar processes, then determine the interactions among these cells.
We first set up a mapping from networked random processes described by generative models to
weighted directed graphs, and convert the problem into clustering the nodes in the graph. Then we
define a function that evaluates the “dissimilarity” of the input-output behaviors of two generative
models in terms of their parameters. Finally, we adapt the graph aggregation framework proposed
in Chapter 4 and obtain an aggregation of the corresponding parametric random processes.
6.2.1 Graph representation
Generative parametric models are determined by fitting observation data. For example, in earth-
quake studies where the conditional rate functions λi(t|H(t)) are parametrized by (6.3). Random
processes at multiple locations can easily be cast in a graph structure, whose ith node represents
the random process in the ith location, and the edge weight on directed edge (i, j) reflects the
influence of the process from the jth location to the ith location. Note that the edge weights may
vary with time. Therefore, aggregating similar random processes can be converted to aggregating
similar nodes in the graph, where the aggregation varies with time.
For example, suppose there are K conditional rate models (6.3) for earthquakes in K different
locations. Let γi(t)
4
= [gi0, gi1(t), · · · , giK(t)] be the model parameters for the ith process, in which
gim(t) =
∫ t
0 gim(t− τ)dNm(τ) is the instantaneous influence from the aftershock process in the mth
location. Then in the directed graph describing the relations of these K processes, gim(t) represents
the (dynamic) weight on the edge (m, i) at time t. Therefore, the parametric vector γi completely
characterizes the statistical model of ith process.
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6.2.2 Similarity function
In order to use the graph aggregation framework proposed in Chapter 4, we need to define the the
notion of similarity, or equivalently of dissimilarity between two nodes. The setting considered in
Chapter 3 refers to static graphs, with constant edge weights. Here, in general, the edge weights
can be in vector form (e.g., when the history information is discretized) and varying with time.
We say that two processes are similar if given the same inputs, they produce similar outputs.
We choose the dissimilarity function dij between two processes such that the following conditions
are satisfied.
1. dij is a function of γi and γj , such that dij is increasing as ‖γi − γj‖ increases, and dij = 0
only if γi = γj , here ‖ · ‖ stands for some norm compatible with the model parameters.
2. When considering the ith and jth processes, influences between these two processes are treated
separately from influences from an outside process k (k 6= i, j). We denote these two types of
dissimilarities by dij(pair) and dij(out). For example, in Figure 6.1 (without loss of generality,
assume that all edges have the same weight), the influences between node i and node j are the
same (symmetric) in cases (b) and (c), but are asymmetric in case (a), that is dij(pair)(b) =
dij(pair)(c) = 0 < dij(pair)(a). On the other hand, nods i and node j in cases (a) and (b)
are equally influenced by outside nodes, that is dij(out)(a) = dij(out)(b) = 0. So only in case
(b), we have dij(out)(b) + dij(pair)(b) = 0.
3. Geometric location (and/or other useful intrinsic features) of a process is considered. Let
dij(loc) be the locational distance between the i
th and jth processes. dij can depend on
dij(loc) for geographic-dependent models such as earthquakes.
Therefore we can choose a dissimilarity function with the following structure
dij = α1dij(out) + α2dij(pair) + α3dij(loc), (6.4)
in which the vector α = [α1 α2 α3] ≥ 0 weights the three terms, and the specific forms of dij(out)
and dij(pair) depend on the structure of the edge weights.
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Figure 6.1: Illustration of the selection of distance function. Assume all edge weights are the same.
The ith and jth nodes in case (a) and case (b) have the same outside influences, but dij(b) < dij(a)
because dij(pair)(a) > dij(pair)(b). In cases (b) and (c), i and j have the same pairwise influence
between each other, but the outside influences are different, so dij(b) < dij(c).
6.2.3 Aggregation of the parametrized models
We have modeled a set of parametrized stochastic processes as a graph. After defining a dissimilarity
function between individual processes as in (6.4), the aggregation of similar parameterized models
reduces to the aggregation of the corresponding nodes in a graph. To proceed, we will use the
MEP-based aggregation framework we proposed for general weighted directed graphs in Chapter
4.
The objective of this clustering problem is as follows: Given K parametric random process
models for conditional rates λ1, λ2, · · · , λK , with model parameters γ1, · · · ,γK , determine K ′
clusters of ensemble representative random processes, whose conditional rates λˆ1, λˆ2, · · · , λˆK′ with
model parameters γˆ1, · · · , γˆK′ , such that the λˆi with γˆi represents the parametrized model for the
process corresponding to the ith cluster.
In terms of the aggregation of large graphs, this can be stated as: Given a graph G(V, E ,W)
with K nodes, edges E and edge weights W being specified by Wij = γi,j = {γi,j,t|t > 0} for
continuous models, (or Wij = γi,j = [γi,j,1, · · · , γi,j,τ , · · · ], for discretized models). Find an aggre-
gated graph Gˆ(Vˆ, Eˆ ,Wˆ) with K ′ supernodes, such that the dissimilarity between the two graphs
is minimized. Therefore, we are in the same setting as the general graph clustering/aggregation
problems, thought the concepts of nodes, edges and edge weights are different. Nevertheless, the
aggregation methodology still applies here. So we modify the two step clustering approach for
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graphs with constant scalar edge weights proposed in Chapter 4 to accommodate vector valued
and possibly non-constant edge weights:
1. (Node aggregation) For an aggregated graph with a desired size, say K ′ nodes, search over the
set of composite graphs C and find a Cφ(Z)∗ that achieves the minimal dissimilarity between
G and the set G˜. In other words, this step calculates an intermediate parametric model for
each aggregated process, as a function of the original processes.
For example, in the earthquake example (6.3), node aggregation results in the conditional
rate functions, given by
λ˜i(t) = g˜i0 +
K∑
j=1
∫ t
0
g˜ij(t− τ)dNj(τ), 1 ≤ i ≤ K ′.
2. (Edge aggregation) Aggregate the edges of Cφ(Z)∗ to obtain an aggregated graph G∗. This
aggregated graph corresponds to the parametrized models of representative processes in terms
of the history of the supernodes activities.
In the earthquake example, these are the conditional rate models among different cluster
centers:
λˆi(t) = gˆi0 +
K′∑
j=1
∫ t
0
gˆij(t− τ)dNˆj(τ), 1 ≤ i ≤ K ′,
where dNˆj(τ)
4
=
∑
j′ dNˆj′(τ), for all processes j
′ associated with cluster j.
The optimization problem associated with the first step is given by minimizing the following
distortion function:
min
G∈Cφ(Z)
ρ(G, C) 4=
K∑
i=1
µi min
1≤j≤K′
dij , (6.5)
in which dij is defined in (6.4), and µi is simply
1
K since we treat the models equally. In gen-
eral, µi can be any (non-negative) normalized weighting parameters for each node. For exam-
ple, when the model parameters are estimated with different errors, then µi can be chosen as
exp(σi)/[
∑K
k=1 expσk], where σi denotes the error standard deviation in estimating λi.
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The formulation (6.5) still defines a combinatorial optimization problem by our selection of
dissimilarity function between nodes. For an efficient determination of a good approximation
solution, we again apply the MEP-based algorithm. Specifically, let pj|i be the association weights
between the jth supernode and the ith node, we have the following soft dissimilarity function:
ρ′(G, G˜) 4=
K∑
i=1
µi
K′∑
j=1
pj|idij . (6.6)
An entropy term evaluates the uncertainty of the soft associations, given by
H(C˜|G) = −
K∑
i=1
µi
K′∑
j=1
pj|i log pj|i. (6.7)
And during the annealing process, we minimize the following Lagrangian using an increasing value
of annealing parameter β:
F (G˜, C) = ρ′(G, G˜)− 1
β
H(G˜|G). (6.8)
As was derived earlier for the scalar case, solving the optimization problem (6.8) at a fixed β value
results in the following optimal association weights and edge weights:
pj|i =
exp {−βdij}∑K′
h=1 exp {−βdih}
(6.9)
γ˜j =
K∑
i=1
qi|jγi, (6.10)
in which qi|j is the posterior distribution of (6.9). Using these results, the second edge aggregation
step is computed as
γˆil =
K∑
i=1
pl|jγ˜ij . (6.11)
In the iterative computational algorithm, we increase the annealing parameter β from a very
small value to a very large value. Thus we begin the process with a convex Lagrangian (6.8) (which
has a unique global optimizer) far from the original objective (6.4), and gradually move to a less
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convex, but closer approximation of (6.4). As noted in [55,59,60,72], in this process, the number of
supernodes automatically increases from one to many, with the goal of tracking the local minima
of (6.4).
6.3 Example and Simulation
To illustrate our aggregation framework, we consider epidemic-type earthquake models (6.3), for
the mutually excitatory effects of aftershock activities in different locations. The model depends
on the history of the aftershocks, represented by a counting process for 0 < τ ≤ t. The goal of
our study is to obtain coarser models that describe the propagation of aftershocks across spatial
locations and over time using a clustering approach. The ensemble influence across wider geological
regions can be used for future earthquake modeling and forecasting.
To avoid extensive (unnecessary) computational expense, we first discretize the time horizon
into intervals of length ∆t, such that the probability of having more than one aftershock within a
time interval is o(∆t). Moreover, we assume the parametrized model has finite history dependence.
Therefore, the epidemic models in (6.3) for K interactive processes are approximated by summation
over finite past information, that is,
λi(N∆t) ≈ ωi,0 +
K∑
j=1
M∑
s=1
ωi,j,sdNj((K − s)∆t), 1 ≤ i ≤ K, (6.12)
where dNj(s) = Nj((s + 1)∆t) − Nj(s∆t) ∈ {0, 1}, and the history dependence is assumed to be
M time steps. For each process, 1 ≤ i ≤ K, the aftershock rate is fully captured by coefficients
γi = (ωi,0, · · · , ωi,j,s, · · · ) for 1 ≤ j ≤ K, 1 ≤ s ≤M , in which ωi,0 represents the base activity level
at location i, and ωi,j,s indicates the mutually excited level.
In the experiment, we first select 25 geographical locations in a domain (see the red circles
in Figure 6.2) and construct epidemic models for each location: we assume a maximum history
dependence of 8 steps, and randomly select the model coefficients ωi,0 for 1 ≤ i ≤ 25. We then
begin with an arbitrarily chosen initial condition N(0) ∈ {0, 1}25, and use the prespecified models
to compute the aftershock rates λi, and the counts ∆Ni(k∆t) for all i and k > 0. Repeating this
process, we obtain a realization of counting processes (aftershock counts) for each location. These
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Figure 6.2: The 25 locations where the parametric models are built in a domain (red circles);
the equivalent representative locations of the 3-cluster aggregation (green squares) and 5-cluster
aggregation (blue diamonds). In latter two cases, the area of each symbol is proportional to the
number of processes represented by that cluster.
processes are run for 2000 time steps, and the last 500 steps are used for parametric model fitting.
Models in the form of (6.12) with M = 5 are selected using the Akaike information criterion (AIC),
and the coefficients are shown in Figure 6.3. Note that γi0 for each process contains 1+5×25 = 126
parameters.
The clustering algorithm is applied to the resulting generative models, or simply the model
coefficients γ. We define the dissimilarity function between the ith and jth processes by (6.4), with
dij(out)
4
= ‖γi[i,j] − γj [i,j]‖22 and dij(pair) 4= ‖γi[j] − γj [i]‖22, (6.13)
in which γi
[i,j] ∈ R1+M(K−2) is obtained from vector γi by removing γi,j,s, s = 1, · · · ,M , and
γi
[j] = {γi,j,s}(s = 1, · · · ,M) ∈ RM for K = 25 and M = 5. Thus, dij(out) accounts for all
outside model coefficients in process i and process j and dij(pair) penalizes the asymmetry in the
influences between process i and process j. This dissimilarity function is used as the basis of the
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Figure 6.3: The model parameters of the earthquake model for the aftershock activities at the 25
locations. A warmer color indicates a high value and a colder color indicates a low value.
cluster analysis.
We define a graph G(V, E ,W) for these models of aftershock processes where the node vi
represents the process at location i, and the edge weight Wij
4
= {γi,j,s}(s = 1, · · · ,M) ∈ RM .
As discussed in the general framework in Section 4.1.2, we first aggregate the models by the
dissimilarity function defined in (6.4) and (6.13). In this example, we design the dissimilarity
function to be more sensitive with the connectivity based distance, while less sensitive to locational
information, by choosing α = [1, 1, 0.5]. After the node aggregation step, we obtain a set of
intermediate epidemic models for cluster representatives (in terms of the original process models),
given by
λ˜i(N∆t) = ω˜i,0 +
K∑
j=1
M∑
s=1
γ˜i,j,sdNi((K − s)∆t)), i = 1, · · · ,K ′..
The second edge aggregation step yields the parametric models that characterize the interactions
among different cluster representatives, that is
λˆi(N∆t) = ωˆi,0 +
K′∑
j=1
M∑
s=1
γˆi,j,sdNˆi(s∆t)), j = 1, · · · ,K ′.
where Nˆi(s∆t) =
∑
h∈Ci Rh(s∆t) is the total number aftershocks in the locations associated with
the ith cluster.
The proper number of supernodes is unknown at the outset and determined by the nature of
the problem. In this simulation, we let the desired number of supernodes increase from 1 to 10
and plot the curve of distortion (Figure 6.4). The distortion improves rapidly when the number of
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desired clusters surpasses 3 and 5. Figure 6.5 shows the partition results of the 25 processes into
3 and 5 clusters. For example, when we separate the processes into 3 cells of similar processes,
each cell contains 8, 10 and 7 locations respectively, which is the correct partition with our design.
Figure 6.6 and 6.7 show the coefficients of the resulting epidemic models with 3 and 5 clusters.
Figure 6.4: The distortion curve vs. the number of clusters.
6.4 Discussion
One of the most important contributions of clustering analysis on parametrized stochastic process
models is to improve scalability in studying the functional connections among different processes,
such as the causality analysis. For example in neuroscience research, the neuron spiking activities
are typically modeled as one-dimensional point processes with generalized linear models [16]. In
order to investigate the information propagation among neurons in the brain, various type of
causality tests are developed for each pair of neurons. In particular, when checking the Granger
causality (one of the most widely studied definitions of causality) [26] from the jth spiking process
to the ith spiking process, generalized linear models of process i are estimated without and with the
information of process j. The extent of causal relationship is determining from the improvement of
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Figure 6.5: The partition results of the 25 process when the objective model sizes are 3 and 5. The
vertical axis marked with the cut-off number of processes in each cluster.
Figure 6.6: The 3-cluster aggregation results: the model coefficients of the intermediate models
(upper) and reduced models (bottom).
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Figure 6.7: The 5-cluster aggregation results: the model coefficients of the intermediate models
(upper) and reduced models (bottom).
the model prediction capacity achieved by including the information of process j [7,37,50]. This is
a computationally expensive step, and the resulting causal relations are sometimes more detailed
than needed. Suppose, for example, there are K point processes under consideration, then the
number of parameters we need to estimate is proportional to K2 and the number of causality tests
required is K2. If after aggregation, the resulting network consists of K ′(< K) processes of cluster
representatives, then implementing K ′2 causality analyses on a network of representatives, and
estimating the model parameters will provide a significant improvement in computational cost.
Summary of This Chapter
Our main achievements in this chapter are summarized as follows.
1. Recasting of systems with interconnected stochastic processes as graphs, whose edge weight
matrices are defined using the parameters of the parametric models for every process; propo-
sition of a node dissimilarity function that accounts for node properties and edge connections.
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2. Application of the graph aggregation framework to identify ensemble connectivities in the
system through aggregation (Section 6.2.3).
3. Example study on earthquake activities described by parametric models at different locations
(Section 6.3).
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Part II
Dynamic Coverage Problems
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Chapter 7
Dynamic Clustering and Coverage
Control
In Part I, we address two graph aggregation problems - the aggregation of graphs (with the Markov
chain aggregation as a special example), and networks of interconnected stochastic processes de-
scribed by parametric models. The main difference between these problems are essentially in terms
of the choice of the distance functions that characterize the dissimilarity between two nodes. Note
that the solution approach in both cases is comprised of transforming these problems as resource
allocation (or clustering of nodes) problems and then applying the clustering framework described
in Section 2.2. In essence these problems reduce to clustering of objects characterized by static
vectors (the connectivity and the parameter vectors).
In this chapter, we develop a method for clustering of dynamic objects, that is where the vectors
characterizing the objects vary with time. Specifically, we consider the problem of clustering a set
of moving objects (nodes), each node has non-fixed locational coordinates over time. For ease of
illustration, we consider a geographical sensor coverage problem, where the goal is to detect and
track a group of moving nodes (or nodes) in an area with a small number of autonomous vehicles (or
resources) equipped with sensors. The locations and dynamics of the vehicles must be determined,
such that the sensors continuously provide adequate coverage of the moving nodes at all times.
That is the sensors should track clusters of the moving nodes when these nodes may change cluster
associations, and the clusters themselves can split and rejoin over time. (See Figure 7.1.)
7.1 Problem Formulation
7.1.1 Problem Setting
Let Ω ⊂ R2 be a compact domain of interest; we note that the results directly extend to more
general domains and higher dimensions. Suppose there are N mobile nodes denoted by s and M
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(a) (b)
Figure 7.1: Clustering moving nodes. (a) and (b) denote two snapshots of an area with dynamic
nodes (squares) and resources (stars). nodes x1 and x2 reside in the same cluster at the time
instance shown in (a). A split occurs and causes them to reside in different clusters at the time
instance shown in (b).
resources denoted by r (M  N), and the time horizon is [0, +∞). For arbitrary t ≥ 0, let zi(t) and
yj(t) ∈ R2 denote the locations of the ith node and the jth resource, respectively, then their deriva-
tives z˙i(t) and y˙j(t) represent their instantaneous velocities. Let the nodes move under a prescribed
continuously differentiable acceleration field γ(z1, . . . , zN , z˙1, . . . , z˙N ) = [γ
T
1 , γ
T
2 , . . . , γ
T
N ]
T ∈ R2N ,
with γi ∈ R2 representing the acceleration of the ith node. Note that we have dropped the depen-
dence on “(t)” for notational convenience unless required for clarification. Similarly, the resources
move under a controlled acceleration field u(t) = [uT1 , u
T
2 , . . . , u
T
M ]
T ∈ R2M , which is to be de-
signed. Thus, we can represent the combined dynamics of all nodes and resources by the state
space equations:
x˙1(t) = x2(t)
x˙2(t) = γ(x1(t), x2(t))
x˙3(t) = x4(t)
x˙4(t) = u(x1(t), x2(t), x3(t), x4(t))

⇒ ξ˙ = f(ξ, γ, u), (7.1)
where x1(t) = [z
T
1 (t), z
T
2 (t), . . . , z
T
N (t)]
T ∈ R2N , x3(t) = [yT1 (t), yT2 (t), . . . , yTM (t)]T ∈ R2M , and
the compact system equation is defined by state variable ξ
4
= [xT1 , x
T
2 , x
T
3 , x
T
4 ]
T and f(ξ, γ, u) =
[xT2 , γ
T , xT4 , u
T ]T . We also denote xki(t) = [xk2i−1(t), xk2i(t)]
T ∈ R2 for k = 1, . . . , 4.
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7.1.2 Coverage measure
We adopt the concept of distortion for the general clustering problem overviewed in Section 2.2 to
measure coverage at a particular time instant (the lower the distortion, the better the coverage),
and adapt this to a dynamic setting. For any time t, the distortion resulting from using a set {rj}
to cover a set {si} has the general form given in (2.6), that is the average distance of a node to its
nearest resource, given by
D(s(t), r(t)) =
N∑
i=1
µi min
1≤j≤M
d(si(t), rj(t)) (7.2)
where si(t)
4
= [zTi (t), z˙
T
i (t)]
T = [xT1i(t), x
T
2i
(t)]T ∈ R4, rj(t) 4= [yTj (t), y˙Tj (t)]T = [xT3j (t), xT4j (t)]T ∈
R4, d(si(t), rj(t)) ∈ R+ denotes the distance between the ith node si and jth resource rj , and µi is
a given positive constant (without loss of generality, we assume
∑
i µi = 1) that denotes relative
weight of the ith node. The distortion is defined for every time instance t due to the implicitly
assumed dynamics. For static coverage problems, d(si, rj) is typically chosen to be the squared
Euclidean distance ‖x1i −x3j‖2 to reflect the geometrical distance. The resource locations, yj ’s (or
x3), that minimize (7.2) are at the “centroid” of the clusters of nodes zi’s (or x1) [55,56,60].
In a dynamic setting, we desire the resources to dynamically cover the clusters, that is, each
resource rj should not only reach the instantaneous centroid of the cluster it represents at a partic-
ular time t, but should also consider the heading (velocity) of the cluster. For instance, a resource
that is at the position centroid of a cluster but has a different velocity (magnitude or direction)
than the average velocity of nodes in the cluster cannot be thought of as covering (or tracking) the
cluster. Accordingly, we define the node-resource distance by
d(si, rj) = ‖x1i − x3j‖2 + θ‖x2i − x4j‖2, (7.3)
where the weighting constant θ ≥ 0 characterizes the emphasis on the locational clustering relative
to the velocity-based clustering. With this distance function, covering means that for every resource
j, rj
4
= [xT3j , x
T
4j
]T is close to the corresponding cluster centroid position and cluster average velocity
(defined and quantified in Section 7.2). Therefore, to maximize the coverage, we need to minimize
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the distortion D(s(t), r(t)) in (7.2) for all time t.
As in the static case in Section 2.2, we modify the instantaneous distortion D to be a soft
distortion function by associating every node i to every resource j through the association weight
pj|i [55]) by
D˜(s, r) =
N∑
i=1
µi
M∑
j=1
pj|id(si, rj). (7.4)
We use the MEP as in Chapter 2 and [55,60] to choose the association weights pj|i by minimizing
D˜ with entropy constraint H(r|s) = −∑Ni=1 µi∑Mj=1 pj|i log(pj|i) = H0. Then apply the DA
algorithm to control the trade-off between decreasing the local influence in the hard clustering
formulation and the deviation of D˜ from the original distortion D in (7.2). The process of the DA
algorithm is driven by an annealing parameter β that geometrically increases from a very small
value (≈ 0) to a sufficiently large value. It has been shown that the optimal association weights at
any annealing stage β obtained by minimizing the free energy F = D˜ − 1βH with respect to {pj|i}
has the form of the Gibbs distribution as in (2.12),
pj|i =
exp {−βd(si, rj)}∑M
k=1 exp {−βd(si, rk)}
.
with d(si, rj) being defined as in (7.3). And the free energy F simplifies as
F (r) = − 1
β
N∑
i=1
µi log
M∑
k=1
exp {−βd(si, rk)} . (7.5)
Therefore, we have transformed the problem of minimizing instantaneous distortion D(s(t), r(t))
as in (7.2) to an optimal assignment of resource locations and velocities that minimizes the free
energy (7.5) where d is as specified in (7.3).
7.1.3 Iterative solution based on MEP
The incorporation of the annealing process in the DA algorithm is along the lines of the graph
clustering framework as presented in Chapter 4. We specify this process for locational clustering
here.
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Due to the one-to-one correspondence between the value of parameter β and the level of random-
ness H0 we grant to all the associations (see Section 2.2 for details). As in the graph aggregation,
we apply the DA algorithm such that the free energy minimization problem is iteratively solved at
a succession of values β = βk, where βk increases with k. When β → 0, this corresponds to entropy
maximization, (a convex problem), and for β → ∞, the association weights (7.5) become nearly
binary and the free energy F ≈ D˜ ≈ D in (7.2). Therefore the algorithm is insensitive to the initial
resource allocations and eventually achieves an allocation that closely approximates a solution to
(7.2).
(1) First order condition
The first order necessary condition of (7.5) (i.e., ∇(x3j ,x4j )F = 0) yields the stationary point
x∗3j =
N∑
i=1
qi|jx1i ; x
∗
4j =
N∑
i=1
qi|jx2i , j = 1, · · · , N (7.6)
where qi|j = [pj|iµi]/ωj and ωj =
N∑
i=1
pj|iµi
represent the posterior and total weight of a resource respectively. These equations imply that x∗3
and x∗4 are the weighted centroids of all nodes, where the weights are specified by {qi|j}. When the
positions and velocities of all resources satisfy the centroid equations (7.6), we say the resources
attain the cluster centroids and denote these states as xc3 and x
c
4. That is, x
c
3j
and xc4j satisfy the
following implicit equations:
xc3j =
N∑
i=1
q∗i|jx1i , x
c
4j =
N∑
i=1
q∗i|jx2i , (7.7)
and pcj|i =
exp
{
−βd(si, rcj)
}
∑
k exp
{−βd(si, rck)} , ∀j.
(2) Phase transitions
The first order solution (7.7) is a local minimum of the free energy only if F (r∗) is locally convex
at r = r∗ = [x∗3;x∗4], which can be determined based on the sign of the Hessian ∇2rF .
When the distance is given by (7.3), the ∇2rF is positive definite except at a discrete set of
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values βc, referred to as the critical values. The explicit expression of critical values are given by
β−1c = 2λmax(Cs|rj ), for some 1 ≤ j ≤M,
where λmax(·) represents the largest eigenvalue, and Cs|rj
4
=
∑N
i=1 qi|j(si − rj)(si − rj)T ). When
β surpasses βc, a local minimum (which consists of a set of r
∗
j ) of the cost function F becomes
unstable and bifurcation of the cost surface occurs along some eigen-vector direction of the Hessian.
Therefore, the number of distinct resource locations when β > βc is always greater than the number
when β < βc, and this is called the phase transition. Details can be found in [55].
(2) Insensitivity to annealing parameter β
We also show that, when the value of β is far from βc, the solution (7.6) is insensitive to the changes
in the values of β (see the sensitivity-to-temperature property derived in [60] for quantitative results).
Therefore in implementation, between two consecutive values of βc, the number and assignment
of the resources are unchanged as the β value is increased. In other words, if in the dynamic case
the state of some resource (location or velocity) is not at the centroid, that is does not satisfy (7.6),
that is due to the node dynamics rather than the change of β value. We exploit this insensitivity
and choose not to change β except near the critical conditions, thus greatly reducing the number
of potential computations. Since tracking cluster centers is necessary for the occurrence of critical
conditions, β remains constant while the resources are far from the cluster centers. Once the cluster
centers are reached, we increase β to effect the critical condition.
Here we assume that the time required to implement temperature changes in the algorithm is
negligible compared to the time constant of the node dynamics. When β surpasses the βc level, the
resource(s) split(s), that is the number of distinct resource locations increases and therefore more
resources are required to track the minima of F . It should be noted that the algorithm induces
splitting only when identification of finer clusters is sought. If finer clusters are not sought, β values
need not be changed thus avoiding adding new resources (See [60] for details).
101
7.2 Control Design for the DME Framework
As proposed in the DME framework in [60] and [72], we increase β only after the resources ade-
quately track the cluster centers and finer clustering is sought. Therefore, we focus on designing
control laws that drive the resources to pursue the cluster centers. In [60], it has been assumed that
all nodes are moving under a velocity field; and a form of static feedback control law that governs
the resource velocities has been presented to provide progressively better resource coverage. This is
sufficient to drive all resources towards the cluster centers when the node dynamics are defined by
velocities. However, when we consider complicated and more realistic acceleration (or force) based
dynamics (7.1), and seek a control law to guarantee asymptotic tracking of the cluster centroids,
dynamic control design becomes insufficient. For this case we prove necessity of dynamic feedback
control laws. We make the following assumptions regarding the node dynamics and cluster mass:
Assumption 4 (Smoothness Assumption) The node dynamics γ(ξ) in (7.1) are continuously
differentiable.
Assumption 5 (Positive Mass Assumption) All clusters have positive mass, that is, for all
j, the weight of resource rj is bounded away from zero, or p(rj) ≥ ε > 0 for a constant ε.
The tracking objective can be interpreted as x3 → xc3 and x4 → xc4 as t → ∞, with xc3 and xc4
being the instantaneous cluster position and velocity centers, as defined in (7.7). In other words,
for a fixed value of β, we want to minimize the free energy (7.5) (thus minimize the soft distortion
(7.4)) at all times. To achieve the goal of asymptotic tracking, or all asymptotically approaching
the corresponding cluster centroids, we choose the control input u (actuation force applied to each
resource) in (7.1) that renders the free energy decreasing with time, that is F˙ = ddtF (t) ≤ 0,
whenever all cluster centers are not attained (
[
x3; x4j
] 6= [xc3; xc4]). Once all cluster centers are
reached, our aim then is to split the resources (by taking advantage of the phase transition property)
if coverage with finer resolution is sought. The derivative of the free energy function (7.5) is given
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by:
F˙ =
(
∂F
∂ξ
)T
ξ˙ = 2ξTγf(ξ, γ, u),
where γ =

P1⊗ −P12⊗
θP1⊗ −θP12⊗
−PT12⊗ P2⊗
−θPT12⊗ θP2⊗

, (7.8)
with P1
4
= diag(µ1, · · · , µN ) ∈ RN×N , P2 4= diag(ω1, · · · , ωM ) ∈ RM×M and [P12]i,j = µipj|i =
ωjqi|j denoting the joint association weights. We further define matrices Q1,Q2 ∈ RN×M , where
[Q1]i,j = pi|j and [Q2]i,j = qi|j . These matrices satisfy P12 = P1Q1 = Q2P2. As is standard, the
notation ⊗ denotes the Kronecker product, and Pk⊗ 4= I2 ⊗Pk for k ∈ {1, 2, 12}.
7.2.1 Necessity of dynamic dontrol
We first show that static feedback control laws are not sufficient to achieve the tracking objective
in an acceleration-driven setting. So constructing control inputs similar to those in [60] does not
work in this setting, which can be made evident as follows. We rewrite the derivative F˙ to be affine
in control u as
F˙ (ξ) = 2xT1 P1⊗(x2 −Q1⊗x4)− 2xT3 P2⊗(QT2⊗x2 − x4) + 2θ(x2 −Q1x4)TP1γ︸ ︷︷ ︸
a(ξ)
+ 2θ(x4 −QT2⊗x2)TP2⊗︸ ︷︷ ︸
b(ξ)
u.
Since ‖b(ξ)‖ = 2θ‖P2(x4 −QT2⊗x2)‖ ≥ 2θε‖x4 −QT2⊗x2‖ from Assumption 5, the control u affects
F˙ (ξ) only when the velocity centroid has not been reached (i.e., when b(ξ) 6= 0 or x4 6= xc4). That is,
the control u becomes ineffective when all resource velocities attain the cluster centroid velocities,
regardless of their positions. Therefore the static control laws are insufficient for tracking cluster
centers with these dynamics, for example, for initial conditions that satisfy x4 = x
c
4, but x3 6= xc3.
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7.2.2 Construction of a dynamic control law
We propose a dynamic feedback control law in the form,
x˙5(t) = v(t), and u(t) = x5(t), (7.9)
where we have introduced a new state variable x5 and v is the new design parameter. With this ex-
tension, the augmented system equation becomes ξ˙cl(t) = g(ξcl, γ, v), where ξcl
4
= [xT1 x
T
2 x
T
3 x
T
4 x
T
5 ]
T
denotes the augmented closed-loop states, and g = [xT2 γ
T xT4 x
T
5 v
T ]T . To complete our control de-
sign, we rewrite x˙3 = ζ+ (x4− ζ) and x˙4 = η+ (x5− η), where ζ and η are independently designed
to control the states x3 and x4. We then design v in (7.9) to drive (x4 − ζ) and (x5 − η) to 0. We
use the following augmented energy function as the control Lyapunov function
V (ξcl) = F (ξ) +W (x5) +
1
β
logM, (7.10)
in which F is the free energy given in (7.5) and W (x5)
4
= 12x
T
5 x5. We seek v that makes V˙ ≤ 0 for
all [x3;x4] 6= [xc3;xc4] and use the LaSalle theorem to prove the asymptotic tracking.
Lemma 8 The augmented energy function V (ξcl) ≥ 0 for all ξcl.
The nonnegativity of V is easy to verify since
V (ξcl) ≥ F (ξ) + 1
β
logM =
1
β
∑
i
µi log
{
M∑M
j=1 exp(−βd(si, rj))
}
≥ 0.
The equalities hold only when x5 = 5 and si = rj for all i = 1, . . . , N and j = 1, . . . ,M , that is
when all nodes and resources are coincident.
The time derivative V˙ is affine in v
V˙ (ξcl) = ∇ξclV (ξcl)T ξ˙cl = a1(ξ) + b1(ξ)T
 ζ(ξ)
η(ξ)

︸ ︷︷ ︸
V˙1(ξ)
+ a2(ξcl) + x
T
5 v(ξcl)︸ ︷︷ ︸
V˙2(ξcl)
, (7.11)
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where
a1(ξ)
4
= 2
 x1 −Q1x3
θ(x2 −Q1x4)

T
P1
 x2
γ
 , (7.12)
b1(ξ)
4
= 2P2
 x3 −QT2 x1
θ(x4 −QT2 x2)
 and a2(ξcl) 4= b1(ξ)T
 x4 − ζ
x5 − η
 .
We exploit the affine structure in (7.11) to design ζ, η, and v that guarantee V˙ ≤ 0 whenever
the resources are not at the cluster centers (i.e., b1(ξ) 6= 0) and thus achieve asymptotic tracking.
One such design can be constructed using the formulation proposed by Sontag in [63], giving us
 ζ
η
 = { −
[
k1 +
a1+
√
a21+(b
T
1 b1)
2
bT1 b1
]
b1 if b1 6= 0
0 if b1 = 0
, (7.13)
and v =
{ − [k2 + a2+√a22+(xT5 x5)2xT5 x5
]
x5 if x5 6= 0
0 if x5 = 0,
(7.14)
where k1 and k2 are arbitrary positive constants. We then show that by this constructive design,
the asymptotic tracking goal (or [x3;x4]→ [xc3;xc4] as t→∞) is accomplished .
Lemma 9 Let φ : R→ R be a nonnegative function of bounded variation on [0,∞). Suppose that
limt→∞
∫ t
r=0 φ(r)dr exists and is finite, then limt→∞ φ(t) = 0.
Proof: Suppose limt→∞ φ(t) 6= 0, then there exists a δ > 0 and a sequence {tn} with tn−tn−1 > 1,
such that φ(tn) > δ for all n. Moreover, since s(t)
4
=
∫ t
r=0 φ(r)dr is increasing, and s(t) ≤ s¯
4
=
limt→∞ s(t) < ∞ as assumed, there exists a subsequence {tnk} ⊂ {tn}, such that |s(tnk) − s¯| <
1
2δ, ∀k. Let φˇ(nk)
4
= mintnk≤r≤tnk+1 φ(r), we have φˇ(nk) < φˇ(nk)(tnk+1 − tnk) ≤
∫ tnk+1
r=tnk
φ(r)dr ≤
|s(tnk) − s¯| < 12δ. Then 12δ ≤ suptnk≤r1,r2≤tnk+1 |φ(r1) − φ(r2)|. And the total variation of φ on
interval [0, tN ] ⊂ [0,∞) is T tN0 = sup
∑N ′
i=1 |φ(ri)−φ(ri−1)| ≥
∑N
k=1 φ(nk)− φˇ(rk) ≥ 12δN , in which
the supremum is taken over all subdivisions 0 < r1 < · · · < rN ′ = tN with N ′ ∈ N. This contradicts
the bounded variation assumption. 
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The following Theorem 8 establishes that the control law u based on v in (7.9) asymptotically
tracks cluster centroid locations and velocities.
Theorem 8 (Asymptotic tracking of clusters) For a system with node dynamics given by
(7.1), under the Assumptions 4 and 5, the control law u˙ = v(ζ, η, x5) with ζ, η and v given by (7.13)
achieves asymptotic tracking. That is, x3 → xc3 and x4 → xc4 as t→∞ for all j = 1, 2, · · · ,M .
Proof: Note that W (ξcl(t)) =
1
2x5(t)
Tx5(t) ≥ 0 for all ξcl, and W (ξcl(t)) = 0 only when x5(t) = 0.
Also W˙ (ξcl(t)) = x5(ξcl(t))
T v(ξcl(t)) ≤ 0 for all t ≥ 0 since
W˙ (ξcl(t)) =
 −k2x
T
5 x5 −
√
a22 + (x
T
5 x5)
2 − a2 < 0 if x5(t) 6= 0
0 if x5(t) = 0
, (7.15)
where a2 is given in (7.12). As a consequence, the real-valued function W (ξcl(t)) converges to a
finite value W∞ as t→∞. Further, the smoothness of γ ensures that W˙ is of bounded variation,
and since
∫∞
t0
−W˙ (ξcl(t))dt = W (ξcl(t0)) −W∞ < ∞, we have W˙∞ 4= limt→∞ W˙ (ξcl(t)) = 0 from
Lemma 9. Therefore, from (7.15), limt→∞ x5(t) = 0. Note that this result holds for any choice of
positive constant k1 in (7.13).
Now x5(t)→ 0 can be studied under the following two cases:
Case 1: x5(t
∗) = 0 at some finite time t∗,
Case 2: x5(t) 6= 0 at any finite time t.
We show that in both cases, as t→∞, b1(ξ(t))→ 0, or equivalently x3 → xc3 and x4 → xc4:
Case 1: x5(t
∗) = 0 for t∗ <∞.
x5(t
∗) = 0 implies v(t∗) = 0 by (7.14), W (ξcl(t∗)) = 0, and W˙ (ξcl(t∗)) = 0 by (7.15). Then
we conclude that x5(t) ≡ 0 for all t > t∗, since otherwise, if x5(t′) 6= 0 for t′ > t∗, W (ξcl(t′)) =
1
2‖x5(t′)‖2 > 0, which yields W˙ > 0 for some t∗ < t < t′ and contradicts W˙ ≤ 0 for all t (see
(7.15)). Therefore, for all t > t∗, x˙4 = x5 ≡ 0, implying x4 ≡ c4 for some constant vector c4.
We then claim that there exists a time T > t∗, such that a2(ξcl(t)) = 0 for all t > T . Since for
all t > t∗, x5(t) = 0 and x4(t) = c4, we can make a2(ξcl(t)) = a2|x5=0,x4=c4 = bT1 c4 + k1bT1 b1 + a1 +√
a21 + (b
T
1 b1)
2 ≥ 0 by choosing a sufficiently large constant k1. If this claim is false, we can find
a sequence of time instances {tk} > t∗ with tk → ∞ as k → ∞ such that a2(ξcl(tk)) > 0, since a2
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is a continuous and bounded function of t. However, in this case, using (7.15) we can show that
W˙ (ξcl(tk))|x5=0 = −|a2(tk)|−a2(tk) = −2a2(tk) < 0, which contradicts W˙ (ξcl(t)) = 0 for all t > t∗.
Therefore a2(ξcl(t)) = 0 for all t > t
∗. Note that since this equality is achieved only when b1(t) = 0,
we conclude that b1(t) = 0 for all t > t
∗.
Case 2: x5 → 0 as t→∞ with x5(t) 6= 0 for all t <∞.
If b1(tˆ) = 0 for some finite tˆ, then the cluster centroid is attained at the time instance tˆ, and
no control authority is needed to improve tracking.
If b1(t) 6= 0 for all finite t, that is, not all resources simultaneously track the cluster centers in
finite time, then
V˙ (ξcl) = −k1bT1 b1 −
√
a21 + (b
T
1 b1)
2 − k2xT5 x5 −
√
a22 + (x
T
5 x5)
2 < 0,∀t <∞,
thus V˙ (ξcl(t)) → 0 as t → ∞ (from Lemma 9). Since k1 > 0, 0 ≤ k1bT1 b1 ≤ |V˙ (ξcl)|, we then have
limt→∞ b1(t) = 0. 
In the next theorem we show the control law (7.13) is non-conservative, that is, if there exists
a Lipschitz control that makes V˙ ≤ 0, then our design achieves the same.
Theorem 9 (Boundedness of control) If there exists Lipschitz functions vˆ, ζˆ and ηˆ that asymp-
totically track cluster centers, that is, V˙1(ξ) = a1(ξ) + b1(ξ)
[
ζˆT ηˆT
]T ≤ 0 and V˙2(ξcl) = a2(ξcl) +
xT5 vˆ ≤ 0 (see (7.11) for the definition of V1 and V2) whenever ξcl 6= ξe
4
=
[
xT1 x
T
2 x
cT
3 x
cT
4 0
]T
, then
ζ, η and v given in (7.13) and (7.14) also track the cluster centers and are Lipschitz.
Proof: Since ζˆ, ηˆ and vˆ are Lipschitz at ξe by assumption, there exists an r1 > 0 and
δ > 0 such that ‖[ζˆT ηˆT vˆT ]T ‖ ≤ r1‖ξcl − ξe‖ for all ξ ∈ Ωδ 4= {ξcl : ‖ξcl − ξe‖ < δ}, thus
max{‖(ζˆT ηˆT )T ‖, ‖vˆ‖} ≤ r1‖ξcl − ξe‖ in Ωδ.
Case 1: a1(ξ) > 0 and b1 6= 0. Since V˙1(ζˆ, ηˆ) ≤ 0 by assumption, then a1(ξ) < −b1
[
ζˆT ηˆT
]T ≤
r1‖b1‖‖ξcl − ξe‖ in Ωδ (7.11). This implies η 4= a1‖b1‖2 ≤
r1‖ξcl−ξe‖
‖b1‖ . So we have 0 <
a1+
√
a21+(b
T
1 b1)
2
bT1 b1
+
k1 ≤ k1 + 1 + 2η ≤ 1 + k1 + 2 r1‖ξcl−ξe‖‖b1‖ . For ζ and η selected by (7.13) when b1 6= 0, we have
‖ [ζT ηT ] ‖ ≤ ‖k1 + a1+√a21+‖b1‖4‖b1‖2 ‖·‖b1‖ ≤ (k1 +1)‖b1‖+2r1‖ξcl−ξe‖ ≤ [2r1 + (k1 + 1)r2] ‖ξcl−ξe‖,
where in the last inequality, we use the fact ‖b1‖ ≤ ‖P2‖ ·
∥∥∥∥∥∥∥
 x3 −QT2 x1
θ(x4 −QT2 x2)

∥∥∥∥∥∥∥ ≤ r2‖ξcl − ξe‖, for
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some r2 > 0. Let r3
4
= [2r1 + (k1 + 1)r2].
Case 2: a1(ξ) ≤ 0 and b1 6= 0, we have 0 ≤ a1 +
√
a21 + (b
T
1 b1)
2 ≤ a1 + |a1|+ ‖b1‖2 = ‖b1‖2, and
‖
[
ζˆT ηˆT
]
‖ ≤ (1 + k1)‖b1‖ ≤ (1 + k1)r2‖ξcl − ξe‖. Let r4 4= (1 + k1)r2.
In both cases, ζ, η as defined in (7.13) are Lipschitz with constant R
4
= max{r3, r4} in Ωδ. v is
similarly shown to be Lipschitz. Since v is Lipschitz in Ωδ and bounded outside Ωδ from (7.13),
the boundedness of control follows. 
Note that a1, a2, b1, x
c
3 and x
c
4 in Theorem 9 are defined in (7.12) and (7.7). The proof of
Theorem 9 is analogous to the proof of Proposition 3.43 in [58], in which we exploit the algebraic
structure of the control defined by (7.13) and (7.14). Once the tracking cluster objective is achieved,
we exploit the phase-transition property to effect resource splitting (desired) to achieve better
coverage. If no higher resolution coverage is sought, resources continue to track the cluster centroids.
7.3 Simulation
We consider a scenario with 64 mobile nodes, each of which has the same weight, and which
comprise four natural clusters (Figure 7.2 and Figure 7.3). We choose node dynamics such that all
nodes have zero initial velocities, and nodes within one cluster have similar accelerations so that
the clusters are maintained. The initial acceleration of each cluster is indicated by an arrow in
plot (a); the individual node accelerations are generated by adding small random perturbations
on those cluster accelerations. Figure 7.2 (a) - (h) record the featured time instances, in which
plots (a) - (d) demonstrate that our DME algorithm seeks better coverage through resource splits
until the coverage requirement is met. Note that a single resource location gradually splits into
two, three, and then finally becomes four resource locations (that is all 4 clusters are successfully
identified). Upon splitting, the instantaneous cluster centroid positions and velocities are assigned
to the corresponding new resources. The subsequent deviations of the resources from the cluster
centers due to initial mismatch of their accelerations from that of respective clusters, are corrected
by using the tracking control in (15) and (16) (plots (d) - (g)).
Figure 7.3 (c) and (d) compare the computational effort for tracking of cluster centers of our
DME algorithm with a frame-by-frame (FBF) method, where MEP-based static clustering is used
in a predetermined sequence of sampled time instants. In this simulation, we applied the FBF
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Figure 7.2: Plots (a) - (h) show snapshots of a domain with mobile nodes (plus symbols) and
resources (square symbols). The nominal initial accelerations of natural clusters are given by
γn1(0) = [0.05; 0.12], γn2(0) = [−0.02; 0.09], γn3(0) = [−0.01;−0.17] and γn4(0) = [−0.61;−0.29]
respectively, whose directions and magnitudes are indicated by arrows and their lengths in plot (a).
The accelerations of individual nodes are from normal distributions around those nominal values.
At n = 1, the algorithm is initiated at a high temperature value (T = 5000) and places all resources
at the velocity and position centroid of all nodes (x3(1) = x
c
3(1) and x4(1) = x
c
4(1)) since all
association weights pj|i are nearly uniform. Hence the centroid condition is automatically satisfied.
To improve coverage, more distinct resource locations are added through phase transitions, i.e., by
increasing the β value, until the resolution requirement is reached (plots (b) - (d)). The color of a
node is determined by the average rgb value of all resources, weighted by the association weights.
The algorithm progressively computes ζ, µ and v to adjust resource dynamics, and drives resources
towards cluster centers (plots (e) - (h)), until all cluster centers are identified and tracked (plots
(g), after 90 time steps). The temperature value remains the same during this period.
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Figure 7.3: Plot (a) depicts the distortion D as time progresses, and it also provides the value
changes of the control energy ‖x5‖, and its fluctuation indicates the effort used to correct resource
dynamics for tracking. Initially, single-cluster placement achieves perfect tracking so no acceleration
adjustment is needed. After several resource splits, the resources chase the cluster centers by
modifying their accelerations (the peak of ‖x5‖). When all cluster centers are attained, the resource
accelerations converge to the centroid accelerations, and ‖x5‖ tends to a steady-state value. Plot
(b) shows the number of distinct resource locations. The comparison between the proposed DME
algorithm and the FBF approaches is shown in plot (c) and (d), during which process we assume no
occurrence of resource splittings. The distortion D achieved by the DME algorithm is comparable
with the FBF method using small time steps, while the computational time of DME is much smaller
(1.8573 seconds versus 347.1833 seconds for the latter).
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method two times - the first with fewer time instants (10) and the second with many time instants
(100), using static clustering in both cases. The DME algorithm, when compared to the FBF
approach with 100 time instants, gives comparable distortion (within 88.79%) after a transient
time of 25 sec (see Figure 7.3 (a) and (d)) while taking only 5.35% of the computation time.
The DME algorithm takes 62.69% computation time when compared to the FBF with fewer time
instants (see caption for details).
Note that the comparison of the resulting distortion values in the above simulations is conser-
vative since we have assumed that the results of static clustering at each time sample of the FBF
method is applied instantaneously. If we account for the drift of the nodes during the computation
of the static DA algorithm, the resulting distortions from the FBF method will be more likely to
be larger.
7.4 Discussion
7.4.1 Flexibility in implementation
The DME framework presented herein enables cluster splits for better coverage as discussed in
Section 7.2. However, it does not explicitly monitor cluster mergers. An easy way to accommodate
cluster mergers is to track the pairwise distance for all pairs of resources d(ri, rj), and combine two
resources if d(ri, rj) < σ for some threshold σ. Alternatively, we can add a cost term to the distor-
tion function that penalizes nearby resources. An example of one such term is
∑
i,j − 1β log d(ri, rj)
under which two nearby resources will induce a large cost that will increase as the annealing process
continues (β increases), making splitting less likely. Inclusion of cluster mergers in our framework
is part of our ongoing work.
The DME framework provides a fundamental algorithmic structure for dynamic coverage prob-
lems, where the notion of coverage is not limited to geographical objective functions and can easily
be extended to include domain specific objectives for other problems. For example, in web-based
software engineering, the coverage can be defined in terms of the quality of service function [25]; in
network routing problems, where decisions on both the locations of communication centers and the
routes are required, both distortion and communication costs can be accounted for in the distance
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function [34].
7.4.2 Computational complexity
The proposed method adopts the MEP to solve the clustering objective whenever β changes.
Therefore the association weights given by (7.5) need to be calculated for all node-resource pairs,
which can be computationally expensive. To reduce computational effort, we can approximate the
Gibbs distributions by lower-complexity distributions [12]. Since the association between pairs of
distant resources and nodes becomes very small as β increases, we can also gradually eliminate
the influence of remote nodes and perform progressively distributed computations, leading to a
more tractable algorithm. Further approaches to improving scalability of the algorithm are under
investigation, and some preliminary results are given in [59].
Summary of This Chapter
Our main achievements in this chapter are summarized as follows.
1. Extension of the DME framework that integrates control design with clustering analysis by
considering acceleration-driven dynamics.
2. Proof of the necessity of a dynamic control law in fulfillment of tracking in the presence of
acceleration fields.
3. Development of a nonlinear dynamic feedback control law for the resources, under which
asymptotic tracking of cluster centers is achieved under mild conditions (Theorem 8)
4. Proof of the non-conservativity of our construction method in finding a Lipschitz continuous
control that achieves asymptotic tracking (Theorem 9).
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Chapter 8
Conclusion
We conclude this thesis with a brief summary of our work, and note a few related problems for
future research.
8.1 Summary
This work has focused on aggregation of large interconnected systems into subsystems using clus-
tering and aggregation methods, and the development of various implementation algorithms for
problems in different settings. The systems under study can be described by directed weighted
graphs, in which subsystems are modeled as nodes, and the interrelations between subsystems are
modeled as edges. From the clustering perspective, we have formulated the goal of determining
a smaller representative graph as a resource allocation problem, where supernodes (nodes of the
smaller graph) are viewed as resources and determined accordingly to represent a set of similar
original nodes. The edges between supernodes are determined by minimizing the representation
error.
The aggregation performance, or the representativeness in using a smaller graph to approximate
a large one, has been quantified by a dissimilarity measure introduced in this work. Moreover, the
definition of this measure naturally merges the problem of evaluating the representativeness of a
particular small graph, and solving a small graph that yields a better approximation. Even with
a simplified problem formulation, the problem under study is still inherently combinatorial, and
obviously suffers from the computational complexity. We have developed a two state aggregation
framework which adopts the MEP-based algorithm in the implementation. Equipped with ade-
quate flexibility, the framework can be adapted to aggregate 1) general directed weighted graphs,
2) large Markov chains, and 3) systems with numerous stochastic processes, and we have presented
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the treatment for each scenario. For the Markov chain aggregation case, we have presented a suf-
ficient identifiability condition for nearly completely decomposable chains corresponding to nearly
reducible systems, which has directly linked back to the celebrated perturbation theory.
The clustering or resource allocation framework, when applied to tracking and coverage of
mobile objects in a low-dimensional space, can be integrated with control design and provide
significantly better solutions than the frame-by-frame clustering. In this case, our emphasis has
been extended from one snapshot of the dynamic system that needs to be covered by a small number
of resources, to a set of consecutive snapshots taken as the evolvement of an acceleration-driven
dynamic system. We have posed the objective of sequential resource placement as determining
an acceleration field for the resources that always drive the resources towards the actual cluster
centers. The design of resource dynamics heavily relies on Lyapunov stability theory, and a Lipschitz
continuous and bounded control input has been presented.
8.2 Future Research
Some related future studies include the follow topics.
1. In this thesis, we have noted that one limitation of using the DA algorithm as a central
component in solving the optimal aggregation is that centralized calculations are required.
Nevertheless, by exploiting an inherent natural localization as the DA algorithm, these cal-
culations can be made increasingly distributed. An initial attempt of a guided decentralized
implementation has been discussed in Section 4.1.3.
2. Our work has applied the DA algorithm, which was first proposed in 1992, a complete analysis
of its computational complexity has yet to be completed.
3. The focus of this work has been on a clustering and aggregation approach to determine a low-
order approximation for large graphs and/or networked systems. Alternative methods are
also being actively studied. A rigorous comparison of different methods should be completed.
4. We have discussed a preliminary attempt to use this method to extract the ensemble interac-
tions among a large number of stochastic processes; namely, we have worked on earthquake
114
models and synthesis data to demonstrate the effectiveness of this direction. Further analyt-
ical conclusions could be drawn with additional application domains.
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Appendix A
Background for Control Systems
We briefly present some definitions and results from system analysis and control theory to be used
in Part II, most of them can be found in [36].
We consider the coverage problems in Rn; for the ease of notation, and the consistency with
most standard control system literature, we overwrite some notations in this part. We use regular
face small letters (e.g., x) and capital letters (e.g., A) for vectors and matrices respectively.
A.1 Lyapunov stability theory
Consider a nonlinear time-invariant system x˙ = f(x), where f : Rn → Rn, a point xe ∈ Rn is said
to be an equilibrium point of the system if f(xe) = 0. The equilibrium point xe is
• stable, if for each  > 0, there exists δ = δ() > 0, such that for every trajectory x(t) with
‖x(0)− xe‖ < δ, ‖x(t)− xe‖ ≤  for all t ≥ 0.
• asymptotically stable (AS), if it is stable and the δ can be chosen such that ‖x(0) − xe‖ <
δ ⇒ x(t)→ xe as t→∞.
• globally asymptotically stable (GAS), if the δ =∞, or equivalently, for every trajectory x(t),
we have x(t)→ xe as t→∞.
The Lyapunov theory provides a way to conclude system stability without solving the trajec-
tories of a system.
A function V : Rn → R is positive definite if
V (0) = 0 and V (x) > 0 for all x 6= 0.
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If it satisfies the weaker condition V (x) ≥ 0 for all x 6= 0, then it is said to be positive semidefinite.
Lyapunov Stability Theorem
Let xe = 0 be an equilibrium point for system x˙ = f(x) and D ⊂ Rn be a domain containing xe.
Suppose there is a continuously differentiable function V : D → R such that
(i) V is positive definite,
(ii) V˙ (x) < 0 for all x 6= 0, and V˙ (0) = 0,
(iii) V (x)→∞ as ‖x‖ → ∞,
then the system is GAS, or every trajectory converges to zero as t→∞.
These Lyaponov theorems provide sufficient conditions for system stability. Sometimes, only
weak version of condition (i) or (ii) is satisfied (say, holds with semidefinite), then the following
LaSalle’s theorem provides a test of stability under extended conditions.
LaSalle’s Invariant Theorem
A set M ⊂ Rn is said to be an positive invariant set with respect to system x˙ = f(x) if every
trajectory starting at a point in M will stay in M for the entire time in the future, that is,
x(0) ∈M⇒ x(t) ∈M,∀t ≥ 0.
Let Ω ⊂ D ⊂ Rn be a compact positively invariant set with respect to the system x˙ = f(x).
Let V : D → R be a continuously differentiable function such that V˙ (x) ≤ 0 in Ω. Let V ⊂ Ω be
the set of all points in Ω where V˙ (x) = 0. Let M ⊂ V be the largest invariant set in V. Then
every trajectory x(t) with x(0) ∈ Ω approaches M as t → ∞, that is limt→∞ dist(x(t),M) =
limt→∞ infz∈M‖x(t)− z‖ = 0.
The LaSalle’s theorem extends the Lyapunov’s theorem by allowing the system to have an
equilibrium set, rather than a single equilibrium point; also, the function V (x) does not have to be
positive definite (and V˙ (x) does not have to be negative definite).
A.2 Control system stabilization
We state the Artstein’s theorem [3] for systems that are linear in control, which guarantees the
existence of a feedback stabilizing control law; then provide an explicit stabilizing control presented
in [63].
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Sontag’s Constructive Proof of Artstein’s Theorem
Let a control system have the form
x˙(t) = f(x) + g(x)u, (A.1)
in which f : Rn → Rn is continuous and g : Rn → U ⊂ Rm defines linear functionals from U to Rn.
There exists a closed loop control u(x) : Rn → U , continuous (except possibly at x = 0), and makes
system (A.1) asymptotically stable if and only if a neighborhood W of 0 exists and a continuously
differentiable control Lyapunov function V :W → R satisfies (i) positive definite and (ii) V˙ (x) < 0
for at least one u ∈ U for all x 6= 0.
One such control u that guarantees asymptotical stability can be constructed as follows. Write
the time derivative of V as, V˙ (x) = ∇xV (x)T [f(x) + g(x)u] as
V˙ (x) = ∇xV (x)T f(x)︸ ︷︷ ︸
a(x)
+∇xV (x)T g(x)︸ ︷︷ ︸
bT (x)
u. (A.2)
Then a feedback control that stabilizes the system is given by
u = −
[
a(x) +
√
a2(x) + (bT (x)b(x))2
bT (x)b(x)
]
b(x), (A.3)
which is easy to verify. For more details see [63].
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Appendix B
Mathematical Results
We present and prove some mathematical results that are used in this thesis.
Lemma 10 Let µ and x be probability distribution over a finite space of dimension n, and µ is
given. The largest l1 distance between x and µ is given by 2(1−mini µi). In particular, when µ is
the uniform distribution, max‖x− µ‖1 = 2(1− 1n).
Proof: Without loss of generality, assume x,µ ∈ Rn+. Their maximum l1 distance is the solution
to the following optimization problem.
max
n∑
i=1
|xi − µi| s.t.
n∑
i=1
x1 = 1, xi ≥ 0, ∀i.
Since the objective function and the feasible set are both convex, the maximum is attained at the
boundary of the feasible set, that is, either at one vertex (unique maximum) or the entire edge
(with equal function value). By symmetry, it is sufficient to consider one edge connecting two
vertices x1 and x2 with coordinates e1 and e1.
The function values at these vertices are f(x1) = 2(1−µ1) and f(x2) = 2(1−µ2). Any point on
the edge can be written as xt = tx1 +(1−t)x2 for 0 ≤ t ≤ 1, and f(xt) = ‖[t, 1−t, 0, . . . , 0]−µ‖1 =
|t− µ1|+ |1− µ2 − t|+ 1− µ1 − µ2. It is easy to get
max
0≤t≤1
f(xt)

2(1− µ2) 0 ≤ t ≤ µ1
2[1− (µ1 + µ2)] µ1 ≤ t ≤ 1− µ2
2(t− µ1) 1− µ2 ≤ t ≤ 1
Take all t into account, we conclude that max f(x) = 2(1−min1≤i≤n µi). In particular, when µ is
the uniform distribution µi =
1
n for all i, the claim holds too. 
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