Abstract. Harmonic maps are viewed as maps sending a xed di usion to manifold-valued martingales. Under a convexity condition, we prove that the continuity of real-valued harmonic functions implies the continuity of harmonic maps. Then we prove with a probabilistic method that continuous harmonic maps are smooth under H ormander's condition; the proof relies on the study of martingales with values in the tangent bundle.
Introduction
Harmonic maps between two Riemannian manifolds M and N are maps satisfying some partial di erential equation linked with the Laplacian on M and the Riemannian metric on N. This notion can be extended to the case where the Laplacian is replaced by the generator of a di usion X t on M, and the Riemannian metric on N is replaced by a connection; then harmonic maps can be de ned as maps sending X t to N-valued martingales.
The simplest problem involving harmonic maps is the Dirichlet problem. Suppose that M is a manifold with boundary @M, and let g be a N-valued map de ned on @M; then the Dirichlet problem consists in nding a map h which is harmonic on the interior of M and which converges to g on @M; in the stochastic framework, we consider the di usion X t on M stopped when it hits the boundary, and we look for a map h such that h(X t ) is a martingale and h = g on @M. In the classical Riemannian case, solutions of the Dirichlet problem are generally obtained by solving a parabolic equation (the heat equation), or by looking for energy minimizing maps (harmonic maps are the critical points of an energy functional), see for instance 8, 14] , and 15] for the subriemannian case. It appears that these methods have probabilistic counterparts. The analogue of the heat equation is the following problem; if G is a N-valued random variable, we want to know whether there exists a N-valued martingale converging to G; if this problem has a solution, we can apply it to the variable G = g(X 1 ) and obtain a solution of the Dirichlet problem; actually, the existence can be proved under convexity assumptions on the image of g, see 16, 24, 2] . On the other hand, if the di usion X t is symmetric on the interior of M and if N is Riemannian, we can associate to X t a re ected Dirichlet space, we de ne an energy functional for maps h : M ! N in this space, and the Dirichlet problem can be solved by looking for an energy minimizing map as in the classical case, see 26] ; this approach does not require convexity conditions, but it can worked out only in the symmetric case.
The aim of this work is to study the smoothness of harmonic maps. First we consider their continuity. In the classical Riemannian case, it is known that weakly harmonic maps (which are the harmonic maps with nite energy, see 26] ) are continuous when M has dimension 2 ( 13] ), but there may exist non continuous harmonic maps with in nite energy; when the dimension of M is greater, harmonic maps can be nowhere continuous ( 27] ) and one only has estimates on the Haussdor dimension of singular points for energy minimizing maps ( 28] ). However, the continuity can be obtained under convexity assumptions on N, see 16] for a stochastic proof. Here, under our more general framework, we consider a weaker convexity assumption on N and check that it is also su cient; our condition on the di usion is that harmonic real-valued functions are continuous (this is a non degeneracy condition replacing the ellipticity of the classical Laplacian).
Then we study the C 1 smoothness of harmonic maps under H ormander's condition. In the symmetric case, the answer is well-known in the elliptic case, and is extended to the hypoelliptic case in 15] by using the subriemannian geometry and the results of 29] concerning quasilinear partial di erential equations; it appears that h is C 1 provided that it is continuous. In the elliptic case, probabilistic proofs have been given in 19] (coupling method) and in 3] (change of probability), but these proofs seem di cult to extend to the hypoelliptic case. Here we use another method based on a calculus in a local chart and which works under the general H ormander condition; if we compare with 15], we notice that the operator is not necessarily symmetric (there is a drift which is involved in the H ormander condition). Our method relies on a calculus on the tangent bundle T(N), and the basic tool consists of estimates on real-valued solutions of the heat equation; these estimates can be obtained from Malliavin's calculus, see 22, 5, 20, 6] .
By combining our smoothness results with previous existence results, we can deduce the existence of a C 1 solution to the Dirichlet problem under H ormander's condition and under a convexity assumption on the subset of N in which the boundary condition g takes its values; however this assumption is weaker when the di usion is symmetric and N is Riemannian. For , we obtain the existence of a smooth S d " -valued solution when " > 0. In the symmetric case, by applying 26], this existence also holds for " = 0 and under some regularity on g (when g is continuous and " > 0, the result is also obtained with the analytical method of 15]).
We rst introduce the framework and give the main de nitions in Section 2. The continuity of harmonic maps is studied in Section 3, and the result concerning their C 1 smoothness is stated in Section 4. To prove this result, we work out in Section 5 a study of the martingales with values in the tangent bundle T(N), and we complete the proof in Section 6.
The framework
Let N be a d-dimensional C 1 manifold endowed with a C 1 connection. Then a real-valued function de ned on N is said to be convex on a subset of N if it is convex on the geodesic curves of this subset. We will use the following convexity conditions on the subsets of N which are taken from 2].
De nition 1 Let K be a compact subset of N. is a local martingale for any C 2 real-valued function F; here Hess F denotes the Hessian of F relative to the connection, and Hess F(y) is therefore a bilinear form on T y (N) T y (N). The N-valued continuous martingales can also be characterized locally as the continuous adapted processes which are transformed into submartingales by real-valued convex C 2 functions; actually, convex functions transform martingales into local submartingales even when they are not C 2 ( 12] ). Subsequently, since we do not use non continuous martingales, we will omit the word \continuous". Our notion of harmonic map corresponds to the notion of nely harmonic map introduced by 16]; these maps can be obtained by solving the Dirichlet problem with values in a convex compact subset of N with convex geometry, see 16, 24, 2] . The motivation for the more general notion of quasi harmonic map is 26], where we have checked that the weakly harmonic maps of the classical theory are the quasi harmonic maps with nite energy; thus quasi harmonic maps are obtained when one looks for energy minimizing maps. Notice that quasi harmonic maps can be modi ed on a polar set. Of course, the distinction between the two de nitions disappears for continuous functions; actually, h is harmonic if and only if it is quasi harmonic and nely continuous on M 0 (apply the above discussion about the extension at t = 0 of martingales indexed by t > 0). 3 The continuity of harmonic maps
The aim of this section is to obtain a continuity result for harmonic maps on M; the same technique will be applied for the continuity on the interior M 0 (Theorem 1) and on the boundary @M 0 (Theorem 2). In the classical case of maps between Riemannian manifolds, one knows that weakly harmonic maps are not necessarily continuous when the dimension m of M is greater than 2. The Hausdor dimension of the set of singularities of energy minimizing maps is at most m?3, see 28] ; the theory of 28] also shows that energy minimizing maps are continuous under some conditions on their image, for instance when they support a strictly convex function. On the other hand, weakly harmonic maps which are nowhere continuous have been found in 27]. If m = 2, then all the weakly harmonic maps are continuous ( 13] ); notice however that more general harmonic maps are not necessarily continuous (consider for instance the projection of IR 2 on the circle S 1 ). Here, the continuity will be obtained under a convexity assumption on N. If the harmonic map takes its values in a compact convex subset with convex geometry (for instance in a regular geodesic ball) and if the di usion is elliptic, the continuity on M 0 has been proved with a stochastic method (coupling of di usions) in 16]. Here, we extend the result to non elliptic di usions, and the convexity assumption of the following theorem is weaker than the convex geometry (see Proposition 1 below); the method will be applied in Theorem 2 to study the continuity on the boundary @M 0 .
Theorem 1 Suppose that bounded real-valued functions which are harmonic
on an open subset of M 0 are continuous on this subset. Suppose that there exists a bounded negative convex function 0 on N which converges to 0 at in nity; suppose moreover that, for any points y 6 = z in N there exists a bounded convex function yz on N satisfying yz (y) < yz (z). Let h : M ! N 6 be a quasi harmonic map. Then there exists a function which is continuous on M 0 and which is equal to h except on a polar set; in particular, if h is harmonic, then h is continuous on M 0 .
Let us rst discuss the assumptions. The continuity of bounded realvalued harmonic functions holds for instance under the H ormander condition (de ned in Section 4). The function 0 holds for instance when N is the subset S d " , " 0, of the sphere de ned in (1) (let 0 be the opposite of the Riemannian distance to the boundary). In the terminology of 11], the assumption about the existence of yz can also be stated by saying that the convex barycentre of a Dirac mass at a point y is reduced to the singleton fyg; it has been used in 1] in order to prove the continuity of C-martingales (processes which are transformed by convex functions into submartingales). This assumption is satis ed if N has convex geometry; however, Theorem 1 can also be applied to sets which have not convex geometry, as it can be shown from Proposition 1 below. For instance, the manifolds N = S Remark. We are going to construct the convex functions yz of Theorem 1 by a probabilistic method; this type of construction has been used in 18] to study the probabilistic interpretation of the convex geometry, and we have taken our inspiration from this work. Proof. Let us x y in N; we are going to prove the existence of a convex function on N such that (y) = 0 and (z) > 0 for z 6 = y; then the assumption of the theorem is clearly satis ed by putting yz = for any z. uniformly bounded negative submartingale, and its limit as t ! 1 is equal to 0 (y) with a probability converging to 1 as k ! 1; we deduce that Z k t quits N 1 = f 0 < 0 (y)=2g with a probability converging to 0. Thus, by stopping Z k t at the exit time of N 1 , we obtain N 1 -valued martingales which hit y with probability converging to 1, and which will be again denoted by Z k t . But 0 is convex and therefore continuous on N, so N 1 is included in N 2 = f 0 < 0 (y)=3g which satis es the condition of Theorem 1, and we have a convex function yz on this subset; then U k t = yz (Z k t ) are uniformly bounded submartingales such that
Theorem 1 will be proved in two steps. Firstly, we will nd a nely continuous modi cation of h; in this step, we will only need the existence of yz or zy (the existence of a strictly convex function on N is therefore su cient); thus we will obtain an harmonic modi cation of h. Secondly, we will prove that harmonic maps are continuous; in this step, we will need the full assumption on yz .
Lemma 1 There exists a function which is nely continuous on M 0 and which is equal to h except on a polar set.
Proof. We have to prove that h(X t ) has a IP x -almost sure limit as t # 0; then this limit will satisfy the required properties. Recall that N is the one-point compacti cation of N, and let H be the set of accumulation points of h(X t ) as t ! 0; this is a random subset of N. If is a distance compatible with the topology of N, then H (y) = (y; H) = lim t!0 inf 0<s t (y; h(X s )) uniformly in y 2 N, so H is a measurable random variable with values in continuous functions on N (this means that H is measurable when one puts the Hausdor topology on closed sets); it is therefore IP x -almost surely deterministic from the 0-1 law. The closed set H (the points where this function is 0) is also deterministic; it is not empty (from the compactness of N). The process ( 0 h)(X t ) is a bounded negative submartingale, so its limit as t # 0 is also negative, and therefore H is included in N. Suppose that H contains two di erent points y and z; then ( yz h)(X t ) is a bounded submartingale admitting two limit points as t # 0 (the function yz is convex and therefore continuous on N); this is not possible, so H has exactly one point, and we can conclude. Proof of Theorem 1. We can suppose from Lemma 1 that h is nely continuous, so h is harmonic; we want to prove that h is continuous. Consider a sequence x k converging to x in M 0 , and let us prove that h(x k ) converges to h(x). Let be a bounded convex function on N, let " > 0, let B r be a family of open neighbourhoods of x decreasing to fxg as r # 0, and let r be the rst exit time of B r . Either r = 1 for any r (this means that x is a trap), or r # 0 as r # 0. The continuity of on N and the ne continuity of h imply that IE x ( h)(X r )] ( h)(x) + " 9 in both cases for r small enough, where the variable in the expectation should be understood as the limit of ( h)(X t ) on f r = 1g. The function G : z 7 ! IE z ( h)(X r )]
is real-valued, bounded, and harmonic on B r , so we deduce from our assumption that G is continuous at x, and therefore IE x k ( h)(X r )] ( h)(x) + 2" for k large enough. Since is convex, ( h)(x k ) ( h)(x) + 2": Thus lim sup( h)(x k ) ( h)(x) for any bounded convex function on N. If we apply this property to the function = 0 , we see that the accumulation points in N of h(x k ) are in N;
on the other hand, if we apply it to = yz for y = h(x) and z 6 = h(x), we see that z cannot be an accumulation point; thus h(x k ) converges to h(x).
The method of Theorem 1 can also be applied to the behaviour at the boundary; for instance, one can obtain non tangential convergence as in 16]; in the following result, we study the continuity on M when the value on @M 0 is continuous. Proof. Let x be a point of the boundary @M 0 , and let x k be a sequence of points of M 0 which converges to x; we have to prove that h(x k ) converges to h(x). This is done with the method of Theorem 1 by considering again a family of open neighbourhoods B r decreasing to fxg; notice that r = 0 under IP x . The function G of (3) is harmonic on B r , coincides on B r \ @M 0 with the restriction of h which is continuous, so it is continuous at x. Thus the proof can be worked out similarly.
4 The smoothness of harmonic maps
We now want to study the C 1 smoothness on M 0 of continuous harmonic maps; to this end, we have to suppose that the space M and the generator L are smooth. Thus we suppose that M = M 0 @M 0 is a C 1 manifold with boundary, and that L is written on M 0 in H ormander's form
for C 1 vector elds 0 ; 1 ; : : :; q on M; in this formula, the vector eld i is identi ed with the Lie derivative in the direction i . The law of the process (X t ) under IP x can be realized on the Wiener space as the solution of the Stratonovich equation If L is symmetric and elliptic, the C 1 smoothness of continuous weakly harmonic maps is classical, see for instance Theorem 8.5.1 of 14]; the result has been extended to the symmetric hypoelliptic case in 15] by using the subriemannian metric associated to L and estimates of 29]. In our probabilistic framework and in the elliptic case, the Lipschitz continuity has been obtained in 19] by a coupling method, and in 3] by a change of probability; moreover, the C 1 smoothness is deduced in 19] by an analytical argument, and in 3] by a probabilistic argument. Here, we consider the general H ormander condition de ned as follows.
De nition 3 Let L be the Lie algebra of vector elds on M 0 generated by ( i ; 0 i q). We say that the H ormander condition, or condition (H), holds at x 2 M 0 if the space of vector elds of L taken at x is the whole tangent space T x (M 0 ); we say that the restricted H ormander condition, or condition (H 0 ), holds if the same property holds for the Lie algebra generated by ( i ; 0 ; i ]; 1 i q). Theorem 3 will be proved in several steps. The idea is rst to localize the problem, so that one can suppose that h takes its values in a small subset of N. Then we approximate h by di erentiable solutions of the heat equation, and we obtain an a priori bound on the rst order derivatives of these approximations; an induction argument shows that higher order derivatives also satisfy a priori bounds, so we can deduce that h is smooth. The derivative of h involves the tangent bundle of N, so the aim of next section is to study martingales on this manifold; results for these martingales can also be found in 23, 2, 4].
5 Martingales on the tangent bundle
We will have to use the existence of N-valued martingales with prescribed limit in a small subset of N. When the probability space is the Wiener space, this problem has been studied in 16, 24] (at least when N is a Riemannian manifold, see also 25] for more general connections and martingales with jumps on the Wiener-Poisson space). It appears that the existence holds on more general probability spaces; it is su cient to suppose that the real martingales are continuous; this result is much more di cult and is due to 2]; let us recall it; the notions of convexity have been introduced in De nition 1. De nition 4 A K 0 -valued martingale Z t is said to be in U r , r 1, if the set of variables jZ j r , optional time, is uniformly integrable.
We now prove an existence result on the vector bundle N 0 under some convexity assumptions.
Lemma 2 Suppose that all the real martingales are continuous (as in Theorem 4). Suppose that there exists a choice of the norm j:j such that j:j r is convex on K 0 for some r 1 L r , and therefore jZ k t j r converges to jZ t j r in L 1 ; this implies that the process jZ t j r , 0 t 1 is a non negative submartingale, so the variables jZ j r , optional time, are uniformly integrable. Thus Z t is a martingale of U r . The uniqueness of this martingale follows from the uniqueness of Y t = (Z t ) and from the convexity of j:j r ; if indeed Z 0 t is another solution, then jZ t ? Z 0 t j r should be a uniformly integrable submartingale converging to 0. We now consider the particular case where N 0 is the tangent bundle T(N). It will be su cient for us to consider the case where N = IR d endowed with a non Euclidean connection (this means that N can be described with only one chart); then N 0 can be identi ed to IR d IR d . On the manifold T(N) one can de ne the complete lift of the connection of N (described in 23, 2, 4], it is called the geodesic connection in 23]); the geodesic curves for this connection are given by the Jacobi elds along geodesic curves of N. If K is a compact subset of N, we consider like previously K 0 = T(K) = ?1 (K) which is identi ed to K IR d . If is a C 2 function on T(K), its Hessian at a point can be viewed as a symmetric bilinear form on (IR d IR d ) 2 , and is said to be uniformly convex if its Hessian is uniformly elliptic; this notion does not depend on the choice of the coordinates (since K is compact). If y 0 is a point of N, we now obtain some geometrical properties of the small neighbourhoods of y 0 .
Lemma 3 Fix y 0 in N = IR d . There exists a smooth function on N such that (y 0 ) = 0, (y) > 0 for y 6 = y 0 , and for small enough, K = f g is a compact neighbourhood of y 0 satisfying the following properties.
1. The set K is convex and has a 2-convex geometry given by a C 2 function .
2. Compact subsets of T(K) have 2-convex geometry.
3. There exist non negative quadratic forms Q y on T y (N) such that
are respectively convex and uniformly convex C 1 functions on T(K).
Remark. The uniform convexity of 1 implies that is strictly convex and that Q y is uniformly elliptic.
Proof. By using coordinates (y; We are going to prove that K = f g satis es the conditions of the lemma for " 2 =2 and " small enough. The convexity of K will follow from the strict convexity of (for " small); the 2-convexity for " small is a consequence of Lemma 4.59 of 10]. The zero vector of T y 0 (N) has a neighbourhood with 2-convex geometry, so if " is small, the set of zero vectors of T(K) also has a neighbourhood with 2-convex geometry; since all the compact subsets of T(K) can be embedded in this neighbourhood with an a ne map (y; y 0 ) 7 ! (y; y 0 ) (for small), we deduce that these compact subsets also have 2-convex geometry. Thus we only have to study the convexity of and 1 . The connection on T(N) can be de ned by Christo el symbols ? i jk , 1 i; j; k d, which are symmetric in (j; k) (the connection is torsion free). This lemma is of course the fundamental smoothness result on which Theorem 3 is based. The smoothness of f is classical from H ormander's theorem, and a probabilistic proof can be worked out from Malliavin's calculus (see 5, 20, 6] ); the estimate on the derivative of f can be obtained from estimates on the derivative of the probability transition density as they can also be found in 20] (see Theorem 2.18 of 21] when (H 0 ) holds uniformly on M 1 = IR m ).
Let us now enter the proof of Theorem 3. Fix x 0 in M 0 IR m and y 0 = h(x 0 ) in N = IR d ; for any J, we want to prove that h is C J in a small neighbourhood of x 0 . Since h is continuous and M 0 can be taken small, we can suppose that the image h(M 0 ) is in a small compact neighbourhood K of y 0 .
Let X t = X x t be the solution of the Stratonovich equation (5) (we will often omit the superscript x). One can choose a version which is a C 1 di eomorphism with respect to x, and we denote by X 0 t the Jacobian matrix of X x t with respect to x; then X 0 t takes its values in the linear group GL(m), and the derivative of f(X t ) is f 0 (X t )X 0 t . We also know that the moments of X 0 t and of higher order derivatives are bounded for t 1.
Lemma 7 Choose K = f g so that K 0 = f 2 g satis es the conditions of Lemma 3. Let f 1 be a K-valued C 1 function on IR m which is constant outside a compact set. Then there exist a unique K-valued continuous martingale Y t = f(t; X t ), 0 t 1, with terminal value f 1 (X 1 ), so f(1?t; x) is solution of the heat equation with initial value f 1 . Moreover, the map f is di erentiable with respect to x and its derivative f 0 is bounded. For any r 2, the process f 0 (t; X t )X 0 t is the unique T m (K)-valued martingale of U r with nal value f 0 1 (X 1 )X 0 1 .
Proof. The existence and uniqueness of the martingale Y t = f(t; X t ) on K follows from the assumptions which were required in Lemma 3 (see Theorem 
Then we obtain the di erentiability of f(0; :); by considering the di usion (X s ; s t), one proves similarly that f(t; :) is di erentiable, and the boundedness of f 0 (t; :) follows from the Lipschitz continuity of f(t; :); by working conditionally on F t , one also checks from (9) that the derivative of Y x from the de nition of and the Lipschitz continuity of f. Thus, from (13) and (11) The function f(t; x) is Lipschitz continuous with respect to x, and the process (X x
