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RÉSUMÉ 
Nous présentons un aperçu de la t héorie des systèmes de réécriture et un survol de 
la lit térature concernant la modélisation de l'arithmétique par des systèmes de réécriture 
de termes. Nous proposons deux nouveaux systèmes de réécriture pour l'arithmétique. 
Le premier système permet l'addition , la soustraction , la multiplication et la division 
de nombres rationnels pour une base arbitraire. Le deuxième système est un système 
orthogonal qui permet l'addition , la soustrac tion et la multiplication de nombres ra-
t ionnels pour une base arbi traire. De plus , nous présentons un système de réécriture qui 
modélise un système de numération mixte. 

INTRODUCTION 
La théorie de la réécriture est à la front ière entre les mathématiques et 1 'informa-
t ique et s'oriente pour l'instant surtout vers des applications calculatoires. Les systèmes 
de réécriture remontent à Axel Thue qui publia une série d 'articles sur la combinatoire 
des mots. Dans les articles (Thue, 1914) et (Thue, 1910) que l 'on retrouve dans (Thue, 
1977) Thue étudie le problème du mot . Prenons l'ensemble L:* de tous les mots qui 
peuvent être construit grâces à l'ensemble de symboles L: = {al , a2 , ... , an}· Dans sa 
forme originale, le problème du mot est le suivant . Soit E un ensemble de relations de 
la forme w 1 = w2 où w 1, w 2 E I:*, est-il possible de décider si deux mots arbitraires 
de L:* sont égaux ou pas en tenant compte des relations données? En d 'au t res termes, 
existe-t-il un algorithme de décision qui nous informe en un nombre fini d 'étapes (ou en 
un temps fini ) si deux mots sont égaux ou pas . Un problème survient si nous ut ilisons 
des équations de la forme w 1 = w2, un algorithme pourrait remplacer w 1 par w2 dans un 
mot et ensui te remplacer w2 par w 1 dans le mot et cela indéfiniment . Thue int roduisit 
une orientation dans les équations afin d 'éviter ce problème de boucles infinies. Dans 
son système, une règle de réécriture w 1 --> w2 signifie que w 1 peut être remplacé par 
w 2 . En choisissant adéquatement l'orientation des équ ations, il est possible d 'avoir pour 
cert ains systèmes que si deux mots se réduisent à un même mot alors les deux mots sont 
égaux. Ainsi , Thue put résoudre le problème du mot pour certains cas particuliers. 
Un système de réécriture de mots consiste à se doter de lois de substit ution et de 
les appliquer à des mot s. P ar exemple, les deux lois R1 : AA --> B et R 2 : BE --> A qui 
signifient que dan un mot une occurrence AA est remplacée par B et qu 'une occurence 
BE est remplacée par A. En appliquant successivement les deux lois de substit ution à 
part ir du mot B AB AA nous obtenons une sui te de rédu ctions qui se terminent en A 
2 
Depuis Thue, plusieurs types de systèmes de réécriture ont vu le jour et ont 
été appliqués dans plusieurs domaines. Un exemple d'application est la hiérarchie de 
Chomsky qui classifie les grammaires formelles (Chomsky, 1956). 
Un autre exemple est les systèmes de Lindenmayer nommé L-systèmes. Ce sont 
des systèmes qui se rapprochent de près des systèmes de réécriture et qui sont utilisés 
pour modéliser les végétaux (P rusinkiewicz et Lindenrnayer , 1091) . En particulier Lin-
demayer (Lindenmayer, 1968) décrit la croissance des algues Anabaena catenula (voir 
la figure 0.11 ) en utilisant un L-système. Sachant que A et B sont des types de cellules 
et que les indices g et d indiquent la polarité2 de la cellule, le développement de l'algue 
Anabaena catenula est régi par le système de règles suivant : 
À chaque étape, chaque symbole Ad, A 9 , Bd et B d est remplacé respectivement 
par A 9 Bd, B 9 Ad, Ad et A 9 . En partant d 'un terme initial Ad , on trouve la suite suivante 
d 'étapes décrivant la croissance de l'algue : 
Ad 
A 9 Bd 
B 9 AdAd 
A 9 A 9 BdA9 Bd 
B 9 AdBgAdAdB9 AdAd 
1 Photographie provenant de http: / jcage.rug.ac.be;- bh/ L-systemen/ sigma...xi-3.html 
2 La polarité est une caractéristique fondamentale des cellules, qui régit de très nombreuses 
fonctions biologiques. Par exemple, la mise en place rapide de l'axe antéro-postérieur de l'oeuf fécondé 
permet l'orientation du futur embryon. 
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Fig . 0.1 Algue Anabaena catenula 
La théorie de réécriture de termes pos ède aussi beaucoup d 'applications dans 
la théorie de la démonstration qui cherche à automatiser la construction des preuves . 
Un sous-domaine de la théorie de la réécriture qui possède des applications dans la 
théorie de la démonstration se nomme réécriture équationnelle. Ce domaine est un peu 
l'extension des travaux de Thue sur le problème du mot. La théorie de là démonstration 
revient souvent à manipuler des équations. Puisque des équations peuvent engendrer des 
boucles infinies, la t héorie de la réécriture équationnelle permet d 'éviter ceci en orientant 
les équations. De plus, en t ransformant des équations telles que x+ 0 = x en règles de 
réécriture x+ 0 ----) x, cela permet d'éviter des expression comme ((x+ 0) + 0) + 0 et 
ainsi d 'utiliser moins d 'espace mémoire de l'ordinateur. Pour une introduction détaillée 
au suj et de la réécriture équat ionnelle se référer à (Plaisted , 1993) et au chapi tre 7 de 
(TeReSe, 2003). 
Déjà en 1929, on retrouve dans la thèse de doctorat de Herbrand (Herbrand, 1930) 
un système de réécriture qui possède la propriété qu 'une formule propositionnelle est 
une tautologie si et seulement si la formule peut être réduite à 1 (vrai) en utilisant les 
règles du système modulo l 'associativité et la commutativité. Modulo associativité et 
commutativité signifie que l'ordre des produits et les parenthèses peut être réarrangé. 
Voici le système de réécrit ure de Herbrand : 
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x=?y -+ x·y+x+ 1 
xV y -+ x ·y +x+y 
•X -+ x+ 1 
x+ O -+ x 
x+x -+ 0 
x· O -+ 0 
x· 1 -+ x 
X·X -+ x 
x ·(y +z) -+ x·y+x · z 
Dans (TeReSe, 2003) il est montré que p =? (q =? p) se réduit à 1. Ici, nous allons 
présenter un autre exempl . 
Exemple 1. La tautologie p V •p se réduit à 1 en appliquant les règles du sy-tème de 
Herbrand . 
p v •p -+ p . ( •p) + p + •p 
-+ p · (p + 1) + p + •p 
-+ p. (p + 1) + p + p + 1 
-+ p ·p +p·1+p+p+1 
-+ p·p+p+p+p+1 
-+ p + p + p + p + 1 = p + p + (p + p) + 1 
-+ p + p + 0 + 1 = p +(p + 0) + 1 
-+ p + p + 1 = (p + p) + 1 
-+ 0+1=1+0 
-+ 1 
Le but de ce mémoire est de montrer qu'il est possibl d 'utiliser la théorie d s 
systèmes de réécriture afin de modéliser l'arithmétique et les systèmes de numération. 
L 'arithmétique élémentaire qui inclut les opérations d 'addition, de soustraction, de mul-
t iplication et de division est normalement étudiée grâce à la théorie des anneaux. Dans 
ce contexte, l'arithmétique est comprise comme étant un anneau commutatif qui est 
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défini par quelques axiomes (Dummit et Foote, 1999). Les systèmes de numération sont 
une partie inhérente aux mathématiques, par exemple la base binaire, la base décimale 
sont les bases les plus fréquemment utilisées. En plus des systèmes de numération stan-
dards, il existe plusieurs systèmes non-standards. Un exemple de base non-standard est 
la mesure du temps. 
Nou effectuons un bref survol d la li ttérature et nous présentons plusieurs 
systèmes permettant de modéliser l'arit hmétique et les systèmes de numér?-tion. Ainsi, 
nous aurons un nouveau regard sur une t héorie qui est souvent traitée avec l'aide de 
l'algèbre abstraite et nous pourrons définir de nouveaux types de systèmes de numération . 
Pour l'instant , la théorie des systèmes de réécriture appliquée à l'arithmétique ne semble 
pas donner des algori t hmes plus puissants que les algorithmes ut ilisant la virgule flot-
tante que nous retrouvons au coeur de l 'architecture des ordinateurs modernes . La 
théorie de la réécriture permet néanmoins de voir l'arithmétique d 'une manière différente 
et probablement plus naturelle. 
Le chapitre 2 est un survol des défin itions de base de la théorie des systèmes de 
réécriture. Nous présentons au chapitre 3 les propriétés que nous pouvons attribuer aux 
systèmes de réécriture modélisant l 'arithmétique ainsi qu 'un survol des systèmes déjà 
connus. Au chapit re 4 nous présentons un nouveau système de réécriture qui permet 
l'addition , la soustraction , la multiplication et la division de nombres rationnels pour 
une base arbitraire et nous présentons un aut re système qui permet l'addition , la sous-
traction, la multiplication d'entiers pour une base arbit raire. Ensuite, nous étudions les 
propriétés de ces systèmes. Dans le chapitre 5 nous verrons que les systèmes de réécriture 
nous permettent aussi de modéliser un système du numération mixte. 

CHAPITRE I 
PRÉLIMINAIRES 
Pour consultat ion, nous donnons dans cc qui suit ur1a séria ne défin itions qui sont 
utiles pour la lecture de ce mémoire. 
1.1 Théorie des ensembles 
Voici quelques définitions concernant les relations . Pour plus de détails se référer 
par exemple à l'appendice A de (TeReSe, 2003). Le symbole N désigne l'ensemble des 
nombres na turels . 
D éfi nit ion 2. Si R Ç A x B pour A et B des ensembles, alors nous appelons R une 
relation et nous écrivons aRb pour signifier que (a, b) E R . 
D éfinit ion 3. Soit S un ensemble et R Ç S x S une relation sur S. 
1. Une sui te dans S est une fon ction s : N ---) S. 
2. Une suites est R-descendante si s(i + 1)Rs(i) pour tout i EN. 
3. Une suite finie de longueur n dans S est une fonction s : { 0, 1, ... , n - 1} ---) S, 
où nE N. 
4. R est une relation bien-fondée s'il n'existe pas de suites R-descendantes infinies 
dans S. 
5. R est irréflexive si pour tout x E S ce n'est jamais le cas que xRx. 
6. R est transitive si pour tout x, y, z E S nous avons que xRy et yRz implique 
xRz. 
7. R est une relation d 'ordre partiel strict si R est irréfiexive et transitive . 
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8. R est une relation d '6rdre bien-fondée si R est une relation d 'ordre partiel 
strict bien-fondée . 
9. La fermeture transitive R + deR est la relation n{R' Ç S x SIR Ç R' et R' 
est transitive}. En d 'autres mots, c 'est la plus petite relation transitive sur S 
qui contient R. 
1 O. La fermeture réflexive R = de R est la relation n{ R' Ç S x SIR Ç R' et R' 
est réflexive}. 
1.2 Théorie des graphes 
Voici quelques définit ions de la théorie des graphes qui nous seront utiles à la 
section 3.2.4. Pour plus de détails se référer à (Labelle, 1980). 
Définitïon 4. Un graphe simple, noté G(X, A) , est form é de deux ensembles : un 
ensemble fini non-v·ide X , appelé l 'ensemble des sommets de G, et un ensemble A de 
paires de sommets, appelé l 'ensemble des arêtes de G, où A Ç { { u , v} lu f:- v et u, v E 
X}. 
Définition 5. Dans un graphe simple, une chaîne est une séquence finie de somm.ets, 
xo,x1 , ... ,xm , telle que pour tout 0:::; i <mon a que {xi,xi+d est une arête. L 'entier 
m s'appelle la longueur de la chaîne . Si x 0 = Xm alors on appelle cette chaîne un cycle. 
Une chaîne de longueuT pl·us gmnde q·ue 1 dont toutes les arêtes {Xi, Xi+ 1} sont distinctes 
est dite simple. 
Définition 6. Un graphe simple est connexe si pour tout x et y, il existe une chaîne 
de x à y . 
Définition 7 . Une forêt est un graphe simple sans cycle simple. 
Définition 8. Un arbre est une forêt connexe. 
Définition 9. Une arborescence est un arbre dont un sommet, appelé racine, a été 
distingué. 
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D éfini t ion 10. Soit xE X un sommet d'un graphe simple. Le degré de x est la cardi-
nalité de l 'ensemble {y E Xl{x ,y} est une arête}. 
Définition 11. Une sommet de degré 1 est appelé une feu ille. 
Définition 12. Le parent d'un sommet dans une arborescence est le premier sommet 
de la chaîne qui va du sommet à la racine. 
D éfinition 13. Les descendants d'un sommet dans une arborescence sont tous les som-
mets atteignables par une chaîne qui ne passe pas par le sommet parent. 
D éfinition 14 . On dit que H(Y, B) est un sous-graphe de G(X, A) si Y Ç X et B Ç A . 
1.3 Combinatoire des mots 
Voici quelques définitions concernant la combinatoire des mots qui nous seront 
utiles au chapitre 4. 
D éfinition 15 . Un alphabet est un ensemble fini de symboles. 
D éfinition 16. Un mot sur l 'alphabet 2:; est une suite .finie de symboles de 2:; . 
D éfinition 17. La longueur d'un mot est le nombre de symboles composant le mot. 
D éfinition 18 . Le mot vide, notéE, est l'unique mot de longueur O. 
D éfini ti on 19. Soit L; un alphabet et k E N, alors L;k est l 'ensemble de tous les mots 
de longueur k sur 2::. 
D éfinition 20. Soit 2:: un alphabet, alors la fermeture de Kleene de 2::, notée 2::* , est 
l 'ensemble de tous les mots sur L; de toutes les longueurs . En fonction de L;k , on écrit 
2:: * = U~o :L;i · 

CHAPITRE II 
SYSTÈMES DE RÉÉCRITURE 
Pour une in,troduction plus complète aux systèmes de réécriture, on peut se référer 
à (Klop, 1992), (Dershowitz et Plaist ed , 2001) et (Cirstea, 2000). 
2.1 Systèm es abstraits de réécritures 
Définition 21. Un système abstrait de réécri t ure est défini comme étant une structure 
A= (A, { ----tQ la E I} ) où A est un ensemble d 'objets, I est un ensemble d 'indices et 
----tQ est une relation binaire sur A. 
Si (a, b) E----tQ alors on écri t a ----tQ b. En ident ifiant les objets de A par des sommets, 
il est aussi possible de représenter un syst ème abst rait de réécriture sous forme de graphe 
orienté. Notons que la défini tion formelle d'une relation est donnée à la. défini t ion 2. 
Exemple 22. Si nous prenons l'exemple de l'Introduction , avec les indices R1 et R2 , 
nous avons 
(BABAA , BABB) , (BAA , BE ) E---t R 1 
(BABB , BAA), (BE , A ) E----tR2 . 
Nous pouvons aussi définir la relation binair ----t :=----t R1 U ----t R2 et nous aurons que 
(BABAA , BABB) , (BAA , BE) , (BABB , BAA) , (BE , A) E---t . 
Cet te remarque est t rès ut ile si nous voulons considérer des systèmes contenant plusieurs 
règles. 
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D'autres exemples de système abstrait de réécriture sont le calcul lambda (voir Je 
chapitre 10 de (TeReSe, 2003)) et les systèmes de réécriture de termes que nous allons 
aborder dans les définitions suivantes. 
2.2 Systèmes de réécriture de termes 
Définition 23. V est un ensemble dénombmble de variables notées x , y, z, x1, x2 , ... 
Définition 24. Une signature F est un ensemble non-vide de symboles de fonction 
chacune possédant une certaine arité. 
Notons qu'une autre notation que la notation plaçant le symbole de fonct ion devant 
l 'expression peut être utilisée, par exemple l'addition peut être dénotée par le symbole 
+ et être positionnée à l'intérieur de l'expression. 
D éfinition 25. On défin'it l'ensemble des termes T(F, V) comme suit : 
1. V ç T(F, V) ; 
2. si t 1 , ... , tn E T(F, V ) et si f E F est d'arité n avec n 2: 0 alors f(tl, ... , tn) E 
T(F, V). Par- cette nolation nous considé-rons q·ue les constantes (cas où n = 0} 
sont dans T (F, V). 
Définition 26. Une règle de réécriture est un couple, noté l ---> r, avec l, r E T (F , V) 
qui respecte les deux conditions suivantes : 
1. Le membre de gauche l n 'est pas une variable; 
2. Les variables du membre de droite apparaissent dans le membre de gauche. 
Une règle de réécriture peut être nommée. Par exemple si nous voulons nommer 
la règle de réécriture p nous écrivons p : l ---> r. 
D éfinition 27. Une substitution Œ est une fonction de T(F , V) dans T(F, V) telle 
que Œ(F(t1, ... , tn)) = F(Œ(tl) , ... , Œ(tn)) pour tout symbole de fonction F d 'arité n 2: O. 
Nous dirons que Œ(t) est une Œ- instance de t. 
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Ainsi nous voyons qu'une substitution affecte seulement les variables. 
Définition 28. Un contexte est 'tJ,n terme sur ·une signature étendue F U { 0 }. En 
d 'autres mot, c'est un terme contenant zéro, un ou plusieurs symboles 0 qui dénote des 
trous . 
Si C est un contexte contenant n trous, et t1, t2, ... , tn sont des termes, alors 
C[t1, ... , tn] dénote le résultat du remplacement des trous de C de gauche à droite par 
Définition 29. Nous appelons redex la pa-rtie gauche d 'une règle de Tééc-r'it·u,r-e où. l 'on 
a appliqué une substitution. Si nous avons la règle p : l ---+ r et une substitution 0' nous 
dirons que O'(l) est un p-redex. 
Voici un exemple illustrant ce qu 'est un redex. 
Exemple 30. Soit une règle p : ax ---+ c avec x une variable et a, b, c E F des symboles 
de fonction d'arité 0, soit la substitution O'( x) = b alors nous disons que ab est un 
p-redex. 
Définition 31. Un système de réécriture de termes est une structure (F, R) , où F est 
une signature et R est un ensemble de règles de réécritu-re. 
Un système de réécriture de termes sera dans la plupart des cas spécifié par son 
ensemble de règles en considérant la signature et l'ensemble des variables comme étant 
uniquement composé des symboles utilisés dans R . 
Définition 32. On dit que s ---+ t est une étape de réécriture s 'il y a une règle de 
réécriture u : l ---+ T E R , une substitution 0' et un contexte C[] tel que s = C[O'(l)] et 
t = C[O'(r) ]. Si nous voulons être précis, nous écrivons s ---+ut. 
Exemple 33. Par exemple, soit 0' une substitution définie par O'(x) = b, O'(a) = a et 
O'(c) = c, ;..t: ax---+ c une règle du système et ccOb un contexte, alors nous aurons que 
ccabb---+ cccb est une étape de réécriture, puisque s = ccO'(ax) b = cw(a)O'(x)b = ccabb 
et t = ccO'(c)b = cccb. 
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D éfinit ion 34 . Nous dirons que a1 ---tp1 a2 ---tp2 a3 ---tp3 ... est une suite d 'étapes de 
réécriture indexées si pour tout i E N+ , nous avons que ai ---tPi ai+l est une étape 
de réécriture, avec Pi E R et ai des termes du système. Nous pouvons écrire a ---tn b 
loTsque pouT une r-ègle de r-éécTitu·re p E R nous avons a ---tP b . En pratique, lorsque la 
situation est clair-e, les indices seront omis. 
Exemple 35. Afin de fixer les idées prenons un autre exemple tiré de (Baader et 
Nipkow, 1998) . Soient les trois règles suivantes : 
R1 : f (x, f(y , z)) ---t f(f (x, y), z) 
R2 : f(e , x) ---t x 
R3 : f ( i( x) , x) ---t e 
Alors , partant du terme f ( i( e) , f( e, e) ), voici un exemple d 'une suite d 'étapes de 
réécri t ure indexées : 
f( i(e), f( e, e)) ---tR1 f(f(i( e) , e) , e) ---tR3 f( e, e) ---tR2 e. 
2 . 3 Con fi uence 
Deux notion - importantes des systèmes de réécriture sont celles de forme normale 
et de confluence. Voici un exemple informel de l'arithmétique usuelle qui illustre ces 
deux concepts. 
Exemple 36. Il y plusieurs manières de ''r'duire" l 'expression (3 + 4) · (7 + 9) à son 
résultat 112. P ar exemple 
(3 + 4) ' (7 + 9) ---t 7 '7 + 7 ' 9 ---t 7 ' 7 + 63 ---t 49 + 63 ---t 112 
(3 + 4) ' (7 + 9) ---t 7 . (7 + 9) ---t 7 ' 16 ---t 112 
De manière informelle la confluence assure que partant d 'une rnêrne expression , tout s 
les manières de calculer arriveront au même résul tat finaL Ici, puisque 112 ne peut pas 
être "réduit" davantage, il serait donc considéré comme une forme normale. 
Voici les défini t ions formelles . 
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Définition 37. Soit A = (A, ( --->a)aEI) un systèm e abstrait de réécriture, a E A est 
une forme normale si il n'existe aucun b E A tel que a ---> b. 
La propriété qui assure que n 'import e laquelle des sui tes d'étapes de réécri t ure entraîne 
la même forme normale est appelée l'unicité des formes normales . La confl uence assure 
l'unicité des formes normales. Ainsi , deux suites de réduction étant appliquées à un 
même terme ini t ial se termineront à une même forme normale. 
Nous écrirons a--+> b lorsqu 'il y a une suite fi nie telle que a---> c1 ---> c2 ___, ... ---> b. 
Définition 38. Soit A = (A,--->) v:n système abstra-it de réécriture . 
(i) a E A est confluent si pour tous b, c E A il existe un d E A tel que a --+> c et 
a --» b entmînent c --+> d et b --» d. 
(ii) La relation ---> possède la propriété Church-Rosser si tout a E A est confluent. 
(iii) a E A est faiblement confluent si pour tous b, c E A il existe un d E A tel 
que a ---> c et a ---> b entrafnent c --» d et b --» d. 
(iv) La relation ---> possède la propriété faiblement Church-Rosser si tout a E A 
est f aiblement confluent. 
Définition 39. Si t E T (F , V ) peut être écrit sous la f orme C[s] alors nous disons que 
s est un sous-terme de t. 
La définition suivante raffine la notion de sous-terme en permettant sa mult ipli-
cité. 
Définition 40. Une occurrence d'un sous-terme s dans un terme t se définit comme 
un couple ordonné (s 1 C[]) te l que C[s] = t . 
P ar exemple, si nous avons un terme A(M(S(O), 0), S(O)), nous voyons que le sous-terme 
S(O) apparaît deux fo is. Nous avons donc les occurrences (S(O) 1 A(M(O , 0), S(O))) et 
(S(O) 1 A(M(S(O), 0), 0)). 
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D éfinition 4 1. Le patron d'une règle de réécriture p : l ---4 r est défini comme un 
contexte l f, où E est la substitution c(x) = 0 pour toute variable, c 'est-à-dire que nous 
remplaçons les variables par des trous. 
Définition 42. Deux occurrences de redex dans un terme t se chevauchent si leurs 
patrons partagent au moins une occurrence d 'un symbole. 
D éfini t ion 43 . Deux règles de réécriture Pl, P2 se chevauchent si pour un terme t il y 
a des occurrences de Pl -redex s1 et p2-redex s2 telles que s1 et s2 se chevauchent. 
Exemple 44. Soit le système de réécriture de termes avec les règles 
F(G(x, S(O)) , y, H( z)) ---4 x 
G(H(x), S(y)) ---4 y 
Dans le terme F(G(H(O) , S(O)), y , H(G( x, x))) nous avons un P1-redex qui est le terme 
au complet et un p2-redex qui est le terme G(H(O), S(O)). Puisque le patron du P1-redex 
partage au moins une occurrence de symbole avec le patron du p2-redex, nous avons 
que les deux règles se chevauchent . 
Nous remarquons dans l'exemple précédent que non seulement il y a un chevauchement 
entre les deux redex, mais aussi que le p1-redex contient le P2-redex. Il est possible 
de démontrer que si deux redex se chevauchent alors un des redex contient l'autre. La 
notion précise de "conti nt" e t donnée par la définition suivante. 
D éfinit ion 45. Nous disons que (s' 1 C'[]) est contenu dans (s 1 C[]), noté (s' 1 C'[]) :::; 
(s 1 C[]) , si pour un contexte D[ ] nous avons C' [] = C[D[] ]. 
D éfini t ion 46. Une règle est dite linéaire-gauche si aucune variable n'apparaît deux 
fois dans la partie gauche de la règle de réécriture . 
Maintenant, il est possible de définir ce qu 'est un système orthogonal. 
D éfi nition 4 7. Soit un système de réécriture de termes S. 
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(i) S est non-chevauchant s'il n'y a pas de chevauchement entre chaque règle de 
réduction. 
(ii} S est linéaire-gauche si toutes les règles sont linéaire-gauches. 
(iii} S est orthogonale si il est non-chevauchant et linéaire qauche. 
Nous trouvons dans (TeReSe, 2003) plusieurs preuves du théorème suivant init ia-
lement démontré par R.osen en 1973 . 
Théorèm e 48 . Tout système de réécriture orthogonal est confluent. 
Nous nous servirons de ce théorème dans le deuxième système de réécriture de terme 
présenté au chapitre 4. 
2.4 Terminaison 
D éfinition 4 9. Soit A = (A,---)) un système abstrait de réécriture . Nous dimns que 
a E A est fortement normalisant si toute suite de réduction commençant par a est 
une suite finie. La relation ---) est fortement normalisante ou possède la propriété de 
terminaison si tout a est fortement normalisant. 
La proposition suivante permet de voir la propriété de terminaison comme une 
relation d'ordre bien-fondée. 
Proposition 50. Un système de réécriture de termes (F, R) possède la propriété de 
terminaison si et seulement si il existe une relation d'ordre bien-fondée sur T(F, V) , 
notée >, qui est telle que t > u pour tous t, u E T(F, V) satisfaisant t ---)Ru. 
Démonstration. Si (F, R) possède la propriété de terminaison alors nous choisissons 
comme relation d 'ordre bien-fondée > la relation <c-i?_ qui est la fermeture transitive de 
-R· Inversement , si > satisfait les conditions alors, puisque la relation est bien-fondée, 
nous avons que (F, R ) possède la propriété de terminaison. 0 
18 
Puisque la plupart des systèmes de réécriture de termes possèdent une infinité d 'éléments, 
la proposition ci-dessus est rarement utilisée. La proposition que l 'on retrouve ci-dessous 
est plus utile, car normalement, un système de réécriture de termes possède un nombre 
fini de règles . Notons qu la preuve de cette proposition se trouve à la section 6.1 de 
(TeReSe, 2003). 
D éfinition 51. Un ordre de réduction sur T (:F, V) est une relation d 'ordre < bien-
fondé sur T(:F, V) qui satisfait les deux conditions suivantes pour tous t, u E T(:F, V) 
(i) si t < u et a est une substitution arbitraire alors tu < uu. 
(ii) si t < u et C est un contexte arbitraire alors C[t] < C[u]. 
D éfini t ion 52. Un ordre de réduction < sur T(:F , V) est compatible avec un système 
de réécriture de ter-mes (:F, R) si r < l pour toute règle de réécriture l -t T' dans R 
Proposition 53 . Un système de réécriture de termes (:F, R ) possède la propriété de 
terminaison si et seulement si il admet un ordre de réduction compatible sur T(:F , V). 
La difficulté lorsque nous voulons prouver la propriété de terminaison d 'un système 
de réécriture de termes est qu'il n 'est pas toujours évident de trouver une relation d 'ordre 
partielle. Nous trouvons dans (TeReSe, 2003) plusieurs techniques . 
CHAPITRE III 
L'ARITHMÉTIQUE PAR DES SY STÈMES DE RÉÉCRITURE 
Les syst'mes de réécritme procurent nne autre approche de l'arithmétique, par-
ticulièrement une approche différente de l'algèbre abstraite. Dans ce qui suit, nous dis-
cutons des propriétés des systèmes de réécri ture de termes modélisant l'arithmétique et 
introduisons à la section 3.1.3 des outils qui nous permettront d 'évaluer les systèmes 
présentés au chapitre 4. De plus , nous faisons un survol des systèmes de la littérature. Il 
faut noter qu 'à part l'article de Contejean, Marché et Rabehasaina (Contejean, Marché 
et Rabehasaina, 1997) , tous les systèmes de la littérature ont pour but principal de 
représenter l'arithmétique sous la forme de systèmes de réécriture de termes. 
3.1 P ropriétés 
Chaque système de réécrit ure possède ses avantages et inconvénients. Il est bien-
fondé d 'évaluer un système par les propriétés qu 'il possède. 
3 .1 .1 Propriétés générales 
Les propriétés habitnellement recherchées pour un système de réécriture modéli ant 
l'arithmétique sont la confluence et la propriété de terminaison. Il y a aus i la pro-
priété d 'adéquation, qui signifie que le système de réécriture de termes représente bien 
l'arithmétique. Une propriété parfois mentionnée est le nombre de règles définissant le 
système. Une mesure de complexité proposée dans (Walters et Zantema, 1995) est le 
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nombre d 'étapes de r ' duction entre un terme et sa forme normale. Un système pouvant 
être lu aisément par une personne est une propriété souvent recherchée, car un système 
ayant cette propriété représente plus fidèlement l 'arithmétique usuelle . Une propr:iété 
provenant de l'informatique e t la quantité d 'espace requis pour effectuer les opérations. 
L'espace devient un facteur import ant surtout dans le système que nous construisons 
au chapitre 4. Une propriété qui serait intéressante à introduire serait la moyenne du 
nombre de réductions entre un terme initial et un terme final (terme sous forme normale) 
pour les termes ayant n symboles. 
Le nombre d 'opérations (addition, soustraction, multiplication et division) qu 'un 
système représente est une propriété importante. Il faut mentionner qu 'un système qui 
inclut l'addi t ion de nombres négatifs et n 'inclut pas la soust raction es t différent d 'un 
système qui inclut l'addition de nombres négatifs et inclut la soustraction. Il en est de 
même pour les nombres rationnels et la division , car il peut y avoir des systèmes où l'on 
peut manipuler des fractions p f q sans pouvoir diviser un entier p par un entier q. 
3 .1.2 Bases de représentation 
Les bases pouvant être utilisées dans le système de réécriture de termes constit uent 
une autre propriété. L'arithmétique de P eano que nous verrons dans ce qui suit sous 
forme de système de réécriture de termes procure une arithmétique en base 1. Pour 
d 'autres bases, la notation positionnelle permet d 'écrire les nombres en base b sous la 
forme 
n oo 
(anan- l ·· ·al ao, C! C2·· ·) b = L akbk + L ckb - k 
k=O k= 1 
Il existe aussi des bases mixt s où la base peut changer à chaque posit ion. Un 
exemple est la mesure du temps qui est mesuré en semaines, jours, heures, minutes et 
secondes . Ainsi, 828225 secondes en base dix s 'écrit dans la base mixte donnée comme 
1 semaine 2 jours 14 heures 3 minutes 45 secondes 
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3.1.3 Mesure de l'augm entation du nom bre de règles 
Nous introduisons nne nouvelle propriété qui est intéressante à considérer et qui 
est à la base du système du chapit re 4. Nous définissons ce que nous appellerons suite 
r-imbriquée et fon ction de progression. Ces deux notions nous aideront à mesurer l'aug-
mentation du nombre de règles. Il ne suffit pas de calculer le nombre de règles entre 
deux systèmes puisqu'il faut tenir compte de la similitude entre les deux systèmes. 
D éfini t ion 54. Soit une suite d'ensembles {Al ,A2 , ... , An,An+l, ... }. Nous dirons que 
la suite est une suite r- imbriquée si Ai C Ai+ 1 où l 'exposant r signifie que r éléments 
ont étés retirés à l 'ensemble Ai, avec r ne pouvant dépasser le cardinal de Ai. 
Le r est une sorte de mesure de proximi té pour les ensembles de la suite. 
D éfinition 55 . Soit une suite d 'ensembles {BI , B 2, .. . , Bn, Bn+l, ... }. La fonction de 
progression f d 'une suite est la fon ction définie par f(i) = IBi+ll pour tout i, avec I l 
la notation usuelle du cardinal d 'un ensemble. 
Soit Ab = (Fb , Rb ) un système de réécriture de termes représentant 1 'arithmétique 
pour la base de représentation b E N+. Prenons la sui te { R1 , R2 , ... , Rb , Rb+ 1, ... } des en-
sembles de règles décrivant les systèmes de réécriture de termes. Une propriété intéressante 
serait d 'avoir une suite r-imbriquée de règles où r est minimal et d 'avoir une fonction 
telle que la dérivée de f par rapport à i est minimale. Ces concepts nous informent des 
changements apportés afin de passer d 'un ensemble de règles à un autre. 
Nous verrons au chapitre 4 un système incluant la division où la suite des en-
sembles de règles ordonnées selon la base est une sui te 1-imbriquée et telle que la fonc-
tion de progression de la suite est donnée par f( i) = 2i + k pour k un entier positif, ce 
qui donne J' ( i) = 2. 
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3.2 Systèmes connus 
3.2.1 P eano 
Grâce aux axiomes de Peano il est possible de formaliser l'arithmétique. En iden-
tifiant le successeur de zéro par s(O) et le successeur de s(O) par s(s(O)) et ainsi de 
sui te nous avons une représentat ion pour tous les entiers positifs . Pour plus de détails 
à propos des axiomes de Peano se référer au chapit re 6 de (Cori et Lascar, 2003). 
Soit L le langage du premier ordre comportant le symbole de constante 0, le 
symbole de fonction unaire S, le symbole de fonction binaire + et le symbole de fonc-
tion binaire x . Dans ce qui suit , F [va,v1,v2 , ... ,vn] désigne une formule du langage L 
ne comportant aucune variable libre autre que va, Vt, ... , v7 , c'est-à-dire une expression 
construi te de la façon habituelle à l'aide des connecteurs propositionnels, des quantifi-
cateurs "pour tout", "il existe" , des symboles 0, S , + ,x et des variables va, Vt , ... , Vn, .... 
D~finition 56. Les axiomes de P eano sont les sept axiomes At à A1 ci-dessous, ainsi 
qu 'une infinité d 'axiomes que l 'on appellera le schéma d 'induction et que l 'on notera 
S I . 
Al. Pour tout va, S va =f. O. 
A2. Pour tout va il existe v1 tel que va =f. 0 implique S v1 = va . 
A 3. Pour tout va, VI, S va = Sv1 implique va= v1. 
A4. Pour tout va, va+ 0 = va. 
AS. Pourtout va,vl, va+ S v1 =S(va+vi). 
A6. Pour tout va va x 0 =O. 
A 7. Pour tout va,v1, va x S v1 =(va x vt) +va . 
S I. Pour chaque formule F [va,V I , .. . , vn] de L on a l'axiome suivant: 
Pour tout v1, v2, .. . , Vn, si pour tout va, F [O, v1, v2 , ... , vn] et 
(F [va,Vt, .. . ,vn] implique F [Sva,v l , ... ,vn]), alors pour tout va, F[va ,VI , ... vnl· 
L'axiome Al nous dit que 0 n 'est pas un successeur. L'axiome A2 indique que 
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tout élément différent de 0 est le successeur d'un autre élément . L'axiome A3 dit que la 
fonction successeur S est injective . Les axiomes A4 et A6 déterminent l'addition et la 
multiplication par l'élément O. L'axiome A5 correspond à la défini t ion de 1 'addi tion par 
récmrcncc. Pour l'arithmétique usuelle cela signifie que vo + (v 1 + 1) = (vo + v1) + 1. 
Similairement, l'axiome A 7 correspond à la défini t ion de la multiplication par récurrence 
~ J ' a ide de l'addi t ion. Finalement, Je schéma d ' induction SI nous assure que l'on peut 
démontrer à partir des axiomes de P eano des formules qui nécessitent l' induction. Pour 
illustrer ceci, dans l'ari thmétique usuelle l'induction permet de déd uire qu 'une formule 
f(n) pour tout n E N est vrai si la formule est vraie pour n = 0 et si "J(k) implique 
f(k+ 1)" est vrai pour tout k. Un exemple de formule qui est démontrable par induction 
"'n n(n+ 1) 
es t L... i = l i = -2-
Voi ci un exemple, provenant de (Walters, 1991 ), d'un système de réécriture pour 
1 'ari thmétique sc basant sur les axiomes de Pea no. 
Pl. 0 +x __, x 
P2. s(x) +y __, s(x +y) 
P3. O· x __, 0 
P4. s(x) ·y __, x· y+ y 
Notons que ce système de réécriture de termes pour l' arithmétique inclut l'addi-
tion et la multiplicat ion d 'entiers positifs et es t seulement valide pour la base 1. 
Exemple 57. Voici comment s'applique les règle~ ' <-l.ll terme s(s(O)) · s(O) qui représente 
dans ce système l'expression de l'arithmétique usuelle 2 · 1 
s(s(O)) · s( O) -4p,l s(O) · s(O) + s(O) 
__, p4 0 · s(O) + s(O) + s(O) 
__, p3 s(O) + s(O) 
__, p2 s(O + s(O)) 
-4pl s(s(O)) 
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3.2.2 Cohen et Watson 
Le système décrit dans (Cohen et Watson, 1991 ) pour l'addition et la multipli-
cation ùe l'aritlunétiq11e est. pour des entiers en base 4. Il est dbnontré q11e le système 
est fa iblement confluent . La question de savoir si le système possède la propriété de 
terminaison est un problème toujours ouvert qui fait partie d 'une liste de plusieurs 
problèmes qui a éLé présentée à la conférence "Rewriting Techniques and Applications 
1993" (DershowiLz, J ouanna ud ct Klop , 1993). 
Le système a été const ruit. de manière à avoir une bonne efficacité en vitesse et 
en espace . Par un exemple, il est mont ré que le système peut être considér' comme un 
module dan· un sy ·tème plus grane!. AAn de calculer 10! (dix factorielle) le système 
nécessite aux alentours de 330 étapes de réécriture, ce qui est beaucoup moins que le 
système basé sur les axiomes de Peano. 
3.2.3 Walters 
Dans (Wa.lters, 1994) on nous présente un système de réécriture de termes pour 
la ba;;c 10 avec l'audition ct. la so 11strac1. ion de nombres ent iers . Le systt:Inc est confl lleut 
et possède la propriété de terminaison. 
Le but ùc l'article est. de présenter un système olt l<~s entiers sont représentés dans 
un système de numération décimale qui possède une complexité plus basse que celle du 
système de réécri t ure basé sur les axiomes de Peano. Voici le système : 
wo. 
W1 ,1. 
W1 ,2 . 
Ox 
x(yz) 
x( -(yz)) 
x 
(x +y)z 
-((y- x)z) 
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W2 ,1,1. 1( - 1) ---7 9 
W2 ,9,9. 9( - 9) ---7 81 
W3 ,0,1. x O( -1) ---7 x (-1)9 
W3 ,9,9 . x9( -9) ---7 x81 
W4. (- x )y ---7 -(x ( -y)) 
W5. --x ---7 x 
W6. -0 ---7 0 
W7,1. O+ x ---7 x 
W7 ,2. x +O ---7 x 
W8,1 ,1. 1 + 1 ---7 2 
W8 ,9,9. 9+9 ---7 18 
W9 ,1. x +yz ---7 y(x + z) 
W9 ,2. xy + z ---7 x (y + z) 
W10 ,1. x + -y ---7 x -y 
W10 ,2. -x+ y ---7 y -x 
Wll,l . 0-x ---7 - x 
W11 ,2. x -0 ---7 x 
W12,1 ,1. 1 - 1 ---7 0 
W12 ,9,9. 9-9 ---7 0 
W13 ,1. xy - z ---7 x(y - z) 
W13.2. x - yz ---7 -(y( z - x )) 
W14,1. x- -y ---7 x+ y 
W14,2. -x- y ---7 -(x+ y) 
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Exemple 58. Voici un ex mple d'une suite de réduction du terme 21- 6 : 
21-6 
--->wl3,1 2(1 - 7) 
--->w12, 1,1 2( -6) 
--->w2,2,6 14 
3.2.4 Kennaway 
Dans (Kennaway, 1995) on présente un système orthogonal pour la base dix conte-
nant l 'addition , la soustraction et la multiplication. Les termes qui sont des formes 
normales ne contenant pas de variables (termes clos) ne sont pas en bijection avec les 
nombres entiers, c'est-à-d ire que des réductions peuvent aboutir à des termes qui ne 
correspondent pas à des nombres entiers. 
Des théorèm s sont présentés qui permettent de vérifier la propriété de terminai-
son d 'un système de réécriture. Ces théorèmes permettent de vérifier que le système 
de Kennaway possède la propriété de terminaison. Dans la deuxième partie de l'ar-
t icle, il est démontré qu' n utilisant les même méthod s il est possible de construire 
pour toute fonct ion totale récursive sur les entiers positifs un système de réécrit ure de 
termes représentant cette fonction et possédant la propriété de terminaison. Dans ce 
qui suit, nous donnons un des théorèmes principaux de l 'article utilisé pour montrer la 
terminaison, et qui concerne les arborescences. Il est connu qu 'un terme peut être écri t 
comme une arborescence étiquetée et vice versa. Pour cette raison le théorème suivant 
s'applique à des système d ré ' critures de termes . Pour plus d détails à propos de la 
correspondance entre termes et arborescences se référer à la page 28 de (TeReSe, 2003). 
Voici ce qui est exposé dans l'article de Kennaway. 
Définition 59 . Une forêt paramétrée est une forêt où chaque sommet est étiqueté par 
un symbole d 'un alphabet ou par une variable, où seulement les f euilles peuvent être 
ét·iquetées par une variable et où chaq·ue arb·re de la foTêt est une arbor-escence. 
Définition 60. Une forêt sur s1, s2 ... , Sn est une fo rêt paramétrée où chaque variable 
a été remplacée par une arborescence s 1, s2, . . . ou Sn tel que chaque occurrence d'une 
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même variable est toujours remplacée par la même arborescence. 
Théorème 61. Supposons qu 'il y a une relation d 'ordre bien-fondée sur un ensemble 
P. Prenons l 'ensemble de forêts d'arborescences finies où les sommets sont étiqv,etés pa:r 
des éléments de P. Pour deux forêts t1 et t2 on définit t1 > t2 si t2 peut être obtenu 
de t 1 par l'opération suivante : prenons un sommet de t 1 étiqueté par un symbole p et 
désignons par s1, s2 , ... , Sn les sous-arborescences de t1 ayant comme sommets seulement 
des descendants de p; remplaçons alors p par n'importe quelle forêt sur s1, s2, .... , sn où 
les nouveaux sommets sont tous plus petits que p de manière à ce que les racines de la 
forêt soient des descendants du parent de p. Alors la fermeture réflexive transitive de > 
est bien-fondée. 
3 .2 .5 Walters et Zantema 
Dans (Walters et Zantema, 1995) trois systèmes sont présentés . Le premier est 
en base 1 et couvre l'addition, la soustraction et la multiplication. Il est confluent et 
fortement normalisant. Il utilise une fonction prédécesseur qui est inspirée de la fonction 
successeur des axiomes de Peano. Le deuxième système couvre l'addition et la multipli-
cation pour une base arbitraire et est confluent et fortement normalisant. Le troisième 
couvre l'addition et la multiplication pour une base arbitraire, n'est pas confluent et il 
est l 'ext~nsion pour une base arbitraire de ce qui a été présenté dans (Walters, 1994) 
vu ci-haut . Notons que le deuxième et troisième système possède la propriété d'être 
"facilement lisible par une personne", c'est-à-dire que les systèmes se rappro chent de 
l'arithmétique usuelle. 
Les propriétés que les auteurs cherchent à avoir pour un système de réécriture 
pour l'arithmétique ont la confluence, la propriété de terminaison, une complexité 
logarithmique de temps et d'espace, une correspondance biunivoque entre les termes 
qui sont des formes normales et les nombres entiers, une lecture facile du système par 
une personne, un nombre minimal de règles et s'appliquant à une base arbitraire . La 
complexité de temps signifie le nombre d 'ét apes requises pour réduire l'addition, la 
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soustraction et la multiplication de deux nombres à une forme normale. La complexité 
d espace signifie l 'espace requis pour emmagasiner un nombre. Étant donné que ces 
propriétés n 'ont pu être regroupées dans un même système, les auteurs présentent les 
troi · sy tèmes mentionnés ci-dessus. De manière informelle, une complexité logarith-
mique signifie qu 'en fonction de la grandeur de l 'expression le nombre d 'étapes requises 
pour réduire l'expression ou bien l 'espace requis pour emmagasiner l'expression suit la 
fonction logarithmique_, et ce, lorsque les expressions sont très grandes. 
Les auteurs introduisent la notion de schémata de règles qui est un ensemble 
de règles qui doivent être générées pour chacune des bases . Nous avons un exemple 
de schémata de règles dans la description du système de Walter où les règles W2,1,1 
à W2,9 ,9, les règles W3 ,1,1 à W3 ,9,9 et les règles W8,1,1 à W8,9,9 représentent des 
groupes de règles. Les schématas de règles sont similaires à des tables de multiplication. 
Ils permettent d 'indiquer qu 'il y a des règles du type 5 0 6 --f 30 et 9 0 9 --f 81. Il n 'est 
pas nécessaire d'inclure des règles telles que 05 0 96 dans les schérnatas de règles puisque 
dans ce système on utilise les retenues. 
Dans l'article, ces schématas de règles doivent être construi ts pour ensuite être 
introduits dans les systèmes. Trois méthodes pour le faire sont bri ' vement discutées. 
Premièrement, la construction des schématas de règles pourrait être faite à la main. 
Cette méthode est. utile pour uue base n où n est petit. Pour la base dix, le schémata 
de règles nécessite déjà 414 règles. Deuxièmement, selon les auteurs, il serait possible 
d étendre le troisième système en introduisant des fonctions successeur et prédécesseur 
dans le système. Cela réduirait l'efficacité du système et la facili té de lecture. La 
troisième méthode serait d 'utiliser des fonctions externes telles que celles déjà incor-
porées dans l 'architecture des ordinateurs. Nous verrons que les systèmes présentés au 
chapitre 4 constituent une autre méthode qui permet d 'automatiser la construction des 
schématas de règles. 
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3.2.6 de Vries et Yamada 
Dans (de Vries et Yamada, 1994) un système pour l'addition, la multiplication 
des nombres rationnels est présentée en base 3. Afin de généraliser à une base arbitraire 
il faut aussi avoir recourt à une table de règles. Il est démontré que les termes n 'ayant 
pas de variable sont confluents. Il n 'est pas démontré que le système est confluent. La 
propriété de terminaison du système est prouvée. 
Le but de cet article était d 'étendre les systèmes de réécriture de l'arithmétique à 
un système où les nombres rationnels sont représentés avec un développement décimal. 
Le système a été construit afin d 'avoir une lecture facile des termes. Par exemple, 
-321 , 6789 s'écrit dans ce système comme -((3: 2) : 1); (6 ; (7; (8: 9))) . Dans l'appendice 
de l'article, les auteurs présentent dans leur notation le système de Cohen et Watson 
qui a été discuté à la section 3.2.2. 
3 .2.7 Contejean, Marché et Rabehasaina 
Le système présenté dans (Contejean , Marché et Rabehasaina, 1997) représente 
l'arithmétique pour l'addition et la multiplication en base 3 pour les nombres ration-
nels. Le système est faiblement confluent et qu 'il soit fortement normalisant est une 
conjecture. 
L 'objectif de cet art icle est différent des autres . L 'algorithme de complétion de 
Knuth-Bendix permet de transformer un ensemble d 'équations en un système de réécriture 
confluent (TeReSe, 2003). Il a été remarqué que l'algorit hme de Buchberger possède de 
grandes ressemblances avec l'algori thme de complétion de Knu t h-Bendix (Buchberger 
et Loos, 1982) . Les auteurs sont intéressé à calculer la ba e de Grobncr d 'idéaux de 
polynômes sur le corps des nombres rationnels. L'algorithme de complétionS-normalisé 
présenté dans (Marché, 1996) est une généralisation des deux algori thmes mentionnés 
ci-dessus. Afin de retrouver l'algorithme de Buchberger à partir de l'algorithme de S-
complétion normalisé il est nécessaire d 'avoir un système de réécriture S faiblement 
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confluent pour le anneaux commutatifs. C'est pourquoi l'art icle présente un système 
de réécri ture efficace et faiblement confluent pour les nombres rationnels (écrit sous la 
forme de fractions) . Un exemple de calcul de bases de Grëbner est présenté à la fin de 
l 'article. 
CHAPITRE IV 
DEUX SYSTÈMES DE RÉÉCRITURE POUR L'ARITHMÉTIQUE 
Dans ce chapitre nous présentons deux systèmes de réécriture pour l'arithmétique. 
Le premier système de réécriture, SASM D , permet l 'addition, la soustraction , la multi-
plication et la division de nombres rationnels pour une base arbitraire. En enlevant les 
règles pour la division au premier système et en a justant quelques règles, nous avons 
un deuxième système, SAS M, qui est orthogonal. 
Les deux systèmes ont été construits afin d 'avoir , en passant d 'une base b à 
une base b + 1, une faible augmentat ion du nombre de règles . En contrepart ie, ces 
systèmes nécessiteraient à un programme informatique un grand espace de t ravail , 
car ils reviennent à tout calculer avec des unités . Ils réduisent des expressions com-
posées avec des additions, soustractions, multiplicat ions , divisions et des nombres ra-
tionnels et produisent des formes normales qui sont des nombres rationnels du type 
anan- l ···a lao ,cl cz ... Cm, . Un des avantages de ces systèmes est que les termes initiaux 
et les termes sous forme normale sont facilement lisibles, puisqu 'ils suivent de près la 
notation usuelle de l'ari thmétique. 
4.1 Termes et quelques ensembles utiles 
Avant de présenter les systèmes de réécrit ure suivant décrivant l 'arithmétique 
nous allons définir l'ensemble des termes . Notons que l'ensemble des termes sera plutôt 
accessoire. L'ensemble de termes T sera l'ensemble ambiant dans lequel les ensembles des 
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terme TA sM D et T A sM, définis respectivement à la section 4.2.3 et 4.3.3, apparaissent 
comme des sous-ensembles. 
Donnons quelques définitions d 'ensembles, incluant les ensembles Compteur Div 
et P recision! nit qui nous serviront à la section 4.2.3. 
Définition 62. 
1. L 'ensemble des variables V est {x,y , z , t ,u,v ,w , a,b, c}. 
2. L 'ensemble compteur de division CompteurDiv est{*}*. 
3. L 'ensemble de précision initial Precisionlnit est l'ensemble de tous les mots 
de la forme •8~ où 8 E {t:, D} *. 
4. L 'ensemble des symboles B pour une base b est { 1, s2 , ... , Sb - 1, 0}. 
5. L 'ensemble R des symboles apparaissant dans les règles est 
{ +,- , ·, ~ . [,], {, }, (,), ... , œ, e, • , oo, o;o, ; , (} u {,}. 
Maintenant donnons l'ensemble des termes ambiants T dans lequel les termes des 
systèmes de réécriture de termes S AsM D et S AsM sont inclus. 
Définition 63. Soit "Er= {t:}UVUBURU{~a}u{~,e } 
où a E CompteurDiv et (3 E { 0, • , ~}* . L 'ensemble des termes ambiants Test "Er· 
4.2 Système de réécriture de t ermes incluant la division pour les 
nombres rationnels 
Le système de réécriture S As M D permet l'addition, la soustraction, la multiplica-
tion et la division de nombres ra tionnels pour une base arbitraire. 
4 .2.1 Principe 
Lorsque nous avons une expression avec des additions, des soustractions, des mul-
tiplications et des divisions de nombres entiers représentés dans une base b alors le 
système que nous présentons consiste en six étapes principales . 
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1. Les nombres représentés en base d sont transformés en sommes d 'uni tés. 
2. Si ces nombres sont négatifs , alors le signe négatif se propage à toutes les unités 
de la somme. 
3. Nous appliquons la multiplication en distribuant le facteur aux unités de la 
somme et nous appliquons les règles combinant la division avec les autres 
opérateurs afin de nous retrouver avec une expression ayant u"ne somme d'unités 
au numérateur et une somme d 'unités au dénominateur. 
4. À ce point nous avons une somme d 'unités positives ou négatives au numérateur 
et au dénominateur. Avec l'aide des symboles E9 et 8 nous opérons les annula-
tions des unités posit ives avec les négatives. 
5. Nous effectuons la division finale des uni tés, ce qui donne un terme du type 
+ 1 + ... + 1, +1 + ... + 1; +1 + .. . + 1; .... 
6. Nous construisons un nombre en effectuant la collection des unités et en écrivant 
le nombre dans la base requise. 
4.2.2 Termes initiaux 
Dans les expressions arithmétiques usuelles qui contiennent des addi tions, sous-
tractions , multiplications et divisions, il faut prendre soin d 'indiquer l'ordre des opérations 
par des parenthèses pour éviter les ambiguïtés . Pour le système de réécriture de l 'arithmétique 
que nous allons donner, nous n 'avons pas à nous soucier de l'ordre des opérations puis-
qu'il est inclus implicitement dans les règles de réécriture. Afin d 'avoir des termes qui 
ont du sens et qui représentent adéquatement les expressions arithmétiques usuelles 
nous nous dotons d'un ensemble de termes initiaux. Cet ensemble de termes initiaux 
est un sous-ensemble de l'ensembles des termes T . Les différences majeures entre les 
expressions ari t hm 'tiques usuelles et lest rmes initiaux est que dans les termes ini t iaux 
nous n 'utilisons pas de parent hèses pour encadrer l'addition , tous les termes initiaux 
possèdent un symbole de division (nous divisons par +1 pour représenter les entiers) 
et tous les termes ini tiaux sont encadrés par deux triangles noirs qui servent lors de 
l'application des règles de .réécriture. 
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Nous identifierons toujour l'unité de la base par 1 et le zéro par O. Notons que 
notre système est construit afin de modéliser la notation usuelle de l'arithmétique. Il 
serait éventuellement intéressant de voir s 'il est possible de modéliser l'arithmétique 
écrite sous la forme d notation préfixée sans parenthèses (notation polonaise), où l'on 
écrit (x· y) comme ·xy. 
Les termes initiaux de SAsM D sont donnés grâce aux deux définitions suivantes. 
D éfini tion 64. Soit B = {1 , s2 , ... , Sb-I , 0} un ensemble de symboles pour une base b, 
on d~find les ensemble de termes su·ivanls : 
O. To: 
0.1 . 1, s2, ... S b-1, 0 E To 
0. 2. cE To \ {0} et d E To alors cd E Ta 
1. T1 : 
1.1 . si f E To \ { 0} alors [!] E T1 
2. T2 : 
2.1 . si r E T1 alors r E T2 
2.2. si s E T2 et t E T2 alors s + t E T2 
2.3. si rn E T2 et nE T2 alors (m · n) E T2 
2.4. si l E T2 alors - {l} E T2 
2.5. si p E T2 et q E T2 alors (p...;-* q) E T2 
3. T3: 
3.1. si uET2 et une contient pas le symbole-:-* alors (u -:-* + 1) ET3 
3.2. si v E T2 et v contient le symbole -:-* alors v E T3 
4. TI : 
4.1. si w E T3 alors Â. W Â. E TI 
D éfinition 6 5. Un élément de TI est appelé un terme initial de SAsM D . 
En appliquant successivement les règles du système de réécriture à un terme 
initial, nous obtiendrons un résultat qui sera une forme normale qui prendra la forme 
d 'un nombre représenté dans une base choisie. 
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Des exemples de termes initiaux sont : 
.&. ([1011100101] --;-* +1) .&. pour une base binaire donnée par B = {1 , 0} . 
.&. ([34240010] --;-* +1) .&. pour une base décimale donné par B = {1 , 2, ... , 9, 0} . 
.&. ([3AD44F] --;-* + 1) .&. pour la base hexadécimale B = {1 , 2, ... , 9, A , B , ... , F, 0} . 
.&. (([54]· [345]) · [4000])[400] .&. pour la base décimale . 
.&. ( ([54] · [345]) · ([4000] --;-* [4])) [400] .&. pour la base décimale . 
Nous voyons qu'il y a dans TI des termes du type 
.&. [100] + ([3] --;-* [10]) + ([2] --;-* [100]) + ([1] --;-* [1000]) .&. 
Cela nous indique que, d 'une certaine façon , les nombres rationnels font partie de l'en-
semble initial de termes, et ce, indépendamment de la base choisie. 
4 .2 .3 Le Syst èm e S AsMD 
Le système d réécriture S A sM D est donné par les règles suivante identifiées par 
R et un nombre. L'ensemble des termes TAsM D sera spécifié par l'ensemble des règles et 
par l'ensemble initia l TI . Notons que cet ensemble est un sous-ensemble de l 'ensemble 
des termes T. 
D éfinit ion 66 . L 'ensemble des termes du système TAsM D est composé de l 'ensemble 
des termes initiaux TI et de tous les termes découlant de TI par l'application successive 
des règles où les variables qui ne sont pas en indice et qui apparaissent dans les règles 
de réécriture prennent comme valeurs que des termes de To , T2 ou des termes découlant 
de Tz par l 'application successive des règles. 
Notons que dans un terme de Tz nous avons que si la parenthèse "(" apparaît 
alors il y a une parenthèse ")" qui lui correspond et qui apparaît à un endroit à sa 
droite. Nous discuterons de ceci immédiatement après avoir présenté les règles R20 à 
R28. 
Le premier sous-ensemble de règles est composé des règles qui p ermettent de 
transformer les nombres représentés dans une certaine base en une somme d 'unités. Ce 
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sous-ensemble de règles de déconstruction dépend de la base choisie. Ici nous présentons 
les règles pour la base décimale. Dans ce qui suit nous avons que la variable x prendra 
toujours comme valeur un élément de Ta. 
Rl. 1] -7 0] + 1 
R2. 2] -7 0] + 1 + 1 
R8. 8] -7 ~+ 1 + 1 + 1 + 1 + 1 + 1 +1+ 1 
R9. 9] -7 ~ + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 
RlO . [xO] -7 [x] + [x]+ [x]+ [x]+ [x]+ [x]+ [x]+ [x] + [x]+ [x] 
Rl1. [0] -7 E: 
Rl2 . ++ -7 + 
Rl3 . + - -7 
Notons que le mot vide ne peut être valeur d 'une varia ble puisque le mot vide n 'est pas 
dans T2 ou Ta . P ar exemple, puisque x ne peut pas prendre le mot vide comme valeur 
la règle [0] -7 0 + [] + ... 0 n 'est pas valide. Voici un exemple de déconstruction : 
Exemple 67. 
A[l4]A -7R4 A[lO] + 1 + 1 + 1 +l A 
-7R10 A[l ] + [1] + [1] + [1] + [1] + [1] + [1] + [1] + [1] + [1] + 1 + 1 + 1 +l A 
-7R1 A[l ] + [0] + 1 + [1] + [1] + [1] + [1] + [1] + [1] + [1] + [1] + 1 + 1 + 1 + l A 
-7R1 A[l ] + [0] + 1 + [1] + [0] + 1 + [1] + [1] + [1] + [1] + [1] + [1] + 1 + 1 + 1 + l A 
-7 R 12 A[l ] + [0] + 1 + [1] + + 1 + [1] + [1] + [1] + [1] + [1] + [1] + 1 + 1 + 1 +l A 
-7 R 13 A[l ] + [0] + 1 + [1] + 1 + [1] + [1] + [1] + [1] + [1] + [1] + 1 + 1 + 1 + l A 
-7 A + l + l + l + l + l + l +l+ l + l + l + l + l + l + l A 
Un nombre négatif est un nombre qui est une série d 'uni tés négatives. Voici les 
règles qui permettent de changer le signe. Notons que le changement de signe s'exécute 
seulement aux unités. 
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R14. - {+ 1 ----t - 1 - { 
Rl5. - {-1 ----t +1 - { 
R16. 
- {} ----t é 
Étant donné que nous considérons dans notre système les nombres négat ifs, nous 
devons avoir deux règles pour la multiplicat ion , une s'appliquant à l'unité positive et 
l'autre s'appliquant à l 'unité négative. 
R17. (x · + 1 ----. x + (x · 
R18. (x· - 1 ----> -{x} + (x· 
R19. (x·) ----> c 
Un exemple avec la mult iplication de nombres. négat ifs est donné dans ce qui suit. 
Il est important de noter quf? lors de la construction des termes initiaux, les termes du 
type s + t ne sont pas encadrées par des parenthè es, cela nous permet d 'avoir une nota-
t ion plus simple. Puisque nous n 'ut ilisons pas de parenthèses pour encadrer l'addition , 
les termes qui sont mult ipliés ensemble sont ce qui est inclus ent re la parenthèse gauche 
"(" et le symbole de multiplication "·" et ce qui est inclus entre le symbole de multi-
plication "·" et la parenthèse droite ")". Le terme (([3] · [5]) + [7] · [2]) sera donc réduit 
au terme 44 et non au terme 29 . Pour cette raison , nous avons que l'exemple suivant 
est interprété dans l 'arithmétique usuelle comme 3 multiplié par - 1 ce qui donne - 3 et 
non comme 3 multiplié par -2 et ensuite augmenté de 1 ce qui donne -5 . 
Exemple 68 . 
([3]· - {[2]} + 1) ----> R2 ([3]· -{[0] + 1 + 1} + 1) 
---->R12 ([3] · -{+1 + 1} + 1) 
---->R1s ([3]· - 1- {+ 1} + 1) 
---->R1s ([3]· - 1 - 1{} + 1) 
---->R18 ([3] ·-1 - 1 + 1) 
----> R20 ( -{ [3]} + ([3] · - 1 + 1) 
----> R3 (- {[3]} +([0]+ 1 + 1 + 1· - 1 + 1) 
----> R20 ( - { [3]} + - { [ 0] + 1 + 1 + 1} + ( [ 0] + 1 + 1 + 1 · + 1) 
---->R12 (-{ [3]} + -{ [0] + 1 + 1 + 1} + (+ 1 + 1 + 1 · + 1) 
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~R19 (-{ [3]} + - {[0] + 1 + 1 + 1} + 1 + 1 + 1 + (+1 + 1.+ 1·) 
~ -1 - 1 -1-1 - 1 - 1+1+1+1 
Maintenant nous donnons les règles impliquant la division permettant de trans-
former un terme initial en un terme de la forme -'. (x -;-my) -'. . Nous devons manuel-
lement compter le nombre de symboles de division apparaissant dans le terme ini-
tial. Un système de réécriture parallèle à notre système pour l'arithmétique pour-
rait obtenir ce nombre. Nous ne construirons pas ce système. Le nombre de symboles 
de division est représenté par une suite de symboles *· Dans la règle de transition 
-'. (x -;-rn y) -'. ~ (œxe )-;- (EBy8 ) nous remplaçons m par le nombre adéquat de symboles 
*· Par exempl si nous avons un terme initial ((t -;-* u)-;-*) +(v-;-* w) nous aurons que 
m = * * *· Ainsi, la règle de transition -'. (x -;-rn y) -'. s'appliquera seulement s 'il n 'y a 
plus de symboles de division apparaissant dans x et y du côté gauche de la règle. Cette 
construction s 'apparente à la notion informatique des boucles conditionnelles . 
R20 . (x -;-a y) -;-b z ~ x -;-ab (y. z ) 
R21. z -;-b (x -;-a y) ~ (z . y) -;-ab X 
R22 . x ·(y-;-az) ~ (x·z)-;-ay 
R23. (y -;-a z) ·X ~ (y ·X) -;-a Z 
R24. (x-;-ay)+ z ~ (x+ (y· z) -;-a y) 
R25. z+(x-;-ay) ~ ((z·y)+x-;-ay) 
R26 . (x -;-a y) -;-b (u -;-c v) ~ (X . V) -;-abc (y . U) 
R27. -'. (x-;-my) -'. ~ ( œxe ) -;- ( œye ) 
R28. -{(x-;-ay)} ~ (-{x}-;-ay) 
Il est important de noter que lorsque nous appliquons les règles R20 à R28 les 
parenthèses sont bien respectées. Une valeur adéquate de x serait par exemple ([3] · 
[5]) + [7] . Puisque l'ensemble des termes du système est composé de l'ensemble initial 
et de tous les termes découlant de l'application successive des règles où les variables 
apparaissant dans les règles de réécriture prennent seulement comme valeurs des termes 
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de T2 ou des termes découlant de Tz par l'application successive des règles, on a qu'une 
valeur de x ne pourrait pas être 4[3]· [5]) + [7] . Cela empêche de mauvaises interprétations 
des termes. 
Puisque dans le terme initial de l'exemple qui suit il y a quatre symboles de 
division , nous aurons que -;-m = -;-**** . 
Exemple 69 . 
• (t -;-* ((z ·(x-;-* y)) -;-* (v-;-* w))) + u• 
-)R25 • (t -;-* (((z ·x)-;-* y)-;-* (v-;-* w))) + u• 
-)R29 • (t -;-* (((z ·x)· w) -;-***(y· v)))+ u• 
-) R24 • ( ( t · (y · V)) -7- **** ( ( z · X) · w) ) + u . 
-)R27 • ((t ·(y· v))+ (((z ·x)· w) · u) -;-**** ((z · x)· w)) • 
-)R30 (EB (t ·(y· v))+ (((z ·x)· w) · u)e )-;- (EB ((z ·x)· w)e ) 
Pour la soustraction, il n 'est pas assez d'avoir des règles d'annulation des unités 
avec leur négatif. Il faut aussi transformer le terme de manière à avoir au numérateur et 
au dénominateur des sommes d'unités positives et le signe négatif s'il y a lieu à l 'extrême 
gauche du terme. Nous introduisons donc les symboles EB et e . 
R29. EB + 1 -) +l EB 
R30. -le -) e -1 
R31. +1 -1-) 
R32. -1 + 1 -) 
R33 . + 1 œ e - 1 -) œe 
Nous avons aussi besoin des règles suivantes. P our l'instant nous dirons seulement 
que p E Precision! nit où l'ensemble Precision! nit est défini dans la définition 62 . Nous 
allons donner plus d 'explications dans ce qui suit . 
R34. (œ e x)-;- (œ e y) -) • 0(-{x}) -7-p (- {y}) • 
R35. (x œe)-;- (œe y) -) - • O(x) -7-p (-{y} )• 
R36. (x œe)-;- (y œe) -) • O(x) -7-p (y) • 
R37. (œ e x) -;- (y œ e ) -) 
- • 0(-{x}) -7-p (y) • 
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Dans l'exemple suivant, nous voyons comment s'annulent les uni tés posit ives avec 
les négatives et nous voyons une t ransit ion s 'opérer à la première et dernière ligne. Dans 
le cas de ce terme initial il y a une division, alors nous avons que m = *· 
Exemple 70. 
• (+1- 1 + 1 - 1 -1- 1 + 17* + 1)• 
-> (EB + 1- 1 + 1 - 1 - 1- 1 + 18 ) 7 (EB + 18 ) 
-> (+1 EB - 1 + 1 - 1 - 1 - 1 + 18 ) 7 (EB +18 ) 
-> (+ 1 EB - 1 + 1 - 1 -18 ) 7 (EB + 18 ) 
-> (+1 EB - 1 +1- 1 8 -1)7(EB + 18 ) 
-> (+ 1 Œ> - 1 + 1 8 - 1 - 1)7(EB + 18 ) 
-> (+ 1 EB8 -1-1)7(EB + 18 ) 
-> (EB 8 - 1) 7 (EB + 18 ) 
-> (EB8 - 1)7(+1 EB8) 
-> • (+1) 7 p(-{ - 1} )• 
L 'action des symboles EB et 8 permet aussi d 'avoir des résultats finaux tels que 
0, oo , -oo et 0/ 0. 
R38. (EB8) 7 (EB 8 y) -> 0 
R39. (EB8) 7 (y EB 8 ) -> 0 
R40. (x EB 8 ) 7 (EB8 ) -> 00 
R 41. (EB 8 x) 7 (EB8) -> -(X) 
R42. (EB8 ) 7 (EB8) -> 0/ 0 
Le sous-ensemble suivant de règles pour la division permet d 'obtenir le résultat 
sous forme de notation positionnelle. Avant d 'appliquer les règles où le symbole p ap-
paraît, il faut déterminer la précision , c'est-à-dire ident ifier p à un unique élément de 
l 'ensem ble de précision init ial P recisionl nit. Le nombre de carrés blancs apparaissant 
dans p en indice au signe de division représente le nombre de décimales du résultat. P ar 
exemple, -7-p = -7- •ooooo~ donnera un résultat du type dndn-l· .. dtdo, d_ td-2d- 3d- 4d-5 
pour diE B. 
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Dans le cas où la division arrive juste, c'est-à-dire que la période est zéro, les 
zéros jusqu 'à la précision voulue n 'apparaîtront pas. Il serait possible d 'ajuster les règles 
afin d 'avoir les zéros jusqu 'à la décimale voulue. Comparativement au m qui apparaît 
dans les règles pour la division qui est dépendante du nombre de symboles de division 
apparaissant dans le terme initial, la précision p est choisie arbitrairement. 
Le principe sous-jaccnt aux règles pour la division énoncées ci-dessou est que 1 
système "calcule" combien de fois le dénominateur apparaît dans le numérateur . Si le 
dénominateur n 'apparaît aucune fois , alors nous changeons de position en insérant une 
virgule ou un point-virgule devant le terme et nous multiplions le numérateur par dix. 
Lorsque le dénominateur apparaît dans le numérateur alors nous insérons un + 1 devant 
le terme. 
Notons que les symboles u, w, z apparaissant en indice de 7 sont des variables. 
Dû à la forme des termes initiaux et des règles de réécriture du système nous aurons 
toujours des indices où u E {0}*, w E {<5t8:1 [<5 E {0}*} et z E {cx• ,6t8:1 [cx,,(J E {.s,O}}. 
R43. +l)~z(+1 --) ) + 1 ~z +1( 
R44 . +l) x ~z x( +1 --) ) +lx + z X+ 1( 
R45 . •v()x + z x() --) • (v + 1 
R46 . ()x ~.Dw x(y) --) , (([10]· x)) ~D•w (x y) 
R47. () x ~u•Dw x (y) --) ; (([10] ·x)) +uo• w (xy) 
R48. (y)x ~z x() --) +l(y) ~z (x) 
R49 . •v()x + • 18J x(y) • --) • (v• 
R50. • v()x ~u•l8l x(y) • --) • (v• 
Nous obtiendrons grâce aux règles vues ci-dessus des termes du type 
+1 + 1 + 1 + 1 + 1 + 1 + 1, +1 + 1 + 1 + 1; + 1 + 1;; + 1 + 1 + 1 
Notons que le nombre d 'unités encadré par les symboles "" et ";" et les symboles "·" 
et ";" est inférieur ou égal à 9. 
Les cinq règles suivantes sont les règles de collection qui rassemblent les unités . 
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P our des bases b standards, ces règles ne dépendent pas de la base choisie. L 'exemple 72 
illustre le fonctionnement de la réduction des sommes d 'unités en un nombre rationnel. 
R51. (' ----4 , 0( 
R52 . (; ----4 0( 
R53. •x(• ----4 x 
R54. • (+1 ----4 • 1( 
R55 . (0 ----4 0( 
Les règles suivantes sont les règles qui donnent les assignat ions des constantes en 
fonct ion de la base choisie. 
R56 . 0(+ 1 ----4 1( 
R57. 1(+1 ----4 2( 
R64. 8(+1 ----4 9( 
R65. 9(+1 ----4 (+10 
Voici un exemple simple illustrant une division d 'un entier par l'unité. 
Exemple 71. 
• (+1 + 1) 7•ooorz~ (+ 1)• 
---4 R46 • (+ 1) + 17•ooorz~ + 1() • 
---4 R51 • + 1(+ 1) -=- •ooorz~ (+ 1)• 
---4 R 46 • + 1() + 1...;- •ooorz~ + 1() • 
----4 R4s • ( + 1 + le 
Voici quelques exemples clés de collection des unités afin de construire le résultat 
en représentation décimale. Nous avons mis en évidence les t ransit ions ajoutant une 
nouvelle position au nombre. 
Exemple 72 . 
•0(+ 1 + 1 + ... + h ----4 • 1(+1 + 1 + ... + le 
• 2(+1 + 1+ ... + 1e 
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-----7 • 9(+ l+l+ ... + le 
-----7 • (+ 10 + 1 + .. + le 
-----7 •1(0 + 1 + ... + le 
-----7 • 10(+1 + .. . + le 
-----7 • 11 (+1 + ... + le 
-----7 
-----7 • 19(+1 + 1... + le 
-----7 • 1(+10 + ... + le 
-----7 • 2(0 + ... + le 
-----7 
· 20 (+ 1 + ... + le 
-----7 
-----7 • 99(+1 + .. . + le 
-----7 • 9(+10 + ... + le 
-----7 • (+100 + .. . + le 
-----7 • 1(00 + .. . + le 
-----7 • 10(0 + ... + le 
-----7 • 100(1 + ... + le 
L'exemple suivant montre une réduction où la division arrive juste. Afin de mi-
nimiser 1 'espace uti lisé par notre texte, nous utilisons une notation où l i signifie que 
c'est lai-ème unité. Cette notation est seulement uti lisée pour aider la présentation sur 
papier des réductions, elle ne fait donc pas part ie des termes du système. Voici donc 
l'exemple pour 3 -:- 5. 
E xemple 73. 
• (1 + 1 + 1) -:- •oo~Z~ (+ 1 + 1 + 1 + 1 + 1) • 
-----7 • ( + 1 + 1) + 1 -:- •oo~ZJ + 1 ( + 1 + 1 + 1 + 1) • 
-----7 • ( + 1) + 1 + 1 -:-•oo~ZJ + 1 + 1 ( + 1 + 1 + 1) • 
-----7 • () + 1 + 1 + 1 -:-•oo~ZJ + 1 + 1 + 1 ( + 1 + 1) • 
-----7 • , (([10] · + 1 + 1 + 1)) -:-o•o~Z~ (+ 1 + 1 + 1 + 1 + 1)• 
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--t • , (11 + ... + 125) + 125 + ... + 13o -7-o•o~ +11 + ... + 15() • 
--t • , + 1 ( 11 + ... + 125) ...;-o•o~ ( + 1 + 1 + 1 + 1 + 1 ) • 
--t • , +1 + 1 + 1 + 1 + 1() + 11 + ... + 15 -7-o•o~ +11 + ... + 15() • 
--t •0(,+1 + 1 + 1 +1+1+ 1-
---t •0,0(+1 + 1 + 1 + 1 + 1 + 1-
--t •0, 6(• 
--t 0, 6 
L 'exemple qui suit est la division de 20 par 7, ce qui est un cas où il y aura 
une période. Il devient donc important d'avoir un compteur •oo~ afin de limiter la 
précision. 
E xemp le 74. 
• (11 + 12 + ... + 12o) -7-•oo~ (+ 11 + .. . + 17 )• 
--t • (11 + 12 + ... 119) + 12o -7-•oo~ + 11 ( + 12 + ... + 17 )• 
--t • (11 + 12 + ... 113) + 114 + ... + 12o -7- •oo~ + 11 + 12 + ... + 11()• 
--t • + 1(11 + 12 + ... 113) -7-•oo~ (+11 + 12 + ... + 11) • 
--t • + 1 + 1011 + 12 + ... + 16 -7-•oo~ +11 + 12 + ... (+ 17)• 
--t • + 1 + 1, (( [10] · 11 + 12 + ... 15)) -7-o•o~ (+11 + 12 + ... + 11)• 
--t • + 1+ 1,+11 + ... + 1s() + 1+ 1+ 1 + 1 -7-o•o~+1 1 + 12 + 13 + 14 (+15+ ... + 17 )• 
--t • + 1 + 1, + 11 + ... + 1s; ( ( [ 10] · 1 + 1 + 1 + 1)) -7-oo•~ ( + 11 + .. . + 11) • 
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---4 
---4 • + 1 + l ,+ l1 + ... + l s; +l1 + ... + ls() + l1 + ... + l s7oo• l:8l 
+ l1 + .. . + l s(+16 + l7) • 
---4 • 0(+ 1 + 1, + l 1 + ... + ls; +l1 + ... + l s• 
---4 • 1(+1, + l1 + ... + l s; +l1 + ... + ls • 
---4 • 2(, + l1 + ... + l s; +l1 + ... + l s• 
---4 • 2, O(+ l1 + ... + l s; + l1 + ... + l s• 
---4 
---4 • 2,8(;+11 + ... + l s• 
---4 • 2, 80(+1 1 + .. . + 15 • 
---4 
---4 • 2, 85(• 
---4 2,85 
4.2.4 Confluence et Terminaison 
Une différence ent re ce système et les systèmes généralement utilisés dans la 
théorie des systèmes de réécriture est que dans ce cas-ci nous construisons un système 
pour représenter une structure déjà connue. 
Si nous voulions montrer la confluence de ce système par la propriété d'ortho-
gonalité, nous rencontrons un problème avec la division, puisqu' il apparaît des règles 
non linéaire-gauches soit les règles R40 à R47 où la variable x apparaît deux fois dans 
la part ie gauche de chaque règle. P our la. preuve de conflu nec ct termin aison, il fau-
drait donc utiliser d'autres techniques. Mentionons qu'il existe des logiciels , tels que 
AProV E (Giesl, Thiemann , Schneider-Kamp et Falke, 2004) et CoLoR (Blanqui , De-
label, Coupet-Grimal, Hinderer et Koprowski , 2006), qui permettent de montrer de tels 
résultats . 
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4 .3 Systèm e de réécrit ure de · term es orthogonal sans la d ivision pour 
les entiers relatifs 
Bas ' sur le système SAsM D nous donnons le système SAsM incluant l'addition, 
la soustraction et la multiplication et pour lequel il est aisé de prouver la propriété de 
confluence puisque le système est orthogonal. 
4 .3 .1 Principe 
Lorsque nous avons une expression avec des additions , des soustractions et des 
multiplications de nombres entiers représentés dans une base d alors le système que nous 
présentons exécute cinq principales étapes. 
1. Les nombres représentés en base d sont transformés en sommes d 'unités . 
2. Si ces nombres sont négatifs , alors le signe négatif se propage à toutes les unités 
de la somme. 
3. Nous opérons la multiplication en distribuant les facteurs -aux unités de la 
somme. 
4. À ce point nous devrions avoir une somme d 'unités positives et négatives et 
nous opérons donc les annulations. 
5. Nous reconstruisons un nombre en effectuant la collection des unités . 
4 .3.2 Termes initiaux 
Les termes initiaux de SAsM sont donnés grâce aux deux défini t ions suivantes. 
D éfinition 75. Soit B = {1 , s2, .. . , sb- l , 0} un ensemble de symboles pour une base b, 
on définit les ensembles de termes suivant : 
O. Ta : 
0.1. l ,s2, ... ,sb-t, O E Ta 
0.2. cE Ta \ {0} et d E Ta alors cd E Ta 
1. T1 : 
1.1 . si f E To \ { 0} alors [!] E T1 
2. T 2 : 
2. 1. si r E T1 alors r E T2 
2.2. si s E T2 et t E T2 alors s + t E T2 
2.3. sim E T2 et nE T2 alors (m · n) E T2 
2. 4 . silE T2 alors -{l} E T2 
3. Ti: 
3. 1. si w E T2 alors • EB w 8 • E Ti 
Définition 76 . Un élément de Ti est appelé un terme initial de SAsM. 
4. 3.3 Le sy st èm e confluent S AsM 
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Le système de réécriture SAsM est donné par les règles suivantes identifiées par 
C et un nombre. Suite à l'énoncé des règles de réécriture, nous démontrons que SAsM 
est confl uent. 
D éfinition 77. L 'ensemble des termes du système TAsM est composé de l 'ensemble des 
termes initiaux Ti et de tous les term es découlant de Ti par l 'application successive des 
règles où les variables apparaissant dans les règles de réécriture prennent comme valeurs 
que des termes de T0 , T2 ou des termes découlant de T2 par l 'application successive des 
Tègle . 
Voici les règles du système de réécriture SASM· 
4 8  
C l .  1 ]  
~ 
0 ]  +  1  
C 2 .  2 ]  
~ 
0 ]  +  1  +  1  
c s .  8 ]  
~ 
~ + 1 +1+1+1+ 1+1+1 +1 
C 9 .  9 ]  
~ 
~+1+1+1+1+1+1+1+ 1 +1 
C l  O .  [ x O]  
~ 
[ x ] +  [ x ] +  [ x ] +  [ x ] +  [ x ] +  [ x ] +  [ x ] +  [ x ] +  [ x ] +  [ x ]  
C l l .  [ 0 ]  
~ 
é  
C l 2 .  
+ +  
~ 
+  
C l 3 .  
+ -
~ -
C l 4 .  - { + 1  
~ 
- 1 - {  
C l 5 .  
- { - 1  
~ 
+ 1 - {  
C l 6 .  
- { }  
~ 
é  
C l 7 .  
( x ) ·  ( + 1  
~ 
x + ( x ) · (  
C l 8 .  
( x ) · ( - 1  
~ 
- { x } + ( x ) · (  
C l 9 .  ( x · )  
~ 
é  
C 2 0 .  
E B + l  
~ 
+ l E E l  
C 2 1 .  
- l e  
~ 
e  - 1  
C 2 2 .  + 1 - 1  
~ 
C 2 3 .  
- 1  +  1  
~ 
C 2 4 .  
+ l E B e - l  
~ 
C 2 5 .  
• x  E E l  e •  
~ 
• ( x •  
C 2 6 .  
•  E E l  e x •  
~ 
- • ( - { x } •  
C 2 7 .  
•  E E l  e •  
~ 
0  
C 2 8 .  
• x ( •  
~ 
x  
C 2 9 .  • ( + 1  
~ 
• l (  
C 3 0 .  ( 0  
~ 
0 (  
C31. 0(+1 
C32. 1(+ 1 
C39. 8(+1 
C40. 9(+1 
----) 1( 
----) 2( 
----) 9( 
----) (+10 
Nous démontrons par le t héorème suivant que SAsM est confluent . 
Théorème 78. Le système SAsM est confluent. 
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Démonstration . Le système SAsM est linéaire-gauche puisque aucune variable n 'ap-
paraît deux fois dans la partie gauche de chaque règle. P ar inspection le système est 
non-chevauchant puisqu'il n 'y a pas de chevauchement ent re les règles . Le système SAsM 
est donc orthogonal. Nous avons donc que le système SAsM est confluent puisque par 
le théorème 29 tout système de réécri ture ort hogonal est confluent . 0 
4.4 Bases et nombre de règles 
Les systèmes rencontrés au chapitre 3 qui permettent de représenter une base ar-
bitraire nécessitent l' introduction de plusieurs règles qui prennent la forme de schémat a 
de règles . L'avantage avec les deux systèmes que nous venons de présenter est qu 'ils ne 
nécessitent pas l'introduct ion de schématas de règles. Si nous voulions passer de la base 
b à la base b+ 1, nous n 'avons qu 'à modifier une règle et à rajouter deux règles qui sont 
en fait les définitions associées au nouveau symbole. En pratique, nous retirerons une 
règle et en ajouterons t rois. 
Exemple 79. Pour passer de la base 10 à la base 11 dans l'un des deux systèmes 
précédents nous devons a jouter un symbole A à l'ensemble des symboles de la base. 
Nous a joutons au sous-ensemble de règles de déconstruction la règle 
A] ----t 0] + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 
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ous retirons au sous-ensemble de règles de construction la règle 
9(+1 --1 (+10 
Nous ajoutons les deux règles suivantes au sous-ensemble de règles de construction 
9(+ 1 --1 A( 
A(+1 --t (+ 10 
Ainsi pour S ASM D ou S AsM, nous avons une suite 1-imbriquée sur l 'ensemble des 
règles ordonnées selon la base . 
Pour i E f::J + la base , nous avons pour S A sM D la fonction de progression f ASM D qm 
nous donne le nombre de règles : 
f ASMD (i) = 2i + 45 
Pour i E f::J+ la base, nous avons pour S AsM la fonction de progression f ASM qui nous 
donne le nombre de règles : 
f ASM(i) = 2i + 20 
Nous trouvons donc dans les deux cas f' (i) = 2. Ce qui est for t probablement la valeur 
la plus petite qu 'il est possible d 'avoir puisque nous avons besoin d 'une définition du 
symbole pour la déconstruction et une pour la construction . 
Il serait intéressant de t rouver un sy tème de réécriture où les ent iers posit ifs 
apparaissant à la place de 45 et 20 soient des nombres minimaux. 
4.5 La division et un théorème de Hardy et Wright 
En utilisant le théorème suivant, il serait possible d 'éviter d 'avoir à choisir une 
précision p pour un système de réécri t ure incluant la division. Ce théorème apparaît 
dans (Hardy et Wright, 1979) à la section 9.2 page 111 . 
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Théorème 80. Le développement décimal d 'un nombre rationnel p / q entre 0 et 1 se ter-
mine ou est périodique, et tout développement décimal qui se termine ou est périodique 
est égal à un nombre rationnel. Si pgcd(p, q) = 1, q = 2a5,6 et max( ex, /3) = f.l , alors le 
. développem ent décimal se termine après f.L chiffres . Si pgcd(p, q) = 1, q = 2a5,6 Q o·il Q > 
1, pgcd(Q, 10) = 1 et v est l'ordre multiplicatif de 10 modulo Q , alors le développement 
décimal contient f.L chiffres non-périodiques suivis de v chiffres périodiques. 
Pour pgcd(a , n) = 1, l 'ordre multiplicatif de a modulo n es t le plus petit entier positif k 
tel que ak = 1 mod n. 
Afin d 'appliquer ce t héorème, il faudrait s'assurer que nous arrivons à un terme 
ayant la forme pjq où (p , q) = 1. Trouver par un système de ré~criture l'ordre multipli-
catif est aussi un problème intéressant. 
Le théorème ci-dessus est donné pour la base décimale. Un théorème qui s'applique 
pour toute aut re base est aussi donné à la section 9.3 page 112 de (Hardy et Wright , 
1979). 

CHAPITRE V 
VARIATIONS 
En nous basant sur les systèmes développés au chapitre 4 nous présentons des 
systèmes de réécriture qui représentent différents types de systèmes de numération et 
d 'arithmétiques. Nous allons présenter un système de numération mixte, un système 
de numération que l'on qualifie d'exotique, deux système qui encodent des sommes 
d 'unités et pour terminer nous présentons d 'aut res types de "multiplication" et évaluons 
la propriété de commutativité . 
5 .1 Système de numération mixte pour la mesure du temps 
En nous inspirant des règles des deux systèmes du chapit re 4, nous pouvons 
représenter une somme d 'unités dans une base positionnelle mixte, où à chaque position 
la base peut changer. Un exemple courant est la mesure temps qui peut s'exprimer en 
semaines (s), jours (j) , heures (h) , minutes (rn) et secondes (s). Nous donnons le système 
de règles de construction pour cet exemple dans ce qui suit . Nous allons seulement 
donner des règles pour la collection des unités. Nous qualifierons cette base de base 
temporelle. 
Un terme ini tial sera un terme ayant la forme suivante : 
où S est une somme d 'unité, par exemple +1 + 1 + 1 + 1 + 1 et où les di sont des suites 
de chiffres incluant le zéro. 
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Puisque les. bases sont différentes à différentes posit ions et puisque les nombres qui 
apparaissent avant un changement de position sont 59 secondes ou minutes , 23 heures 
et 6 jours, il faut avoir des règles détaillées lorsqu 'il y a un 9, un 3 et un 6 en dernière 
p osit ion. Voici les règl ' que nous qualifions d'universelles qui sont indépendantes de la 
position : 
Tl. 0(+1 ---+ 1( 
T2 . 1(+1 ---+ 2( 
T3 . 2(+ 1 ---+ 3( 
T4. 4( 1 ---+ 5( 
T 5. 5(+1 ---+ 6( 
T6. 7(+ 1 ---+ 8( 
T7. 8(+ 1 ---+ 9( 
Voici les règles générales de collect ion : 
T8. (0 ---+ 0( 
T9 . (m ---+ m ( 
T10 . (h ---+ h( 
Tll . (j ---+ j ( 
T 12. (s ---+ s( 
T13 . (0 ---+ 0( 
T14. • x(• ---+ x 
Sachant que y est une variable qui peut être remplacée par des nombres, nous avons les 
règles pour les t ermes où apparaît le sous-terme "3(". : 
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T15 . m3(+1 __, m4( 
T16. my3(+1 __, my4( 
T17. h3(+1 __, M( 
T18. hy3(+1 __, hy4( 
T19. • 3(+ 1 __, • 4( 
T20. •y3(+1 __, • y4( 
T21. s3(+ 1 __, s4( 
T22. j3(+1 __, j4( 
T23 . j 13(+1 __, j14( 
T24. j23(+1 __, (+ 1j 0 
Nous avons les règles pour les termes où apparaît le sous-terme "6(" . Notons que y est 
une variable qui peut être remplacée par des chiffres : 
T25. m6(+ 1 __, m 7( 
T26 . my6(+1 __, my7( 
T27. h6 (+1 __, h7 ( 
T28 . hy6 (+1 __, hy7( 
T29 . • 6(+1 __, • 7( 
T30. •y6(+1 __, • y7 ( 
T31. j6(+1 __, j7( 
T32. j 16(+1 __, j17( 
T33 . s6(+1 __, (+ 1s0 
Nous avons les règles pour les termes où apparaît le sous-terme "9(". 
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T34. m9 (+ 1 ~ m10 ( 
T35. my9 (+1 ~ my (+10 
T36. m59 (+1 ~ (+1m0 
T37. h9 (+1 _, h10 ( 
T38. hy9 (+ 1 _, hy (+ 10 
T39. h59 (+1 _, (+1h0 
T 40. j9 (+1 _, j10 ( 
T41. j19 (+1 _, j20 ( 
T42. • 9(+1 ~ • 10 ( 
T43 . • y9 (+1 ~ • y (+10 
L' xemple suivant nous mont re comment se propagent les uni tés de posit ion à 
position. 
Exemple 81. • 39s6j23h59m59(+ 1 • s 
_, 
• 39s6j23h59 (+1m0 • s 
_, 
• 39s6j23 (+1h0m0 • s 
_, 
• 39s6 (+1j0h0m0 • s 
_, 
• 39 (+1s0j0h0m0 • s 
_, 
• 3(+10s0j0h0m0 • s 
_, 
• 4(0sj0h0m0 • s 
_, 
• 40 (s0j0h0m0 • s 
_, 
• 40sO (j OhOmO • s 
_, 
_, 
• 40sOjOhOm O(• s 
_, 40s0j0h0m0s 
Ainsi , il est possible en utilisant les règles présentées pour l 'arithmétique de 
déconstruire un nombre donné sous n 'importe quelle base et obtenir une somme d'unités 
et ensuite de reconstruire un nombre dans une base standard ou mixte de notre choix, 
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en s'assurant de commencer la collection des uni tés avec un terme de la forme 
• Os0j 0h0m 0(+ 1 + 1 + ... • s 
Nous pouvons aussi faire de l'ari t hmétique sur ces bases non-st andards en utilisant 
nos règles décrivant les opérations d 'addit ion, de soustraction , de mult iplication et de 
division. 
5.2 Système de numération exotique 
Il est possible de se doter de systèmes de numération t otalement différ nts des 
systèmes normalement ut ilisés . Grâce à un ensemble de règles il est possible d 'avoir des 
systèmes de numérations irréguliers. Normalement dans un système de numération il est 
possible de construire des nombres dans une certaine base et pour chacun de ces nombres 
il est possible de le déconstruire afin de l'exprimer en somme d 'uni tés. Le premier des 
deux systèmes suivants possède des règles de const ruction et de déconstruction et le 
deuxième système est composé de seulement de règles de construction . Une question 
intéressante à considérer dans le futur sera de déterminer pour quels systèmes de règles 
de construction il existe un ensemble de règles de déconstruction qui fait que le système 
est un système de numération . 
Prenons un ensemble de règles de reconstruction donnée par : 
El. 0(+ 1 -> 1( 
E2. 1(+1 -> 2( 
E3 . 2(+1 -> 23 ( 
E4. 3(+ 1 -> 4( 
E5 . 4(+1 -> (+10 
E6. (0 -> 0( 
Ces règles définissent un nouveau type de système de numération . La suite en base 
décimale {1, 2, 3 , 4, ... } qui peut être écrite comme { + 1, + 1+ 1, + 1+ 1+ 1, + 1+ 1+ 1+ 1, .. . } 
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sera représenté dans cet te nouvelle base par : 
{1 , 2, 23 , 24, 230 , 231 , 232 , 2323 , 2324, 23230, 23231 , 23232, 232323, ... } 
Afin que le système soit un système de numération, pour chaque nombre de la 
nouvelle base il faut pouvoir retrouver le nombre représenté p ar une somme d 'uni tés à 
par tir duquel il a été construi t. Voici les règles de déconstruction. 
E7. [0] ----+ 
E8. 1] ----+ 0] + 1 
E9. 2] ----+ 0] + 1 + 1 
E10 . 23] ----+ 0] + 1 + 1 + 1 
Ell . 4] ----+ 3] + 1 
E12. 30] ----+ 4] + 1 
Voici un exemple de construction d un nombre. Notons que nous introduisons 
devant la somme d 'uni tés les symboles "0(" . 
E xemple 82. 
0(+ 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 ----+ 1(+ 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 
----+ 2(+ 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 
----+ 23 ( + 1 + 1 + 1 + 1 + 1 + 1 + 1 
----+ 24( + 1 + 1 + 1 + 1 + 1 + 1 
----+ 2(+ 10+1+1+1+1 + 1 
----+ 23 (0 + 1 + 1 + 1 + 1 + 1 
----+ 230 (+ 1 + 1 + 1 + 1 + 1 
----+ 231 ( + 1 + 1 + 1 + 1 
----+ 232 (+1 + 1 + 1 
----+ 2323 (+1 + 1 
----+ 2324 ( + 1 
----+ 232 (+10 
----+ 2323 (0 
----+ 23230 ( 
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Voici la déconstruction du nombre obtenu à la dernière ligne de l'exemple ci-dessus 
où l 'on retire le symbole "(". 
Exemple 83. 
[23230] --7 [2324] + 1 
--7 [2323] + 1 + 1 
--7 [230] + 1 + 1 + 1 + 1 + 1 
--7 [24] + 1 + 1 + 1 + 1 + 1 + 1 
--7 [23] + 1 + 1 + 1 + 1 + 1 + 1 + 1 
--7 [0] + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 
--7 + 1+1+1 + 1+1+1+1+1 +1+1 
5.3 Systèmes qui encodent des sommes d'unités 
Voici deux systèmes pour lesquels nous ne savons pas s 'il y a un ensemble de 
règles de déconstruction qui ajouté aux règles de construction donnerait un système de 
numération . 
5.3.1 Encodage apparaissant irrégulier 
Prenons l'ensemble de règles suivantes : 
Fl. 0(+ 1 --7 1( 
F2. 1(+1 --7 2( 
F3 . 2(+ 1 --7 (+13 
F4. 3(+ 1 --7 4( 
F5. 4(+ 1 --7 5( 
F6. 5(+1 --7 (+10 
F7. (0 --7 0( 
F8 . (3 --7 3( 
F9 . • (+ 1 --7 • 0(+1 
En partant avec un terme • 0(+ 1 + 1 + ... + 1, il est possible de trouver la suite en base 
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décimale {1 , 2, 3, 4, ... } qui sera représentée dans cette nouvelle base par : 
{1 , 2, 13 , 14, 15,20, 21 , 22 , 133, 134, 135, 140, 141, 142, 153,154, 155 , 200, ... } 
5 .3 .2 Encodage non-confluent 
Il est possible d 'avoir un système qui encode les sommes d 'uni tés de manière 
non-confiuente. Voici un exemple : 
Nl. 0(+ 1 _, 1( 
N2. 1(+1 _, 2( 
N3. 2(+1 _, 3( 
N4. 3(+1 _, 6( 
N5. 3(+ 1 _, 4( 
N6. 4(+1 _, 5( 
N7. 5(+1 _, (+ 10 
N8. 6(+ 1 _, 7( 
N9. 7(+ 1 _, 8( 
N10. 8(+1 _, (+ 10 
Nll . (0 _, 0( 
N12. • (+1 _, • 0(+ 1 
Les règles qui entraînent la non-confluence sont les règles 3(+1 _, 34( et 3(+1 -> 6(. 
5.4 Commutativité 
Dan " le système de réécrit ure pour 1 'ari thmétique nous avons défini la multipli-
cation par la règle (x· + 1 -> x+ (x ·, ce qui est communément appelé distributivité. 
Pour des sommes d 'unités nous remarquons qu 'il y a la propriété de commutativité qui 
apparaît naturellement, par exemple + 1 + 1 · + 1 + 1 + 1 = + 1 + 1 + 1 · + 1 + 1. Nous 
pourrions généraliser l'opération binaire de multiplication par la règle suivante avec k 
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une somme finie d 'unités : 
(x· + 1 ----> x+ k +(x· 
P ar exemple si k = + 1 + 1 nous avons : 
(x · + 1 ----> x+ 1 + 1 + (x· 
Cette mult iplication perd la propriété de commutativi té pour tous les nombres sauf 
lorsque nous avons le même nombre d 'unités de chaque côtés de l'opération. 
Il est possible de définir une opération définie par deux règles où nous avons la 
propriété de commutativité si de chaque côté de l'opération nous avons la même pari té , 
c'est-à-dire pair-pair ou impair-impair : 
(x ·1 + 1 ----> x+ 1 + (x·2 
(x ·2 + 1 ----> x - 1 + (x·1 
Exemple 84. Dans le cas où nous n'avons pas la même parité de chaque côté nous 
voyons qu 'il n 'y a pas la commutativité. Notons que nous ut iliserons en plus les deux 
règles de disparition (x ·I) ----> et (x·2 ) ----> : 
1 + 1 + 1 ·1 + 1 + 1 ----> 1 + 1 + 1 + 1 +(1 + 1 + 1 ·2+1 
----> + 1 + 1 + 1 + 1 + 1 + 1 + 1 - 1 +(1 + 1 + h ) 
----> +1 + 1 + 1 + 1 + 1 + 1 + 1- 1 
1 + 1 ' 1 + 1 + 1 + 1 ----> 1 + 1 + 1 + ( + 1 + 1 '2 + 1 + 1 
----> + 1 + 1 + 1 + 1 + 1 - 1 + (1 + 1 ' 1 + 1) 
----> + 1 + 1 + 1 + 1 + 1 - 1 + 1 + 1 + 1h) 
----> + 1 + 1 + 1 + 1 + 1-1 + 1 + 1 + 1 

CONCLUSION 
Pour conclure, nous allons énoncer dans ce qui suit quelques problèmes à étudier, 
possibles extensions et possibles applications. 
Les deux systèmes présentés au chapit re 4 t ransforment les nombres en unités . 
Afin de limiter l'espace utilisé, il est possible d 'avoir un système modifié qui reconstruit 
les nombres immédiatement après une opération , cela limiterait l'espace r quis, mais 
augmenterait le nombre d 'exécutions, ce qui nous donnera un système de calcul plus 
lent . 
Nous avons vu au chapit re 4 que l'int roduction de la division dans notre système 
enlevait la propriété d 'orthogonalité du système. Une quest ion serait de savoir s 'il est 
possible de définir une division dont toutes les règles sont linéaires-gauches . Il faudrait 
dans de futurs t ravaux fournir des preuves que les systèmes présentés au chapi t re 4 sont 
confluents et possèdent la propriété de terminaison . 
Dans (Walters et Zantema, 1995) le t roisième système qui n 'est pas confluent 
est comparable aux algori thmes communément utilisés. Pour cela il faut générer le 
schémata de règles. Trois possibilités sont discutées afin de construire le schémat a de 
règles. Le système que nous avons construit est idéal pour la const ruction de schémata 
de règles puisqu 'il est capable de réduire de termes du type 3 · 5 et 9 · !) à leur fo rme 
normale respective. Bien que notre système n 'est pas économique en espace et possède 
un grand nombre de réductions il reste utile à la production de schémata de règles et 
est intéressant du point de vu théorique en tant que système extrême. Dans ce système 
extrême, il serait intéressant de voir quelles règles ent raîneraient une plus grande vitesse 
de calcul. 
Un problème qui reste ouvert est de trouver un système de réécrit ure modélisant 
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l 'ari thmétique des nombres rationn ls dans une base arbit raire qui inclut la division et 
qui fournit un algorithme de calcul efficace. Nous espérons avoir fait quelques pas dans 
cette direction. 
Nous avons vu qu 'en plus de modéliser l'arithmét ique, certains systèmes de réécri t ure 
permettent de modéliser des concepts tels les systèmes de numération. La théorie de la 
réécri ture pourrait donc fournir une approche alternative aux méthodes normalement 
utilisées et pourrait fournir des moyens pour généraliser l'arithmétique et les systèmes 
de numérat ion. Ces considérations ouvrent la porte à plusieurs nouvelles sortes de bases 
et d 'arithmétiques . La modélisatron grâce aux systèmes de réécriture pourrait aussi 
s 'étendre à d 'autres objets et domaines mathématiques . Cela permettrait de généraliser 
d 'aut res structures mathématiques . Il sera intéressant d 'ét udier ces concepts dans de 
fut urs travaux. 
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