Financial crises are high cost events which can transmit across international borders. Using data from 1883 to 2008, this paper develops a means of mapping changes in the degree of international synchronisation of banking and currency crises through a formal concordance index. This index specifically accounts for the typically low incidence and potential serial correlation of crisis data. The results show that banking crises were highly internationalised at the beginning of the 20th century, and became far less so in the strong regulatory environment prevailing after the Depression until the 1980s. A strong increase in the synchronicity of international banking crises is revealed during the late 20th and early 21st century. Currency crises began the century as more idiosyncratic, but have tended to become more synchronised over the 115 year sample.
Introduction
Financial crises can have a huge impact on economies. Fortunately, they do not occur very often. Partly motivated by policy interest in mitigating their economic costs, there is a relatively large literature focussed on whether crises are becoming more linked across geographic borders.
1 Important debates concern how to limit the probability, impact and spread of crises, particularly through various agenda on reforming global financial architecture.
2
There is a substantial literature on various episodes of crisis from the late 19th century to the close of the 20th century. See for example Bordo and Schwartz (1996) , Bordo et al. (2001) , Eichengreen (2003) , Isard (2005, Chapter 2), Eichengreen (2008) , Kindleberger and Aliber (2011), and Rogoff (2011) . The exact chronology of the period is not uniformly agreed, as rules for dating crises are notoriously imprecise. However, there
is broad agreement about a number of periods.
Evidence suggests that the prevalence of financial crises has been increas-1 Some of the channels proposed include trade links (Glick and Rose, 1999) ; banking linkages (Van Rijckeghem and Weder, 2001) ; credit derivatives (Brunnermeier, 2009) , the lack of common fundamental and institutional features, via contagion effects (Rose and Spiegel, 2010) ; and more recently via the real sector channel (Claessens, Tong, and Wei, 2012) , leverage of banks and investors (Kalemli-Ozcan, Sorensen, and Yesiltas, 2012; Raddatz and Schmukler, 2012) , and global banking networks (Hale, 2011; Claessens and van Horen, 2012; Cetorelli and Goldberg, 2012; Aiyar, 2012) .
2 See for example Eichengreen (2002) following the East Asian crisis and Brunnermeier et al. (2009) on the recent credit crunch and even Bagehot (1873) . In recent literature, Barkbu, Eichengreen, and Mody (2011) propose global debt-restructuring for reducing future vulnerabilities. Dewatripont, et al. (2010) emphasize prudential bank regulation. Schinasi and Truman (2010) and Davies and Green (2010, Chapter 10) review the role of international financial institutions (the IMF, Bank for International Settlements, and the Financial Stability Board) in shaping the global financial architecture. Ostry et al. (2010) focus on the role of global capital controls in reducing financial fragilities. Beyond the economic literature there have been major policy agendas on regulatory reform driven by bodies such as the G20-for example the G20 leaders Declaration on Strengthening the Financial System from the London meetings, released April 2, 2009. ing, particularly since World War II; Eichengreen and Bordo (2003) , Kaminsky and Reinhart (1999) , Glick and Hutchison (2001) , Eichengreen (2008) , and Reinhart and Rogoff (2011) . However, measures of changes in the extent of internationalisation of crises are more scarce. It is of particular interest to understand whether more prevalent crises are internationally linked or are idiosyncratic and simply occur coincidentally.
The contribution of this paper is in developing a means of mapping changes in the degree of international synchronisation of financial crises from the late 19th century through to 2008 through a formal concordance index.
To examine the history of crises, we use a sample of 21 countries' annual banking and currency crisis data for 1883 to 1998 drawn from Bordo et al. (2001) , updated with the recent dataset of Laeven and Valencia (2008, 2013) to 2008 . Post-2008 there are no crises indicated in any of sample countries in these datasets, thus we do not extend beyond this period as in our method this will not affect the results. In common with most crisis data, the sample consists of bivariate indices taking the value 1 in the presence of a crisis.
Our concordance index uses this data to construct a measure ranging from 0 to 1 to characterise the extent of international interdependence in financial crises. A value of 1 indicates that all crises are simultaneous. The advantage of the concordance indices compared to the traditional correlation measure is the ability to investigate synchronisation among more than two crises, and to formally test for independence. These tests take into account the binary nature of the data, the relatively low incidence of crises, and potential serial correlation. When applied to the sample data they reveal that the occurrence of 5 (4) or more contemporaneous currency (banking) crises in the data is not likely to be coincidental.
The evolution of the concordance indices indicates that currency crises have not only become more prevalent but also more internationally synchronised over the twentieth century. Banking crises were highly internationalised at the beginning of the 20th century, but became far less so during the strong regulatory environment prevailing after the Depression until the 1980s. However, the incidence of banking crises has grown in the past 30 years, and the global financial crisis of 2007-2008 sees a jump in the synchronisation of these crises. Greater frequency of currency crises and lower frequency of banking crises are associated with capital controls by Glick and Hutchison (2001) and Kaminsky and Reinhart (1999) . Coupling their results with the concordance indices reveals that more liberalized financial conditions are associated with a greater prevalence of banking crises at the end of the sample and increasing internationalisation of currency crises; this is consistent with the network analysis presented in IMF Global Financial Stability Report (2014), see particularly Box 3.1, and of Billio et al. (2012) and Giraitis et al. (2013) .
Although there are limited incidences of joint banking and currency crises (twin crises) in the data set, some analysis of their transmission is warranted in the light of their much higher cost for economies involved, see for example Stiglitz (2000) , Bordo et al. (2001) , Burnside, Eichenbaum, and Rebelo (2003) , Hutchison and Noy (2005) , Gupta, Mishra, and Sahay (2007) and Haugh, Ollivaud, and Turner (2009) .
The paper proceeds as follows. Section ?? is methodological, presenting definitions of synchronisation, and bivariate and multivariate concordance indices and means of testing for independence between crises with these in-dices. After a description of the dataset in Section ??, Section ?? provides the results of applying our methodology to the sample data. Section ?? applies the multivariate concordance indices in an historical analysis of banking and currency crises in the 20th century. Section ?? concludes.
Methodology

Synchronisation
We consider P countries and Q markets. Let a financial crisis be represented by the binary variable S i,t , where i = 1, . . . , P Q, t = 1, . . . , n. S i,t takes the value one if a crisis occurs in the corresponding country and market in period t and zero otherwise. The mean of the series S i,t , t = 1, . . . , n, is denoted µ S i . If two series are identical, that is S x,t = S y,t for all t, the series are perfectly synchronised and have equal means and perfect positive correlation. When series exhibit strong synchronisation, the means of the two series and the correlation between them describe how synchronised the series are, omitting the uninteresting cases where the series are either continually in crisis, or continually not (S x,t = 1 or S y,t = 0 for all t). For the remainder of this paper the means of the financial crises series and the number of observations are assumed known.
3 Binary financial crises series typically have low incidence, are ordered in time, stochastically dependent and possibly serially correlated. A standard way of defining synchronisation is by 3 The binary financial crisis dummy series are constructed from an underlying data generating process by clipping or hard limiting (Kedem, 1980) although there need not exist a clear link to the data generating process. We deviate from Harding and Pagan (2011) in this respect.
means of correlation coefficients. However, there is no one-to-one relation between correlation coefficients and synchronisation. It is quite possible to observe series with equal means but different correlation coefficients, or sets of series with equal correlation coefficients but different means. In this case the synchronisation between the series will differ.
An alternative way to define synchronisation is from contingency tables which 'count' the number of times the variables S x,t and S y,t are in various combinations of states.
4 Consider the following (2 × 2) contingency No crisis S x n 21 n 22 n 2.
Column sums n .1 n .2 n In the contingency table n 11 denotes the number of simultaneous crises, that is when S x,t = S y,t = 1, n 12 the number of periods with a crisis of a type x only, n 21 the number of periods with a single crisis of type y, and n 22 is the number of tranquil periods. The row and column sums are fixed, as well as the number of observations n. Therefore only one of the n ij can vary independently. Without loss of generality we take this to be n 11 . As we will show next, the contingency table approach provides a useful means 4 For an introduction to contingency tables see Agresti (2012, Chapter 2) .
of developing bivariate, and later multivariate, indices of the contemporary concordance between financial crises.
Bivariate concordance indices
Concordance indices can be simply constructed from a 2 × 2 contingency table like that shown above by 'counting' the number of times the variables S x,t and S y,t are in various combinations of states. In a bivariate setting the total observations in the sample (n) consist of the number of simultaneous crises periods (n 11 ), the number of periods with a single crisis (n 12 + n 21 ) and the number of tranquil periods (n 22 ), or n ≡ n 11 + n 12 + n 21 + n 22 .
Harding and Pagan (2006) 
A typical feature of financial crises is their low incidence, or a large number of tranquil periods in the sample. It seems natural then to confine attention to the concordance of crises in turbulent periods and introduce the turbulentperiods concordance indexÎ
where we assume that there is at least one crisis in the sample, i.e., n 22 = n. 
whereρ s represents the sample correlation coefficient between the two crisis indices S x,t and S y,t . This function is plotted in Figure 1 for the example of equivalent means in the two series. Figure 1 shows that high concordance is achieved when correlation is high,ρ s = 1 or means are highμ x =μ y = 1, or a combination of these two characteristics. As eitherρ s orμ x =μ y approach one, the value of the concordance index increases. This makes sense because the possibility of overlap increases as the number of crisis observations in the sample increases, even in the extreme case of independence of crises (a topic to which we return below).
Multivariate concordance indices
Consider the more interesting case of concordance in the context of multiple financial crises across countries for any particular market. Clearly synchronisation cannot be expressed in correlation coefficients any more, unless we consider all bivariate combinations appropriate. However the contingency table framework can be extended from bivariate to multivariate.
Any instances of concordance across the indices for a particular market may be of interest, focussing attention on the joint occurrence of two or more crises. Denoting Z as the minimum number of crises to occur concurrently, we can work out the frequency of observing Z crises in n periods as
. So the frequency of observing Z or more crises in n periods must be the sum of f z for all z ≥ Z.
The total number of periods n is divided into periods involving multiple crises, denoted n z , which can be further separated into n z≥Z where there are Z or more crises contemporaneously and n 1≤z<Z , where there are less than Z crises but at least one, and the number of periods involving no crises in any country, denoted n z=0 , so that n ≡ n z≥Z + n 1≤z<Z + n z=0 . Then the multivariate version of our concordance index is expressed aŝ Before turning to the applications of the concordance indices and the historical analysis, we consider tests for independence between series based on the concordance indices.
Testing synchronisation
To test whether synchronisation is not coincidental involves testing for independence. In the case of bivariate combinations of crises this could be done by a correlation coefficient test, tests in the contingency table framework of Section 3.1, or by simulation. And each of these has analogues for the multivariate case. One complication is the potential serial correlation of the binary crises data. In other applications with constructed binary indices from observed data generating processes, a test for correlation takes the possibility of serial correlation and heteroskedasticity into account as in Harding and Pagan (2006) . Here we apply tests based on the contingency table framework and simulation methods. We explicitly make use of the low incidence of financial crises and the resulting discrete distributions which enable the design of exact tests. We pretest each binary crisis series for serial correlation with a Fisher exact test using the null of independence against a higher-order Markov chain. 6 A rejection of the null indicates serial correlation, although does not uniquely establish its Markov chain order.
At least one of the countries exhibits serial correlation in each of the banking and currency crisis series. For this reason we test bivariate and multivariate synchronisation using simulation techniques. We simulate the seriesS x to have the same properties as S x . Under the null hypothesis that the observed number of crises are randomly drawn from a uniform (0,1) distribution, the number of observed crises in the data set gives the exact number of draws to simulate, that is in each case the µ x =μ x where the latter term is the mean of the simulated series. In cases where S x rejects the null of independence, i.e., is serially correlated, the simulated data uses the observed runs of contiguous crises in the original data in simulating to retain the serial correlation properties in the simulated data. We use 10,000 replications to generate the critical values. Converting these critical values for the totals into critical values for the bivariate and multivariate concordance indices is straightforward from Equations (??) and (??).
Data
To investigate the measurement of synchronisation of crises we use the long run annual data set of Bordo et al. (2001) The data set takes the form of annual binary indices, taking a 1 in years when a crisis occurs, and a 0 otherwise. The countries included are Argentina, Australia, Belgium, Brazil, Canada, Chile, Denmark, Finland, France, Germany, Greece, Italy, Japan, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, the UK and the US. Table ? ? shows the occurrences of the crises in the dataset. 8 While it would be interesting to include Asian economies in this chronology the data simply do not exist. The Table clearly shows the greater prevalence of currency crises than banking crises; only in the US, Italy and Belgium have there been more banking crises than currency crises for a particular country. The Table also indicates the incidence of joint occurrence of contemporaneous banking and currency crises in a single country, labelled twin crises. Compared with the occurrence of single crisis types, twin crises are uncommon, a feature also apparent in the data sets of Kaminsky and Reinhart (1999) , Glick and Hutchison (2001) , and Laeven and Valencia (2013) . Wyplosz (1995 Wyplosz ( , 1996 . Table ? ? shows the results of pretesting independence against a first order Markov process on the transition matrices as described in the previous section for currency and banking crises in each of the 21 countries. As is quickly observed, almost all series display independence. For a dissenting view that finds that these crises are not associated with global events see the evidence in Shehzad and De Haan (2013) . Given the relationships revealed by the bivariate indices we now consider the testing of multivariate concordance. Table ? ? reports the multivariate concordance indices for the group of crises across countries over the entire sample. Each row reports the concordance index for the stated number of common crises shown in the first column.
Test outcomes
Bivariate concordance
Multivariate concordance
So the first row reports the concordance index for at least two concurrent currency crises across the 21 economies sampled. A total of 39 time periods are identified which fulfill that criteria, giving a turbulent periods index of 0.57.
The final column of Table ? ? reports the 95% critical value for the concordance indices in each case expressed as the maximum number of times that one would observe that many crises and be able to reject the null of in-dependence at the 5% level. That is for the row of at least two simultaneous currency crises, one can observe up to 18 occurrences of two simultaneous crises without having to reject independence. In the sample there are 39 occurrences of at least two simultaneous currency crises, clearly rejecting independence. In the case of banking crises, the row labelled at least two crises contains 26 observations with a turbulent periods index value of 0.59 for the sample. One can observe up to seven cases of two simultaneous crises whilst being consistent with independence, which is clearly rejected by the 26 cases observed in the dataset. The results in Table ? ? show that the sample rejects independence between simultaneous crises in all instances. The Table shows that a single occurrence of five simultaneous currency crises (four simultaneous banking crises) is sufficient to reject independence in the data.
Policy makers are correct to be concerned about the occurrence of a crisis. However, knowing which crises are going to spread is as yet unresolved.
There is a large literature identifying the existence of channels of contagion and spillover from one crisis country to another; see for example Dungey 
Twin crises
Before proceeding to the analysis of the internationalisation of banking and currency crises over time we first examine the evidence on twin crises; that is where a banking and currency crisis occur simultaneously. Twin crises are well known to be more costly than individual crises. Bordo et al. (2001) calculate the output loss of twin crises as twice as costly as currency crises and four times more costly than banking crises, see also Kaminsky and Reinhart (1999) , and Stiglitz (2000) . The lack of occurrences of twin crises in the dataset prohibits the construction of an informative concordance index. Post World War II, the next 25 years are characterised by the exchange rate arrangements of Bretton-Woods. During the Bretton-Woods era currency crises were prevalent, and as Bordo and Schwartz (1996) discuss, of-ten traumatic due to the need to align the internal economy with previously agreed rates and political difficulties in making changes to the exchange rates. The tests of multivariate synchronisation provided in the previous section mean that it is possible to identify particular points in time which contribute statistically significant information to the analysis. These are when there are 5 (4) or more contemporaneous currency (banking) crises. In terms of currency crises this occurs in 1921, 1931, 1932, 1949, 1971, 1976, and 1992. Each of these periods are well known stress points in historical analysis.
In banking crises 4 or more crises are observed in 1907, 1921, 1923, 1931, 1932 and then-taking and early 21st centuries.
Finally, increasing incidence of currency crises has been associated with periods of war by Bordo and Schwartz (1996) , Eichengreen (1999), and Eichengreen (2008) . Considering the Wars that occur in the 20th century as the Boer War (1899 -1902 ), World War I (1914 -1918 ), World War II (1939 -1945 , the Korean War (1950) (1951) (1952) (1953) , the Vietnam War (1962) (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) and the Gulf Wars (1991, (2003) (2004) (2005) (2006) (2007) (2008) we see that the two wars where the hypothesis of increasing currency crisis sychronisation is evidently upheld here are the Korean and Vietnam Wars. In the 1930s there was an increase in currency crisis synchronisation, and to the (large) extent that the poor inter-war economic conditions contributed to World War II, this also supports the association between war and currency crises.
Conclusion
This paper developed a multivariate turmoil-periods concordance index for financial crises in order to provide a measure of the degree of internationalisation of banking and currency crises. The index is readily interpretable over time and accounts for the typical properties of crisis data, i.e. binary, low incidence, potentially serially correlated crisis events. The index can be used to assess the independence of observed events, using simply constructed 
