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Abstract 
With the online assessment becoming mainstream and the recording of response 
times becoming straightforward, the importance of response times as a measure of 
psychological constructs has been recognized and the literature of modeling times has 
been growing during the last few decades. Previous studies have tried to formulate 
models and theories to explain the construct underlying response times, the relationship 
between response times and response accuracy, and to understand examinees’ behaviors.  
Different from most existing psychometric models, the current study is based on 
the idea of reading comprehension fluency in the reading literature and proposes several 
item response theory based models combining response times and response accuracy. To 
better understand the construct of reading comprehension fluency, the current study used 
a new computer-administered assessment of reading comprehension and recorded both 
the responses and response times of each item. Response times connect examinees’ 
performance on the reading comprehension test to the concepts of fluency or automaticity 
in the reading literature, concepts that are evidenced by responses that are accurate and 
appropriately fast. The current study evaluates reading comprehension fluency through 
two approaches: one with polytomously scored variables and one with conditional 
variables. The models show the benefits of using the response time information in terms 
of improving the construct validity when the measured latent construct is reading 
comprehension fluency. The current study contributes to an interpretation of the latent 
trait of reading fluency. The models can be used to identify the intervals along the 
comprehension continuum in which the students tend to read fluently.  
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Chapter I: Introduction 
 
Statement of Problems 
With the popularity of online assessments, it becomes inexpensive and common 
to record response times in psychological and educational testing. The analysis of 
response times on tests has attracted increasing interest. A question raised is: Does 
incorporating response time data lead to a better understanding of examinees’ test scores? 
In the past couple decades, researchers tried to formulate models and theories to explain 
the construct underlying response times as well as the relationship between response 
accuracy and response times, and to understand examinees’ behaviors. Previous studies 
have used response times as measures of different constructs: for example, in the field of 
social psychology, response times have been used to measure social desirability (Egloff 
& Schmukle, 2002; Holden & Kroner, 1992) and attitude strength (Bassili, 1996); in the 
field of cognitive psychology, response times and response accuracy are the fundamental 
measures to be considered for cognitive tests. For the purpose of test development, 
response times can be used to enhance criterion validity and to design better tests. 
Response times could be used to understand examinees’ behaviors. They help 
differentiate between unreached items and reached items that were not answered, whereas 
in paper-and-pencil tests such information is difficult to obtain. They allow researchers to 
evaluate the speededness of a test, and to detect abnormal behaviors such as rapid 
guessing, cheating, etc. Response times can also be used in cognitive psychology for a 
more rigorous cognitive theory development (Partchev & De Boeck, 2012).  
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To use the full diagnostic potentials of response times, psychometric models are 
needed in order to analyze the relationship between the observed response times and the 
examinees’ latent traits. The estimation of person trait and item parameters can benefit 
from jointly modeling response times and response accuracy (Molenaar, Tuerlinckx, & 
van der Maas, 2015; Petscher, Mitchell, & Foorman, 2015; Roskam, 1997; Thissen, 
1983; van der Linden, 1999; 2007; Wise & DeMars, 2006). Psychometric models 
incorporating response time data show practical improvements, such as maximizing the 
accuracy of person trait estimation and minimizing the standard errors (Petscher et al., 
2015; van de Linden, Scrams, & Schnipke, 1999). Therefore, there is a rapid 
development on how to utilize response times on test items as an additional source of 
information in estimating examinees’ abilities when the test is delivered in a 
computerized fashion.  
However, in contrast to modeling accuracy, there is less agreement on which 
model(s) to use for response times. How to analyze response times still seems arbitrary to 
a certain extent. One reason for the disagreement about modeling response times is that 
there is not much clarity on the nature of the latent trait behind response times. The 
psychometric literature regards response times and response accuracy as two independent 
measures and each depends on different constructs. On the other hand, the reading 
literature relates the response times and response accuracy and concludes they both 
contribute to the measure of reading comprehension fluency. 
To demonstrate the advantage of incorporating response times and to interpret the 
latent trait measured by response times, the current study used a new computer-
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administered assessment of reading comprehension, which records both item responses 
and item response times. With both measures available, the first goal of the current study 
is to show that using response times could improve the construct validity when the 
measured construct is reading comprehension fluency, and to understand the latent trait 
of reading comprehension fluency. Response times connect examinees’ performance on a 
reading comprehension test to the concepts of fluency and automaticity in the reading 
literature, concepts that are evidenced by responses that are accurate and appropriately 
fast (LaBerge & Samuels, 1974). The current study aims at understanding reading 
comprehension fluency as a construct measured by the product of response accuracy and 
response times. The models proposed in the current study help us interpret the construct 
behind fluency -- in other words -- when the respondents answer the item correctly, could 
they answer this item fast? The usage of response times could facilitate the development 
of a more rigorous theory of reading comprehension fluency and a better instrument 
measuring the construct.  
The second goal of the current study is to show taking response time information 
into account could improve the estimation of person trait parameters, using the proposed 
item response theory (IRT) based models. To address this question, the current study 
derived IRT based models that capitalize on the response time information while 
estimating the item parameters and person parameters.  
The current study experiments with scores from IRT based models to identify 
intervals along the comprehension continuum in which students tend to be inefficient or 
efficient, and to locate students who are able to read fluently. The models are intended to 
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be practically useful in evaluating test takers’ reading comprehension fluency, and 
helping teachers plan for instructional differentiation.  
 
Overview 
 As a summary, the dissertation tries to address these questions:  
1) How can we best measure reading comprehension fluency? Through the 
polytomous model or the conditional model?  
2) Can we reliably estimate the person trait of comprehension fluency? 
3) How much does the trait of comprehension fluency differ from the trait 
measured by accuracy? 
 Chapter 2 summarizes the existing studies of response times, and provides a 
theoretical background of the proposed models. Chapter 3 discusses a new instrument, a 
reading comprehension test, that is under development, and the evaluation criteria as the 
dependent variables. Chapter 4 presents the results for two approaches. Chapter 5 
concludes the study, further discusses the theoretical framework of reading 
comprehension fluency, and illustrates the significance and application of the models 
proposed in the current study. 
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Chapter II: Literature Review 
Introduction 
 During the past few decades, response times, also called reaction times in cognitive 
psychology, can be recorded concurrently with the corresponding responses in 
operational tests. Online assessment is becoming a mainstream form of modern testing 
due to its flexibility, accessibility, and potential capacities for faster data analysis and 
reporting. It also makes the collection of examinees’ response times more 
straightforward. Response time is an important concept, which reflects the organization 
and structure of the cognitive process (Luce, 1986; Ratcliff & Smith, 2004). A growing 
body of literature suggests that response time is an important factor to consider. Previous 
studies use response times to measure constructs such as attitude (Bassili, 1996), social 
desirability (Egloff & Schmukle, 2002; Holden & Kroner, 1992), and to improve 
criterion-related validity, or to evaluate speededness and detect abnormal behaviors such 
as cheating, rapid guessing, for purpose of designing a better test (van der Linden & Guo, 
2008; van der Linden, 2009).  
 The accessibility of response times greatly broadens the scope of modeling 
approaches. There are several advantages of developing models for response times: 1) 
response times and responses can work together to enhance the prediction of criterion 
variables, and to improve the criterion-related validity and/or reliability of the measures 
(e.g., Egloff & Schmukle, 2002; Petscher et al., 2015; Siem, 1996); 2) quite a few studies 
suggest that response times can be used to improve the estimation of person ability 
parameters and item parameters (Molenaar et al., 2015; Petscher et al., 2015; Roskam, 
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1997; Thissen, 1983; van der Linden, 1999; 2007; Wise & DeMars, 2006); 3) modeling 
response times can help people understand the cognitive processes and provide insights 
into the cognitive theories (e.g., Partchev & De Boeck, 2012; Scheiblechner, 1979).   
 A large number of models have been proposed to model response times in the 
psychometric literature and the cognitive psychology literature. However, there has been 
a disagreement on how to utilize this information. Models differ in terms of assumptions 
of the relationship between response times and response accuracy, the nature of the latent 
traits underlying response times and response accuracy, and the distribution of response 
times. 
Relationship of Response Accuracy and Response Times 
 Three different approaches have been taken to model response times (Klein Entink, 
van der Linden, & Fox, 2009; Molenaar et al., 2015; Partchev, De Boeck, & Steyer, 
2013). Each approach is reviewed briefly, along with several representative examples. 
The first approach treats response times and accuracy as two separate constructs and 
model response times exclusively. For example, Scheiblechner (1979) modeled the 
response times collected from the speed test with strict time limits. Rouder, Sun, 
Speckmann, Lu and Zhou (2003) proposed a hierarchical framework to estimate the 
distribution of response times. Baayen, Davidson, and Bates (2008) and Jaeger (2008) 
separately proposed a mixed model for response times and a mixed model for response 
accuracy. Both models introduced the crossed random effects for person and for item 
when analyzing either response times or response accuracy.  
 The second approach discusses modeling approaches for response times and 
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accuracy at the same time, but ignores their correlation. Gorin (2005) regressed the log-
transformed response times on the decomposed item difficulty parameters. Mulholland, 
Pellegrino, & Glaser (1980) used analysis of variance to predict response times by item 
properties. These models provide some information about both accuracy and response 
times. However the relation between the variables of response times and response 
accuracy are unresolved, since such models assume the two variables vary independently. 
Therefore, a better approach is simultaneous modeling of accuracy and response time as 
functions of some person and item parameters.  
 The third approach is then proposed where one can model response times and 
response accuracy jointly. This approach has been used more frequently in the recent 
literature. For example, Klein Entink et al. (2009) proposed a model that allows for the 
simultaneous estimation of ability and speed parameters on the person level and difficulty 
and time-intensity parameters on the item level. Studies advocating a joint modeling of 
response time and accuracy include Thissen (1983), Roskam (1997), van der Linden 
(1999; 2007), Verhelst, Verstralen and Jansen (1997), Wang and Hanson (2005), Klein 
Entink et al. (2009), Molenaar et al. (2015) etc. Some of these models get ideas from the 
“speed-accuracy” tradeoff, where an examinee’s response accuracy rate might decrease if 
the examinee chooses to perform a task more quickly (Dennis & Evans, 1996; Luce, 
1986). Schnipke and Scrams (1997) used a mixture model to measure speededness, where 
accuracy depends on examinees’ ability, item difficulty and discrimination in a solution 
behavior. The accuracy rate as a function of response times varies across types of 
behaviors. Van der Linden (2007) derived a hierarchical framework to model accuracy 
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exclusively dependent on examinees’ ability, and response times exclusively dependent 
on examinees’ latent speeds; in the second level of his model, speed and ability could be 
correlated. Following this argument, several studies proposed innovative models based on 
the hierarchical framework, for example, Loeys, Rosseel, and Baten (2011), Wang, Fan, 
Chang and Douglas (2013), Wang and Xu (2015), etc.  
 The current study follows the argument of jointly modeling and derives two ways 
of modeling response times along with response accuracy. A later section will discuss 
these two approaches.  
Modeling Response Times 
 Following one of these modeling approaches, different models such as IRT models 
(e.g., Roskam, 1997; Verhelst et al., 1997; Wang & Hanson, 2005), mixed models (e.g., 
Jaeger, 2008; van Breukelen, 2005), hierarchical structure models (e.g., Rouder et al., 
2003; van der Linden, 2007), Cox proportional hazards models (e.g., Ranger & Ortner, 
2012; Wang et al., 2013), and mixture models (e.g., Schnipke & Scrams, 1997; Wise & 
DeMars, 2006) have been investigated in the psychometric literature and the cognitive 
psychology literature. This section briefly discusses examples of different types of 
models. Please note that these models can be overlapped, for example, Loeys et al.’s 
(2011) model employs a hierarchical structure while using mixed effect models on the 
first level.  
 IRT Models. Quite a few models have been derived to model response times 
within an IRT framework. Thissen (1983) was among the first who modeled the response 
times with an IRT framework. Assuming the random variable of response times follows a 
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log-normal distribution, the log transformed response time (logtime) of person 𝑖 to a test 
item 𝑗, ln(𝛵'(), is formulated as  
 ln(𝛵'() = 𝜇 + 𝜏' + 𝛽( − 𝜌(𝑎(𝜃' − 𝛽() + 𝜀'(, (1) 
where 𝜇 is the grand mean of logarithm of response time; 𝜏' reflects the person slowness 
parameter for person 𝑖; 𝛽( is the item slowness parameter for item 𝑗, which can also be 
interpreted as the amount of time required by item 𝑗; 𝑎(, 𝑏(, 𝜃'	 reflect the usual 
discrimination, difficulty, and ability parameters in a two-parameter logistic (2PL) IRT 
model, and 𝜌 can be interpreted as the regression weight between the ability and the 
logtime.  
 Verhelst et al.’s (1997) model assumes the accuracy of an item response depends on 
the response time, where the probability of getting a correct response increases as the 
examinee spends more time on the item. The marginal probability of person 𝑖 answering 
item 𝑗	correctly is 
 𝑃 𝑋'( = 1 𝜃', 𝜏', 𝑏( = 1 − [1 + exp 𝜃' − ln𝜏' − 𝑏( ]?@A, (2) 
where 𝜃' is the ability parameter for person 𝑖 and 𝜏' is the speed parameter for person 𝑖, 𝑏( is the item difficulty parameter for item 𝑗, and 𝜋( is the item-dependent shape 
parameter. When 𝜋( = 1, this model has the same form as the Rasch (1960) model, with 
a composite ability parameter 𝜃' − ln 𝜏'. When the speed parameter 𝜏' increases, the 
probability of getting a correct response will decrease given fixed person ability 𝜃'. 
 Similarly, a Rasch model was proposed by Roskam (1997) and the probability of 
person 𝑖 answering item 𝑗	correctly is  
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 𝑃 𝑋'( = 1 𝜃', 𝛵'(, 𝑏( = 𝜃'𝛵'(𝜃'𝛵'( + 𝑏( = exp 𝜉' + 𝜏'( − 𝜎(1 + exp 𝜉' + 𝜏'( − 𝜎( , (3) 
where 𝜃' is the ability parameter for person 𝑖, 𝛵'( is the actual time person 𝑖 spent on item 𝑗, 𝑏( is the difficulty parameter for item 𝑗; 𝜉' = ln 𝜃', 𝜏'( = ln 𝑇'(, 𝜎( = ln 𝑏(.  
According to Roskam’s (1997) model, when there is more time spent on an item, the 
probability of answering the item correctly increases; when 𝛵'( goes to infinity, the 
probability of answering the item correct approaches 1 regardless of 𝑏(. 
 The models derived by Verhelst et al. (1997) and Roskam (1997) assume the 
examinee’s speed is equivalent to the actual response time; their models may not work 
for adaptive tests where different examinees took different sets of items. The model 
proposed by Thissen (1983) takes care of this problem by providing distinct parameters 
for speed and item time intensity.  
 Wang and Hanson (2005) proposed a four-parameter logistic response time 
(4PLRT) model for time-limited tests. Their model treats response times as a continuous 
variable, and assumes that the response times are fixed and independent of the person 
trait. Adding the response times and item/person slowness parameters to the usual three-
parameter logistic (3PL) IRT model, the probability of person 𝑖 answering item 𝑗	correct 
is denoted as 
 𝑃 𝑋'( = 1 𝜃', 𝜌', 𝑎(, 𝑏(, 𝑐(, 𝑑(, 𝑇'( = 𝑐( + 1 − 𝑐(1 + exp −1.7𝑎( 𝜃' − 𝜌'𝑑(𝑇'( − 𝑏( 		, (4) 
where 𝑎( is the discrimination parameter for item 𝑗, 𝑏( is the difficulty parameter for item 𝑗, 𝑐( is the guessing parameter for item 𝑗, and 𝜃' is the ability parameter for person 𝑖, 𝜌' is 
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the person slowness parameter for person 𝑖, 𝑑( is the item slowness parameter for item 𝑗, 
and 𝑇'( is the response time of person 𝑖 on item 𝑗.  
Mixed Models. There have been studies modeling response times with mixed 
models. For example, a bivariate mixed logistic regression model was chosen by van 
Breukelen (2005) to predict the log-normalized response times and the log-odds of the 
correct responses at the same time. Van Breukelen’s (2005) model treated person as 
random but items as fixed.  
Assuming item parameters as random variables, a mixed model with crossed 
random effects for person and items was proposed by Baayen, Davidson, and Bates 
(2008). Their mixed model for response times is 
 𝑇'( = 𝜲'(𝜷 + 𝑺'𝒔' +𝑾(𝒘( + 𝜀'(, (5) 
where 𝑇'( is the response time of person 𝑖 to item 𝑗; 𝜲'(𝜷 represents the fixed effects of 
regression covariates; 𝑺'𝒔' denotes the random effect of person 𝑖; 𝑾(𝒘( denotes the 
random effects of item 𝑗.  
Along the lines of Baayen et al. (2008), a mixed model for response accuracy was 
presented by Jaeger (2008)  
 𝑙𝑜𝑔𝑖𝑡(𝑝'() = 𝜲'(𝜷 + 𝜣'𝜽' + 𝜜(𝜶( + 𝜀'(, (6) 
where 𝑙𝑜𝑔𝑖𝑡(𝑝'() is the log-odds of person 𝑖’s probability to correctly answer item 𝑗; 𝜲'(𝜷 represents the fixed effects of regression covariates; 𝜣'𝜽' denotes the random effect 
of person 𝑖; 𝜜(𝜶( denotes the random effects of item 𝑗. Since the person and item in 
models of Baayen et al. (2008) and Jaeger (2008) don’t have a hierarchical relationship, 
they are referred to as the crossed random effect models.  
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Hierarchical Models. Rouder et al. (2003) was among the first to introduce a 
hierarchical Bayesian framework to estimate the higher-order characteristics of the 
distribution of response times. Assuming a three-parameter Weibull distribution, the 
density of response time of person 𝑖 to item 𝑗, 𝑇'(, is 
 𝑓 𝑡'( = 𝜋' 𝑡'( − 𝜓' @[?\𝜎'@[ exp[− 𝑡'( − 𝜓'	𝜎' @[], 𝑡'( > 𝜓',	 (7) 
where the Weibull parameters 𝜓', 𝜎', 𝜋' are interpreted as the shift parameter described 
as the lower bound, the scale parameter, and the shape paramter of the distribution. Since 
this model does not incorporate any item paramters, it essentially regards the response 
times of person 𝑖 as distributed identically across items. This model works for the 
experiemental situations where the cognitive process required by each stimuli is almost 
the same. To account for variability in both response times and response accuracy, 
Rouder, Lu, Sun, Speckman, Morey and Naveh-Benjamin (2007) derived another set of 
hierchical Bayesian models in the context of signal detection.  
There were studies suggesting that after controlling for abilities, the fastest 
examinees were not the most accurate, but fast examinees were consistently fast and slow 
examinees were consistently slow; in other words, individuals tend to perform at a 
consistent rate of work across the items, regardless of their ability levels (Kennedy, 1930; 
Tate, 1948; Schnipke & Scrams, 2002). Following this theory, van der Linden (2007) 
proposed a hierarchical model, where on the first level response accuracy is an exclusive 
function of examinee’s ability, and response time is an exclusive function of examinee’s 
latent speed, but on the second level the latent speed and ability are allowed to be 
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correlated. The hierarchical model for person 𝑖 to item 𝑗 on the first level includes: 1) a 
3PL IRT model for response accuracy with the probability function as 
 𝑃 𝑋'( = 1 𝜃', 𝑎(, 𝑏(, 𝑐( = 𝑐( + 1 − 𝑐( exp 𝑎( 𝜃' − 𝑏(1 + exp 𝑎( 𝜃' − 𝑏( 	, (8) 
where 𝑎(, 𝑏(, 𝑐( are the discrimination, difficulty and guessing paramters for item 𝑗, and 𝜃' 
is the ability parameter for person 𝑖; and 2) a lognormal model for response times with 
the probability function as 
 𝑓 𝑡'( 𝜏', 𝛼(, 𝛽( = 𝛼(𝑡'( 2𝜋 exp{−12 𝛼( ln 𝑡'( − 𝛽( − 𝜏' a}, (9) 
where 𝜏' is the speed parameter for person 𝑖, 𝛼( is the discriminating power for item 𝑗, 𝛽(	is the time intensity parameter for item 𝑗. Also, we know that ln 𝑡'( ~	𝑁(𝛽( − 𝜏', 1/𝛼(a).  
 On the second level, the joint, population-wise distribution of the person 
parameters is described by a population model, where 𝝃𝒊 = (𝜃', 𝜏') is assumed to be 
randomly drawn from a multivariate normal distribution over	𝑃, with mean vector 𝝁𝒑 =
(𝜇j, 𝜇k), and covariance matrix 𝜮𝒑 = 𝜎ja 𝜎j,k𝜎j,k 𝜎ka . The joint distribution of the item 
parameters can also be described by a population model, where 𝝍𝒋 = (𝑎(, 𝑏(, 𝑐(, 𝛼(, 𝛽() is 
assumed to follow a multivariate normal distribution over 𝐽, with mean vector 𝝁𝑱 =𝜇q, 𝜇r, 𝜇r, 𝜇s, 𝜇t , and covariance matrix  
𝜮𝑱 =
𝜎qa𝜎q,r𝜎q,u
𝜎q,r𝜎ra𝜎r,u
𝜎q,u 𝜎q,s 𝜎q,t𝜎r,u 𝜎r,s 𝜎r,t𝜎ua 𝜎u,s 𝜎u,t𝜎q,s 𝜎r,s 𝜎u,s 𝜎sa 𝜎s,t𝜎q,t 𝜎r,t 𝜎u,t 𝜎s,t 𝜎ta
. 
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In fact, the models on the first level can be substituted. Loeys et al.’s (2011) 
model is an example of employing this hierarchical structure with random effect models 
on the first level. Another example is that of Wang et al. (2013), who used the Cox 
proportional hazards model for the response times on the first level. 
To incorporate the two mixed models proposed by Baayen et al. (2008) and 
Jaeger (2008), Loeys et al. (2011) proposed a joint model of response times and accuracy 
on the second level. The model imposes a multivariate distribution on all random effects 
for person and item jointly, such that 
𝜮v = 𝜎ka 𝜌jk𝜎j𝜎k𝜌jk𝜎j𝜎k 𝜎ja , 
and  
𝜮v = 𝜎q\a 𝜌q\qa𝜎q\𝜎qa𝜌q\qa𝜎q\𝜎qa 𝜎qaa , 
where 𝜌jk is the correlation between speed and ability at the person level, and 𝜌q\qa is 
the correlation between time intensity and difficulty at the item level. This model is built 
upon van der Linden’s (2007) hierarchical framework. It treats the person and items as 
random and allows for correlation between responses times and accuracy.  
 Cox Proportional Hazards Models. Survival models such as the Cox proportional 
hazards model have been used to model response times (Ranger & Ortner, 2011). Wang 
et al. (2013) embedded the Cox proportional hazards model with a latent speed covariate 
to model the response times within van der Linden’s (2007) hierarchical framework. The 
Cox proportional hazards model on the first level is 
 ℎ'( 𝑡 𝜏' = ℎx( 𝑡 exp 𝛽(𝜏' , (10) 
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and the survival function is 
 𝑆'( 𝑡 = 𝑃 𝑡'( > 𝑡 𝜏' = exp	[− ℎx( 𝑠{x exp 𝛽(𝜏' 𝑑𝑠], (11) 
where 𝜏' is the speed parameter for person 𝑖, 𝛽( is the regression weight for item 𝑗, and ℎx( 𝑡  is the baseline hazard which reflects the flexibility to accommodate a variety of 
different shapes of response time distributions for different items.  
 Mixture Models. The estimation of item and person parameters in the IRT models 
could be greatly biased by the speededness. Most IRT models assume that an examinee 
seeks to answer an item correctly by carefully considering each part of the item; therefore, 
the probability of obtaining a correct response increases monotonically as the examinee’s 
ability increases. However, if the examinee answers the item quickly without processing 
the meaning of the question, the correct response probability becomes independent of the 
ability, and the assumption of IRT models fails in this situation (Wise & Kong, 2005). 
The two types of behaviors that an examine might employ during a test are named as the 
solution behavior and the rapid guessing behavior respectively (Schnipke & Scrams, 
1997; Wise & DeMars, 2006). Under the solution behavior, the probability of answering 
an item correctly will be a monotonically increasing function of the examinee’s 
proficiency. Under the rapid-guessing behavior, the probability of a correct response is a 
constant regardless of the examinee’s proficiency. Response times will provide 
information to better distinguish these two types of behaviors.  
 Two-state mixture models (Luce, 1986; Townsend & Ashby, 1983) were applied in 
some studies to account for the effect of the rapid guessing behavior. A HYBRID model 
of the IRT models and latent class model (Yamamoto, 1989) was first developed and 
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applied for the examinees with either the solution behavior or the rapid guessing 
behavior. This model essentially assumes the rapid-guessing behavior happens only 
toward the end of the test and it doesn’t allow for switching back and forth between the 
two types of behaviors, whereas in reality the rapid guessing behavior can be found 
throughout the test.  
Schnipke and Scrams (1997) used a two-state mixture model to measure 
speededness. They inspected where the distributions of the rapid-guessing and the 
solution behavior crossed for each item and used the cross points as the thresholds of 
response times. Their two-state mixture model decomposed the distribution of observed 
response times for each item into two weighted components: one for response times from 
the solution behavior and one for response times from the rapid guessing behavior. Their 
equation is 
 𝐹((𝜃) = 𝜌(	𝐹v( + (1 − 𝜌(	)𝐹}(, (12) 
where 𝐹v( is the distribution of the responses times for solution behaviors for item 𝑗, 𝐹}( 
is the distribution of the response times for rapid guessing behaviors for item 𝑗,  𝜌(	 is the 
proportion of solution behaviors of item 𝑗. This model assumes an increasing proportion 
of rapid-guessing behaviors toward the end of the test.  
Wise and Kong (2005) developed an index called response time effort (RTE) to 
measure an examinee’s overall test taking effort using the proportion of test items for 
which the examinee exhibited solution behaviors. The time thresholds distinguishing two 
behaviors were identified by visually inspecting the response time frequency distribution. 
Wise and DeMars (2006) developed an IRT model that incorporated examinees’ effort, 
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represented by response times, and to evaluate the model when the rapid-guessing 
behavior was present. Suppose the solution behavior is represented by a 3PL IRT model 
and the rapid-guessing behavior is represented by a constant probability function 𝑔(, then 
their effort-moderated model is  
 𝑃 𝑋'( = 1 𝜃', 𝑎(, 𝑏(, 𝑐( = 𝑆𝐵'(	{𝑐( + 1 − 𝑐(  qA j[?rA\ qA j[?rA } + (1 − 𝑆𝐵'(	)𝑔(, (13) 
where 𝑎(, 𝑏(, 𝑐( are the discrimination, difficulty and guessing paramters for item 𝑗 and 𝜃' 
is the ability parameter for person 𝑖; 𝑔( equals the reciprocal of the number of response 
options for item 𝑗; 𝑆𝐵'(	is a dichotomous index indicating a solution behavior of person 𝑖 
on item 𝑗, and is treated as known; 𝑆𝐵'(	 = 1 indicates that person 𝑖’s response time on 
item 𝑗 is from a solution behavior. The maximum log-likelihood function of parameter 
estimation works the same as the usual IRT model, since the rapid guessing function is a 
constant. Their study of real data with a sample of sophomores showed that, compared 
with the usual 3PL model, the effort-moderated model fitted the examinees’ response 
patterns better, provided different but more accurate item parameter estimates, had a 
lower information function and a lower reliability for the examinees’ displaying no rapid-
guessing behavior, and showed higher convergent validity through correlations with the 
external variables including SAT-Verbal, SAT-Quantitative and GPA.  
 Wang and Xu (2015) argued that Wise and DeMars’s (2006) model was not 
strictly a mixture model since 𝑆𝐵'(	was determined in advance based on the response time 
distribution. Instead, they proposed a flexible mixture hierarchical model to account for 
the differences within response times and response accuracy arising from solution 
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behaviors and rapid guessing behaviors. They used a latent variable, 𝛥'(, as a binary 
indicator variable indicating whether person 𝑖 responsed to item 𝑗 using a solution 
behavior. Following van der Linden’s (2007) hierarchical framework, on the first level 
they proposed mixture models for response times and for response accuracy respectively. 
Their model also serves to identify the specific type of behavior an examinee employs on 
an item.  
Transformation and Distribution of Response Times 
Besides the modeling mechanism and its relationship with response accuracy, 
another issue to consider for response times is the assumed distribution (e.g., lognormal, 
exponential, gamma, Weibull, etc.). Since the variable of response times is non-negative, 
a distribution defined on the entire real continuum is not appropriate for response times 
(van der Linden, 2006). Misspecification of the distribution of response times might 
cause invalid inferences. 
The lognormal distribution has been widely assumed when modeling response 
times (e.g., Thissen, 1983; van der Linden, 2007). For example, Thissen’s (1983) model 
assumed the random error term 𝜀'( of the logtime ln 𝑇'( followed a normal distribution, 
which implied that the model belonged to a lognormal family. Even though the 
assumption that the response times are distributed log-normally is common in response 
time models, other distributions such as the Weibull, gamma, and exponential have also 
been proposed for modeling response times of test items.  
Several studies assume the random variable of times spent on an item, 𝑇, follows 
a gamma distribution (Verhelst et al., 1997) with the probability density function as 
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 𝑔 𝑡 = 𝜕𝑃(𝑇 ≤ 𝑡)𝜕𝑡 = 𝛽𝛤 𝑝 𝑡?\ exp −𝛽𝑡 ,			𝑡 ≥ 0, 𝑝 > 0, 𝛽 > 0. (14) 
If the expectation of this random variable is 𝐸[𝑡] = 𝑝/𝛽, then 𝛽/𝑝 is the speed parameter, 
which represents the expected number of finished items per unit time. Maris (1993) 
formulated a more general gamma distribution for response times with the additive, 
multiplicative, and combined additive-multiplicative models. 
The exponential distribution was chosen in Scheiblechner’s (1979) model, where 
the random variable of response time of person 𝑖 to item 𝑗	has the probability density 
function as 
 𝑓 𝑡'( = 𝜏' + 𝛾( exp − 𝜏' + 𝛾( 𝑡'( 	, (15) 
where 𝜏' is the person speed parameter; 𝛾( is the item speed parameter and can be further 
decomposed into  
 𝛾( = 𝛼(𝜂\ + 𝑐, (16) 
where 𝛼( is the weight specifying the experimental design or the psychological model; 𝜂 is the time intensity parameter of component 𝑘; 𝑐 is the normalization constant. 
The Weibull distribution has also been applied in some studies (e.g., Loeys et al., 
2011; Rouder et al., 2003). There are three properties of response times that should be 
considered when specifying its distribution: 1) participant and item variability; 2) 
increasing variance with means, 3) a non-zero minimum value (Rouder, Tuerlinckx, 
Speckman, Lu & Gomez, 2008). A log-transformation of response times could satisfy the 
first two properties, but not the last property. Rouder et al. (2003; 2008) showed a shifted 
three-parameter Weibull distribution could satisfy the three properties.  
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On condition that the lognormal transformation might violate the normality 
assumption, a broader class of Box-Cox transformations were consider to model response 
times. With the Box-Cox normal model (Klein Entink et al., 2009), a power parameter 
was used to represent the transformation. Note that the lognormal distribution is a special 
case of the Box-Cox transformation.  
Except for deciding a proper distribution for response times, Ranger and Kuhn 
(2012) indicated that the distribution of response times differed dramatically across items 
within a test. Therefore, a flexible model relaxing the assumption of the response time 
distribution is usually preferred.  
 From the discussion above, we can see that in contrast to modeling response 
accuracy, there is much less agreement on what approach and which model to use for 
response times. Despites the number of modeling approaches and the candidate 
distributions to choose from, how to model the response times still seems arbitrary to 
certain extent.   
 
Latent Trait behind Response Times 
One reason for the disagreement about modeling response times is that there is 
not much clarity on the nature of the latent trait behind the response times. This section 
discusses the concepts of response times and speed, the relationship between speed and 
accuracy, and the construct of fluency and automaticity.  
Response Times and Speed. The concepts of ability (i.e., level, power) and 
speed were proposed by Thorndike, Bregman, Cobb, & Woodyard (1926) and were 
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empirically defined by the produced products, which are the item responses, and the 
required time to produce products, which are the response times. A variety of studies 
have been conducted to conceptualize the latent trait underlying the observed responses 
and response times, in the field of psychometrics (e.g., van der Linden, 2007; Wang & 
Hanson, 2005) and the field of cognitive psychology and information processing (e.g., 
Partchev & De Boeck, 2012; Ratcliff & Smith, 2004). According to van der Linden 
(2009), response time and speed are two different concepts, but are closely related. The 
response time of an item can be decomposed into two parameters: one for the speed of 
the person and one for the time intensity of the item. This can be written as 
 𝑡'( = 𝛽(∗𝜏'∗ 		, (17) 
where 𝑡'( is the response time of person 𝑖	to item 𝑗; 𝛽(∗ is the time intensity parameter of 
item 𝑗; 𝜏'∗ is the speed parameter of person 𝑖. Controlling for the time intensity of items 
across the test, response time becomes a linear function of the person’s speed.   
Speed and Ability. Ability and speed are defined as the fundamental concepts to 
be considered for cognitive tests (Thorndike et al., 1926). The relation between speed and 
ability is controversial. Earlier in psychology, speed and level were assumed dependent 
on the same ability (Spearman, 1927); later on, studies concluded that speed and accuracy 
were distinct since they loaded on different factors (Davidson & Carroll, 1945). Some 
psychometric literature regards response times and accuracy as two independent 
constructs, with a very low or negative correlation (van der Linden et al., 1999; van der 
Linden, 2009). Hambleton and Swaninathan (1985) argued that speed and ability 
components would require separate dimensions. Partchev, De Boeck and Steyer (2013) 
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used a verbal analogy test with time limits and found that speed and ability were more or 
less uncorrelated. 
On the other hand, some studies suggest that ability and speed jointly affect 
response behaviors in assessment instruments (e.g., Lohman, 1989; van der Linden, 
2009). The speed-accuracy tradeoff has been discussed in studies of experimental 
psychology and cognitive psychology. The tradeoff suggests an examinee’s response 
accuracy rate might decrease if the examinee chooses to perform a task quicker (Dennis 
& Evans, 1996; Kahane & Loftus, 1999). According to Schnipke and Scrams (1997), the 
accuracy rate as a function of response time doesn’t seem to be linear: accuracy levels are 
low with short response times, and rise to higher levels with longer response times, and 
reach a plateau when adding response times don’t increase accuracy. Also, the correlation 
between accuracy and speed differs depending on the test content and context (Schnipke 
& Scrams, 2002).  
The current study considers a joint perspective of speed and accuracy and how 
they describe the examinees’ behaviors in the reading comprehension test.  
Fluency and Automaticity. Reading comprehension fluency, also called 
comprehension automaticity, is an important skill for readers to develop. The reading 
literature relates the accuracy and speed and defines their composite as fluency or 
automaticity (Chard, Vaughn, & Tyler, 2002; LaBerge & Samuels, 1974). In LaBerge 
and Samuels’s (1974) theory of automatic information processing, they indicated that 
learning to read involves increasing automaticity in processing word unites into 
recognizable words and connecting the words when reading a passage. The reader’s 
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understanding of the meaning of the text is based upon the cognitive processing of units, 
words and connected text. Therefore, reading comprehension fluency or comprehension 
automaticity is crucial for the development of reading comprehension. Students with 
reading or learning disabilities are more at risk of difficulties in reading comprehension 
fluency (Meyer & Felton, 1999). Speed plays a prominent role in improving the cognitive 
processing. Perfetti (1985) suggested that slow word processing speed interferes with 
reading comprehension fluency by consuming the working memory with words, and 
therefore, preventing the reader from thinking about the content while reading. The 
current study denotes the speed of choosing a correct response as comprehension 
efficiency. Different from comprehension accuracy, comprehension efficiency is defined 
as the rate at which one can arrive at a correct response, and it reflects the speed to 
achieve accuracy.  
Previous studies implied that fast responses are processed differently than slow 
responses. Information processing is based on two fundamental modes: controlled and 
automatic. It is difficult to suppress or to alter an automatic process once learned. 
Specifically, fast responses require more automatic processing whereas slow responses 
require more controlled processing (Goldhammer, Naumann, Stelter, Tóth, Rölke, & 
Klieme, 2014; Petscher et al., 2015; Shiffrin & Schneider, 1977). Partchev and De Boeck 
(2012) indicated that fast correct responses and slow correct responses involved different 
processes and abilities in a matrices test and a verbal analogies test. However, their model 
started from the differentiation between fast and slow and then made further 
differentiation between correct and incorrect conditional on the speed; therefore, their 
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study was not about the construct of fluency. Instead, the current study starts from the 
model of accuracy and then further differentiated it by speed. In an effort to measure 
whether there are different cognitive processes behind the same accurate responses in a 
reading comprehension test, the current study focuses on providing information about 
comprehension efficiency. Based on the reading literature, the current study denotes the 
comprehension accuracy and comprehension efficiency as indicators of reading 
comprehension fluency. 
In most of the previous studies in fields of psychometrics or cognitive psychology, 
the response time data has been treated as a continuous variable. On the contrary, 
Partchev et al. (2013) treated the response time as a dichotomous variable by categorizing 
the item response times into fast and slow using the empirical median as the cut off. 
Similarly, instead of treating response times as continuous variables, the current model 
dichotomizes the item response times based on whether or not the response is reached in 
a time interval above or below the cut-off – median in this case. There are several 
advantages of using a median split of response times. First of all, as I discussed before, 
even though there exist various models for response times, there is little agreement on 
which ones to use. By dichotomizing the response times, the current study is able to 
utilize the usual IRT approach and avoids the complexity of choosing from the various 
existing models of response times. Second, there have been debates regarding what 
distribution the random variable of response times follows. As discussed above, 
distributions such as lognormal (van der Linden, 2006; 2007), gamma (Maris, 1993; 
Verhelst et al., 1997), Weibull (Rouder et al., 2003) were used to model response times; 
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transformations on response time variables such as logarithm or Box-Cox transformation 
(Klein Entink et al., 2009) were applied in previous studies. In the current study, by using 
the median split to dichotomize response times, a response above beyond the median 
becomes invariant with respect to the form of the distribution or a monotone 
transformation of response times; in other words, respondents who are categorized as fast 
regarding the median will not change as a function of the chosen distribution or the 
transformation method. Third, since a respondent who guesses tends to proceed rapidly, 
approaches treating the response time as continuous variables might end up giving more 
credit than necessary to those fast guessers and therefore, bias our estimation of person 
ability parameters. To avoid this, the current model scores the response time data into 
dichotomous variables and gives the same credit to fast guessers and fast-and-accurate 
respondents in terms of speed. One disadvantage of treating response times as a 
dichotomous variable is that one would end up losing information; however, given the 
benefits I discussed, the current study dichotomizes the item response time data using a 
median split, and utilizes the IRT based models which do not require a lot of 
computational power.  
 
Polytomous Models and Conditional Models 
The current study connects response times with response accuracy to the concepts 
of fluency and automaticity in the reading literature, which refers to a response that is 
accurate and appropriately fast. The current study intends to investigate the construct 
behind fluency, in other words, when the respondents answer the item correctly, could 
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they answer this item fast? If the examinee answers an item correctly and fast, then I 
assume it is an automatic process for the examinee to understand the meaning of the item; 
if the examinee answers an item correctly but slow, then I assume the automatic process 
of reading comprehension is not fully developed yet.  
Unidimensional Polytomous Models. To understand the latent trait measured in 
the proposed reading assessment, I proposed two approaches to model the reading 
comprehension fluency. The first approach involves different polytomous models. By 
incorporating the response time categories, the dichotomous responses of accuracy are 
transferred into polytomous responses of reading comprehension fluency. The 
polytomous scoring of an item provides more information than the dichotomous scoring 
of the same item (Samejima, 1969). The section below discusses several unidimensional 
models for polytomously scored items, with either ordinal categories or nominal 
categories.  
Partial Credit Model. One popular parametric IRT model for the polytomous 
items with ordinal categories is the partial credit model (PCM; Masters, 1982). It was 
originally developed for analyzing test items that require multiple steps and for which it 
is important to assign partial credit for completing several steps in the solution process. 
The PCM is a divide-by-total IRT model and can be considered as an extension of the 
Rasch Model. 
Let 𝛸( = 𝑙; 𝑙 = 1,… , 𝐿, then the probability of an examinee with ability 𝜃 getting 
to category 𝑥 of item 𝑗 is denoted as 
 𝑃( 𝜃 = e j?Ae j?Ax 	, (18) 
   27 
 
where item 𝑗 is scored 𝑥 = 0,… ,𝑚, with 𝐿 = 𝑚 + 1 categories; 𝛿( is the difficulty 
parameter of step 𝑙 on item 𝑗. For the step 0, the equation is written as  
 𝑃( 𝜃 = 1e j?Ax 	. (19) 
General Partial Credit Model. If the item-level discrimination parameter is 
included and is held constant across the item steps of the same item, the generalized 
partial credit model (GPCM) is obtained (Muraki, 1992), and the probability function in 
equation (18) becomes 
𝑃( 𝜃 = e qA j?Ae qA j?Ax 	, (20) 
where 𝑎( is the discrimination parameter common across all steps, but unique to item 𝑗. 
Fixing 𝑎( = 1 across items the equation reduces to the PCM. The GPCM allows the 
possibility of identifying item response options that may be redundant with each other.  
Graded Response Model. Another parametric IRT model for the polytomous 
items with ordinal categories is the graded response model (GRM) (Samejima, 1969). Let 𝛸( = 𝑙; 𝑙 = 1,… , 𝐿, and define 𝑎( as the item discrimination parameter for item 𝑗, 𝜆( as 
the threshold parameter for item 𝑗 in category 𝑙. The logistic form of the unidimensional 
GRM is: 
 𝑃( 𝜃 = 𝑃 𝛸( ≥ 𝑙 𝜃 = e qA j?¡A1 + e qA j?¡A 	, (21) 
where 𝑃( 𝜃  represents the probability of an examinee with ability 𝜃 choosing category 𝑙 
or a higher category for item 𝑗. Similarly, the probability of an examinee with ability 𝜃 
choosing category 𝑙 + 1 or a higher category for item 𝑗 is denoted as 
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 𝑃(,\ 𝜃 = 𝑃 𝛸( ≥ 𝑙 + 1 𝜃 = e qA j?¡A,¢£1 + e qA j?¡A,¢£ 	. (22) 
Note that 𝑃 𝛸( ≥ 0 𝜃 = 1 and 𝑃 𝛸( ≥ 𝐿 + 1 𝜃 = 0. The probability of choosing 
category 𝑙 for item 𝑗 is then 
 𝑃( 𝜃 = 𝑃( 𝜃 − 𝑃(,\ 𝜃 = e qA j?rA1 + e qA j?rA − 	 e qA j?rA,¢£1 + e qA j?rA,¢£ 	, (23) 
where 𝑃( 𝜃  is the probability of a randomly selected examinee with latent trait 𝜃 for 
item 𝑗 in category 𝑙.  
Nominal Response Model. In the situation where item response options are not 
necessarily ordered, the nominal response model (NRM; Bock, 1972) can be used. For an 
examinee with ability 𝜃, the item response function for the NRM is  
 𝑃( 𝜃 = e qAjuA1 + e qAjuA\ 	, (24) 
where 𝑎( is the discrimination parameter and 𝑐( is the location parameter. The NRM has 
been proposed to account for guessing behaviors for examinees with low ability in a 
reading comprehension test (e.g., Thissen, Steinberg, & Mooney, 1989). 
 
Conditional Response Models. The second approach is a conditional approach. 
A concept named the response contingent item response theory (RCIRT) is introduced 
(Davison et al., 2016). In the RCIRT, the model of a response to an item is contingent on 
responses to one or more earlier items, for example, whether item 𝑗’s response variable 𝑋( 
satisfies a specified model is contingent on one or more other observed responses. 𝑋( is 
the dependent item response, which is called the child variable; the item response 
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variable(s) on which it is dependent on, 𝑋(, is called the parent(s) 𝑘 of item 𝑗. In the 
current study, both the parent and child variables are dichotomous variables, however, the 
RCIRT can be readily generalized to polytomous variables. Here I discuss two examples 
in the literature that fit the broad concept of the RCIRT models.  
Andrich & Kreiner (2010). Andrich and Kreiner (2010) were concerned about the 
violation of local independence when the response to one item governs the response to a 
subsequent item. In their example items on two adjacent math problems might violate the 
assumption of local independence, since answering the later item (child) presumes 
answering the earlier item (parent) correctly. Using a Rasch (1960) model, the response 
dependence model can be formulated as a parent model and two child models, each 
conditional on a response of the parent. The probability of people answering the parent 
item 𝑘𝑗 correctly is 
 𝑝( = 𝑃 𝑋( = 1 𝜃, 𝑏( = exp 𝜃 − 𝑏(1 + exp 𝜃 − 𝑏( 	, (25) 
where 𝜃 is the math ability parameter, and 𝑏( is the difficulty parameter of the parent 
item. The probability of answering the child item 𝑗 correctly when people answered the 
parent item 𝑘𝑗 correctly is 
 𝑝(\ = 𝑃 𝑋( = 1 𝑋( = 1, 𝜃, 𝑏(\ = exp 𝜃 − 𝑏(\1 + exp 𝜃 − 𝑏(\ 	, (26) 
where 𝜃 is the math ability parameter, and 𝑏(\ is the difficulty of item 𝑗 for people who 
correctly answered parent item 𝑘𝑗. The probability of answering the child item 𝑗 correctly 
when people answered the parent item 𝑘𝑗 incorrectly is 
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 𝑝(x = 𝑃 𝑋( = 1 𝑋( = 0, 𝜃, 𝑏(x = exp 𝜃 − 𝑏(x1 + exp 𝜃 − 𝑏(x 	, (27) 
where 𝜃 is the math ability parameter, and 𝑏(x is the difficulty parameter of item 𝑗 for 
people who incorrectly answered parent item 𝑘𝑗. These two child models differ on the 
difficulty parameters, but not on the ability parameter.   
 Since the items are not independent any more, the assumption of local 
independence is violated. Therefore, the formulation of the likelihood function involves 
some conditional probabilities, which means the probabilities of the response variables 
are conditional on other observed responses. Given a value of ability 𝜃 in the model of 
Andrich and Kreiner (2010), the likelihood of a response pattern for the parent and child 
items can be expressed as (Davison et al., 2016) 
 𝐿 𝑋(, 𝑋( = 𝑝(¤¥A(1 − 𝑝()\?¤¥A[𝑝(\¤A(1 − 𝑝(\)\?¤A]¤¥A[𝑝(x¤A(1 − 𝑝(x)\?¤A]\?¤¥A = 𝑝(¤¥A(1 − 𝑝()\?¤¥A𝑝(\¤A¤¥A(1 − 𝑝(\)(\?¤A)¤¥A𝑝(x¤A(\?¤¥A)(1 − 𝑝(x)(\?¤A)(\?¤¥A). (28) 
This likelihood function contains the conditional probabilities, which have the parent 
variables as an exponent.  
 To estimate the parameters, the response vector (𝑋(, 𝑋() could be replaced with 
multiple dummy variables, each reflecting a conditional item response model. The child 
variable 𝑥( could be replaced with two dummy variables 𝑌(\ and 𝑌(x:  
 𝑌(\ = 𝑋(, if	𝑋( = 1;𝑚𝑖𝑠𝑠𝑖𝑛𝑔, if	𝑋( = 0. (29) 
 
 𝑌(x = 𝑋(, if	𝑋( = 0;𝑚𝑖𝑠𝑠𝑖𝑛𝑔, if	𝑋( = 1. (30) 
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 Therefore, the child variable 𝑋( could be replaced by 𝑌(\ if the equation is 
conditional on 𝑋( = 1, and 𝑌(x if the equation is conditional on 𝑋( = 0. Equation (26) 
then becomes 
 𝑝(\ = 𝑃 𝑌(\ = 1 𝑋( = 1, 𝜃, 𝑏(\ = exp 𝜃 − 𝑏(\1 + exp 𝜃 − 𝑏(\ 	, (31) 
and Equation (27) becomes  
 𝑝(x = 𝑃 𝑌(x = 1 𝑋( = 0, 𝜃, 𝑏(x = exp 𝜃 − 𝑏(x1 + exp 𝜃 − 𝑏(x 	. (32) 
The likelihood function in Equation (28) can be rewritten in terms of the response 
vector (𝑋(, 𝑌(\, 𝑌(x) as  
 𝐿 𝑋(, 𝑌(\, 𝑌(x = 𝑝(¤¥A(1 − 𝑝()\?¤¥A𝑝(\ªA£(1 − 𝑝(\)\?ªA£𝑝(xªA(1 − 𝑝(x)\?ªA. (33) 
This is because that, when 𝑥( = 1	and 𝑥( = 1, 𝑥(𝑥( = 𝑦(\ = 1; otherwise, 𝑥(𝑥( = 0, 
and 𝑦(\ = 0	or missing. When 𝑥( = 0	and 𝑥( = 1, 1 − 𝑥( 𝑥( = 1 − 𝑦(\ = 1; 
otherwise, 1 − 𝑥( 𝑥( = 0, and 1 − 𝑦(\ = 0 or missing. When 𝑥( = 1	and 𝑥( = 0, 𝑥((1 − 𝑥() = 𝑦(x = 1; otherwise, 𝑥((1 − 𝑥() = 0, and 𝑦(x = 0 or missing. When 𝑥( =0	and 𝑥( = 0, 1 − 𝑥( 1 − 𝑥( = 1 − 𝑦(x = 1; otherwise, (1 − 𝑥()(1 − 𝑥() = 0, and 1 − 𝑦(x = 0 or missing.  
 The Fisher information functions of the child variable 𝑋( and two dummy variable 𝑌(\, 𝑌(x are functions of the same latent trait 𝜃. The information function of the child 
variable 𝑋( varies depending on the value of the parent variable. When the response to the 
parent item is 𝑋( = 1, the probability function of the child variable 𝑋( is 𝑝(\ = 	𝑃(\(𝜃), 
and its information function is  
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 𝐼\ 𝑋( 𝜃 = 𝑝(\­ a𝑝(\ 1 − 𝑝(\  (34) 
where  𝑝(\­ = ®¯A£ j®j . When the response to the parent item is 𝑋( = 0, the probability 
function of the child variable 𝑋( is 𝑝(x = 	𝑃(x(𝜃), and its information function is  
 𝐼x 𝑋( 𝜃 = 𝑝(x­ a𝑝(x 1 − 𝑝(x  (35) 
where  𝑝(x­ = ®¯A j®j . Thus the expected information function of the child variable 𝑋( is  
 𝐸 𝐼 𝑋( 𝜃 = 𝑝( 𝑝(\­ a𝑝(\ 1 − 𝑝(\ + 1 − 𝑝( 𝑝(x­ a𝑝(x 1 − 𝑝(x 		, (36) 
where 𝑝( is the probability when 𝑋( = 1, and 1 − 𝑝( is the probability when 𝑋( = 0.  
 Similarly, the information functions for the dummy variables 𝑌(\, 𝑌(x vary 
depending on the value of the parent variable (Davison et al., 2016). When the response 
to the parent item is 𝑋( = 1, the information function of the dummy variable 𝑌(\ is  
 𝐼 𝑌(\ 𝜃 = 𝑝(\­ a𝑝(\ 1 − 𝑝(\ 		. (37) 
When the response to the parent item is 𝑋( = 0, the information function of the dummy 
variable 𝑌(\ is zero, since 𝑌(\ is missing. Therefore the expected information function for 
the dummy variable 𝑌(\ is 
 𝐸 𝐼 𝑌(\ 𝜃 = 𝑝( 𝑝(\­ a𝑝(\ 1 − 𝑝(\ + 1 − 𝑝( ∗ 0 = 𝑝( 𝑝(\­ a𝑝(\ 1 − 𝑝(\ 			, (38) 
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where 𝑝( is the probability when 𝑋( = 1, and 1 − 𝑝( is the probability when 𝑋( = 0. 
When the response to the parent item is 𝑋( = 0, the information function of the dummy 
variable 𝑌(x is  
 𝐼 𝑌(x 𝜃 = 𝑝(x­ a𝑝(x 1 − 𝑝(x 		. (39) 
When the response to the parent item is 𝑋( = 1, the information function of the dummy 
variable 𝑌(x is zero, since 𝑌(x is missing. Therefore the expected information function for 
the dummy variable 𝑌(x is 
 𝐸 𝐼 𝑌(x 𝜃 = 𝑝( ∗ 0 + 1 − 𝑝( 𝑝(x­ a𝑝(x 1 − 𝑝(x = 1 − 𝑝( 𝑝(x­ a𝑝(x 1 − 𝑝(x 	 (40) 
where 𝑝( is the probability when 𝑋( = 1, and 1 − 𝑝( is the probability when 𝑋( = 0. 
It shows that the expected information function of the child variable is the sum of the 
expected information functions of the two dummy variables, representing in a formula as 
 𝐸 𝐼 𝑋( 𝜃 = 𝐸 𝐼 𝑌(\ 𝜃 + 𝐸 𝐼 𝑌(x 𝜃 	. (41) 
The Fisher information function does not take into account the situation when the 
response variable is missing. It is necessary to use the expected information function to 
evaluate the information of an RCIRT model. 
 Partchev et al. (2013). Partchev et al. (2013) used the RCIRT approach for the 
verbal analogies and Raven-like matrices tests. They focused on whether the fast correct 
responses and the slow correct responses involved different latent intelligence dimensions. 
Besides response accuracy, response times were recorded and dichotomized into fast and 
slow categories based on a median split per item. Therefore, the parent variable 
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represents the speed, 𝑋( = 1 if the response is answered in a fast way, and 𝑋( = 0 if 
the response is answered slowly; the child variable represents response accuracy, 𝑋( = 1 
if the response is correct, and 𝑋( = 0 if the response is incorrect. Using the Rasch model, 
the model for the parent variable is 
 𝑝( = 𝑃 𝑋( = 1 𝜃, 𝑏( = exp 𝜃 − 𝑏(1 + exp 𝜃 − 𝑏( 	, (42) 
where 𝜃 is the location of the person on the speed dimension, and 𝑏( is the time intensity 
paramater of the item 𝑗. The model for the probability of getting the item correct 𝑗 is 
conditional on the speed of response. When the item is answered fast (i.e., 𝑋( = 1), the 
model for the child variable (correct or incorrect) is 
 𝑝(\ = 𝑃 𝑋( = 1 𝑋( = 1, 𝜃\, 𝑏(\ = exp 𝜃\ − 𝑏(\1 + exp 𝜃\ − 𝑏(\ 	, (43) 
where 𝑏(\ is the difficulty parameter specific to a fast cognitive process of solving the 
item, and 𝜃\ is the intelligence under the fast solution process. When the item is answered 
slow (i.e., 𝑋( = 0), the model for the child variable is 
 𝑝(x = 𝑃 𝑋( = 1 𝑋( = 0, 𝜃x, 𝑏(x = exp 𝜃x − 𝑏(x1 + exp 𝜃x − 𝑏(x 	, (44) 
where 𝑏(x is the difficulty parameter specific to a slow cognitive process of solving the 
item, and 𝜃x is the intelligence under the slow solution process. In Andrich and Kreiner’s 
(2010) models of child variables, the item difficulty parameters are different but the 
underlying dimension is the same math ability. Whereas in Partchev’s (2013) models of 
child variables, the item difficulty parameters are different, and the underlying 
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dimensions are different (i.e.,	𝜃, 𝜃\, 𝜃x), each of which represents a type of intelligence 
associated with a specific cognitive process. Since every item has a parent variable and a 
child variable, the likelihood of the response vector for a person can be formulated as 
(Davison et al., 2016): 
 𝐿 𝑋(, 𝑋(( = 𝑝(¤¥A(1 − 𝑝()\?¤¥A[𝑝(\¤A(1 − 𝑝(\)\?¤A]¤¥A[𝑝(x¤A(1 − 𝑝(x)\?¤A]\?¤¥A( . (45) 
This likelihood function can also be formulated in terms of the response vector 
(𝑋(, 𝑌(\, 𝑌(x), where 𝑌(\, 𝑌(x are dummy variables, each reflecting a conditional item 
response model. The information functions of this model are computed the same way as 
discussed in the example of Andrich and Kreiner (2010). 
The models proposed by Andrich and Kreiner (2010) and Partchev et al. (2013) 
differ in several ways. In Andrich and Kreiner’s (2010) model, the parent variable and the 
child variable correspond to responses on two different items in the test. Both items have 
the same latent trait, which is the math ability; therefore, this model is unidimensional. In 
Partchev et al.’s (2013) model, the parent variable and the child variable correspond to 
two different features, response accuracy and response times, of the same item. This item 
has three different latent traits, which are response speed (denoted as 𝜃), fast intelligence 
(denoted as 𝜃\) and slow intelligence (denoted as 𝜃x).  
In both examples, the response to a child item is dependent on the response to its 
parent item. Therefore the assumption of local independence is violated. The nature of 
the dependency could be represented in several, conditional models for the child item. 
The model for a given person is determined by the person’s response to the parent item. 
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The model can employ different item response functions besides the Rasch model 
(Partchev & De Boeck, 2012; Partchev et al., 2013).   
RCIRT for Reading Comprehension Fluency. To model the reading 
comprehension fluency through the reading comprehension test, an RCIRT model is 
proposed. This section discusses the RCIRT used to model reading comprehension 
fluency proposed in the current study. To measure the reading comprehension fluency 
using a newly developed reading comprehension test, the response and response times 
were recorded; therefore, two response variables for each item were generated, among 
which the parent variable of item 𝑗 was the response accuracy: 𝑋( = 1	if the response 
was correct and 𝑋( = 0 if the response was incorrect. A 2PL IRT model was posited for 
the parent variable as 
 𝑝( = 𝑃 𝑋( = 1 𝜃, 𝛼(, 𝑏( = exp[𝛼( 𝜃 − 𝑏( ]1 + exp[𝛼( 𝜃 − 𝑏( ]	, (46) 
where 𝛼( is the discrimination parameter for item 𝑗, 𝑏( is the difficulty parameter for 
item 𝑗, and 𝜃 in this model is interpreted as the latent trait of reading comprehension: 
examinees with high 𝜃 estimates are described as good comprehenders and those with 
low 𝜃 estimates are described as poor comprehenders.  
 The child variable denotes the speed of choosing a correct response, which we 
call the comprehension efficiency. The child variable of item 𝑗, 𝑋(, can be replaced by a 
dummy variable 𝑋(\, where 
 𝑋(\ = 𝑋(, if	𝑋( = 1;𝑚𝑖𝑠𝑠𝑖𝑛𝑔, if	𝑋( = 0. (47) 
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Therefore, 𝑋(\ = 1	if a correct response was chosen in a fast way, 𝑋(\ = 0	if a correct 
response was chosen slowly, and 𝑋(\ is missing if an incorrect response was chosen. The 
proposed RCIRT model for the response conditional variable is a 2PL IRT model 
conditional on 𝑋( = 1, with the probability as 
 𝑝(\ = 𝑃 𝑋(\ = 1 𝑋( = 1, 𝜃\, 𝛼(\, 𝑏(\ = exp[𝛼(\ 𝜃\ − 𝑏(\ ]1 + exp[𝛼(\ 𝜃\ − 𝑏(\ ]	, (48) 
where 𝛼(\ is the discrimination parameter specific to an efficient process of solving item 𝑗, 𝑏(\ is the difficulty parameter specific to an efficient process of solving item 𝑗, and 𝜃\ 
is interpreted as the propensity of choosing a correct response fast over choosing a correct 
response slowly. A high 𝜃\ estimate indicates a tendency of comprehending efficiently 
and a low 𝜃\ estimate indicates a tendency of comprehending inefficiently.  
 Two information functions can be computed for the dimension 𝜃\ of the child 
variable. The first is the information function assuming a value of 𝑋(\ for each item. This 
information function for item 𝑗 can be computed using Equation (37) and a sum of the 
information functions for all items is the test information. The second is the expected 
information function taking into account the missing data on the conditional child 
variable 𝑋(\. To compute the expected information function for each 𝜃\ value, Equation 
(38) is updated into: 
 𝐸 𝐼 𝑌(\ 𝜃\ = 𝑝((𝜃)	°	?° 𝑓 𝜃|𝜃\ 𝑑𝜃 ∗ 𝑝(\­ a𝑝(\ 1 − 𝑝(\ 	 (49)
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where 𝑓 𝜃|𝜃\  is the conditional probability density function for 𝜃 given 𝜃\. The product 
of 𝑝((𝜃)	°	?° 𝑓 𝜃|𝜃\ 𝑑𝜃 is equvalent to the proportion of people with a score of 𝜃\ who 
can answer the item 𝑗 correctly. The estimation assumes 𝜃, 𝜃\ ~	𝑁a 𝟎, 𝜮 , where  
𝜮 = 1 𝜌j,j£𝜌j,j£ 1 , 
and 𝜌j,j£ is the correlation between estimates from the parent dimension and estimates 
from the child dimension. The equation (49) assumes that the proportion of people who 
correctly answer the item will vary as a function of 𝜃\ because of the correlation between 𝜃 and 𝜃\. 
Although sharing some similarities, the RCIRT model and the mixture model are 
different, since a strict mixture model is conditional on a latent variable (for example, 𝛥'( 
in Wang & Xu, 2015), whereas the RCIRT model is conditional on an observed variable.  
The RCIRT model has various applications, and the modeling of reading 
comprehension fluency is one example of its applications. For example, the RCIRT 
model can be used for computerized adaptive testing, and can be extended to multiple 
parent variables and multiple children variables if the response model is conditional on a 
dichotomous function of several parent variables. The RCIRT can also be generalized to 
polytomous variables. However, it is important to notice that there could be substantial 
missing data for the RCIRT variables. For example, when a test is very difficult and most 
examinees only get a small amount of items correctly, the missing data for the RCIRT 
variables leads to a large conditional standard errors, and as a result the estimates of the 
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conditional dimension should be interpreted with cautions. Chapter 5 has more discussion 
about the missingness in the RCIRT.  
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Chapter III: Method 
Sample 
A sample of 4,358 students in grade 3-5 from over 50 schools in 13 states 
participated in the Multiple-Choice Online Causal Comprehension Assessment (MOCCA; 
Carlson, Seipel, & McMaster, 2014) study from February 1st to June 16th, 2016. The 
sample was recruited through online solicitation of schools. Three different forms were 
administrated to each grade. A total of 9 forms are used in this study. Each MOCCA form 
is a 40 item, inferential comprehension test. Table 1.1 shows sample size for each form. 
Table 1.1 
Sample Size by Grade and Form 
Grade Form Sample size Grade total 
3 3.1 542 1584 
 3.2 520  
 3.3 522  
4 4.1 521 1500 
 4.2 500  
 4.3 479  
5 5.1 455 1274 
 5.2 416  
 5.3 403  
 
Table 1.2 shows the percentages of students by grade for each of the demographic 
variables: gender, ethnicity, free/reduced lunch or not, special education or not, and 
English-language-learner (ELL) or not.  
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Table 1.2 
Percentages of Students by Grade of Demographic Variables 
 
Grade 3 4 5 
Gender Female 50.3% 50.3% 47.6% 
 
Male 49.7% 49.6% 52.1% 
Ethnicity American Indian 1.6% 0.7% 1.3% 
 
Asian 3.1% 3.0% 1.9% 
 
Hispanic 8.6% 6.8% 4.8% 
 
Pacific islander 19.6% 23.4% 23.1% 
 
White 61.2% 60.3% 62.2% 
 
Two or more 1.4% 1.7% 2.0% 
Free/Reduced Lunch Yes 38.7% 33.9% 29.8% 
 
No 33.0% 30.5% 35.4% 
Special Ed Yes 10.2% 11.4% 12.7% 
 
No 86.0% 84.6% 82.4% 
ELL Yes 9.6% 10.9% 6.3% 
 
No 76.3% 75.9% 82.4% 
  
Instrument  
MOCCA is a multiple-choice, online, causal comprehension assessment, which 
was designed to identify comprehension processes used during reading of narrative texts 
for 3rd grade, 4th grade and 5th grade (Carlson et al., 2014). Every MOCCA test consists 
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of 40 short stories, each of which contains a title and seven sentences with the sixth 
sentence deleted/missing. The consistent format of items is beneficial for the current 
study. There are 9 different online forms, with 3 different online forms per grade: form 
3.1, 3.2, 3.3 for grade 3, form 4.1, 4.2, 4.3 for grade 4, and form 5.1, 5.2, 5.3 for grade 5. 
In addition, each form has one version of forward order of items and another version of 
backward order of items. Each response type is randomized per item. Participants are 
randomly assigned to one of six versions (3 forms x 2 item orders) of the test at their 
grade. 
Participants are required to choose one of three alternative response types to fill in 
the deleted sentence. The correct answer represents a causally coherent inference, which 
closes the causal gap between the 5th and 7th sentences. The incorrect options represent 
each of the two informative distractors: Paraphrase and Lateral Connection. The 
Paraphrase distractor repeats the main character’s goal or a combination of the goal and 
subgoal statements presented in the text. The Lateral Connection distractor elaborates on 
the information in the text.   
Procedure 
MOCCA was administered through an online platform. Students took the 
MOCCA test with computers or tablets in their classrooms or in the school computer 
labs, under the supervision of a trained project staff member. Before the test, students 
were given instructions that they were going to read several short stories, that each story 
has a missing sentence, and that their job was to pick one out of three sentences below 
each story that best completed the story. They could click on the answer choices to see 
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the sentences within the context of the story. There was a sample item to illustrate how to 
complete tests and navigate through the program. Students were not able to skip items. 
There was no time limit of completing the test. After completing all items, students could 
review their previous responses if time allowed. Students with less than ten responses 
were eliminated from the sample. 
Analysis 
The IRT models proposed by the current study follow two approaches 
respectively. The first approach uses the polytomous response modeling. Using the 
polytomous scoring, responses to each item are scored into three categories: 0 = incorrect 
response, 1 = slow and correct response, 2 = fast and correct response. As I discussed, 
fast while being correct is defined as fluent/automatic in the reading literature. The 
polytomous models include the nominal response model (NRM), partial credit model 
(PCM), generalized partial credit model (GPCM) and graded response model (GRM). 
The first model treats the response categories as nominal and the other models treat the 
response categories as ordinal. The reason I include both the nominal model and the 
ordered models is that there might be uncertainty of the cognitive processes behind the 
fast responses and the slow responses. If the fast-correct responses involve more/higher 
ability than the slow-correct responses, a model with ordinal categories could be 
appropriate. If the abilities underlying the fast-correct and slow-correct responses differ 
in nature, a model with nominal categories could be appropriate. The parameterization of 
the nominal model helps to identify the empirical ordering of the categories by inspecting 
the values of item discrimination parameter (de Ayala, 2009). The global fit of the 
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various polytomous models will be compared. A unidimensional 2PL IRT model of the 
parent variables (accuracy data) will be used as the baseline model to compare against, in 
terms of information functions and other criteria. The theta estimates of polytomous 
models will be compared and correlated with the theta estimates of the 2PL IRT model.  
The second approach uses the RCIRT model and scores each of the original 
responses into two dichotomous response variables. The former is the parent variable, 
which indicates whether the response is correct or incorrect (0 = incorrect response, 1 = 
correct response), while the latter indicates whether the correct response is fast or slow. 
The current study refers to the second response variable as the child variable. If the parent 
variable corresponds to a correct response that is chosen with a fast process, the child 
variable is coded as 1; if the parent variable corresponds to a correct response that is 
chosen in a slow process, the child variable is coded as 0. For those whose answer the 
items incorrectly, their responses will be missing in the child variables. The person 
location estimates of the parent variables assess the tendency of being correct in the 
dimension of comprehension ability. The person location estimates of the child variables 
assess the propensity of the examinee to be a fast respondent or slow when solving the 
item correctly. The underlying latent trait of the child variable is interpreted as the 
comprehension efficiency, a dimension reflecting the rate at which one can arrive at a 
correct response.  
Before proposing the RCIRT models, I want to make sure the missingness in the 
child variable is not problematic by checking the sum of accurate scores across forms. 
For the total sample, 92.1% students an
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items in a form; 62.7% students answered more than 20 items correctly out of 40 items in 
a form. Table 2 shows the percentages of students who answered more than 10, 15 and 20 
items correctly for each form. We can see that more than half of the students answered at 
least 20 items correctly for each form. Therefore, the missingness in the child variables is 
not a big concern in the RCIRT model. Chapter 5 has more discussion about the 
missingness. 
Table 2 
Percentages of Students with More Than 10, 15, and 20 Correct Item Responses for 
Different Forms  
Form > 20 correct > 15 correct > 10 correct 
3.1 0.52 0.67 0.87 
3.2 0.50 0.72 0.88 
3.3 0.55 0.74 0.89 
4.1 0.66 0.81 0.93 
4.2 0.66 0.83 0.93 
4.3 0.65 0.77 0.93 
5.1 0.73 0.87 0.96 
5.2 0.74 0.85 0.96 
5.3 0.70 0.82 0.96 
 
For the conditional models, the next chapter will compare the results for a 
unidimensional 2PL IRT model with only parent variables, a unidimensional 2PL IRT 
model with only child variables, a unidimensional 2PL IRT model with combined parent 
variables and child variables (which is referred to as an automaticity model), and a two-
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dimensional IRT model with comprehension ability being the first dimension and 
comprehension efficiency the second dimension.   
The same analyses will be applied to each of the three forms at each grade. If the 
observed pattern is consistent within grade, measures could be averaged within grade. If 
there is significant difference across forms, I will then compare forms within grade, since 
the forms within grade were designed to be parallel; and I will compare forms across 
grade, since it could be a result of grade differences.  
Measures 
This section discusses the evaluation criteria used for both approaches as 
dependent variables. I follow a similar procedure and analyze each of the nine test forms 
thoroughly using the measures discussed below: 
Polytomous Models. The measures that I will use to compare the polytomous 
models and the unidimensional 2PL IRT model with only accuracy variables are:  
1) Global model fit statistics, including -2 log likelihood (-2LL), RMSEA, and 
information criteria AIC (Akaike, 1974), BIC (Schwarz, 1978). 
2) Marginal reliability. The marginal reliability (Green, Bock, Humphreys, Linn, & 
Reckase, 1984) uses the classical definition of reliability as proportion of variance in 
the test score due to true score: 
 𝜌 = 𝜎ja − 𝜎³a𝜎ja = 1 − 𝜎³a𝜎ja		, (50) 
where the true score variance is computed as the test score variance minus error 
variance. There are two ways to compute the marginal reliability coefficient. The 
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theoretical reliability considers the theoretical distribution of the latent trait as the 
standard normal distribution, therefore 𝜎ja = 1 and Equation (50) becomes 
 𝜌 = 1 − 𝑆𝐸ja, (51) 
where the error variance is approximated by the average squared standard error 𝑆𝐸ja. 
The empirical reliability considers the standard errors for the estimated sample scores, 
and is computed in the following formula:  
 𝜌 = 1 − 𝑆𝐸ja𝜎ja  (52) 
where 𝜎ja is the variance of estimated theta scores and 𝑆𝐸ja is the average standard 
error variance of the estimated theta scores. 
3) Information function. The information function of the polytomous models will be 
compared with the information functions of a unidimensional 2PL IRT model of the 
parent variables only. I will compare the average information function measured over 
the theta continuum from -2.8 to 2.8. Graphs and tables comparing information 
functions across the theta continuum from -2.8 to 2.8 will be shown. 
4) Correlations of theta values. The scatter plots of theta values of each of the polytmous 
models against the unidimensional 2PL model will be plotted to check the degree of 
overlapping.  
5) Expected and empirical category characteristic plots. The expected and empirical 
frequency of people choosing each of the categories will be plotted against their theta 
values respectively. It shows how well the estimates of the selected model represent 
the data.   
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Conditional Models. The measures that I will use to compare the 2PL IRT model 
with only parent variables, the 2PL IRT model with only child variables, the 2PL IRT 
model with combined parent variables and child variables, and the MIRT model with 
combined parent variable and child variables are  
1) Global model fit statistics: including -2LL, RMSEA, AIC, BIC. 
2) Marginal and subscore reliability. For the unidimensional 2PL IRT model, theoretical 
and empirical reliability coefficients are used to compute the marginal reliability. For 
the MIRT model, the subscore reliability is computed (Thissen & Wainer, 2001). 
3) Information function. At each grade I compute and compare the information function 
of parent variables, information function of child variables, and expected information 
function of child variables. Two information functions can be computed for the child 
variables: the Fisher information function for a child variable is computed using 
Equation (37), while the expected information function for a child variable is 
computed using Equation (49). The expected information function taking into account 
missingness in the child dimension would provide useful and practical information 
concept in that application. The test information for the conditional dimension, given 
all the responses are present, is a rather rare situation in which the examinee answered 
every item correctly. Also the information functions of the combined parent and child 
variables are computed in the unidimensional case and in the multidimensional case. 
Specifically, in the MIRT model the information function is computed in the direction 
of latent trait. Plots are presented to compare the Fisher information or expected 
information curves in the unidimensional case. 
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4) Average conditional standard error for each person over the theta values of (-2.5, -1.5, 
-0.5, 0.5, 1.5, 2.5).  
5) Correlation of the theta estimates of ability dimension and efficiency dimension will 
also be computed to examine the extent to which the two latent traits are overlapped.   
 
 Connecting Polytomous Models and Conditional Models. To examine the 
relationship of latent traits underlying the polytomous model and the RCIRT model, 
correlation of the theta estimates of the polytomous model and those of the RCIRT model 
will be obtained. 
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Chapter IV: Results 
  
This chapter presents the results for the polytomous models and the conditional 
models. Before presenting the results, the assumption of response times is checked 
against the presence of abnormal behaviors in the data, such as rapid guessing, that could 
bias the results. In the end, a summary is presented to compare the chosen polytomous 
model and the chosen RCIRT model.  
 
Response Times 
It is assumed that the examinee will give adequate effort when taking the 
MOCCA test. I would like to check the response times to see whether the assumption is 
violated. For each form, Figure 1 and Figure 2 present the histograms of log-transformed 
response times for the item-person combinations for all the item responses and for all the 
correct item responses respectively. According to previous studies (Meyer, 2010; 
Schnipke & Scrams, 1997; Wang & Xu, 2015), response times obtained through the 
mixture of solution behavior and rapid guessing would display a bimodal distribution. In 
Figure 1 and 2, there is no pattern of bimodal distribution detected in the response time 
distribution for all the item responses or for all the correct item responses in each form. 
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Figure 1. Histogram of log-transformed response times for all item-person combinations 
in each form 
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Figure 2. Histogram of log-transformed response times for all correct-item-person 
combinations in each form 
 
The person-level response time trajectories are plotted to further identify 
examinees’ testing behaviors. The person-level response time trajectories of all forms 
display a similar pattern; therefore I only use Form 3.1 as an example in Figure 3 and 
Figure 4. Figure 3 shows the accumulated number of items answered as a function of the 
accumulated log-transformed response time for examinees of Form 3.1. Each line 
indicates the trajectory of items vs. response time for one examinee. If an examinee used 
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a rapid guessing behavior starting at a certain point, his/her trajectory would turn upward 
sharply, indicating an extremely short time interval of solving a set of items. Figure 3 
shows the average trajectory is approximately linear, suggesting that examinees of Form 
3.1 worked at a nearly constant speed throughout the test. In other words, the examinees 
tend to use one type of behaviors during the test, rather than switching to different testing 
behaviors. The “slopes” of the trajectory suggest that most examinees took the solution 
behavior throughout the test. 
 
Figure 3. Accumulated number of items answered against the accumulated log-
transformed response time for each examinee of Form 3.1. 
  
Similarly, Figure 4 presents the accumulated number of items answered correctly 
as a function of the accumulated log-transformed response time of corresponding correct 
item responses for examinees of Form 3.1. No sharp upward trajectories are detected, 
suggesting that it is unlikely that correct answers are results of rapid guessing behaviors. 
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After examining the distributions and trajectories of response times in Figure 1 – 4, 
examinees with abnormal behaviors, such as rapid guessers, are not a major concern for 
our data. No evidence of violation of the assumption is found.  
 
Figure 4. Accumulated number of items answered correctly against the accumulated log-
transformed response time of the correct item responses for each examinee of Form 3.1. 
 
Polytomous Models 
The ANOVA tests were conducted to check if there is a difference of mean theta 
estimates between forms within grade. The ANOVA tests for within grade show that for 
each of the models, there is no significant difference of theta estimates between different 
forms within each grade.  
The initial analyses indicate the nominal response model doesn’t perform well on 
the measuring criteria. For example, for the fit indices, the nominal response models have 
the highest RMSEA. The item discrimination parameters of the nominal response models 
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are ordered increasingly (i.e., a0 < a1 < a2) for items across forms, which are expected 
when items are truly ordinal (de Ayala, 2009). Also, correct and incorrect are clearly 
ordered categories, so a purely nominal model is not appropriate. Therefore, I only 
consider polytomous models for ordinal responses, including the partial credit model, 
generalized partial credit model, and graded response model. The decision of choosing 
the ordinal response models over the nominal response model is in agreement with the 
theory of reading comprehension fluency. 
The theoretical marginal reliabilities and empirical marginal reliabilities of 
different models for each form are shown in Table 3 and Table 4. The differences of the 
two reliabilities were discussed in Chapter 3. The unidimensional 2PL model has lower 
marginal reliabilities (either theoretical or empirical) than any of the polytomous models. 
Among them, the graded response models maintain the highest marginal reliabilities 
across forms.  
 
Table 3 
Theoretical Reliabilities of PCM, GPCM, GRM, and 2PL Models across Forms 
Form PCM GPCM GRM 2PL 
3.1 0.931 0.936 0.942 0.912 
3.2 0.919 0.927 0.933 0.907 
3.3 0.925 0.931 0.938 0.902 
4.1 0.935 0.938 0.944 0.892 
4.2 0.937 0.940 0.945 0.893 
4.3 0.931 0.935 0.940 0.894 
5.1 0.930 0.936 0.942 0.887 
5.2 0.937 0.941 0.946 0.874 
5.3 0.940 0.944 0.950 0.883 
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Table 4 
Empirical Reliabilities of PCM, GPCM, GRM, and 2PL Models across Forms 
Form PCM GPCM GRM 2PL 
3.1 0.919 0.925 0.932 0.904 
3.2 0.905 0.915 0.922 0.897 
3.3 0.909 0.916 0.925 0.891 
4.1 0.925 0.928 0.934 0.887 
4.2 0.927 0.930 0.935 0.887 
4.3 0.917 0.922 0.928 0.886 
5.1 0.925 0.931 0.936 0.887 
5.2 0.929 0.935 0.938 0.874 
5.3 0.934 0.939 0.945 0.885 
 
I averaged the theoretical marginal reliabilities and the empirical mariginal 
reliabilities over forms within each grade to examine the changes of reliability across 
grade levels. The results in Table 5 suggest that as grade goes up, the reliability of each 
of the polytomous models increases whereas the reliability of the 2PL model decreases. 
The upward trend of reliability of the polytomous models is expected since there should 
be more responses that are accurate (as shown in Table 2) and fast as the grade goes up. 
This suggests the advantage of a polytomous model over the 2PL model since it is able to 
capture the information reflected by changes of grade.  
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Table 5 
Marginal Reliabilities of PCM, GPCM, GRM, and 2PL Models across Grades 
 Grade PCM GPCM GRM 2PL 
Theoretical 3 0.925 0.931 0.938 0.907 
 4 0.934 0.937 0.943 0.893 
 5 0.936 0.940 0.946 0.881 
Empirical 3 0.911 0.919 0.926 0.897 
 4 0.923 0.927 0.932 0.887 
 5 0.929 0.935 0.940 0.882 
 
 
To check if the different models measure the same latent trait, I checked the 
Pearson correlations of the theta estimates of different polytomous models and the 
unidimensional 2PL model. The correlation matrices of theta estimates for each form are 
displayed in Table 6.1. The theta estimates of different polytomous models are all highly 
correlated. The correlations of theta estimates of the unidimensional 2PL model with 
those of polytomous models are above .80. This suggests the abilities measured in the 
polytomous models are not exactly the same as the ability measured in the 
unidimensional 2PL model, but they are highly similar. The correlation between the 
unidimensional 2PL model and each of the polytomous models decreases as the grade 
goes up. For forms within each grade, the correlations between different polytomous 
models are very close, whereas the correlations of each polytomous model with the 
unidimensional 2PL model vary across forms. After capturing the response time 
information, the estimation of theta tends to be more reliable across forms within grade.  
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Table 6.1 
Correlation of Thetas for PCM, GPCM, GRM, and 2PL Models of Different Forms 
Form  PCM GPCM GRM 2PL 
3.1 PCM 1     GPCM 0.997 1    GRM 0.991 0.996 1   2PL 0.875 0.872 0.879 1 
3.2 PCM 1     GPCM 0.996 1    GRM 0.991 0.996 1   2PL 0.854 0.849 0.864 1 
3.3 PCM 1     GPCM 0.997 1    GRM 0.991 0.996 1   2PL 0.827 0.822 0.830 1 
4.1 PCM 1     GPCM 0.998 1    GRM 0.995 0.997 1   2PL 0.836 0.832 0.838 1 
4.2 PCM 1     GPCM 0.998 1    GRM 0.994 0.997 1   2PL 0.854 0.851 0.856 1 
4.3 PCM 1     GPCM 0.998 1    GRM 0.993 0.996 1   2PL 0.835 0.829 0.834 1 
5.1 PCM 1     GPCM 0.997 1    GRM 0.992 0.997 1   2PL 0.828 0.817 0.819 1 
5.2 PCM 1     GPCM 0.996 1    GRM 0.993 0.997 1   2PL 0.823 0.810 0.810 1 
5.3 PCM 1     GPCM 0.996 1    GRM 0.992 0.996 1   2PL 0.829 0.815 0.820 1 
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The correlation between theta estimates of polytomous models and the 
dichotomous 2PL model serves as the evidence of validity, I further checked whether 
difference in validity can be accounted for by the marginal reliability. Table 6.2 below 
shows the correlations corrected for unreliability as evidence of validity. After 
corrections for unreliability the correlations increase, especially for grade 3. The theta 
estimates of polytomous models and the dichotomous 2PL model are not perfectly 
correlated, which suggests that the latent traits measured in the polytomous models are 
not exactly the same as the latent trait measured in the unidimensional 2PL model, but 
they are highly similar.   
Table 6.2 
Corrected Correlation of Thetas for PCM, GPCM, GRM Against 2PL Models  
Form  PCM GPCM GRM 
3.1 2PL 0.950 0.944 0.948 
3.2 2PL 0.935 0.926 0.939 
3.3 2PL 0.905 0.897 0.902 
4.1 2PL 0.915 0.910 0.913 
4.2 2PL 0.934 0.929 0.932 
4.3 2PL 0.915 0.907 0.910 
5.1 2PL 0.912 0.897 0.896 
5.2 2PL 0.909 0.893 0.891 
5.3 2PL 0.910 0.893 0.895 
 
Figures 5.1-5.9 display the scatter plots of theta values for each polytomous 
model against the unidimensional 2PL model for all the forms. The scatter plots provide 
further information about where the disparity of the theta estimates is. The theta values 
are scattered on the high end of the theta scale. On the low end of the theta scale, the 
theta estimates of a polytomous model and a 2PL model are highly overlapped. This 
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suggests that the accuracy and speed work together for examinees of lower ability but not 
the same for examinees of higher ability. Unbiased external criteria, which measure more 
than accuracy, are needed to determine if students with the same accuracy abilities are 
actually different. Teacher evaluation could be one example of the external criterion.   
 
 
Figure 5.1. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 3.1 
 
 
Figure 5.2. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 3.2 
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Figure 5.3. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 3.3 
 
Figure 5.4. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 4.1 
 
Figure 5.5. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 4.2 
 
   62 
 
 
Figure 5.6. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 4.3 
 
Figure 5.7. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 5.1 
 
Figure 5.8. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 5.2 
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Figure 5.9. Scatter plots of theta values for the polytomous models against the 2PL model 
of Form 5.3 
 
Table 7 shows the model fit indices of each form, including AIC, BIC, -2 Log 
likelihood (-2LL) and RMSEA. Among all the polytomous models, the graded response 
model consistently fits the best for all the forms. The graded response models have the 
lowest AIC, BIC and -2LL statistics.  
Table 7 
AIC, BIC, -2LL and RMSE of Polytomous Models of Different Forms 
Form 
 
AIC BIC -2LL RMSEA 
3.1 PCM 37068.90 37416.81 36906.90 0.02 
 
GPCM 36872.46 37387.89 36632.46 0.02 
 
GRM 36545.86 37061.29 36305.86 0.02 
3.2 PCM 36752.58 37097.14 36590.58 0.02 
 
GPCM 36571.18 37081.64 36331.18 0.02 
 
GRM 36273.07 36783.53 36033.06 0.02 
3.3 PCM 35851.74 36196.61 35689.74 0.01 
 
GPCM 35685.66 36196.58 35445.66 0.02 
 
GRM 35378.48 35889.40 35138.48 0.02 
4.1 PCM 36522.39 36867.11 36360.40 0.02 
 
GPCM 36450.93 36961.62 36210.92 0.02 
 
GRM 36176.50 36687.19 35936.50 0.02 
4.2 PCM 34852.35 35193.73 34690.34 0.02 
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GPCM 34745.25 35251.00 34505.24 0.02 
 
GRM 34492.21 34997.96 34252.20 0.02 
4.3 PCM 33321.22 33659.13 33159.22 0.02 
 
GPCM 33224.70 33725.30 32984.70 0.02 
 
GRM 33000.73 33501.34 32760.74 0.02 
5.1 PCM 33397.22 33730.97 33235.22 0.02 
 
GPCM 33190.07 33684.51 32950.08 0.02 
 
GRM 32951.48 33445.92 32711.48 0.02 
5.2 PCM 29181.37 29507.86 14509.69 0.03 
 
GPCM 28994.66 29478.34 28754.66 0.03 
 
GRM 28828.90 29312.59 28588.90 0.03 
5.3 PCM 28292.27 28616.18 28130.26 0.02 
 
GPCM 28088.54 28568.41 27848.54 0.02 
 
GRM 27815.18 28295.05 27575.18 0.02 
 
The average test information function along the theta scale of [-2.8, 2.8] was 
calculated for each form and the results are shown in Table 8. The graded response 
models have the highest average test information functions across forms, whereas the 
unidimensional 2PL models have the lowest average information functions across forms. 
Table 8 
Average Information of PCM, GPCM, GRM, and 2PL Model 
Form PCM GPCM GRM 2PL 
3.1 10.77 11.53 12.97 10.51 
3.2 9.21 10.00 11.24 9.23 
3.3 9.87 10.60 12.10 10.43 
4.1 11.41 11.95 13.42 10.81 
4.2 11.70 12.29 13.63 10.67 
4.3 10.67 11.25 12.55 10.92 
5.1 10.60 11.60 12.95 10.18 
5.2 11.76 12.90 14.10 11.07 
5.3 12.34 13.48 15.14 11.56 
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Figures 6.1-6.9 show the test information functions of different models for each 
form. Note that the dimension of the unidimensional 2PL model and the dimension of the 
polytomous models are not identical. Two facts are observed consistently across forms: 
first, the information function of the graded response model is high over a broader range 
of the theta scale. The information function provided by the unidimensional 2PL model is 
concentrated on the lower end of the scale; however, on the higher end of the theta scale, 
the 2PL model doesn’t provide as much information as each of the polytomous models 
does. In other words, the 2PL model provides minimum information for students with 
high abilities, thus using this model to estimate fluent students would not yield precise 
estimates and the corresponding standard errors would be comparatively large. To 
estimate students with theta above zero, the graded response model provides the 
maximum information compared with other models. Second, the information function of 
the graded response model centers at zero, whereas the information function of the 
unidimensional 2PL model centers around -1. In practice, the majority of the population 
is around the theta value of zero, thus a model providing more information at this interval 
is more valuable than models providing more information at other theta intervals. 
Therefore, we prefer the graded response model since it provides the highest information 
function and it outperforms other models when estimating students with theta above zero.  
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 Figure 6.1. Information curve of models of Form 3.1 
 
 
Figure 6.2. Information curve of models of Form 3.2 
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Figure 6.3. Information curve of models of Form 3.3 
 
 
Figure 6.4. Information curve of models of Form 4.1 
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Figure 6.5. Information curve of models of Form 4.2 
 
 
Figure 6.6. Information curve of models of Form 4.3 
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Figure 6.7. Information curve of models of Form 5.1 
 
Figure 6.8. Information curve of models of Form 5.2 
 
 
Figure 6.9. Information curve of models of Form 5.3 
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To explain the center and shape of the test information function of the graded 
response model, I further checked its category information functions at the test level for 
the form average of each grade. Figures 7.1-7.3 below show that the information 
functions for the incorrect response and the fast-correct response are unimodal, while the 
information function for the slow-correct response is bimodal with a minimum around 
theta of 0. Because of the shape and distribution of the category information functions, 
the test information of the graded response model is symmetric at the vertical line of θ = 
0, and is high over a broader range of θ.  
 
Figure 7.1. Category information curves of Grade 3 forms averaged for the graded 
response model  
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Figure 7.2. Category information curves of Grade 4 forms averaged for the graded 
response model 
 
 
 
Figure 7.3. Category information curves of Grade 5 forms averaged for the graded 
response model 
 
The graded response model has the best model fit, the highest reliabilities, and the 
highest average information functions across the theta scale, thus it seems to be a proper 
model to be used in the polytomous cases. Using the graded response model, I checked 
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the expected and empirical category functions separately for each form. Figures 8.1 – 8.6 
represent the expected and the empirical category characteristic plots for each grade 
respectively. The vertical axis of the expected category characteristic curves reflects the 
expected frequency of being in each of the categories for a subject with a given theta 
value. The expected curves are produced as the summation of the expected probabilities 
of being in each of the categories over all the items at different theta locations. The 
vertical axis of the empirical category characteristic curves reflects the actual frequency 
of being in each of the categories for a subject with a given theta value.  After putting the 
theta scale into small intervals, the empirical curves are produced as the actual frequency 
of choosing each of the categories averaged across examinees in different theta intervals. 
Since the patterns within grade turned out to be similar, forms within grades were 
averaged. Comparing the expected category curves and the empirical category curves, we 
can see that the peak and the intersection of different categories appear at similar theta 
locations in both plots. The expected plot and its empirical counterpart resemble each 
other to a certain extent. The bumps on the empirical curves are anticipated, which is due 
to the insufficient sample. In general, the expected and the empirical category 
characteristic curves suggest that the graded response model is a good representation of 
the real data.  
Comparing the category curves across grades, we can see that the theta location 
where the slow-correct is the most frequent option shifts to the left of the scale as grade 
goes up. This suggests that the ability interval where the most frequent response is 
answering an item correct but slowly is lower in 5th grade than in 3rd grade. The empirical 
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curves of fast-correct and slow-correct overlap at the lower end of the theta scale in 3rd 
grade and 4th grade, and it is because there are insufficient students at these theta intervals. 
Other than that, the category curves have similar characteristics across grade.  
 
Figure 8.1.  Expected category characteristic curves of Grade 3 forms averaged for the 
graded response model 
 
 
Figure 8.2. Empirical category characteristic curves of Grade 3 forms averaged for the 
graded response model 
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Figure 8.3.  Expected category characteristic curves of Grade 4 forms averaged for the 
graded response model 
 
 
Figure 8.4. Empirical category characteristic curves of Grade 4 forms averaged for the 
graded response model 
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Figure 8.5.  Expected category characteristic curves of Grade 5 forms averaged for the 
graded response model 
 
 
Figure 8.6. Empirical category characteristic curves of Grade 5 forms averaged for the 
graded response model 
 
In general, the polytomously scored models have higher reliability than when the 
item is scored dichotomously. The graded scoring provides the best reliability and model 
fit. In terms of the information function, polytomously scored models tend to provide 
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greater information toward the upper end of the continuum than when item is 
dichotomously scored. The graded scoring results in greater information than other 
polytomous scoring models, particularly above the theta location of 0; moreover, the 
information is over a broader range of theta. The results suggest that combining the 
response times provides greater information.  
Conditional Models 
To further investigate the latent traits underlying the fast-correct and slow-correct 
responses, the next step was to utilize the RCIRT model, where the original response 
variables were scored into sets of parent variables (𝑋() for accuracy and sets of child 
variables (𝑋(­) for efficiency. The correctness of the response is represented by a parent 
item: 𝑋( = 1 if correct, 𝑋( = 0 if incorrect. Conditional on the parent item, a child item 
represents the speed of the response: 𝑋(­ = 1 if fast and 𝑋( = 1, 𝑋(­ = 0	if slow and 𝑋( = 1, 𝑋(­ =	missing if 𝑋( = 0. With the parent variables and child variables, these 
models are built and compared with each other: the unidimensional 2PL model with the 
parent variables only, which we call the 2PL Parent model; the unidimensional 2PL 
model with the child variables only, which we call the 2PL Child model; the 
unidimensional 2PL model with the parent variables and child variables combined, which 
we call the 2PL Parent-Child model; and the multidimensional 2PL model of a simple 
structure with the parent variables and child variables combined, which we call the MIRT 
model. 
Table 9 shows the theoretical marginal reliabilities of unidimensional models for 
each form and for each grade. The unidimensional 2PL model of the combined parent 
   77 
 
and child variables has higher marginal reliabilities than the 2PL models with the parent 
variables only or the child variables only. When comparing the marginal reliabilities 
across grade, we can see that the marginal reliability of the 2PL Parent model decreases 
as the grade goes up, whereas the marginal reliabilities of the 2PL Child model and the 
2PL Parent-Child model increase as the grade goes up. The increase of the marginal 
reliability of the models involving child variables is reasonable, since students in higher 
grades tend to have more accurate responses and therefore have less missing data on the 
child variables. This suggests the advantage of the RCIRT model since it is able to 
capture the information reflected by changes of grade. 
 
Table 9 
Marginal Reliabilities of 2PL Models across Form and across Grade 
Form 2PL Parent 2PL Child 2PL Parent-Child 
3.1 0.912 0.928 0.942 
3.2 0.907 0.926 0.937 
3.3 0.902 0.926 0.938 
Grade 3 0.907 0.926 0.939 
4.1 0.892 0.927 0.943 
4.2 0.893 0.925 0.945 
4.3 0.894 0.926 0.937 
Grade 4 0.893 0.926 0.942 
5.1 0.887 0.926 0.943 
5.2 0.874 0.927 0.948 
5.3 0.883 0.927 0.950 
Grade 5 0.881 0.927 0.947 
 
 
   78 
 
Table 10 
Empirical Reliabilities of 2PL Models and Subscore Reliabilities of MIRT Model across 
Form and across Grade 
Form 2PL Parent 2PL Child 2PL Parent -Child MIRT Parent MIRT Child 
3.1 0.904 0.870 0.936 0.904 0.869 
3.2 0.897 0.871 0.931 0.897 0.871 
3.3 0.891 0.876 0.930 0.891 0.876 
Grade 3 0.897 0.872 0.932 0.897 0.872 
4.1 0.887 0.885 0.939 0.887 0.885 
4.2 0.887 0.878 0.938 0.888 0.879 
4.3 0.886 0.879 0.931 0.886 0.879 
Grade 4 0.887 0.881 0.936 0.887 0.881 
5.1 0.887 0.892 0.938 0.887 0.892 
5.2 0.874 0.897 0.942 0.876 0.897 
5.3 0.885 0.895 0.946 0.885 0.895 
Grade 5 0.882 0.894 0.942 0.883 0.895 
 
Table 10 above shows the empirical marginal reliabilities of the undimensional 
2PL models and the empirical subscore reliabilities of the MIRT model for each form and 
for each grade. The unidimensional 2PL model of the combined parent and child 
variables has higher empirical reliability than the 2PL models with the parent variables 
only or the child variables only. The subscore reliabilities of the MIRT model are almost 
the same as their counterparts of the unidimensional 2PL models. This suggests a low 
correlation between the two dimensions, since subscore reliability of the MIRT is a 
function of the correlation between dimensions. Comparing the empirical reliabilities 
across grade, we can see that the empirical reliability of the 2PL Parent model and the 
subscore reliability of the accuracy dimension decrease as the grade goes up; while as the 
   79 
 
grade goes up, the empirical reliabilities of the 2PL Child model and the 2PL Parent-
Child model increase and the subscore reliability of the efficiency dimension also 
increases. As discussed above, the increase of the empirical reliability of the models with 
child variables is reasonable, since in higher grades students tend to have more accurate 
responses (as shown in Table 2) and therefore have less missing data on the child 
variables. 
 
Table 11 
Correlation of Thetas between Accuracy and Efficiency of 2PL Models and MIRT Model 
Form 2PL Parent vs 2PL Child  
MIRT Parent vs MIRT 
Child (Sample) 
MIRT Parent vs MIRT Child 
(Population) 
3.1 0.01 0.02 0.06 
3.2 -0.10 -0.12 -0.06 
3.3 -0.10 -0.12 -0.06 
4.1 -0.01 0.01 0.06 
4.2 0.08 0.12 0.15 
4.3 -0.03 -0.03 0.00 
5.1 0.07 0.10 0.11 
5.2 0.12 0.16 0.17 
5.3 0.07 0.10 0.13 
 
Table 11 above shows the sample correlation between the theta estimates of 
accuracy and the theta estimates of efficiency for the unidimensional models and for the 
MIRT model, and the population correlation between the accuracy dimension and the 
efficiency dimension for the MIRT model. The correlation between accuracy (parent) and 
efficiency (child) is very low, which is in agreement with the similarity of reliabilities of 
the unidimensional model and the multidimensional model. The low correlation is 
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consistent with findings of Partchev et al.’s (2013) study. No significant difference is 
detected of the correlation between accuracy and efficiency for different models.  
 Table 12 below reports the test information functions averaged across the theta 
scale for the 2PL model with the parent variables only, the 2PL model with the child 
variables only, the 2PL model with the combined parent and child variables, and the 
MIRT model. It also reports the expected information functions for the child variables 
averaged across the theta scale. We can see that the information functions of models with 
the combined parent and child variables are higher than the models with only the parent 
variables or only the child variables.  
 
Table 12 
Average Information of 2PL Models and MIRT Model 
Form 2PL Parent 
2PL 
Child 
Expected 
Child 
 2PL  
Parent-Child 
MIRT  
Parent-Child 
3.1 10.45 12.85 8.03  14.72 11.57 
3.2 9.23 13.42 8.17  13.24 11.35 
3.3 10.43 13.45 8.87  14.34 11.89 
4.1 10.81 11.73 8.35  16.95 11.26 
4.2 10.67 11.08 7.86  16.49 10.95 
4.3 10.92 12.05 8.52  15.64 11.40 
5.1 10.18 11.02 7.94  15.37 10.52 
5.2 11.07 12.76 9.49  17.54 11.77 
5.3 11.56 12.48 9.12  18.60 11.94 
 
 
Table 13 
AIC, BIC, -2LL and RMSEA of Conditional Models of Different Forms 
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Form 
 
AIC BIC -2LL RMSEA 
3.1 2PL Parent 20678.46 21022.08 20518.46 0.03 
 
2PL Child 12646.18 12989.65 12486.18 0.02 
 
2PL Parent-Child 36663.53 37350.48 36343.54 0.06 
 
MIRT Parent-Child 33321.31 34012.55 32999.30 0.02 
3.2 2PL Parent 20994.03 21334.34 20834.04 0.03 
 
2PL Child 11702.37 12042.68 11542.37 0.04 
 
2PL Parent-Child 36347.73 37028.35 36027.74 0.07 
 
MIRT Parent-Child 32694.20 33379.07 32372.20 0.03 
3.3 2PL Parent 19173.22 19513.83 19013.22 0.03 
 
2PL Child 12418.44 12759.05 12258.44 0.03 
 
2PL Parent-Child 35468.27 36149.49 35148.26 0.07 
 
MIRT Parent-Child 31589.34 32274.83 15633.67 0.03 
4.1 2PL Parent 18374.25 18714.71 18214.25 0.03 
 
2PL Child 14682.41 15022.87 14522.41 0.05 
 
2PL Parent-Child 36251.67 36932.59 35931.68 0.07 
 
MIRT Parent-Child 33061.39 33746.57 32739.38 0.04 
4.2 2PL Parent 17626.00 17963.17 17466.00 0.03 
 
2PL Child 14218.74 14555.91 14058.74 0.04 
 
2PL Parent-Child 34622.89 35297.23 34302.90 0.06 
 
MIRT Parent-Child 31843.73 32522.28 31521.72 0.03 
4.3 2PL Parent 16754.50 17088.23 16594.50 0.03 
 
2PL Child 13124.29 13457.86 12964.29 0.04 
 
2PL Parent-Child 32988.45 33655.59 32668.46 0.07 
 
MIRT Parent-Child 29872.07 30543.38 29550.08 0.03 
5.1 2PL Parent 17042.43 17372.06 16882.43 0.03 
 
2PL Child 13430.54 13760.17 13270.54 0.04 
 
2PL Parent-Child 33118.37 33777.62 32798.36 0.07 
 
MIRT Parent-Child 30476.18 31139.54 30154.18 0.03 
5.2 2PL Parent 14187.41 14509.87 14027.41 0.04 
 
2PL Child 12211.77 12534.23 12051.77 0.05 
 
2PL Parent-Child 28903.53 29548.44 28583.54 0.07 
 
MIRT Parent-Child 26400.13 27049.07 26078.12 0.04 
5.3 2PL Parent 13899.36 14219.27 13739.36 0.03 
 
2PL Child 11403.83 11723.74 11243.83 0.04 
 
2PL Parent-Child 27908.02 28547.85 27588.02 0.07 
 
MIRT Parent-Child 25306.66 25950.48 24984.66 0.04 
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The model fit statistics for the unidimensional and multidimensional models are 
presented in Table 13 above. Note that we could only compare the relative fit statistics 
(AIC, BIC, and -2LL) of the undimensional 2PL model and MIRT 2PL model with the 
combined parent and child variables. The MIRT model has smaller AIC, BIC and -2LL 
than the unidimensional 2PL model for each form. In terms of the absolute fit statistics 
(RMSEA), the MIRT 2PL model has smaller RMSEA than other models.  
Figures 9.1-9.9 show the test information functions of the 2PL model with the 
parent variables only, the 2PL model with the child variables only, and the expected 
information functions of the child variables. The expected information function of the 
child variables resembles the shape of the information function of the 2PL child model, 
and they all center around the theta location of 0.  
 
 
Figure 9.1. Parent information, child information and expected child information 
functions for Form 3.1  
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Figure 9.2. Parent information, child information and expected child information 
functions for Form 3.2 
 
 
Figure 9.3. Parent information, child information and expected child information 
functions for Form 3.3 
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Figure 9.4. Parent information, child information and expected child information 
functions for Form 4.1 
 
Figure 9.5. Parent information, child information and expected child information 
functions for Form 4.2 
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Figure 9.6. Parent information, child information and expected child information 
functions for Form 4.3 
 
 
Figure 9.7. Parent information, child information and expected child information 
functions for Form 5.1 
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Figure 9.8. Parent information, child information and expected child information 
functions for Form 5.2 
 
 
Figure 9.9. Parent information, child information and expected child information 
functions for Form 5.3 
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 Table 14 reports the conditional standard error averaged across examinees at 
different theta intervals. The two models with the combined parent variables and child 
variables provide lower standard errors than the models with the parent variables only or 
with the child variables only. In addition, the unidimensional model with the combined 
parent and child variables provides lower standard errors than the multidimensional 
model with the combined variables.  
Table 14 
Average Conditional Standard Error at Different Theta Intervals for Each Form 
Form Model Below -2.5 [-2.5, -1.5] [-1.5, -0.5] [-0.5, 0.5] [0.5, 1.5] [1.5, 2.5] Above 2.5 
3.1 2PL Parent NA 0.319 0.215 0.253 0.379 0.518 NA 
 2PL Child NA 0.519 0.396 0.252 0.328 0.488 NA 
 
2PL 
Parent-
Child 
NA 0.288 0.194 0.215 0.297 0.396 0.511 
 MIRT Parent  NA 0.319 0.217 0.254 0.381 0.521 NA 
 MIRT Child NA 0.517 0.396 0.253 0.329 0.484 NA 
3.2 2PL Parent NA 0.323 0.235 0.266 0.388 0.529 NA 
 2PL Child NA 0.545 0.415 0.253 0.295 0.466 NA 
 
2PL 
Parent-
Child 
NA 0.366 0.205 0.223 0.308 0.430 0.527 
 MIRT Parent  NA 0.324 0.236 0.267 0.389 0.525 NA 
 MIRT Child NA 0.541 0.403 0.249 0.301 0.473 NA 
3.3 2PL Parent NA 0.348 0.215 0.269 0.419 0.553 NA 
 2PL Child NA 0.538 0.419 0.242 0.285 0.484 NA 
 
2PL 
Parent-
Child 
NA 0.373 0.196 0.234 0.307 0.422 0.522 
 MIRT Parent  NA 0.326 0.215 0.268 0.420 0.553 NA 
 MIRT Child NA 0.531 0.415 0.242 0.289 0.498 NA 
4.1 2PL Parent NA 0.273 0.203 0.274 0.438 0.581 NA 
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 2PL Child NA 0.528 0.351 0.246 0.309 0.463 NA 
 
2PL 
Parent-
Child 
NA 0.271 0.170 0.213 0.298 0.407 0.497 
 MIRT Parent  NA 0.257 0.205 0.277 0.442 0.586 NA 
 MIRT Child NA 0.523 0.349 0.242 0.317 0.468 NA 
4.2 2PL Parent 0.432 0.290 0.208 0.282 0.430 0.584 NA 
 2PL Child NA 0.532 0.366 0.269 0.302 0.435 NA 
 
2PL 
Parent-
Child 
NA 0.387 0.183 0.214 0.289 0.395 0.487 
 MIRT Parent  0.433 0.283 0.208 0.280 0.433 0.589 NA 
 MIRT Child NA 0.521 0.376 0.262 0.298 0.430 NA 
4.3 2PL Parent NA 0.268 0.209 0.270 0.441 0.585 NA 
 2PL Child NA 0.538 0.394 0.240 0.294 0.455 NA 
 
2PL 
Parent-
Child 
NA 0.277 0.181 0.224 0.319 0.444 0.541 
 MIRT Parent  NA 0.260 0.211 0.271 0.444 0.586 NA 
 MIRT Child NA 0.539 0.392 0.239 0.296 0.468 NA 
5.1 2PL Parent NA 0.230 0.206 0.281 0.427 0.582 NA 
 2PL Child NA 0.490 0.350 0.250 0.297 0.448 NA 
 
2PL 
Parent-
Child 
NA 0.230 0.195 0.219 0.283 0.375 0.474 
 MIRT Parent  NA 0.226 0.213 0.288 0.438 0.584 NA 
 MIRT Child NA 0.479 0.339 0.249 0.309 0.449 NA 
5.2 2PL Parent 0.359 0.214 0.197 0.291 0.468 0.604 NA 
 2PL Child NA 0.521 0.367 0.220 0.269 0.458 NA 
 
2PL 
Parent-
Child 
NA 0.285 0.179 0.212 0.281 0.382 0.501 
 MIRT Parent  0.357 0.203 0.204 0.303 0.481 0.617 NA 
 MIRT Child NA 0.503 0.358 0.216 0.274 0.471 NA 
5.3 2PL Parent NA 0.235 0.189 0.266 0.459 0.604 NA 
 2PL Child NA 0.514 0.349 0.230 0.282 0.401 NA 
 2PL Parent- NA 0.222 0.166 0.197 0.275 0.380 0.478 
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Child 
 MIRT Parent  NA 0.220 0.193 0.276 0.467 0.611 NA 
 MIRT Child NA 0.505 0.338 0.228 0.289 0.410 NA 
Note. NA means the value is not available since there are no cases in the interval. 
  
 
Connecting Polytomous Models and Conditional Models 
 In summary, models with the combined parent variables and child variables provide 
higher reliability, higher information function, and lower conditional standard error than 
models with parent variables only and with child variables only. With the parent variables 
and child variables combined, the multidimensional models have better fit, but lower 
reliability, lower information function and higher conditional standard error than the 
unidimensional models. Therefore, it is reasonable to suggest that the parent variables 
and child variables contribute one dimension.  
 To further investigate the latent traits underlying the polytomous and conditional 
models, I looked at the correlation of the theta estimates obtained from the polytomous 
model –the graded response model was chosen based on its advantage – and those 
obtained from the conditional models. Table 15 shows the correlation of the theta 
estimates of the graded response model against those of the 2PL Parent model, 2PL Child 
model, 2PL Combined model, and two dimensions of MIRT model, for each form. 
 
Table 15 
Correlation of Theta estimates of the GRM against Those of the Conditional Models 
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Form With: 2PL Parent 
With: 2PL 
Child 
With: 2PL 
Parent-Child 
With: MIRT 
Parent 
With: MIRT 
Child 
3.1 0.88 0.36 0.98 0.88 0.37 
3.2 0.86 0.31 0.98 0.86 0.30 
3.3 0.83 0.34 0.98 0.83 0.33 
4.1 0.84 0.43 0.98 0.84 0.43 
4.2 0.86 0.49 0.99 0.87 0.51 
4.3 0.83 0.41 0.97 0.83 0.41 
5.1 0.82 0.53 0.99 0.83 0.54 
5.2 0.81 0.58 0.99 0.83 0.59 
5.3 0.82 0.51 0.99 0.83 0.52 
 
 We have already discussed the correlation of the theta estimates of the graded 
response model and the 2PL Parent model measuring accuracy and the correlation 
between different conditional models, therefore our next focus is on the correlation of the 
graded response model with conditional models involving child variables. As shown in 
Table 15, the correlation between the theta estimates of the graded response model with 
those of the unidimensional and multidimensional models measuring accuracy is 
relatively high, and it displays a decreasing trend as grade goes up. One the contrary, the 
correlation between the theta estimates of the graded response model with those of the 
unidimensional and multidimensional models measuring efficiency is low to moderate, 
and it displays an increasing trend as grade goes up. The trend across grade is consistent 
with what we observed with the reliabilities of the corresponding models.  
 Mostly importantly, the theta estimates of the graded response model across 
different forms are highly correlated with those of the 2PL model with the combined 
parent variables and child variable. It suggests these two models measure a similar latent 
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trait. Given that the graded response model measures a general dimension, which is the 
reading comprehension fluency according to the theory, we suggest that the conditional 
model with the combined parent variables and child variables contributes to a single 
dimension and it is reading comprehension fluency as measured in the polytomous model.  
 The correlation of the polytomous model and the conditional models implies that 
they measure the same trait but in different ways. Polytomously scored variables 
incorporate response times with response accuracy and model them as a general 
dimension of reading comprehension fluency. The parent variables measuring ability in 
the conditional models denote the transition of incorrect to correct, and the child variable 
measuring efficiency in the conditional models denote the transition of slow-correct to 
fast-correct, and together they contribute a single dimension which is the reading 
comprehension fluency. Both approaches, the polytomous scoring and the RCIRT 
(unidimensional or multidimensional), exhibit advantages over the traditional models 
where only the accuracy data are considered. The results indicate the importance of 
incorporating the response times into the estimation of person trait. The results 
correspond to theory of reading comprehension fluency and thus serve as evidence of 
construct validity of measuring reading comprehension fluency.  
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Chapter V: Conclusion and Discussion 
 
Summary 
The current study integrates response time information into an IRT framework in 
the context of a reading comprehension assessment. It aims at developing models 
applicable to a new instrument of reading comprehension to evaluate examinees’ reading 
comprehension fluency. Chapter 1 and 2 stated the importance of recording and studying 
response times along with response accuracy. With online assessment becoming 
mainstream and collection of response time data becoming straightforward, there is an 
increasing volume of literature proposing approaches utilizing response times. Besides 
response accuracy, response time is another important measure in some intelligence tests. 
Response time has been used to measure constructs, to improve criterion-related validity 
and to evaluate abnormal behaviors. Chapter 1 states the research questions to be 
addressed in the current study: whether incorporating response times improves the 
construct validity of measuring the defined construct reading comprehension fluency, 
along with a better interpretation of the construct; and whether the proposed models 
improve the estimation of person trait parameters. 
 Chapter 2 summarizes approaches to model response times and response accuracy, 
different types of models incorporating response times, and candidate distributions of 
response times. There exist various interesting models for response times, but there is not 
much agreement on which models to use. Three approaches have been advocated in 
previous studies, to model response times exclusively (e.g., Baayen et al., 2008; Rouder 
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et al., 2003; Scheiblechner, 1979), or concurrently but separately from response accuracy 
(e.g., Gorin, 2005; Mulholland et al., 1980), or concurrently and jointly with response 
accuracy (e.g., Klein Entink et al., 2009; Loeys et al., 2011; Roskam, 1997; van der 
Linden, 1999; 2007). To model response times, previous studies have adapted IRT 
models (e.g., Roskam, 1997; Wang & Hanson, 2005), mixed models (e.g., van Breukelen, 
2005), hierarchical structures (e.g., van der Linden, 2007; Loeys et al., 2011), Cox 
proportional Hazards models (e.g., Ranger & Ortner, 2011; Wang et al., 2013), mixture 
models (e.g., Schnipke & Scrams, 1997; Wang & Xu, 2015) and so on. Also there is great 
variety in the distributions that have been assumed when modeling response times: log 
normal (e.g., Thissen, 1983; van der Linden, 2007), exponential (e.g., Scheiblechner, 
1979), gamma (e.g., Maris, 1993; Verhelst et al., 1997), Weibull (e.g., Rouder et al., 2003; 
Loeys et al., 2011), and the Box-Cox normal model (Klein Entink et al., 2009). The 
variety of modeling approaches brings complexity to response time modeling  
 Following the conversation of models in previous studies, Chapter 2 discusses the 
latent trait underlying response times and the relationship between speed (measured by 
response times) and ability (measured by accuracy). A construct named reading 
comprehension fluency is introduced as a product of comprehension ability and speed. To 
understand the construct of reading comprehension fluency and to avoid the complexity 
of choosing from existing models, the current study dichotomized the response times and 
modeled response times and responses jointly with proposed IRT based models: 
polytomous models and RCIRT models. Chapter 2 further discusses the theoretical 
background of the polytomous model and the RCIRT model. One notable feature that 
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distinguishes both approaches from previous studies is that they utilize only correct 
response times. 
 As illustrated in Chapter 3, data from an online assessment of reading 
comprehension named MOCCA were collected to study reading comprehension fluency 
for students in grade 3-5. Chapter 3 introduces the features of this new instrument of 
reading comprehension and evaluates the unidimensional polytomous models (PCM, 
GPCM and GRM) and RCIRT models, based on dependent variables including model fit 
statistics, marginal reliability, information functions, characteristic curves and average 
conditional standard errors.  
 As presented in Chapter 4, the results for the polytomous models indicate that 
compared with the dichotomously scored model with only accuracy variables, the 
polytomously scored model involving response time information is preferred due to its 
advantages in reliability, model fit, and information function. The polytomous models fit 
well and provide more information with most of the additional information at the top end 
of the scale. Among them, the GRM is the most reliable and has the best model fit; it also 
has the highest information function, especially for students with higher levels of reading 
comprehension fluency. After summing category response curves across items, the 
overall category response curve identifies the intervals along the comprehension 
continuum in which correct responses tend to be more commonly efficient or inefficient.  
 The results for the conditional models suggest that the RCIRT model obtained from 
both parent variables and child variables has higher reliability, higher information 
function, and lower conditional standard error than models with either solely parent 
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variables or solely child variables. Also, the results imply a unidimensional model works 
well for the parent variables and child variables combined, thus it is reasonable to suggest 
that response accuracy and response times together contribute to the measure of one 
latent trait, which is reading comprehension fluency according to definition.  
Discussion 
 Response time and response accuracy work together as measures of reading 
comprehension fluency. The theoretical framework of the construct evaluated in the 
current study is shown in Figure 10.  
 
Figure 10. Theoretical framework of the construct of reading comprehension fluency  
 The model with polytomously scored variables provides the measure of a general 
construct of reading comprehension fluency, denoted as 𝜃∗, and the RCIRT models 
provide specific measures of two essential components of reading comprehension 
fluency: comprehension ability (𝜃\) and comprehension efficiency (𝜃a). The 
comprehension ability determines the transition of incorrect responses to correct 
responses and is measured by response accuracy, and we have 𝜃\ = 𝜆\𝜃∗, where 𝜆\ 
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denotes the correlation between the estimates of reading comprehension fluency and 
comprehension ability. The comprehension efficiency determines the transition of slow-
correct responses to fast-correct responses and is measured by the response times 
conditional on accuracy, and 𝜃a = 𝜆a𝜃∗, where 𝜆a denotes the correlation between the 
estimates of reading comprehension fluency and comprehension efficiency. It is 
important to note that Figure 1 is not a structural equation modeling (SEM) framework, 
since the latent trait of reading comprehension fluency (𝜃∗) is directly measured by the 
polytomous model. Moreover, the current study shows that the efficiency estimates 
obtained from the child variables and the accuracy estimates from the parent variables are 
not directly correlated, which is consistent with Partchev et al.’s (2013) study that speed 
and ability were more or less uncorrelated in a verbal analogy test. The interpretation of 
the transitions of reading comprehension fluency serves as an evidence of construct 
validity for measuring the construct of reading comprehension fluency as defined in 
theory.  
 Even though the current study is similar to Partchev and De Boeck’s study (2012; 
Partchev et al., 2013) in terms of dichotomizing response times and using RCIRT models, 
the two studies are fundamentally different from each other. As shown in Figure 11, 
Partchev and De Boeck’s (2012) model proposes a general construct of intelligence and 
further differentiates fast intelligence and slow intelligence. The fast intelligence 
determines the transition of fast-and-incorrect response to fast-and-correct response, and 
the slow intelligence determines the transition of slow-and-incorrect response to slow-
and-correct response. The current study proposes a general construct of reading 
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comprehension fluency and its two essential components are comprehension ability and 
comprehension efficiency. The ability decides the transition of incorrect response to 
correct response, and the efficiency decides the transition of slow-correct response to 
fast-correct response. 
 
Figure 11. Theoretical framework of Partchev and De Boeck’s (2012) fast intelligence 
and slow intelligence 
 
Limitation and Future Work 
 The MOCCA test is an ongoing test development project, and discussion of the 
limitations could help improve the instrument. This section discusses three limitations of 
the current study and proposes possible approaches addressing the limitations in future 
work. First, there are no linking items in forms across grade. Without the linking items, it 
is not possible to equate the theta estimates of different forms and precisely describe the 
growth trend of reading comprehension fluency across grade. Therefore, the current study 
provides no evidence to evaluate the theory of development of reading comprehension 
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fluency across age or grade. In the next step of the test development, linking items will be 
developed and included in each of the forms.  
 Second, the missing values in the RCIRT models should be dealt with carefully. 
The child variables can be missing under some conditions. In the current study, the child 
variables are missing when the parent variables are incorrect responses. The missingness 
of the child variable is not missing completely at random (MCAR) because it is 
completely determined by the observed parent variable. However, it is missing at random 
(MAR) because it is solely a function of the observed parent variable, and then it can be 
ignorable in a limited sense (Mislevy & Wu, 1996). A large amount of missingness can 
give rise to sample size issues and large standard errors on the parameter estimates. As 
presented in Chapter 3, the missingness is not a big concern in the current study. In a 
more general case, missingness in the child variable could be a challenge. It may be 
possible to address this missing data problem with some form of imputation. In the future 
work, simulation research is needed to evaluate imputation methods for their 
effectiveness in imputing response variables modeled with an RCIRT model. 
 Last, unbiased external criterion variables can be obtained to provide evidences of 
criterion-related validity of measuring reading comprehension fluency using the MOCCA 
test. For example, in practice, teacher evaluations and parent feedbacks can be collected 
to further validate the reading comprehension fluency measured in the current study.  
 
Significance 
 The importance of response times as a measure of psychological constructs has 
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been recognized and the literature of modeling response times has been growing during 
the past few decades. Different from various existing psychometric models, the current 
study employs the idea of reading comprehension fluency in the literature of reading field 
and proposes some IRT based models combining response times and response accuracy. 
To better understand the construct of reading comprehension fluency, the current study 
evaluates reading comprehension fluency in two approaches: one with polytomously 
scored variables and one with conditional child variables.  
 The current study avoids the complexity of choosing existing psychometric 
models of response times and utilizes well-known IRT models. It extends the 
psychometric literature of modeling response times and the cognitive psychology 
literature in the reading field. Findings of the current study correspond to the theoretical 
framework of the construct of reading comprehension fluency, and lead to a better 
interpretation of the latent trait of reading comprehension fluency. It shows that response 
time information can be used to enhance the construct validity of measuring the construct 
of reading comprehension fluency. The models developed in the current study identify 
the intervals along the comprehension continuum in which the correct responses tend to 
be more commonly efficient or inefficient. In practice, these models can be used to 
provide teachers with accurate information about the students’ level of reading 
comprehension fluency for purpose of instructional differentiation. 
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Appendix  
Table A1. 
Mean and Standard Deviation of Theta Estimates for the PCM, GPCM, GRM and 2PL 
Models 
Form PCM GPCM GRM 2PL 
3.1 0.01 (0.96) 0.00 (0.96) 0.00 (0.97) 0.00 (0.95) 
3.2 0.01 (0.95) 0.00 (0.96) 0.00 (0.96) 0.00 (0.95) 
3.3 0.01 (0.95) 0.00 (0.96) 0.00 (0.96) 0.00 (0.95) 
4.1 0.00 (0.96) 0.00 (0.96) 0.00 (0.97) 0.00 (0.94) 
4.2 0.01 (0.96) 0.00 (0.97) 0.00 (0.97) 0.00 (0.94) 
4.3 0.01 (0.96) 0.00 (0.96) 0.00 (0.96) 0.00 (0.94) 
5.1 0.00 (0.96) 0.00 (0.97) 0.00 (0.97) 0.00 (0.94) 
5.2 0.01 (0.97) 0.00 (0.97) 0.00 (0.97) 0.00 (0.94) 
5.3 0.00 (0.97) 0.00 (0.97) 0.00 (0.97) 0.00 (0.94) 
Note. Numbers in the brackets are standard deviations. 
