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RÉSUMÉ
Dans cette communication, nous présentons un nouvel algorithme
pour la déconvolution en imagerie Gamma. Celui-ci repose sur
une nouvelle modélisation d’une caméra Gamma par processus
ponctuels cascadés. Cette modélisation permet de tenir compte de
l’intensificateur d’images, qui est un des éléments d’une caméra
Gamma dégradant le plus fortement le rapport signal sur bruit. Ce
modèle permet ensuite de développer deux algorithmes de type EM
: la version classique de l’EM et sa version SAGE, qui assure
une convergence plus rapide. Notre nouveau modèle et le modèle
classique sont ensuite comparés et testés avec des algorithmes EM
de type SAGE sur des images synthétiques et réelles composées de
sources radioactives.
ABSTRACT
In this paper, we introduce a new algorithm to solve the problem
of deconvolution in Gamma Imaging. This method is based on a
more accurate model of a Gamma camera, which uses cascaded point
processes to model the statistical fluctuations of the image intensifier.
This new model is used to developed two EM type algorithms : the
basic one and the SAGE EM algorithm, whose convergence rate is
better. The basic model and the new model are compared and tested
with SAGE algorithms on synthetic and real data.
1 Modélisation par processus ponc-
tuels cascadés
Dans de nombreux domaines, les caméras gammas sont uti-
lisées pour détecter et compter le nombre de photons gammas
en différents points de l’espace. Actuellement, pour représen-
ter les transformations statistiques subies par les photons gam-







où yn représente l’observation au pixel n, hn;k les coefficients
de la réponse impulsionnelle,et k le taux de photons Gammas
émis au pixel k, que l’on veut estimer. Ce modèle traduit
physiquement une convolution, et la statistique naturelle du
rayonnement suit une loi de Poisson. De nombreux articles
utilisent ce modèle avec un algorithme EM pour résoudre le
problème de déconvolution [1][2][4].
Si ce modèle a le mérite d’être relativement simple, il ne
tient cependant pas compte de nombreuses transformations
statistiques des particules dans la caméra, et il est légitime de
penser qu’une modélisation plus précise donnera de meilleurs
résultats. Afin d’obtenir cette modélisation, présentons de
façon sommaire les différentes étapes de la formation d’un
signal dans une caméra Gamma.
Parmi les éléments d’une caméra Gamma, nous distinguons
le collimateur et le détecteur Gamma. Le collimateur met en
forme le flux de photons Gamma pour former une image et le
détecteur Gamma enregistre cette image.
Le collimateur joue dans une caméra Gamma le même
rôle que l’objectif dans le système d’imagerie optique, car il
n’existe pas de matériau réfringent pour les rayonnements X
ou  . Le collimateur n’a qu’un effet spatial convolutif sur les
données.
Le détecteur Gamma se compose d’un scintillateur, d’un in-
tensificateur d’images et d’une matrice CCD. Le scintillateur a
pour but de convertir le flux de photons Gamma en photons vi-
sibles de luminescence. L’intensificateur d’images est souvent
composé de galettes de micro-canaux. Celles-ci multiplient les
électrons et permettent de détecter le signal en l’amplifiant. Il
comporte en outre une photocathode à l’entrée, qui convertit
les photons de luminescence en électrons, et un écran lumi-
nophore à la sortie qui convertit les électrons, accélérés par
une haute tension, en photons visibles. Enfin, la matrice CCD
permet la lecture du signal.
Des études expérimentales [3] montrent qu’un des éléments
dégradant le plus le rapport signal sur bruit est l’intensificateur
d’images. C’est pourquoi, il apparaît nécessaire d’en modéli-
ser les fluctuations statistiques et de les incorporer dans notre
modèle (1) afin de restaurer l’image.
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Prescott [8] a montré que si l’on injecte un seul élec-
tron à la sortie de la photocathode de l’intensificateur, le
nombre d’électrons observés à la sortie de l’intensificateur,
suit une loi exponentielle qui a pour paramètre le gain de
l’intensificateur g. De plus, le nombre d’électrons sortant de
la photocathode de l’intensificateur suit une loi de Poisson.















sont des variables aléatoires identiquement dis-
tribuées de loi exponentielle de paramètre g, et xn le nombre
d’électrons sortant de la photocathode de l’intensificateur.
Nous avons établi qu’en fait, ce modèle est très proche du
modèle établi par Saleh [7] pour un photomultiplicateur. En




n2N . Si l’on calcule
sa transformée de Poisson Mandel [5][6], alors, en faisant
tendre le gain de l’intensificateur vers l’infini, on retrouve





processus de Galton Watson avec une population de Poisson
initiale, ce qui correspond au modèle de Saleh [7] pour un
photomultiplicateur.
Dans le paragraphe suivant, nous allons présenter l’algo-
rithme EM correspondant à ce nouveau modèle.
2 L’Algorithme EM
Rappelons que nous cherchons à estimer le taux de pho-
tons Gamma k émis au pixel k pour tout k. On note
 D kI k D 1; :::; N ces différents taux et
Y D ykI k D 1; :::; N ; les observations. On cherche à es-
timer  au sens du maximum de vraisemblance :b D arg max

p .Y j/ (4)
Une maximisation directe de cette fonction est très com-
plexe. C’est pourquoi nous utilisons des algorithmes basés
sur l’introduction de données manquantes : l’algorithme EM
classique et une version SAGE (Space Alternating Generali-
zed Expectation) [4]. Ces algorithmes alternent des étapes de
calculs d’espérances et des maximisations. Ces algorithmes
convergent vers un maximum local. En pratique, on estime en
fait un estimateur du maximum de vraisemblance pénalisé par
un terme quadratique, ce terme étant affecté d’un coefficient
de régularisation  [4]. Afin d’alléger quelque peu les équa-
tions, nous ne présenterons dans les équations suivantes que
l’estimation du maximum de vraisemblance.
2.1 Version EM classique
Soit Nnk le nombre de photons gammas émis par le
k Jeme pixel arrivant sur le n Jeme pixel de la photocathode de






où les hn;k sont les coefficients de la réponse impulsionnelle
caractérisant le système. On prend alors pour espace de
données complètes :
E1 D NnkpkD1NnD1 (6)
L’espace des données complètes étant défini, l’étape E ,






signent les valeurs des différents pixels estimées après p itéra-





































où In .x/ désigne les fonctions de Bessel modifiées d’ordre n,





k : La fonction à maximiser par













































































L’étape de maximisation est alors directe. Elle consiste sim-
plement à maximiser (10) par rapport à : Cette maximisation















La différence principale entre le SAGE et l’EM est que l’on
modifie les valeurs des pixels une à une et non pas simulta-
nément. La raison principale de mettre à jour les valeurs des
pixels un à un, est que l’on peut considérer une suite d’es-
paces de données complets différents selon le pixel considéré.
Ces espaces de données complètes différents permettront de
mieux quantifier la contribution des autres pixels pour l’itéra-
tion d’un pixel donné. Les espaces de données complètes sont
donc moins informatifs pour la version SAGE, ce qui assure
une convergence théorique asymptotique plus rapide. Ceci est
vérifié en pratique.
Définissons donc le nouvel espace de données complètes,
que l’on va considérer. Pour se faire, plaçons nous à l’itération
p de l’algorithme et au pixel k. Introduisons les variables
aléatoires suivantes :



























(16) provient du fait que le paramètre de la loi de Poisson dans
(15) ne doit pas être négatif. On choisit [4] :










Notre nouvel espace de données complètes est donc
E .p/k v
n






Contrairement à l’algorithme correspondant à l’EM
classique, l’espace de données complètes dépend du pixel k
considéré.
En procédant de la même manière que pour l’EM




























est défini comme précédemment.
La maximisation peut se faire également de manière ana-





















où [a]C D sup.a; 0/:
La version SAGE étant plus performante, nous ne présen-
terons dans la partie suivante, que des résultats de simulation
pour cette version.
3 Résultats obtenus
Nous avons appliqué la version SAGE de notre algorithme
aux images d’une caméra portable Gamma développée par le
CEA. Cette image représente deux sources de Cobalt proches
l’une de l’autre. Ci-dessous, nous présentons l’image brute et
l’image restaurée (voir figures). On constate que l’algorithme
avec le modèle de l’intensificateur permet de séparer les deux
sources, et d’augmenter ainsi la résolution de la caméra.
Nous avons ensuite comparé les performances de la version
SAGE de l’algorithme EM correspondant au modèle classique
(algorithme 2), et celle de l’algorithme correspondant à notre
nouveau modèle (algorithme 1). Pour ce faire, nous avons
généré des images synthétiques correspondant au modèle
classique, et au modèle par processus ponctuels cascadés.
Les sources radioactives sont représentées dans ces images
par des gaussiennes. Pour évaluer les performances des deux
algorithmes, nous avons retenu deux critères principaux : le
rapport signal à bruit (SNR) d’une part, la largeur à mi-hauteur
de la gaussienne (FWHM) après restauration, d’autre part.
FIG. 1 — image brute
FIG. 2 — image restaurée
Tout d’abord, les résultats varient fortement en fonc-
tion de la réalisation de l’image synthétique, et du para-
mètre  de la pénalisation quadratique. Lorsque  aug-
mente, plus le rapport signal à bruit augmente et en contre-
partie moins la résolution est bonne. Ceci est illustré par
les résultats du tableau 1, qui représentent l’évolution du
rapport signal à bruit (SNR) et de la largeur à mi-hauteur par
rapport au paramètre de régularisation , après 40 itérations
de l’algorithme 1.
Tableau 1
Critères\ 5:10Ä5 5:10Ä6 5:10Ä7
SNR (dB) 23,3 17,3 14,3
FWHM 11,8 8,8 8,6
Les tableaux 2 et 3 comparent les performances des deux
algorithmes au point de vue résolution et rapport signal à
bruit : le rapport signal à bruit est meilleur pour le nouveau
modèle, tandis que la résolution de notre nouvel algorithme
est un peu inférieure.
Tableau 2
SNR\ 5:10Ä5 5:10Ä6 5:10Ä7
Algorithme 1 23,3 17,3 14,3
Algorithme 2 21,6 16,3 12,7
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Tableau 3
FWHM\ 5:10Ä5 5:10Ä6 5:10Ä7
Algorithme 1 11,8 8,8 8,6
Algorithme 2 10,6 8,8 8,4
Enfin, on peut également signaler l’influence du nombre
d’itérations : à partir d’un certain nombre d’itérations, le
rapport signal à bruit et la résolution ne s’améliorent plus.
Malheureusement, ce seuil est très variable et dépend de
beaucoup de paramètres.
4 Conclusions et perspectives
Nous avons présenté une nouvelle modélisation par pro-
cessus ponctuels cascadés et avons développé une ver-
sion SAGE de l’algorithme EM pour ce modèle. Cet algo-
rithme fournit d’excellents résultats, ses performances sont
meilleures pour le rapport signal à bruit que celles de l’algo-
rithme correspondant au modèle classique avec toutefois une
résolution légèrement inférieure. Il est vraisemblable qu’il est
possible d’améliorer ces résultats en s’appuyant sur des mé-
thodes de Monte Carlo par chaînes de Markov, car ces mé-
thodes ont pour particularité de converger vers un maximum
global, contrairement aux algorithmes EM qui ne convergent
que vers un maximum local. Ceci fera l’objet d’une prochaine
publication.
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