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Abstract
We review the standard definitions for basic objects in automorphic theory and
then give an overview of Langlands fundamental results established in [13]. We try to
explain ideas behind the proof when reasonably simple following mainly the surveys
[15] and [1]. We emphasize the role of the truncation operator which appears for the
first time, but in some guise, in [15]. In the last sections we explain the formal aspects
of the spectral decomposition for the space of K-invariant functions on GL(2) and
GL(3) being otherwise rather sloppy on analytic questions.
We assume the reader familiar with basic representation theory, linear algebraic
groups and adèles. We must apologize for copying, most of the time, parts of [15] and
[1]. We only have given in greater details some elementary arguments that were maybe
a bit too sketchy in these references. On the other hand we made no attempt to be
more explicit than these surveys on the most difficult part of the proof.
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1 Introduction
1.1 Langlands fundamental paper
Consider a connected reductive groupG defined over Q and Γ an arithmetic subgroup of the
connected reductive Lie group G = G(R)0. The spectral decomposition of the right regular
representation of G on the Hilbert space L of square integrable function on the quotient
space Γ\G:
L = L2(Γ\G)
is one of the two most important results of the long paper written by Langlands in the early
sixties and completed in 1964 under the title:
On the Functional Equations Satisfied by Eisenstein Series.
The second main result is given in the title. Both rely on the analytical continuation of
Eisenstein series E(x; Φ, λ) and of intertwining operators M(s, λ) that show up in their
functional equations. A mimeographed version of this long and difficult manuscript was
circulated but remained unpublished until 1976 when it appeared, together with a Preface
and four appendices added, as Springer Lecture Notes 544 [13].
This almost explicit description (see 1.4 below) of the spectral de composition obtained
by Langlands is a basic tool for the study of automorphic forms, in particular to establish the
Trace Formula which, in turn, is one of the most powerful tools toward this study. In fact it
is clear that already in the early sixties Langlands had in mind to work on a generalization
of Selberg’s Trace Formula to all reductive group. This was eventually given as a PHD
subject for his student James Arthur.
Moreover, instances of the intertwining operators M(s, λ) were soon recognized as ex-
pressible in terms of a new family of L-functions [17] and this, in turn, was at the origin of
the Functoriality Conjectures [18].
2
1.2 Classical versus adélic framework
The original monograph is written in the classical (non adélic) language and deals with
discrete subgroups Γ of G satisfying technical assumptions that are automatically satisfied
when Γ is an arithmetic subgroup and a fortiori when Γ is a congruence subgroup. General
arithmetic subgroups are important in geometry while congruence subgroups and Hecke
operators play a central role in number theory. The consideration of Hecke operators leads
naturally to work with projective limits of coverings defined by congruence subgroups and
this essentially amounts to work with G(Q)\G(A) but thus we by-pass more general arith-
metic subgroups. It turns out to be simpler to deal with adélic quotients. Moreover it is also
necessary to use adélic language for the formulation of Langlands functoriality principles.
We observe that the appendices II, III and IV added in [13] by Langlands in the seventies to
the original monograph are written in adélic language. From now on, we restrict ourselves
to the adélic setting, nevertheless we shall use a set of notation similar to what is used in
the classical setting.
1.3 Remarks on the strategy
An abstract non sense tells us that the spectral decomposition of L can be described in term
of generalized vectors E(•;π) in the sense of Gelfand: any ϕ ∈ L can be written at least in
a formal way
ϕ(x) =
∫
π∈Π
ϕˆ(π)E(x;π) dµ(π) with ϕˆ(π) =< ϕ,E(•;π) >L
where Π parametrizes a set data attached to unitary representations of G. Langlands shows
that these generalized vectors can be constructed via the meromorphic continuation of the
so-called Eisenstein series. When G = GL(1) over Q, Eisenstein series are elementary
objects, namely they are characters of the form
E(x; Φ, λ) = |x|λΦ(x)
with λ ∈ iR and Φ a Dirichlet character. In such a case the spectral decomposition is
nothing but an instance of Pontryagin theory (i.e. Fourier inversion for locally compact
abelian groups). In general Eisenstein series are of the form (see below for notation)
E(x; Φ, λ) =
∑
γ∈ΓP \Γ
e<λ+ρP ,HP (γx)>Φ(γx)
where λ is a parameter in the complexification of a finite dimensional real vector space and
Φ is an automorphic form on a parabolic subgroup. These series converge in some domain
but may not converge for purely imaginary values of λ we are interested in, then one needs
to establish their meromorphic continuation.
For Eisenstein series on groups of Q-rank one, a proof of the meromorphic continuation
has been obtained by Selberg (see [23] for a brief account). There are various independent
approaches. New insights were necessary to deal with the general case and Langlands proof is
quite involved. He proves rather directly, in chapter 6 of [13], the meromorphic continuation
and the functional equations satisfied by intertwining operators and Eisenstein series when
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Φ is cuspidal by a reduction to the rank one case. But in general, when Φ is only assumed to
belong to the discrete spectrum of a parabolic subgroup, the meromorphic continuation is
obtained at the same time as the full spectral decomposition in the very difficult chapter 7.
In fact, this chapter is famous for being almost impenetrable, as said by Langlands himself
in his Preface to the Springer Lecture Notes.
1.4 Recent progress
The spectral decomposition is explicitly given by Langlands in terms of two black boxes.
The first one is the cuspidal spectrum of Levi subgroups. The only information given is that
the cuspidal spectrum is discrete with finite multiplicity. Little progress have been made
and the conjectures describing this spectrum in term of a dual object are still mainly out of
reach. The second black box is the residual spectrum arising from poles of Eisenstein series
i.e. the discrete but non cuspidal spectrum. Already for GL(n) with n ≥ 5 the combinatorics
of the residues is so involved that the explicit description of the residue spectrum was only
achieved by Mœglin and Waldspurger in [19]. As regards classical groups recent progress by
Mœglin, Arthur and others have been made but for arbitrary reductive groups the goal is
still out of reach. Another result, due to Franke [6], shows that all automorphic forms are
finite linear combination of Eisenstein series up to maybe taking residues and derivatives.
1.5 Further references
A brief survey of [13] is to be found in Langlands article [15] for the AMS Conference in
Boulder in 1965. Another survey, due to J. Arthur [1], was written for the AMS Conference
in Corvallis in 1977. The easiest part of the proof i.e. the results of the first six chapters of
Langlands paper may also be found in Harish-Chandra’s Lecture Note [8]. The “Paraphrase”
by Mœglin and Waldspurger [20] gives a complete and detailed proof in the adélic language
for groups over arbitrary global fields (i.e. number fields or function fields), also valid for
metaplectic groups.
2 Basic objects and main theorems
2.1 Notation
If P is a connected linear algebraic group over Q we write P for P(A) where A is the ring
of adèles of Q, P∞ for the real Lie group P(R), Pf for the group P(Af ) of points over the
finite adèles Af and ΓP for the group of rational points P(Q). Let X(P ) be the group of
rational characters of P and consider
aP = Hom(X(P ),R) .
This is a real vector space whose dimension is denoted aP . We denote by
HP : P → aP
the map induced by
x 7→ (χ ∈ X(P ) 7→ log(|χ(x)|))
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and by P 1 its kernel. Since we are dealing with a number field the map HP is surjective
(this would not be true for function fields) and there exists a section of the surjective map
HP with values in AP , the connected component of the group of real points of the maximal
Q-split torus AP in the center of a Levi subgroup MP in P :
AP = AP (R)
0 ⊂MP .
In other words HP induces an isomorphism
AP → aP .
The evaluation of a linear form λ ∈ a∗P ⊗ C on a vector H ∈ aP will be denoted < λ,H >.
2.2 Parabolic subgroups and Iwasawa decomposition
Now consider a connected reductive group G defined over Q. According to our convention
we put G = G(A) and ΓG = G(Q) or even simply Γ if no confusion may arise. As in the
classical setting Γ is a discrete subgroup in G and the quotient Γ\G is of finite volume when
G is semisimple.
We choose a minimal rational parabolic subgroup P0 in G and a Levi decomposition
P0 =M0N0 .
Consider a standard (rational) parabolic subgroup P with Levi decomposition P =MPNP
where M0 ⊂ MP . We denote by ∆P the set of non zero elements in the projection on
(aP /aG)
∗ of the set ∆P0 of simple roots. We denote by ρ the half sum of positive roots, by
ρP its projection on (aP /aG)∗. We shall, from time to time, use the bilinear scalar product
on (aP /aG)∗ ⊗ C deduced from the Killing form and we shall denote by < λ, µ > its value
on the couple (λ, µ). This notation implicitly implies that we identify aP /aG with its dual
via this bilinear form.
We choose once for all a “good” maximal compact subgroup K of G i.e. of the form
K = K∞ ×
∏
pKp where K∞ is a maximal compact subgroup in G∞, Kp is a special in
Gp = G(Qp) for all prime p and hyperspecial for almost all p (see [24] for these notions).
For example; when G = GL(n) we take Kp = GL(n,Zp). Then we have the Iwasawa
decomposition
G = PK = NPMPK .
The homorphism HP : P → aP is trivial on NP and on K ∩ P . It extends to a function
from G onto aP , again denoted HP , satisfying
HP (pk) = HP (p) for p ∈ P and k ∈ K .
This allows to view functions on aP as functions on G. The Weyl chamber in aP0/aG is the
cone defined by the inequalities
< α,H >> 0 for α ∈ ∆P0 .
Fundamental weights define another cone whose characteristic function is denoted τˆP0 . More
generally one defines in a similar way characteristic functions τˆP of cones in aP /aG for any
parabolic subgroup using ∆ˇP the basis dual to the basis of co-roots (see [1] or [12]). They
will appear below in the definition of the truncation operator.
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2.3 The right regular representation
In the following we shall only consider functions invariant under AG. Endowed with a
G-invariant measure, the quotient
XG = AGΓ\G ≃ Γ\G
1
is of finite volume [3]. Let L be the Hilbert space of square integrable functions on XG:
L = L2(XG) .
We want to understand the spectral decomposition L under of the right regular representa-
tion R of G in L i.e. the map G× L → L defined by
(x, ϕ) 7→ R(x)ϕ where (R(x)ϕ)(y) = ϕ(yx) for x ∈ G, y ∈ XG and ϕ ∈ L
where, by abuse of notation, we use the same letter for an element of G and its image in
XG. Consider now a smooth compactly supported function f on G. An operator R(f) is
defined by integration of f against the right regular representation:
(R(f)ϕ)(y) =
∫
G
f(x)ϕ(yx) dx .
Here dx is some Haar measure on G. The spectral decomposition of such operators, which
is intimately related to the spectral decomposition of L, is a tool and a goal of automorphic
theory. The main concern for the spectral decomposition is to understand the discrete
spectrum
Ldisc := L
2
disc(XG)
which is the Hilbert direct sum of irreducible subspaces in L. The trivial representation 1G
is an obvious but already quite interesting constituent. The way it appears in the spectral
decomposition via residues of Eisenstein series leads to the proof of Weil’s conjecture for
Tamagawa numbers (see 3.5).
2.4 Constant terms and truncation operators
Two operations play an essential role in the theory of Eisenstein series and of trace formula as
well. The simplest one is the computation of the constant term along a parabolic subgroup
P : ϕ 7→ ϕP . The second one is the truncation operator ϕ 7→ ΛTϕ.
These operations are elementary when dealing with modular forms. Consider a modular
form f of even weight k for GL(2,Z) whose q-expansion in the upper half plane H is of the
form
f(z) =
∞∑
0
anq
n with q = e2πiz .
Its constant term is a0 and its truncated avatar is the function in the fundamental domain:
D = {z ∈ C | |Re(z)| ≤ 1/2 and |z| ≥ 1}
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equal to
f(z) if Im(z) ≤ eT and f(z)− a0 if Im(z)> e
T for z ∈ D
when T is a positive real number. The modular form f corresponds to an automorphic form
ϕ on
Y = GL(2,Q)\GL(2,A)/GL(2,Z) ≃ GL(2,Z)\GL(2,R)
defined by
ϕ(g) = J(g, i)kf(g.i) for g =
(
a b
c d
)
∈ GL(2,R)
with
g.i =
ai+ b
ci+ d
= z ∈ C− R and J(g, τ)k = (det(g))k/2(cτ + d)−k .
The constant term ϕP is given by J(g, i)ka0 and ΛTϕ is the function on Y such that
ΛTϕ(g) = ϕ(g) if Im(g.i) ≤ eT and ΛTϕ(g) = (f(g.i)− a0)J(g, i)k if Im(g.i) > eT
when T is a positive real number and g.i = z ∈ D.
Now return to the general case. Taking the constant term along a parabolic subgroup
P is the operation which transforms a locally integrable function ϕ on XG into a function
ϕP on
XP,G = AGΓPNP \G
defined by the integral
ϕP (x) =
∫
ΓP∩NP \NP
ϕ(nx) dn
where dn gives measure 1 to ΓP ∩ NP \NP . The following formal computation plays a
fundamental role:
Lemma 2.4.1 Let ϕ be a function on XG and φ a function on XP,G. Denote by Eφ the
function on XG defined by
Eφ(x) =
∑
ΓP \ΓG
φ(γx)
provided the sum is convergent. Then, if integrals are convergent,
< Eφ, ϕ >XG=
∫
XG
Eφ(x)ϕ(x) dx =
∫
AGΓP \G
φ(x)ϕ(x) dx =
∫
XP,G
φ(x)ϕP (x) dx .
The definition of the truncation operator in general is due to J. Arthur [2]. Its properties,
recalled below, rely on reduction theory and combinatorial arguments already present in [15].
In fact, generalizing an operation used in Selberg’s approach for Q-rank one groups in [23],
Langlands constructs in sections 8 and 9 of [15], variants of Eisenstein series attached to
cusp forms, denoted E′′(•,Φ, λ), that are nothing but ΛTE(•,Φ, λ) and he computes the
scalar product of two such functions. He thus gets a formula, recalled in 3.2.1, which is an
explicit and rather simple expression in term of intertwining operators. This is a key tool
for the analytic continuation of Eisenstein series: it plays a role similar to the Maass-Selberg
relations used by Harish-Chandra’s in Chapter IV of [8]. Although not fully recognized, this
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implicitly uses the full power of truncation operators and (G,M)-families1, two techniques
that play an essential role in establishing the Trace Formula, a fact of which Langlands was
already aware: he says it explicitly in section 7 p. 243 of [15].
The truncated function ΛTϕ is an alternate sum indexed by standard parabolic sub-
groups of series over ΓP \ΓG of terms that are products of characteristic functions τˆP of
cones in aP translated by some parameter T ∈ aP0 (or rather its projection on aP /aG) times
constant terms ϕP :
ΛTϕ(x) =
∑
P⊃P0
(−1)aP−aG
∑
γ∈ΓP \ΓG
τˆP (HP (γx)− T )ϕP (γx) .
The series are trivially convergent since reduction theory shows that given a compact set
Ω, then for x ∈ Ω there is only a finite number of γ ∈ ΓP \ΓG such that the expression
τˆP (HP (γx) − T ) does not vanish and moreover it will vanish identically if P is a proper
subgroup and if T is far enough from the walls of the Weyl chamber.
Proposition 2.4.2 (i) Given a compact set Ω ⊂ G then, provided T is far enough from the
walls of the Weyl chamber, one has for any locally integrable function ϕ:
ΛTϕ(x) = ϕ(x) for all x ∈ Ω .
(ii) ΛT induces a self adjoint idempotent operator on the Hilbert space L (i.e. an orthogonal
projector)
ΛT = (ΛT )∗ = (ΛT )2
(iii) ΛT transforms functions of uniform moderate growth into rapidly decreasing functions.
In particular, given a smooth compactly supported function f on G the compositum
ΛT ◦R(f)
is an operator of Hilbert-Schmidt type.
Proof: Assertion (i) follows immediately from the above remarks. For a proof of assertion
(ii) and (iii) we refer to refer to Chapters 4 and 5 of [12]2.

2.5 Automorphic forms
Automorphic forms are functions ϕ on XG that are smooth, K-finite, of uniform moder-
ate growth and annihilated by an ideal I of finite codimension in the center z(g∞) of the
enveloping algebra of the Lie algebra g∞ of G∞:
ϕ ⋆ c = 0 for all c ∈ I .
1This is a combinatorial technique implicit in Langlands’ papers and used extensively by Arthur in his
work on the Trace Formula. See section 1.10 in [12] for a synthetic account.
2The reader should be warned that the proofs given in [2] have to be slightly corrected when dealing with
arbitrary reductive groups since some arguments may not apply for non split groups.
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Here ⋆ denotes the convolution product and c is viewed as a distribution supported at the
origin in G. The K-finiteness may be expressed by asking that
ϕ ⋆ e = ϕ
where e is an idempotent defined by a measure supported on K associated to a finite
dimensional representations of K. For a more detailed definition we refer to [4], [5], [8] or
[20]. An important property is that the space of automorphic forms ϕ annihilated by any
given ideal I and such that ϕ ⋆ e = ϕ for any given e, is a finite dimensional vector space.
This implies (see [8] for example) that given an automorphic form ϕ there exists a smooth
K-finite function f compactly supported on XG such that
ϕ ⋆ f = ϕ .
Since automorphic forms are of uniform moderate growth the truncation operator transforms
any automorphic form ϕ into a rapidly decreasing function ΛTϕ and in particular one has
ΛTϕ ∈ L.
2.6 Cusp forms
An automorphic form ϕ is said to be cuspidal (or a cusp form) if for any parabolic subgroup
P 6= G the constant terms ϕP vanish identically. It suffices to check this for standard
parabolic subgroups. A key observation is that the truncation operator acts by the identity
on a cusp form ϕ:
ΛTϕ = ϕ .
Then, assertion (iii) of 2.4.2 implies that cusp forms are rapidly decreasing on XG and in
particular are square-integrable. They generate in L the cuspidal spectrum
Lcusp := L
2
cusp(XG) .
Consider a smooth compactly supported function f on G. The restriction of R(f) to
Lcusp is a trace class operator; this follows from three observations:
(i) the factorization theorem of Dixmier-Malliavin tells us that f can be written as a finite
sum of convolution products:
f = f1 ⋆ f2 + · · ·+ f2r−1 ⋆ f2r
for some integer r,
(ii) ΛTR(fi)R(fj)ΛT being a product of two Hilbert-Schmidt operators is of trace class,
(iii) ΛTR(f)ΛTϕ = R(f)ϕ when ϕ is cuspidal.
This implies that the cuspidal spectrum Lcusp decomposes as a discrete sum with finite
multiplicities of irreducible representation and hence is a subspace of the discrete spectrum
Ldisc. This result was first obtained by Gelfand and Piatetskii-Shapiro. Unless XG is
compact, Lcusp is only a strict subspace of Ldisc: in fact, whenever XG is not compact, the
trivial representation is discrete but not cuspidal.
9
2.7 Automorphic forms on parabolic subgroups
Consider a standard parabolic subgroup P and the quotient space
XP = APΓPNP \G .
Let us denote by
LP = L
2(XP )
the Hilbert space generated by functions that are square integrable on XP for the right
G-invariant measure:
< Φ,Φ >LP=
∫
K
∫
ΓPNP \P 1
Φ(pk)Φ(pk) dp dk .
The Haar measure dk is normalized so that vol (K) = 1 and dp is a right P 1-invariant
measure. The space XP is of finite volume. Observe that LG = L.
We say that a function Φ on XP is automorphic on P if it is K-finite and if, for all
x ∈ G, the functions m 7→ Φ(mx) for m ∈MP are automorphic forms on the Levi subgroup
of P . We say that an automorphic form Φ is cuspidal on P if, moreover, the functions
m 7→ Φ(mx) are cusp forms.
2.8 Representations IP,λ and intertwining operators
Given Φ ∈ XP and λ ∈ (aP /aG)∗ ⊗ C we introduce
Φλ(x) = e
<λ+ρP ,HP (x)>Φ(x)
and define a representation IP,λ by
(IP,λ(y)Φ)(x) = e
<λ+ρP ,HP (xy)−HP (x)>Φ(xy)
or equivalently
(IP,λ(y)Φ)λ(x) = Φλ(xy) .
Given two standard parabolic subgroups P and Q we denote by W (aP , aQ) the set of
elements of minimal length in the Weyl group WG of G such that s(aP ) = aQ. Recall that
two standard parabolic subgroups P and Q are said to be associated if W (aP , aQ) is non
empty. We denote byW (aP , Q) the set of elements of minimal length such that s(aP ) ⊃ aQ.
Let w denote an element in Γ representing s ∈ W (aP , aQ) and consider the function Ψ on
XQ defined by the integral, when convergent:
Ψ(x) = e−<sλ+ρQ,HQ(x)>
∫
Nw
e<λ+ρP ,HP (w
−1nx)>Φ(w−1nx) dn
where Nw = wNPw−1 ∩NQ\NQ or, equivalently
Ψsλ(x) =
∫
Nw
Φλ(w
−1nx) dn
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One defines an operator M(s, λ) which intertwines IP,λ and IQ,sλ by putting
Ψ =M(s, λ)Φ .
These operators are products of local analogues:
M(s, λ) =M∞(s, λ)×
∏
p
Mp(s, λ)
where the product is over prime numbers.
If G = GL(2) and Φ(x) ≡ 1, using this product decomposition it is easy to compute
M(s, λ)Φ when s is the non trivial element in the Weyl group: if λ = σρ = 12σα where α
the positive root and σ ∈ C with Re(σ) > 1 one finds
M(s, λ)Φ = m(s, λ)Φ with m(s, λ) = m∞(s, λ)
∏
p
mp(s, λ) =
L(σ)
L(1 + σ)
where L is the complete Riemann Zeta function
L(σ) = L∞(σ)
∏
p
L(σ) with L∞(σ) = π−σ/2Γ(σ/2) and Lp(σ) =
1
1− p−σ
.
Similar explicit formulas apply for local intertwining operators acting on automorphic forms
that are right-invariant under Kp when Gp is quasi-split and Kp is hyperspecial. For ex-
ample, according to [11] Proposition 3.2, if Gp is the quasi-split form of SU(3), the special
unitary group in 3 variables attached to the unramified quadratic extension of Qp at a prime
p 6= 2, the local factor mp(s, λ) is
mp(s, λ) =
(1− p−2(σ+1))(1 + p−2σ−1)
(1 − p−2σ)(1 + p−2σ)
when λ = σρ. For more examples but in arbitrary rank see 3.5 and 4.1 below and [11].
2.9 Eisenstein Series
Series of the form
Ek(z, s) =
∑
(c,d)
Im(z)s−k/2
(cz + d)k|cz + d|2s−k
with z ∈ H (the upper half plane) and Re(s) large enough, were studied by Hecke, Maass
and Selberg. When 2s = k they appear in the theory of elliptic modular forms while,
when k = 0, these series (or rather their analytic continuation) were used by Selberg to
describe the spectral decomposition of L2(SL(2,Z)\H). In what follows we shall deal with
generalizations of these ones.
Consider λ ∈ a∗P ⊗ C and a function Φ on XP . One defines, when convergent, an
Eisenstein series by
E(x; Φ, λ) =
∑
γ∈ΓP \Γ
Φλ(γx) =
∑
γ∈ΓP \Γ
e<λ+ρP ,HP (γx)>Φ(γx) .
This is a function on XG. The following lemma is an immediate consequence of 2.4.1.
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Lemma 2.9.1 Eisenstein series are orthogonal to cusp forms.
In fact Eisenstein series will allow to construct the orthogonal supplement to the space
of cusp forms in L. Eisenstein series intertwine representations IP,λ and the right regular
representations for functions on XG: if f is a smooth compactly supported function on
AG\G one has
E(x; IP,λ(f)Φ, λ) = E(x; Φ, λ) ⋆ f .
When Φ is a cusp form on P , the series defining E(x; Φ, λ) converge for Re(λ) ∈ CP + ρP ,
where CP denotes the projection of the Weyl chamber on a∗P . This follows from the rapid
decay of cusp forms on XP and of the convergence of a similar series but where Φ = 1
identically. For such λ and Φ the intertwining operator
Φ 7→M(s, λ)Φ
is also given by a convergent integral. The interplay between Eisenstein series and inter-
twining operators shows up when computing their constant terms:
Lemma 2.9.2 Consider an Eisenstein series defined by Φ cuspidal on P . The constant
term EQ(x; Φ, λ) along any parabolic subgroup Q vanishes unless there is an s in the Weyl
group such that s(aP ) ⊃ aQ. In this case one has
EQ(x; Φ, λ) =
∑
s∈W (aP ,Q)
EQ(x;M(s, λ)Φ, sλ)
where EQ(x;M(s, λ)Φ, sλ) is the Eisenstein series on Q defined by M(s, λ)Φ. When Q is
associate to P this can be written
EQ(x; Φ, λ) =
∑
s∈W (aP ,aQ)
e<s(λ)+ρQ,HQ(x)>M(s, λ)Φ(x) .
2.10 Meromorphic continuation and spectral decomposition
Before giving some hints toward the proof we state the main theorems of chapter 7 (refor-
mulated in adélic language in appendix II of [13]).
Theorem 2.10.1 Assume that Φ is automorphic on P and that m 7→ Φ(mx) belongs to the
discrete spectrum3 of MP for any x. Consider λ ∈ a∗P ⊗ C.
(i) The series defining the Eisenstein series E(x; Φ, λ) and the integral defining the inter-
twining operators M(s, λ) are convergent when Re(λ) belongs to some translate of the Weyl
chamber.
(ii) They have a meromorphic continuation on the whole space a∗P ⊗ C.
(iii) The operatorsM(s, λ) satisfy functional equations: for s ∈ W (aP , aQ) and t ∈W (aQ, aR)
M(st, λ) =M(s, tλ)M(t, λ) .
(iv) Moreover
M(s,−λ)∗ =M(s, λ)−1 .
3Thanks to Franke’s results [6] this hypothesis can be removed: automorphic is enough.
12
In particular M(s, λ) is unitary when λ is purely imaginary.
(v) The automorphic forms
x 7→ E(x; Φ, λ)
obtained by meromorphic continuation of Eisenstein series satisfy the functional equations:
E(x; Φ, λ) = E(x;M(s, λ)Φ, sλ) .
(vi) Eisenstein series are analytic when λ is purely imaginary.
Denote by H0P the space of square integrable automorphic forms on XP and by HP its
closure. The proof of the analytic continuation of general Eisenstein series is entangled with
the proof of the following theorem.
Theorem 2.10.2 The discrete spectrum Ldisc is generated by automorphic forms that ap-
pear as residues of Eisenstein series constructed from automorphic forms in the cuspidal
spectrum of Levi subgroups. In particular Ldisc = HG.
Consider functions FP on ΛP with values in HP such that, for some ϕ smooth, K-finite
and compactly supported on XG and for any Φ ∈ H0P
< FP (λ),Φ >LP= ϕˆ(Φ, λ) =< ϕ,E(•; Φ, λ) >L=
∫
XG
ϕ(x)E(x; Φ, λ) dx .
The functional equations satisfied by Eisenstein series implies that
ϕˆ(Φ, λ) = ϕˆ(sλ,M(s, λ)Φ)
which is equivalent to
< FP (λ),Φ >LP=< FQ(sλ),M(s, λ)Φ >LQ
where Q is the standard parabolic subgroup with Levi subgroup MQ = s(MP ). This tells
us that functions FP satisfy functional equations:
FQ(sλ) =M(s, λ)FP (λ) .
Let A be the set of associate classes of standard parabolic subgroups and A′ a set of
representatives of these classes. Let w(P ) be the order of W (aP , aP ) and n(aP ) the number
of chambers in (aP /aG)∗. Now, consider Lˆ the Hilbert space of collections of measurable
functions FP on ΛP with values in HP satisfying the above functional equations and are
square integrable: ∑
P∈A
∑
P∈P
1
n(aP )
∫
λ∈ΛP
||FP (λ)||
2
HP dλ <∞ .
The spectral decomposition is usually formulated as follow (see [1] or [20] for example).
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Theorem 2.10.3 There is a dense subset of functions function ϕ ∈ L that can be expressed
as
ϕ(x) =
∑
P∈A
∑
P∈P
1
n(aP )
∫
λ∈ΛP
E(x;FP (λ), λ) dλ .
The scalar product in L may be written
< ϕ,ϕ >L=
∑
P∈A
∑
P∈P
1
n(aP )
∫
λ∈ΛP
< FP (λ), FP (λ) >HP dλ .
This extends to an isomorphism of Hilbert spaces Lˆ → L.
A comment is in order as regards the choice of Haar measures. We choose a Haar measure
on AG\G and endow Γ with the canonical measure for a discrete group. This defines the
G-invariant measure on XG. We take the invariant measure on NP such that ΓP ∩NP \NP
has volume 1. This and the choice of a Haar measure da on AP /AG produce an invariant
measure on
XP = APΓPNP \G
used to normalize the scalar product in HP . The real vector space ΛP = i(aP/aG)∗ is
identified with the Pontryagin dual of AP /AG via the pairing
(λ, a) 7→ e<λ,HP (a)>
and dλ is the canonical Pontryagin dual Haar measure of da4. One sometimes uses the
following variant of the above theorem.
Theorem 2.10.4 (i) For each parabolic subgroup P one may choose an orthonormal basis
B(P ) of L2disc(XP ) made of automorphic forms on P .
(ii) There is a dense subset of functions function ϕ ∈ L that may be writen:
ϕ(x) =
∑
P∈A
∑
P∈P
1
n(aP )
∑
Φ∈B(P )
∫
λ∈ΛP
< ϕ,E(•; Φ, λ) >L E(x; Φ, λ) dλ .
(iii) This extends to an isomorphism between Hilbert space L and the Hilbert space of mea-
surable functions ψ(Φ, λ) such that
∑
P∈A
∑
P∈P
1
n(aP )
∑
Φ∈B(P )
∫
λ∈ΛP
||ψ(Φ, λ)||2 dλ <∞ .
(iv) In particular, given two smooth K-finite compactly supported functions ϕ1 and ϕ2 on
XG their scalar product can be written
(⋆) < ϕ1, ϕ2 >L=
∑
P∈A
∑
P∈P
1
n(aP )
∑
Φ∈B(P )
∫
λ∈ΛP
ϕˆ1(Φ, λ)ϕˆ2(Φ, λ) dλ
4Observe that, instead of Haar measures on groups aP /aG and i(aP /aG)
∗ related by Pontryagin duality,
surveys [15] and [1] use Lebesgue measures attached to dual basis in vector spaces aP /aG and (aP /aG)
∗
and hence powers of 2pii show up in their Fourier inversion formulas.
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or equivalently
(⋆⋆) < ϕ1, ϕ2 >L=
∑
P∈A′
1
w(P )
∑
Φ∈B(P )
∫
λ∈ΛP
ϕˆ1(Φ, λ)ϕˆ2(Φ, λ) dλ
with
ϕˆi(Φ, λ) =< ϕi, E(•; Φ, λ) >L=
∫
XG
ϕi(x)E(x; Φ, λ) dx .
Assertion (i) is a consequence of Theorem 2.10.2. The equivalence of (⋆) and (⋆⋆) follows
from the following remarks: the value of the integral is constant when P varies in a given
P since intertwining operators M(s, λ) are unitary when λ is purely imaginary; it remains
to observe that if we denote by a(P) the cardinal of P one has: n(aP ) = w(P )a(P) .
The spectral decomposition allows to express L as a Hilbert direct integral. Let π be an
unitary representation of P = P(A) trivial on NPAG and λ ∈ ΛP . We denote by IGP (π, λ)
the right regular representation of G in the space of function φ on G with values in the space
of π satisfying
Φ(px) = e<λ+ρP ,HP (p)>π(p)Φ(x)
and that are square integrable on K. The “parabolically induced” representation IGP (π, λ)
is unitary. Define FP (λ) by:
FP (λ) = I
G
P (L
2
disc(XP ), λ) .
The unitarity of intertwining operators M(s, λ) for λ ∈ ΛP shows that for s ∈W (aP , aQ)
FP (λ) ≃ FQ(sλ) .
Let P be the association class of P . Let FP be the Hilbert direct integral of representations
FP (λ):
FP =
∫ ⊕
ΛP /W (aP ,aP )
FP (λ) dλ .
Up to isomorphism, it is independent of the choice of P ∈ P . Theorems 2.10.3 and 2.10.4
imply that the right regular representation of G in L = L2(XG) can be written as the direct
sum of direct integrals FP :
Proposition 2.10.5
L =
⊕
P∈A
FP =
⊕
P∈A′
∫ ⊕
ΛP /W (aP ,aP )
FP (λ) dλ .
3 About the proof
3.1 Pseudo-Eisenstein series and their scalar product
Consider a parabolic subgroup P and the space
XP,G = AGΓPNP \G .
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Denote by DP the space of K-finite functions φ on XP,G such that a 7→ φ(a • k) is a
compactly supported function on AP /AG with values in a finite dimensional space of cuspidal
functions on MP independent of k ∈ K. For φ ∈ DP the series
Eφ(x) =
∑
γ∈ΓP \ΓG
φ(γx)
are absolutely convergent and, following [20], we call them pseudo-Eisenstein series5.
Let A be the set of associate classes of standard parabolic subgroups. For P ∈ A we
denote by CP the closure of the vector space generated by the Eφ for φ ∈ DP with P ∈ P .
Observe that DG = CG is the space of cusp forms on G.
A first step toward the spectral decomposition is a direct sum decomposition indexed by
association classes of standard parabolic subgroups. This is Lemma 2 in [15] and Proposition
II.2.4 in [20].
Proposition 3.1.1 One has a direct sum decomposition
L =
⊕
P∈A
CP
Proof: Lemma 2.4.1 and an inductive argument starting with the minimal parabolic sub-
group show that a function on XG which is orthogonal to all Eφ for all standard parabolic
subgroups, including G, must vanish. This is Lemma 3.7 p. 55 and its Corollary p. 58 of
[13] (see also Theorem II.1.12 in [20]). It remains to show that CP and CQ are orthogonal
whenever P 6= Q. Consider two standard parabolic subgroups P and Q we have either
(i) for some element s of the Weyl groupMQ ⊂ s(MP )
or
(ii) for any element s of the Weyl groupMQ ∩ s(NP ) is a non trivial unipotent subgroup.
Consider P and Q that are not associated; then, up to exchanging the role of P and Q,
we may assume that (ii) holds. Now consider functions φ and ψ cuspidal on P and Q
respectively. The above formal computation yields
< Eφ, Eψ >=
∫
XP,G
φ(x)Eψ,P (x) dx
where Eψ,P is the constant term along P of Eψ . Using Bruhat decomposition
ΓP \Γ/ΓQ ≃W
P \WG/WQ
where WP denotes the Weyl group of MP , we see that Eψ,P vanishes since ψ is cuspidal on
Q.

5These series are denoted φˆ in [15], [1] and [11]. They appear as series θφ in [20] but there φ is the
Fourier transform, on the torus, of our φ.
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Proposition 3.1.1 reduces the spectral decomposition of L to the spectral decomposition
of spaces CP . To proceed further one needs to compute the scalar product of two pseudo-
Eisenstein series when it does not vanish. Consider φ ∈ DP ; then the function Φ on
XP × (aP /aG)∗ ⊗ C given by
Φ(x, λ) =
∫
AP /AG
φ(ax)e−<λ+ρP ,HP (ax)> da
is cuspidal on P in the first variable and analytic of Paley-Wiener type in the second one.
We identify the Pontryagin dual of AG\AP with ΛP = i(aP/aG)∗. By Fourier inversion one
recovers φ:
φ(x) =
∫
λ∈λ0+ΛP
Φ(x, λ)e<λ+ρP ,HP (x)> dλ
where λ0 is arbitrary and dλ is the Haar measure on ΛP = i(aP /aG)∗ dual, for Pontryagin
duality, to the Haar measure da and hence the pseudo-Eisenstein series Eφ is equal to an
integral of Eisenstein series:
Eφ(x) =
∫
λ∈λ0+ΛP
E(x; Φ(•, λ), λ) dλ
for any λ0 ∈ CP + ρP (which one may also write λ0 > ρP ). We may now give the for-
mula for the scalar product of two pseudo-Eisenstein series which is the key to the spectral
decomposition.
Proposition 3.1.2 Consider two associated parabolic subgroups P and Q and two functions
φ1 ∈ DP and φ2 ∈ DQ. When λ0 ∈ CP + ρP one has, with the notation of 2.9.2:
< Eφ1 , Eφ2 >L=
∑
s∈W (aP ,aQ)
∫
λ∈λ0+ΛP
< M(s, λ)Φ1(•, λ),Φ2(•,−sλ) >LP dλ .
Proof: This is an immediate consequence of 2.4.1, and 2.9.2.

It is useful to extend the space of cuspidal functions Φ(•, λ) by asking that as a function
of λ it is holomorphic and rapidly decreasing in vertical strips ||λ|| < R for some R. Their
Fourier transform build a space denoted DP (R). The above formula still holds provided
that moreover ||λ0|| < R.
The spectral decomposition is obtained by shifting the integral to the purely imaginary
space ΛP i.e. moving λ0 to 0. To do this one needs to establish the meromorphic continuation
of intertwining operators and to take into account the residues that show up. Analytic
estimates are moreover necessary to allow such a contour shift. One establishes at the same
time the analytic continuation and the functional equations of Eisenstein series.
3.2 Scalar product of truncated Eisenstein series
In section 9 of [15] Langlands states, without detailed proof, a formula for the scalar product
of two truncated Eisenstein series induced from cusp forms. We quote the result with the
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notation of [12]. Let P and Q be two standard parabolic subgroups and consider:
λ ∈ a∗Q ⊗ C et µ ∈ a
∗
R ⊗ C
that coincide on aG. One defines an operator valued function, meromorphic in both variables
whenever intertwining operators are meromorphic,
ωTQ|P (λ, µ) =
∑
R
∑
s∈W (aP ,aR)
∑
t∈W (aQ,aR)
e<sλ−tµ , T>εR(sλ− tµ)M(t,−µ)
∗M(s, λ)
where R runs over standard parabolic subgroups associated to P and Q. The function
λ 7→ εR(λ) is the inverse of a product of monomials
εR(λ)
−1 = VR
∏
α∈∆R
< λ, αˇ >
where the VR is the volume of the parallelotope generated by ∆R. The function ωTQ|P
vanishes unless P and Q are associated. Langlands formula is the following:
Theorem 3.2.1 Assume that Φ and Ψ are cuspidal on P and Q. Then, provided λ and µ
are in the convergence domain for Eisenstein series i.e. the translate by ρP (resp. ρQ) of
the Weyl chamber
∫
XG
ΛTE(x,Φ, λ)ΛTE(x,Ψ, µ)dx =< ωTQ|P (λ,−µ)Φ,Ψ > .
Proof: We refer the reader to section 5.4 of [12] for a proof much shorter and elementary
than the one given in section 4 of [2].6

Theorem 3.2.2 Again Φ is assumed to be cuspidal. Assume we know that intertwining
operators are holomorphic in some connected open set O containing the set of λ ∈ a∗P ⊗ C
such that Re(λ) ∈ CP + ρP (the translated by ρP of the Weyl chamber) and satisfy the
functional equations. Then Eisenstein series E(x; Φ, λ) have a holomorphic continuation in
O and satisfy the functional equations
E(x; Φ, λ) = E(x;M(s, λ)Φ, sλ) .
6The proof in [2] proceeds directly, expanding the two truncated Eisenstein series: this yields a lot of
rather complicated terms; fortunately cancellations occur that rely on subtle arguments using meromorphic
continuation of partial expressions, growth estimates, contour shiftings and computation of residues. In [12]
one uses that ΛT is an orthogonal projection and hence it is equivalent to show that∫
XG
Λ
TE(x,Φ, λ)E(x,Ψ, µ)dx =< ωTQ|P (λ,−µ)Φ,Ψ > .
Less and simpler terms have to be dealt with, no cancellation is needed and the computation is elementary.
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Proof: If we have at hand the functional equations for intertwining operators, one can show
that the singularities arising from zeros of monomials in the denominator of the formula
defining ωTQ|P (λ, µ) are cancelled by zeros of the numerator and that the only possible
singularities arise from singularities of the intertwining operators M(•, •) (cf. Propositions
1.10.4 and 5.3.3 of [12]). Now, if D is a holomorphic differential operator in the variable λ
the identity 3.2.1 tells us that
||DΛTE(•,Φ, λ)||2L = DD < ω
T
P |P (λ,−λ)Φ,Φ >LP .
This shows that if ωTQ|P (λ,−λ) is given by a convergent Taylor series in a neighbourghood
of some point λ0 then same is true for the function with values in the Hilbert space L:
λ 7→ ΛTE(•,Φ, λ) .
Since both sides in the formula 3.2.1 are known to be equal in the convergence domain they
remain equal in O. Now, if ϕ is a smooth compactly supported function on XG it follows
from 2.4.2 that for T large enough∫
XG
ϕ(x)E(x; Φ, λ) dx =
∫
XG
ϕ(x)ΛTE(x; Φ, λ) dx .
This implies that Eisenstein series when considered as distributions on XG:
E(•; Φ, λ) : ϕ 7→
∫
XG
ϕ(x)E(x; Φ, λ) dx
have a holomorphic continuation on O. Moreover, since Φ is automorphic, one may find
a compactly supported smooth function f on G such that IP,λ(f)Φ = Φ. But, in the
convergence domain, one has
E(x; IP,λ(f)Φ, λ) = E(x; Φ, λ) ⋆ f
and we get for λ ∈ O an equality of distributions:
E(•; Φ, λ) = E(•; Φ, λ) ⋆ f .
This shows that the distributions obtained by analytic continuation of Eisenstein series
are in fact smooth functions. Using the functional equation for intertwining operators and
formula 2.9.2, one checks that the constant terms of
E(x; Φ, λ) and E(x;M(s, λ)Φ, sλ)
along any proper parabolic subgroup Q are equal and hence the difference
E(x; Φ, λ) − E(x;M(s, λ)Φ, sλ)
is cuspidal. But, at the same time, each term is orthogonal to cusp forms as follows from
2.9.1. The difference must vanish. This establishes the functional equation for Eisenstein
series in the domain where they are analytic.

The theorem 3.2.2 reduces the proof of the analytic continuation and the functional
equations of Eisenstein series built from cusp forms to the proof of the same properties for
intertwining operators. That the analytic continuation of Eisenstein series yields automor-
phic forms needs a little more work.
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3.3 Analytic continuation: cuspidal case
Consider the case where P is an association class of maximal standard parabolic subgroups.
There are two cases: either P has one element P and W (aP , aP ) has two elements then we
put P1 = P or P has two elements P = P1 6= P2 = Q and W (aP , aQ) has one element. Let
λPi(z) = z
αPi
||αPi ||
with z ∈ C
if we denote by αPi the unique positive root in ∆Pi . Now define M(z) by
M(z) =M(s, λP (z))
when P has one element and s is the non trivial element in W (aP , aP ) or
M(z) =
(
0 M(s−1, λQ(z))
M(s, λP (z)) 0
)
if s belongs to W (aP , aQ) with Q 6= P . Let I = {1} or I = {1, 2} according to cases. Define
LP =
⊕
i∈I
LPi .
We have to study M(z) and Eisenstein series
E(•,Φ, z) =
∑
i∈I
E(•,Φi, z) .
Proposition 3.3.1 (i) The functions M(z) and E(•,Φ, z) are meromorphic for z ∈ C.
(ii) M(z)M(−z) = 1
(iii) E(•,Φ, z) = E(•,M(z)Φ,−z)
Proof: We sketch an argument borrowed from sections 4 and 6 of [15] (see also Lemma 84
in [8]). Let r = ||ρP ||. Given Φi and Ψi in LPi we define functions of z with values in LP
Φ(•, z) = ⊕Φi(•, λPi(z)) and Ψ(•, z) = ⊕Ψi(•, λPi(z)) .
The scalar product of pseudo-Eisenstein series Eφ and Eψ attached to Φ(•, z) and Ψ(•, z)
is given by:
< Eφ, Eψ >L=
∫
c+iR
< Φ(•, z),Ψ(•,−z) >LP + < M(z)Φ(•, z),Ψ(•, z) >LP dz
provided c > r. Here dz is a suitably normalized Haar measure on iR. Consider functions
Eφ with φi ∈ DPi(R). The above formula holds for
r < c < R .
Put Φ′i(•, λ) =< λ, λ > Φi(•, λ) then, if we define Eφ′ using the Φ
′
i, the densely defined
linear operator AEφ = Eφ′ is essentially self adjoint (unbounded). Its spectrum is real and
its resolvent
R(σ,A) = (σ −A)−1
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is a holomorphic function of σ ∈ C off the interval ]−∞, R2]. But since R can be arbitrarily
close to r the resolvent is holomorphic off the interval ]−∞, r2] and
< R(σ,A)Eφ, Eψ >L
equals
∫
c+iR
1
σ − z2
(< Φ(•, z),Ψ(•,−z) >LP + < M(z)Φ(•, z),Ψ(•, z) >LP ) dz
provided Re(σ) > c2 > r2. For t ∈ C, with Re(t) 6= ±c while r < c < R, let
r(t, c) =
∫
c+iR
1
t2 − z2
(< Φ(•, z),Ψ(•,−z) >LP + < M(z)Φ(•, z),Ψ(•, z) >LP ) dz .
This is a holomorphic function of t for |Re(t)| 6= c such that
r(t, c) =< R(t2, A)Eφ, Eψ >L if Re(t) > c > r .
Suppose now that
R > c1 > Re(t) > c > r
then shifting the above integral and evaluating the residue at z = t we get
< R(t2, A)Eφ, Eψ >L= s(t) + r(t, c1)
where
s(t) =
1
2t
(
< Φ(•, t),Ψ(•,−t) >LP + < M(t)Φ(•, t),Ψ(•, t) >LP
)
.
Hence s(t) has a holomorphic continuation on the subset t2 /∈]−∞, r2]. Now suppose that
Φ(z) = ez
2
Φ0 and Ψ(z) = e
z2Ψ0
with Φ0 and Ψ0 in LP , we get
s(t) =
e2t
2
2t
(< Φ0,Ψ0 >LP + < M(t)Φ0,Ψ0 >LP )
and hence M(t) has a holomorphic continuation whenever t2 /∈]−∞, r2] i.e. Re(t) > 0 and
t /∈]0, r]. The positivity of the inner product 3.2.1 of a truncated Eisenstein series with itself
tells us that the hermitian operator
1
2Re(t)
(I −M(t)M(t)∗)−
1
2i Im(t)
(M(t)−M(t)∗)
is positive. The continuation for Re(t) = 0 but Im(t) 6= 0 and the functional equation
M(t)M(−t) = I
on this line are an easy consequence of this positivity provided one knows the operator
remains bounded when t = iy + ǫ with y ∈ R− 0 and ǫ > 0 tends to 0. This fact will not
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be established here being too technical: it uses estimates from section 5 of [13] (the case
G = GL(2) is treated in the Appendix IV of [13] pages 326-331. See also Lemma 98 in [8]).
It also remains to show that only a finite number of singular points may show up in the
segment ]0, ||ρP ||] (see for example sections 6, 7 and 8 of Chapter IV of [8]). By symmetry
one gets the meromorphic continuation to the full complex line. Meromorphic continuation
and functional equation for Eisenstein series now follows from 3.2.2.

We may now consider the case of arbitrary rank. Recall that by definition Nw =
wNPw
−1 ∩ NQ\NQ. Now if s = s1s2 is a factorization of elements in the Weyl group
with length ℓ(s) = ℓ(s1) + ℓ(s2) and if wi represent the si, there is an isomorphism
Nw1 ×Nw2 → Nw
which implies that
M(s, λ) =M(s1, s2λ)M(s2, λ)
in the domain of convergence (cf. [22]). Decomposing s into a product of minimal length of
simple reflexion si we decomposeM(s, λ) into a product of intertwining operatorsM(si, λi)
and the meromorphic continuation of intertwining operators is reduced to the rank one case.
For more details we refer to section 7 of [15] and also [11] where the case of quasi-split groups
is fully treated. Again, the meromorphic continuation of Eisenstein series induced from cusp
forms and their functional equations now follows from this and 3.2.2 (cf. section 9 of [15]).
3.4 Contour deformation forgetting residues
Start with the expression 3.1.2 for the square norm of a pseudo-Eisenstein series
< Eφ, Eφ >L=
∑
s∈W (aP ,aP )
∫
λ∈λ0+ΛP
< M(s, λ)Φ(•, λ),Φ(•,−sλ) >LP dλ .
Assume that the integrand is sufficiently decreasing at infinity so that we may move the
integration contour. By moving λ0 to 0 following a path inside the Weyl chamber we may
cross singular hyperplanes. Assume for a while that the residues coming from these crossings
vanish. In such a case we get, at least formally,
< Eφ, Eφ >L=
∑
s∈W (aP ,aP )
∫
λ∈ΛP
< M(s, λ)Φ(•, λ),Φ(•,−sλ) >LP dλ
which is again equal to
=
∑
s∈W (aP ,aP )
∫
λ∈ΛP
< M(s, λ)Φ(•, λ),Φ(•, sλ) >LP dλ .
This can be rewritten
=
1
w(P )
∑
s∈W (aP ,aP )
∑
t∈W (aP ,aP )
∫
λ∈ΛP
< M(s, tλ)Φ(•, tλ),Φ(•, stλ) >LP dλ
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but since
M(st, λ) =M(s, tλ)M(t, λ)
this is equal to
=
1
w(P )
∑
u∈W (aP ,aP )
∑
t∈W (aP ,aP )
∫
λ∈ΛP
< M(t, λ)−1Φ(•, tλ),M(u, λ)−1Φ(•, uλ) >LP dλ .
Now if we let
FP (λ) =
∑
s∈W (aP ,aP )
M(s, λ)−1Φ(•, sλ)
we get the
Proposition 3.4.1 Assume that the residues coming from the singularities vanish and that
functions are sufficiently decreasing at infinity so that we may move the integration contour.
Then
< Eφ, Eφ >=
1
w(P )
∫
λ∈ΛP
< FP (λ), FP (λ) > dλ .
This is the expected contribution coming from P to the spectral decomposition, as given in
2.10.3, when residues do not contribute.
3.5 The trivial representation as a residue
The trivial representation will show up when deforming the contour giving the contribution
of the Eisenstein series induced from the constant function Φ on the minimal parabolic
subgroup P0 through the multiple residue at λ = ρ.
Assume that G is a split Q-group and that K = K∞×
∏
pKp where Kp is hyperspecial
for all prime p. Consider series Eφ where φ is right-K-invariant on XP0 . In the expression
3.1.2 for the scalar product of such pseudo-Eisenstein series is
< Eφ, Eφ >L=
∑
s∈WG
∫
λ∈λ0+ΛP0
< M(s, λ)Φ(•, λ),Φ(•,−sλ) >LP0 dλ .
The intertwining operators M(s, λ) act on a constant function Φ by scalars
m(s, λ) =
∏
α>0,sα<0
L(< λ, αˇ >)
L(1+ < λ, αˇ >)
where L(σ) is the complete Zeta function:
L(σ) = π−σ/2Γ(σ/2)ζ(σ) .
Recall that L(σ) has a simple pole with residue 1 at σ = 1 and functional equation
L(σ) = L(1− σ) .
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Observe that the half sum of positive roots ρ is also the sum of fundamental weights (i.e.
the basis dual to the basis of simple co-roots):
ρ =
1
2
∑
α>0
α =
∑
α∈∆P0
̟α .
Hence ρ is the intersection point of the affine hyperplanes < λ, αˇ >= 1 where αˇ runs over
simple co-roots. This implies that the multiple residue at λ = ρ is given by the term indexed
by the longest element s in the Weyl group i.e. the element which sends any positive roots
to a negative roots. Let us denote by ∏
α>0
′
the product over non-simple positive roots and define V by
1
V
=
∏′
α>0 L(< ρ, αˇ >)∏
α>0 L(1+ < ρ, αˇ >)
.
The multiple residue T at λ = ρ is given by
T =
1
V
< Φ(•, ρ),Φ(•, ρ) >LP0 .
Now if we denote by eG the unit element in G we have
< Eφ, 1 >L= Φ(eG, ρ)
if the measure on G is given by
e−<2ρ,HP0 (x)>dn dp dk
for x = npk where dp dk is normalized so that
vol (XP0) = vol (K) = 1
while dn gives measure 1 to ΓP0 ∩NP0\NP0 . This implies that for such a measure on G one
has
< Φ(•, ρ),Φ(•, ρ) >LP0= |Φ(eG, ρ)|
2 = | < Eφ, 1 >L |
2
and hence
T =
< Eφ, 1 >L< 1, Eφ >L
V
.
Using this and a resolvent argument Langlands shows in [14] that
vol (XG) =< 1, 1 >L= V .
In other words, if ΨG is a constant function of norm 1 in L
T =
1
V
< Φ(•, ρ),Φ(•, ρ) >LP0=< Eφ,ΨG >L< ΨG, Eφ >L
and hence T is the contribution to the spectral decomposition of the trivial representation.
This equation is the starting point for proving Weil’s conjecture which says that the
Tamagawa number τ(G) = 1 when G simply connected. The conjecture was proved by
Langlands for split groups [14], and extended by K.F. Lai to arbitrary quasi-split groups
[11]. As Langlands had expected, the proof of the general case, due to Kottwitz [9], reduces
to Lai’s result modulo the stabilization of the Trace Formula in a special case.
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3.6 The general case
It remains to deal with the most difficult part of the proof: to take into account more general
residues that show up when moving the contour. This is taken care of in Chapter 7 of [13]
and in Chapters V and VI in [20]. A nice introduction is given by J. Arthur in [1] and
since we could not do any better we refer the reader to this survey. Let us simply say that
besides serious analytic difficulties the main obstacles come from the following facts: one
does not know a priori the location of singularities of the intertwining operators. In the
simplest cases intertwining operators are quotients of Riemann Zeta functions and, if their
poles are known, their zeros are mysterious and may produce singularities. In the general
case this is worse since one has to control intertwining operators which involve the most
general L-functions attached to automorphic forms by Langlands and very little is known
about their singularities. Moreover, as will be seen in the GL(3) example (in the proof
of 4.4.3), many parasitic residues do cancel. A direct argument, like the one we shall use
in examples, would not be tractable in the general case and a subtle induction process is
necessary.
One has thus established two orthogonal decompositions: an easy one in 3.1.1:
L =
⊕
P∈A
CP
and a much deeper one 2.10.5. The various projectors commutes with each other: in fact
the second decomposition is a refinement of the first one (see examples). Combining them
by putting
GQP = CP ∩ FQ
we get the
Proposition 3.6.1
L =
⊕
P∈A
⊕
{Q∈A|P<Q}
GQP .
Here P < Q means that given P ∈ P there is a Q ∈ Q such that P ⊂ Q.
A representation occuring in GQP is induced from a representation in the discrete spectrum
of Q ∈ Q which in turn appears via a residue from an induced representation of a cuspidal
representation of P ∈ P (i.e. a representation of the cuspidal spectrum on XP ).
4 Examples of spectral decomposition
When G = SL(2) the spectral decomposition is due to Selberg [23] (see [Ku] for a detailed
treatment in the classical language). A treatment in the adelic setting is given in [7]. For the
quasi-split form of U(3) attached to a quadratic extension E/F , the non-cuspidal discrete
spectrum is described in section 13.9 of [21].
The spectral decomposition for GL(n) when n = 2 or 3, restricted to the K-invariant
vectors, is treated below following section 10 of [15]. We refer to appendix III of [13] for a
similar study for groups G2 and SL(4) where new intrinsic difficulties show up.
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4.1 Some notation
Let LK be the space of K-invariant functions in L. This is a representation space for the
spherical Hecke algebra i.e. the convolution algebra of compactly supported left and right
K-invariant functions. This is a commutative algebra and hence irreducible representations
have dimension 1. Proposition 3.1.1 yields a first decomposition
LK =
∑
P∈A
CKP
where CKP is the space of K-invariant functions in CP . This is the closure of the space
generated by pseudo-Eisenstein series constructed from K-invariant cuspidal functions
x 7→ Φ(x, λ)
on XP for P ∈ P . When P = {P0} one has
XP0 = AP0ΓP0NP0\G = P0\G
and G = P0K. In such a case functions x 7→ Φ(x, λ) are simply constant on G and the
scalar product in LP0 is given by
< Φ(•, λ),Φ(•, λ) >LP0= Φ(eG, λ)Φ(eG, λ) .
The intertwining operators M(s, λ) act on such functions by scalars
m(s, λ) =
∏
α>0,sα<0
L(< λ, αˇ >)
L(1+ < λ, αˇ >)
.
4.2 The case G = GL(2)
We now consider G = GL(2). The minimal parabolic subgroup P0 can be taken to be the
subgroup of upper triangular matrices
P0 =
(
⋆ ⋆
0 ⋆
)
.
In G∞ the maximal compact subgroup K∞ = O(2,R) while in Gp we take Kp = GL(2,Zp)
where Zp is the ring of p-adic integers. When s is the non trivial element in the Weyl group
m(s, λ) =
L(< λ, αˇ >)
L(1+ < λ, αˇ >)
.
We start from
< Eφ, Eφ >L=
∫
λ∈λ0+ΛP0
Φ(eG, λ)Φ(eG,−λ) +m(s, λ)Φ(eG, λ)Φ(eG,−sλ) dλ .
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Moving the contour from λ0 to 0 we have to take into account the residue of m(s, λ) at
λ = ρ = α/2 and we get
< Eφ, Eφ >L=
∫
λ∈ΛP0
(
Φ0(λ)Φ0(λ) +m(s, λ)Φ0(λ)Φ0(sλ)
)
dλ+
1
L(2)
Φ0(ρ)Φ0(ρ)
where
Φ0(λ) = Φ(eG, λ) .
Here ΛP0 is of dimension 1. This yields the
Proposition 4.2.1 For G = GL(2) the spectral decomposition of the space generated by
K-invariant pseudo-Eisenstein series on P0 is given by:
< Eφ, Eφ >L=
1
2
∫
λ∈ΛP0
< Eφ, E(•; Ψ0, λ) >L < Eφ, E(•; Ψ0, λ) >L dλ
+ < Eφ,ΨG >L< ΨG, Eφ >L .
Here Ψ0 is a constant function on G normalized so that < Ψ0,Ψ0 >LP0= 1 and ΨG is a
constant function on G normalized so that < ΨG,ΨG >L= 1. The orthogonal complement
of CKP0 in L
K is CKG = L
K
cusp.
4.3 The case G = GL(3). Preparatory material
When G = GL(3) our minimal parabolic subgroup P0 is the subgroup of upper triangular
matrices and there are two associated standard maximal parabolic subgroups P1 and P2
P0 =

⋆ ⋆ ⋆0 ⋆ ⋆
0 0 ⋆

 P1 =

⋆ ⋆ ⋆⋆ ⋆ ⋆
0 0 ⋆

 P2 =

⋆ ⋆ ⋆0 ⋆ ⋆
0 ⋆ ⋆


The maximal compact subgroupK∞ in G∞ is O(3,R) whileKp = GL(3,Zp) .We denote by
α1 and α2 the two simple roots and by ̟1 and ̟2 the corresponding fundamental weights.
Recall that ρ the half sum of positive roots is such that
ρ =
1
2
(α1 + α2 + α3) = α1 + α2 = α3 = ̟1 +̟2
and hence
< ρ, αˇ1 >=< ρ, αˇ2 >= 1 while < ρ, ρˇ >= 2 .
Besides the three symmetries si defined by αi the two other non trivial elements in the Weyl
group are rotations
r1 = s1s2 and r2 = s2s1 .
Let δi = 12αi and denote by σij the unique element in the Weyl group which sends δi to
−δj. Consider vectors so that the angle between δi and ei is π/2:
e1 = −̟2 , e2 = ̟1 and e3 = z(̟1 −̟2) .
We shall need the:
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Lemma 4.3.1 When λi = δi + zei with z = −z ∈ C we have
−σij(λi) = λj
Proof: One has simply to observe that σij(ei) = ej . This is obvious when i = j and also
when σij is a rotation. It remains to check it when σij = s3 and i < j which occurs only
when i = 1 and j = 2 but s3(̟1) = −̟2.

We have
m(s1, λ) =
L(< λ, αˇ1 >)
L(1+ < λ, αˇ1 >)
, m(s2, λ) =
L(< λ, αˇ2 >)
L(1+ < λ, αˇ2 >)
m(r1, λ) =
L(< λ, αˇ2 >)
L(1+ < λ, αˇ2 >)
L(< λ, ρˇ >)
L(1+ < λ, ρˇ >)
,m(r2, λ) =
L(< λ, αˇ1 >)
L(1+ < λ, αˇ1 >)
L(< λ, ρˇ >)
L(1+ < λ, ρˇ >)
and since s3 = s1s2s1
m(s3, λ) =
L(< λ, αˇ1 >)
L(1+ < λ, αˇ1 >)
L(< λ, αˇ2 >)
L(1+ < λ, αˇ2 >)
L(< λ, ρˇ >)
L(1+ < λ, ρˇ >)
.
The singularities of functions m(s, λ) in the domain
Rs = {λ | Re(< λ, αˇi >) ≥ 0 for αi > 0 and s(αi) < 0}
are along the affine subspaces
Λi = {λ | < λ, αˇi >= 1} .
In fact, for λ ∈ Rs factors in the numerators are holomorphic except for poles whenever
< λ, αˇi >= 1 or 0 for some i, while denominators are holomorphic and non zero whenever
< λ, αˇi > 6= 0; moreover m(s, λ) is holomorphic when (< λ, αˇi >) = 0 for some i since
singularities of numerator and denominator cancel.
The subspaces Λi are the sets of λi = δi + zei with z ∈ C. The residue of m(σij , λ) at
λ = λi = δi + zei can be written
1
L(2)
nij(z) =
1
L(2)
n(σij , λi)
The matrix N (z) with entries nij(z) = n(σij , λi) is given by:
N (z) =

 1 n(s3, λ1) n(r2, λ1)n(s3, λ2) 1 n(r1, λ2)
n(r1, λ3) n(r2, λ3) n(s3, λ3)


Now, taking into account that
L(1+ < λ1, αˇ2 >) = L(< λ1, ρˇ >) and L(1+ < λ2, αˇ1 >) = L(< λ2, ρˇ >)
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we see that
n(s3, λ1) =
L(< λ1, αˇ2 >)
L(1+ < λ1, αˇ2 >)
L(< λ1, ρˇ >)
L(1+ < λ1, ρˇ >)
=
L(< λ1, αˇ2 >)
L(1+ < λ1, ρˇ >)
and a similar cancellation occurs for n(s3, λ2). This shows that
N (z) =


1 L(<λ1,αˇ2>)L(1+<λ1,ρˇ>)
L(<λ1,ρˇ>)
L(1+<λ1,ρˇ>)
L(<λ2,αˇ1>)
L(1+<λ2,ρˇ>)
1 L(<λ2,ρˇ>)L(1+<λ2,ρˇ>)
L(<λ3,αˇ1>)
L(1+<λ3,αˇ1>)
L(<λ3,αˇ2>)
L(1+<λ3,αˇ2>)
L(<λ3,αˇ1>)
L(1+<λ3,αˇ1>)
L(<λ3,αˇ2>)
L(1+<λ3,αˇ2>)


Since < δ1, αˇ2 >=< δ2, αˇ1 >= − 12 and < δi, ρˇ >=
1
2 we get
N (z) =


1
L(−z− 1
2
)
L(−z+ 3
2
)
L(−z+ 1
2
))
L(−z+ 3
2
))
L(z− 1
2
)
L(z+ 3
2
)
1
L(z+ 1
2
))
L(z+ 3
2
))
L(z+ 1
2
))
L(z+ 3
2
))
L(−z+ 1
2
))
L(−z+ 3
2
))
L(z+ 1
2
))
L(z+ 3
2
))
L(−z+ 1
2
))
L(−z+ 3
2
))


Lemma 4.3.2 The matrix N (z) is of rank one and nij(z) = nji(−z).
Proof: That N (z) is of rank one can be checked using its explicit expression and the
functional equation for L(σ).

Lemma 4.3.3 One has
nij(z) = nik(z)njk(z) if z = −z for k = 1 or 2 .
Proof: Since N (z) is of rank one there exists functions cij(z) such that for any i, j or k
cik(z)nkj(z) = nij(z) and cik(z)ckj(z) = cij(z) .
In particular
cik(z)cki(z) = 1 .
But since nkk = 1 for k = 1 or 2 we have cki(z)nik(z) = 1 and hence
cik(z) = nik(z) for k = 1 or 2 .
This shows that
nij(z) = nik(z)nkj(z)
for k = 1 or 2 and the lemma follows since
njk(z) = nkj(z) if z = −z .

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4.4 Contour deformation for CKP0
We start from
< Eφ, Eφ >L=
∑
s∈W (aP0 ,aP0)
∫
λ∈λ0+ΛP0
m(s, λ)Φ(eG, λ)Φ(eG,−sλ) dλ .
When we move λ0 to 0, ignoring for a while the singularities on affine lines < λ, αˇi >= 1 of
the intertwining operators, we get an integral over a space of dimension 2:
A =
∑
s∈W (aP0 ,aP0)
∫
λ∈ΛP0
m(s, λ)Φ0(λ)Φ0(sλ) dλ .
with Φ0(λ) := Φ(eG, λ). Here ΛP0 is of dimension 2.
We get, as a particular case of 3.4.1, the expected contribution to < Eφ, Eφ >L coming
from P0 to the spectral decomposition, when the contribution of residues is omitted. It will
be denoted by A
Proposition 4.4.1
A =
1
6
∫
λ∈ΛP0
< Eφ, E(•; Ψ0, λ) >L < Eφ, E(•; Ψ0, λ) >L dλ
where Ψ0 is a constant function on G normalized so that < Ψ0,Ψ0 >LP0= 1
Now, consider the residue on affine lines < λ, αˇi >= 1 and move the contour to Λi where
Λi = {λi | < λi, αˇi >= 1,Re(λi) = δi}
are affine subspaces of real dimension 1: λi = δi + zei with z = −z ∈ C. Ignoring the
possible “double residues” that will be treated later on (see 4.4.3) and thanks to 4.3.1 we see
that
−σij(λi) = λj
and we get a contribution of the form:
B =
1
L(2)
3∑
i=1
3∑
j=1
∫
z∈iR
nij(z)Φi(z)Φj(z) dz
if
Φi(z) = Φ(eG, λi) = Φ(eG, δi + zei) .
Now, let us denote by Ψ0 the function identically equal to 1. It yields an element of norm 1
in LP0 since, by assumption, vol (K) = 1. Let Ei(x; Ψ0, zei) be the residue of E(x; Ψ0, λ)
on the affine complex line λ = δi + zei; its constant term along P0 is given by
∫
Γ∩N0\N0
Ei(nx; Ψ0, zei) dn =
1
L(2)
3∑
j=1
e<σij(δi+zei)+ρ,H0(x)>nij(z)Ψ0(x)
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which, thanks to 4.3.1, is equal to
1
L(2)
3∑
j=1
e<−δj+zej+ρ,H0(x)>nij(z)Ψ0(x) .
Now
< Eφ, Ei(•; Ψ0, zei) >=
1
L(2)
3∑
j=1
∫
XP0
φ(x)e<−δi−zej+ρ,H0(x)>nij(z)Ψ0(x) dx
Since Ψ0(x) ≡ 1 and nij(z) = nji(z) if z = −z we have
< Eφ, Ei(•; Ψ0, zei) >=
1
L(2)
3∑
j=1
nji(z)Φj(z) .
Recall that
B =
1
L(2)
3∑
i=1
3∑
j=1
∫
z∈iR
nij(z)Φi(z)Φj(z) dz .
Thanks to 4.3.3 this can be rewritten
B =
1
L(2)
3∑
i=1
3∑
j=1
∫
z∈iR
ni1(z)nj1(z)Φi(z)Φj(z)dz
and altogether we get
B = L(2)
∫
iR
< Eφ, E1(•; Ψ0, zei) > < Eφ, E1(•; Ψ0, zei) >dz .
Observe that we could have chosen E2 instead of E1. Let Ψ1 to be a constant function of
norm 1 in LP1 . We may take
Ψ1(x) =
Ψ0(x)√
L(2)
≡
1√
L(2)
and hence the contribution B of simple residues to the spectral decomposition for the space
of K-invariant vectors is given by
Proposition 4.4.2
B =
∫
λ1∈ΛP1
< Eφ, E1(•; Ψ1, λ1) >L < Eφ, E1(•; Ψ1, λ1) >L dλ1
where ΛP1 is the line ze1 with z imaginary.
Using the associate parabolic subgroup P2 instead of P1 one would get the same expres-
sion for B but with E2 in place of E1.
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We have now to list elements s in the Weyl group and values of
λ = a̟1 + b̟2
such that m(s, λ) has a pole in each variable a and b and compute the double-residues.
There are 5 possibilities. The function m(r1, λ) (resp. m(r2, λ)) has a pole in each variable
when λ = ̟2 (resp. λ = ̟1) and m(s3, λ) has also a pole in each variable when λ = ̟2 or
λ = ̟1. The double-residues are
1
L(2)L(2)
for m(r1, λ) or m(r2, λ) .
Since r1(̟2) = −̟1 and r2(̟1) = −̟2 we get as contributions from r1 and r2
1
L(2)L(2)
Φ(eG, ̟2)Φ(eG, ̟1) and
1
L(2)L(2)
Φ(eG, ̟1)Φ(eG, ̟2)
Now observe that
lim
λ→̟i
L(< λ, αˇi >)
L(1+ < λ, αˇi >)
= −1
for i = 1 or 2. This shows that the double residues for m(s3, λ) at λ = ̟i are equal to
−1
L(2)L(2)
.
Since s3(̟2) = −̟1 and s3(̟1) = −̟2 the double residues of
m(s3, λ)Φ(eG, λ)Φ(eG,−sλ)
are
−1
L(2)L(2)
Φ(eG, ̟2)Φ(eG, ̟1) and
−1
L(2)L(2)
Φ(eG, ̟1)Φ(eG, ̟2) .
These two contributions of s3 cancel those coming from r1 and r2 and hence the double
residues at λ = ̟i do not contribute to the spectral decomposition. The fifth double
residue occurs for m(s3, λ) at λ = ρ and is given by
1
L(2)L(3)
so that, altogether the contribution of the double residues is
C =
1
L(2)L(3)
Φ(eG, ρ)Φ(eG, ρ) .
Using that
< 1, 1 >L= vol (XG) = L(2)L(3)
when the volume is computed using the Haar measure described above, we get the
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Proposition 4.4.3
C =< Eφ,ΨG >L< ΨG, Eφ >L
if ΨG is a constant function of norm 1 in L.
Summing up the contributions A, B and C given in 4.4.1, 4.4.2 and 4.4.3, we have the
Proposition 4.4.4 . For G = GL(3) the spectral decomposition of the space CKP0 is given
by:
< Eφ, Eφ >L=
1
6
∫
λ∈ΛP0
< Eφ, E(•; Ψ0, λ) >L < Eφ, E(•; Ψ0, λ) >L dλ
+
∫
λ1∈ΛP1
< Eφ, E1(•; Ψ1, λ1) >L < Eφ, E1(•; Ψ1, λ1) >L dλ1
+ < Eφ,ΨG >L< ΨG, Eφ >L .
4.5 Other contributions to LK
Recall that
LK = CKP0 ⊕ C
K
P ⊕ C
K
G
where P is the association class of maximal standard parabolic subgroups. Since
CKG = L
K
cusp
it remains to analyze the space CKP generated by pseudo-Eisenstein series induced by K-
invariant cusp form on the maximal parabolic subgroups Pi ∈ P . Given φi ∈ DPi , the scalar
product is given by
< Eφi , Eφj >L=
∑
s∈W (aPi ,aPj )
∫
λi∈λ0+ΛPi
< M(s, λi)Φ1(•, λi),Φj(•,−sλi) >LPi dλi .
We observe thatW (aPi , aPj ) is reduced to a single element. When i = j = 1 the deformation
of the contour meets no singular point and yields a contribution of the form
< Eφ1 , Eφ1 >L=
∑
Ψ∈Bcusp(P1)
∫
λ1∈ΛP1
< Eφ1 , E(•; Ψ, λ1) >L < Eφ1 , E(•; Ψ, λ1) >L dλ1
where BKcusp(P1) is an orthonormal basis of the K-invariant cuspidal spectrum for P1 and
E(•; Ψ, λ1) is the Eisenstein series constructed from Ψ. No new contribution comes from the
other scalar products. To show this one has to analyze the intertwining M(s, λ1) operator
attached to the unique element s in W (aP1 , aP2). It would turn out that this operator is
built out of L-functions for cuspidal representations of GL(2) that are holomorphic on the
whole complex line and yield no further singularities when moving the contour.
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