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PREFACE 
In February, 1965, Dr. Ernst  Stuhlinger, Director, Research Pro- 
jects Laboratory (now Space Sciences Laboratory) , initiated a 
series of Research Achievements Reviews which set forth those 
achievements accomplished by the laboratories of the Marshall 
Space Flight Center. Each review covered one o r  two fields of re- 
search in a form readily usable by specialists, systems engineers 
and program managers. The review of February 24, 1966, com- 
pleted this series. Each review was  documented in the !'Research 
Achievements Review Series. ' I  
In March, 1966, a second series of Research Achievements Reviews 
w a s  initiated. This second ser ies  emphasized research areas of 
greatestconcentration of effort, of most rapid progress, o r  of most 
pertinent interest and w a s  published as "Research Achievements 
Review Reports, Volume II. I t  Volume II covered the reviews from 
March, 1966, through February, 1968. 
This third series of Research Achievements Reviews was begun 
in March, 1968, and continues the concept introduced in the second 
series. Reviews of the third series are designated Volume 111 and 
wi l l  span the period from March, 1968, through February, 1970. 
The papers in this report were presented September 26, 1968 
William G. Johnson 
Director 
Research Planning Office 
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ROCKETS AT LARGE ANGLES OF ATTACK 
Clayton D. Andrews, James F. Weaver, 
John D. Warmbrod, and Heinz G. Struck 
SUMMARY 
The prediction of high angle of attack rocket 
aerodynamic characteristics represents a special 
#problem to the aerodynamicist. From the rocket 
designer's point of view, no acceptably accurate 
method for predicting load distribution exists. An 
experimental approach to the problem is inadequate 
as a result of the Reynolds number deficiencies of 
existing test facilities. 
The program currently in progress at MSFC to 
better define high angle of attack rocket loadings is 
based on a combined experimental-theoretical ap- 
proach. Because of the assumptions involved, the 
present two-dimensional theoretical tools do not 
provide an answer to design problems; however, they 
provide a theoretical model to aid in the under- 
standing of the significant flow mechanisms involved 
and provide a basis for defining the experimental 
program. 
Currently available experimental and theoretical 
results a re  compared for simple bodies of revolution. 
The modified two -dimensional theoretical results com- 
pare favorably, trendwise, with the experimental data. 
Suggestions are made for improving the modified two- 
dimensional theory, based on wake flow studies about 
delta wings at high angles of attack. 
The combined experimental and theoretical pro- 
loadings is approximately 50 percent complete. I t  is 
felt that the end product design "tool" will be an 
empirical-theoretical approximation that can be made 
with a high degree of confidence. 
o w ~ m  tc hattor A n f i n o  hi& anrrln nf attapk rnrkot -vyI-v .Ab.' CY-b-- - --_--1 
INTRODUCTION 
Accurate prediction of the high angle of attack 
stability and loads on rockets is an important consid- 
eration in the flight of manned vehicles. Given any 
point along the trajectory, knowledge of the magnitude 
and distribution of aerodynamic lift is essential for 
predicting the angle of attack at which the vehicle 
would break apart. This information is needed for 
proper astronaut abort decisions. The astronauts 
will use any chance of saving the expensive vehicle by 
not aborting unnecessarily, but the crew must be 
saved sufficiently in advance of structural breakup. 
The prediction of loads on rockets at large angles 
of attack represents a special problem to the aero- 
dynamicist. The lift of rockets is essentially fuselage 
lift, controlled a t  moderate to large angles of attack 
( 0 1  > 6') by the so-called "viscous crossflow," i .e.,  
flow separation on the lee side of bodies of revolution 
that forms two vortices which a re  connected by a 
feeding sheet to the body boundary layer as  shown in 
Figure i. The vortex system and the consequent non- 
linear lift are  strongly influenced by ( i) the axial 
position at which an incipient vortex develops suffi- 
cient strength to depart from the body and ( 2 )  the 
position of the boundary layer separation point. Even 
with an essentially turbulent boundary layer, this. 
lift is subject to Reynolds number effects which a r e  
as yet unpredictable. From the designer's point of 
view, no acceptable method for predicting the total 
lift and moment and the pressure distribution along 
bodies of revolution at large angles of attack is pre- 
sently available. Wind tunnel data a re  usually subject 
to large Reynolds number deficits. It is not yet pos- 
sible to estimate the magnitude o r  even the trend of 
these differences within the critical Reynolds number 
range. Wind tunnel data a re  therefore presently used 
for design at face value, and these data contain an un- 
l0lnv.T- uncertaint 57. 
The approach to  better define loading at  high an- 
gles of attack has been a combined experimental and 
theoretical effort. Existing wind tunnel facilities a r e  
being pushed to their limits to extend the Reynolds 
number range of data on both simple and Saturn-type 
bodies of revolution. Also, existing theories a re  be- 
ing updated empirically, based on the resulting high 
Reynolds number experimental results. This paper 
describes briefly the experimental-theoretical 
approach to the problem and reports on currently 
available results. The end product of these studies 
will hopefully provide a "tool" for  predicting full- 
scale high angle of attack rocket load distributions. 
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L I S T  OF SYMBOLS 
Symbol Definition 
C 
DC 
N C 
crossflow drag 
steady state crossflow drag 
normal force coefficient 
(dcN/da)&I = Q slope of the normal force co- 
efficient at zero angle of attack 
D diameter of the body 
L 
Moo 
R 
Re 
ReC 
D 
Re 
length of the body 
Mach number 
radius of the body 
Reynolds number, based on body 
length 
crossflow Reynolds number 
Reynolds number based on body 
diameter 
velocity 
'4 
J 
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cases this violation is permissible; however, in the 
design and operation of large manned launch vehicles 
a number of flow problems exist where Reynolds num- 
ber effects become significant. The high angle of at- 
tack load definition problem falls in this category. 
Consequently, an attempt is made to simulate full scale 
Reynolds numbers. Available wind tunnel facilities 
provide Reynolds numbers that are  about 1/50 to i / i O O  
of the Saturn V flight Reynolds numbers in and around 
the most critical transonic, low supersonic range of 
Mach numbers. A comparison of existing aerodynamic 
test facility capabilities is made with a typical Sat- 
urn V trajectory in Figure 2.  MSFC has proposed to  
close this Reynolds number gap with a Ludwieg-tube 
tunnel, i. e. ,  a short duration blowdown tunnel. The 
Reynolds number capability of this proposed facility is 
also indicated. 
x, Y, Cartesian coordinates 
x, r, e cylindrical coordinates 
+ 
angle of attack 
vortex strength 
tangent cone semi-apex angle 
location of vortex in the physical 
plane 
two-dimensional separation angle 
i zi 
APPROACH 
Very little information is available that is re- 
lated to the problem of predicting rocket aerodynamics 
at high angles of attack. Allen [ i] wblished his vis- 
cous crossflow theory in the early fifties. Kelly [2] 
improved this concept by replacing the steady state 
crossflow drag coefficient by a more appropriate 
transient state drag coefficient. Both authors at- 
tempted to  cover Reynolds number effects by assuming 
the boundary layer to be identical with the boundary 
layer on a cylinder in two-dimensional flow a t  the 
same crossflow Reynolds number. During the mid- 
fifties considerable effort was spent on experimental 
investigations; however, because of facility limitations, 
these tests covered only a small Mach-Reynolds num- 
ber range. Since then, little progress has been made 
on either the experimental or theoretical approach to 
the problem, except perhaps for the contributions of 
Hill [3] and Bryson [4] who obtained solutions for the 
separated crossflow independent of experimental data. 
Schindel [ 51 adapted Bryson's theory to a three- 
dimensional body by specifying the axial circumfer- 
ential location of the separation line and compared 
the theoretical results for various body shapes with 
experimenb.1 data. 
The current approach to the problem of high angle 
of attack rocket aerodynamics builds upon these avail- 
able results, both experimental and theoretical. 
EXPERIMENTAL APPROACH 
Facilities. In aerodynamic testing it is a com- 
mon practice to violate the Reynolds similarity law 
as  a result of lacking suitable test facilities. In many 
The experimental effort in support of the high an- 
gle of attack load definition makes use of the max- 
imum capabilities of existing wind tunnel test facilities 
as indicated in Figure 2 a t  selected Mach numbers. 
Although the test Reynolds numbers a re  much lower 
than trajectory values, the test results will be at the 
highest values currently available and will provide a 
considerable extension to any existing related infor- 
mation. The test Reynolds number range was 
achieved by variations in model scale using the MSFC 
36-cm ( 14-in.) trisonic tunnel and the Vought Aero- 
nautics i .2-m ( 4 4 .  ) high speed wind tunnel. The 
operating characteristics of these facilities a r e  des- 
cribed in References 6 and 7, respectively. Stand- 
ard testing techniques were used in all phases of the 
experimental programs. 
Body Geometries. The geometric configurations 
selected for the high angle of attack study are  shown 
in Figure 3. Configuration B (ogive-cylinder) pro- 
vides a simple shape whose aerodynamic characteris- 
tics can be predicted by existing theories, provided 
enough information is given about the boundary layer. 
in addition, some test information is avaiiabie in the 
literature over a limited Reynolds number range for 
this shape. Configuration C (ogive-cylinder-frustum- 
cylinder) was selected to provide information on the 
effects of changes in body cross  section on high-angle- 
of-attack loads. Configuration A is a simplification 
of a typical Saturn shape, the geometry of most inter- 
est, and yet the most complex shape from the aero- 
dynamic point of view. The data from configuration 
A will be used a s  a guideline in the extrapolation ver- 
sus Reynolds number to full scale values. 
, 3  
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FIGURE 3.  EXPERIMENTAL STUDY CONFIGURATIONS 
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Data Requirements. Because of the complexity 
of the problem, a great many data must be taken. 
In addition to  the usual force and moment measure- 
ments, detailed flow field investigations must be 
made. 
In past programs, total model forces were meas- 
ured by a three-component strain-gage balance. 
Normal force, pitching moment, and axial force were 
measured for each test run a s  a function of the angle 
of attack. No boundary layer trips were installed. 
In additional runs, the models were painted with china 
clay to investigate the boundary layer separation 
lines. Furthermore, shadowgraphs and schlieren 
pictures were made. 
~ 
, 
In future programs, additional information will 
be obtained about the local pressure distribution on 
the surface of the body and in the wake as  a function 
of the Mach and Reynolds number. From the data we 
are  able to determine the location of the vortex and 
its approximate strength. The results will serve as 
a check on the accuracy of the two-vortex model and 
will indicate in which direction improvements should 
be made. 
THEORETICAL APPROACH 
To explain the theoretical approach, let us again 
examine Figure i, which shows a schematic of a 
simplified rocket at a high angle of attack flying with 
a velocity of Urn. The normal component of the ve- 
locity is Urn sin a. On the lee side of the body, two 
symmetric vortices develop on the forward portion 
a s  a result of accumulated low energy boundary lay- 
er material. New boundary layer material is col- 
lected as  we pass along the length of the body, and 
consequently the separated region grows in size; or 
in other words, the vortex grows and the vortex cen- 
terline moves farther from the body's surface. If 
we imagine a moving plane perpendicular to the axis 
particular plane at equidistant x-stations, we will 
observe that the series of pictures resembles the two- 
dimensional development of a flow around a cylinder 
started impulsively from rest  with a velocity of Urn 
,sin CY. The presence of the vortex pair changes the 
pressure distribution on the lee side of the body and 
the total normal force is higher, as we would expect 
from pure potential flow where there is no separation. 
If we plot the normal force coefficient over a range of 
angles of attack, we discover that the normal force 
coefficient is proportionally higher at higher angles of 
anrl W L ~  t a l n  n i r r t l r r . a n  nf tho tr-nn nf tho vnrtau in that 
-I- .I Y I-.." t,*Y"UI vu "I U l l V  ",. UYV "I "..- . -- "--- --- --I- 
attack than at  small angles. No classical theory, 
whether the slender body or the more elaborate meth- 
od of characteristics, can predict this nonlinear in- 
crease in lift. The illustration in the lower right- 
hand corner represents the normal force coefficient as  
a function of angle of attack for an ogive cylinder body 
with a fineness ratio of Length/Diameter = 14 and a 
nose fineness ratio of 3.5. The lift s tar ts  to deviate 
already at very small angles of attack because of the 
thickening of the boundary layer on the lee side of the 
rearward portion of the body. 
Our theoretical approach to the problem follows 
closely the physical picture. In Figure 4 the rather 
complex three-dimensional mechanism of the flow is 
idealized by a two-dimensional model. A pai r  of sym- 
metric vortices of strength 
physical plane. This vortex is connected with the 
body by an infinitely thin vortex feeding sheet, and 
joins the body at the separation point 5, at a merid- 
ian angle of 8,. These free vortices behave in a flow 
field in a certain manner. Since the feeding sheet and 
the free vortex cannot sustain any pressure forces, 
the pressures on either side of the sheet must be bal- 
anced. This is one condition; the other condition is 
that the separation point must be a stagnation point. 
From these conditions we obtain expressions for de- 
termining the vortex strength and the position of the 
vortex relative to the body. Image vortices a r e  
placed inside the body to satisfy the boundary condi- 
tion on the body surface. This i s ,  in essence, the 
flow model a s  Bryson [4 ]  developed it. The free 
parameter of this problem is the separation angle 8, 
for the two-dimensional problem. The angle is a 
function of the Reynolds number. The three- 
dimensional problem has one additional parameter: 
the axial separation distance from the nose of the 
body. This parameter is a function of the angle of 
attack CY and will depend on the nose shape. Analytical 
expressions for these parameters still come from the 
experiment, as  long as  the state of the a r t  of cal- 
culating threedmensional  boundary layers is still in 
the heginning stages. From experiment 141 it is 
found that the boundary layer does not separate un- 
til 
l? is placed at 51 in the 
where 
gent cone to  the nose shape, and ern is the meridian 
angle of the separation point. 
= angle of attack, 6 = semi-angle of the tan- 
Figure 4 also shows some of the two-dimensional 
theoretical results. The vortex path is plotted for 
5 
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FIGURE 4. ANALYTICAL APPROACH TO HIGH ANGLE O F  ATTACK FLOW 
different separation angles B o ,  from 20 degrees to 60 
degrees. In all cases, the vortex was started off the 
cylinder surface with a certain strength and a certain 
direction. With increasing velocity and increasing 
strength, the vortex leaves the cylinder and approach 
es the F6ppl-line, where the symmetric vortex pair 
is stable toward symmetric disturbances and their 
relative velocity to the body decreases and becomes 
zero after an infinite time. Along the Foppl-line, the 
vortex pair  becomes stationary and does not move 
with respect to the cylinder. Since their strength is 
constant, the momentum change of the configuration 
is zero and no forces develop. The Bo I 3 0  degree- 
lines approach the equilibrium line asymptotically, 
whereas the Bo > 30 degree-lines overshoot the F6ppl- 
line and return to  it in a spiral-like fashion. In 
terms of the cross flow drag, c , we observe that 
DC 
6 
with increasing time or distance, the curves pass a 
maximum c 
lative velocity and decrease thereafter. The curves 
for Bo 5 30 degrees approach asymptotically the 
c = 0 abcissa from the positive side only, whereas 
the curves Bo > 30 degrees have temporarily negative 
drag coefficients corresponding to a feedback of vor- 
ticity. Two experimental curves have been drawn for 
comparison: Schwabe [8] and Sarpkaya's data [9] 
refer to a cylinder started impulsively from rest in 
laminar flow. After an early maximum of c 
corresponding to the maximum re- 
DC 
DC 
RJ I. 6
DC 
for  Sarpkaya's data 191, the crossflow drag curve 
asymptotically approaches the steady state value of 
c 
range of Re a io4 to I O 5 ,  which places the experiments 
M I. I, corresponding to a Reynolds number 
DC 
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into the laminar Reynolds number range. We ob- 
serve that with increasing separation angle, the wake 
becomes narrower and the maxima of the crossflow 
drag curves decrease. This analytical result follows, 
in principle, the real flow around a cylinder. We ob- 
serve that the time scale of the abscissa can be con- 
verted to  a length scale; thus, Ax represents the 
body station downstream of the axial separation point. 
Existing theories were conceived along these theo- 
retical lines. . Brown and Michael [ 10 J applied this 
model to the calculation of the nonlinear lift of slen- 
der delta wings with conical flow fields. Bryson [4] , 
by improving the earlier model of Hill [3], applied 
it to  cones and simple bodies of revolution. Schindel 
[ill used the same flow model and by comparison 
with experimental data fixed the axial starting point 
of the vortex, its initial strength, and the separation 
point for the laminar and turbulent case. Difficulties 
a re  encountered when applying Schindel's method 
[ 111 to calculate the normal force coefficients for 
long slender bodies, since the theory is not valid be- 
yond 
L - tan@<8. R 
The body in Figure 4 is an example where the above 
relation fails near the aft end of the cylinder. There- 
fore, Schindel's theory was modified, and whenever 
the crossflow drag curve c passes below the steady 
state value c * = f (Re, M,) , this value was taken 
and kept constant over the rest of the body, provided 
the bodydiameter is kept constant. The normal 
force coefficient c is a component of the crossflow 
drag. 
DC 
Dc 
N 
The drag coefficient of a circular cylinder is a 
function of the Reynolds number and the Mach num- 
ber .  Up to the critical Mach number, the c *< 
(Re, Moo) curve is mildly dependent on the Mach 
number. All  curves with the Mach number as a par- 
ameter show the same behavior in the iaminar, tran- 
sition, and turbulent Reynolds number range. Be- 
yond the critical Mach number of Mm - 0.4 (cylin- 
der normal to  the flow) , the transition range with 
low c * and rearward wandering separation point 
shifts to higher Reynolds numbers. The crossflow 
drag curve flattens and becomes almost completely a 
function of the Mach number [ 12, 131. Thus, by the 
modification of Schindel's [ 111 o r  Bryson's [4] the- 
ory, another free parameter, which has to  come 
from experiment, has been introduced. For the cal- 
culation of the cases represented in the following 
DC 
DC 
figures, we retain the two-dimensional model and 
apply it to the cylindrical configurations at an angle 
of attack. In this way, the crossflow Mach number 
and Reynolds number determine the separation point 
and the level of the crossflow drag curve. For large 
angles of attack, ~ + 9 0  degrees, the assumption is 
justified. For small angles 10 degrees to 30 de- 
grees, however, the assumption is at  best only qual- 
itatively correct since the boundary layer of a slant- 
ed cylinder is quite different from that of a cylinder 
in normal flow. In a slanted cylinder the separation 
points move farther downstream, the wake becomes 
thinner, and consequently the drag becomes smaller. 
In Figure 5 the nonlinear normal force as  cal- 
culated by the theory is compared with the exper- 
imental normal force coefEicient of a 10-caliber 
ogive-cylinder . The curve labeled "turbulent" was 
obtained by assuming a turbulent separation line on 
the ogive cylinder surface and a steady state cross- 
flow drag coefficient of cD - 0.4 to 0.7 according 
to increasing crossflow Reynolds number and cross- 
flow Mach number (which stayed below 0.4). The 
curve labeled "laminar" overestimates the nonlinear 
lift. For this case, it was assumed that the bound- 
ary layer has a laminar separation along the entire 
length of the body. Although this is a rather crude 
and simplified assumption for the boundary layer, 
this example points aut the difficulties we a r e  faced 
with and the shortcomings of the theory. 
C 
1-T 
FIGURE 5. VARIATION OF NORMAL FORCE 
COEFFICIENT WITH ANGLE OF ATTACK FOR 
CONFIGURATION B 
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Although no vortex shedding has been observed in 
ithe turbulent wake of certain bodies, the model still 
gives reasonable answers. This occurs because the 
steady state crossflow drag coefficient, c * is 
reached much sooner for the turbulent flow than for 
the laminar flow; therefore, the viscous par t  of the 
normal force depends predominantly on the experi- 
mentally determined parameter, c X c .  
DC 
DC 
Figure 6 shows the nonlinear lift of an ogive- 
cylinder frustum-cylinder body for a Mach number 
of Moo = 2 . 0  and a Reynolds number range of 2.2 to 
8.4 x l o 6 .  The experiments showed no essential in- 
fluence of the Reynolds number, at least in this range 
and for these angles of attack. One possible and 
logical explanation is that the boundary layer was tur- 
bulent over most of the body a s  a result of secondary 
shock systems and shock/boundary-layer interaction 
in front of the frustum. It  was therefore attempted 
to predict the nonlinear normal force coefficient for 
this configuration. The assumptions were that the 
laminar-turbulent axial transition point was located 
at x a 0.20L from the nose of the body downstream 
in front of the frustum, and that the steady state 
crossflow drag coefficient is a function of the cross- 
flow Mach and Reynolds number and was chosen ac- 
cording to Reference 12. At an angle of attack of 
FIGURE 6. VAEUATION O F  NORMAL FORCE 
COEFFICIENT WITH ANGLE O F  ATTACK FOR 
CONFIGURATION C 
a M I 2  degrees, the critical Mach number based on 
the normal flow was reached. A very good agree- 
ment between theory and experiment is obtained. 
Another a rea  of considerable interest is the pos- 
sibility of vortex bursting on bodies of revolution at 
high angles of attack analogous to what is observed 
above delta wings a t  high angle of attack. This USU- 
ally happens in an asymmetric fashion producing 
considerable side forces on the body. Bryson's 141 
symmetric two-vortex model is identical with Mangler 
and Smith's [ 141 vortex model for delta wings in 
conical flow. Bryson's [4] model for bodies of rev- 
olution could be improved by considering the wake re- 
sults obtained for delta wings. The vortex-bursting 
phenomenon might h,appen above bodies of revolution 
when a vortex passes a shock front o r  penetrates a 
region of an adverse pressure gradient. The super- 
sonic wake flow in front of and above the frustrum of 
configuration C in Figure 6 will be surveyed to ob- 
tain some insight into the flow behavior. Since vor- 
tex flows a re  always connected with high axial ve- 
locities in the vortex core, the slender body assump- 
tions a re  violated. Consequently, we should develop 
a three-dimensional vortex model. 
CONCLUSIONS 
We conclude that the approach to better define 
the high angle of attack rocket aerodynamics de- 
pends on a combined experimental and theoretical 
effort. A pure experimental approach to the problem 
is inadequate because of the Reynolds number de- 
ficiencies of existing test facilities. 
The theory, as  outlined, depends strongly on the 
exact location of the vortex separation line, and since 
the three-dimensional boundary layer theory is not 
yet in a stage where it can readily be applied, this 
part must come from the experiment. 
Vortex bursting makes the introduction of a 
three-dimensional model necessary. 
The experimental investigation now being con- 
ducted will help us to better understand the flow 
mechanism about bodies so  that the theoretical mod- 
el can be improved. 
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LUDWIEG TUBE PILOT TEST AND HIGH REYNOLDS 
NUMBER TEST EQUIPMENT 
John W. Davis 
SUMMARY I NTRODUCT I ON 
To obtain data concerning Reynolds number 
effects at  test conditions considerably higher than 
now being simulated in existing facilities, MSFC has 
initiated the development of a relatively simple and 
inexpensive wind tunnel which will be capable of 
simulating Reynolds numbers of the order of 400 
million (based on vehicle length) over the subsonic, 
transonic, and supersonic speed ranges. This test 
equipment and i ts  operating concept a r e  described, 
along with experimental results obtained in a pilot 
test program. 
Aerodynamic problems associated with large 
boost vehicles, such a s  load distribution a t  high 
angles of attack, shock-induced boundary layer sep- 
aration, aerodynamic noise, and certain aspects of 
base heating, seem to exhibit Reynolds number effects 
of an unknown character and magnitude, even with a 
turbulent boundary layer. Figure 1 shows that the 
capabilities of existing facilities a r e  about one order 
of magnitude below the simulation requirements for 
present flight conditions. In light of this, we have 
conducted pilot tests on an advanced facility concept 
R e  X l o q 6  ( B a s e d  on Vehicle L e n g t h )  N o t e :  
Initial M a x  Mach Number of High Reynolds 
Number Equipment is 2.0.  t 
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which would be capable of handling these problems, 
and we have also initiated the development of new 
test equipment capable of simulating Reynolds num- 
bers of the order of 400 x l o 6  (based on vehicle length) 
over the subsonic, transonic, and supersonic speed 
ranges for test periods in excess of 100 msec. This 
concept is technically capable of fully simulating the 
required flight Reynolds numbers in excess of 1000 
x lo6 .  The Reynolds number level of 400 million was 
selected on the basis of funding considerations. 
OPERATING CONCEPT 
The operating principle for the new facility is 
indicated in Figure 2. The test medium is stored in 
a supply tube and held there by means of a diaphragm 
or a quick-acting valve. When the diaphragm is 
broken, a rearward-facing centered-rarefaction fan 
propagates throughout the test section and nozzle 
into the supply tube, setting the gas in motion and 
somewhat lowering the pressure and temperature. 
Rarefaction waves may pass through the nozzle into 
the supply tube only until sonic velocity is reached 
a t  the nozzle throat. At this point, a shock wave 
system forms and gradually moves to the nozzle exit. 
The remainder of the rarefaction fan weakens the 
shock system, and the shock eventually is swept 
through the test section, commencing the period of 
steady flow. Also, after the rupturing of the dia- 
phragm, a shock wave and contact surface proceed 
downstream from the diaphragm unit. Between the 
time when the nozzle starting process has ended and 
when the head of the reflected rarefaction fan arrives 
at  the nozzle throat, useful testing may be accom- 
plished in the test section under constant reservoir 
conditions. Subsequent test periods can be obtained 
a t  reduced reservoir conditions between re-reflected 
wave processes in the supply tube. Normally, the 
test gas would be discharged to the atmosphere after 
passing through the test section. 
P I  LOT TESTS 
The original concept was proposed by Ludwieg 
[I] in 1955 and was oriented toward supersonic- 
hypersonic speed ranges. When the need for high 
Reynolds data in the transonic range was recognized, 
we became interested in  this concept because of i ts  
economy and applicability to high pressures and there- 
fore to high Reynolds numbers. However, its 
01 APH RAG M 
TIME, 1 
USEFUL 
STEADY FLOW 
TIME I N  
SUPPLY TUBE 
INCIDENT 
CENTERED 
RAREFACTION 
DISTANCE, x 0 
FIGURE 2. WAVE DIAGRAM FOR DOWNSTREAM 
DIAPHRAGM LOCATION INDICATING 
BASIC FACILITY CONCEPT 
feasibility in the transonic speed range had not been 
established, and the ability of designing the test 
equipment to withstand the large starting loads was 
seriously questioned. Furthermore, no studies 
had been made which allowed insight into optimizing 
the geometry. To provide answers to these questions, 
a series of experimental programs was conducted, the 
results of which are briefly described in the following 
paragraphs. A schematic drawing indicating the 
major components of the supersonic test  configuration 
is shown in Figure 3.  The subsonic version of the 
facility is similar to this supersonic one, except that 
the converging-diverging nozzle is replaced by a 
sonic nozzle, and a choking device is installed down- 
stream of the test section. A transonic version, with 
a perforated wall test  section, has also been tested. 
Some experimental results [ 21 a r e  summarized 
in Figure 4. Test Mach numbers from 0 . 3  to 3 . 5  
show star t  times from about 10 to 32 msec, with the 
largest s tar t  times required in the transonic range. 
A fivefold increase in plenum chamber volume in- 
creased the maximum transonic starting time from 
32 to about 50 msec. Placing the diaphragm upstream 
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S U P P L Y  T U B E  S U P E R S O N I C  M O D E L  D I A P H R A G M  
[ n o t  s h o w n ]  N O Z Z L E  
D =  14.63 cm 
L =  1118 cm 
D = 2.54 cm 
Di = 14.63 cm 
D, = 20.96 cm L = 2 6 . 7 c m  
L = 59.69 cm L = 15.2cm L = 15.2 cm 
FIGURE 3. FEASIBILITY MODEL HIGH REYNOLDS NUMBER FACILITY 
(Supersonic test section configuration, downstream diaphragm position, settling chamber installed) 
START T IME (millisecond) 
SYMBOL DIAPHRAGM POSITION TEST SECTION PLENUM 
A UPSTREAM SUBSONIC N. A .  
V DOWNSTREAM SUBSONIC N. A. 
0 UPSTREAM TRANSONIC I 
0 DOWNSTREAM TRANSONIC I 
0 UPSTREAM SU PE RSONl C N. A .  
0 DOWNSTREAM SUPERSONIC N. A. 
1 
0 
0 
0 
1 1 1 * 
1 1.5 2.0 2 .5  3.0 3.5 4.0 
MACH NUMBER 
FIGURE 4 .  TUBE TUNNEL START TIME CHARACTERISTICS OVER RANGE O F  MACH NUMBERS SURVEYED 
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711 
( 160) 
533 
- ( 120) 
356 
( 80) 
178 
( 40) 
of the nozzle, with a corresponding simplification 
of the wave process, gave starting t@es as much 88 
55 percent lower than those fol: a dowhstream dia- 
phragm. It is apparent in Figure 4 that choking of 
the perforated walls occurs near Mach I. 3, thus 
iestricting further increase in flow through the wall. 
Unsteady expansion theory and experimental 
measurements show good agreement over the range 
of contraction ratios studied. Reynolds number ef- 
fects on the various flow processes were negligible 
for supply tube pressures from 35 to 700 N/cm2 
(50 to 1000 psia) . 
The magnitude of model starting loads perhaps 
represents the most severe problem in high Reynolds 
number testing. Because of the small size of the 
test hardware, the precise measurement of model 
starting loads was considered impractical. However, 
it seemed that an assessment of starting load trends 
could be obtained by measuring the relationship of 
starting loads during the transient starting process 
to those loads existing during the period of steady 
flow. A model typical  of the Saturn vehicle, whose 
static stability characteristics were h o w n ,  was 
tested without the benefit of inertial compensation. 
Some of the results a r e  shown in Figure 5 as  a func- 
tion of Mach number. 
RATIO OF 
MAXIMUM STARTING LOAD 
TO STATIC RUNNING LOAD 
MAXIMUM 
STARTING 
LOAD. N 
(1bO 
SUPPLY TUBE PRESSURE = 207 N/cm2(3OO psla) 
(240) 
( 2 0 0 )  t 01 = is. RATIO - LOAD I - - -  I I I 
l o  
I I 1 I I 
0 . 4  ,8 1 . 2  1.6 2 . 0  2 .4  
MACH NUMBER 
FIGURE 5. VARIATION O F  STARTING LOAD TO 
RUNNING LOAD RATIO WITH MACH NUMBER 
The ratio of starting loads to running loads decreased 
somewhat with angle of attack, as well as  with pres- 
sure and Mach number. While the ratio is largest at 
low subsonic Mach numbers, the worst design con- 
dition occurs a t  higher Mach numbers where the static 
running load is much larger and hence the starting 
load, being the product of these values, is larger. 
Designs using high strength materials to accommodate 
these starting loads appear to be within the state of 
the art .  
DESCRIPTION OF HIGH REYNOLDS 
NUMBER TEST EQ U I PMENT 
The feasibility of this testing technique having 
been established, the development of a pilot model 
tunnel has been undertaken at Marshall. This tun- 
nel will be capable of simulating Reynolds numbers 
as  high a s  440 x I O 6 ,  based on vehicle length, for 
test periods as long a s  650 msec. Test  Mach 
numbers will range from 0.2 to 3 .5  using dry air, 
initially stored at pressures as  high as  493 N/cm2 
(715 psia) and at  ambient temperature, a s  the test 
medium. I The expected run rate is 3 to 5 runs per 
day. The basic configuration is shown in Figure 6. 
The supply tube will have an inside diameter of 
132 cm (52 in.)  and a length of 121.9 m (400 f t . ) .  
The recoil force, which ranges to  approximately 
4 448 222 N ( I 000 000 lbf) , will be restrained by a 
thrust anchor located near the downstream end of the 
supply tube. 
The stilling chamber will have a contraction ratio 
of 6 to I and an entrance half-angle of 0.0698 radians 
(4 degrees) . Axisymmetric contoured nozzles will 
be incorporated to accommodate the high pressure 
levels. The attendant problems of focusing effects 
and flow visualization difficulties must, however, be 
accepted. Initially, nozzles will be available for 
Mach numbers 1.0, 1.4, 1.7, and 2.0. Ultimately, 
nozzles will be provided to allow testing to Mach 
number 3.5. Unless the test gas is heated, testing 
above Mach number 3.5 will not be possible because 
of liquefaction. 
Two 81.4-cm (32-in. ) diameter test sections are 
to be provided: a 162.5-cm (64-in) long supersonic 
test section and a 254-cm ( 100-in.) long transonic 
test section. Two 25.4-cm ( IO-in. ) diameter win- 
dows will be installed in the supersonic test section 
for flow visualization studies. The transonic section 
will have walls of 10 percent maximum porosity, with 
holes inclined 0.524 radians ( 30 degrees) to the 
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FIGURE 6. HIGH REYNOLDS NUMBER TEST EQUIPMENT 
tunnel c e n t e r h e  an6 -:.+t.h taper strips LI the -in- uv ~ 
stream end. Plenum chamber flow, obtained by 
ejector pumping action of the primary flow, will be 
controlled by variable orifices located at the down- 
stream end of the plenum chamber. Subsonic testing 
will be possible in either test section using the sonic 
nozzle and choking flaps located within the model sup- 
port unit. Test articles will be sting-mounted on a 
conventional model support unit capable of a io. 3 14 
radians (+  18 degrees) motion in the pitch plane. 
The flow initiator will be a 122 cm (48-in. ) 
diameter unit incorporating a diaphragm, consisting 
of multiple layers of Mylar and bearing on a four- 
element support. A cutter unit housed within the 
centerbody will shear the diaphragm into four petals, 
commencing the flow process. Test gas will then 
fiew through a telescoping &!??user and 8 0.785- 
radian ( 45-degree) elbow into a 15.24-m ( 50 -ft . ) 
diameter sphere, which will attenuate the sound 
generated by the exhausting gas. 
PRESENT STATUS 
The present status of this effort is shown in 
Figure 7. The building and receiver sphere a re  com- 
plete, and the supply tube, stilling chamber, tension 
rod system, and telescoping diffuser have been in- 
stalled. Other components such as  nozzles, test 
section, and model support system should arrive by 
November 1968. It is expected that this equipment 
will be operational late this year, and that useful 
testing can be commenced early in 1969. 
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FIGURE 7. CONSTRUCTION OF TEST EQUIPMENT 
RE FER EN CE S 
1. Ludwieg, H. : Tube Wind Tunnel: A Special Type of Blow-Down Wind Tunnel. July 1957, NATO 
Advisory Group for Aeronautical Research and Development, Report 143, Unclassified. 
Davis, John W. ; and Gwin, Hal S. : Feasibility Studies of a Short Duration High Reynolds Number Tube 
Wind Tunnel. NASA T M  X-53571, January 3, 1967, Unclassified. 
2. 
I 16 
THEORETICAL ANALYSIS OF THE STARTING PROCESS 
IN THE LUDWIEG TUBE 
BY 
John D. Warmbrod and Heinz G. Struck 
SUMMARY S 
A theoretical analysis assuming quasi-one- t 
T 
dimensional flow through a duct is undertaken'to 
better understand the time-dependent flow phenomenon 
that takes place in the Ludwieg tube wind tunnel 
during the early development of the flow. Wave U 
interactions and boundary conditions which can occur 
in one-dimensional time-dependent flow, such as  
shock formation, shock-shock interactions, and 
shock-contact surface interactions a re  discussed. 
Theoretical results are  compared with experimental 
data from a pilot model of the large scale Ludwieg 
Y 
P 
rk 
I tube wind tunnel. Agreement between theory and 
experiment was good when considering the 
assumptions made for the theoretical model. 
Symbol 
a 
A 
C 
P 
f 
LO 
P 
P 
Q 
R 
L IST  OF SYMBOLS 
Definition 
nondimensional speed of sound axc/a * 
cross-sectional area 
0 
specific heat a t  constant pressure 
nondimensional quantity - where 
f'k is the sum of body and dissipative 
forces per unit mass 
f 'k Lo 
a t2 
total length of facility (with dimen- 
sions) 
nondimensional static pres sur  e 
p*/po* 
right running characteristic variable 
left running characteristic variable 
gas  constant 
Subscripts 
0 
nondimensional specific entropy 
s /c  ( v i )  
P .  
nondimensional time a: t * /L 
nondimensional temperature T */T 
nondimensional flow velocity u :/a :k 
ratio of specific heats 
0 
0 
nondimensional density 
L at \k'k 
o ( 3  
nondimensional quantity yA pt 
0 
where \k * represents the mass flow 
removed through the walls per unit 
length 
Definition 
reference conditions which for the case 
at hand were the conditions on the right 
side of the diaphragm before rupture 
Superscripts 
>k dimensional quantities 
I NTRO D UCT ION 
Davis [I] discussed the geometrical aspects, 
operating principles, and some pilot test results of a 
Reynolds numbers of the order experienced during the 
flight of Saturn vehicles. The approval for construct- 
ing a wind tunnel of the Ludwieg tube type at  MSFC 
led to the need for a theoretical investigation to  bet- 
t e r  understand the starting processes of the facility. 
L l u u r r l v b  T - * ~ & n m  t.nhn "YYY wind - tiinnel capahhle of simulating 
The complete system of partial differential equa- 
tions that describe the flow of a compressible fluid 
through a variable cross-sectional duct are, for all 
practical purposes, too complicated to solve in their 
most general form. The usual procedure to obtain 
JOHN D. WARMBROD AND HElNZ G. STRUCK 
analytical solutions for a particular flow problem is 
to reduce the general equations to a manageable 
form. This reduction is ordinarily accomplished by 
omitting those terms in the equations that a r e  be- 
lieved to be of small  magnitude. For the problem of 
flow through a duct, the cross -sectional dimensions 
of the duct a r e  considered to be small compared to the 
length dimensions. We are  thus naturally led to the 
simplification of assuming the flow in the duct to be 
quasi-onedimensional. This simply means that all 
the flow properties a re  assumed to be uniform over 
any cross  section of the duct at any time. 
For the past 10 to  15 years, many aerospace 
companies and government agencies have conducted 
studies which led to the development of computer 
programs that solved the inviscid supersonic flow 
field problems by the method of characteristics. 
With few exceptions, these programs were concerned 
with solving the steady state flow problems in two or  
three dimensions. The automated application of the 
method of characteristics for one-dimensional time- 
dependent flow has been, however, relatively ignored. 
It is also of interest to point out that the method 
of characteristics can be applied only in the super- 
sonic regime for the steady-state problems, where- 
as  a continuous application of the method through all 
regimes is possible for the time-dependent problems. 
The construction of a computer program for the 
steady-state flow problems seems to  be somewhat 
less complicated than for the unsteady problems. 
For the steady state case, the computational philos- 
ophy generally involves calculating along character - 
istic waves which are  terminated by known bound- 
aries, such a s  a shock wave or a body. In the 
unsteady case, many combinations of time -dependent 
boundary conditions and discontinuities can occur 
a s  a result of the complicated wave interactions that 
a r e  encowtered in time-dependent flows. These 
boundary conditions o r  discontinuities consist of 
such phenomena as shock formation, shock-shock 
collisions, shocks reflecting off a wall and shock- 
contact surface interactions. Some of these occur- 
rences will be shown later in a wave diagram. 
This paper presents results of a computer pro- 
gram developed by the Fluid Mechanics Research Of- 
fice for a one-dimensional time-dependent theoretical 
model of the gas flow through the Ludwieg tube wind 
tunnel which is presently under construction at MSFC. 
Details of the theory and computer program have been 
published in Reference 2 .  
THEORETICAL MODEL 
Equations ( I -4) present the Eulerian form 
of the hyperbolic partial differential equations which 
describe the time-dependent one-dimensional com- 
pressible flow of gas through a duct. 
Continuity E quation 
Momentum Equation 
Equation of State 
Integrated Form of the First Law of Thermodynamics 
The subscript o indicates some state from which en- 
tropy changes a re  measured. The star superscript 
refers  to dimensional quantities. For a definition of 
the symbols, the reader should refer to the LIST OF 
SYMBOLS. The underlying assumptions in the deriv- 
ation of the above equations are  a s  follows: 
I. All quantities depend on the time t':< and a 
single coordinate x 
2. There is only one velocity component u 4  and 
that is in  the x*c-direction. 
3. The gas follows the ideal gas laws, and the 
values of the specific heat are constant. 
4. All body and dissipative forces a r e  lumped 
into a resultant force per unit mass, which is denoted 
in the momentum equation by f*. 
5. Gas is permitted to leave the duct through the 
walls and is denoted in the continuity equation by **, 
which is defined as  the mass flow through the walls 
per  unit length. 
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It is customary to  solve the above set of equa- 
tions by a numerical integration procedure along a 
set of curves in the independent variable (x, t) plane. 
These curves a re  usually defined as  characteristic 
curves and particle paths, and the numerical method 
is referred to a s  the method of characteristics. Ref- 
erence 2 presents the derivation of the characteristic 
equations from the partial differential equations, 
which are presented here in their final form. 
6 S  
6t 
-  sin A amn A +  a - -  -au-  - a -  6-Q - at ax at 
The entropy condition which must be prescribed for  
any problem is given in a general form as 
( 7) - -  DS - F(a ,u ,S ,x , t ) .  Dt  
and this completes the system of equations for the 
three dependent variables, a, u, and S. 
The special symbols for the differential operators 
are defined as 
a + ( u + a )  - % - a  6t at  ax . - - -  
6- a a - - -  - + ( ~ - a )  - 
6t a t  , ax 
~a a 
iZ at ax . = - + u -  
(9) 
Aii quantities a r e  non&iiiWi&ii;;a! iz the lhnve e y a -  
tions ( see  LIST OF SYMBOLS) . Equations (5) 
through (7 )  form a system of three linear first-order 
equations for three dependent variables, a ,  u, and S, 
that will be solved by means of a step-by-step proce- 
dure. The parameters P, Q, and S vary along curves 
in the (x, t) -plane that satisfy 
- u + a  for P, ( 11) 
dx 
dt 
- -  
for  Q, -- & -  u - a  dt 
- u  dx dt 
- -  for S. 
The characteristic variables a r e  defined by the re- 
lations 
p = -  a + u  
Y - 1  
and 
2 Q = Y-i a - u .  
The details of the calculation procedure for 
solving numerically the system of equations (5) 
through (7) a re  given in Reference 2.  The effects of 
boundary layer and mass flow through the walls of the 
duct were not considered for the results presented in 
this paper. 
The prescribed entropy condition for the problem 
at hand is given by 
which characterizes the flow a s  multi-isentropic. 
This satisfies the condition that each gas particle 
maintains a constant value of its entropy, but dif- 
ferent gas particles may have different entropies. 
Flows of this type a re  encountered when a compression 
wave develops into a shock wave that is gradually 
growing stronger. This type of phenomenon arises 
for the Ludwieg tube problem where the cross- 
sectional area changes and diaphragm rupture lead to 
shock development with passage of time. 
The characteristic equations ( 5) and ( 6) ,  which 
are  derived from the basic differential equations, 
along with the entropy condition equation (16) are 
solved by taking small step-by-step increments in 
time, and the solution for each characteristic and 
eiitroy;jr sqz$,icn prweeds along its respective path. 
The two characteristics were referred to  as P in 
direction u+a, Q in direction u-a, and the entropy S 
in direction u. Since the entropy S follows a curve 
of direction u, which is the particle path, two curves 
of this family can never cross. Whenever two curves 
of the same family (either P or Q) meet, a discon- 
tinuity in the pressure exists at this point. A bound- 
a ry  in the flow is thus established, and this boundary 
is d e h e d  as a normal shock wave. Two types of 
shock waves can therefore occur, either a P shock 
(converging of the P characteristics) o r  a Q shock 
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(converging of the Q characteristics). The shock 
wave path will divide the wave diagram into two 
parts, and on each side certain conditions must be 
matched. Since it is assumed that changes of the flow 
variables across a shock wave take place instanta- 
neously, the steady state relationships between flow 
variables on each side of the shock can be employed. 
The equations which relate the flow variables up- 
stream and downstream of a stationary normal shock 
are generally referred to  as the Rankine-Hugoniot 
equations. The derivation of these equations can be 
found in many references, and therefore will not be 
repeated here [ 3 , 4 ] .  Since we are dealing with 
shocks that move with respect to the coordinate sys- 
tem, some modifications to the stationary shock re- 
lations a re  necessary. The relations which satisfy 
the conditions across both types of shocks for the 
moving shock system have recently been published in 
Reference 2 ,  and will therefore not be repeated here. 
The mathematical process at a shock point is to 
match the normal shock solution with the character- 
istic solution. 
Another discontinuity that can occur is referred 
to as a contact surface which is defined a s  a boundary 
through which no flux of matter can pass. By nature 
of its definition, the boundary conditions for a con- 
tact surface point are that its velocity must be equal 
to the flow velocity on either side and also that the 
pressure must be the same on both sides. 
THEORETICAL RESULTS 
A computer program was developed by the Fluid 
Mechanics Research Office at MSFC to solve the 
time-dependent one-dimensional flow through the 
Ludwieg tube wind tunnel described in Reference i. 
Figure i shows a wave diagram of the calculated re- 
sults for the Ludwieg tube wind tunnel with a Mach 2 
nozzle mounted upstream of the test section. When 
the diaphragm is ruptured, the high pressure gas on 
the left expands and compresses the low pressure gas 
on the right creating a P shock wave which travels 
downstream through the undisturbed gas. Proceeding 
downstream behind the P shock is a contact surface 
which is the interface between the gas particles that 
were initially in contact with each side of the dia- 
phragm. Also created at diaphragm rupture is an 
expansion fan which is bounded on the left by the head- 
wave and on the right by a tailwave. The waves shown 
in the expansion fan belong to the family of left- 
running o r  Q characteristic waves. In Figure i we can 
see that part of the fan that travels upstream through 
the nozzle and into the supply tube bt'ore choking at 
the nozzle throat occurs. After the t soat chokes, no 
more expansion o r  Q characteristic waves can pass 
through the throat position. Subsequently, sonic flow 
is established as illustrated by the vertically run- 
ning Q characteristic wave in Figure i. A physical 
picture of local flow regimes is given by the slope of 
the Q characteristics. In regions where they travel 
toward the left, the flow is subsonic; running verti- 
cally, the flow is sonic, and toward the right the flow 
is supersonic. 
I 
1 
Immediately after choking, a Q shock is formed 
downstream of the nozzle throat (Fig. i) . This 
shock wave, which becomes stronger as it travels 
through the expanding portion of the nozzle, is even- 
tually swept through the test section leaving behind 
it a period of steady flow. The start time for the 
supersonic cases is defined a s  the time when the 
shock that is formed just downstream of the nozzle 
throat immediately after choking has passed out of 
the test section. 
For this example there were four Q shocks 
formed within the duct along with the P shock that is 
created at diaphragm rupture. One incidence of a 
collision between two of the Q shocks is also shown 
in Figure i .  
COMPARISON OF THEORETICAL WITH 
EXPER IMENTAL RESULTS 
Figure 2 compares theoretical with cxpcrimental 
static pressures at a station in a supersonic ( M  = 2.0) 
test section. Measured data were obtained from an 
18.75 percent pilot model of the Ludwieg tube wind 
tunnel with a Mach 2 nozzle. Figure 2 shows that it 
took approximately i msec for the headwave of the ex- 
pansion fan to reach the station in the test section 
where the pressures are being recorded. The gas is 
set in motion at this time with a subsequent dropping 
of pressure as the velocity increases. In Figure 2 for 
the theoretical case, choking occurred at the nozzle 
throat near the 4 msec time elapse. As shown in 
Figure i, a normal shock developed downstream of 
the throat immediately after choking and was even- 
tually swept through the test section leaving a steady 
flow behind it. The sudden drop in the theoretical 
static pressure indicates the time when the shock 
passes through this measuring station in the test 
section. The theoretical start time for this case is 
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FIGURE 1. WAVE DIAGRAM FOR LUDWIEG TUBE FACILITY WITH A MACH NUMBER 2 NOZZLE 
around 10 msec compared with the experimental value 
of 18 msec. 
i. Some form of curved o r  concaved normal 
shock formed slightly downstream from the throat 
just before the throat choking. 
The difference in theory and experiment can be 
attributed to the assumption of one-dimensional flow 
downstream of the nozzle throat for the theoretical 
model. Bull [5]  observed the following sequence of 
events during the early development of the flow down- 
stream of a Laval nozzle throat: 
2 .  This curved normal shock then develops into 
a pair of crossed oblique shocks immediately after 
choking, and the flow separates from the wall down- 
stream of the shock system. 
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FIGURE 2.  TIME DEPENDENCE OF STATIC PRESSURE AND MACH NUMBER IN SUPERSONIC ( M  = 2.0) 
TEST SECTION OF LUDWIEG TUBE PILOT FACILITY 
3.  The oblique shocks rotate toward the Mach 
angle as it moves through the nozzle and working 
section, leaving a uniform flow behind it.  
The conclusion that the difference in theory and ex- 
periment is caused by the twodmensional rather 
than one-dimensional flow phenomenon that occurs 
downstream of the nozzle throat can be somewhat ver- 
ified in Figure 3.  
Figure 3 shows the experimental and theoretical 
static pressures as a function of time at a station in a 
subsonic ( M  = 0.7) test section. For the subsonic 
cases, the flow is choked downstream of the test sec- 
tion by choking flaps, and therefore no shocks a re  
formed upstream of this position. For this case, 
choking at the flap position occurred at approximately 
2 msec. Steady flow in the test section is then estab- 
lished when the transient effects of the area changes 
on the characteristic waves die out. The starting 
time for the subsonic test cases is defined as the 
time when the pressure in the test section becomes in- 
variant with time. A curve which shows the calculated 
Mach numbers as a function of time for this station in 
the test section is also shown in Figure 3. Figure 3 
shows that the theoretical results agree extremely 
well with the measured data. 
CONCLUSIONS 
The results which have been presented indicate 
that a timedependent one4imensional analysis of the 
starting process for the Ludwieg tube wind tunnel show 
reasonable agreement with the experimental data. The 
subsonic cases show much better agreement than the 
Supersonic cases. The divergence of the theoretical 
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FIGUqE 3 .  TIME DEPENDENCE OF STATIC PRESSURE AND MACH NUMBER IN SUBSONIC ( M  = 0 .7 )  
TEST SECTION OF LUDWIEG TUBE PILOT FACILITY 
results from the experimental data in the supersonic 
cases is considered to  be caused by the two-dimen- 
sional shock system that develops downstream of the 
nozzle throat rather than a simple normal shock which 
results from the one-dimensional theory. 
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FLOW CHARACTERISTICS OF ORIFICES FOR VENTING 
LAUNCH VEHICLE COMPARTMENTS 
BY 
P. E. Ramsey 
SUMMARY 
Internal compartments of massive modern space 
boosters have become very large, especially in the 
booster's base and interstage areas. These com- 
partments experience rapidly decreasing ambient 
pressure during the ascent portion of flight. Because 
of the huge volumes involved, a method must be pro- 
vided to vent the gases in these compartments so  
that the differential pressure across the vehicle's 
external skin will not become great enough to cause 
failure of the vehicle's structure. 
A digital computer program has been developed 
by the Aerophysics Division to predict the compart- 
ment's internal pressures during flight. However, 
because of the lack of knowledge concerning the vent 
discharge flow coefficients, this program is an ap- 
proximate solution. An analytical determination of 
the flow coefficients falters when the jet interaction 
and the three-dimensional mixing of the jet with the 
external flow boundary layer a re  considered. 
Available experimental data a re  limited to ratios 
of jet-to-external stream mass flow greater than 0.15 
and negligible external-flow boundary layers. To 
obtain the necessary design data applicable to flight 
conditions, an experimental study was undertaken in 
the Ames Research Center's 1.8 by 1.8-m (6 by 6-ft. ) 
supersonic wind tunnel for the following parameters: 
i. Ev te rnd  strezm Mzch niimhers of 0.7 to  1.9. 
2. Vent geometry; circular, square, elliptical, 
rectangular, and slots. 
3 .  Vent orientation; long axis 90 degrees to or 
aligned with the external flow. 
4. Boundary layer thicknesses of 1 .0  to 10.2 cm. 
5 .  Jet to external mass  flow ratios of 0.05 to  0 . 9 .  
The test was run on a large flat plate which could be 
translated from a position flush with the tunnel wall 
(maximum boundary layer thickness) to a position 
outside of the tunnel boundary layer (minimum 
boundary layer thickness on test plate). 
In general, the flow coefficients were nearly the 
same for circular, square, rectangular, and ellipti- 
cal vents, with the long axis 90 degrees to the flow. 
The efficiency of the larger slots oriented 90 degrees 
to  the flow agreed with the other vent data, but very 
thin slots were more efficient than all  other vents. 
When the major axes of the vents were aligned with the 
external flow, substantial gains in efficiency were 
realized. Also, vent efficiencies increased with in- 
creased boundary layer thickness. Mach number ef- 
fects were small for all vents in the subsonic and 
transonic regions, but became significant for super- 
sonic Mach numbers. Efficiencies of the very narrow 
slots were not affected by changes in Mach number. 
LIST OF SYMBOLS 
Symbol 
a 
A 
b 
K 
m 
M 
P 
t 
V 
6 
9 
Definition 
dimension of major axis, centimeters 
vent area, square centimeters 
dimension of minor axis , centimeters 
vent flow coefficient 
mass flow rate (based on vent a rea) ,  
kilograms/second 
free stream Mach number 
Pressure, Newtons/square meter 
time, seconds 
velocity, meters/second 
external flow boundary layer thickness 
on flat plate, centimeters 
vent orientation angle ( $= 90 degrees 
when major axis is aligned with free 
stream flow), degrees 
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P mass density, kilograms/cubic meter 
Subscripts 
Act. actual condition 
C compartment conditions 
e external free stream flow conditions 
eff. effective condition 
j vent jet conditions 
I NTRO D UCT I ON 
Space launch vehicles must necessarily contain 
internal spaces or compartments which a re  bounded 
by the external skin structure and fuel tank bulkheads. 
Typical examples a re  the areas between the fuel tanks 
and heat shield in the base region and interstage com- 
partments. These internal volumes a re  indicated by 
the shaded areas on the Saturn V outline presented in 
Figure i .  
Before a space vehicle leaves the launch pad, the 
pressure and temperature within internal compart- 
ments a re  essentially ambient. After lift-off, high 
altitudes a re  reached rapidly; consequently, the am- 
bient pressure reaches nearly zero within approx- 
imately two minutes depending upon the vehicle and 
its trajectory. Under these circumstances, if no 
provision i s  made for venting the vehicle's compart- 
ments, large differential pressures across the vehi- 
cle's skin can exceed the vehicle's structual limita- 
tions. 
Early vehicles such as Redstone and Jupiter did 
not encounter this problem because the internal com- 
partments were relatively small. The limited amounts 
of gases involved could vent through inherent seams 
and cracks in the skin's structure. However, with the 
advent of space boosters such as  Saturn, these com- 
partments have become exceptionally large. One ex- 
ample is the S-IC/S-I1 interstage compartment which 
contains a volume of 510 m3. Because of the size of 
the compartments and the affected skin areas, a meth- 
od of disposing of large amounts of air or purge gases 
must be provided. Present vehicle design practice 
includes vent holes in the external skin to  insure pro- 
per venting of each space booster compartment. 
These vents a re  shaped, sized, and located in such 
a manner that when coupled with the vehicle external 
pressure during flight, the differential pressure 
across the skin is kept to a minimum. 
Adapter Area 
LEM \ 
s -I c/s -II 
Interstogo Area 
I I 
s - I C  
Base A r e a l  
I 1  
FIGURE I. TYPICAL SATURN V INTERNAL 
COMPARTMENTS 
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COMPUTER PROGRAM 
To predict the time history of compartment in- 
ternal pressures during flight, a digital computer 
program was developed by the Aerophysics Division. 
This program provides design data for circular, 
rectangular, and elliptical vents discharging into 
either quiescent o r  moving air. Based on the results 
of this program, vents can be sized and located to 
minimize the differential loading of the vehiclels skin 
during flight. 
Unfortunately, the vent discharge coefficients, 
compartment initial conditions , and structural leak- 
age through seams are not exactly known; therefore, 
the program gives only approximate design data. 
Among these sources of inaccuracy, the vent dis- 
charge coefficient uncertainty is the major obstacle 
to an accurate analytical determination of the com- 
partment pressures. The factors which influence 
flat-plate orifice flow coefficients a r e  ( 1) ratio of 
the orifice jet mass  flow to the external stream mass 
flow, (2)  vent shape, (3)  vent orientation, if  not 
circular or  square, (4)  vent size, and ( 5 )  external 
environment receiving the vent exhaust. A theoretical 
approach has been relatively unsuccessful because 
of the difficulty in defining the lateral jet interaction 
and three-dimensional mixing of the jet with the ex- 
ternal flow boundary layer. 
Available experimental data obtained from Ref- 
erences 1, 2, and 3, portions of which a re  presented 
in Figure 2, were limited to  those obtained for very 
small or negligible external-flow boundary layers 
and ratios of jet-to-external stream mass flow of 
0.15 o r  above. However, during flight, mass  flow 
ratios less than 0.15, as well as  greater, a r e  en- 
countered, and vents exhausting into thick turbulent 
boundary layers a r e  the rule rather than the excep- 
tion. Since no directly applicable experimental data 
were available, a method was incorporated into the 
venting program procedure to provide a "design band" 
which was conservative enough to cover inherent un- 
certainties. A more complete description of the as- 
sumptions and capabilities of the program is 
available. 
I O .  1 2  0 0 2  0 4  0 6  0 8  
Muss Flow Rot lo ,  mdm+ 
FIGURE 2. VARIATION OF FLOW COEFFICIENTS 
WITH MASS FLOW RATIO FOR CIRCULAR THIN 
PLATE ORIFICES DISCHARGING INTO A 
NEGLIGIBLE BOUNDARY LAYER 
EXPERIMENTAL PROGRAM 
An experimental wind tunnel program was under- 
taken to obtain complete flow coefficient data for thin- 
plate sharp-edged orifices which were applicable to 
flight venting conditions. This study examined the ef- 
fects of vent geometry including narrow slots, vent 
orientation, thick turk len t  boundary layers, mass flow 
ratio, and the external stream Mach number. The 
program was carried out in the Ames Research Cen- 
ter ' s  1. 8 by 1. 8-m ( 6  by 6 ft.) supersonic wind tun- 
nel. This wind tunnel was chosen because of its low 
Reynolds number capability which resulted in a 10.2-  
cm thick tunnel-wall boundary layer. A thickness of 
this magnitude allowed the use of adequate sized test 
orifices, which resulted in accurate flow measure- 
ments while maintaining a ratio of vent diameter to 
bounciuy layer tliickixss ecpd to that. expected in 
flight. Also, because the tunnel was a continuous flow 
type, plenty of time was available to adjust the vent 
mass flow and to take data. A description of the wind 
tunnel and its capabilities a r e  presented in Reference 4. 
1. Jump, Rodger A. ; and Henson, Victor K. : In-Flight Venting of Launch Vehicle Compartments. NASA- 
MSFC, R-AERO-IN-30-65, November 29, 1965. 
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The test model, shown schematically in Figure 
3, consisted of a large 121.92-cm square flat plate 
mounted on four jack screws. This assembly was 
attached to a support structure containing a drive 
motor and chains for driving the jack screws. After 
the glass was removed from a tunnel side window, 
the entire model setup was then mounted in the win- 
dow opening. This system allowed the plate to be 
fully retracted flush with the tunnel side wall or ex- 
tended into the tunnel flow toward the test section 
centerline. A maximum boundary layer thickness of 
approximately 10.2 cm was achieved when the plate 
was flush with the wall, while a minimum thickness 
of about i. 0 cm was obtained when the plate was ex- 
tended approximately 15.2 cm into the tunnel flow be- 
yond the tunnel wall boundary layer. When the flat 
plate was traversed into the tunnel, a sharp leading 
edge and two side extensions were bolted to the plate 
edges. The side extensions extended the plate sur-  
face within 2 or 3 cm of the top and bottom of the 
tunnel, which essentially eliminated t ip  effects. Also, 
auxiliary suction was applied to the cavity under the 
plate to reduce flow blockage and to minimize spill- 
over at the leading edge. 
A circular vent plate, which contained the orifice 
of interest, was fastened with screws and sealed with 
neoprene O-rings to the end of a 12.7-cm diameter 
plenum chamber. The plenum chamber was designed 
to s l i p  into a hole in the back of the flat plate and to be 
pulled out of the tunnel through a double-wall door 
arrangement. This system allowed the vent plate 
configuration to be changed in a few minutes rather 
than 1.5 to 2 hours by avoiding the time loss from 
stopping, starting, and bringing the wind tunnel UP to 
testing speed, The orifice plate was flush with the 
flat plate surface when the plenum was installed. 
Figure 4 shows the ser ies  of vent geometries which 
were considered during the study. Except for the slots, 
the vents contained equal areas for eliminating jet 
Reynolds number effects and for convenience in com- 
puting vent flow parameters. 
Fro. Streom - 
LOrivr Motor 
Prorwre Rogulotor 
Three Hoodor Manifold 
Plenum Chombor 
Eloration Viow of Flowmelor 
FIGURE 3. DETAILS OF THE TEST MODEL SETUP 
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FIGURE 4. VENT CONFIGURATIONS 
A Cox rotameter flowmeter, associated pressure 
regulators, and control valves were used to control 
and measure the vent jet mass flow. The flowmeter 
has a nonlinear scale which provided i percent of the 
reading accuracy over the total calibrated range. A 
more complete description of the model and its in- 
stallation in the Ames Research Center's i. 8 by i. 8- 
m ( 6  by 6-ft.) wind tunnel are  presented in Reference 
5. 
TEST PARAMETERS 
One of the most important parameters considered 
during this investigation was the mass flow ratio, 
which was defined as  the ratio of the vent mass flow 
to the free s t ream mass flow through a stream tube 
of equivalent a r ea  as the vent. The range of mass 
flow ratios, m./me, considered was 0.05 to 0.90. 
3 
Because of the difficulty in measuring the jet 
static pressure and for convenience in applying the 
data to the physical problem, the vent flow coeffi- 
cients presented are computed based on the tunnel 
free stream static pressure. The vent flow coeffi- 
cient, K, was defined as  the ratio of the actual vent 
mass flow to the ideal (isentropic) mass flow, 
(pAV) meas. K =  
ideal 
3 
which can be stated as  
Aeff. 
AAct 
K =  
The vent flow coefficient is an efficiency factor which 
accounts for the losses from friction, viscosity, and 
real gas effects. 
Other parameters of importance were Mach num- 
ber, which ranged from 0.70 to I. 90, and boundary 
layer thickness, which included three values: approxi- 
mately I o .  2 cm, an intermediate thickness of 2 . 5  cm, 
and I. 0 cm. A majority of the data were obtained for 
the maximum and minimum boundary layers. The 
tests and the basic data a re  described in Reference 6.  
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Figure 5 shows that the efficiencies of the circles 
and squares are essentially the same for the range of 
parameters investigated. The differences between 
the circular/square vent flow coefficients and those of 
the elliptical and rectangular vents a t  Mach I. 3 with 
the long axis 90 degrees to the flow (+ = 0) a re  small, 
although a slight decreasing trend is evident with an 
increase in the vent length-to-width ratio. This trend 
RESULTS AND DISCUSSION 
Typical data a re  presented in Figures 5-7 as  the 
variation of vent flow coefficient with mass flow ratio 
for the parameters of interest: vent geometry, vent 
orientation, external flow boundary layer thickness, 
and Mach number. 
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FIGURE 5. EFFECT O F  VENT GEOMETRY ON THE FLOW COEFFICIENT FOR A MACH NUMBER OF 1 . 3  
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0 2  
agrees with the two data curves obtained from Ref- 
erence 2, which a re  presented for square and rec-  
tangular vents. Even though the trends a re  similar, 
the absolute values of the Reference 2 data appear to 
be slightly lower than the present data. This dif- 
ference may be caused by scale effects and facility 
differences of the two investigations. 
- 0.280cr S W > ~  
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FIGURE 6. EFFECT O F  VENT ORIENTATION ON THE FLOW COEFFICIENT FOR A MACH NUMBER OF 1.3 
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The efficiency of the large slots followed the 
same trends as  the other vents, but as  the width of 
the slots decreased, the coefficients began to in- 
crease. Finally, as  the flow in the smallest slots be- 
came more two-dimensional, a point was reached 
where the slot efficiency became greater than that of 
the circular vents. This phenomenon agrees with 
the free-jet results obtained in Reference 2.  This 
qffect did not appear for  external flow during the 
Reference 2 investigation because the slot length- 
to-width ratios studied were limited to 10 or  less. 
The smallest slot (0.025-cm wide) reached effi- 
ciencies significantly larger than the other vent 
shapes, particularly in the low end of the mass flow 
ratio regime. Comparison of Figures 5a and 5b in- 
dicates that these trends a re  not appreciably affected 
by the boundary layer thickness. 
Figure 6 compares vent flow coefficients for the 
circular vents and several vents oriented 0 degrees 
and 90 degrees to the external flow. Obviously, vents 
with the long axis aligned with the flow a re  more ef- 
ficient than those placed 90 degrees to the flow. This 
effect appears to be greatest at the lower mass flow 
ratios. Data obtained from Reference '2 for a rec- 
tangular vent with a 1/10 aspect ratio indicates a 
similar effect (Fig.  6 ) .  The superior efficiency 
of the aligned vents increases with a decrease in the 
slot width to a point at which no further gain i s  
realized with decreasing width. This effect, which 
seems to  occur a t  approximatley 0.25-cm slot width, 
is consistent for all mass flow ratios for the 10.2-cm 
boundary layer. However, for the 1. 0-cm boundary 
layer, the data still indicated an increase in the flow 
coefficient for mass flow ratio values less  than 0.3. 
From this discussion, it is clear that a long narrow 
vent with the long axis aligned with the external flow 
results in the optimum venting efficiency. 
Increasing the boundary layer thickness from I. 0
to 10.2-cm caused the vent efficiency to increase, a s  
indicated in Figure 7, probably because the inter- 
action losses were less  in a thick boundary layer where 
the relative external flow energy level near the vent 
is lower than for a small o r  nonexistent boundary 
layer. This effect appears to be greatest in the low 
mass flow ratio region and appears to be approx- 
imately equal for all vents. 
The vent flow coefficient is cross-plotted and 
presented in Figure 8 as a function of the external flow 
Mach number for a constant mass flow ratio of 0.3 
32 
P. E. RAMSEY 
Frre Streom Mach Number, M 
FIGURE 8. VARIATLON OF VENT FLOW COEFFICIENT AS A FUNCTION OF FREE STREAM MACH NUMBER 
FOR A MASS FLOW RATIO OF 0 . 3  AND A BOUNDARY LAYER THICKNESS OF 10.2  cm 
and several vent configurations. This set of curves 
indicates that, subsonically and transonically, the 
vent efficiencies a r e  nearly constant for all vent shapes 
and orientations, although there appears to  be a very 
slight increasing trend a s  Mach number increases 
for vents a t  9 = 0, while a slight decrease is evident 
for vents aligned with the flow. In the supersonic 
regime, the vent eEciency increased for all vents 
and orientations except for the 0.025-cm wide slot 
throughout the Mach number range investigated. The 
supersonic region vent efficiency increase was great- 
est for the circular, square, elliptical and rectangular 
vents at @ = 0, plus slots a t  @ = 0 up to 0.25 cm in 
width. The vents which were aligned with the flow 
seemed t o  maintain the subsonic values farther into 
the supersonic region (up to approximately M = 1.6)  
than @ = 0 vents. 
Zt. @ - 90 dzgrzce d&Z, -:;hi& remak?c! cmstz2-t 
Figure 9 shows the internal/external differential 
pressure for a typical launch vehicle compartment as 
a function of flight time using rectangular vents with 
rounded ends. The large cross-hatched area indicates 
the maximum and minimum pressures constituting the 
"design band" which was obtained from the earlier 
mentioned computer program. Flight data from AS- 
204 a re  presented a s  a comparison and fall within the 
"design band". Efforts a r e  being made to incorpo- 
ra te  the vent flow coef€icients, which resulted from 
this investigation, into the computer program to im- 
prove the accuracy of the absolute pressure com- 
Saturn vehicles. The expected new "design band" is 
approximately 50 percent less than the original and 
is represented by the smaller shaded area. 
p&&fions m.1 tc! redllce the present wesign ha.nrlll f n r  
Hopefully, a means of data correlation will be 
found which will lead to empirical methods for de- 
termining vent efficiencies for future Saturn vehicles. 
Also, the data will be used a s  a guide and a point of 
comparison for developing analytical methods which 
may eventually replace an extensive experimental 
program such as  the present one. 
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CONCLUDING REMARKS 
Based on the results of the present investigation, 
several observations can be made. 
I. There is  practically no difference in the vent 
efficiencies of circles and squares of equal areas. 
2. The differences between the coefficients of 
circular vents and vents with length-to-width ratios 
greater than one and with the long axis 90 degrees 
to the external flow is relatively small. 
3. A very narrow slot maintains an efficiency 
greater than that of a circular or square orifice. 
4. Vents which have the long axis aligned with 
the external flow were substantially more efficient 
than the 90 degree oriented vents, with the narrow 
slots being the most efficient of all. 
5. Mach number effects appear to be small for + = 0 vents until supersonic Mach numbers a r e  
reached. Mach number effects a r e  small for all 
aligned vents for the ranges investigated. 
6. Increasing the boundary layer thickness 
caused the vent efficiencies to increase. 
Apparently, the optimum vent shape for venting 
flight vehicle compartments would be a narrow slot 
aligned with the external flow around a fight vehicle. 
However, since incorporating a long narrow slot 
into the vehicle skin and substructure may be im- 
practical, a compromise vent shape may be needed. 
A good compromise would be a slot with a length- 
to-width ratio less than the very narrow test slots 
but greater than the four to one vents now used. The 
addition of round ends to reduce stress concentrations 
in the skin would be desirable. 
Because of the complexity of the Saturn shape, 
the probability of vents being located in adverse flow 
fields i s  substantial. Consequently, future experi- 
mental work i s  contemplated for vents located on 
frustums, behind frustum/cylinder shoulders, and 
beside o r  behind typical protuberances. Should it be 
discovered that the vent efficiencies under these flow 
conditions a re  destroyed, the emphasis would then be 
placed on determination of the minimum distance 
which could be tolerated between a vent and a flow- 
disturbance generator. 
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PROPELLANT ROCKET ENGINES 
Joseph L. Sims and Terry Greenwood 
L I S T  OF SYMBOLS 
Definition 
Mach number 
percent mass flow of foreign nuclei 
number flux of foreign nuclei through 
the nozzle, particles/sec 
ratio of oxidizer to fuel 
static pressure, Newtons per square 
meter 
radius in spherical coordinate sys- 
tem 
radius of foreign nuclei, meter 
surface area flux of foreign nuclei 
velocity, meter/sec 
axial and radial coordinates of a 
cylindrical coordinate system 
combustion chamber conditions 
exit plane 
jet 
stagnation 
nozzle throat 
f ree  stream 
sonic conditions 
I NTRO D UCT I ON 
Rocket plume flow fields have created problems 
for the design and operation of both ascent stages and 
orbital vehicles. Some of the problems caused by the 
plumes a re  listed in Table I. A solution to these 
problems requires an analysis of all regions of the 
plume flow field which encompasses many complex 
physical phenomena. 
TABLE I. PROBLEMS CREATED BY 
ROCKET PLUMES 
A. Ascent stage problems 
i. Base Convective Heat Transfer 
2. Base Radiative Heat Transfer 
3. RF Signal Attenuation 
4. Free Stream Separation Caused By Plume 
Billowing 
5. Impingement Loads And Heat Fluxes Cause1 
By Firing Of Retro and Ullage Rockets 
B. Orbital Vehicle Operations Problems 
(Created By Reaction Control Rocket 
Plumes) 
i. Interaction Forces and Moments 
2. Thermal and Surface Erosion Environment 
In Impingement Regions 
3. Vehicle Surface And Near Space Contam- 
ination By Plume Gases And Condensates 
Rocket plumes a re  characteristically high-energy 
multicomponent flow fields which expand into the 
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surrounding environment. The basic flow field is 
supersonic, but there a re  subsonic portions which 
must be treated. A representation of the basic 
plume model is shown in Figure 1 for flow into an 
external supersonic flow field. For flow into a 
vacuum, the internal shock pattern and the free shear 
layer no longer exist, but now we have transition from 
continuum to free molecular flow in the plume flow 
field. The flow fields are  ultimately dissipated by 
viscous and eddy mixing, by shock waves, and/or by 
dilution into a space environment to a static condition. 
The source for the plume field is the flow field 
created by the rocket nozzle and its associated in- 
jector. In general, a rather complex analysis of the 
nozzle flow is required to obtain satisfactory initial 
conditions for the plume analysis. The phenomena 
that need to be analyzed occur in the rocket nozzle 
and are listed in Table 11. 
TABLE 11. NOZZLE AND CHAMBER PHENOMENA 
i. Radial O/F  Gradient Caused By Injector 
Hydraulic Design 
2. Freezing of Thermochemical Reactions 
3 .  Shock Waves Caused By Nozzle Geometrical 
Design 
Mass Addition (Turbine Exhaust Dump) To The 
Nozzle Boundary Layer 
4. 
Generally, for the high temperature and enthalpy 
associated with rocket gases, the thermochemical 
reactions will be significant. Finite rate chemical 
reaction effects are not included in the basic flow 
field calculation. Initially the flow field is computed 
for instantaneous chemical equilibrium, and then a 
one-dimensional finite rate program is used to find 
the point of departure from equilibrium. At this 
point all chemical reactions are considered to be 
stopped, and the flow field calculation is restarted as 
a frozen thermochemical calculation. 
All of the foregoing considerations apply to a 
single engine which produces an axisymmetric plume. 
For this case, relatively straightforward analysis 
techniques are available to attack most of the pro- 
blems outlined above. The plumes from the engines 
of a vehicle with multiple nozzles will interact with 
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each other once a certain environmental pressure 
level is reached. 
structure changes into a very complex three- 
dimensional flow field. 
in the interaction regions may be computed for certain 
highly restricted cases. However, the general three- 
dimensional plume flow field cannot be solved a t  the 
present time. 
From this point on, the plume 
Plume flow field structure 
ANALYS I S  
At the present time, a number of computer pro- 
grams have been developed and can be used to solve 
technical problems in all areas of the overall analysis 
of the plume flow fields emanating from liquid pro- 
pellant rocket engines. Depending upon the operating 
characteristics of the particular engine being analyzed 
and the degree of sophistication desired in the final 
results, the individual computer programs may be 
combined in a variety of ways. I t  is beyond the scope 
of this paper to give a complete technical analysis of 
all the programs; however, a short description of the 
various solutions is presented in the following indi- 
vidual sections. 
COMBUSTION CHAMBER ANALYSIS 
No complete characterization of the combustion 
chamber is possible at present. However, various 
combustion models can be applied to the combustion 
chamber to obtain useful solutions for this flow re- 
gime. The NASA/Lewis Thermochemical Program 
provides a one-dimensional adiabatic combustipn 
chamber analysis with equilibrium products of com- 
bustion, and the analysis is straightforward and easy 
to use. This closed system analysis implicitly as- 
sumes that the combustor cross section is infinitely 
larger than the nozzle cross section. This restric- 
tion to the physical problem can be deleted by using 
the NASA/Lewis Program in connection with another 
one-dimensional analysis which calculates the total 
pressure loss the gas undergoes in passing from the 
injector to the throat, based on a choked flow condi- 
tion at the throat. Using this technique gives good 
agreement with observed wall static pressure data, 
but does not agree with measured mass flow rates. 
One further modification to this basic one-dimen- 
sional analysis is possible. A portion of the fuel 
passing through the chamber can be assumed inert, 
and by choosing the correct portion, both wall 
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pressure data and mass flow data can be matched. 
This approach is severely dependent upon having 
experimental data and certainly does not give a 
great deal of physical understanding to the problem. 
A more accurate analysis can be obtained by 
using a program that solves the twodmensional 
turbulent boundary layer equations with wall boundary 
conditions, diffusion, finite ra te  chemistry effects, 
and arbitrary initial conditions. This program ac- 
counts for the initial nonuniform oxidizer/fuel (O/F) 
ratio existing in most large liquid rocket motors. 
The results from this analysis can be used as  an in- 
put to the transonic nozzle throat solution, and con- 
sequently the effect of initial O/F variation can be 
traced through the throat and nozzle. This program 
does not account for droplet breakup, vaporization, 
or two-phase flow. In addition, the program is dif- 
ficult to use and requires large amounts of computer 
time. Further work is needed to fully integrate this 
combustion chamber model to  the transonic and the 
nozzle programs and to make th'e program faster and 
easier to use. The velocity profiles resulting from 
I 
I 
this type of analysis for a typical case a re  given in 
Figure 2. 
I 
"a0 
.98 ui 
0 0.2 0.4 0.6 0.8 1.0 
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FIGURE 2.  RADIAL PROFITAS O F  VELOCITY AT 
VARIOUS AXIAL STATIONS THROUGH THE 
COMBUSTION CHAMBER 
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INVISCID TRANSONIC THROAT FLOW FIELD 
ANALYSIS 
The flow in the throat region of the nozzle is a 
mixed subsonic-supersonic flow which can be de- 
scribed by partial differential equations that are 
elliptic, parabolic, and hyperbolic. By writing the 
equations of motion in a time-dependent form, the 
equations of motion are hyperbolic for all velocity 
ranges, and solutions can be found by using numerical 
analysis techniques. If no time-dependent forcing 
function is used and arbitrary initial conditions are 
given, the desired steady state solution is found a s  
the asymptotic time-dependent solution. The present 
solution is an explicit finite difference solution of the 
full Euler equations of motion for axisymmetric flow. 
In this type of solution, the spatial partial differen- 
tials a r e  replaced by finite differences, and the time 
dependent terms are expanded in a Taylor's series to 
compute the next time step.  This procedure is only 
conditionally stable, and the time s tep  size is gov- 
erned by the Courant -Freidrichs -Lewy stability 
criteria. The final results from this program give 
an initial data line for the method-of-characteristics 
program and input data for the nozzle boundary layer 
program. 
A time-dependent solution is a long and tedious 
calculation, but it does solve the complete equations 
of motion for any required thermochemical model, 
It is the only known type of transonic solution which 
can account for the variable O / F  ratio in the radial 
direction. The results of an ideal gas calculation 
for air and corresponding experimental data are 
shown in Figure 3.  The absolute necessity for deal- 
ing with the O / F  gradient problem will be shown in 
later results. 
INVISCID SUPERSONIC NOZZLE AND PLUME FLOW 
FIE LD 
The inviscid portion of the nozzle and plume 
flow field located downstream of the nozzle throat 
is computed with a method-of-characteristics pro- 
gram. The method of characteristics is a numerical 
method for the solution of hyperbolic partial  dif-  
ferential equations that traces the physical char- 
acteristic lines through the flow field. For this solu- 
tion the differentia1 equations are converted to finite- 
difference equations, which are solved by an iteration 
technique. With proper attention to grid size, solu- 
tions with an arbitrarily high degree of numerical 
accuracy may be achieved. 
The present program can compute flow fields for 
gas flow with equilibrium, frozen, o r  ideal gas 
thermochemical models. Also, flow fields that con- 
tain shock waves generated by geometric or  flow 
phenomena are computed, and by using restart tech- 
niques, any number of shock waves may be computed. 
In conjunction with the equilibrium or  frozen thermo- 
chemical models, it is possible to solve flow fields 
with arbitrary O/F gradients. Nozzle and plume flow 
fields are computed with the same computer program 
by using different boundary conditions. Plume flow 
fields may be computed with constant o r  variable 
pressure along the plume boundary depending upon 
the surrounding environment. 
In Figure 4 typical .results of an inviscid, ideal 
gas solution for air flowing through a small nozzle are 
superimposed on a schlieren picture of the flow field. 
Down to the location of the first  Riemann wave, pre- 
diction of the flow field details is excellent, even 
though an approximate starting line was used a t  the 
throat and the nozzle boundary layer was not computed. 
The exit plane temperature distribution for a small 
lox-alcohol engine is presented in Figure 5 ,  where 
the experimental data are compared with two theo- 
retical calculations. The variable O/F distribution 
solution has the same average O/F ratio as the con- 
stant O/F solution. An example of F- i engine and 
plume flow field at sea level, computed with multiple 
runs of the characteristics program, is shown in 
Figure 6. 
plexity of the flow fields that can be generated using 
this program. 
This figure gives an indication of the com- 
NOZZLE BOUNDARY LAYER 
For propulsion nozzles the usual thin boundary 
layer assumptions concerning the interaction with the 
inviscid flow field are applied. Quite often the turbine 
exhaust from the gas generator is dumped into the 
nozzle boundary layer. Within the limitations of an 
oversimplified chemistry model, these flows may be 
represented by a boundary layer solution with pres- 
su re  gradient and mass injection. 
A computer program to solve the boundary layer 
equations for these conditions has been prepared. This 
program solves the integral boundary layer momentum 
equation with a stepwise numerical integration along 
38 
JOSEPH L. SIMS AND TERRY GREENWOOD 
0 .04 
WALL 0 0 .6 
0 0 .. 8 
<> 1. 0 
l:l. 1.2 
..1 1.4 
0 .03 0 1.6 en . 
a: Q 1.7 w 
I- 0 1.75 w 
:::E (] 1.8 
w 
u 
z 0.02 ~ 
(f) 
0 
....J 
<t 
0 
<t 
a: 1.7 
0.01 
0.4 
0-+-------------rL---------~~----~L---~~--~~--~~~-L~~~~~ 
0.04 0 .05 0.06 
AXIAL DISTANCE 
0 .07 
(METERS) 
0.08 0.09 
FIGURE 3. COMPARISON OF MEASURED AND COMPUTED MACH CONTOURS IN TRANSONIC FLOW REGION 
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NOZZLE FLOWING AIR 
the nozzle wall. The velocity profile and skin fric-
tion formula used In this program are based on 
Clauser's work, which has been modified for com-
pressibility. A Crocco type density and temperature 
variation through the boundary layer as a function of 
velocity is used. The mass injection scheme of 
Spalding is used; this scheme is capable of calculating 
the boundary layer characteristics along a nozzle wall 
which has a distributed mass injection of arbitrary 
gas. The injected gas does not necessarily have to be 
the same as the gas in the boundary layer. However, 
if equilibrium chemistry is to be used, the boundary 
layer subroutines must be combined with an equi-
librium real gas method-of-characteristics program. 
Either laminar or turbulent boundary layers may be 
considered, and when appropriate, the program will 
switch frol1,l the laminar mode to the turbulent mode 
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expanded) jet plumes as  well as  for the balanced 
(exact expansion) case. This program is the most 
realistic representation of the physical situation, but 
it is quite slow and cumbersome to use. 
during a computer run. In addition, this program 
has the capability of calculating boundary layer ex- 
pansion around a sharp corner. 
Interaction effects of the viscous and inviscid 
solution, along with experimental data for an F-I 
engine, are  shown in Figure 7. The coupled solution 
obviously agrees with the experimental data better 
than the inviscid solution alone. An increase of 
momentum and displacement thicknesses along with 
a reduction of skin friction and heat transfer a r e  the 
major effects of mass  injection. Figure 8 shows the 
displacement thickness growth along the nozzle wall, 
plotted both with and without turbine exhaust gas in- 
jection. In th is case the mass injection increases 
the displacement thiclmess by a factor of three. 
FREE SHEAR LAYER 
To describe a rocket engine exhaust plume at low 
o r  medium altitudes, the free shear layer regime 
must be considered in detail. Free shear layer dis- 
sipation results from the turbulent mixing of the plume 
with the external air flow and proceeds until the 
supersonic portion of the plume is consumed and 
finally the flow completely stops. At the present 
time, there is no general solution that is completely 
satisfactory for the entire viscous shear layer. How- 
ever, by using the turbulent boundary layer equations 
with special boundary conditions and including the 
effects of chemistry, a reasonable approximation to  
portions of this region can be obtained. There a re  
basically three programs that can be used for  this 
analysis. One is a finite-difference finite-chemical 
reaction rate  analysis and the other two a re  simi- 
larity-chemical equilibrium-type solutions. All  
three of these analyses a re  strongly dependent on 
empirical viscosity models; consequently, experi- 
mental confirmation is necessary to establish their 
validity. A brief description of the three basic pro- 
grams follows. 
1. Program one solves the boundary layer equa- 
tions with an explicit finite-difference technique. AS 
the solution proceeds downstream, the chemical 
composition is updated by the solutior. of a set of 
linearized finite rate chemistry equations. The pro- 
gram used to  calculate the bottom curve shown in 
Figure 9 employee! basically the parabolic boundary 
layer equations with no lateral pressure gradients. 
However, since this curve was generated, program 
one has been modified to account for lateral pressure 
gradients and now can be used for unbalanced (under- 
2 .  Program two solves only the momentum 
boundary layer equation with an explicit finite- 
difference technique. The velocity profile is non- 
dimensionalized with respect to the jet center line 
velocity, and the distribution of oxidizer and fuel 
mixture (fuel percentage) is assumed to be similar 
to the velocity profile. Based on the assumption of 
constant pressure and chemical equilibrium, a table 
containing fuel percentages from 0 to 100 versus 
temperature and concentration is constructed. As the, 
momentum equation solution proceeds downstream, 
the temperature and concentration profiles are  up- 
dated by interpolation from the isobaric equilibrium 
table. 
3. Program three is similar to program number 
two. The difference is in the numerical technique 
employed to  solve the momentum equation. This pro- 
gram does not calculate concentration profiles. 
To illustrate the results of these three programs, 
an F-I engine operating at  sea level was analyzed. 
In Figure 9, in which maximum temperature i s  
plotted as  a function of axial position, the equilibrium 
solutions predict somewhat higher temperatures than 
the finite rate solution. 
The delayed onset of afterburning can be pre- 
dicted only by the use of finite rate chemistry models 
and even then only if all major reaction rates are  
known. In this calculation, some of this afterburning 
delay is evident, but, in general, agreement with 
experimental data has not been satisfactory. Further 
examination of this phenomenon is certainly warranted. 
For calculations of this kind, the choice of the 
turbulent eddy viscosity model is of the utmost im- 
portance. For programs one and three, the Schetz- 
Favin eddy viscosity model is used, and for program 
two the Klunstein formula is used. The effect of the 
different formulations for the turbulent eddy viscosity 
models can be pronounced, especially concerning 
temperature and velocity decay along the streamline. 
Because of a lack of appropriate experimental in- 
formation on reacting jet mixing, the most realistic 
eddy viscosity model cannot be determined at this 
time. 
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CONDENSATION 
Most propellant combinations produce significant 
fractions of species, such as  water vapor and carbon 
dioxide, that a r e  easily condensed at  relatively high 
temperatures. The condensation is homogeneous i f  
no foreign particles a re  present; however, when 
foreign particles are present, the condensation may 
be homogeneous, heterogeneous, or a combination of 
both. Homogeneous condensation is controlled by the 
nuclei formation rate, which is obtained by solving 
the kinetic equation of condensation using the concept 
of a critical drop size. Drop growth rates a re  gov- 
erned by the same condensation rate equations for 
both heterogeneous and homogeneous condensation. 
The condensation process i s  controlled by phys- 
ical and thermodynamic data that can best be derived 
from experimental data. For many of the species 
occurring in exhaust gases, very few data a re  avail- 
able at the pressures and temperatures where con- 
densation occurs. Also, surface tension data for 
small drops a re  not available, and values a re  usually 
extrapolated from plane surface values. This means 
that any condensation calculations made at the present 
time may be seriously in e r ror .  
Typical Condensation calculation results for a one- 
dimensional nitrogen flow, taken from Reference 1, 
a r e  presented in Figure 10. Obviously, the conden- 
sation process produces large changes in the physical 
properties of the gas phase compared to an isentropic 
expansion. This phenomenon needs to be considered if 
far-field regions of high altitude plumes must be 
analyzed. 
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TRANSITION TO FREE MOLECULAR FLOW 
On some surface in the flow field, the density 
of the gas becomes low enough so that it no longer 
obeys the laws of a continuum fluid. From this 
point on, a rigorous solution would require a general 
solution to  the Boltzmann equation. Since this i s  not 
generally possible, an engineering approach to obtain 
numerical results was selected. The method of ap- 
proach is based on the l'freezing'l of the various 
energy modes of the gas molecules. Since a large 
number of intermolecular collisions are necessary to 
maintain vibrational equilibrium and because the num- 
ber  of collisions steadily decreases with increasing 
rarefaction, vibrational equilibrium eventually can 
no longer be maintained. In a similar manner the 
rotational, and eventually, the translational energy 
modes also "freeze, ' I  and a t  that time the flow is 
considered to be free molecular. The calculations 
a re  then continued along streamlines (considered 
straight because of the source-like nature of the flow 
at high altitude) with the temperature and velocity 
held constant. The density of the flow field in the 
free molecular region is allowed to vary inversely a s  
the cross-sectional area of the streamtubes formed 
by the adjacent streamlines. A local Knudsen num- 
ber, which is defined as  the ratio of the gas mean free 
path to a characteristic streamline length, is used as  
the freeze criterion. 
The results computed by this method and the 
solution of Hamel and Willis of the Boltzmann equa- 
tion for spherical source flow a re  compared in 
Figure 11. The overall agreement of these two re-  
sults is quite good, although, a s  to be expected, there 
a re  significant differences a t  the freeze point. Figures 
12 and 13 present the results of the calculation of a 
typical space plume computed by the methods de- 
scribed herein. 
THREE -DIMENSIONAL PLUME REGIONS 
For vehicles with multiple nozzles, the plumes 
interact and form a three-dimensional flow field when 
a certain environmental pressure level is reached. 
For certain parametric conditions, the entire three- 
dimensional flow field is supersonic, and it is theo- 
retically possible to compute this flow with a three- 
dimensional method-of-characteristics procedure or 
with a finite-difference technique. At low environ- 
mental pressures, the plumes intersect at large an- 
gles, and strong shock waves with subsonic flow re- 
gions occur. At the present time, there is no solu- 
tion available for this three-dimensional fixed-flow 
problem. 
Even the simplest of these three-dimensional 
flow field problems is extremely complex. Finite- 
difference techniques for the calculation of the two- 
plume and five-plume interaction problems a r e  avail- 
able. This is not a time-dependent solution; there- 
fore, all velocities must be supersonic for the pro- 
cedure to be stable. Shock waves a re  computed a s  
steep gradients over two o r  three mesh lengths. 
Overall, this represents a good first approximation, 
but is certainly far  from the final desired result. The 
three dimensional method-of-characteristics program 
for  the two-plume interaction case is nearly complete. 
This solution uses a complex computer code which 
contains theoretical flow models for all physical phen- 
omena found in the inviscid three-dimensional flow 
field. 
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CONCLUSIONS 
A number of computer programs have been de- 
veloped for the solution of various technical aspects 
of the overall plume analysis problem. Depending 
upon the particular problem under consideration and 
%e degree nf sophistica.tion desired in the final re- 
sults, the individual computer programs may be 
coupled in a variety of ways. Some of these coupled 
modes of equation a re  shown in Figure 14. 
When the somewhat sparse, detailed, experi- 
mental data for liquid fuel rocket engines a re  ex - 
amined and compared with theoretical calculations, 
some of the conclusions that can be drawn a re  as 
follows: 
1. Mixing and non-adiabatic combustion adjacent 
to the injector face cannot, at the present time, be 
adequately treated by purely theoretical analyses. 
2. For nozzles operating with variable O/F  ratio 
in the radial direction, the flow from the injector face 
to the throat entrance should be computed with pro- 
grams that contain the diffusion-mixing terms. 
3 .  A transonic solution which can haiidle equi- 
librium thermochemicai properties and Varizbk Z/F 
ratios is required. Since the convective velocity is 
large compared with diffusion velocity in this region 
of the nozzle, an inviscid flow field solution may be 
adequate. 
4. The point switch from equilibrium to frozen 
thermochemical models apparently yields excellent 
results in the inviscid flow field calculations. How- 
ever, for many fuel/oxidizer combinations, the chem- 
ical reaction rates  a re  not known sufficiently accurate 
to yield good freeze point locations. 
45 
JOSEPH L. SIMS AND TERRY GREENWOOD 
16.0 
c 
m 
K 
w 
12.0 
I 
Y 
W 
0 z 
m 8 
E 8.0 
-I 
d a 
E 
4 .O 
0 
0 1210 
AXIAL DISTANCE (METERS) 
FIGURE 12. MACH NUMBER CONTOURS IN A TYPICAL SPACE PLUME 
5. For afterburning in the free shock layer, 6 .  Condensation phenomena and transition to 
free molecular flow a r e  being considered in an el- 
ementary manner and much work remains to be done 
in these areas. 
it appears that chemical reaction times and flow 
times are comparable, and therefore are  of equal 
importance in describing this portion of the plume. 
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TECHNIQUES DEVELOPLD TO DETERMINE AERODYNAMIC 
COEFFICIENTS FOR APOLLO APPLICATIONS PROGRAM 
VEHICLES IN A N  ORBITAL ENVIRONMENT 
BY 
Josh D. Johnson 
cD 
Drag 
drag coefficient, -
qAref 
drag coefficient based on projected front- 
al area,  
Drag 
qx( projected frontal area) 
cL 
Lift lift coefficient, - 
qAref 
SUMMARY 
This paper describes two methods that were de- 
veloped to  determine the aerodynamic forces acting 
on artificial earth satellites with complex external 
shapes. One method, a numerical solution based on 
well-established free molecule flow theory, has the 
capability to determine areas on a vehicle that a re  
shaded from the flow. This method, which is ap- 
plicable for speed ratios equal to o r  greater than two, 
requires large amounts of computer time. The 
second method is an approximation technique that 
uses the projected frontal a rea  as  a basis for com- 
puting aerodynamic forces. This method, applicable 
for speed ratios greater than seven, is particularly 
useful when large amounts of data a re  required for 
several similar configuration geometries. Projected 
areas for use in this method a re  determined with a 
machine developed by the Aerophysics Division of 
the Aero-Astrodynamics Laboratory. 
L i ST OF SYMBOLS 
Symbol Definition 
A surface area 
reference area Aref 
Axiai Force axial force coefficient, 
cA QAref 
0 
cL 
cM 
cN 
r dE 
W 
dE 
erf 
k, 1, t 
q 
s 
Ti 
Tr 
TW 
7 
CY 
(Y' 
lift coefficient based on projected frontal 
area,  
qx( projected frontal area) 
Lift 
pitching moment coefficient , 
Pitching Moment 
qAref 
Normal Force normal force coefficient, 
qAref 
energy flux incident on an elemental sur- 
face per unit time 
energy flux re-emitted from an elemental 
surface element per unit time 
energy flux that would be carried away 
from an elemental surface per unit time if 
incident molecules were re-emitted with a 
Maxwellian distribution corresponding to 
the surface temperature. 
direction cosines between local coordinates 
on an elemental surface and the desired 
force direction 
dynamic pressure 
mnleculo speed ratio 
incident molecule ( atmospheric) tempera- 
ture 
reflected molecule temperature 
vehicle wall temperature 
velocity vector 
angle of attack 
energy accommodation coefficient 
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E, 5, q direction cosines between local coordi- 
nates on an elemental surface and the 
velocity vector 
INTRODUCTION 
Acquiring and maintaining a satellite orbit and 
orientation, or predicting the long and short t e rm 
motion of an orbiting body, requires a commanding 
knowledge of the forces perturbing the body's motion. 
For example, Apollo Applications experiments re- 
quire a detailed knowledge of the inertial forces, 
gravity gradient torques, and aerodynamic forces 
so that prescribed vehicle attitudes can be maintained 
during orbital operations. This paper describes two 
methods that have been developed to calculate the 
aerodynamic forces, which a r e  some of the more 
important perturbing forces that influence satellite 
attitudes and orbital lifetimes for vehicles in low 
earth orbits. 
The first method'developed to  calculate aero- 
dynamic forces is a numerical solution based on free 
molecule flow theory. This solution has been in- 
corporated in a computer program that can be used 
to  analyze vehicles such as the S-IVB Orbital Work- 
shop with the docked Command and Service Module 
and L d a r  Module/Apollo Telescope Mount. The 
second method is based on a simplified analysis, and 
can be used to produce numbers fairly rapidly. This 
method, called the "shadow method, l 1  uses the pro- 
jected frontal area as a basis for calculating aero- 
dynamic force coefficients. Both of these methods 
can be used to calculate aerodynamic forces on satel- 
lites that have complex external shapes. Before the 
development of these two methods, free molecule 
aerodynamic forces were calculated with a computer 
program capable of handling only simple external 
shapes. 
NUMERICAL SOLUTION 
In a highly rarefied flow, the mean free path of 
molecules is much greater than the dimensions of 
bodies immersed in the flow. We a re  thus led to the 
assumption that incident -molecule/surface collisions 
a re  much more numerous than incident-molecule/in- 
cident -molecule and incident-molecule/reflected- 
molecule collisions. This assumption means that the 
incident flow can be assumed to be undisturbed by the 
presence of a body in the flow [I]. For this type of 
flow, which is called 'Ifree molecule" flow, Sentman 
[I] has used Maxwell's velocity distribution function 
to derive aerodynamic force coefficient equations for 
flat plates, spherical sections, cylinders, and conic 
sections. Sentman assumed completely diffuse re- 
flection to derive force coefficient equations. He 
derived the following free molecule force coefficient 
equation for an arbitrary body shape: 
dC - [ek + (l+ qt] t (  i+erf(S) + - 
*ref 
- - -  I [ 
e -  + _. l } (I) 
In this equation, S is the molecular speed ratio 
which, for a satellite, is defined as the ratio of the 
speed of the satellite relative to the surrounding 
atmosphere to the most probable random speed of the 
molecules in the surrounding atmosphere. 
Equation (1) i s  the equation for the total force 
coefficient acting in a particular direction on an 
elemental area of a body immersed in free molecule 
flow, assuming diffuse reflection. This equation is 
exact within the physical assumptions of kinetic theory, 
free molecule flow, and diffuse reflection [ i 1 .  
Davis, Lake, and Breckenridge [2]  have used 
equation ( I) to formulate a numerical solution. This 
solution has been incorporated in a computer that can 
be used to calculate free molecule aerodynamic force 
coefficients on bodies having complex external shapes. 
In order to use equation ( I), the authors listed above 
made three assumptions, in addition to those already 
stated: 
i. Incident molecules a r e  assumed to be fully 
accommodated to the body wall temperature before they 
a r e  reflected; i. e.,  T r = T w' 
2 .  Elemental surface areas that a r e  located on 
the leeward side of a body so that they a re  shielded 
from the flow are assumed to experience no molecule 
collisions. This type of shielding is indicated on 
Figure I as Type I shading. This is a good assumption 
for  bodies traveling at high velocities because the num- 
ber  of molecules colliding on the back side of the body 
will be considerably less than the number colliding on 
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the front side. For  instance, for a flat plate mov- 
ing broadside through a rarefied gas with the rela- 
tively low speed ratio of 2, the ratio of the number 
of coiiisioiiiis Gli the fraiit side G f  the p!2k tc! the 
number of collisions on the r ea r  side is approxi- 
mately io3.  
3. Parts of a body that a re  shielded from the 
flow by other parts of the body a re  assumed to ex- 
perience no molecule collisions. 
shielding is indicated as  Type 11 shading i n  Figure i. - i n i s  assumpi;ion w c l  i i ~ t  h t r ~ & ~ c  ! Z ~ S   TOTS into 
computed aerodynamic coefficients as long as  the 
speed ratio is high and the distance between the 
shaded and shading parts is short. 
 his type of 
The second and third assumptions limit the use of 
the numerical solution a t  low speed ratios. Since 
speed ratios range from approximately six to ten for 
typical Apollo Applications missions, detailed studies 
have not been conducted to  determine the effects of 
these assumptions at  low speed ratios. However, it 
is suggested that caution certainly should be used 
when the numerical solution is used a t  speed ratios of 
less than 2 .  Although a detailed description of the 
numerical solution is beyond the scope of this paper, 
such a description, including program listings and 
flow charts, is available in Reference 2. 
THE SHADOW METHOD 
The use  of numerical techniques to analyze com- 
plex satellite shapes is time-consuming even on fast 
electronic computers. Also, the subroutines neces- 
sary to determine shaded portions of a satellite a r e  
time-consuming. Because the numerical solution 
must, of necessity, use these time-consuming tech- 
niques, a large amount of computer time is required 
i. When compared to other existing computer solutions, the things that make this numerical solution 
unique are its ability to handle complex shapes and the subroutines that can determine the two types of 
shaded areas .  
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to  examine a satellite such a s  the S-IVB Orbital 
Workshop for  a large number of angles of attack and 
roll angles. It is desirable, then, to  have a sim- 
plified method that can produce numbers rapidly. 
This is particularly desirable during the preliminary 
design stages when a quick answer based on a sim- 
plified analysis will suffice. With these requirements 
in mind, the shadow method, described below, was 
developed by the Aerophysics Division of the Aero- 
Astrodynamics Laboratory. 
Consider free molecule flow past a flat plate at 
some angle of attack, a, as  shown in Figure 2.  The 
lift and drag coefficients, derived from equation ( I), 
are  as  follows: 
t 
+ 
If the projected frontal a rea  is used as  the reference 
area, then these equations reduce to 
and 
&sin2a 2 e  
0 s 6 sin0 
2. 
(4) 
Incident Molecule With 
Diffuse Reflection 
FIGURE 2. FREE MOLECULE FLOW OVER A 
FLAT PLATE 
An examination of these two equations shows that as  S 
approaches infinity, CL 
approaches 2 .  Moreover, at low speed ratios, 
and CD approach these limits quite rapidly (Fig. 3) 
because incident molecules a re  assumed to be 
completely absorbed on the flat plate surface and then 
re-emitted diffusely with a Maxwellian velocity dis- 
tribution corresponding to the temperature of the 
plate;2 therefore, incident molecules create a force 
on the plate at high speed ratios that is directed al- 
most entirely in the drag direction, while lift is 
created primarly by the diffusely reflected molecules 
that are  re-emitted at  an energy level much lower than 
the energy level of incident molecules. From these 
observations, we conclude that, for a first order ap- 
proximation, the drag may be assumed to  be the total 
force acting on the plate when the speed ratio is large 
(greater  than 7 o r  8) . Furthermore, the drag coef- 
ficient can be assumed to have a value only slightly 
larger than 2 . 0 .  
approaches zero and CD 
0 0 
0 
cL 
0 
The analysis presented above for a flat plate may 
also be applied to  other body shapes, such as cones, 
cylinders, and spheres; that i s ,  for these body shapes, 
CD approaches 2 ,  and C approaches zero a s  the 
speed ratio increases. Therefore, we may conclude 
that, for any vehicle moving in free molecule flow with 
0 LO 
AS indicated in Figure 2, incident molecules are' not necessarily moving in a direction parallel t o  the 
plate velocity vector. The velocity of impinging molecules is composed of a component created by 
random thermal motion of the molecules and a component created by the motion of the plate through the 
atmosphere. The component created by random thermal motion remains constant as  the plate velocity 
increases; therefore, as the speed ratio increases, it has a decreasing effect so  that, at high speed 
ratios, most molecules a re  moving in a direction almost parallel t o  the plate velocity vector when they 
strike the plate. 
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CL information from the photocells can be used to 
determine both the area and the centroid of the 
model shadow relative to the model axes. Photo- 
graphs of the shadow scanner are shown in Figure 5 .  
A detailed analysis presented in Reference 3 
describes the equations that are necessary to convert 
areas  and centroids determined with the shadow scan- 
ne r  to  full-scale aerodynamic force and moment coef- 
ficients. Although a detailed discussion of these q u a -  
tions is beyond the scope of this paper, a brief de- 
scription of the method used to  determine C 
4 0  
3.0 
is in 
0" DO 
V 
2.0 order. 
0 
J V 
As shown earlier in the text and as  shown in 
Figure 3 for a flat plate, CD approaches 2 as S ap- 
proaches infinity. However, typical Apollo Applica- 
tion satellites orbit the earth with speed ratios in the 
2 4 6 8 IO l2 range from 6 to 10. To offset some of the e r ror  that 
I .o 
0 
0 
0 
Speed Ratio,  S 
D '  , would be introduced by using a value of 2 for C 
0 3* LIFT AND DRAG CoEFFICIENTS 
A FLAT PLATE (a = 45*, T /Ti = 0.25)  
the following procedure is used to determine the value 
of C, that should be used with the areas  calculated W 
0 
a high speed ratio, drag may be assumed to be the 
only aerodynamic force acting on the body, and C 
from the shadow scanner output. The speed ratio, S, 
and the temperature ratio, T /T a re  calculated for 
DO r i' 
can be assigned a value near 2 .  Furthermore, since 
CD is'based on a reference area equal to the pro- 
jected frontal area,  the aerodynamic force acting on 
a vehicle of any shape can be determined if the pro- 
jected frontal a rea  is known. Also, aerodynamic 
moments can be determined if the centroid of the 
projected a rea  is known, because the drag vector 
calculated by this method passes through the centroid 
of the projected a rea .  
0 
The projected frontal area of a vehicle is equal 
to  the a rea  of the shadow that would be cast on a 
screen if the vehicle is placed between a parallel 
light source and the screen. This fact has been used 
as  the foundation for the design of a machine that 
uses a shadow cast on a screen to  measure projected 
frontal areas  of scaled satellite models. This ma- 
chine, called the "shadow scanner, " ( sketched in 
Figure 4) uses a scaled model which is suspended 
between a parallel light source and a screen. A 
column of 70 photocells scan behind the 44.450 cm by 
44.450 cm screen and record the size and position 
of the shadow cas t  on the screen. The model is 
placed so that the model body axes are  at a known 
position relative to the screen; therefore, the 
the orbital mission being investigated. Then a value 
of CD is selected that corresponds to  the value of 
C for a flat plate moving broadside through the 
atmosphere with a speed ratio and temperature ratio 
equal to these calculated values. Typical curves of 
CD vs. S, shown in Figure 6 for  a flat plate, a re  
presented for temperature ratios of 0, 0 . 2 5 ,  and 1.00.  
The ratio T /T. = 0.25  was selected for one of the 
curves since calculated values for AAP missions are 
near this EILT-ber. 
0 
DO 
0 
r i  
COMPARISON OF TECHNIQUES 
Comparisons a re  presented in Figures 7 and 8 
for aerodynamic coefficients calculated with the 
numerical solution and the shadow method. Data for 
a cone-cylinder model a re  presented in Figure 7, 
and data for the Apollo Application Orbital Workshop 
configuration a re  presented in Figure 8. The data 
presented in these figures for the shadow method were 
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S c r e e n 7  
Column of 70 
Direction of Motion" 
Model Support Rod-Connected to 
Automatic Rotation System 
Mirror 
Wires Going to a Computer 
Data Card Punch Machine 
FIGURE 4. SCHEMATIC DIAGRAM OF THE SHADOW SCANNER 
determined from projected areas that were measured 
with models in the shadow scanner. The cone- 
cylinder model had the dimensions that are shown 
in Figure 7, and the Orbital Workshop model was a 
one percent scale model. 
The comparison of the data for the cone-cylinder 
model shows excellent agreement between the two 
methods. The comparison for the Orbital Workshop 
shows excellent agreement for C and the pitching 
moment coefficient, C shows fair agreement with 
a maximum difference of approximately 7 percent at 
an angle of attack of 90 degrees. These comparisons 
indicate that the shadow method is aperfectly acceptable 
method for calculating free molecule aerodynamic 
coefficients for vehicles moving at high speed ratios. 
However, some degree of caution should be exercised 
when the shadow method is used to calculate aero- 
dynamic coefficients for vehicles moving at low angles 
of attack. This is apparent in part in Figures 7 and 8 
where we see that, for  a = 0 degrees, the value of 
C (Fig. 7) and the value of C,, (Fig. 8) cal- 
culated with the shadow method are  lower than the 
D' 
m' 
A 
values calculated with the numerical solution. This 
point is clearly visible in Figure 9. 
In Figure 9, curves for a cylinder show the var- 
iation of C and C as  a function of the length-to- 
diameter ratio of the cylinder for a speed ratio of 10 
and a temperature ratio of 0 .25 .  Curves for angles 
of attack of 45 and 90 degrees show values of CD 
near  2, a s  would be expected from the discussion 
presented earlier in this paper. However, the curve 
for zero degrees angle of attack shows that the value 
of CD increases linearly with increasing length. 
This increase is caused by the shear forces on the 
cylinder that a re  directly proportional to the surface 
a rea  of the cylinder. Since, for = 0 degrees, the 
projected frontal area of the cylinder does not in- 
crease as the length increases, the shadow method 
cannot be used for this particular orientation of a 
long cylinder. Thus, we conclude that the shadow 
method cannot be used to calculate free molecule aero- 
dynamic coefficients for long slender bodies a t  low 
angles of attack. 
Do LO 
0 
0 
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(a) 
Lights on so That Details of 
the Shadow Scanner are Visible 
JOSH D. JOHNSON 
Lights out Showing the Model Shadow 
on the Shadow Scanner Screen 
FIGURE 5. PHOTOGRAPHS OF A SCALED AAP CLUSTER MODEL MOUNTED IN THE SHADOW SCANNER 
CONCLUD I NG REMARKS 
Both the numerical solution and the shadow meth-
od are suitable techniques that are being used to de-
termine aerodynamic coefficients for orbital missions 
such as those in the Apollo Applications program. 
The numerical solution is a state-of-the-art technique 
for vehicles that have complex external shapes. It 
can be used over a wide range of speed ratios (S ~ 2 ) , 
but it may require large amounts of computer time. 
The shadow method is a simplified technique that 
is used to produce numbers rapidly. The shadow 
method is limited to high speed ratios (S ~ 6 or 7) . 
Also, use of the shadow method requires that a model 
be fabricated for use in determining projected areas. 
This limits the shadow method to use in cases where 
large amounts of data are required or to situations in 
which minor model modifications can make one model 
adaptable to a large number of cases. 
The shadow method is used primarily during 
early design stages, and the numerical solution is 
used for final design confirmation. 
FUTURE PLANS 
One of the assumptions listed in the description 
of the numerical solution is that incident molecules 
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4 . 0 ~  3.0 
I I 
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12 
Speed Ratio,  S 
FIGURE 6. DRAG COEFFICIENT FOR A FLAT 
PLATE IN FREE MOLECULE FLOW ( (Y  = 90.)- 
Angle of Attack , a , degrees 
0 30 60 90 120 1 5 0  180 
Angle of A t t a c k ,  a , degrees 
are fully accommodated to satellite surface tempera- 
tures before they a re  reflected. However, experi- 
mental evidence indicates that accommodation is not 
complete [4]. The parameter used to define the de- 
gree of equilibrium attained between the molecule 
and the surface before the molecule is re-emitted is 
measured by the energy accommodation coefficient, 
a', which is defined by 
where dEi and dEr, a r e ,  respectively, the energy 
fluxes incident on and re-emitted from a differential 
surface element per unit time. The quantity dEw is 
the energy flux that would be carried away if all in- 
cident molecules were re-emitted with a Maxwellian 
Angle of Attock, a , degrees 
6 3 5 . 5 6 8 c m  4 
METHOD : 
- Numericol Solution 
0 Shadow Method 
FIGURE 7. COMPARISON OF NUMERICAL SOLUTION AND SHADOW METHOD FOR A CONE-CYLINDER MODEL 
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FIGURE 8. COMPARISON OF FREE MOLECULE AERODYNAMIC COEFFICIENTS CALCULATED WITH THE 
NUMERICAL SOLUTION AND WITH THE SHADOW METHOD FOR THE ORBITAL WORKSHOP 
distribution corresponding to the surface temperature 
Tw. For perfect accommodation, ff' = 1.0; while 
for the case of vanishing energy exchange with the 
surface, dE. = dE and hence ff' = 0 [4]. Experi- 
mental values of Q' range from 0.87 to 0.97 for air 
impinging on typical engineering surfaces [4]. In 
l the future, we plan to modify the numerical solution 
so that the accommodation coefficient can be varied 
frar. Z e r O  tn i. n. 
1 r' 
Future plans also include writing a computer 
program that will duplicate the shadow method. This 
program will use the same input data format that the 
numerical solution uses, but it will simply determine 
the projected a rea  and aerodynamic coefficients based 
on the project areas  rather than performing a detailed 
mdysir h i s d  nn free molecule flow theory. This 
computer program will require much less time than 
the numerical solution, and it will eliminate the 
necessity to build a model in order to use the shadow 
method. 
fiCL 
6.0 
40 
coo 
2.0 
- 
0 2.0 4.0 6.0 0.0 10.0 
L / O  
0.10 
CL0 0 
-0.10 
0 2 0  4.0 6.0 8.0 10.0 
L f  D 
ETGURE 9. LIFT AND DRAG COEFFICIENTS FOR A 
CLOSED-END CYLINDER ( S  = 10, Tr/Ti = 0.25) 
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ACQUISITION AND REDUCTION OF LARGE VOLUMES 
OF FLUCTUATING DATA 
BY 
Luke A.  Schutzenhofer and Paul W. Howard 
SUMMARY K constant value of a white noise 
spectrum 
The definition of the spatial and spectral decom- 
position of unsteady physical phenomena is com- 
manding a new role in space vehicle development. 
For example, unsteady pressure fluctuations on the 
surface of a launch vehicle induce vehicle buffeting, 
local shell and panel vibrations, and internal noise. 
Presently, a description of these unsteady phenomena 
is derived from model testing where sophisticated 
data acquisition and reduction techniques a re  re- 
quired. This paper describes an experimental pro- 
gram in which large volumes of random (in space 
and time) data were generated and provides some 
of the details of the overall requirements, the data 
acquisition system, amplitude and phase calibration 
techniques, static and dynamic operating character- 
istics of the data acquisition system, component 
qualification testing, model vibration testing, and the 
data reduction technique. 
MCQ 
P 
m/ft 
S 
free stream Mach number 
pressure 
Reynolds number per foot 
cross-spectral density for positive 
and negative frequencies 
time variable t 
T averaging time 
time-dependent variable (input) X 
Y time-dependent variable (output) 
variable space coordinate vector in 
index notation k 
z 
L!ST OF SYMBOLS variable space coordinate vector in 
index notation 
Sy11boi 
A 
Definition z' 
- k  particular (fixed) space coordinate vector in index notation 
amplitude of a sinusoidal wave 
particular (fixed) space coordinate 
vector in index notation 
Z' 
j amplitude of a sinusoidal wave B 
f variable frequency angle of attack 
f 
G( f) 
0 dirac function 
cross-spectral density o r  power 
spectral density function defined for  
non-negative frequencies 
roll angle 
delayed time 
frequency response function H( f )  
i 
j 
k 
phase angle 
Subscripts 
index 
i and 2 indices denotes different systems, phase 
angles , o r  frequencies index 
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m infinity 
Superscripts 
:: denotes complex conjugate. 
I NTRO D UCT I ON 
The spatial and temporal definition of design 
environments pertaining to unsteady physical 
phenomena is commanding a new and important role 
in space vehicle development. This is particularly 
true in the cases of rocket exhaust noise, ground 
winds, and inflight fluctuating pressure fields. The 
acute impact of possible adverse effects of these 
physical phenomena demands that a meaningful (how- 
ever complex) engineering description of them be 
provided at the earliest possible time during the 
vehicle's research, development, and operational 
phase. Realistic vehicle design criteria cannot be 
formulated until a meaningful engineering description 
of the space-time fluctuating environment is achieved. 
In each of these cases, best engineering estimates 
for vehicle design a re  derived primarily from model 
testing, and in each case, astronomically large vol- 
umes of space-and-time-dependent data a re  generated. 
To provide the minimum (even this is a tremendous 
volume) amount of data needed for a foundation upon 
which realistic design criteria a re  to  be based, the 
data must be computer-analyzed, scaled, and or-  
ganized into meaningful engineering terms.  The en- 
gineering te rms  for all of these design environments 
are statistical quantities, i. e. , root-mean-square 
values, power-spectral density, and cross-spectral 
density functions, because the time-dependent phys - 
ical processes creating the environments a re  random 
processes. Previously, data acquisition and reduc- 
tion systems were not capable of measuring the most 
important parameter, the cross spectral density, be- 
cause they could not retain phase with sufficient ac - 
curacy. Therefore, ear l ier  wind tunnel programs 
were concentrated on obtaidng overall mean-square 
values and power -spectral densities for engineering 
application. Realistic environmental design cr i ter ia  
cannot be derived without knowing the cross-power 
spectral density. 
To gain an appreciation of the large volume of 
data and the experimental detail required to success- 
fully estimate design environments caused by time- 
'dependent random physical processes, this paper 
describes an experimental program and its associated 
data acquisition and reduction requirements to de- 
termine the inflight fluctuating pressure (inflight 
acoustics) design environment for the Saturn V. 
ENGINEERING APPLICATION OF RANDOM 
PRESSURE DATA 
To determine the inflight fluctuating pressure 
field design environment for the Saturn V vehicle, it 
was necessary to fabricate a four percent model of 
the vehicle and conduct a series of tests in the largest 
wind tunnels available: the AEDC 4.9-m (16-a.) 
transonic and supersonic tunnels. Once the unsteady 
surface pressures a re  measured and properly re- 
corded, it is necessary to reduce them to statistical 
quantities including overall root-mean-square values, 
power-spectral densities, and the "pressure cross- 
spectral density function" for engineering application. 
Then we can ( 1) delineate buffet loads for estimating 
vehicle body bending response computations, (2 )  de- 
termine local fluctuating pressure loads for input to 
local panel and shell mode structural response calcu- 
lations, and ( 3 )  define the inflight external acoustic 
environment to  determine vehicle internal noise 
levels. These applications a re  necessary to  assess 
vehicle integrity, determine realistic margins of 
safety, and insure mission success. 
REQUIREMENTS 
Before a complex test program can be conducted 
successfully to  measure unsteady surface pressure 
fluctuations, guidelines for the following six items 
must be specified: (a )  instrumentation and aero- 
dynamic requirements, (b) qualification tests for the 
data acquisition systems to establish their performance 
characteristics in the field environment, (c) a mean- 
ingful amplitude and phase calibration scheme for use 
at the field test site, (d) a plan to define the static 
and dynamic characteristics of the data acquisition 
and reduction system, (e) a data acquisition system 
to measure the dynamic vibration response of the 
model-sting configuration and other components, and 
(f) a data reduction procedure that is technically 
adequate and economically practical. 
The objective of this paper, to  reveal the com- 
plexities associated with the data acquisition and re- 
duction, can now be achieved by considering in detail 
each of these requirements. 
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Number 
INSTRUMENTATION AND AERODYNAMIC 
REQUIREMENTS 
Type of Measurement 
To insure the correct measurement of the pr i -  
mary fluctuating physical process, that is, the un- 
steady surface pressure fluctuation on the four per- 
cent Saturn V model, instrumentation specifications 
called for flush-mounted microphone measurements 
of noise levels, internal microphones t o  assess the 
effect of model vibration on the unsteady data, ac- 
celerometers t o  measure model-sting accelerations, 
static pressure transducers to measure surface 
static pressures, pressure rakes to measure total 
pressures, and internal thermocouples to measure 
internal temperature. The additional measurements, 
i. e. , internal microphones, accelerometers, thermo- 
couples, etc. , were required for interpreting and 
establishing the utility of the unsteady pressure data. 
Table I shows the measurement plan by number and 
type. 
TABLE I.  NUMBER AND TYPE OF MEASUREMENT 
140 
5 
10 
Surface dynamic pressure 
Internal dynamic pressure 
Model-sting acceleration 
Since the buffet ioads, iocai sheii and panei un- 
steady loads, and external sources of internal noise 
require the determination of the "pressure cross- 
spectral density, a constraint that is not found in 
conventional aerodynamic engineering tests existed 
in this test. This constraint is phase retention. For 
example, given a surface being acted upon by an 
unsteady pressure field which has statistical 
charactenstics that are independent of time 
translations, the pressure cross-spectral density 
is defined as 
-i 2 l l f ~  
e dT . 
If the pressure fluctuations at z and z .  a r e  given, 
respectively, a s  
k J 
P( zk, t) = A6 ( zk- ztk) sin ( 2nfot + $1) 
P(z . , t )  = Bd(z.-z ' .)  sin ( 2 d  t +  &), (2)  J J J  0 
then, the cross-spectral density of the fluctuating 
pressure field for positive frequencies is 
From equation ( 3 ) ,  i t  can be seen that phase retention 
is required in cross -spectral density estimates. As 
a result of this requirement, a data acquisition and 
reduction system was required that would resolve 
phase within? 5 degrees at 20 kHz. This system was 
also required to be capable of measuring mean-square 
amplitudes in the range of 135 to 173 dJ3 within 10 per- 
cent. It was necessary to design, build, and test  a 
totally new (multiplexing) data acquistion system for 
this purpose, since conventional systems could not 
even come close to those stringent requirements. This 
represented a major advance in acquiring phase- 
related information in large quantities over a 
relatively large frequency range, i.  e. , 20 Hz to 
20 kHz. 
density is a cross product and a function of frequency. 
If all necessary combinations of cross products were 
sure transducers for 27 one-third octave bands, the 
resulting number of data points would be equivalent to  
the number of data points generated from is00 staicic 
tests. Thus, it is easy to understand how large vol- 
umes of data are  generated from one model test, con- 
sidering that the above crude analogy was for one test 
condition and that many test conditions must be 
covered. 
It is worth noting that the pressure cross-spectral 
n m p t e c !  2t one test  ccnditix f5r iQQ pessible pres- 
To meet these requirements, the general specifi- 
cations and the muitipiex concept were initiated and re- 
sulted in the data acquisition system shown in Figure 
1. This system was designed and built by and under 
the supervision of the Experimental Aerophysics Branch 
of the Aerophysics Division, Aero-Astrodynamics Lab- 
oratory. A thorough laboratory test of the equipment 
was also conducted by this organization. 
The microphones, Kistler model 601 L, have their 
first resonant frequency at 130 kHz and an output of 
6.89 x I O - $  C/N/m2. 
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AMPEX 
CP- 100 
AUXlL IARY 
L TAPE 
MICRO-DOT 
LOW NOISE CABLE I I 
KISTLER I 
I KISTLER 553 A 
601 L 
I 
SELF TEST 
AEDC 
HARDLI NE 
SYSTEM 
I 
I 
I C.E.C. 
I 
C.  E. C. 
VR - 3600 
I 
V O L i G E  C O E  OSCIiLATOR MULTIPLEX TA E 
RECORDER I 
I 
I 
I 1 
I 1 
I I 
I I 
ELECTRICAL 
CALIBRATION'. INPUT 
FIGURE I. FLUCTUATING PRESSURE DATA ACQUISITION SYSTEM 
The amplifiers, modified Kistler model 553A, 
are a constant-phase type and have a flat frequency 
response range from 20 Hz to 80 kHz. 
The main recorder, a C. E. C. VR-3600, 
can record frequencies of I.  5 MHz on each of 14 
tape channels. On each of the fourteen tape channels, 
nine multiplex signals were recorded, each with a 
20 Hz to 20 kHz flat frequency response. This par- 
ticular arrangement, with a modulation index 2, 
limited the upper usable data bandwidth to 20 kHz. A 
larger number of measurements with a lower upper- 
frequency limit is also possible. Some data were re- 
corded on an Ampex CP-100; these data were not 
multiplex. 
A typical microphone installation i s  shown on 
Figure 2 .  Also shown in this figure are some pres- 
sure  rakes, protuberances, and static pressure 
orifices. 
To measure the static and total pressures, pres- 
sure  scanners made by Scanivalve of San Diego, 
California, were used in conjunction with a Statham 
model PM 13 ITC pressure transducer. 
The model-sting vibrations were measured with 
C.E. C. model 4-203-0001 accelerometers along 
with Endero model 4402 signal conditioners. 
The model internal temperature was obtained 
with a thermocouple. 
This test program was conducted in two phases 
at the Arnold Engineering Development Center's 
Propulsion 4.9-m ( 16-ft. ) transonic and supersonic 
wind tunnels. Phase I testing was transonic and was 
conducted in tunnel 16-T; phase I1 testing was super- 
sonic and was conducted in tunnel 16-s. 
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FIGURE 2. TRANSDUCERS, RAKES AND STATIC PRESSURE ORIFICES 
During phase I testing, the range of parameters 
was as follows: 
4. 2S Rn/ ft x 10 -6 S 4 . 9. 
A Mach number sweep (at a slow rate) was executed 
because the locations of some violent unsteady 
phenomena are extremely Mach number sensitive, 
and since transducer locations are fixed, then discrete 
incremental Mach number testing mayor may not 
produce the maximum environment at the transducer. 
During phase II testing, the range of parameters 
was as follows: 
1.6SM
oo
S3.0, -4S Q! s4°, OS XS60·, and 
nI -6 1.0SR ftxiO S2.0. 
In both phases of this test, two model config-
urations were used. Figure 3 shows configuration I 
with protuberances, and Figure 4 shows configuration 
II without protuberances. 
QUALIFICATION TESTS FOR THE DATA 
ACQUISITION SYSTEM 
After the data acquisition system was designed 
and the aerodynamic objectives delineated, qual-
ification tests were conducted to determine if the 
components of the system exposed to the wind tunnel 
environment could survive and perform within spec-
ifications. The dynamic pressure transducer, ampli-
fiers, and cabling were qualification tested at the 
facilities of Ling- Temco-Vought, Inc. These sys-
tems were subjected to and passed a variety of tests' 
including vibration, high-temperature environments, 
etc. [i]. 
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FIGURE 3 . CONFIGURATION I 
AMPLITUDE AND PHASE CALIBRATION 
PROCEDURES 
To amplitude calibrate the flush-mounted micro-
phones, a Photocon PC- 125 acoustical calibrator that 
had a known output of 160 dB (0.00002 N/ m 2 at 1 kHz) 
was used as a source . This source was applied to the 
microphone systems to determine their amplitude 
sensitivity. This procedure was done three times for 
each transducer for each phase of the testing, and an 
average amplitude sensitivity was computed from the 
three results for each test phase. The deviation from 
the average was small (on the order of 4 percent) . 
As an additional system check, an electrical signal 
of 1 kHz was input (inserted) at the voltage control 
oscillator. The system output generated by this in-
serted electrical s ignal was recorded on every tape. 
Because of the large volume of data to be re-
corded and the complexities of the data acquisition 
66 
system, an absolute phase calibration would have 
been extremely time consuming, if it could be done 
at all. However, since the primary concern is 
"cross-spectral" density computations, relative 
phase is more important than absolute phase. It 
was assumed that the data acquisition system, the 
dubbing (copying on other tapes) process, and the 
data reduction system could be treated as lumped 
constant-parameter linear systems. With statisti -
cally stationary random inputs, the cross - spectral 
density of the two outputs of any two of the lumped 
systems in terms of the cross - spectral density of the 
inputs and the systems frequency response functions 
can be shown to be 
G (f) = Hi (f) H2 (f) G (f) , 
YtY2 XtX 2 ( 4) 
o ~ f < 00 , otherwise zero 
where G (f) is the cross -spectral density data 
XtX 2 
I 
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FIGURE 4. CONFIGURATION IT 
~< 
that we are attempting to obtain, and Hi (f) H2 (f) 
are the system's lumped constant distortions . Now 
1,< 
Hi (f) H2 (f) is the product of two transfer functions 
(each characterizing a given system), is independent 
of the input, and needs to be determined only once. 
This product then characterizes the two systems, and 
thus the amplitude and phase distortions will be known 
between two acquisition-to-reduction channels. It was 
decided to input a common single-source band- limited 
white noise at the self-test circuit of all the Kistler 
charge amplifiers . The cross -s pectral density then 
becomes 
( 5) 
otherwise zero 
where f2 - £1 determines the limiting bandwidth. 
Therefore, 
G 
~Y2 (f). f1 :s f :s f2 ( 6) 
otherwise zero 
Consequently, the entire lumped system relative 
characteristics for the £2 - fl frequency bandwidth are 
determined from the white-noise test. This recorded 
information is used in the data processing to estimate 
and correct for phase distortions . 
EXPERIMENTAL PROGRAM TO DETERMINE 
SYSTEM STATIC AND DYNAMIC 
ICHARACTERISTICS 
In addition to the field calibration procedures, 
field instrumentation tests were performed by Meas-
urement Analysis Corporation to determine the data 
acquisition system's noise floor, frequency response, 
amplitude linearity, and intermodulation distortion. 
In other words, experimental test of a complex instru-
mentation system's total characteristics was con-
ducted at the field site for comparison against con-
ventionallaboratory tests to accomplish this task. 
Detailed analyses are now underway but are not yet 
completed; however, cursory analyses indicate no 
major problems . 
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TAPE RECORDER 
VIBRATION TEST OF THE INSTALIAD FOUR 
PERCENT SATURN V MODEL TO MEASURE 
MODEL-STING RESPONSE. 
During the week of the Phase I testing, Lock- 
heed Missiles and Space Corporation, Huntsville, 
Alabama, performed a vibration test on the model- 
sting configuration with all model data acquisition 
systems active. Figure 5 shows the vibration test 
set up. The intention here was to  determine ( 1) 
model-sting mode shapes and frequency response and 
( 2 )  the sensitivity of all the model data acquisition 
systems to a vibration input only 
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FIGURE 5 .  VIBRATION TEST OF A FOUR PER- 
CENT SATURN V MODEL 
The vibration test was conducted for the first 
four pitch modes. The fundamental resonant fre- 
quency of the system was about 5.76 Hz. Analyses 
of these data are in progress; however, the large 
amount of fluctuating pressure data already analyzed 
does not seem to be seriously affected by model 
vibrations. 
DATA REDUCTION PROCEDURE 
The data reduction, i .  e . ,  the analyzed cross- 
spectral density data resulting from the experiment 
is being performed by Baganoff and Associates. The 
analyses are being performed in one-third octave 
bands. 
The mean square spectral density in a one-third 
octave band, using an ideal unit rectangular filter, 
corresponds to the average over a one-third octave 
bandwidth of the mean square value per bandwidth. If 
the cross-spectral density is a monotonically varying 
function in a bandwidth and if the slopes of the modulus 
and phase angle are not steep, the one-third octave 
band value is a good approximation to the point function. 
For example, calculations [ 21 using triple-tuned 
filters indicate that for a worse case, the modulus 
(amplitude) could be in e r ro r  at most by 5 percent 
and the phase could be biased by 5 degrees. In the 
general applications intended, the  bulk of the  data a re  
smooth and continuous ; therfore, the one-third octave 
band analysis was used because it is an excellent 
compromise between application of the data, the time 
required to reduce the data, and the cost of reduction. 
The one-third octave band cross-spectral densities 
a r e  being obtained by analog techniques. The sys- 
tem being used to  analyze the four percent Saturn V 
model data is shown in Figure 6 .  The averaging time, 
or the time required to  compute the cross-spectral 
density for one pair of measurements is approxi- 
mately 7& minutes for a 30-second sample. 
With averaging times of 30 to 45 seconds, phase- 
angle deviations of +_ 5 degree peak-to-peak at 20 kHz 
have been achieved in 92 percent of the white-noise 
calibration test cases. This phase accuracy of the 
total system, i .e.,  data acquisition, dubbing, and 
reduction chain, at such high frequencies is unpre- 
cedented for this type of testing and represents a 
significant advance over conventional systems. Before 
this system was developed, it was impossible to pro- 
duce cross -correlation data for engineering applica- 
tions by wind tunnel model testing of a given vehicle 
configuration. 
CONCLUSIONS 
In the acquisition and reduction of large volumes 
of fluctuating data pertaining to  the four percent Sat- 
u rn  V model experiment, we can make the following 
conclusions: 
1. Mean square amplitudes have been resolved 
within a 10 percent scatter band. 
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2. The data acquisition system successfully 
passed all environmental qualification tests. 
3. Field instrumentation tests were performed 
and the results are being analyzed to  determine the 
data acquisition system's static and dynamic char- 
acteristics under field conditions as compared to  
laboratory-controlled conditions. 
4 .  Mode shapes, frequency response, and 
vibration sensitivity are being determined from 
model-sting vibration tests. 
5. The data acquisition system's vibration sen- 
sitivity is being established with the field data ac- 
quired from the internal acoustic and vibration 
measurements. 
6. This is the first time that 122 channels of 
phase-related random data with f_ 5 degrees (a t  20 
kHz) phase distortions have been recorded suc- 
cessfully. This represents a major advance over the 
conventional approach to this problem and therefore 
allows the generation of cross  correlation informa- 
tion for engineering purposes for the first time. Be- 
fore this, such information was so limited that it 
was used primarily for research purposes only. 
7. One-third octave band spectrum analyses 
are  technically adequate and economically practical 
in these types of large-volume data analyses. 
8. Comparisons a r e  being made between the 
model data and Saturn flight data. 
9. This has been the f i rs t  successful attempt 
in using band-limited white noise to establish relative 
phase distortions. 
IO. This data acquisition system, calibration 
scheme, and data reduction system combination is 
unique and represents a significant advance in the 
state of the art. Additionally, this system is ver- 
satile, and its use is not limited to fluctuating pres- 
sure  tests. 
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PERCEIVED SOUND 
BY 
Jess H .  Jones 
SUMMARY 
The human auditory system can be represented 
as a simple input/output system. When presented in  
this manner, the magnitude of an auditory sensation, 
or more specifically, the perceived sound can be 
obtained by multiplying the input acoustic stimulus 
by the square of the complex frequency response 
function of the human auditory system. The results 
obtained through the use of this simple model agree 
with the results of judgment test as well o r  better 
than the presently accepted methods. 
INTRODUCTION 
When an auditory system is exposed to an acoustic 
stimulus, the resultant quantity is normally referred 
to as the perceived sound. Qualitatively, perceived 
sound can be described in many different ways: by 
the characteristics of loudness, noisiness, annoyance, 
or any other desired quality. Past studies concerning 
stimulus have been performed mainly from a loudness 
or noisiness point of view. These studies have re- 
veaied that subjects responded dii'ferentiy whe11 asked 
to judge sounds of equal loudness as compared t o  
sounds of equal noisiness. Individuals, therefore, 
seemed to  respond differently to the various qualities 
which can be ascribed to the perceived sound. This 
difference may be that the individuals are not sure  
just what they a r e  trying to judge, o r  the differences 
may, in fact, be real. At any rate, loudness (or 
noisiness, etc. j is then a psychoiogicai te rm which 
is used to describe the magnitude of an auditory sen- 
sation. 
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There have been many tests devised to  measure 
loudness, loudness growth, and loudness calculation, 
and in reality, much of the present day efforts owe 
their origin to the early studies of Fletcher and 
Munson [ I]. Since that time (1961), numerous pro- 
posals have been made to predict the total loudness 
associated with any given complex acoustic pressure 
spectrum. Gates [ 21 proposed that the total loudness 
of a complex spectrum could be calculated by a direct 
summation of the individual loudness units of the spec- 
= ZSi.  Beranek, et. al. [ 3 ]  and Minty trum: s 
and Tyzzer [4 ]  later elaboratedupon a methoddevel- 
oped by Gates. Stevens [ 5,6], however, discovered 
that if the total loudness was obtained through a di- 
rect summation of the loudness units, this indicated 
loudness would exceed the actual loudness of the total 
noise by a factor of more than two. Consequently, 
from a series of tests, Stevens devised an empirical 
summation procedure, which tended to weight the 
total loudness of a complex noise spectrum to the 
maximum loudness unit of that noise spectrum; i. e. , 
s = s + K(&. - s ) ,  where s is the maximum 
loudness unit of the complex spectrum, s. is the in- 
dividual loudness units of the spectrum, &d K is the 
empirically determined "bandwidth" constant. This 
technique, which appeared to be successful in pre- 
dicting the results of judgment tests, is in the form. 
of a numerical calculation scheme. The unit of loud- 
ness used by Stevens is called "sones," and its 
logarithmic equivalent is the loudness level in "phons. I' 
Zwicker and Feldtkeller [ 71 devised a procedure 
similar tothat used byStevens and it is in the form of 
a graphical calculation scheme. Kryter [ 81 devised 
a procedure almost exactly paralleling that of Stevens; 
for noisiness, whereas Stevens' approach was intended 
to be used for a loudness evaluation. The procedure 
by Kryter and Pearsons [ 9 ]  uses the same summation 
procedure, i. e. ,  N + K (ZN. - Nm), and it is T m  1 
also in the form of a numerical calculation scheme. 
The unit of noisiness is called %oy" and i ts  loga- 
rithmic equivalent is the perceived noise level (PNL) 
given in PNdB. U s e  of these latter techniques is very 
tedious and extremely time-consuming. With present- 
day computers this may not seem like too much of a 
problem, but these approaches severely restrict the 
direct "on-line" measure of the magnitude of the total 
loudness ( o r  noisiness) of a complex spectrum, and 
they also complicate the physical interpretation of the 
auditory system. 
T 
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Of all the procedures o r  techniques which have 
been proposed to date, the approach by Kryter seems 
to have gained the most general acceptance. The 
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results predicted by this approach also seem to com- 
pare favorably with the results of judgment tests. 
Kryter  and Pearsons [9] have subsequently modified 
their approach SO that it will adequately take into 
account complex noise spectra with strong pure tone 
o r  high level narrow band energy components. 
- - 
0 
0 METHOD OF INDIVIDUAL ADJUSTMENT 
The crucial element inlany scheme developed to 
determine the noisiness (or  loudness) of a complex 
noise spectrum is  the proper definition of the equal 
loudness function for the typical, or average, human 
auditory system. The equal noisiwss function, which 
was used in the development of the proposed model, 
was adapted from Kryter and Pkarsons [ 101 (Fig. 1). 
This equal noisiness function implies that all 
bands of noise which lie on this curve sound as noisy 
as all other bands of noise; in other words, they'are 
equally noisy. Equal noisiness (or  loudness) func- 
tions a re  normally determined by averaging the in- 
dividual results from a large number of subjects 
which have been asked to perform one of several 
standard judgment tests; the two most generally ac- 
cepted tests a r e  the method of paired comparison 
SOUND PRESSURE LEVEL IN EAND(db) 
RE: 0.00002 N/m2 
and the method of individual adjustment, The equal 
noisiness curve presented in Figure I was obtained 
by averaging the subjective results of 20 different 
subjects using the method of individual adjustment. 
In performing this type of test, each individual was 
asked to listen to a standard noise and then to a com- 
parison noise. They were then asked to adjust the 
level of the comparison noise until it sounds as noisy 
as the standard. The frequency band of the compar- 
ison noise was changed (the standard being held con- 
stant) until the total frequency range of interest was 
covered. 
As stated previously, equal noisiness implies 
constant noisiness, and it therefore represents a 
definite unit of noisiness. In the framework of the 
Kryter  technique [ 101 , the unit of noisiness is called 
a "noyT1; therefore, the equal noisiness contour in 
Figure I is associated with a certain noy value (the 
40 noy contour in this case) .  In brief, by combining 
the equal noisiness contour with the so-called "loud- 
ness (or noisiness) growth" functions, a series of 
equal noisiness curves can be generated for various 
100 
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approach to  the very real and urgent problem of pro- 
viding realistic estimates of the  magnitude of per- 
ceived sound. With every passing day, people a re  
becoming more concerned with such problems as  
noise abatement, aircraft noise control, a i r  traffic 
control, and other associated noise problems. The 
general publie i s ,  in effect, becoming more noise 
conscious. What is ideally desired to  provide genuine 
assistance to this very urgent problem i s  the devel- 
opment of a method and/or device which will accu- 
rately, efficiently, and directly predict the magnitude 
of the subjective reaction of an average individual to 
any given acoustic stimulus. It may be argued that 
the presently accepted techniques will perform this 
objective, and this is indeed true to a certain degree. 
Present techniques can adequately predict the magni- 
tude of perceived sound, but without the aid of graphs 
and a computer the task becomes very tedious, cum- 
bersome, and extremely inefficient. The method be- 
ing proposed here will eliminate these shortcomings 
and, at the same time, simplify the physical inter- 
pretation of the response of the human auditory sys- 
tem to a given acoustic stimulus. 
noy values (References 5 , 6 , 8 ,  and I1 give a com- 
plete description of th i s  process). Therefore, these 
noy values (the unit of noisiness, Fig. 2) are  a func- 
tion of the amplitude and frequency of the input acous- 
tic stimuli. By applying the summation procedure 
given earlier to the individual noy values associated 
with a given acoustic stimulus, the total noisiness of 
a complex spectrum can be obtained. From this total 
noy value and the  definition of the perceived noise 
‘level [ 81 , the perceived noise level in PNdB’s can 
be determined. This is the  approach which is pre- 
sently in use. 
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FIGURE 2.  NOISINESS O F  BANDS O F  SOUND 
PROPOSED MODEL 
The discussion thus far has  been totally related 
to the presently accepted methods of providing esti- 
mates of the magnitude of the perceived sound in terms 
of noisiness or loudness. What follows i s  yet another 
The proposed method is to consider the human 
auditory system from a dynamic response viewpoint 
(Fig.  3 ) .  
A C O U S T I C ~ ~ M U L U S  INPUT -== A;;;;; I- P E R C E K S O U N D  
B SPL I l c l  + iOloq,,, { I H  ( f c l 1 2 }  K 
FIGURE 3.  INPUT/OUTPUT RELATIONSHIP FOR 
THE HUMAN AUDITORY SYSTEM 
When this i s  done, the input and output (for a constant 
parameter linear system) can be related as  follows 
t 121 9 
where S = power spectral density of the input 
acoustic stimulus I 
H(f)  = the frequency response function 
S ( f )  = perceived spectral density of the  
output. P 
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The input (Fig. 3) in this case implies any 
given acoustic stimulus, and therefore the input/out- 
put relationship applies equally as well to pure tones 
or bands of noise. To apply this relationship to 
combinations of pure tones and/or bands of noise, it 
is necessary to assume that the tones and bands of 
noise are statistically independent; when this is done, 
the mean squared values add directly. 
The human auditory system (Fig. 3) consists 
of the ear and its associated physical hearing mech- 
anisms, the nerve system, the brain, and any other 
elements, both psychological and physical, which 
would have any possible effect upon the total hearing 
process. The auditory system can be represented 
by a transfer function which will in turn operate in a 
systematic manner upon the input to transform it into 
the perceived sound. The auditory system is by i t s  
very n a b r e  a dynamic system, and because of this, 
itwillhave definite frequencyresponse characteristics ., 
These response characteristics will vary from in- 
dividual t o  individual; therefore, if we are to predict 
the perceived sound that is representative of an 
average or typical individual, the response charac- 
teristics of the typical or average human auditory 
system will have to b e  used. 
The output is then the perceived sound. The per- 
ceived output integrated over all frequencies; i .  e . ,  
S ( f )  df is then the magnitude of the perceived 
sound and is analogous to the total noisiness discussed 
earlier (N ) . To avoid confusion with presently ac- 
cepted methods, it is necessary to introduce additional 
descriptive terms: The output of the auditory 
system will be called "perceived sound'' (instead 
of noisiness, loudness, etc. ) , the unit of perceived 
sound will be called "perceived pressure'' (instead 
of noy, sone, etc.) , and its logarithmic equivalent 
is then the "perceived sound level" (instead of 
perceived noise level, etc. ) , which is given in dB 
(J) (instead of PNdB, etc.) . The dB (J )  is 
written in this manner in order to indicate that the 
output was obtained with a (J) weighting function. 
This is analogous to the notation used when presenting 
results obtained with the A, B or C weighting scales 
presently in use on sound level meters. 
W 
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T 
Representing the human auditory system in this 
manner may be considered as radical or reverting to 
concepts which have long been abandoned, but in any 
case, it is believed that this type of representation is 
warranted in considering the results, the simplicity, 
and the physical insight which can be achieved by the 
use of this very basic and simple model. 
It might be argued that the human auditory sys- 
tem cannot be considered as a linear system, and in 
view of the present interpretation, this appears t o  be 
the case. However, consider for the moment that the 
functional form of the equal noisiness curves presently 
in use are essentially independent of input amplitude 
(SPL) , at least for input levels greater than about 
60 dB (RE: 0.00002 N/m2) (Fig. 2) . It  is clearly 
seen that the equal noisiness curves are no longer 
invariant with amplitude for input levels below 60 dB . 
Also, it is well known that for a 10 dB change in a 
given input spectrum, the perceived noise level t the 
Kryter approach [ I O ]  ) changes by 10 PNdB . This in  
itself implies some sort  of linear or one-to-one cor- 
respondence. Accepting the linear assumption for the 
moment, equation ( i) for a constant value of Perceived 
Sound (assuming H (f ) is constant over the frequency 
band of interest) can be expressed in decibel form as 
follows: 
C 
where 
BSPL (fc) = the input band sound 
pressure level (BSPL) 
2 i n d B  
{I (fc) I } = the frequency response 
function of the human 
auditory system in dB 
k = perceived constant 
In effect, the above equation states that as we 
proceed from one band to the next throughout the com- 
plete audio range, the sound pressure level in each 
band must change in such a fashion that K remains 
constant. This is, by definition, the concept of equal 
noisiness (o r  loudness) which was discussed earlier. 
It  is apparent, therefore, that the equal noisiness 
curves presently in use can be used to determine the 
frequency response function of the human auditory sys- 
tem.  By defining a relative frequency response func- 
tion such that H (fc) is unity when the sound pres- 
sure  level of a band of noise or pure tone centered at 
1000 Hz equals the value K,  equation ( 2 )  becomes 
2 
10 logio { I H( fc) I } = BSPL ( fc = 1000 Hz) - BSPL ( fc). 
(3)  
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This equation can be used to obtain the relative 
frequency response function for the human auditory 
system. As noted earlier, since the equal noisiness 
curves above 60 dl3 input a r e  essentially invariant 
with input amplitude, equation (3)  is considered to  be 
valid above this level. This linearity only above 60 
dB is not a very severe limitation because in actual 
practice the only noise levels of concern are those 
levels which are well in excess of 60 dB. The result, 
using the equal noisiness curves and judgments test 
results of K r y t e r  and Pearsons [ i o ]  along with the 
expression in equation (3 )  , is presented in Figure 4. 
The calculation of the perceived sound now becomes 
an extremely simple matter of adjusting the input 
spectrum by the appropriate response values of 
Figure 4 to obtain the "perceived spectrum." The 
total energy associated with the perceived spectrum 
is then the magnitude of the auditory sensation and is 
called the "perceived sound. This greatly simplifies 
the calculation procedure presently in use. Also, the 
results can be presented in te rms  of a perceived 
spectrum which can be interpreted in te rms  of what 
an individual thinks he is hearing. 
TY 
30 
20 
10 
0 
-10 
-20 
CAL OR AVERAGE RELATIVE AUDITORY RESPONSE (dB1 
RESULTS 
To test the validity of this model, the frequency 
response function of Figure 4 has been applied to 
predict the results from a wide variety of judgment 
tests which have been reported in the open literature. 
Probably the most revealing and stringent tests to 
which the proposed model has been applied are those 
judgment results of Kryter and Pearsons [ i o ]  . 
These tests covered a wide variety of spectra 
(wide band, narrow band and pure tone), and there- 
fore should provide a very strong test of the validity 
of the proposed model. The point to be emphasized 
now is that of the predicted results computed thus far, 
the estimates from this simple model compare as well 
or  better with the results of judgment tests than the 
presently accepted methods. 
Expressing equations ( i )  in te rms  of a relative 
response function in decibel form yields 
I I I A 
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FIGURE 4. FREQUENCY RESPONSE FUNCTION FOR A TYPICAL OR AVERAGE HUMAN 
AUDITORY SYSTEM 
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OB PSL (f C ) = OBSPL (fc) + iOlogio{ I H(fc)l  '} , 
where 
( 4 )  
io logi0 {lacfc) I '} = is the relative frequency 
OB SPL (fc) 
response function in dB 
= is the curve band sound 
pressure level (OB SPL) 
of the input in dB 
= is the octave band per- 
ceived sound level 
(OB PSL) indB ( J ) .  
OB PSL (fc) 
The perceived sound level (PSL) is obtained by com- 
bining, in the usual manner, all OB PSL ( f  ) I s  with- 
in the audio range. This approach is not restricted 
to only octave band analyses; in fact, the frequency 
response function is independent of bandwidth and 
can, therefore, be used in any desired form. 
C 
Equation (4 )  and the frequency response function 
presented in Figure 4 were applied to the judgment 
test of Kryter and Pearson [ io ] ;  the results are  pre- 
sented in Tables I ,  I1 and IH. In these tables, the 
results of the proposed method are compared to the 
predicted results of Kryter (using the modified noy 
table of Reference 13), It i s  somewhat misleading 
to compare absolute values of the two methods. This 
is caused, in part, by the different weighting char- 
acteristics absociated with each method and also by 
the way in which the reference level for each method 
was established. To avoid this problem, the absolute 
magnitudes will not be directly compared, but in- 
stead, each will be compared to its own standard 
(difference from the standard) ; then these differences 
will be compared. 
Table I compares the absolute magnitudes of the 
predictions of the proposed method with the Kryter 
approach [ IO]. The spectra presented in Table I 
were all judged to be equally noisy; therefore, an 
ideal assessment method should indicate the same 
value for each spectrum. In this case, the average 
difference from the standard should be zero. A s  can 
be seen, the average difference is small; i. e. , 
Kryter's approach is -0.6 and the proposed method 
is -1.0. For  these types of spectra, these small  
differences a r e  considered to be very good. 
Table I1 presents the individual differences from 
the standard. Table 111 presents the rank, in the or-  
der  of noisiness, of each of the input spectra given 
inTable I. The purpose of this exercise is to verify 
the capability of the prediction technique to select 
the spectrum that would be perceived to be the nois- 
iest from a variety of input stimuli, all of which have 
the same total energy content (i.  e. , the physical 
overall .mean squared pressure being constant for 
all input spectra).  The rank was determined as fol- 
lows: The individual overall sound pressure level 
values ( OASPL) of the input spectra given in Table I 
were all readjusted to a constant OASPL value. The 
spectrum which had to be. increased the most to ob- 
tain the selected overall value would be judged the 
noisiest, and that spectrum which was changed by 
the smallest amount would be judged the least noisy. 
This then provides valid results based on judgment 
tests from which the predictions, determined from 
the readjusted values, can be compared. The results 
ofthis operation a re  presented in Table 111. The num- 
bers refer to the numbered spectra in Table I, and 
the order of the numbers indicates the order of nois- 
iness from the noisiest to the least noisy. It can 
be seen that the proposed method was successful in 
selecting the noisiest spectrum, whereas the Kryter 
approach ranked the noisiest spectrum (the number 
3 spectrum) fourth in the order of noisiness. 
other.spectra, with the exception of number six, 
appear to be ranked in their approximate order. 
The 
A s  previously indicated, the proposed model 
has been applied to other judgment tests, and the 
comparison between the predicted and measured re- 
sults was about the same as  that presented in this 
paper. These comparisons were made with acoustic 
stimuli consisting of pure tone and high level narrow 
band energy components. 
ported at  a later date. 
The results will be re- 
CONCLUDING REMARKS 
A model of the human auditory system has been 
proposed to function as a simple input/output sys- 
tem. For a system of this type, the output (defined 
as the perceived sound) can be determined by multi- 
plying the input acoustic stimulus by the square of 
the complex frequency response function of the 
human auditory system. The results obtained 
through the use of this model a r e  in agreement with 
results obtained in recent judgment tests. The small 
variability in the predicted results [ approximately 
5 dB (J) ] is considered to be insignificant in view of 
the extremely large variability which is inherent in 
most judgment test results (usually 10 to 20 dB's) . 
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Considering the human auditory system as a 
simple input/output system implies, by necessity, 
that the auditory system functions as alinear system. 
When input sound pressure levels are in excess of 
approximately 60 dB, a linear or one-to-one cor- 
respondence can be inferred since (1) the equal 
noisiness curves have the same functional form and 
( 2 )  for a 10 dB increase in input sound pressure 
level, the perceived noise level increases by 10 
PNdB's. 
through the use of this proposed model should pro- 
vide reliable results for input sound pressure levels 
in excess of 60 dB. For levels lower than this, the 
equal noisiness curves become radically different, 
and therefore the results obtained with the response 
curve given herein would not be expected to compare 
with judgment tests. However, a separate response 
function could be obtained for use exclusively with 
these lower levels. 
Because of this, the results obtained 
1. 
2.  
3.  
4 .  
5 .  
6 .  
7 
8. 
9. 
10. 
11. 
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The simplicity of providing estimates of the 
magnitude of an auditory stimulation with the pro- 
posed method as compared to the presently accepted 
methods is obvious. Consideration of the auditory 
system as a simple input/output system places the 
calculation procedure on an energy basis and there- 
by simplifies the physical interpretation of the 
hearing process. A direct t'on-linett measure of the 
perceived sound can be easily obtained with the aid 
of a simple electronic filter network with the response 
characteristics indicated in Figure 4 .  A device of 
this kind could have far-reaching benefit, in a i r  
transportation, aircraft noise control, and other com- 
mercial or industrial noise control problems. There 
have been many appeals in the past to use a simple 
weighting network for estimating noisiness, loudness, 
etc. The results presented indicate that the use of 
simple weighting can provide valid estimates of the 
noisiness o r  loudness of a complex acoustic stimulus. 
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RADIATIVE HEAT TRANSFER FROM 
SATURN EXHAUST PLUMES 
BY 
Robert M. Huffaker 
L I S T  OF SYMBOLS 
Definition 
absorptance, Fraction of incident in- 
tensity absorbed by the gas at a given 
wave number. 
blackbody function 
mole fraction of absorbing gas. 
spacing between the spectral lines. 
average line spacing over a finite wave 
number increment, cm-'. 
ratio of average equivalent line width 
to average line spacing for collision 
broadened lines. 
ratio of average equivalent line width to 
average line spacing for Doppler broad- 
ened lines. 
Ladenberg-Reiche function. 
spectral radiance. 
spectral absorption coefficient; this 
quantity is the fractional change in in- 
tensity per unit length of absorbing 
( o r  emitting) path. Units may be cm-' 
-cm2/g, (molecule) , cm-'-atm-'. 
path length of absorbing gas, cm. 
hypothetical path through an inhomo- 
geneous gas. 
total path length from radiating region 
to point of interest. 
pressure of gas, atm. 
intensity distribution function of a band. 
Ph 
a 
h 
'b 
S 
S 
- 
S 
So 
T 
U 
W 
G7 
yC 
Y 
'a 
'b 
(y/d) ;  
pressure of absorbing gas in the (homo- 
geneous) h-th zone. 
pressure of foreign gas broadener in the 
(inhomogeneous) h-th zone. 
spectral line intensity. 
hypothetical intensity from an inhomo- 
geneous gas for spectral lines. 
average line intensity over a finite wave 
number increment. 
intensity per unit pressure 
normalizing intensity used in the in- 
tensity distribution function P (S) for 
spectral lines. 
temperature in degrees Kelvin. 
optical path, equal to pressure x path 
length. 
the equivalent width, in the integral of 
the absorptance over a wave number 
interval. 
average equivalent width with respect to  
intensity. 
carbon mass fraction 
haif-width of the spectral liiie. 
erally expressed in wave numbers 
(cm-*). 
C h i -  
half-width of absorbing gas (self- 
broadening). 
half-width due to foreign gas broadening. 
equivalent ( y/d) up to and including the 
i-th cell for an inhomogeneous path. 
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E (V) spectral emissivity ; ratio of the spec-
tral radiance of a body to that of a 
blackbody at the same temperature. 
K carbon spectral absorption coefficient . 
A, C 
v wave number, i. e . , reciprocal of the 
wavelength . 
T transmittance through a homogeneous 
gas. 
T' transmittance through an inhomogeneous 
gas . 
INTRODUCTION 
Heat transfer to the base of a launch vehicle 
can occur through two modes: convection and 
radiation . On large vehicles which burn RP- i 
(kerosene) and oxygen, these two modes are both 
important. Convection to the base region depends 
upon the properties of the gas flow close to the sur-
face being heated . Simple models of the flow, to-
gether with boundary-layer correlations for the heat 
transfer coeffiCient, have been used in the past to 
arrive at local heating rates on the heat shield. Ra-
diation l on the other hand, is sensitive to the entire 
flow field not occluded by the vehicle'S structure. 
Here, predictions have been made either by repre-
senting the exhaust plume as a surface with a given 
emissivity, temperature, and configuration, or by 
assuming a simple geometrical configuration for the 
hot gas, which is presumed to be uniform, and in-
tegrating the equation of transfer with a Simplified 
absorption coefficient. 
The exhaust plume from a multiple - engine 
configuration like the Saturn V is an extraordinarily 
complex gas -dynamical structure. The exhaust jets 
from the different engines interact with the atmos -
phere and with each other through an intricate series 
of shock waves and turbulent mixing layers ( Fig. 1) . 
At altitude, on a multiengined vehicle , the high-
temperature, high-pressure collision zones between 
engines is the strongest source of radiation ( Fig. 2) . 
For the radiating species of interest in the 
Saturn exhaust plumes, H20, CO2, and CO, the only 
emission data available were those of Hottel which 
were obtained in the 1930's. These data were ex-
trapolated to higher temperatures and lower pres -
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FIGURE 1. SATURN I AT 38.1 km ALTITUDE 
36.6 km Altitude ~ -= 760 N 1 cm2 
Oxygen/Ethylene (02/ C2H4) O/F = 2.25 
FIGURE 2. 1/ 45 SCALE MODEL F-1 ENGINES 
sures and were total emissivities. For second stage 
vehicles where there are impingement regions, ground 
measurements could not be performed. Also, the 
radiation data obtained from model engin e data could 
not be scaled to give the full-scale radiation heat 
transfer design information. 
OUTLINE OF THE RADIATION PROGRAM 
For first stage vehicles, the heating environ-
ment is determined from total and spectral radiation 
measurements in single engine exhaust plumes. An 
empirical model is developed by using a total 
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emissivity along with a form factor program to cal- 
culate the radiation to  the base. This calculated 
heat flux, because of the contribution of the after- 
burning layers, is a maximum at sea level. This 
maximum value is used in the design of the heat 
shield. The plume radiation decreases as altitude 
increases, and the plume spreads, thus becoming 
cooler and less dense. 
The upper stages of the Saturn V a re  powered 
by LH2-LOX engines, the Rocketdyne 0.89 M N  
(200 000-lb.) thrust J-2. The S-I1 stage has a 
cluster of five J-2's, while the S-IVB has only one 
5-2. The radiation from the first stage's engines is 
principally carbon, which produces a continuum 
radiation. The principal radiator in the upper stages 
is water vapor, which forms a band spectrum. The 
first stage design information obtained from experi- 
mental data on single engines is a relatively simple 
problem, but the design information on the upper 
stages must be entirely theoretical since scaling 
laws for model engine data are not yet known. 
BAND MODELS 
In a specific wavelength region, if the physical 
state of an absorbing or emitting gas is known as 
well as the locations, intensities and shapes of the 
lines, it is possible to  calculate the radiation emitted 
by a specific sample of the gas. However, for the 
gases of interest in  Saturn-type exhaust plumes, the 
absorption coefficient varies extremely rapidly with 
wavelength. Consequently, an exact calculation of 
the radiant heat transfer would be a formidable task 
even with modern computers. By using band-models, 
it is possible to replace this detailed calculation over 
frequency by an average over selected frequency in- 
tervals. Another objective of the use of a band model 
concept is to  permit the interchange, in the heat 
transfer equation, of the order of integration over 
spatial and frequency variables. 
I 
I 
l 
A spectral line is described by the absorption 
coefficient k (;) so  that at frequency ; the emissivity 
is given by 
where U is the optical depth. The line intensity S 
is related to k (;) by the equation 
S =  J k ( ; )  d ( ; )  . ( 2) 
The equivalent width W of an isolated spectral line 
is given by the expression 
W = J  { I - e x p  [ - k ( ; ) U ] } d ; .  ( 3) 
The equivalent width represents the effective spectral 
interval over which the line is black. 
For a Lorentz ( pressure-broadened) line shape, 
W is given by the Ladenberg-Reiche function, which 
for the limiting case of a weak line ives W =  S U, 
and for a strong Line gives W = d* where y is the 
half-width. In the intermediate transitional region, 
W varies smoothly with U, and is smaller than the 
value given by either of the asymptotic expressions. 
A band model is used to relate the properties of 
a group of lines in the spectrum to the properties of 
the individual lines. 'Band models may be said to 
have their origin in the theory advanced by Elsasser 
in 1938, and his particular treatment is known as the 
Elsasser Model. Elsasser  assumed a particular 
shape for a single line and a distribution of Line in- 
tensities. He assumed that all the lines were equally 
spaced and of equal intensity. The solution for W 
has been given by Elsasser for an infinite sequence of 
equally spaced, equally intense lines. Another model 
advanced by Mayer and Goody assumed that the lines 
in a band a re  completely random. For this model, 
it has been shown that the emissivity is not strongly 
dependent on the particular intensity distribution 
chosen, and furthermore that the emissivity can be 
expressed in terms of the properties of a single line. 
In this case, the absorptance is 
-F/d 
A = i - e  , 
where wis the equivalent width of a single line 
averaged over the intensity; that is, 
where 
( 6) 
= 4- { I - exp [ -k(;) VI} d; 
Wsingle line 
and P (S) dS is the probability that a line has an in- 
tensity between S and S + ds. Then we can write 
E= 4- f (X)  P(S) dS, d 
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where f (X) is the Ladenberg-Reiche function; i .e. , 
f (XI  = Xe-' [I, (x) + I~ ( X I ]  
and 
This equation is then evaluated for particular dis- 
tributions, for example, P(S) cc 1 or  P(S) a e - s / S O .  
For the random model, if  the lines a re  weak, we 
have 
G = 1 - exp (- 7) , 
which gives 
and U. For the strong line limit, we have 
as a function of one parameter S/d, 
G = i-exp[-Z - 
d 
which expresses 
( S -yo) 'l2/d, and one variable, ( PU)  
as a function of one parameter, 
If, however, we want to represent over the 
entire range of P and U, we have 
where f i s  the Ladenberg-Reiche function. With this 
expression, we are considering the actual transition 
region between "weak'' and "strongf1 lines, but a r e  
implicitly assuming that all lines a re  simultaneously 
in the same par t  of this transition region. Almost 
any real spectrum would be expected to contain lines 
of widely varying intensities, some of which may be 
in the "weak" region, some in the "strong" region 
and others at various intermediate stages, 
A band model which is frequently used because 
it is more realistic and also yields simple results 
is the random model with an exponential intensity 
distribution. It is  assumed that a given number of 
Lorentz-shaped lines exist in a certain spectral in- 
terval and that their intensities a re  given by an ex- 
ponential probability distribution function. For this 
model, we have 
This is a more convenient form to use tL.m equation 
( 10) since it does not involve f ,  which is defined in 
te rms  of exponential and Bessel functions. 
THE MODIFIED CURTIS-GODSON 
'APPROXIMATION 
To calculate the radiant heating from rocket 
exhaust plumes, we must know the spectral trans- 
mittances of the exhaust plume radiating gases. EX- 
haust plumes are strongly inhomogeneous. There-, 
fore, we must determine the spectral transmittances 
of inhomogeneous gases in order to develop a cal- 
culation method. Under MSFC contract, a general 
method has now been developed to calculate spectral 
transmittances of inhomogeneous gases from the 
properties of homogeneous gases. Thus, spectral 
transmittance for a particular inhomogeneous gas 
path can be calculated by properly combining known 
data on gases at constant temperature, pressure, and 
concentration [ 11. 
The method developed is based principally on 
two special spectroscopic concepts: the molecular 
band model and the Curtis-Godson approximation. 
The band model yields an explicit, closed formula 
for the molecular radiation within each selected 
spectral region of interest which uses as input data 
the averaged line strength, the averaged line spacing, 
and the averaged line half-width. An average of 25 
wave numbers is considered sufficient. The use of 
a band model is critically important for practical 
calculations of gas radiation. The Curtis-Godson 
approximation is a method of combining the para- 
meters that appear in the band model formulas in 
such a way that the parameters needed for an in- 
homogeneous gas calculation a r e  obtained solely 
from homogeneous gas data. This i s  a critical fac- 
tor ,  because the necessary parameters need be cal- 
culated or measured in the laboratory only for uni- 
form gas samples. Without the Curtis-Godson or  
some equally good approximation, we would have to 
treat each inhomogeneous gas path as a special case. 
The band model used was the random model with 
equal line intensities and equal line widths. In t e rms  
of the spectral transmittance T at wave number 
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where 
Since the Curtis-Godson method is based on the 
premise that we can substitute a hypothetical homo- 
geneous path for an inhomogeneous path, this hypo- 
thetical path will have the same spectral transmit- 
tance las an iflhomogeneous path if the parameters 
(y/d) and X a s  defined below are  used in the band 
model formulas for the transmittance of a homo- 
geneous gas. 
If an inhomogeneous gas has a transmittance of 
T' , then some hypothetical homogeneous sample has 
the s7me transmittance if it has certain values of 
(y/d) and (X) I .  The Curtis-Godson approximation 
gives us  
and 
I 1 s. Y. & SI $ = $Ii  ;i' = 2x xi 
1 i 
[GI 
Substituting these values of (y/d) I, (X) into equa- 
tion (12) yields an expression for the transmittance 
of the inhomogeneous path in te rms  of zonal trans- 
mittances and zonal XIS, 
L 
Generally, transmittances calculated with equation 
( 18) a re  not very sensitive to  e r rors  in X.. There- 
fore, with moderately accurate values of X., the 
accu-racy with which T I  can be calculated is limited 
by the accuracy of the transmittance measurements 
and the suitability of the theory. This is particularly 
true in the high and low X regions where equation 
( 18) reduces to a form in which T' is independent of 
X.. Thus, if all the X values a r e  low ( less  than 
0 . 2 )  , f (X) M X, and equation- ( 18) reduces to 
1 
1 
1 
If all the X.'S are  high (greater than 2 .0 )  , and 
f (X) 
1 
(~X/T)'/~, eauation ( 18) reduces to  . ~ -  which define the band model parameters of this partic- 
ular homogeneous sample. This definition is given 
in terms of the band model parameters of the in- 
dividual homogeneous zones comprising the inhomo- 
geneous path beiiig studied, FZY~ these R C ~ E P S  zre 
labeled with the subscript h. 
(y/d) is obtained by dividing equation ( 15) by 
equation ( 14) ; X can then be determined by dividing 
equation ( 14) by 2r(yt/d) : 
I aquation ( i8j is the genera! expressinn xd cxn he 
used for any X values. Equations ( 19) and (20) a re  
good in the low and high X regions, respectively. 
Experiments were carried out t o  test the Curtis- 
Godson theory for temperatures and pressures 
typical of rocket exhaust plumes. Band model para- 
meters were measured for isothermal gases a t  
various temperatures, the results were used to  
predict transmittances of known inhomogeneous 
paths , and the inhomogeneous path transmittances 
were compared to  the theoretical prediction. Using 
a furnace-gas cell arrangement, numerous trans- 
mittances of water vapor inhomogenous paths were 
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From 
Eq. (18) 
0.628 
0.443 
0.306 
0.524 
0.428 
measured and compared with transmittances cal- mean deviation of the s/d (T ,  F )  values is within 
From 
Eq. (20) 
0.634 
0.450 
0.314 
0.530 
0.435 
culated by the Curtis-Godson combination method Y + 20 percent (Fig. 3) .  The value of (T,  i, in conjunction with the statistical band model. An 
0.720 
0.571 
0.438 
0.743 
0.724 
example of the results is shown in Table I. ) was experimentally measured using a 'foreign gas 
0.729 
0.566 
0.443 
0.571 
0.464 
TABLE I. TWO-ZONE WATER VAPOR TRANSMITTANCE AT 3990 cm-' 
(Optical Path: 0.61 m (24 in.) per zone; Tt = Tz = 1273' K;xl = x2= 3.49) - -  
Measured 
Transmittance 
P1 (mm) 
53 
102 
150 
5 1  
56 
pz, (mm) 
53 
10 5 
153 
104 
146 
DETERMINATION OF THE BAND MODEL 
PARAMETERS 
I T 2  71 
From the band model formulas, we can see that 
if  values of B/d (T,  and y/d (T, ;, Pforeign gas 1 
can be determined, then the absorptance can be 
calculated for a n y  PL. For thin-gas spectra where 
(SU/d) / ( 4  y/d) << 1, s/d can be determined directly. 
A large number of water vapor spectra, over the 
wavelength range from 1 to 22p, have been published 
in recent years. These spectra cover the temperature 
range from 300. to 2700.K. The optical depths range 
between 0.2 and 100 cm-atm., and total pressures 
between 0.67 to  101 N/cm2 (50 mm Hg and 10 atm) . 
If sufficient thin-gas spectra at all temperatures were 
available, a set of - (T,  i) values could be derived 
directly. To obtain - (T, u )  values from measured 
spectra in which the gas was not thin, the functional 
relationship between emissivity and optical depth 
must be known. The curve of growth given by the 
statistical band model has been used to determine the 
mean spectral absorption coefficients from thin and 
nonthin spectra by adjusting the fine structure term 
in such a way that the integral of the absorption 
coefficients over a given vibration rotation band re- 
sults in the known value of the band intensity. Their 
values have been tabulated [2 ] .  In general, the 
s 
d -  S 
d 
- 
7 
0.621 
0.425 
0.284 
0.515 
0.419 
long H2-02 burner and are  tabulated in Reference 
[ 21 . Measurements were made over path lengths 
ranging from 0 .31  to  6. i m (i to 20 f t . ) .  
H 0 - Imp 
2 
0.1 t 
FIGURE 3. COMPARTSON OF ABSORPTION 
COEFFICIENTS OBTAINED BY GOLDSTEIN (SOLID 
LINE) WITH PRESENT VALUES (POINTS) FOR THE 
1.9-p BAND AT 873' K 
Using these experimentally determined band model 
parameters in a radiation heat transfer computer 
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0.8- 
program which uses both band model parameters 
and the Curtis-Godson approximation, we made 
calculations of the radiation from H 2 0  at particular 
temperatures and pressures and compared them with 
measurements made by other investigators [ 31 . 
The results are  shown in Figure 4 .  
L =60cm 
T =944t  7.K 
P =510mm 
I FIGURE 4.  COMPARISON OF MEASURED AND 
(Solid lines a re  the measured spectra taken from 
Reference 3; points a re  the present values. ) 
CALCULATED EMISSIVITY OF THE 2.7-/J BAND. 
CO AND C02 
The emissivity of these two molecules at high 
temperature have been theoretically calculated by 
Malkmus [4,5] and by Thomson [2] . For CO,, many 
of these results have been verified by experiment 
[6 ,7] .  I t  is believed that for exhaust plume ap- 
plication, these calculations a re  an adequate rep- 
resentation of the spectral properties of CO and CO,. 
The results have been described in detail in the 
original papers and a re  presented in tabular form in 
Reference 2.  
~ 
CARBON PARTICLES 
The emissivities of clouds of very small carbon 
particles have been measured at the exit planes of 
small rocket motors. The rocket motor for this 
study used Foelsch-type nozzles for producing an 
approximately constant temperature and velocity 
across the exit plane. The product of the carbon mass 
fraction, Y, , and the carbon cloud's spectral absorption 
coefficient, K has been determined for wavelengths 
between 1 and 41.1, and for temperatures between 300' 
A' C' 
and 2600.K. The carbon has been sampled in a full 
size F- i  engine. Th,e results indicate an approximate 
particle size of 400 A. This is in good agreement 
with the measurements using a small perfectly 
balanced jet. Therefore, in any calculation of radiant 
heat transfer from rocket exhaust plumes using 
hydrocarbon as a fuel, the scattering can be neglected 
because the size of the particles is too small  to  
absorb much radiant energy in the wavelength where 
peak heating occurs. 
BAND MODEL PREDICTION METHOD 
The general method of analysis, referred to here 
as  the band model prediction method, uses absorption 
coefficients corresponding to the thin-gas values. 
These absorption coefficients a r e  used with a random 
or statistical band-model representation of the curve 
of growth in which the effective fine structure 
parameters for both Doppler and collision-broadening 
a re  evaluated using a modified Curtis-Godson 
approximation. 
The coordinate system used for the heat transfer 
calculations is shown in Figure 5.  The exhaust plume 
properties a re  specified in a Cartesian coordinate 
system, which normally has its origin at  the center of 
the nozzle exit plane. Spatial relationship of the 
point of interest to the exhaust plume is specified by 
relating the U,  V, W axes at the point of interest to 
the plume coordinate system, This is done in the 
general case by specifying the coordinates of the 
point and the nine direction cosines which fix the U, 
V, and W axes with respect to the X, Y, and Z axes. 
The radiant flux is calculated using a spherical 
coordinate system centered at the point of interest. 
In this system, the inclination of a line of sight, s, 
to the surface normal, W, is the angle, 0, while the 
angle between the projection of s in the U-V plane and 
the U axis is +. This procedure is summarize6 in 
detail in Reference 8. 
The heat transfer equation used to predict the 
radiation from a spherical segment over a spectral 
region between wave numbers ;. and ; is 
1 f 
- B: ($-) dL d; d +  cos0 sine de, 
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FIGURE 5.  ILLUSTRATION O F  COORDINATE LOCATIONS 
0 
V 
where f i s  the transmissivity of the gas and B- i s  
Planck's function. When this equation is put in 
numerical form, it becomes 
- B E [ f ( L , ; )  - f ( L - A L , ; ) ]  cosOsinO&A$&.  
APPLICATION TO SATURN EXHAUST PLUMES 
Udng these equations and band model parameters, 
the radiation has been calculated from the exhaust 
gases for the S-II vehicle. The radiation to the S-I1 
stage was calculated before launch for several points 
of interest in the base region. The experimental 
calorimeter measurements on board the S-11 agreed 
well with the calculations made before launch. 
The radiative heat transfer from a 1/45 scale 
model F-I engine was measured at Cornell Aero- 
nautical Laboratory using a short-duration technique 
which produces a steady gas flow out of the engines 
for approximately 5 msec. The propellants used were 
gaseous ethylene and oxygen, and the nozzle stagnation 
pressure was approximately 690 N/cm2 (1000 psia) . 
Simulated altitude during the short test period was 
approximately 36.6  km ( 120,000 ft) . 
Radiation measurements were made using a fast- 
scanning spectrometer, which was set up to scan from 
i. 6 to 5p in 1 msec with a 0.25  msec interval between 
scans. 
No comparisons of these tests have yet been made 
for the impingement region between plumes. The 
radiation prediction is compared with measured values 
in Figure 6. The levels of the measurements agree 
well with the predictions, but there appears to be a 
slight discrepancy in the wavelength. This discrepancy 
is attributed to uncertainties in the data reduction. It 
was necessary to assign a wavelength to some spectral 
feature in the data to  obtain absolute wavelength values. 
CONCLUSIONS 
I. An improved method has been developed for 
calculating radiative heat transfer through 
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inhomogeneous, Saturn-type exhaust plumes. This 
calculation method uses a band model approach in 
representing the absor@ion and emission charac- 
teristics of the exhaust'gases. A modified Curtis- 
Godson approximation is used in the radiative heat' 
transfer calculations and effectively averages the 
band model parameters over the inhomogeneous path. 
This technique has been shown3o be accurate for 
strong gradients in  temperature and concentration. 
The difference between the measured inhomogeneous 
transmittance and that calculated by the modified 
Curtis -Godson approximation was within theexper- 
imental e r ro r  and was not greater than 0.02.  Under 
MSFC contract, these band model parameters have 
been completely determined. 
2. Studies that use these calculation methods are 
in progress to define radiation scaling relationships 
between model and full scale engines and stages. 
3. A symposium was held at MSFC in October 
1967, which primarily reviewed these programs [ 71 . 
4. A textbook and design handbook on gaseous 
radiative heat transfer is being prepared and should 
be completed by April  1969. 
I .  
2 .  
3 .  
4 .  
5 .  
6 .  
7 .  
8 .  
5. Although developed for the Saturn V heating 
problems, these radiation heat transfer programs 
have spin-offs for use  in other applications. For 
example, these programs are applicable to almost all 
flame problems involving radiative heat transfer. 
FIGURE 6.  COMPARISON OF MEASURED AND 
PREDICTED RADIATION 25.2 cm AFC OF THE EXIT 
OF A 1/45 SCALF: MODEL F-I ENGINE 
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DEVELOPMENT OF LASER-DOPPLER GAS 
VELOCITY INSTRUMENTATION 
BY 
Robert M. Huffaker 
I NTRODUCT ION 
Approximately four years ago, the Aero-Astro- 
dynamics Laboratory initiated a program to develop 
a laser-Doppler heterodyne technique for measuring 
both the local mean and the fluctuating gas velocity 
with high spatial and temporal resolution. Optical 
instrumentation was needed because measuring the 
velocity and turbulence in supersonic jets and wind 
tunnel flows by using other physical probes such a s  
the hot wire anemometer will disturb the flow. Op- 
tical heterodyning of a portion of the incident laser  
beam with the laser light that is scattered from the 
flowing gas will produce a beat signal a t  the frequency 
of the Doppler shift a s  a result of the motion of the 
particles in the gas. Either natural o r  artificial 
tracers are required for this technique. 
In optical heterodyning, two coherent, mono- 
chromatic light beams with different frequencies are 
directed simultaneously onto the photosensitive 
surface of a photodetector such as a photomultiplier 
tube. The intrinsic square-law response of the 
photodetector leads to  an electrical output signal 
with a frequency equal t o  the frequency difference 
between the two incident light beams. Optical 
heterodyning thus allows a direct measurement of the 
frequency difference between two coherent, mono- 
chromatic light beams from a few Hertz to  giga- 
Hertz corresponding to almost zero velocity to very 
high Mach numbers. The measurement of this beat 
signal frequency, together with the geometry of the 
optical system, determines the flow velocity of the 
gas. 
The laser-Doppler instrumentation was also 
needed for the measurement of atmospheric wind 
velocity and turbulence that create the Saturn V 
ground wind problems. The development of laser- 
Doppler instrumentation for use in both the wind 
tunnel and atmospheric applications will be  reviewed. 
WIND TUNNEL AND JET PROGRAM 
The measurement of the Doppler shift of a laser 
beam that is produced by the motion of a volume of 
gas yields a value for  the one-dimensional velocity 
of that volume of gas, provided the velocity direction 
is known. Three measurements of the Doppler shifts 
are required to completely define the point velocity. 
The technique in Figure i is for the case where the 
velocity direction is known and is in the plane of the 
laser and receiver beams. 
(0 = Scottering Angle 
2 
V 
Sensitive 
Ooppler Direct ion 
G, - iQ 
FIGURE i. SCHEMATIC O F  THE LASER-DOPPLER 
HETERODYNE TECHNIQUE 
Consider the scattering geometry in the diagram 
2r where K and K are vectors of magnitude - 
( A =  laser wavelength) in the direction of the laser 
and scattered beams, respectively. The angular 
Doppler-frqmceshift A w is given in general by 
A w = (K - K ) *V, which reduces to S L  
+ + 
L S h 
AW = A 1 .‘I d- cos 9 
for the above geometry .+The+sensitive direction of 
the instrument is then ( K  - KL) , and the Doppler S 
shift is determined by the component of the velocity 
in this direction. 
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Using this one-dimensional system, Doppler shift 
measurements to determine gas velocity were per- 
formed initially in the 18-cm (7-in. ) wind tunnel a t  
MSFC and compared with a pitot gas velocity measure- 
ment system [ 11. The results are shown in Figure 
2 .  Measurements have also been made on super- 
sonic jets with gas velocities to Mach 2 . 5 .  
MACH NUMBER, M 
0.0 0 .1  0.2 0.3 0.4 0 .5  0.6 0.7 0.8 0.9 1.0 
3 0 . 5 1  /$ 
0 I I I I I I I I I ,  
0 9 0 . 5  6 1  0 91.5 122 153 183 214 244 274 305 335 
0.0 
prrm VELDCITY - M/SEC 
FIGURE 2 .  HIGH VELOCITY WIND TUNNEL 
TEST RESULTS 
Figure 3 illustrates the optical arrangement 
used in the one-dimensional gas velocity measure- 
ments. This same optical design has been applied to 
the threeaimensional instrument (Fig.  4) which 
has been designed in two parts: an optical receiver 
system aad a movable mount. The mount has 
adjustments which insure that the laser beam is 
focused at  all times on the same scattering volume 
viewed by the receiving 3-D optics. This instrument 
is presently being used for velocity measurements 
on subsonic and supersonic jet flows. It is important 
to note that the light scattered from the particle is 
predominantly Mie scattering since the particles are 
large (approximately 1 micron in diameter) . Thus, 
since temperature effects are negligible, the instru- 
ment measures a true velocity. 
The nature of the Doppler shift signal provided 
by a turbulent flow is a rapidly varying frequency 
centered about a mean frequency. An example of a 
turbulent flow signal as seen on a spectrum analyzer 
which displays amplitude versus frequency ( o r  
velocity) is shown in Figure 5. The turbulence level 
increases with increasing distance downstream from 
the jet. However, this type of spectrum analyzer 
display is not the correct way to study the turbulence, 
o r  even a mean velocity, in the flow. The nature of 
the signal from a Doppler shift in a turbulent flow 
therefore precludes the use of a sequential type of 
spectrum analyzer for turbulence studies, and a 
frequency tracking capability is desired. Such a 
capability is provided by a conventional FM dis- 
criminator, which has been used with some success, 
but the discriminator ceases to operate satisfactorily 
when the signal-to-noise ratio of the input F M  signal 
deteriorates to below 10 dB. To overcome this 
limitation, a frequency compressive feedback loop 
has been incorporated in the output of the phase 
modulation (PM)  tube. The output of the P M  tube is 
fed into a mixer with the output of a voltage controlled 
oscillator (VCO) . A signal at the difference frequency 
appears at  the mixer output, is amplified, and after- 
wards becomes the input of a discriminator whose 
center frequency is f . The voltage output of the 
discriminator is zero at f . frequencies greater o r  
(less than f show up as the positive and negative dc 
levels. The integrated output of the discriminator 
is used to frequency modulate the VCO, and thereby 
maintain the output of the mixer at the discriminator 
center frequency. The instantaneous correction 
voltage required to produce a discriminator null 
appears at the input of the VCO as a dc level pro- 
portional t o  the instantaneous P M  tube output 
frequency. The theory of such a feedback loop in- 
dicates that considerably improved threshold operation 
is achieved and that the bandwidth of the feedback 
loop need be only a fraction of the bandwidth of the 
input signal. In the operational circuit, a limiter 
and a provision for overcoming signal fade-outs have 
been incorporated. Considerable success has been 
achieved with this tracking device [ 21 . Gas veIocity 
measurements were performed downstream in a 
subsonic jet with the laser-Doppler discriminator 
system and with the hot-wire anemometer. A com- 
parison of one turbulence parameter ( rms  power 
spectral density) at one point in the flow is shown in 
Figure 6. 
C 
C’ 
C 
CON C LUSI ONS 
A three-dimensional laser-Doppler instrument 
was developed for the measurement of gas velocity 
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FIGURE 3. SCHEMATIC OF TYPICAl. LASER-DOPPLER VELOCIMETER 
FIGURE 4 . ASSEMBLED OPTICAL REVIEW 
SYSTEM OF THE 3-D INSTRUMENT 
and turbulence. Data from this type of instrumentation 
agree with results from other velocity measuring 
instrumentation over a wide range of velocities; for 
example, measurements of the turbulence properties 
of a small subsonic jet using the laser-Doppler 
instrument agree well with measurements using the 
hot-wire anemometer. Further measurements of 
turbulence in subsonic and supersonic jets using the 
laser-Doppler instrument are in progress . Some 
other particular conclusions are as follows: 
1. The laser Doppler instrument measures 
near-instantaneous velocities. 
2. Natural or artificial tracers are required in 
the flow . 
3. The laser-Doppler instrument does not disturb 
the flow in any way . 
4. The laser-Doppler instrument can measure 
both subsonic and supersonic velocities. 
5. The resolution is very high since the scattering 
volume can be made very small. 
6. The measured velocity is completely inde-
pendent of gas temperature . 
ATMOSPHERIC PROGRAM 
The goal of the present atmos pheric program is 
the development of laser-Doppler instrumentation 
for the measurement of atmospheric wind velocity 
and turbulence . The present programs involve both 
analytical studies and experimentation. The analytical 
studies are necessary to define the optimum 
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L 1. A I 
I50  200 
‘Velocity - ft/sec I 
X - 0 .25  i n .  
150 X r  200 
,Velocity - ft/sec 
X 1 .0  i n .  
N 
150 200 
Velocity - ft/sec 
X = 1 . 5  i n .  
150 200 
Velocity - ft/sec 
X - 2 . 0  i n .  
x = DISTANCE DOWNSTREAM OF 0 .5  IN .  NOZZLE OUTLET ON NOZZLE CENTERLINE. 
MARKER FREQUENCY IS AT 26 M H z ,  AND T H E  P O R T I O N  O F  T H E  S P E C T R W  D I S P L A Y E D  
I S  APPROXIMATELY 10 MHz W I D E .  
FIGURE 5. TYPICAL DOPPmR SIGNALS DISPLAYED ON A SPECTRUM ANALYZER 
configuration and components for particular ap- 
plications. The experimental effort consists of 
actual measurements of atmospheric wind velocity 
1. The CO, laser takes maximum advantage of 
the signal to noise (S/N) dependence on h3. 
and the parameters which affect the wind velocity 
measurement. 
2. The laser is efficient in the use of prime 
power (- 10 percent). 
A s  a result of analytical studies, a C 0 2  gas 
laser operating at 10.6 microns wavelength is being 
used. The reasons for this choice a re  as follows: wavelength. 
3 .  Alignment is not critical because of the long 
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FIGURE 6. TURBULENCE SPECTRA IN A JET 
4. The C02 laser has the highest CW output 
power available, and substantial power increases 
are predicted in the near future. 
5. Less bandwidth is required to cover the 
same range of velocities. 
The feasibility of an optical Doppler system to 
remotely measure the return signal from atmospheric 
particles centers around the S/N equation. The S/N 
power at the output of the receiver for a mono- 
chromatic saurce is 
' 'R 'L. 0. S/N = 3 
+ p + P A y p  N 
B h f  P 
L. 0. 
where 
B = electronic bandwidth 
f = transmission frequency 
h = Planck's constant 
= equivalent noise figure power of post 
detection amplifier 
= local oscillator signal power pL.o .  
= equivalent optical noise power 
= received signal power 
= detector quantum efficiency . 
pN 
pR 
Q 
Typically, in a coherent detection process, we 
may increase the local osci!lator power to outweigh 
the effects of the additional noise contributing term. 
As  a result of this, the S/N equation becomes equal 
to the product of the detector quantum efficiency and 
the received signal power, and is inversely related 
to the electronic bandwidth, transmission frequency, 
and Planck's constant. 
Replacing the received signal power expression 
with its equivalent expression for an extended ( P 
target, we may observe the S/N equation io bs a 
function of 
It. 
QP D2 xp X L  
T R P  S/N = 
16 h f R2 B 9 
where 
B = electronic bandwidth 
DR = receiver optics diameter 
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L A S E R  
- 
f = transmission frequency 
L 4 S E R  
S U P P L Y  
h = Planck's constant 
L = length of scattering volume 
PT = transmitter power 
Q = quantum efficiency 
R = system range 
= aerosol scattering coefficient 
pP 
Of particular note are four parameters: ( I) trans- 
mitter power, PT, ( 2 )  electronic bandwidth, B, 
(3) the aerosol scattering coefficient, p, and (4 )  
the length of the scattering volume, L. Typical 
system analyses usually revolve around determining 
the amount of transmitter energy required to perform 
a chosen task. However, for remote wind measure- 
ments at large distances, typically we are transmitter 
power limited [3]. 
In most ordinary Doppler systems, the bandwidth 
of the returned Doppler spectrum is relatively small 
compared with that required in a pulse system using 
ideal matched filter concepts. Significant power 
savings may be obtained by narrow banding to the 
narrow Doppler spectrum. 
The Doppler bandwidth requirement for a dif- 
ferential wind velocity of I m/sec is of the order of 
200 KHz, which is identical to that required for a 
matched filter where the pulse width is 5 msec. For 
the situation discussed, we must therefore conclude 
that the average power required for a CW system 
would be substantially greater than the average re- 
quired in a pulsed system. The use of a CW Doppler 
technique, therefore, seems to be inefficient for use 
in a long range system. 
Because of the spectrum-broadening caused by 
the turbulent wind velocity, a pulse-type laser 
technique is indicated for a long range system having 
sufficient Doppler shift  to make suitable measurements 
EXPERIMENTAL MEASUREMENTS 
A block diagram of the experimental system which 
was used in the first measurements of simulated wind 
velocities and actual wind velocities is shown in 
Figure 7. In these measurements, only the natural 
tracers in the atmosphere were used in the Doppler 
system wind velocity measurements. 
A 
4 0 - 4 0  
\ 
\ 
/,RE 4 M P L  IF  IE R 
SCOPE a 
S P E C T R U M  
4 N A L Y Z F R  
MIRROR 
FIGURE 7 .  BLOCK DIAGRAM OF CO, WIND 
SENSOR SYSTEM 
The first experiment perfomed was to use a small 
fan t o  generate a turbulent air stream across the laser 
beam. 
tribution as displayed on a spectrum analyzer. The 
baseline is with the scattered light coming from the 
volume of interest blocked and represents the noise 
in the system. The top line of Figure 8 shows the 
Doppler velocity returns from the turbulent air moving 
in front of the fan. This Doppler velocity spectrum 
agreed with an anemometer placed at the same location. 
Similar spectra have been obtained from Doppler shift 
measurements of atmospheric winds. These data have 
been correlated with the general wind velocity prevalent 
at the time of measurement, These Doppler measure- 
ments have been made in the atmosphere over a wide 
variety of atmospheric conditions ranging from very 
clear air to  heavy smog [3]. 
Figure 8 shows the Doppler velocity dis- 
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CONCLUSIONS 
I .o 
0.8 
0.6 
0.4 
0,2 velocity instrumentation. A threeaimensional wind 
0 300 m altitude is currently under development. Studies 
The feasibility of using a laser Doppler technique 
for the measurement of atmospheric wind velocity and 
turbulence has been established. The atmospheric 
wind velocity and turbulence have been measured 
using only the natural contaminants in the atmosphere. 
Experiments a re  in progress comparing the laser- 
Doppler wind velocity instrument with other wind 
velocity system which will have a 2-m resolution at 
are also in progress to determine the feasibility of 
using th is  laser-Doppler type of instrumentation for 
1 ,, 
0.5 - O +  0.5 
SWEEP WlbTH FACTOR 
the detection and study of c iear  a i r  turbulence to  aet 
as an on-board warning system for airliners. 
FIGURE 8. VELOCITY DISTRIBUTION WITH 
NATURAL CONTAMINANTS ONLY 
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OPTICAL CROSSED-BEAM INVESTIGATION OF 
LOCAL SOUND GENERATION IN JETS 
BY 
F. R. Krause 
SUMMARY 
Optical cross  -correlation techniques a re  being 
developed to provide many of the experimental inputs 
which semi-empirical models need for prediction 
of noise generation at the source. 
The location of sound source intensities in je t  
shear layers requires area integrals of correlated 
density fluctuations. Two narrow light beams a re  
set to detect sound sources in the flow by triangulation. 
A digital cross-correlation of the optical signals from 
the two beams is then used to approximate the desired 
area integration of correlated disturbances. This 
optical integration over correlation areas is con- 
firmed experimentally by verifying the radial resolu- 
tion and spectra that are  expected for point area 
product mean values. The determination of noise 
sources in je t  shear layers will be started as soon 
as  a new infrared crossed-beam system, which should 
give density-related local beam modulations, is 
finished. 
The nieasGremsz.t e€ streamwise velocity 
variations in supersonic jets is required to  apply 
present models of noise generation in turbulence- 
shock wave interaction zones. Mean velocity pro- 
files have already been measured in supersonic flows 
by using a statistical cross -correlation between 
streamwise separated and delayed beams. The 
measurement of root-mean-square ( rms) velocity 
fluctuations will be started as  soon as  the appropriate 
sample reduction and digital filtering techniques a re  
completed. 
LIST OF SYMBOLS 
Symbols Definition 
a speed of sound 
D nozzle exit diameter 
G normalized two-beam product mean 
value, defined by equation (24) 
I 
i = I  - < I >  
K'= K - < K >  
P 
P.. 
1.l 
P 
S 
T 
T.. 
13 
u .:(U,V,W) + 
X 
Y 
z 
5 
detected radiative power (watts) 
beam modulation 
fluctuation of extinction coefficient 
probability distribution 
stress tensor 
pressure 
turbulence spectrum 
integration (averaging) time 
turbulent stress tensor 
velocity components in earth-fixed 
frame 
group velocity (convection speed 
of turbulence) 
longitudinal coordinate along jet axis 
lateral coordinate in microphone 
plane . 
lateral coordinate normal to  
microphone plane 
minimum beam separation distance 
space lag) 
length coordinate along beam B 
length coordinate along beam A 
point vector in beam oriented frame 
density 
optical wavelength 
optical bandpas s 
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7 
Superscripts 
+ 
I 
< >  
Sub scripts 
XB 
A 
B 
f 
time lag 
vector 
fluctuation 
time average 
crossed-beam spectrum 
beam A 
beam B 
far field 
I NTROD UCT I ON 
To predict jet noise intensities and spectra, in 
many instances we must find the source of the noise. 
Present theoretical studies indicate that the shear 
layer and the turbulence in the jet a r e  significant 
generators of noise. 
present mathematical noise prediction models in 
terms of experimenhlly accessible shear layer and 
turbulence parameters and to develop probes which 
could measure these parameters in the jet. 
problem was recognized early while trying to predict 
and to suppress the extreme jet noise levels that a r e  
produced during the firing of large rocket motors. 
One possible set of experimentally accessible shear 
layer and turbulence parameters is provided by the 
point area correlation of density fluctuations and by 
the statistical distribution of streamwise velocity 
variations. Both of these parameters can conceivably 
be measured in remote or inaccessible flow regions 
through the digital correlation of the photometer out- 
puts from two narrow light beams. The progress in 
developing this crossed-beam concept and the ex- 
perimental technique is reported in this paper, which 
includes many unpublished analytical and experimental 
results. The details of the mathematical derivations 
will be covered in a future NASA publication. 
The problem is thus to formulate 
This 
The data on pitot tube traverses and microphone 
noise levels were provided by D. Barnett, Nortronics, 
Huntsville, Alabama. All experimental results with 
the laser system have been contributed by B. H .  Funk, 
MSFC, and all spectra have been calculated and 
evaluated by K. D. Johnston, MSFC. The evaluations 
of streamwise velocity fluctuations a re  being con- 
ducted by M .  Y. Su, Nortronics, Huntsville, Alabama. 
The experiments with ultraviolet beams in super- 
sonic jets were performed by M. J. Fisher and 
R.  Damkevala, IIT Research Institute [I] . 
EX PER I MENTAL IN PUTS FOR MATHEMAT I CAL 
NOISE PREDICTION MODELS 
The noise generation of rocket engines is often 
so intense that individual sound waves become visible 
on shadowgraphs. Figure 1 illustrates such sound 
emanation from a cold model a i r  jet. 
FIGURE I. LOCATIONS OF JET NOISE 
SOURCES (M = 3.4) 
Three distinct sets of sound waves are clearly recog- 
nizable outside the jet and have been enhanced by 
white lines for projection purposes. The origin of 
these sound waves may be found by tracing the wave 
normals back to the jet. The sound sources a r e  
apparently located at the nozzle l ip ,  in the jet shear 
layer, and in the turbulence-shock interaction zone. 
We therefore hope that the mathematical jet noise 
prediction models which have been developed for shear 
layers and turbulence in aircraft engine jets may also 
be applied to supersonic rocket exhausts. Experi- 
mental input parameters which could be used in both 
subsonic and supersonic jets are sought. Such para- 
meters would allow us to base the noise investigations 
in rocket engines on the large body of experience that 
has been accumulated for present aircraft engines. 
Using such parameters to design experiments on sound 
generation at  the source would result in instrumentation 
and data reduction systems that could be applied to 
both aircraft and rocket engines, as well as to super- 
sonic transports. 
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The main results of our literature search for 
suitable experimental inputs a r e  illustrated in 
Figure 2 .  
SUBSONIC 
JET m @  - 
POINT-AREA 7% CORRELATION OF FLUCTU S D NSlTY 
- 0  
STREAM-WISE 
VELOCITY 
VARIATIONS 
FIGURE 2.  EXPERIMENTAL INPUTS TO JET 
NOISE PREDICTION MODELS 
Sound generation in subsonic and supersonic shear 
layers is predicted a s  a consequence of vortices that 
a r e  not aligned in the flow direction. The main 
experimental input that could be used to study the 
sound generation by such vortices is a point area cor- 
relation of density fluctuations, equations (5)  and 
( 12). In supersonic jets additional noise is predicted 
for streamwise velocity variations upstream of 
shocks. Such velocity variations produce a shock 
wave oscqlation which will in turn generate sound 
even if  no vortices a re  present. Tie main experi- 
mental input that could be used to study sound 
generation by turbulence-shock interaction is thus 
the probability, P( U) , of streamwise velocity 
fluctuations, equation ( 14) . 
SOUND GENERATION STUDIES IN JET SHEAR 
LAYERS 
The theory of sound generation in subsonic jet 
shear layers was formulated by M. J. Lighthill in 
1952 and 1954 [2,3] . His  quadrupole sources are 
physically identical with the deformation of vortex 
rings of Allan Powell [4] . Any vortex which is not 
aligned to the local flow direction will exert a force 
on the surrounding fluid particles and thereby slightly 
change the local pressure. This pressure change 
will in turn slightly change the local gas density in 
an almost isentropic fashion. We can consider many 
different realizations of a vortex that is traversing 
4 
the nozzle-fixed point x during the moment, t, of the 
realization. The deformation of this vortex could 
be recognized by the temporal variations of the 
density, @/at, in a vortex cross  section. The size 
of the deformed cross  section will then depend upon 
the area within which the density changes a re  
correlated. The expected jet noise contribution per 
cross section of a moving vortex may thus be ex - 
pressed by the following average, E, over all 
realizations: - 
( x ,  . . - 1  Fsu personic 
The integrand represents-%correlation between the 
traveling vortex center, [ = 0, and the vortex cross 
section, t*c = constant. I t  can be related to  a similar 
correlation in a nozzle-fixed frame through the fol- 
lowing translation of the separation coordinates: 
Lighthill further assumes that the depiQ time 
derivative in the nozzle-fixed spot, x + [ , may be 
represented by a statistically stationary time series 
[2 ,3] .  In this event, the eiisemble zverage over 
realizations, E, may be replaced with a time average, 
< >, and the correlation of the time derivative may 
be replaced with the time-lag derivative of the tem- 
poral fluctuations: 
A s  a result of the translation and time-averaging 
procedures, the noise cnn t rh t ions  from a deforming 
vortex cross  section might be expressed by an ex- 
perimentally accessible point-area correlation of 
density variations: 
-* J < p'(O;t) p '45  ; t + T i ) >  dq* dG* 
moving vortex 
cross  section 
. 
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J < p' (x;y;z;t) p' (x+(+U Ti; y+q; Z+L;tWi)> dqd5. 
(4) 
C nozzle-fixed frame 
The integrand represents one special case of the 
following point-area product mean value: 
(Continued) 
nozzle-fked -+ 
p '  (x+[; t+T)>dq d5. 
(5) 
flow cross  
section 
The desired relation between such correlation 
measurements in the flow and the associated mean 
square pressure fluctuations in the f a r  field follows 
by substituting equations ( I), ( 4 )  and (5) into the 
mathematical model of quadrupole sound. The result 
is a fourth-zrder integral that accounts for all je t  
locations, x , and all cross  sections, 5 .  
< 
(x,> ' subsonic shear layer 
4 
G [x;5('r1--0); T = T ~ - L O ]  d( dxdydz. 
a2 
) (6) 
length 
Vortices generate very intense and directional 
sound waves outside the jet as soon as their ?peed 
exceeds the speed of sound at the microphone 
( Uc/ao > 1) . Such vortex speeds will occur both in 
hot subsonic jets and in cold o r  hot supersonic jets, 
and the associated "Mach wave sound emission" 
may be of primary importance for rocket engines 
and the supersonic transport. Ffowcs-Williams [ 51 
predicted this type of sound radiation from a theo- 
retical study of the singularity that arises in equation 
(6) along the particular direction: 
His  mathematical model can also be represented in 
terms of point-area correlation of density fluctuations, 
except that the area deformation must be applied to 
a nozzle fixed-flow cross  section instead of a 
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drifting cross section [6] . To a nozzle-fixed ob- 
server, the cross  section of a passing vortex will 
change because of the variation of the vortex shape. 
Sound is thus generated even if the vortex is not 
deformed. The sound waves which emanate from the 
traveling vortex are very similar to the Mach waves 
which a bullet traveling along the same streamline 
would generate. 
The desired relation between density correlation 
measurements in heated subsonic or any supersonic 
shear layers and the associated mean square pres- 
sure  fluctuations at the microphone follows by 
substituting equations (4)  and ( 5) into the math- 
ematical model of Mach wave sound emission. This 
gives 
4 
< p'2 
(xf )  ' supersonic o r  heated shear layer 
fixed frame 
The integral of equation (8) resembles very much 
the integral of equation (6) . The main difference 
between the associated density cor relation measure- 
ments in subsonic and supersonic shear layers is inthe 
interpretation of the temporal correlation function. 
Equation (8) requires the curvature a2G/aT2 of the 
temporal correlation between a point and an area at 
a fixed separation, 5 .  Equation (7) requires the 
curvature $G/&j of the envelope to all time cor- 
relation curves G( T )  that have been obtained for 
different point -area separations. 
5 
SOUND GENERATION STUDIES IN TURBULENCE - 
SHOCK INTERACTION ZONES 
Streamwise velocity fluctuations upstream of a 
shock will create a nonuniform pressure jump across  
the shock. The shock starts oscillations which in 
turn will propagate pressure waves into the down- 
s t ream flow. In 1967, H.  s. Ribner [7] established 
a mathematical relation between axial acoustical 
flux Iac downstream of the shock ( x - ~ )  and the 
F. R. KRAUSE 
mean square velocity variation < u 
of the shock (x - - 0) . > upstream 
3 G -  (x-co) = - - (x -c - ;  . . . I  
Iac 2 Pa 
In this relation, M is the Mach number upstream of 
the shock, y denotes the ratio of specific heats, and 
a* is the critical speed of sound. The functions a*  
and 0 
oblique shock tables. The functions O2 and P( 0) were 
tabulated by Ribner in 1955 [ 81 . 
can be obtained from isentropic flow and cr i t  
The flux of acoustic energy is steady across the 
je t  boundaries. Just outside the jet, we should there- 
fore have almost the same acoustic flux that was 
calculated inside the jet. This allows us to estimate 
the mean square pressure fluctuation, just outside 
the jet, v,.hich tnrbulence-shock interaction will 
generate f a r  downstream of the shock. 
< p'2 (Y) > = p  a I ( 10) f shock-turbulence o o ac' 
In this equation, the acoustic flux may be calculated 
numerically for any given Mach number from equa- 
tion (9) . In fact, a similar integral applicable to 
oDiique si~ocks c;u? be z5tdned. Thiis, there is a 
direct relationship between the mean square pressure 
fluctuation at the downstream microphone and the 
longitudinal r m s  velocity. This model is still 
idealized since the finite extent of the potential core 
and the interaction between the shear layer and the 
shock root a r e  not yet included. However, Ribner's 
formulation could be extended to  these more realistic 
flow fields [ 81 . Within this model, or  any of its 
future extensions, the measurement of the streamwise 
velocity variations upstream of shocks seems to be 
the most important input that would be required in 
future investigations of jet noise at the source. 
I .. 
CROSSED-BEAM MEASUREMENT OF POINT 
AREA CORRELATIONS 
Two narrow light beams a r e  set to select by 
triangulation a point in the jet, a s  shown in  Figure 3. 
Each of these beams is then collected by photo- 
detectors, A and B. Consider now the passage of 
vortices, which a re  slightly more opaque or trans- 
parent than the surrounding gas. 
LIGHT 1] 
SOURCE , , ,  
-,% 
FIGURE 3. SOUND SOURCE IDENTIFICATION IN 
SUPERSONIC JETS 
The passage of such a vortex will slightly change the 
received radiative power. The fluctuations of the 
photodetector output signals therefore contain 
information on the vortices that traverse the beams. 
These fluctuations, i and i a re  recorded by using A B' 
ac coupled amplifiers. Each recorded signal will 
account for any vortex that is traversing the line of 
sight, whereas we seek information on only those 
vortices that pass the beam intersection. These 
%ommon" signal components can now be retrieved 
by a digital cross-correlation computation. During 
such calculation, all radiative power modulations 
which occur only in one beam without affecting the 
other beam a re  cancelled. The canceiiaiiori of "iioiae" 
components depends upon the number of oscillations 
in the record and will be very complete if the digital 
cross-correlation computations are  applied to a very 
long record. Noise components may thus be suppres- 
sed to the level of the temporal variations of the 
boundary conditions by integrating over a long record. 
All of our crossed-beam data have been reduced with 
a special digital computer program which provides 
for a time integration of any desired length by 
accumulating the time integral in a recursion formula 
In this recursion, only one short data piece at a time 
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is used on the computer memory. The associated 
'fpiecewise" correlation computations have success- 
fully retrieved common signal components, which 
have been an order of magnitude smaller than the 
rms  values of the recorded signals, iA and i B' 
Practical limitations, such a s  dynamic inter- 
channel time displacement e r ro r s  of the data 
acquisition system and temporal trends in the 
experimental boundary conditions, provide a lower 
limit for the smallest signal that can be retrieved. 
The continued development of piecewise correlation 
techniques fortunately shows promise for the partial 
elimination of the variations of boundary conditions 
in uncontrolled environments [ 91 . Environmental 
variations have been partially eliminated through 
piecewise modification of the signal time histories 
[ i o ] .  
OPTICAL APPROXIMATION O F  POINT-ARXA 
CORRELATIONS 
The common signals, which remain after the 
digital cross-correlation computations, a r e  produced 
only by those vortices which passed the beam inter- 
section. All  beam modulations by other vortices and 
by light source and detector noise should cancel each 
other [ 111. The physical interpretation of the com- 
mon signals thus needs to account for only those 
vortices which passed through the beam intersection 
point. Analytical studies of the optical integration 
along those beam elements which intersect the 
"common" vortices now indicate that this optical 
integration may be arranged to  provide the desired 
point-area correlation [ 61 . The main results of 
these and more recent analytical studies a r e  sum- 
marized in Figure 4 and in the following equation: 
<iA(t) b ( t )  > 
= <K'(x;y;z;t) K'(x;y+tl; z+k;t)> <I > < I  > 
dgd5. (11) 
A B vortexcross 
section 
The left-hand side of equation (11) is an experi- 
mentally accessible quantity and will be denoted by 
the term "two-beam product mean value." The 
numerator is calculated by adding the instantaneous 
product of the ac coupled photometer outputs, i 
f3. The denominator is given by the mean value of 
the dc coupled photometer records, IA and IB. The 
and A 
time average, < >, has been obtained by integrating 
over a record length, T, which was sufficient to 
reduce all remaining variations of the two-beam 
product mean value below a desired e r ro r  margin 
( n o i s e h  5 . 
0 CANCELLATION OF 
CROSS-FLOW 
Z COMPONENTS 
STREAM LINE 
0 RADIATION LHANGES 
7 INSIDE EDDY 
BEAM A 
- =  <IA 5 <K] (x,y L 1) K 1  ( q y  + tl,Z + <)>do dZ 
PRODUCl BEAM B 
F'IGURE 4 .  OPTICAL AREA INTEGRATION 
The right-hand side of equation (11) is identical 
to the desired point area integration. The point is 
selected by the beam intersection. The a rea  is 
generated by moving one beam parallel to the other. 
The integral may thus be described as a "point a rea  
product mean value. I t  The correlation refers, how- 
ever, to the local changes of radiative power, which 
are caused by the changes of opacity or  transparency 
between passing vortices and the surrounding gas. 
The scalar K' is thus given by the local variation of 
light extinction or  light emission coefficients. Two- 
beam product mean values, equation ( ii), would 
therefore give the desired point a rea  integration of 
density variations, equation (5)  , only if the local 
variations in radiative power, K', can be related to 
density variations, p ' .  
The optical approximation of point-area approxi - 
mation can be extended to points and areas which a r e  
separated along a streamline. Let the beams A and 
B intersect the common streamline at the positions 
x and x + 6 .  The optical point-area correlation would 
then be given by: 
< i ( t )  i,(t) > A 
G(T;x;y;z;[; . . . )  = < I A > < I B >  
= < K' (x;y;z;t) K'(x+[; z + k  t )  > dg d5. 
vortex c ross  
section ( 12) 
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The claim of point-area correlation, equation 
( 121, cannot be verified with point probes, since 
such a test would require a large number of phase- 
matched probes, which psssess 'a linear and time- 
invariant frequency response and which do not inter- 
fere with the flow. However, the point-area cor- 
relation does lead to two important conclusions on 
spatial resolution and spectral charact&istics, which 
can be verified rather easily. The first conclusion 
is obtained by considering the isolation of individual 
streamlines through the location of the outside point. 
Thus, we should be able to distinguish between 
individual streamlines which a re  separated by no 
more than a beam diameter. In flows with a dominant 
direction, the spatial resolution of streamlines should 
thus be possible inside a typical vortex. The spatiall 
resolution of flow traverses should therefore approach 
the resolution of point probes. 
The second conclusion is reached by considering 
cross-flow components. Any directional fluctuation 
will displace a vortex only inside the beam front. 
The area integral across the vortex is not changed 
by such a displacement, and the associated two-beam 
product mean value will therefore not depend on 
cross-flow components. This discrimination against 
cross-flow components is the essential difference 
between one- and three-dimensional wave number 
spectra. Crossed-beam spectra should approximate 
the three-dimensional spectrum function and not the 
one-dimensional spectrum that i s  given by point 
probes. 
EXPEMMENTAL VERIFICATIONS 
The first crossed-beam tests were designed to 
check the optical approximation of point-area 
correlations by verifying the above conclusions. All  
iests were cmductec! in the. initial portion of two 
supersonic jet shear layers, which were generated by 
expanding highly dried and unheated air through two 
nozzles. These nozzles produce shock-free jets of the 
same thrust at Mach number 2.42 ( D  = 4.57 cm) 
and3.34 ( D = 5 . 4 7 c m ) .  
The shadowgraph of Figure I illustrated the jet 
from the M = 3.34 nozzle at off-design conditions. 
Typical sound pressure levels exceed 150 dB in the 
a rea  where most of the crossed-beam instrumentation 
was located. All measurements were thus made under 
extremely adverse noise and vibration environments. 
Most crossed-beam measurements used focused 
ultraviolet beams generated by projecting the image 
of a hydrogen discharge on the desired points of 
minimum beam separation [ 121. The beams were 
mounted on a lathe bed in such a manner that the 
points of minimum beam separation would always be 
parallel to the jet axis, i. e. , to  the dominant direction 
of the streamlines. This point pair could t raverse  the 
jet axially and radially, and the separation could be 
varied in an axial direction. The light was extin- 
guished in the flow by using the ultraviolet sbsorption 
of oxygen at an optical wavele9gth of 1850 A inside a 
spectroscopic bandpass of 50 A. Additional light 
extinction occurred by scattering from natural t racers  
which a re  generated by condensation of entrained 
wet' ambient air ,  and from a i r  liquefaction at high 
chamber pressures. Crossed-beam tests with 
collimated helium-neon laser beams of approximately 
2 mm in diameter were performed more recently 
to *obtain additional information on scattering without 
simultaneous absorption. 
The modulations of the ultraviolet beam were 
recorded with two photomultiplyer tubes, EMR 
Mode) N 54111-05-14, The output signals from the 
two phototubes were amplified by specially built 
amplifiers and stored on an F M  tape recorder, CEC, 
Model VR-3600, at a speed of 305 cm/sec (120 ips ) .  
Special multiplex equipment was integrated into the 
F M  tape recorder so  that any dynamic interchannel 
time displacement e r rors  could be avoided by using 
two center frequencies (450 kHz and 825 kHz) on the 
same tape trzck. This multidexing techniaue led to 
a flat frequency response from 500 Hz to 50 kHz and 
relative phase distortions of less than 3 degrees. The 
analog tapes were then converted to  digital tapes by 
running them through the A/D conversion systems of 
MSFC's Computation Laboratory at  the reduced speed 
of 38 cm/sec (15 ips) . Because of this stretching 
of the time scale, the effective sampling rate was 
160,000 samples/sec. The digital tapes were then 
processed on an IBM 7094 computer using the piece- 
wise curi-e~ztim prcgrzm. 
The cancellation of cross-flow components by 
optical area integration may be judged from the 
spectral measurements summarized in Figure 5 .  
The ordinate displays crossed-beam spectra which 
have been calculated by including a time delay in the 
cross-correlation calculations. 
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FIGURE 5. CROSSED-BEAM SPECTRA I N  
JET-SHEAR LAYER 
These spectral estimates were then normalized 
with the maximum value so that the peak of the 
spectrum is always equal t o  one. The abscissa gives 
a normalized frequency which was based on the shear 
layer width, b, and the turbulent convection speed, 
Uc, (Fig. 6) . This normalization has been successful 
in collapsing hot-wire spectra in subsonic jet shear 
layers on a universal curve, 
FIGURE 6. CONVECTION SPEED MEASUREMENTS 
IN JETSHEAR LAYER 
The points in Figure 5 represent crossed-beam 
spectra for six different locations i n  both the 'sub- 
sonic and the supersonic portions of the two jet shear 
layers. These points do approach a "universal" 
spectrum shape for the high frequencies. Thus, the 
local beam modulations in  the supersonic flow 
seem to have the same length and velocity scales a s  
the modulations in the subsonic flow. 
The two solid lines in Figure 5 represent the 
one-dimensional and three-dimensional spectra, 
which the Heisenberg-Kolmogoroff theory would 
predict for locally isotropic turbulence. The position 
of these lines is immaterial; only the slope of the 
lines is important. One-dimensional spectra, which 
include cross flow components, should follow a -5/3 
power law and are  thus indicated by a -5/3 slope. 
Three-dimensional spectra, which do not include 
cross-flow components, should follow a -11/3 
power law. The measured spectra obviously 
approximate this -11/3 slope. This approximation of 
a three-dimensional spectrum function gives confi- 
dence in the optical approximation of point-area 
product mean values. 
The location of local sound sources may be 
judged from the crossed-beam intensity measurements 
summarized in Figure 7. 
MACH 3.34 JET 
A - U V  X-BEAM1 
1.0 
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0.6 u - 
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0.2 
0 
. I  
f ,  DISTANCE FROM JET CENTERLINE 
FIGURE 7. CROSSED-BEAM'RESOLUTIONS OF 
POINT -ARE A CORRE LATIONS 
Intersecting light beams measured point area 
correlations, and a pitot probe measured velocities 
at several traverses in the two jets. The results 
in Figure 7 refer to one t raverse  of the M = 3 .34  jet. 
The inner and outer edges of the shear layer a re  
indicated by the velocity profile and a r e  located at 
y/D = 0 . 4  and 0.8. The shear layer thickness is 
t h u s b = ( 0 . 8 - 0 . 4 )  5 . 4 7 = 2 . 2 c m .  Atypicalvortex.  
c ross  section would extend over approximately 1/3 
of this width. 
Inspection of the two-beam product mean values 
indicates that both the ultraviolet and the laser  
systems clearly resolve common beam modulations 
of less than 0. i percent of the mean radiative power 
in the beam. These common modulations show a 
clear structure. In the outer edge of the shear layer, 
the ultraviolet system produces a peak correlation, 
which is probably associated with the condensation of 
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the wet ambient air that was entrained by the jet. 
The laser system produces a peak correlation at the 
inner edge of the shear layer, which could probably 
be associated with the condensation of the natural 
C02 content of air. 
The radial resolution of the two-beam product 
mean values may be judged by comparing the width 
of the intensity peaks with the anticipated vortes 
diameter, L b/3. Both peaks have clearly been 
resolved insyde a vortex. The beam diameter was 
approximately 2 mm; sone of the experimental points 
show a clear and consistent variation of two-beam 
product mean value along a 2 mm interval. The 
claim that the spatial resolution should approach the 
beam diameter seems therefore to be verified for 
this initial portion of a supersonic shear layer. We 
have thus every reason to  believe that crossed beams 
do integrate over correlation areas as  predicted by 
the analytical formulation in the section 'IOptical 
Approximation of Point-Area Correlations. ' I  
The successful approximation of point area 
correlations would allow us to locate sound sources 
in jet shear layers if the local beam modulations a re  
proportional to density variations. The laser  beams 
show a peak intensity at the supersonic edge of the 
shear layer, and the ultraviolet beams show a peak 
intensity at the subsonic edge of the shear layer. 
However, the theory of Mach wave emission would 
predict the maximum sound source intensities in the 
center of the shear layer. It is therefore unlikely 
that the two systems have located s o k d  sources; 
i. e.  , the local beam modulations a r e  not density 
related. Density-related beam modulations might 
be achieved by suppressing light scattering. 
The local emission and absorption processes 
that remain after scattering has been reduced are 
uniquely determined by concentration, temperature, 
and density fluctuations [ 131. Furthermore, most 
jet noise theories assume thai dl tkerm&~?~zmic 
variations in supersonic shear layers occur isen- 
tropically anddo not change the composition of the gas. 
Small disturbances of densities and temperatures 
a re  then inversely proportional to each other, and a 
relation to  density is justified. However, chemical 
reactions in actual rocket exhausts will change the 
gas composition in an irreversible manner. Fortu- 
nately, the radiative power contributions caused by 
temperature variations may then be suppressed by 
special settings of the wavelength A and the spectro- 
scopic bandpass AA [ 141. We therefore believe 
that local infrared beam modulations which a r e  
directly proportional to  density fluctuations might 
be found in many jet noise investigations of practical 
interest. 
Scattering will be reduced in future noise 
investigations by 'using infrared beams in heated 
flows. Heating should reduce the production of 
natural t racers  by wet a i r  entrainment o r  air 
liquefaction in the jet. The few remaining natural 
tracer particles should scatter the infrared light much 
less than the visible and ultraviolet beams now in use. 
Contamination by solid t racer  particles might, how- 
ever, present problems in some applications ., 
To study such problems, a special optical 
calibration cell. which can be resonated like an organ 
pipe, is being 'built. Wall pressure measurements 
in the cell should then provide a direct estimate of 
the local density fluctuations. The relation between 
beam modulation aQd density variation could thus 
be studied for various settings of the spectroscopic 
band pass and various gas samples. 
VELOC ITY MEASUREMENTS W ITH 
STREAMW ISE SEPARATED BEAMS 
Streamwise separated beams may still contain 
a considerable amount of common signals, even if the 
separation exceeds several vortex diameters. Such 
commonality is a consequence of the flow, which 
transports the same emitting, absorbing, or 
scattering centers from the upstream to the down- 
s t ream beam. A finite correlation might be expected 
if the signal of the downstream beam is delayed by 
the approximate transit time between the beams be- 
fore the product mean value is calculated. Con- 
versely, variable time delays might be introduced 
into the data reduction to analyze the motion along 
the streamline which has been selected by the beam 
triangulation. Without such time delays, widely 
separated beams could not contain common signals. 
CONCEPTUAL VELOCITY MEASUREMENTS 
Consider the conceptual crossed-beam exper- 
iment illustrated in Figure 8.  Two mutually 
perpendicular beams have been separated along a 
streamline by the distance, 5 .  The ac coupled signal 
from the downstream beam is delayed by the time 
interval, T, and the delayed and the undelayed signals, 
( t  - T) and i ( t)  , are  then fed into a digital A 
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cross-correlation program. The output of this 
program will reach a maximum when the t ime delay 
is equal t o  the transit time, which the average 
vortex needs to travel from the upstream to the 
downstream beam. The peak of the correlation curve 
may thus be used to  identify the most probable 
velocity, as indicated in Figure 8. 
DISTRIBUTION 
OF STREAMWISE 
VELOCITY 
SHOCK 
MOST 
VELOCrY 
PROBABLE 5 
FIGURE 8. MEASUREMENT OF STREAMWISE 
VELOCITY VARIATIONS 
The digital correlation computations may be so  
arranged that the shape of the correlation curve 
indicates streamwise velocity components other 
than the most probable value. Our analytical studies 
indicate that the following correlation of the signal 
time derivatives should approximate the probability, 
P,  that the streamwise velocities, U, had the value 
5/7. 
a a < - i (t) - i ( t  - T)>  
7 % A  8 t B  
a a 
< at i,(t) -i ( t - T ) >  
d7 
a t B  s 
Equation (14) is thus the key to the desired 
measurement of streamwise velocity variations. 
The rms  value, < UT' >'I2, which is required for 
sound generation studies in shock-turbulence inter- 
action zones, could be read directly from the width 
of the correlation curves. 
The approximation of the streamwise velocity 
distribution function, P, with crossed-beam 
measurements may be understood physically by 
identifying the time derivative of the common signal 
components with the slope of a passing vortex sur-  
face. A large oscillation is expected only if the head 
or the tail of a vortex traverses the beam. The 
correlation calculation of equation ( 14) represents, 
then, the correlation of traveling interfaces instead 
of the entire vortex. An interface will need only a 
very short time interval to travel its own length, 
and the correlation curve P([/T) should therefore 
resemble a very sharp peak if all interfaces would 
travel at the same transit time. Conversely, the 
spread of the correlation curve will give the distri,- 
bution of interface transit time or speeds. The 
correlation of time derivatives is thus quite different 
from the usual correlation of the signal fluctuations, 
where the width of the curve is identified with the 
time a vortex needs .to travel its own length, and not 
with the spread of transit times. 
MEASUREMENTS OF CONVECTION SPEED 
PROFILES 
Crossed-beam measurements of convection 
velocities have been made in several radial and axial 
positions in both of the supersonic jets using the 
ultraviolet and the laser systems. The main results 
are plotted on Figure 6 in a nondimensional form with 
the width of the shear layer as the length scale and 
the nozzle exit speed as the velocity scale. Pitot 
tube traverses of subsonic and supersonic jets suggest 
that this particular normalization should give a 
"universal" velocity profile that is valid for both 
subsonic and supersonic jets [ 151. A similar result 
is predicted by identifying the turbulent velocity field 
with the random walk of a single fluid particle. The 
velocity measurements with pitot probes did collapse 
on the universal curve shown in Figure 6 .  The dashed 
curve represents subsonic convection speed measure- 
ments with a pair of hot wires that were also sepa- 
rated along streamlines [ 161. 
Inspection of the crossed-beam results leads to 
the following observations: 
1. In the subsonic portion of supersonic shear 
layers, crossed-beam measurements agree with 
scaled group velocity profiles from subsonic hot-wire 
measurements. The same agreement with hot-wire 
group velocities was found in our previous investi- 
gations of subsonic shear layers [ 17, 181 . 
2.  In the supersonic portion of the jet shear 
layers, laser crossed-beam measurements tend to 
follow the mass average speed indicated by pitot 
tubes. Convection velocities from ultraviolet 
measurements also tend t o  be higher than those 
predicted from hot-wire measurements in subsonic 
flows. Unfortunately, the scatter of the velocity points 
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is still too large for any detailed analysis. This 
lack of resolution is probably caused by the electronic 
and computational problems associated with retrieving 
very small signals out of noise. We believe that the 
experience from these first crossed-beam tests in 
supersonic shear layers will allow us to  improve our 
data acquisition and reduction so that the spatial 
resolution of velocity profiles will be  considerably 
better in future tests. 
3.  Both laser and ultraviolet beams give 
approximately the same velocity profile although 
each beam responds to different light extinction 
processes. 
Apparently, velocity measurements a re  
independent of the type of local extinction phenomena 
to which the beams respond. This independence of 
the local extinction process suggests that velocity 
and length scale measurements can be conducted 
whether or  not the beams respond to  density 
variations. Scaling studies between subsonic and 
supersonic jets, between cold and hot jets, and 
between model jets and the prototype engine exhaust 
a re  thus within the capability of existing crossed- 
beam technology. 
The measurement of streamwise velocity 
fluctuations and length scales requires the correlation 
of time derivatives. In our digital program, a time 
derivative i s  replaced with the moving central 
difference between three adjacent data samples. 
These differences a r e  so small that quantization 
e r rors  are relatively large. Quantization e r ro r s  can 
be reduced by sample reduction techniques whenever 
the sampling frequency exceeds the datafrequency by 
one or  two orders of magnitude. Adding many 
samples to obtain one data point reduces quantization 
e r rors  since the average is more accurate than any 
of the original samples. Appropriate time scale 
stretching, sample reduction, and digital filtering 
techniques for  correlation of time derivatives wiii be 
finished soon. Preliminary checks of these techniques 
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are encouraging, and have led us to believe that the 
measurement of streamwise rms  velocity will be  
experimentally feasible. 
CONCLUSIONS 
Theoretical and experimental studies of 
crossed-beam test arrangements indicate that the 
statistical correlation of optical signals has the 
potential to provide many of the measurements which 
are required for jet noise investigations at the source. 
Remote, or inaccessible, source areas  are studied 
optically without the probe interference problems that 
plague present hot-wire investigations. 
The intensity and spectra of jet noise may be 
related mathematically to 'the point-area correlation 
of density fluctuations in jet shear layers and to 
streamwise velocity fluctuations in shock turbulence 
interaction zones. 
The optical integration along the beams has been 
use& to obtain point -area correlations that a r e  not 
accessible to any point probe. 
Sound sources may be located by varying the 
position of the beam intersection point in the jet. 
The two-beam product mean value should provide 
direct estimates of sound source intensities and 
spectra, if an optical wavelength region can be found 
that provides density-related Light extinction o r  
emission processes. 
The distribution of streamwise velocity variations 
could conceivably be measured in subsonic and 
supersonic jets with streamwise separated and 
delayed beams. 
Our velocity and length scale measurements in 
subsonic and supersonic jets show that present 
crossed-beam technology could be used for scaling 
skdiee het-ween cold and hot jets and between model 
engines and the prototype. 
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UNITS OF MEASURE 
In a prepared statement presented on August 5, 1965, to the 
U. S. House of Representatives Science and Astronautics Committee 
(chaired by George P. Miller of California), the position of the 
National Aeronautics and Space Administrationon Units of Measure 
w a s  statedby Dr; Alfred J. Eggers, Deputy Associate Administrator, 
Office of Advanced Research and Technology: 
"In January of this year NASA directed that the international 
systemof units should be considered the preferred system of units, 
qnd should be employed by the research centers as the primary 
system in all reports and publications of a technical nature, except 
where such use would reduce the usefulness of the report to the 
primary recipients. During the conversion period the use of cus- 
tomary units in  parentheses following the SI units is permissible, 
but the parenthetical usage of conventional units will  be discontinued 
as soon as it is judged that the normal users of the repQrts would 
not be particularly inconvenienced by the exclusive use of SI units. 
The International System of Units (SI Units) has been adopted 
by the U. S .  National Bureau of Standards (see NBS Technical News 
Bulletin, Vol. 48, No. 4, Apri l  1964). 
The International System of Units is defined in NASA SP-7012, 
"The International System of Units, Physical Constants, and 
Conversion Factors," which is available from the U. S, Government 
Printing Office, Washington, D. C. 20402. 
SI Units are used preferentially in this series of research re- 
ports in accordance with NASA policy and following the practice of 
the National Bureau of Standards. 
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