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Let H be a graph with vertices labelled .Y,, . . . . x,, y,, . . . . y,, where R = 
(x xr} is a specified subset, called the roots. The pair (R, If) will be 
dubbed a rooted graph. A graph G is said to satisfy the extension statement 
Ext(R, H) if for every choice of distinct x1, . . . . X,E V(G) there exist distinct 
y,, . . . . .V,E V(G) such that {xi, J’,, 1 E E(G) whenever {xi, JJ~} E E(H) and 
(yi, v,] EE(G) whenever {y,, y,‘, GE(H). 
EXAMPLES. (i) No vertex is isolated. (H an edge on x,, v,.) 
(ii) Every vertex lies in a triangle. (H a triangle on x1, .P,, yz.) 
(iii) Every pair of points lie on a path of length d. (H a path of 
length d with R the two endpoints.) 
Observe that the edges between the roots of H are immaterial and also 
observe that G on x,, . . . . y,. may have more edges than H. We will use the 
notation X, and .ri both for vertices of H and as quantifiers in the statement 
Ext(R, H). 
Let G = G(n, p) denote the random graph with n vertices and edge prob- 
ability p. Our concern will be to find the threshold functions for the 
statements Ext(R, H). When R is null Ext(R, H) reduces to saying that G 
has subgraph H. Threhold functions for such statements were part of the 
seminal work Paul Erdiis and Alfred Renyi that began the subject of 
random graphs. 
When p = p(n) is given we write Pr[Ext(R, H)] + 1 to mean 
lim Pr[Ext( R, H) holds in G(n, p)] = /i. 
,, 
In Section 2 when (R, H) is strictly balanced (as there defined) we find 
a sharp threshold functions distribution for Ext(R, H). That is, for any 
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A,0 <A < 1 we lind p = p(n) so that Pr[Ext(R, H)] + A. In doing so we 
generalize the following classic results, examples (i), (iii), respectively: 
l Erdos-Renyi: If np = In n + c then lim, Pr[G connected] = e ‘-I; 
l Bollobas: If n“pdP’ = ln(n*/c) then lim, Pr[diam(G) = d] = ep”2. 
Indeed, this paper was strongly motivated by the above results. Andrzej 
Rucinski (Poznan) has independently discovered the results of Section 2 in 
somewhat modified form using similar techniques. 
In Sections 34 for arbitrary (R, H) we find the threshold function, 
though our results are considerably less precise that in the strictly balanced 
case. The threshold function basically takes the form p(n) = n-“‘(ln n)““, 
where e/v is the density of the subextension of maximal density and s is an 
appropriate integer, though in some cases it has the form p(n) = nPcip. 
A basic tool used throughout the paper is a correlation inequality, given 
in Section 1, which allows the approximation of Pr[A Ai] by n Pr[A,] 
when pairwise correlations are small and the Ai are events of a certain 
form. This inequality, which is certainly of importance beyond this paper, 
was first proven by Svante Janson (Uppsala) using a modification of 
the Stein-Chen method. Our proof uses only elementary methods. Ravi 
Boppana (Rutgers) has independently discovered a proof quite similar to 
ours. 
1. Two CORRELATION INEQUALITIES 
While all applications in this paper will be to random graphs, we place 
the correlation inequalities in the following general setting. Let Q be a finite 
universal set and let Y be a random subset of Sz given by Pr[p E Y] =pgr 
these events mutually independent over y E Q. Let Xi, . . . . X,, be subsets of 
Sz and let A ,, . . . . A,, be the corresponding events YI Xi. Assume all 
Pr[A,]<i. For indices i,j write i-jif X,nX,#@ and i#j. 
Correlation Inequalit) 
JJ Pr[A,] < Pr A -. [ A.]4[~Pr[~iI]eXp[2~,Pr[Aih~jl] 
Remark. When applied to the random graph G(n, p), Q is the set of all 
edges of K,, for every edge y py = p. The events A i (generally not n in 
number) will be that G(n, p) contains various subgraphs so that the event 
A Ai will mean that G(n, p) contains no such subgraph of that form. 
Remark. In applications usually all Pr[A,] = o( 1) in which case the 
factor “2” may be replaced by 1 + o( 1). We do not try to find the best 
constants at this level in this paper. 
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Notation. Ci- j refers throughout to a summation over unordered pairs. 
Proof: We require the inequalities 
valid for any set S of indices. These results follow from the more general 
XYZ (or FKG) inequalities, for completeness we give the proofs. For any 
WC Q - Xi let Cw be the event Y n (Q-Xi) = W. Let B denote As Aj and 
A denote Aj for notational convenience. 
Let w  denote the family of Wrl2 - X, such that for all j6S there is 
some XEX~-X, with x$ W. If W$@‘” then WzX,-X, for some j and 
Pr[ABC,] = 0 as it is impossible to have Y 3 X, without Y 3 X,. If WE TV 
then Pr[ABC,,,] = Pr[ACw], since C,, implies B. As the C,,,, partition the 
probability space 
Pr[AB] = 1 Pr[ABC,+,] 
wro-X, 
= C Pr[ABCtiJ] 
WE H 
= wTs PrCACwl. 
But A and C, are independent events (concerning Y on disjoint sets) so 
Pr[AB] = Pr[A] 1 Pr[C,] d Pr[A] Pr[B] 
M’E II 
as each of the C, WE we, imply B. Formula (2) is identical as the further 
conditioning on Ak may be thought of as setting pJ = 1 for all y E X,. 
Remark. The Correlation Inequality is valid in any probability space for 
which (1 ), (2) hold. 
For a given i renumber so that i N j for 1 < j < d and not for d + 1 < j < i, 
Pr[Ai ( A, . ..‘q&.]Z 
Pr[A,A,...A,I A,+,...A,-,] . 
Pr[Ac, . ..A. ( Ad+, ...Ji- ,] 
aPr[A,,?, ,..A, 1 A,,, . ..A.-,] 
= Pr[A,IA,+, .. .A;-,]Pr[A, . ..Ad)AiAd+. . ..Aj-.] 
=Pr[Ai]Pr[A,...A,IAiA,+,...Ai-,l 
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by mutual independence. Also 
Pr[A, . ..A.] Ai&+, ..’ Ji-,]>,l-C Pr[AiIA,J,+,.~.Ji-,] 
I-1 
2 l- 1 Pr[A, ( Ai] 
j-i 
by (2). Thus 
Pr[A, ( A, . ..A.+,] 2 Pr[A,] - C Pr[Ai A Aj] 
j-i 
Pr[?f, \ 2, I.. Xipl] <Pr[Ai] + C Pr[A, A Aj] 
I-1 
as Pr[A,] 2 $. Thus 
dPr[A,] 1+2 C Pr[Ai A A,] 
[ 1-1 I 
Pr[A, 1 A,..,A,- ,] d Pr[A,] exp 2 2 Pr[A, A A,] 
/-i I 
and so 
<[iii, Pr[Ail]exp[2:iPr[Ai A Ail], 
completing the proof. 
When 
i; Pr[IAiA A,I>C PrMl, 
i 
the upper bound of the Correlation hequality is more than one and the 
following extension is useful. As -ln( 1 -x) 2 x for 0 <x < 1, we rewrite 
the upper bound as 
-In Pr /j Ji 21 Pr[Ai] -2 1 Pr[A, A A,]. 
[ I i - .; 
For any set SC { 1, . . . . n} of indices the same inequality applied only to 
A,, iE S gives 
-In Pr /j A, 3 C Pr[A,] -2 C Pr[A, A Aj]. 
L 1 IES iES “I 
i. is S 
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Let S now be a random subset of { 1, . . . . n} given by Pr[ie S] = 1, I a 
constant to be determined and the events mutually independent. Pr[A,] 
then appears with probability 3. and each addend Pr[A, A Ai] with 
probability A*, so that 
E -1n Pr A 2. [ [,,, ,]]=“[;yWJ]-2E[ F, Pr[A,A ‘j]] 
1. is S 
= 3. C Pr[A,] - 22* C Pr[A, A A,]. 
We Fix 
so as to maximize this quantity. (As i is a probability we must have 1< 1 
as an additional assumption.) Then 
and so there is a specific S with 
Extended Correlation Inequality 
Under the assumptions of the Correlation Inequality and the further 
assumption 
c Pr[Ai] <4 c Pr[A, A Ai], 
i- j  
the following inequality holds: 
Proof: 
Take the S given above. 
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Remark. When Pr[A,] = o( 1) uniformly the “8” of the Extended 
Correlation Inequality may be replaced with 4 + o( 1). 
Let Ii be the indicator random variable for Ai and set Z = C 1, so that 
Z is the number of Xi covered by Y. Then 
E[Z] = c E[Zi] = c Pr[Ai] 
Var[Z] = 2 1 Cov[Z,Z,] 6 2 c E[Z,Z,] = 2 c Pr[A, A A,]. 
i-, i-, r--l 
When all Pr[A,] = o( 1) uniformly, the lower bound to the Correlation 
Inequality may be written 
Pr[Z=0]3exp[-E[Z](l t-o(l))]. 
The upper bounds, under the assumptions given, become 
Pr[Z=O]<exp[-E[Z]+Var[Z]] 
Pr[Z=O] <exp[ -E[Z]‘/4 Var[Z]]. 
Viewed in this light, the Correlation Inequalities may be considered a 
substantial strengthening of the Second Moment Method. 
2. SHARP THRESHOLD FUNCTIONS FOR EXTENSION STATEMENTS 
Let (R, H) be a rooted graph as defined in the Introduction. Let 
Y(H), E(H) denote the vertex set and edge set of H. We let vert(R, H) 
denote \ I/(H) - RJ and edge( R, H) denote the number of edges of H with 
at least one nonroot vertex. That is, vert(R, H), edge(R, H) denote the 
number of additional vertices and edges respectively of the extension H 
over R. Set dens(R, H) = edge(R, H)/vert(R, H), the density of (R, H). 
Throughout our paper the rooted graph (R, H) is considered fixed. A 
subextension is a rooted graph (R, H,), where R c S c V(H), it is proper 
if S # V(H). We shall often denote this subextension by (R, H). In addition, 
if R c S c Tc V(H) we let (S, T) denote the rooted graph (S, HI r), but 
unless S = R this is not a subextension of (R, Hf. 
DEFINITION. A rooted graph (R, H) is called strictly balanced if 
dens( R, S) < dens( R, H) 
for all proper subextensions (R, S). A rooted graph (R, H) is called 
balanced if 
dens(R, S) 6 dens( R, H) 
for all proper subextensions (R, S). 
5RW53’?-9 
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EXAMPLES. In Fig. 1, (iv) is balanced but not strictly balanced as the 
subextension S= (xi, x2, y, ] has density 2/l = 2, the density for the full 
rooted graph. Figures (i), (ii), (iii) are strictly balanced and correspond to 
Examples (i), (ii), (iii) (with d= 5) of the Introduction. 
DEFINITION. A rooted graph (R, H) is called nontrivial if every root x 
is adjacent to at least one nonroot y. 
THEOREM 1. Let (R, H) be a nontrivial strictly balanced rooted graph 
with v = vert( R, H), e = edge(R, H), r = ) RI. Let c, be the number of graph 
automorphisms 0: V(H) --* V(H) with a(x) = x for all roots x. Let c2 be the 
number of bijections u: R + R which are extendable to some graph 
automorphism A: V(H) + V(H). Let I > 0 be arbitrary and fixed. Let 
p = p(n) satisjj:1, 
n’pp’//cI = ln(n’/c?_A) (*I 
Then 
Pr[Ext(R, H)] + e-‘. 
EXAMPLES. Figure l(i). e = I)= r = C, = c2 = 1. If np = In(n/i) then 
Pr[Ext(R, H)] + eei.. By other means to one can show that a.a. for such 
p Ext(R, H) holds if and only if G is connected. This yields the results of 
Erdos and Renyi on connectivity given in the Introduction. 
Figure l(ii) with a path of arbitrary but fixed length d. Then e = d, 
v = d- 1, c1 = 1, c2 = 2 (flip the path), r = 2. Other means give that for such 
p a.a. Ext(R, H) holds if and only if diam(G) = d. This yields the result of 
Bollobas on diameter given in the Introduction. 
ProoJ Let H have vertices x,, . . . . x,, y,, . . . . yC, roots x,. It is convenient 
to write x= (X 1, .“, -x,1, y = (4’1, . . . . y,). For any X, y with all si, yj distinct 
vertices of G let A,, be the event that y gives an extension of x in the sense 
of the opening paragraph of the Introduction. Then we may write 
WR, HI: /j v A,,.. 
c .I 
(4 (ii) (iii) 
FIGURE 1 
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Clearly Pr[A.Y,.] = pe. For each x there are (n - v),. = nr + O(n”- ‘) y which 
split into equivalence classes of size c1 under the automorphisms of H 
fixing R. When y, y’ are equivalent A,,., A,,.. are identical events. For each 
.Y we shall consider A\.V A,,. to represent the disjunction over (n - r)c/c, = 
IZ~/C, + O(n”- ‘) y, taking one from each equivalence class. Define an event 
B, by 
B,= VA,,. =/jA,,.. 
[ 1 ? .I 
The Correlation Inequality of Section 1 gives 
n WA,,.1 B PrCB,I 
Here the summation is over all y = (JJ,, . . . . y,), y’ = (y;, . . . . yh) with 
y n ~1’ # 0, where we let y n y’ denote the set intersection {y,, . . . . y,} n 
{ y; , .,., y:,). From (*) 
n Pr[A,.] = (1 - p’) ** [n’/c, + O(nL’p ‘)I 
- exp[ -pent/c, + O(p’n’-‘)I 
-exp[ -In(n’/c,i)] = criVfn’. 
We split the summation according to s = 1 y n y’l. There are O(n2’-‘) 
pairs y, y’ with a given s. Given such y, y’ Pr[A,,. A A,,..] = p”, where a is 
the total number of edges in the two extensions y, y’. Then a = 2e - f, 
where f is the number of edges in both extensions. Such an edge must be 
part of the s point subextension y n y’. When s < v then f/s < e/v since, 
critically, (R, H) is strictly balanced. When s = u we must have f/s < e/v, as 
otherwise y, y’ would be equivalent, and so again f < e. For each s, 
c Pr[A,. A A~~,..]=O(n’“~“p”~‘)=n”“~/~Jpf=O(l) 
I?.“J’( =s 
asp=n pcie+“‘1). Hence the total sum is o(l), exp(o(1)) N 1, and 
Pr[B,] - c,l/n’. 
Let Z, be the indicator random variable for B,Y. Say x = (x,, . . . . x,), x’ = 
(x’, , . . . . XL) are equivalent if they have the same set of coordinates and there 
is an automorphism of H which sends each X, to xi. When x, X’ are equiva- 
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lent Z, and Z,Y, are identical. Set Z = C Z,, the sum understood to contain 
precisely one x from each equivalence class. Then Ext(R, H) holds exactly 
when Z= 0. There are (n),/c, w  d/c2 addends, ,!?(I,) = Pr[B,X] N c21/n’, so 
linearity of expectation gives E(Z) N A. We shall show that the distribution 
of Z is asymptotically Poisson. 
Claim. Let 1 be any fixed integer. Then for any pairwise inequivalent 
x’ . x’, 
E[Z.,, . . Z,,] - (c-,2/d)‘. 
ProoJ 
E[Z.y~ . . Z.,,] = Pr[B,l A . . A B,,] 
=pr[jil px!L.j> 
where one y is taken from each class, as in B,. The Correlation Inequality 
gives 
LizI ,’ _I i=l > 
= (1 - p’) * * [tn’/c, + O(nl’- ‘)I 
- (c21./n’)‘. 
For the upper bound it is convenient to consider A, A-;A,zY, where A* 
is over 4’ satisfying y n (x’ u . . u x’) = 0. The conjunction is still over 
tn’/cl + O(dp ‘) terms and the Correlation Inequality gives 
6[r!Pr[~.~~,llexp[2~Pr[A..l~hA,.,,lj 
- (cZi/nr)’ exp 2 1 Pr[A,,,. A A,,.,.,] 
i I 
, 
where the summation is over all pairs .Y’Y, x/y’ with overlapping edges. It 
suffices, then, to show that the summation is o( 1). As there are a finite 
number, t2, of pairs i, j it suffices to show 
c Pr[A,, A A,,,,] = o(l 1 
.I’. 1.’ 
for any fixed i, j. 
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When i = j this was already shown in bounding Pr[B,]. When i #j we 
again duplicate our previous argument. The restriction to A* forces 
(~1 u y’) n (x’u x’) = 0. When ( y  n y’( = s < u, we have Pr[A,,,. A A,,,..] = 
p” with a = 2e -f and f/s <e/v as before. When s = v, f  < e as xi, xi are 
inequivalent. For each s the summation over ( y  n $1 = s is o( 1) and the 
claim is shown. 
The approximation by the Poisson distribution is now standard, we out- 
line the case Pr[Z = 01. For any u the Bonferroni inequalities give 
7”i 1 
,:. (-l)‘S,<PrCZ=O]~ f (-l)‘S,, 
1=0 
where S, = C E[1.,, ... I,]. For each fixed t the claim yields 
St- 
nr/cz 
i > 
t (czi/nr)’ - A’/t! 
As lim, S, = 0, 
Pr[Z=O]+lim F (-l)‘/t!=epi, 
” r=O 
completing the proof. 
Note. The case R= 0 was given by Bollobas and, independently, by 
Karonski and Rueinski. We paraphrase from Bollobas’ “Random Graphs,” 
Chapt. IV, Theorem 1: If H is a strictly balanced graph with v vertices, e 
edges, and c automorphisms and p = p(n) satisfies n’p’/c= 1. then the 
probability that H is a subgraph of G approaches e-“. 
3. BALANCED GRAPHS 
When (R, H) is not strictly balanced the sharp threshold function dis- 
tribution of Ext( R, H) appears quite difficult, as it is even in the classic case 
of R null, and we give a somewhat weaker result. 
DEFINITION. The maximal average degree of a rooted graph (R, H), 
denoted m = mad(R, H), is the maximal density (dens(R, H)) over all 
subextensions (R, S) of (R, H). 
Note that when (R, H) is strictly balanced mad( R, H) = dens( R, H), and 
the maximum is achieved only at the full extension. A rooted graph (R, H) 
is balanced if and only if mad(R, H) = dens(R, H). We call a subextension 
(R, S) primal if dens(R, S) = mad( R, H). We call (R, S) grounded if there 
296 JOEL SPENCER 
is at least one edge between a root and nonroot (though some roots may 
be isolated). 
Note. We are guided in these definitions by the classic work of Paul 
Erdos and Alfred Renyi on the threshold function for the appearance of 
subgraphs. Define dens(H) = dens(q5, H) = e/v, where H has v vertices and 
e edges. H is strictly balanced if all subgraphs H’ have dens(H’) < dens(H) 
and balanced if all subgraphs H’ have dens(H’) <dens(H). The graph 
“& + a tail” (i.e., K4 plus one vertex joined to one of the four points) is not 
balanced as KY has higher density. In those cases, the appearance of H is 
governed by the appearance of that subgraph (here K4) of highest density. 
When there are several such subgraphs the situation can become complex. 
Similarly, Ext(R, H) is governed by the primal subextensions Ext(R, 9’) 
but when there are many such the situation can become complex. 
THEOREM 2. Let (R, H) be a rooted graph with m = mad(R, H), 6 = l/m: 
(a) I f  no Primal subextension (R, H) is grounded then p = n--6 is a 
threshold function for Ext(R, H) in the sense that 
Zf p/ne6 -+ 0 then Pr[Ext(R, H)] + 0 (3.1) 
Zf p/n-” -+ CC then Pr[Ext(R, H)] 4 1. (3.2) 
(b) v there are grounded primal subextensions and s is the smallest 
value of edge(R, S) over all such subextensions then p = n-‘(ln n)ifs is a 
threshold function for Ext(R, H) in the sense that there exist 0 <E < K SO 
that 
Zf p = En.d(ln n)“” then Pr[Ext(R, H)] + 0 (3.3) 
Zf p = Kn-6(ln n)“’ then Pr[Ext(R, H)] -+ 1. (3.4) 
EXAMPLES (Fig.2). In Tree House mad(R, H) = 6/4 and x,, v4, ys, y6, 
y, is the only primal extension. Part (1) applies; p = n-2’3 is the threshold 
function, In Union Jack mad(R, H) = 3/2, both x1, y,, y,, y6, y, and all 
of H are primal, only S = H is grounded. Part (b) applies; p = n-“3(ln n)1’9 
is the threshold function. 
We first prove (3.1). Let (R, S) be primal, hence not grounded, and let 
H* be the restriction of H to S-R. Then H* has v vertices, e edges 
with e/v =m. The expected number of copies of H* in G(n, p) is 
(n)Upc-n’b’ --f 0 under the assumption. If Ext(R, H) then there is a copy 
of H* but this occurs with probability at most the expected of number of 
copies. Thus a.a. Ext(R, H) does not hold. 
The following result, a straightforward application of the second moment 
method, will be useful in the remainder of the proof of Theorem 2. 
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Y4 Y5 Y5 
Y3 Y6 Y4 
YZ Y3 
Yl 
r ” 
YG 
Y7 
Y2 
Yl 
Xl 
(i) Union Jack 
1 
Xl 
(ii) Tree House 
FIGURE 2 
LEMMA 3. Let H be a graph with v vertices, e edges, and c 
automorphisms. Let m = mad(Qi, H) be the maximal ratio of edges to ver- 
tices over all subgraphs of H and let 6 = l/m. Let p = p(n) satisfy pn6 + 00. 
Let X be the number of subgraphs H in C(n, p). Then 
X - n’b”Jc a.a. 
Proof. Clearly E(X) ~n”p“/c, it remains to show Var(X) = o(E(X)*), 
whence the lemma follows from Chebyschev’s Inequality. For each distinct 
v-tuple from V(G) x = (x,, . . . . x,) up to automorphism let I, be the 
indicator random variable of x giving a copy of H. Then 
x = c 4 and E[X’] = 1 E[Z,Z,.] = i 
.s=o ,,n:, =., ECzyz,zl. 
For each positive s there are O(n’“-” ) possible x, x’. Any s vertices contain 
at most sm edges so E[Z,Z,.] 6~?--‘~. When s = 0 there are asymptoti- 
cally (n”/c)’ pairs x, x’ with all E[Z,Z,.] = p”. Thus 
E[X*] = (n’p’p’/c)2 (1 + o(l))+ C O(n*“-“p”-““) 
s= I 
and 
Var(X) = E[X’] - E[X]’ = o(E[X]*). 
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Now we show (3.3). Let (R, S) be a grounded primal extension of mini- 
mal size, with u = vert(R, S), s = edge(R, S), nz = mad(R, S) = dens(R, S) = 
s/u, 6 = urn, r = lR(. It suffices to lind s > 0 so that 
Ifp=an-“(ln r~)“~‘then Pr[Ext(R, H)] -+O. (3.5) 
For convenience we ignore the other vertices and assume V(H) = S. If 
(R, S) has no proper primal subextensions then it is strictly balanced and 
(3.5) follows from the much stronger Theorem 1. Complications arise 
when, as with Union Jack, there are proper primal subextensions. These, 
by the minimality of S, cannot be grounded. 
Let H* be the restriction of H to S-R. Let s’ be the number of edges 
from R to S- R so s’ > 0 and H* have v vertices, s - s’ edges. Let c be the 
number of automorphisms of H fixing every root x E R. We prove (3.5) for 
any E satisfying sJ < c/(r + 1 ), though this is surely not best possible. Fix 
such an E and let ?/ satisfy E’/C < y < l/(r + 1). Let V be the vertex set of 
G(n, p). For 1 d id nY fix disjoint sets Ri of size r with specific orderings 
x’,, . . . . XL. Let C= IJ Ri so that ICI = t-n?. Let Ext*(R, S) be the statement 
that every Ri may be extended to S by some Jj,, . . . . Y~,E V- C. We first 
show that this a.a. fails. 
We build G(n, p) in two stages, first on V-C and then on all other 
edges. After the first stage Lemma 3 gives that a.a. there are asymptotically 
nip’ -“‘/c copies (yl, ..,, .v,) of H* (note that the density of H* is strictly 
smaller than the density of (R, S)), where two u-tuples with the same 
underlying set are considered equivalent if the same edges from Ri would 
give H. Let l<:j<u-n “P”~“‘/c index these copies. Now fix the results of 
the first stage. In the second stage, let A,, be the event that thejth copy of 
H* extends Ri. Then Pr[A,j] = p”. Let Bi denote A Jii, i.e., that Ri is not 
extendable in V- C. 
The Correlation Inequality gives 
Pr[B,] 3 (1 - p”‘)” 
=exp[(l +O(l))npps/c] 
=I2 -(I +o(l)k’/~ 
But since the Rj are pairwise disjoint, the events Bj are mutually indepen- 
dent 
Pr[Ext*(R, S)] = Pr 
1 n; 
<exp[ --n 6 - ET/C. + 01 I’] = ()( 1 ). 
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For Ext*(R, S) to fail while Ext(R, S) there must be a copy of H with 
at least r + 1 points in C. The expected number of such copies is bounded 
by 
u+r ( > n6(r+l,nL’-I 3- P -* cS(r+l)bl+~ll)- r+l -41) 
so a.a. Ext(R, S) also fails, completing the proof of (3.3). 
We begin the upper bounds with some general words about rooted 
graphs. Let (R, H) be a rooted graph with m = mad(R, H). Let (R, S,) be 
a minimal primal extension. Then mad(S,, H) d m for, if not, 
dens(S,, T) > m for some T and then dens(R, T) > m, contradicting the 
definition of m. If S, # H let (S,, S,) be the minimal primal extension of 
(S,, H). Continuing in this manner we find a tower 
R=S,cS,c ..’ cS,~,cS,=v(H) 
( Si, S, + , ) minimal primal in ( Si, H) 
dens(Si, Si+ ,) d mad(R, H) 
(Si, Sj+ 1) strictly balanced. 
The last is a property of any minimal primal extension. We call such a 
sequence a tower decomposition. 
LEMMA 4. Let m = mad(R, H), 6 = l/m, and let p = np6 In2 n. Then 
Pr[Ext(R, H)] + 1. 
Proof. It suffices to show Pr[Ext(S,, S,, ,)I + 1, for each step of the 
tower decomposition. But (Si, Si+ ,) is strictly balanced so this follows 
from the much stronger Theorem 1 and the note ending Section 2. 
Note. When (R, H) is strictly balanced, the tower decomposition is 
trivial of length one. When (R, H) is balanced dens(z, y;‘, r) = mad(R, H) 
for all i. Tower decompositions (which are not necessarily unique) for the 
examples of Fig. 3 are: 
Bugle-5 6, 7, 8; 9 10; 1, 2, 3, 4 
Bayonet-5 6, 7, 8; 1, 2, 3,4; 9, 10 
Violin case-3, 4, 5, 6; 1, 2; 7, 8, 9, 10 
Medal-l 1, 12, 13, 14; 7, 8; 9, 10; 56; 1, 2, 3,4, 5, 6 
Coat of arms-7, 8, 9, 10; 11, 12; 13, 14; 15, 16; 17, 18; 5, 6; 1, 2, 3, 4. 
Here elements up to the ith semicolon are added to x1 to form x. 
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LEMMA 5. If (R, S) and (R, S’) are primal s&extensions of (R, H) then 
so are (R, Sr\S’) and (R, Sus’). 
Proof Set m = mad( R, H) = dens(R, S) = dens( R, S’). Then dens( R, SnS) 
< rri so by Inclusion-Exclusion dens( R, S u S’) 3 m hence dens( R, S u S’) 
= nz and therefore dens( R, S n S’) = m. 
In particular, the union of all primal subextensions of (R, H) is a sub- 
extension (R, H*) which is also primal. We call this the maximal primal 
extension of (R, H). When H* #H, mad(H*, H) < mad(R, H) as, other- 
wise, some dens(H*, H**) 3 m so that dens(H, H**) B m, contradicting 
the maximality of H*. 
Now we show (3.2). Let H* be the maximal primal extension of (R, H). 
As mad(H*, H) < mad(R, H), Lemma 4 gives Pr[Ext(H*, H)] + 1. We 
are assuming that no primal subextension is grounded, hence (R, H*) is 
not grounded. Let H be H* with the roots removed. Split V(G) into r + 1 
sets of size n/(r + 1). By Lemma 3, a.a. each set has a copy of H* so given 
any x,, . . . . x, there is a copy of H- vertex disjoint from them and so 
Ext(R, H) holds. 
Finally, we come to (3.4). Let H be maximal primal. As with (3.2) it 
suffices to show Pr[Ext(R, H*)] + 1. For convenience we rewrite with 
H = H*. That is, we will assume m = mad(R, H) = dens(R, H), 6 = l/m. 
Still, the situation may become quite complicated as Union Jack and the 
further examples of Fig. 3, all with m = 3/2, demonstrate. 
Remark. For arbitrary (R, H) with H* maximal primal, Lemma 2 gives 
Pr[Ext(H*, H)] -+ 1 for p=n -‘+ “(‘). Hence the threshold distribution 
functions for Ext(R, H) and Ext(R, H*) are the same. In particular, if 
(R, H) has a unique primal extension then the threshold distribution func- 
tion for Ext(R, H) is given by Theorem 1 or the note concluding Section 2. 
A direct argument for (3.4) is somewhat cumbersome and it is con- 
venient to study a different model that allows for greater independence. 
Recall that (R, H) is fixed with vertices x,, . . . . I, y,, . . . . y,. Let 
C,, . . . . C,, D,, . . . . D, be disjoint sets, each with n vertices, and let G*(n, p) 
denote the random graph on their union with edge probability p. We say 
G*(n, p) has properly Ext*(R, H) if for all X, EC,, . . . . X,E C, there exist 
y, ED,, . . . . yI, E D, giving graph H in the prescribed order. (As before, edges 
between the X’S are disregarded and G*(n, p) may have extra edges.) We 
shall show that for some K, 
Ifp = Kn-“(ln n)“’ then Pr[Ext*(R, H)] --f 1. (3.6) 
This implies (3.4). For suppose (3.4) false, fix K’> K(r + 0)-a and assume 
l& Pr[not Ext(R, H)] > E. On C, u . . u D,. (altering n to n(r + u) and K’ 
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FIG. 3. i represents y, 
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to K) with probability at least E there are x1, . . . . x, with no extension 
? 1, .,., yL,. The choice of x, , . . . . x, is uniform over all r-sets of C, u . . u D, 
so with probability at least s/(r + o)’ there are x, E C,, . . . . X, EC, with no 
extension, hence i& Pr[not Ext*(R, H)] 3 &/(r + o)~> 0 which would con- 
tradict (3.6). 
To catch our breath, we want now to prove (3.6) under the assumption 
that (R, H) is grounded with dens(R, H) = mad(R, H) = m, S = l/m. 
While our goal is (3.6) we first prove some tight bounds on the number 
of subgraphs and extensions that are of independent interest. 
LEMMA 6. Let (R, H) be a strict@ balanced graph with r = [RI, v = 
vert(R, H). e = edge(R, H), 6 = u/e. Let C,, . . . . C,, D,, . . . . D, be disjoint sets 
of size n and let G*(n, p) be the random graph on their union with edge prob- 
ability p = n ~ ‘2, where 2 = K(ln n)‘, K, c positive constants. Fi.u x, E 
C, , . . . . x, E C, and let Y denote the maximal number of pairwise disjoint 
e.xtensions (y I) . . . . /I~). Then for all E > 0 there exists 6 > 0 so that 
Pr[Y<(l-c);I’or Y>(1+s);1’]<(1-8)i’. 
Proof: For any s we bound 
Pr[ Y = s] ,< :” 
0 
(p’)” R(s). 
The first factor is the number of possible s-sets y’, . . . . y’ of extensions; the 
second is the probability that they are all extensions and we let R(s) be the 
probability that no z disjoint from their union is also an extension. For 
s 2 31’ we use only that R(s) < 1 so that (with Z = 2.71X..) - ” P 
Pr[Y=s]d en [ 1 
s 
Q (F/3)” 
S 
and, summing over s 3 3A’, 
Pr[ Y Z 3%‘) = 0( (S/3)3”‘) < 0.9”?. 
Otherwise, setting s = ?I.‘, 
, e 
Pr[Y=s]d F 
[ 1 
5 
,-WI+“““< [gY-lr-j’+o(*)]“‘. 
The continuous function y(v) = e” - ’ y j, is maximized at y = 1, y = 1 so that 
( y - 11 > E implies 
Pr[Y=s]<(l-6’)” 
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for some positive 6’. Thus 
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Pr[Y<(l-c)Ae]+Pr[(l+c)/Ze< Y<3Ae]+Pr[3A’< Y] 
for any 6 < min(0.1, 6’). 
LEMMA I. Let H be a balanced graph with v vertices, e edges, 6 = vJe. 
Let C,, . . . . C, be disjoint sets of size n, G*(n, p) the random graph on their 
union with edge probability p = n pdA, I = K(ln n)“, K, c positive constants. 
Then, a.a. 
(i) If H,,c H, c H, both primal, with (H,,, H,) strictly balanced then 
from every cop-v of H, all extensions to H, are disjoint. 
(ii) The intersection of any two copies of H is either null or a primal 
subgraph of H. 
(iii) If H,c H, c H, both primal, with e,, e, edges, respectivelWy, then 
every copy of H, has (1 + o( 1)) 2” ~ Q extensions to H, . 
Note. We use here only that I, = A(n) --f cc and 2. = n”“‘. 
Proof. (i) If copies Hi u H;’ of H, intersected in a set X containing H, 
as a proper subset then dens(X, Hi) > e/v so that Hi u H;’ would have 
density strictly greater than e/v but a.a, G*(n, p) contains no such graph. 
(ii) If copies H’, H” of H intersect in X with X having density strictly 
less than e/v then H’ u H” would have density strictly more than e/v which 
a.a. does not occur in G*(n, p). 
(iii) It suffices by induction to show (iii) when (H,, H,) is strictly 
balanced. The expected number of copies of H, is Ieo. Conditioning on 
H,G*(n, p) remains random on H, - H, (illustrating the convenience of 
this model) and the number of extensions to H, (as by (i) they must be dis- 
joint) is given by the distribution Y of the last lemma. Hence the expected 
number of H, for which j Y - A” - ‘“1 < sAPI - e” is less than A”( 1 - 8)“‘-‘* = 
41). 
Note. Case (iii) includes HO = 0 so that every primal H’ with e’ edges 
appears asymptotically I” times. 
We now return to (3.6). The extension (R, H) is balanced and grounded 
with r roots, m = mad(R, H) = dens(R, H), 6 = l/m. Let B be the union of 
all Vc H - R with density m so that B has density m by Lemma 5. Recall 
G*(n, p) is defined on the union of C,, . . . . C,, D,, . . . . D,.. For convenience, 
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let D,,., i, . . . . D, correspond to the vertices of B. That is, B has (v - w) ver- 
tices and nz(v - M’) edges. We first examine G*(n, p) on D,v+ I u . ‘. u D,. 
Almost always Lemma 7 is satisfied. Now fix G*(n, p) on those points 
satisfying Lemma 7 so that G*(n, p) remains random on all other edges, 
again illustrating the convenience of this model. Let 98 denote the set of 
copies of B. 
Fix -xl E C,, . . . . X, E C,. For every y = (y, , . . . . y,,) and b E 49 let A ,,[I be the 
event that y, p give an extension H and let Z,,.8 be the corresponding 
indicator random variable. Set 2 = C ZXs. Our goal now will be to show 
Pr[Z= 0] = o(Kr). (3.7) 
Note that 2 = 0 is the event that xi, . . . . X, have no extension to H and as 
there are ~1” possible pi, . . . . X, then (3.7) implies that a.a. every xi, . . . . s,. has 
an extension, giving (3.6 ). 
We show (3.7) using the Extended Correlation Inequality. There are 
n”‘4’, A m(c-‘V’fl E 2? (Lemma 7) Pr[A,,<] = p”“‘, so 
E[Z] = ;1 m,c w’)nnjfn,,’ = 2”“. 
Now we hound, in the context of the Extended Correlation Inequality, 
Fix Y, c Y, B, c B and consider the above sum when we restrict to 
y n y’ = Y,, fi n fi’ = B. From Lemma 7 we may assume BO is a primal set. 
We may assume Y, = 0 as otherwise A,,,, A,.,fl, are independent. Say 
(R u B, R u B v Y,) has a vertices and b edges. As mad( R, H) = m, b < ma. 
When b<ma Pr[A?, A A,,.B.] <p2mn’-b and there are n2”‘-“+““’ pairs 
yp, y’p’ (as there are only n”“’ choices for /3) so the sum is 
n P- 2n’ 7m”‘no(‘)/nupb = o( 1). Now suppose b = ma, i.e., (R v B, R u Bu Y) is 
primal. If there is any [v,b}EE(H) with ,vEY, bEB, b$B, then 
Pr[A,./, A Ays8.] < pZm* ~ mu+ I and there are n2” ~ ’ + ‘(’ ) pairs ya, y’/?‘, so 
again the sum is o( 1). Now b = mu and, furthermore, all edges from Y to 
B go to B,. 
Suppose Y has u vertices and therefore ma edges and B, has c vertices 
and, since it is primal, mc edges. As (R, R v Yu B,) is grounded and 
primal, m(a + c) 2 s. There are n2n’+n choices of y, y’ with y n y’ = Y. There 
are 2 2m(cp’V)--m’ choices of 8, b’ with pnP’= B,. (There are Jrn(‘-“)p~ B 
and every copy of BO is extendable to 2”‘(’ ~ ‘I- - ‘)/?‘ E &?.) For such pairs 
Pr [ A,&A,z8,] = pzmn ~ mu. Thus the summation over these terms is at most 
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The full summation (*) splits into a constant k number of terms, where k 
depends only on (R, H), so the full summation is at most klb2”“E,m~“. Apply- 
ing the Extended Correlation Inequality, 
Pr[Z=0]<exp[-(I~““)2/(kE.2”‘“L-“)] <exp[-A”/c]=npK’l” 
as L = K(ln n)li.‘. We select K so that K”/k > r, completing the proof. 
