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CHAPTER 1
Introduction
1.0.1. The basic problem and relationship to other fields. One of the main
problems inmathematical analysis is the relationship between linear and nonlinear
objects. In particular, many basic and beautiful ideas and examples arise by con-
sidering what is the large-scale nonlinear behaviour that an object, which at small
scale can be approximated as linear, can have. As an example one can keep inmind
the relationship between the derivative of a function and its “global” behaviour: it
is clear that if we put some restrictions on the possible derivatives, then the global
behaviour will be affected, but the way this happens is usually not immediately
apparent.
The way for describing problems of this kind formally, is by introducing the no-
tion of a (partial) differential inclusion, by which we mean that we are imposing a
constraint on the partial derivatives of an unknown function. For example, in the
case of functions f : Rn → Rm, we consider a subset K ⊂ Rm×n (possibly depending
also on the point x ∈ Ω ⊂ Rn and on the value f (x)), and we look for solutions of:
∇ f (x) ∈ K almost everywhere in Ω.
In the case when K is given by an algebraic set (which actually happens quite often
in the more geometric settings), also the term differential relation is used.
The connections with physics and engineering are immediate: if the atoms of
a material make certain (crystalline) configurations impossible (or less probable
than others) then a restriction on the microscopic behaviour of the material will
result, which can bemodelled using differential inclusions. The mathematical part
of the theory will then be expected to be able to make predictions about the global
(i.e. large-scale) behaviour of the material. We can then find mathematical expla-
nations for the material’s responses to stress, strain, electromagnetic fields, or for
shape-memory effects.
Another related problem is the one where we consider an evolving system, whose
motion allows only for certain directions (in the phase space). Therefore also the
theory of optimal control is connected to the one of differential inclusions (see for
example the old paper by Filippov [23]).
Moreover, a particular type of differential relations are differential equations, at
least when we look at them from the more physical viewpoint, i.e. we see them as
prescriptions (restrictions) for the small-scale behaviour of the unknown functions.
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1.0.2. Historical precedents: the relationship with geometry. The modern
theory of differential relations is due to the works of Kuiper and Nash ([32], [41])
and Smale ([48], [49]). Nash gave the proof of the fact that C1 immersions (em-
beddings) f : Mn → Rn+2 of n-dimensional manifolds in the (n + 2)-dimensional
euclidean space can be approximated by isometric immersions (embeddings), un-
der the natural condition that they are “strictly short”, i.e. that they shrink the
metric: this is to be contrasted with the rigidity theorem of Cohn-Vossen [12] stat-
ing that any isometric C2 immersion f : S2 → R3 of the sphere with the constant
metric in R3, is congruent to the canonical one; Kuiper extended Nash’s results
from Rn+2 to Rn+1; the papers of Smale classify differential immersions of spheres
(and they contain the famous sphere eversion theorem).
These results about C1 embeddings were put in a solid geometrical framework
and extended to other cases mainly by Gromov ([24], [25], but see also the books
[26] and the more introductory [21]). Gromov introduced the theory of convex
integration, which originally dealt with the problem of the existence of C1-solutions
of a differential relation which C0-approximate some given function. The name
refers to the fact that in many cases, the solutions for a differential relation where
the gradient of the unknown function has to be in a convex set K, can be approxi-
mated in C0 norm by functions whose gradient stays only near the extremal points
of K. Another more general geometric notion, also introduced by Gromov, is the
so-called h-principle, (where the “h” means “homotopy”), which says that under
certain hypotheses, our C0-approximant can be chosen to be homotopical to the
approximated function.
1.0.3. Convex integration for Lipschitz mappings. The analytically more in-
teresting aspects of convex integration appear as soon as the case of Lipschitz
functions is considered, instead of the case of C1 functions. We can then still apply
ideas similar to those of Gromov but clearly, since the derivatives are not assumed
to be continuous anymore, more oscillating behaviours will be possible. Therefore
the aspects which aremore natural to investigate are quite different from the study
of the h-principle.
1.0.3.1. Rigidity. Since the very beginning (see Section 4.1), we see that there
are still some rigidities to take care of, i.e. not all probability measures on matrices
are realizable as the gradient distributions. If wewant measureswhich are sums of
two Dirac measures, for example, the relative matrices must then have a difference
of rank one. Similar rigidities arise with three gradients, (see [36], Section 2), and
the cases of 4 and 5 gradients have been also studied (see [10] and [30]). We show
(in Section 4.1.1) that the same rigidity is not available if we deal with BV instead
of Lipschitz functions. The reason is basically that we can use the cantorian part
of the derivative to avoid this rigidity.
1.0.3.2. Permitted gradient distributions. If wewant to know how far the rigidity
goes, we have to study two different aspects. The first one is the question about
which are the gradient distributions whichwe are actually able to construct: in this
case we have a basic construction (described in Section 4.3) to start with, which can
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be iterated and gives (after taking the weak*-limit of the measures, see Proposition
4.3.3 for a full statement) the class of the so-called prelaminates (see Definition 3.2.1).
The second aspect is the study of the compactness of our solutions: we introduce
to the so-called gradient Young measures, which are treated in Section 3.6, based
essentially on [27]. Basically they describe the possible weak*-limits of gradient
distributions of convergent sequences of Lipschitz functions. If we keep in mind
this natural way in which they arise, it is not a surprise that gradient Young mea-
sures are naturally connected with the Calculus of Variations (they are indeed in
duality with the quasiconvex functions, via a Jensen-type inequality).
1.0.3.3. The importance of extremal points. A basic fact that was possible in Gro-
mov’s theory (stated in the Lipschitz language), is to approximate gradient dis-
tributions supported inside a set A by gradient distributions supported in the
extremal points of A. Finding out that the same is true in the Lipschitz case is
one of the main achievements of the theory, and one of its most useful part in
applications. The problem in this case is that more sophisticated definitions of
extreme points are the natural ones. They are briefly dealt with in Section 3.8, and
the useful statements for the differential inclusions setting are given in Section 4.5
(where the results are related to the setting of gradient Young measures and of
quasiconvexity and we follow the methods of Sychev and Mu¨ller [39]) and in Sec-
tion 4.6 (where the argument presented by Kirchheim in [28], based on a stability
property of gradients, is explored).
1.0.4. Connection with Compensated Compactness and the Euler equation.
In [54], and in [55], Tartar found a condition for compactness of constrained sys-
tems of linear equations (see Section 5.1). Basically, we can say that if we have
compactness, then the constraint does not contain directions along which solu-
tions can oscillate. Also being a gradient can be equivalently expressed by the
zero-curl condition, so a differential inclusion is equivalent to a system of linear
equations coupled with a constraint. Therefore Tartar’s framework is in a certain
sense a generalization of the differential inclusions problem. The absence of per-
mitted directions for oscillations however does not guarantee compactness, as a
counterexample known under the name of “Tartar square” shows (see Example
3.7.10).
This different point of view of differential inclusions is applied to the Euler equa-
tions in two groundbreakingpapers byDe Lellis and Szekelyhidi ([16], [17]), which
we discuss in Section 5.3. Their construction uses a version of the stability method
ofKirchheim, andapplies it in order to obtainweak solutions of the Euler equations
with compact support, and satisfying particular energy conditions (see Section 5.4).
Similar kinds of solutions are not new: they date back to the thesis of Scheffer [45]
and the simpler constructions of Schnirelman of [46] (summarized in Appendix B)
and of [47]. However, the differential inclusions method makes constructions of
weak solutions possible in any dimension, unlike the previous approaches, which
treated only dimensions 2 and 3. They also provide shorter proofs.
6 1. INTRODUCTION
1.1. Overview of this work
We are going to describe the theory of differential inclusions with special emphasis
for the aspects which are more related to the application to the Euler equations.
In Chapter 2, we state some basic theorems about the Baire category theory, which
is the most mysterious tool used in the articles by De Lellis and Szekelyhidi. A
tool which shows the (not very popularized) constructive aspects of this theory is
the so-called Banach-Mazur game (Section 2.2).
In Chapter 3 we describe the classes of measures which arise in the differential
inclusions theory. They are basically related to different weakened versions of
convexity for functions, described in Section 3.1. We collect here the proofs that
the different notions of convexity are distinct, andwe only skip the proof contained
in [2]. In Section 3.2 we introduce classes of semiconvex measures, and in Section
3.3 we state a Carathe´odory type theorem. Then in Section 3.4 we state a theorem
(see 3.4.6) describing smaller classes of measures which approximate the previous
ones. The case of gradient Young measures is treated in Section 3.5, and the case of
D-convexity in Section 3.6. These sections give the opportunity to describe basic
facts about these two classes of measures. We then treat extreme points notions
in Section 3.7. Section 3.8 instead, deals with stability and structure results for the
rank-one convex (and D-convex) hulls of sets. We also describe the properties of
the Tartar (or “T4”) configuration, for later use in Appendix A.
Chapter 4 starts with the explanation of the origin of the notion of rank-one con-
vexity, and in Section 4.1.1 we show that the case in which we consider BV instead
of Lipschitz functions does not present the rigidity properties. In Section 4.2 we
describe a construction that very often appears in the differential inclusions theory,
and in Section 4.3 we show how to use it in order to cover essentially all the known
constructions of gradient distributions for piecewise affine functions. In Section 4.4
we show how we can deal with some restrictions on our permitted gradients: we
try to isolate the properties of our gradient sets which play a role in this case (see
Definitions 4.4.2 and 4.4.4 are new). We describe in detail what happens if we try
to repeat the constructions of Section 4.3 using only symmetric matrices (Section
4.4.1) or only matrices where the determinant of some submatrix is fixed (Section
4.4.2): in this second case we use a beautiful argument by Mu¨ller and Sˇvera´k [37],
based on an article of Dacorogna and Moser [15].
Section 4.5 is based on the article by Mu¨ller and Sychev [39], where a condition for
approximating a function with some gradient distribution by functions with fewer
gradients is established, and the natural choice of this smaller set is seen to be the
set of quasiconvex extremal points of the initial set.
Finally, in Section 4.6, we describe the stability theory for gradients, introduced by
Kirchheim in [28]. We tried here to extend this theory as far as possible. Then,
Section 4.7 states general theorems about how far we can go in the differential
inclusion theory with the tools furnished here. We try to use there a formalism
similar to the geometric one of Eliashberg and Mishachev [21].
The motivation of our work is the content of Chapter 5: here we describe the
results of De Lellis and Szekelyhidi, i.e. how applying the methods developed
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in the setting of differential inclusions allows to find weak solutions for the Euler
equations, satisfying some nontrivial constraints. We describe Tartar’s theory of
compensated compactness in Section 5.1, while in Section 5.2 we give a brief intro-
duction to the Euler equations, and to the interplay between the two settings (in
Section 5.2.1). In Section 5.3, mainly based on the original article [16], we describe
the possibility of applying the results from Chapter 4 for producing the compactly
supported Euler solutions. Section 5.4 deals instead with a refinement which came
in [17] and permits weak solutions (with compact support and) to which a pre-
scribed energetical behaviour is prescribed (solutions with constant or decreasing
energy are possible).
In AppendixAwe describe how to use the Tartar square and arguments of Chapter
3 in order to produce non-regular weak solutions to some second order nonlinear
PDEs. We suggest a slightly different approach from the original article by Mu¨ller
and Sˇvera´k [38], but the results are taken basically from there.
We also give a summary of the preceding approach (taken from the article [46]
of Shnirelman) to the results of Section 5.3, in Appendix B.
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CHAPTER 2
Baire Category Theory
This section is inspired by [43], [6] and [8]. The use of the Banach-Mazur game in
the setting of differential inclusions is present in [29].
2.1. First definitions
Let E be a topological space.
Definition 2.1.1. A set S ⊂ E is called nowhere dense if it fails to be dense in every
open subset of E: that is, for every nonempty openU ⊂ E there is a nonempty open
V ⊂ U \ S.
S is then nowhere dense if and only if its closure S¯ has empty interior; a finite union
of nowhere dense sets is also nowhere dense; the topological boundary of a closed
set or of an open set is nowhere dense.
Definition 2.1.2. A set A ⊂ E is called of first (Baire) category if A is a countable
union of nowhere dense sets. A set that is not of first category is called of second
category. The complement of a first category set is called residual.
Residual sets are then sets which can be expressed as countable intersections of
sets with dense interior. If a set is first category, then all its subsets are.
In some sense the sets of first category are “small” (they are also calledmeagre sets
because of this) and the sets of second category are “large”. We will show this
using a description introduced by Banach and Mazur.
2.2. The Banach-Mazur game
Let X be a metric space.
Suppose that there is given a subclass E of the subsets of X having nonempty
interior, such that each open set is contained in some member of E. Suppose that
there are given two sets A ⊂ X and B = X \A. The game [A,B] is played according
to the following rules: two players (A) and (B) alternately choose sets
(2.2.1) U1 ⊃ V1 ⊃ . . . ⊃ Un ⊃ Vn ⊃ . . .
from the class E, with (A) choosing the Ui’s and (B) choosing the Vi’s, numerably
many times. Such a nested sequence is called a play of the game. The player (B) is
declared winner if
(2.2.2)
∞⋂
i=1
Vi ⊂ B,
while otherwise (that is, if
⋂∞
i=1Vi ∩A , ∅) the winner is (A).
To be more precise, we will call a strategy for (B) a sequence of functions β =
{
βn
}
9
10 2. BAIRE CATEGORY THEORY
giving for any sequence (U1,V1, . . . ,Un) of members of E as in (2.2.1), a new
member:
V = βn(U1,V1, . . . ,Vn−1,Un) ∈ E, V ⊂ Un
A play of the game (Ui,Vi)∞i=1 is called consistent with a strategy β if for all n,
(2.2.3) Vn = βn(U1,V1, . . . ,Vn−1,Un)
A strategy β is called winning for (B) if every play of the game consistent with β
is a sequence satisfying (2.2.2). If such a strategy exists, the game is said to be
determined in favour of (B).
Clearly, in order to win, (A) will hope that the setA is large, while (B) will have the
same hopes for the set B. The right meaning for the word “large” in this context
was (conjectured by Mazur and) proved by Banach to be the same as “residual”:
Theorem 2.2.1 (Banach-Mazur). The game [A,B] is determined in favour of player (B)
if and only if the set B is residual in X.
Proof:
“if” part:. Let B ⊃ ∩∞
i=1
Gi with Gi open dense sets. We then choose:
Vn := βn(U1, . . . ,Un) ⊂ Un ∩Gn,
which can be done for the properties of E and ofGn. The resulting strategy β =
{
βn
}
is then easily seen to be winning, by the definition of the Gi’s.
“only if” part:. Let β =
{
βn
}
be a winning strategy for (B). We will call a nested
sequence of members of E such as in (2.2.3) a β−chain of order n, and the interior
of Vn will be called the interior of the chain. We will now inductively construct a
sequence of dense open sets {Gn}whose intersection is contained in the set B.
Let F1 be a maximal subfamily of the β−chains of order 1 whose members have
disjoint interiors, and letG1 be the union of the interiors of the members of F1. This
open set is dense by maximality.
Then, among all the β−chains of order 2 that are continuations of some member
of F1 we choose a maximal subfamily F2 with disjoint interiors, and let G2 be the
union of these interiors. The open set G2 is again dense by maximality.
Iterating this procedure, we get a sequence of dense open sets {Gn}. If x ∈ ∩∞i=1Gi
then there is a unique sequence {Cn} of β−chains Cn ∈ Fn such that for each n, x
is in the interior of Cn. These β−chains are ordered by continuation and the limit
play is consistent with β, so it must be a winning one. Thus x ∈ B, and since xwas
arbitrary, B ⊃ ∩iGi.
As an application, we cite the following corollary, which is usually proved us-
ing directly the definitions. We give instead a proof using the Banach-Mazur
game:
Corollary 2.2.2. If the metric space X is complete and B ⊂ X is a dense Gδ set (i.e. a
countable intersection of open sets), then B is residual.
Proof: Let B = ∩mAm, where the sets Am are open. We take E equal to the family
of all closed balls, and we describe the winning strategy of player (B) in the game
[X \ B,B]: let Un be the closed ball chosen by (A) at his n-th move. Since B is
dense, B∩intUn is nonempty. So intUn ∩ An is a nonempty open set. By regularity
there exists a ball of radius less than 2−n whose closure is contained in the above
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set. We then choose that ball as Vn. We obtain that the sequence (Ui+1) refines the
Cauchy filter basis (Vi) and by completeness it has as intersection a single point x,
contained in each An, and thus in B. 
2.3. Baire spaces
Definition 2.3.1. A topological space E is called a Baire space if the following
equivalent statements hold for E:
B1. Each countable intersection of open dense sets is dense.
B2. Each countable union of closed sets with empty interior has empty interior.
B3. Each nonempty open set is second category.
B4. Each residual set is dense.
Proof of the equivalence:
(B2) is obtained from (B1) by taking the complement.
To obtain (B2)⇔(B3), observe that a set is first category if and only if it is contained
in a countable union of closed sets with empty interior (this follows from the re-
marks made about nowhere dense sets).
(B4) is equivalent to (B4’) no first category set contains a nonempty open set, which
implies (B3). The opposite implication follows since subsets of first category sets
are first category. 
The following lemma presents some direct consequences of the definition.
Lemma 2.3.2. Let E be a Baire space.
1. Every nonempty open subspace F of E is a Baire space.
2. If each x ∈ F has a neighbourhood Ux which is a Baire space, F is a Baire space.
3. If A ⊂ E is of first category, then F = E \ A is a Baire space.
Proof:
1. It suffices to observe that a set A ⊂ F is nowhere dense relatively to F if and
only if it is nowhere dense relatively to E; then the same holds for first category
sets, and we can use (B3).
2. We use again the fact that any first category set of F is first category relative to
all of the Ux. If A were open and first category in F, then (B3) would be false for
some Ux, contradiction.
3. We shall use (B4). Let B be a first category set relative to F. We observe that it is
first category also relative to E, so A ∪ B is also first category, and thus it is dense,
so B is dense in F.
The main feature of Baire spaces is given in the following:
Lemma 2.3.3. If E is a Baire space and (An) is a countable closed covering of E, then for
some n the interior of An is nonempty.
Proof: Taking the complementary, ∩Acn = ∅, so by the Baire property not every A
c
n
is dense. So we can take an n for which int(An) = (A¯cn)
c , ∅. 
Theorem 2.3.4 (Baire). 1) Every locally compact space E is a Baire space.
2) Every space E on which there exists a distance compatible with the topology of E and
defining a complete metric space structure on E, is a Baire space.
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Proof: Let An be a sequence of dense open sets in E, and let U be an arbi-
trary nonempty open set. Recursively define open sets (Gn) by G1 = G, and
G¯n+1 ⊂ Gn ∩ An (such open set exists since in both cases above E is regular). Then
the set G ∩
⋂
nAn contains ∩nGn = ∩nG¯n, so we have to prove that this last set is
nonempty.
If E is locally compact. we may suppose G¯2 compact, so that the sets G¯n form a
decreasing sequence of compact sets, and thus have a nonempty intersection.
If E is a complete topological metric space. we can choose the Gn such that their
diameters tend to 0, so that the G¯n form a Cauchy filter basis, which by complete-
ness converges to a point..
2.4. Baire-1 functions
Definition 2.4.1. f : E→ F, where E, F are topological spaces, is said to be a Baire-1
function if f is the pointwise limit of a sequence of continuous functions.
Theorem 2.4.2. Let f : X → Y be a Baire-1 function from a complete metric space X to a
metric space Y. Then f is continuous on a residual subset of X.
Proof: In order to prove the theorem, it is useful to introduce some more notations.
Let ω f (A) = sup
{
ρY( f (x), f (y)) : x, y ∈ A
}
(the oscillation of f in A), and ω f (x) =
limδ→0 ω f (B(x, δ)) (the oscillation of f at x).
Claim. The set of continuity points of f is a Gδ.
The above mentioned set can be written as:{
x : ω f (x) = 0
}
=
∞⋂
n=1
{
x : ω f (x) <
1
n
}
Take now x ∈ Wε :=
{
x : ω f (x) < ε
}
: then there exists a δ > 0 such that for all
x, y ∈ B(x, δ)we have ρY( f (x), f (y)) < ε. It easily followsω(B(z,
δ
2 )) < ε for z ∈ B(x,
δ
2 )
so thatWε is open. Thus the claim follows.
Claim. The continuity points of f form a dense set.
Here we use the definition of a Baire-1 function. Let fn be continuous functions,
pointwise converging to f . We will use them to prove that for an arbitrary open
ball B0, f has a continuity point inside B0.
The sets Anm :=
{
x : ρY( fn(x), fn+m(x)) ≤
ε
3
}
∩ B¯0 are closed, since the fn’s are contin-
uous. Thus Dn := ∩mAnm is also closed, and B¯0 = ∪nDn because of the pointwise
convergence of the fn’s. By Lemma 2.3.3 there exists an n such that Dn is dense in
some ball B(z, δ). The closure of Dn implies B¯(z, δ) ⊂ Dn. For x ∈ B(z, δ) we have
ρY( fn(x), fn+m(x)) ≤
ε
3 for all m, so in the limit ρY( fn(x), f (x)) ≤
ε
3 .
Let now δ1 < δ be such that ω fn ((B(z, δ1)) <
ε
3 , and take B1 := B(z, δ1). From the
above constructions we get, using the triangle inequality, ω f (B1) < ε. Here ε was
arbitrary.
By regularity, we can then take B1 to be closed, and obtain a decreasing sequence
of balls with radii approaching zero (since ω f is decreasing) such that Bk+1 ⊂ Bk
and ω f (Bk) <
1
k . By completeness, ∩kB¯k consists of a single point x0, which is a
continuity point for f , as wanted in the claim.
Corollary 2.2.2 now implies the thesis of the theorem.
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An important example of Baire-1 functions are semicontinuous functions.
Proposition 2.4.3. f : X → [0, 1] be a lower semicontinuous function on the metric
space (X, ρ). Then f is Baire-1.
Proof: 1. If f is the characteristic function ξA of an open set A, define gn(x) :=
min
{
1
n , inf
{
ρ(x, y) : y ∈ X \ A
}}
. It is easily seen that in this case f = sup gn.
2. In the general case, consider the open sets Ak = f
−1(] kn , 1]) for k = 0, . . . , n − 1.
Then gn :=
1
n
∑
k ξAk is lower semicontinuous and f = supn gn. But the gn are finite
sums of characteristic functions of open sets, so there exist continuous (hnm)m such
that gn = supm hnm. So f = supn,m hnm, as wanted.
Remark 2.4.4. The same construction holds if, instead of [0, 1], we take any closed
interval of the extended reals R¯.
CHAPTER 3
Different notions of convexity
In this section we recall some notions of convexity for functions defined onMn×m.
We say that two matrices A,B are rank-1 connected if rank(A − B) = 1 (equiva-
lently, there exist a ∈ Rn, b ∈ Rm such that B = A + a ⊗ b). For λ ∈ [0, 1] we indicate
the convex combination C = λA + (1 − λ)B by A
λ
→ B and we denote the segment
between A and B by [A,B] =
{
A
λ
→ B : λ ∈ [0, 1]
}
; if A,B are rank-1 connected, then
[A,B] will be called a rank-1 segment.
Definition 3.0.5. A function f :Mn×m → R ∪ {∞} is
• convex (abbreviated co) if f (A
λ
→ B) ≤ f (A)
λ
→ f (B), ∀A,B ∈ Mn×m,∀λ ∈
(0, 1)
• polyconvex (abbreviated pc) if there exists a convex function g such that
f (A) = g(M(A)), where M(A) denotes the vector consisting of all the
minors (also called subdeterminants) of A.
• quasiconvex (abbreviated qc) if for each open bounded U ⊂ Rn such that
|∂U| = 0, for each A ∈ Mn×m and for any ϕ ∈ Lip0(U,R
m) the following
Jensen-type inequality holds:
f (A) ≤
?
U
f (A + ∇ϕ(x)) dx.
• rank-1 convex (abbreviated rc) if f is convex on rank-1 segments.
Remark 3.0.6. We observe that, in order to verify quasiconvexity, we could fix the
set U. Indeed, given any another set U′ with the properties of the definition, and
a ϕ′ ∈ Lip0(U
′,Rm), we may extend ϕ′ to 0 outside U′, then rescale and translate,
obtaining a new function ϕ(x) = εϕ′( x−aε ) on V = a + εU
′: this ϕ is Lipschitz, has
the same gradient distribution on V as the one of ϕ on U, and is zero outside V.
We choose then V so that it is contained in U. We thus obtain:?
U′
[ f (A + ∇ϕ′) − f (A)] =
?
V
[ f (A + ∇ϕ) − f (A)] =
?
U
[ f (A + ∇ϕ) − f (A)].
This proves that the Jensen-type inequality of the definition holds forU, provided
it holds also for U′.
A natural generalization of rank-1 convexity is the following one (where V will be
taken =Mn×m most of the times), introduced by Matousˇek and Plecha´cˇ in [35]:
Definition 3.0.7. If D is a cone in a finite dimensional real vectorspace V (unless
otherwise specified,wewill always think ofV as anRk endowedwith the euclidean
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norm), such that span(D) = V, we say that f : M ⊂ V → R isD-convex (abbreviated
Dc) if f is convex along each segment lying insideM and parallel to some direction
contained in D.
3.0.1. Calculus of Variations facts. The notions of polyconvexity and of qua-
siconvexity come up naturally in a Calculus of Variations setting. To convince the
reader of this, we recall some related results (see the book by Dacorogna, [14]) ,
as a motivation. We don’t state yet theorems about the usefulness of the rank-1
convexity notion, leaving room for a broader discussion about them in the next
chapter.
Theorem 3.0.8. Let M :Mn×m → R be an r × r subdeterminant (i.e. a component of the
above definedM), and U ⊂ Rn be an open bounded set.
• If u, v ∈W1,p(U,Rm), p ≥ r and u = v on ∂U then:∫
U
M(∇u) =
∫
U
M(∇v).
• If p > r and a sequence u j weakly converges to u in W1,p(U,Rm) then M(∇u j)
weakly converges to M(∇u) in Lp/r(U,Rm).
Conversely, if f is a function satisfying one of the above properties of M then it is an affine
combination of minors (i.e. of the form f (A) = g(M(A)) with g affine).
Integrand functions f satisfying the first property above (i.e. such that
∫
f (∇u) depends
only on u|∂U) are called null Lagrangians.
Theorem 3.0.9. Let I(u) =
∫
U
f (∇u)dx with f :Mn×m → R continuous.
• I is weakly* sequentially lower semicontinuous (wslsc) on W1,∞ if and only if f
is quasiconvex.
• Suppose f ≥ 0 and that f satisfies the growth condition f (A) ≤ C(|A|p + 1) with
p ∈ [1,∞). In this case I is finite and wslsc on W1,p if f is quasiconvex.
3.1. Difference of the convexity notions
The fact that in general the above convexity notions are different, is proved in the
following Proposition (see [36], [50], [2]) :
Proposition 3.1.1. If n ≥ 2, m ≥ 2 then for f :Mn×m → R the following hold:
f convex
⇓ ⇑
f polyconvex
⇓ ⇑
f quasiconvex
⇓ i f f < ∞ ⇑ i f n ≥ 3
f rank − 1 convex
(what happens for the converse implication in case n = 2 is still an open problem)
Proof. Step 1. The first implication follows from the fact thatM contains the
1×1minors. Its converse is not true since in general order 2minors are polyconvex
but not convex.
Step 2. The second implication. Suppose f is polyconvex. We start by using
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Theorem 3.0.8: we have that the components of M are null Lagrangians. Then,
with the notations of Definition 3.0.5, we get:?
U
f (A + ∇u) =
?
U
g(M(A + ∇u))
Jensen
≥ g
(?
U
M(A + ∇u)
)
3.0.8
= g(M(A)).
Step 3. The third implication. Let f be quasiconvex. Take a rank-1 segment
[A,B] ⊂Mn×m and an internal point of it C = A
λ
→ B. We may suppose C = 0, A =
(1 − λ)a ⊗ b, B = λa ⊗ b. Consider the 1-periodic sawtooth function h such that
h(0) = 0 and such that h′ is equal to 1− λ on (0, λ) and to −λ on (λ, 1). Then rescale
and truncate:
uε(x) := amin
{
ε h( 1ε 〈x, b〉),dist∞(x, ∂U)
}
.
We can now take u = uε and A = 0 in the definition of a quasiconvex function, and
get: [
f (A)
λ
→ f (B)
]
= lim
ε→0
∫
U
f (∇uε)dx
qc
≥ f (0),
as wanted.
Step 4. Quasiconvexity does not imply polyconvexity.. We refer here to [2] for
the counterexample, since we are not going to use this part in this work.
Step 5. (see[50]). We need now only to prove that rank-1 convexity does not
imply quasiconvexity, in case m ≥ 2, n ≥ 3. Consider the function w : R2 → R3
given by:
w(x) =
1
2π

sin 2πx1
sin 2πx2
sin 2π(x1 + x2)
 .
Then:
∇w(x) =

cos 2πx1 0
0 cos 2πx2
cos 2π(x1 + x2) cos 2π(x1 + x2)
 ∈ L :=


r 0
0 s
t t
 := m(r, s, t) : r, s, t ∈ R
 .
The only rank-1 directions in L are:
m(1, 0, 0),
m(0, 1, 0),
m(0, 0, 1),
and f (m(r, s, t)) := −rst is linear on them, so it is rank-1 convex on L. Moreover,
using the formula for the cosine of a sum, we get:∫
[0,1]2
f (∇w(x))dx = −
∫
[0,1]2
(cos 2πx1)
2(cos 2πx2)
2dx < 0 = f (0),(3.1.1)
and this implies that f is not quasiconvex by the following:
Lemma 3.1.2. A continuous function f :Mn×m → R is quasiconvex if and only if:∫
[0,1]m
f (A + ∇u(x))dx ≥ f (A)
for all A ∈Mn×m and for all smooth functions u : Rm → Rn which areZm-periodic.
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Proof. The “if” part is clear, by Remark 3.0.6. For the converse, suppose f is
quasiconvex, and let ηε : [0, 1]m → [0, 1] be a smooth cutoff function which is zero
near the boundary, and 1 on [ε, 1 − ε]m, and has
∣∣∣∇ηε∣∣∣ ≤ 2ε. Put:
uε(x) = ε
2ηε(x)u(
x
ε2 ).
By quasiconvexity, f (0) ≤
∫
[0,1]m
f (∇uε)→
∫
[0,1]m
f (∇u) as ε→ 0. 
We extend now f to all ofM3×2. Let P : M3×2 → L be the orthogonal projection
obtained by identifyingM3×2 ≃ R6. Let F :M3×2 → R be defined as:
F(X) = f (PX) + ε |X|2 + ε |X|4 + k |X − PX|2 .(3.1.2)
We prove now that for each ε there is a k = k0(ε) such that F is rank-1 convex.
Consider indeed the expression:(
d2
dt2
F(A + tY)
)
t=0
=
(
d2
dt2
f (PA + tPY)
)
t=0
+2ε |Y|2+4ε |A|2 |Y|2+8ε〈A,Y〉2+2k |Y − PY|2 .
Since f (PX) is a homogeneous polynomial of degree 3, we have d
2
dt2
|t=0 f (PA+ tPY) ≥
−c |A| |Y|2. It follows that d
2
dt2
|t=0F(A + tY) ≥ (−C |A| + 4ε |A|
2) |Y|2 which is ≥ 0 for
|A| ≥ C/4ε. We also have:
d2
dt2
|t=0F(A + tY) ≥
(
d2
dt2
f (PA + tPY)
)
t=0
+ 2ε |Y|2 + 2k |Y − PY|2 := g(A,Y, k).
Let K =
{
(A,Y) ∈M3×2 ×M3×2 : |A| ≤ c4ε , rankY = 1 and |Y| = 1
}
. We claim that
g(·, ·, k0) > ε on K for some k0. Otherwise, there would exist Ak, Yk such that
g(Ak,Yk, k) ≤ ε, for all k ∈ N. We may assume (Ak,Yk) → (A0,Y0) ∈ K by com-
pactness. So Y0 = PY0, and
d2
dt2
|t=0 f (PA0 + tPY0) ≤ −ε, contradicting the rank-1
convexity of f on L. Thus, we find k0(ε) as wanted.
Now, since ∇w is bounded and by (3.1.1), we have:∫
[0,1]2
(
f (∇w) + ε |∇w|2 + ε |∇w|4
)
< 0
for ε small enough, so F as in (3.1.2)with such ε andwith k = k0(ε) is rank-1 convex
but not quasiconvex, as wanted. 
Remark 3.1.3. If in general f : M → R ∪ {∞} is continuous, then quasiconvexity
still implies rank-one convexity (the proof of the above Step 3 still works), but if f
is only measurable, this is false. See Example 3.5 in [4].
Remark 3.1.4. We observe that rank-1 convexity (or,more generally,D-convexity, in
which case the fact that in the definitionwe asked that span(D) = V is fundamental)
implies separate convexity, which in turn implies local lipschitzianity. Thus we
have that for  ∈
{
Dc, rc, qc, pc, co
}
, if f is  then it is locally Lipschitz.
3.2. Duality and convex measures
This section is inspired by [29], but we explicitly give the proofs of most theorems.
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3.2.1. Definitions. For a probability measure µ we indicate by µ¯ =
∫
Xdµ(X)
its barycentre.
Definition 3.2.1. For  ∈
{
rc, qc, pc, co
}
, defineM to be the class of all compactly
supported probability measures on Mn×m such that for all f : Mn×m → R which
are , there holds the Jensen inequality:
f (µ¯) ≤
∫
f (X)dµ(X).
Measures in Mrc are also called laminates, those in Mqc are called gradient Young
measures and the members of Mpc are called polyconvex measures. For a compact
K ⊂Mn×m, and for A ∈Mn×m we will define the localizations:
M(K) =
{
µ ∈ M : spt(µ) ⊂ K
}
M(K,A) =
{
µ ∈ M : spt(µ) ⊂ K and µ¯ = A
}
In case  = Dc we have the same definition, with the general vestorspace V ⊃ D
instead ofMn×m. Measures inMDc are called D-laminates.
Remark 3.2.2. From Proposition 3.1.1 it follows that Mrc(K,A) ⊂ Mqc(K,A) ⊂
Mpc(K,A) ⊂Mco(K,A) for all K ⊂Mn×m, A ∈Mn×m.
The following two definitions describe analogous families of measures, that are
more easy to handle. We will show in Theorem 3.4.6 that these families are weak*
dense in the more natural ones introduced above.
Definition 3.2.3. We denote byPL the class of prelaminates, defined as the smallest
family of measures onMn×m such that
• it contains the Dirac measures
• if PL ∋ µ = λ1δX0
a
→X1
+
∑k
i=2 λiδXi and [X0,X1] is rank-one, then PL ∋
µ˜ = λ1(δX0
a
→ δX1 )+
∑k
i=2 λiδXi . The operation that under these conditions
gives µ˜ starting from µ is called a splitting (or a move).
A finite sequence of moves starting from a Dirac measure and ending with µ is
called a generating sequence for µ (see Figure 3.1). The order of µ ∈ PL is the shortest
number of moves of a generating sequence for µ.
The same definitions with V instead ofMn×m and D instead of “rank-1”, give the
Dc-prelaminates, PLDc.
Definition 3.2.4. The pregradient Young measures are the probability measures on
Mn×m of the form:
µϕ,A(V) =
∣∣∣{x ∈ U : A + ∇ϕ(x) ∈ V}∣∣∣ / |U| for V ⊂Mn×m
where A ∈Mn×m, ϕ ∈ Lip0(U,R
n) and U is a bounded open subset of Rm.
Remark 3.2.5. • Also here, as already said in Remark 3.0.6, the choice of U
is not important.
• Instead of asking A + ∇ϕ ∈ V, ϕ ∈ Lip0 we could have equivalently
asked that ∇ϕ ∈ V, ϕ ∈ Lip∩
{
ϕ|∂U ≡ lA
}
where lA is any affine map with
gradient A. In other words pregradient Young measures are the gradient
distributions of maps that are affine on the domain boundary.
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Figure 3.1: Here we show a representation of the generating sequence of order
four for a laminate. The segments represent rank-1 (or belonging to D) directions.
The circles represent Dirac measures supported in their centres, and have area
proportional to the mass of the atoms given by the centres. The lighter circle
represents the startingmeasure, which is then split into the two darker greymasses
in the second move. The third and the fourth move split again the Dirac measures
obtained in the second move, and the final measure is the one represented by 4
black points.
3.2.2. Duality.
Definition 3.2.6. For  ∈
{
rc, qc, pc, co
}
and f :Mn×m → R define:
f(X) := sup
{
g(X) : g :Mn×m → R ∪ {−∞} ∈ , ∀X ∈Mn×m, g(X) ≤ f (X)
}
.
This new function is called the -envelope of f . If  = Dc we have the analogous
definition substituting V toMn×m.
Remark 3.2.7. We have that for  ∈
{
Dc, rc, qc, pc, co
}
, f ∈ . Besides, if f ∈ , then
f = f .
The proof of The following proposition is in the spirit of [1], where a similar result
is proved in the case of the usual convexity only.
Proposition 3.2.8. The following duality formula holds:
(3.2.1) f(X) = inf
{∫
f dµ : µ ∈ M, µ¯ = X
}
.
We will need a lemma in order to prove it. Define a relation between prob-
ability measures: µ ≺ ν means that for all f ∈ , µ( f ) ≤ ν( f ). Call now
f(x) = inf
{
g(x) : g ∈  and g ≥ f
}
. We observe that f 7→ f is subadditive, thus
f 7→ µ( f) is sublinear. In particular, for c > 0 we have −µ((c f )) ≤ µ((−c f )). We
also have ( f + a Id) = f + a Id for a ∈ R, since the set of -convex functions is
invariant by addition of affine functions.
Lemma 3.2.9. For each probability measure µ and for each function f there exists a
probability measure ν such that µ ≺ ν, ν( f ) = µ( f) and ν¯ = µ¯.
Proof. The mapM : f 7→ µ( f) is sublinear. Thenwe define a linear functional
on the vector space generated by
{
Id, f
}
, by imposing ν0(c Id) = cµ¯, ν0(c f ) = cµ( f)
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for c ∈ R.
We prove that ν0 ≤M on its domain: in the case c ≥ 0 it is easily seen that ν0(c f ) =
M(c f ), while for −c > 0 there holds ν0(−c f ) = −cµ( f) ≤ µ((−c f )) = M(−c f ).
On the other hand from the definitions it easily follows that ν0(a f + b Id) =
ν0(a f ) + ν0(b id) ≤M(a f ) +M(b Id) =M(a f + b Id).
We thus useHahn-Banach theorem and extend ν0 to a continuous linear functional,
such that ν(g) ≤ µ(g) for all g. If g ≤ 0 then g ≤ 0 so ν(g) ≤ µ(g) ≤ 0, and ν is
also positive. Since ν(±1) ≤ µ(±1), it follows that ν is a probability measure. 
Proof of Proposition 3.2.8. : The formula (3.2.1) is equivalent to δx( f) =
inf
{
µ( f ) : δx ≺ µ, µ¯ = x
}
. The inequality ≥ is clear, since δx ≺ δx. The fact that
other inequality is truye for all f , is equivalent to:
δx( f) ≥ sup
{
µ( f ) : δx ≺ µ, µ¯ = x
}
, ∀ f ,
since f = −(− f ). By Lemma 3.2.9 we have that we can majorize the r.h.s. above
by sup
{
µ f : δx ≺ µ, µ¯ = x
}
and then the wanted inequality follows easily. 
In the following paragraph we are going to show that the above inf can be taken
also on smaller sets of measures.
3.3. Carathe´odory type theorems
Let S ⊂ Rn; then we denote by Sco the smallest convex set containing S. The basic
theorem in this setting is the following one:
Theorem 3.3.1 (Carathe´odory). For S ⊂ Rn we have:
Sco =

n+1∑
i=1
λixi : xi ∈ S, λi ≥ 0,
∑
λi = 1
 .
Proof. Step 1. Put SI :=
{∑I
i=1 λixi : xi ∈ S, λi ≥ 0,
∑
λi = 1
}
. Then clearly
Sco = ∪I∈NSI.
Step 2. We observe that ({1} × S)co = {1} × Sco in Rn+1. Fix s ∈ Sco, and let I be the
least integer such that (1, s) ∈ ({1} × S)I. Then (1, s) =
∑I
i=1 λi(1, si) for si ∈ S, with
λi ≥ 0 (the first component of this equation already states that
∑
λi = 1). If I > n+1,
thenwe have that the vectors (1, si) ∈ Rn+1 are linearly dependent: there exist γi not
all zero, such that
∑I
i=1 γi(1, si) = 0. Let T be the set of indices i for which γi > 0; up
to a sign change of all the γi, we may suppose that T , ∅. Let µi = λi −γimink∈T
λk
γk
.
It is easily seen that µi ≥ 0 and that µ j = 0 for some j. Moreover
∑
µi = 1; and this
contradicts the minimality of I. 
Now we state the analogous theorem for functions (see [14]).
Theorem 3.3.2. Let A ∈ Mn×m and f : Mn×m → R ∪ {+∞}. Let P be the set of all the
probability measures onMn×m. Then:
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f co(A) = inf
〈µ, f 〉 : µ =
nm+1∑
i=1
λiδAi ∈ P and µ¯ = A
(3.3.1)
f pc(A) = inf
〈µ, f 〉 : µ =
τ+1∑
i=1
λiδAi ∈ P and 〈µ,M〉 =M(A)
(3.3.2)
f qc(A) = inf
{?
D
f (A + ∇ϕ(x))dx : ϕ ∈ Lip0(D,R
n)
}
(3.3.3)
Let x ∈ V and f : V → R ∪ {+∞}. Then
fDc(x) = inf
{
〈µ, f 〉 : µ ∈ PLDc, µ¯ = x
}
.(3.3.4)
Here τ =
∑min{n,m}
s=1
(m
s
)(n
s
)
is the number of components ofM.
Before starting the proof, we prove some preliminary lemmas:
Lemma 3.3.3. Let Ai ∈Mn×m, and let λi ≥ 0 be such that
∑
λi = 1.
f :Mn×m → R ∪ {+∞} is pc if and only ifwhenever X =
∑τ+1
i=1 λiAi and
∑τ+1
i=1 λiM(Ai) =M(X)
then
∑τ+1
i=1 λi f (Ai) ≥ f (X)
(3.3.5)
Proof. “only if” part. Suppose f (A) can be written as g(M(A)) for some
convex g. Then (3.3.5) is immediate, from the convexity of g.
“if” part. The claim is true if we don’t impose the sums to consist of just τ + 1
terms. Indeed the function given by
(3.3.6) g(x) := inf

I∑
i=1
λ f (Ai) : λi ≥ 0,
∑
λi = 1,
∑
λiM(Ai) = x, I ∈N

is convex and satisfies f = g ◦M (because from (3.3.5) it follows that M(X) = x ⇒
g(x) = f (X)).
Call now gI(x) := inf
{∑I
i=1 λ f (Ai) : λi ≥ 0,
∑
λi = 1,
∑
λiM(Ai) = x
}
. Then M(X) =
x implies by (3.3.5) that gτ+1(x) = f (X). We thus want to show that gτ+1 is convex,
i.e. that its epigraph epi(gτ+1) is convex.Clearly epi(gτ+1) contains any convex com-
bination of any (τ+1)-ple of points in it , by definition of gτ+1. By the Caratheodory
theorem it will suffice to prove that the same holds for (τ + 2)-ples. suppose then:x :=
τ+2∑
i=1
αiM(Ai),
τ+2∑
i=1
αi f (Ai)
 ∈ (epi(gτ+1))co .
Then again by Caratheodory theorem we can find coefficients of a convex linear
combinationβi, oneofwhich is zero, such thatx =
∑τ+2
i=1 βiM(Ai). If
(
x,
∑τ+2
i=1 βi f (Ai)
)
<
epi(gτ+1) then without loss of generality g(x) =
∑
βi f (Ai) >
∑
αi f (Ai) so J :={
i : αi < βi
}
is nonempty. Then we can put:
m := min
k∈J
αk
βk − αk
γi = αi +m(αi − βi)
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Then (x,
∑
γi f (Ai)) ∈ epi(gτ+1), since
∣∣∣{i = γ − i , 0}∣∣∣ ≤ τ + 1, but also:∑
γi f (Ai) =
∑
αi f (Ai) +m
∑
(αi − βi) < g(x),
which is a contradiction. 
Proof of Theorem 3.3.2: Step 1. Clearly (3.3.2) implies (3.3.1).
Step 2. The polyconvex case.. Define
(3.3.7) P f (A) = inf

I∑
i=1
λi f (Ai) :
I∑
i=1
λiM(Ai) =M(A)

where I ≥ τ + 1.
Step 2.1. P f is polyconvex. For this we use the Lemma 3.3.3. Fix ε > 0 and
let
∑τ+1
ν=1 λνM(Bν) =M
(∑τ+1
ν=1 λνBν
)
; then, for ν ≤ τ + 1, there exist Iν ≥ τ + 1, ανi ≥ 0
and Aν
i
∈Mn×m, with
∑Iν
i=1
αν
i
= 1 and such that for all ν:{
ε + P f (Bν) ≥
∑Iν
i=1
αν
i
f (Aν
i
)∑Iν
i=1
αν
i
M(Aν
i
) =M(Bν)
(3.3.7ν)
Summing on ν the equality above multiplied by λν and relabelling the (λ jανi ) j,i,ν as
(βk)k and the (Aνi )i,ν as (Ck)k, gives:
I1+...+Iτ+1∑
k=1
βkM(Ck) =
τ+1∑
ν=1
λνM(Bν) =M

τ+1∑
ν=1
λνBν
 .
If we sum on ν the inequality in (3.3.7ν) multiplied by λν, and we use the definition
of P f and the last obtained equality, we have:
ε +
∑τ+1
ν=1 λνP f (Bν) ≥
∑I1+...+Iτ+1
k=1
βk f (Ck)
≥ P f
(∑τ+1
ν=1 λνBν
)
The arbitrariness of ε gives the claim.
Step 2.2. P f = f pc. For this, we start from observing that P f ≤ f and
since P f is polyconvex, P f ≤ f pc. Next, for any polyconvex g ≤ f we have
g = Pg ≤ P(P f ) = P f , so P f ≥ f pc, and we have the claim.
Step 2.3. We can take I = τ + 1 in(3.3.7). This can be easily proved like the
second step of Lemma 3.3.3. Thus we have proved (3.3.2).
Step 3. The quasiconvex case. We shall define a function QD f similar to the
right hand side of (3.3.3). For an open bounded D ⊂ Rm let:
Aff0(D,R
n) ={ϕ : D→ Rn : ∃I ∈N, ∃ disjoint open sets Di, i = 1, . . . , I(3.3.8)
such that D¯ = ∪D¯i, ∇ϕ is constant on each Di and ϕ|∂D = 0}
and for A ∈Mn×m, define:
QD f (A) = inf
{?
D
f (A + ∇ϕ(x))dx : ϕ ∈ Aff0(D,R
n)
}
.
24 3. DIFFERENT NOTIONS OF CONVEXITY
Step 3.1. Given two open bounded sets D1,D2, there holds QD1 f = QD2 f .
Observe that ifD′
1
= x0+λD1 for some x0 ∈ Rn, λ > 0, then by a change of variables
we haveQD′
1
f = QD1 f . We now chooseD
′
1
⊂ D2. Then we can extend any function
ϕ1 ∈ Aff0(D′1,R
n) by zero, to a function ϕ2 ∈ Aff0(D2,Rn). From this construction
we obtain QD1 f = QD′1 f ≥ QD2 f . Exchanging the roles of D1 and of D2 we then
obtain the equality. We thus may write Qf = QD f .
Step 3.2. There holds
>
D
Qf (A + ∇ϕ(x))dx ≥ Qf (A), for all A ∈ Mn×m and for
all ϕ ∈ Aff0(D,Rn). With the notations of (3.3.8), we have
∫
D
Qf (A + ∇ϕ(x))dx =∑I
i=1Qf (A+Bi)
∣∣∣Di∣∣∣. Fix ε > 0; then by definition ofQf there existsϕε
i
∈ Aff0(Di,Rn)
such that: ?
f (A + Bi + ∇ϕ
ε
i (x))dx ≤ Qf (A + Bi) + ε.
Let now ξ(x) = ϕ(x) + ϕε
i
(x) when x ∈ Di: we have ξ ∈ Aff0(D,Rn), and
∫
D
Qf (A +
∇ϕ(x))dx + ε |D| ≥
∫
D
f (A + ∇ξ(x))dx ≥ Qf (A) |D|. The claim follows by the arbi-
trariness of ε.
Step 3.3. Qf is quasiconvex. It suffices to prove that it is continuous; then
the fact that Aff0(D,Rn) is dense in Lip0(D,R
n) and Lebesgue dominated conver-
gence will prove quasiconvexity if applied to the result of the previous step.
It is enough to prove that Qf is convex in each variable, and then continuity fol-
lows (each separately convex real-valued function is continuous). Suppose then
A,B ∈ Mn×m with A11 = a, B11 = b and with all the other entries equal. We have
to prove that Qf (A
λ
→ B) ≤ Qf (A)
λ
→ Qf (B) for λ ∈ (0, 1). Construct, for ε > 0, a
ϕε ∈ Aff([0, 1]m,Rn) with uniformly bounded gradient, such that there are disjoints
Dε
1
,Dε
2
⊂ [0, 1]m satisfying
∣∣∣Dε
1
∣∣∣→ λ and ∣∣∣Dε
2
∣∣∣→ (1 − λ) as ε→ 0
∇ϕε(x) =
(1 − λ)(A − B) if x ∈ D
ε
1
−λ(A − B) if x ∈ Dε
2
We obtain
∫
D
Qf (A
λ
→ B + ∇ϕε(x))dx ≥ Qf (A
λ
→ B), which for ε → 0 becomes the
wanted quasiconvexity statement.
Step 3.4. Qf = f qc. Let Q′ f (A) denote the right hand side of (3.3.3). By Step
3.2 and since Aff0 ⊂ Lip0 we have f
qc(A) ≥ Q′ f (A). The opposite inequality fol-
lows like in step 2.2, and finishes the proof of (3.3.3).
Step 4. The D-convex case. Let f˜ be the right hand side of (3.3.4). Clearly
fDc ≤ f˜ . It now suffices to show that f˜ is D-convex. Indeed, if µ¯2 − µ¯1 ∈ D then
[µ1, µ2] is all contained in PLDc. To prove this, it suffices construct the generating
sequence Sλ for µ1
λ
→ µ2. This could be done in the following way: take a gen-
erating sequence Si for µi; we have that Si starts from δµ¯i since during generating
sequences the barycentre doesn’t change. Start by moving δ
µ¯1
λ
→µ¯2
into δµ¯1
λ
→ δµ¯2 .
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Next apply the moves of S1 to the atom supported in µ¯1, and the moves of S2 to the
atom supported in µ¯2. At the end of this sequence of moves we obtain the measure
µ1
λ
→ µ2 as desired. 
Now we pass to the statements about the classes of measures introduced before.
3.4. Density of measure classes
This section follows [29], but we also describe the main result of [27] and we state
Theorem 3.4.6 also in the case of Dc-convexity (see point (5) of Theorem 3.4.6).
Definition 3.4.1. For  ∈
{
rc, qc, pc, co
}
and a compact set K ⊂ Mn×m we denote
by:
K =
{
µ¯ : µ ∈ M(K)
}
= {A :M(K,A) , ∅}
the -hull of K. For a general set S, the -hull is defined as:
S =
⋃{
K : K is compact and K ⊂ S
}
.
A set S is said to be  if S = S.
Remark 3.4.2. Again by the implications between the different types of convexity
(Proposition 3.0.5), we have Krc ⊂ Kqc ⊂ Kpc ⊂ Kco for all compact K ⊂Mn×m.
The dual characterization of the -hull is given in the following theorem, which
we do not prove:
Theorem 3.4.3. Let  ∈
{
rc, qc, pc, co
}
and let K ⊂Mn×m be compact. Then:
K =
{
X : f (X) ≤ sup f (K) for all f ∈ 
}
.
Remark 3.4.4. We observe that we already used the notation Kco = ∪A,B∈K[A,B] be-
fore. This happens to be equal to the functional description of Definition 3.4.1 and
Theorem 3.4.3, as can be shown using the Caratheodory theorem. We could have
analogouslydefinedalsoa convexificationKlc = ∪ {[A,B] : A,B ∈ K, rank(A − B) = 1},
(called lamination-convexification) and more generally:
KD = ∪ {[A,B] : A,B ∈ K, A − B ∈ D} (called D-convexification).
However, we will describe later (see Example 3.7.10) an example proving that
Krc , Klc in general.
For the definition of the Dc-hull we choose the description of Theorem 3.4.3, and
we are going to show that it is the same as the analogous of Definition 3.4.1 in
Corollary 3.6.8.
Definition 3.4.5. Suppose K ⊂ V is a compact set. We then define the Dc-hull of K
as:
KDc =
{
x : f (x) ≤ sup f (K) for all D-convex f
}
.
We condense all the facts we are going to show in the following:
Theorem 3.4.6. Let K ⊂Mn×m and K′ ⊂ V be compact subsets.
(1) Each µ ∈ Mco(K) is in the weak* closure of the set of convex measures on K, of
barycentre µ¯ and having a support of cardinality ≤ n + 1.
(2) Each µ ∈ Mpc(K) is in the weak* closure of the set of polyconvex measures on K,
of barycentre µ¯ and having a support of cardinality ≤ τ + 1.
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(3) Each µ ∈ Mqc(K) is in the weak* closure of the class of the pregradient Young
measures living in some open neighbourhood of Kco and having barycentre µ¯.
(4) Each µ ∈ Mrc(K) is in the weak* closure of the class of the measures ofPL living
in some open neighbourhood of Krc and having barycentre µ¯.
(5) Each µ ∈ MDc(K′) is in the weak* closure of the class of the measures of PLDc
living in some open neighbourhood of K′Dc and having barycentre µ¯.
Remark 3.4.7. Point (4) of the above theorem is a special case of point (5). It suffices
to take V =Mn×m and D = {A ∈Mn×m : rank(A) = 1}.
The convex and polyconvex case use only the Carathe´odory theorem, and are
classical. We will thus give proofs of points (3), (4) and (5) of Theorem 3.4.6.
This will also give us the opportunity to show some properties of the concerned
measure classes.
3.5. The quasiconvex case and gradient Young measures
Wewill begin by indicating the traditional definition of gradient Young measures,
and by describing some properties of interest for us. This Subsection follows [27].
Definition 3.5.1. LetΩ ⊂ Rm be a bounded domain. Then we say that a family of
probability measures ν = (νx)x∈Ω parameterized by Ω is a Young measure generated
by gradients if there is a sequence (yk) ⊂ Lip(Ω,Rm) such that:yk → y inW
1,∞(Ω,Rm) weak*
for all ϕ ∈ C(Mn×m) we have ϕ(∇yk(x))→ 〈νx, ϕ〉 in L
∞(Ω) weak*.
(3.5.1)
The function y above is called the underlying deformation of ν. If νx does not depend
on x then ν is called homogeneous. We call a sequence (yk) as in the above definition,
a generating sequence of functions for ν.
Theorem 3.5.2. Let Ω, D ⊂ Rn be open bounded domains with |∂Ω| = |∂D| = 0. Let
ν = (νx)x∈Ω be a Young measure generated by gradients, with underlying deformation y,
such that supp νx ⊂ K a.e. in Ω for a fixed compact set K ⊂Mn×m.
If y(x) = Ax, where A ∈ Mn×m is a constant matrix, then the homogeneous measure
(ν˜x)x∈D with all the ν˜x equal to the measure ν˜ defined by:
(3.5.2) 〈ν˜, ϕ〉 =
?
Ω
〈νx, ϕ〉dx,
is a Young measure generated by gradients, with supp ν˜ ⊂ K and such that the barycentre
of ν˜ is A.
Proof. Let yk be a generating sequence of functions for ν, with yk = A on ∂Ω.
For k ∈ N, we can cover almost all of D¯ with a disjoint countable family of sets{
ai + εiΩ¯
}
contained in D¯ and such that ai ∈ D, εi <
1
k . Let then:
uk(x) :=
εiyk
(
x−ai
εi
)
+ Aai for x ∈ ai + εiΩ
Ax otherwise.
For ψ ∈ C(K), ζ ∈ C(D) we have:∫
D
ψ(∇uk)ζ =
∑
i
∫
ai+εiΩ
ψ
(
∇yk
(
x−ai
εi
))
ζ(x) dx =
∑
i
ε−ni
∫
Ω
ψ(∇yk(x))ζ(ai + εix) dx.
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We then use the Mean Value Theorem, which gives points:
ξi ∈ Ω such that
∫
D
ψ(∇uk)ζ =
[?
Ω
ψ(∇yk)
]∑
i
ζ(ai + εiξi).
Here the sum appearing on the right is a Riemann sum, converging to
∫
D
ζ as
k→∞, so (uk) determines a Young measure (µx)x∈D such that:∫
Ω
〈µx, ψ〉ζ(x) dx =
?
Ω
〈νx, ψ〉dx
∫
D
ζ.
Taking a sequence ζk converging distributionally to aDiracmeasure δa for arbitrary
a, we observe that µx does not depend on x. If y ∈ Lip(D,Rn) is equal to A on ∂D,
then
∫
D
∇y =
∫
∂D
y · n dS = A |D|, so µ |D| = limk→∞
∫
D
∇uk = A |D|. 
Theorem 3.5.3. Let Ω be a bounded subset of Rn.
• If ν is a Young measure generated by gradients, then νx is homogeneous for a.e.
x ∈ Ω.
• If (yk) is a generating sequence of functions for ν and ∇yk ∈ S for a fixed set
S, then there exists a sequence of functions (ua
k
) generating νa with the same
property.
Proof. For f ∈ L∞(Ω) and for a. e. a ∈ Ω we have that L1 − limε→0 f (a + εx) =
f (a). Using Lebesgue’s theorem, we have that for a. e. a ∈ Ω and for all ζ ∈ L∞(Q)
(whereQ ⊂ Rn is a fixed bounded domain, for example [0, 1]n) there holds:∫
Q
f (a + εx)ζ(x)dx→ f (a)
∫
Q
ζ(x)dx.
We introduce now the local spatial average measure given by:
〈νka,r, ψ〉 :=
∫
Q
ψ(∇yk(a + rx))dx.
By weak* convergence, there holds limk→∞〈νka,r, ψ〉 =
∫
Q
〈νa+rx, ψ〉dx. At a Lebesgue
point of the function x 7→ 〈νa, ψ〉 there holds limr→0 limk〈νka,r, ψ〉 = 〈νa, ψ〉.
Now take ηr
k
(x) =
yk(a+rx)−yk(a)
r as a test function. Then for a. e. a:
lim
r
lim
k
∫
Q
ψ(∇ηrk)ζdx = limr
lim
k
∫
Q
ψ(∇yk(a + rx))ζ(x)dx = lim
r
∫
Q
〈νa+rx, ψ〉ζ(x)dx
= 〈νa, ψ〉
∫
Q
ζ.
So it suffices to take the (ua
k
) to be a diagonal subsequence of the (ηr
k
). 
Later on we are going to rely in Hahn-Banach theorem, so we need the following:
Lemma 3.5.4. Let ν, ν∗ be homogeneous Young measures generated by gradients, with the
same affine underlying deformation y(x) = Ax, and with supports inside a fixed compact
K ⊂Mn×m.
Then all the convex combinations of ν, ν∗ are Young measures generated by gradients, and
have support contained in K and the same underlying deformation y.
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If (yk), (y∗k) are generating sequences of functions forν, ν
∗ respectively, and
∥∥∥∇yk∥∥∥∞ , ∥∥∥∇y∗k∥∥∥∞ <
M, then for all λ ∈ [0, 1] there exists a sequence of functions (uk) generating ν
λ
→ ν∗ with
‖∇uk‖∞ <M.
Proof. LetD ∈ Ωbe adomainwith smoothboundary, such that |D| = (1−λ) |Ω|,
and put:
µx =
ν on Dν∗ on Ω \D.(3.5.3)
Let (η j) ⊂ Lip(Ω) be equal to 0 on Ω \D, and to 1 on D j =
{
x ∈ D : dist(x∂Ω) > 1j
}
,
and satisfy
∣∣∣∇η j∣∣∣ ≤ cj. Put:
u j = η jyk + (1 − η j)y
∗
k,
with k such that
∣∣∣yk − y∣∣∣ and ∣∣∣y∗k − y∣∣∣ are ≤ 1j2 . Then:
∇u j = η j∇yk + (1 − η j)∇y
∗
k +
[
(yk − y) + (y − y
∗
k)
]
⊗ ∇η j,
which is still in BM(0) for big j, if ∇yk, ∇y∗k are.
For ψ ∈ C(Mn×m), ζ ∈ C(Ω) there holds:∫
Ω
ψ(∇u j)ζ =
∫
D j
ψ(∇yk)ζ +
∫
Ω\D
ψ(∇y∗k)ζ +
∫
D\D j
ψ(∇u j)ζ.
The right hand side converges to
∫
D
〈νx, ψ〉ζ(x)dx +
∫
Ω\D
〈ν∗x, ψ〉ζ(x)dx, so we see
that µ = (µx)x∈Ω is a Young measure generated by gradients, and with the same
underlying deformation y. Applying Theorem 3.5.2 we obtain that µ˜ is a Young
measure generated by gradients. Moreover we have µ˜ = ν
λ
→ ν∗, because of the
property of D. 
Theorem 3.5.5. Let K ⊂ U¯ ⊂Mn×m, where K is compact and U = Br(0). Let A ∈Mn×m,
and let µ be a Radon measure with compact support ⊂ K.
µ satisfies ϕ(µ¯) ≤ 〈µ, ϕ〉 for all continuous quasiconvex ϕ : U¯ → R if and only if µ
is homogeneous Young measure generated by gradients, having a generating sequence
(uk) ⊂ Lip(Ω,Rm) with ∇uk ∈ U¯.
Proof. Step 1. Let
(3.5.4) M = M (U¯,A) :=
{
ν hom. Young meas. gen. by gradients, having a
(yk) gen. sequence with∇yk ∈ U¯ a.e. and ν¯ = A
}
.
We observe that by the above lemma M is convex. M is also weak*-closed, since
if ν = lim ν j then we can reorder the countable set
{
u j,k
}
j,k
, where (u j,k)k generates
ν j. Moreover, if u ∈ Lip(Ω,Rn) is equal to A on ∂Ω and has gradient in U¯, then the
measure δ∇u = (δ∇u(x))x is in M by Theorem 3.5.2, and the set of such measures is
dense in M (if (uk)k is a generating sequence for µ, then δ∇uk
∗
⇀ µ).
Step 2. Taking ϕ ≡ ±1 in the defining formula ϕ(µ¯) ≤ 〈µ, ϕ〉, we obtain that µ is a
probability measure.
Let ψ ∈ C(U¯) be a nonnegative function. Then 0 ≤ ψqc(A) ≤ 〈ψqc, µ〉 = 〈ψ, µ〉. We
want to use Hahn-Banach theorem: let T be a weak*-continuous functional on the
Radon measures, such that 〈T, ν〉 ≥ 0 for ν ∈ M . There exists ϕ ∈ C(U¯) such that
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〈T, ν〉 = 〈ν, ϕ〉, so by the considerations of step 1., 〈δ∇u, ϕ〉 ≥ 0 if u ∈ Lip(Ω,Rn), u is
equal to A on ∂Ω and ∇u ∈ U¯. We have:
ϕ(A) ≥ ϕqc(A) = inf
{∫
Ω
ϕ(∇u) : u ∈ Lip(Ω,Rn), u = A on ∂Ω and ∇u ∈ U¯
}
≥ 0,
so:
〈T, µ〉 = 〈µ, ϕ〉 ≥ 〈µ, ϕqc〉 ≥ ϕqc(A) ≥ 0,
which tells us that µ is not separated from the convex set M by any functional.
Then by Hahn-Banach theorem, µ ∈ M . 
Wenow return to the proof of Theorem 3.4.6(3). The first part of following theorem
is equivalent to it:
Theorem 3.5.6. Let M (K,A) be defined by (3.5.4). Then:
M (K,A) =
{
µ ∈ Mqc : µ¯ = A
}
.
Moreover, any µ ∈ M (K,A) can be generated (according to Definition 3.5.1) by a sequence
of functions (uk) such that: ‖∇uk − A‖L∞(Ω) ≤ C(n,m) diamK.
For the proof of Theorem 3.5.6 we need the following lemma (see [57]) :
Lemma 3.5.7 (Zhang). For each u ∈ C∞
0
(Ω,Rm) and for each L > 0 there exists a function
w ∈ Lip0(Ω,R
m) such that‖w‖W1,∞0 ≤ C1L|{w , u}| ≤ 1C2L [∫{|∇u|≥L}∩Ω |∇u| + ∫Ω |u|] .(3.5.5)
Proof. Step 1. We may extend u ≡ 0 outside Ω by continuity. We recall the
definition of the maximal function. For f ∈ L1(Rm,Rn), we put:
Mf (x) := sup
r>0
?
Br(x)
∣∣∣ f (z)∣∣∣ dz.
Then the basic fact in this setting is the following inequality:
|{Mv ≥ λ}| ≤ C(n)λ ‖v‖L1 for λ > 0.(3.5.6)
Now denote u = (u1, . . . , un) and put:
M∗u(x) =M(|u(x)|) +M(|∇u(x)|),
Hλ, j =
{
M∗(u j) < λ
}
,
Hλ = ∩ jH
λ, j.
We then have that each u j is (Cλ)-lipschitz onHλ for some C. Extend then u|Hλ to a
w ∈ Lip0(Ω,R
m) with lipschitz constant (C1λ). By Rademacher’s theorem we have
∇w = ∇u on Hλ and ‖∇w‖L∞ ≤ C1L. There holds
Ω \Hλ, j ⊂
{
M(u j) ≥ λ2
}
∪

∑
i
M(∂iu
j) ≥ λ2

⊂
{
M(u j) ≥ λ2
}
∪
⋃
i
{
M(∂iu
j) ≥ λ2m
}
.
30 3. DIFFERENT NOTIONS OF CONVEXITY
Step 2. Let h(s) = max {|s| − L, 0} for s ∈ Rn. We claim that:{
M(∂iu
j) ≥ λ2
}
⊂
{
Mh(
∣∣∣∇u j∣∣∣) ≥ λ2 − L} .(3.5.7)
Indeed, suppose M(∂iu j)(a) ≥
λ
2 . This means that ∀ε∃Br(a) such that
>
Br(a)
∣∣∣∂iu j∣∣∣ ≥
λ
2 − ε. We then have
Mh
(∣∣∣∇u j∣∣∣) (a) ≥ 1
|Br|
∫
Br(a)∩{|∇u j|≥L}
∣∣∣∇u j∣∣∣
≥
λ
2m
−
1
|Br|

∫
Br(a)∩{|∇u j|≤L}
∣∣∣∇u j∣∣∣ + ∫
Br(a)∩{|∇u j|≥L}
L
 − ε
≥
λ
2m
− L − ε,
which proves (3.5.7), by the arbitrariness of ε.
Step 3. Using (3.5.6) we get:∣∣∣∣{Mh(∣∣∣∇u j∣∣∣) ≥ λ2m − L}∣∣∣∣ ≤ ( λ2m − L)−1
∫
Rm
h(
∣∣∣∇u j∣∣∣) ≤ ( λ2m − L)−1
∫
{∇u≥L}
|∇u|
so if we take λ > 2mL we have
∣∣∣Ω \Hλ, j∣∣∣ ≤ 1C2L [∫{|∇u|≥L}∩Ω |∇u| + ∫Ω |u|], as wanted.

Proof of Theorem 3.5.6: Let µ ∈ Mqc. Then µ is a probability measure: this
can be seen like in Step 2. of the proof of Theorem 3.5.5. Without loss of generality
we may suppose A = 0.
Step1. LetN :=
{
homogeneous Young measures generated by gradients ν : ν¯ = 0
}
.
Then N is convex and contained in the weak*-closure of the measures δ∇u such
that u ∈ Lip0(Ω,R
n), by the same considerations as in Step 1. of the proof of Theo-
rem 3.5.5.
Let T be a continuous linear weak*-continuous functional on C(Mn×m)′ such that
〈T, ν〉 ≥ 0 for all ν ∈ N . Then T can be represented by ϕ ∈ C(Mn×m): 〈T, ν〉 =
〈ν, ϕ〉, ∀ν ∈ C(Mn×m)′. As in the proof of Theorem 3.5.5, we want to use Hahn-
Banach theorem, and we claim that 〈T, µ〉 ≥ 0. Observe that ϕqc ∈ C(Mn×m) ∩ L1(µ)
and:
ϕqc(0) = inf
ζ∈Lip0(Ω)
∫
Ω
ϕ(∇ζ) ≥ 0,
so we can write:
〈T, µ〉 = 〈µ, ϕ〉 ≥ ϕqc(0) ≥ 0.
It follows that µ ∈ ¯N , by Hahn-Banach theorem.
Step 2. By definition of a weak*-neighbourhood of µ, we have that for all
ϕ ∈ C(Mn×m) there exists a sequence:(uk) ⊂ C
∞
0
(Ω) such that
ϕ(∇uk)→ 〈µ, ϕ〉, L1(Ω)-weakly.
(3.5.8)
Now choose φ ∈ C(Mn×m) such that φ > 0 and ∀A ∈ Mn×m, C1 |A|
2 ≤ φ(A) ≤
C2(|A|
2 + 1), and consider the Banach separable space:
E =
{
ψ ∈ C(Mn×m) : lim
|A|→∞
ψ(A)
φ(A) = 0
}
,
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and a dense countable subset of it,Ψ. Wemay take a sequence (uk) such that (3.5.8)
holds for all ϕ ∈ Ψ, and thus for all ϕ ∈ E. Let K ⊂ Br(0). Whenever ψ = 0 on K,
there holds:
0 = 〈µ, ψ〉 = lim
k
∫
Ω
ψ(∇uk) = lim
k
∫
{∇uk<K}∩Ω
ψ(∇uk).
Let E ∋ ψ be ≥ 0 in a neighbourhood of K and such that ψ(A) ≥ ε |A| for |A| ≥ r.
Then:
ε
∫
{|∇uk |≥r}∩Ω
|∇uk| ≤
∫
Ω
ψ(∇uk)→ 0.
Step 3. We use Lemma 3.5.7 for the uk, with L = r, and we get wk with ∇wk = ∇uk
on {wk = uk}, and ‖wk‖W1,∞
0
≤ M. Now, (wk) is a generating sequence of functions
for µ. Indeed, if ψ0 ∈ C0(Mn×m) ⊂ E, then:∣∣∣∣∣
∫
Ω
[ψ0(∇uk) − ψ0(∇wk)]dx
∣∣∣∣∣ ≤ 2 |{wk , uk}|max ∣∣∣ψ0∣∣∣→ 0,
so:
〈µ, ψ〉 = 〈µ, ψ0〉 = lim
k
∫
Ω
ψ0(∇wk) = lim
k
∫
Ω
ψ(∇wk).

3.6. More facts about rank-1 convexity andD-convexity
Thekindof convexitywewill really be interested in is rank-1 convexity,whichplays
a central role when looking for piecewise affine approximations of functions, and
in differential inclusion theory. However we will try to keep all statements general
enough, and therefore we start with some statements involving the “cleaner”
notion of D-convexity. The original work about Dc-convexity is [35]. We also use
[29] .
3.6.1. Locality of the Dc-hull.
Lemma 3.6.1. Let f : X¯ → R, where X ⊂ V, and g : V → R be two D-convex functions
such that
• f ≥ g on X
• f = g on ∂X
Then the function h : V → R obtained by extending f with g outside X is a D-convex
function.
Proof. Let x ∈ V, y ∈ D and consider h˜(t) = h(x + ty), for t ∈ [0, 1]. We may
suppose h˜(0) = h˜(1) = 0, and we want to prove h˜(t0) ≤ 0 for all t0 ∈ (0, 1). This is
verified for x + t0y ∈ ∂X ∪ (V \ X), since h ≥ g and g is D-convex: suppose then
x + t0y ∈ X \ ∂X. Put
t+ = inf
(
{1} ∪
{
t ∈ (t0, 1] : x + tx ∈ ∂X
})
t− = sup
(
{0} ∪
{
t ∈ [0, t0) : x + tx ∈ ∂X
})
.
Then f (x + t±y) ≤ 0 and h˜(t) = f (x + ty) for t ∈ [t−, t+], and since f was D-convex,
we have h(t0) = f (x + t0y) ≤ 0 as wanted. 
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Lemma 3.6.2. Suppose V is the space Rk endowed with the euclidean norm. K ⊂ V
be compact. Then KDc is precisely the zero-set of distDcK where distK(x) = dist(x,K).
Moreover distDcK is 1-Lipschitz.
Proof. Since the function 0 isD-convex, we obtain distDcK = 0 on K
Dc (we recall
that KDc is defined differently than the other -hulls, see Definition 3.4.5). Let now
x < KDc: by definition, this means that there exists a D-convex f : V → R such that
f (x) > 0 ≥ sup( f (K)). Let R > 0 be such that K ⊂ B(0,R). Let δ > 0 be such thatδ f (y) < R if
∣∣∣y∣∣∣ = 2R
δ f |B(0,2R) has Lipschitz constant ≤
1
2
.
SetX =
{
y : δ f (y) ≥
∣∣∣y∣∣∣ − R}∩B(0, 2R). We have X¯ ⊂ int(B(0, 2R)) and δ f (y) = ∣∣∣y∣∣∣−R
on ∂X. By the above Lemma 3.6.1, we have that if we extend δ f by dist(·, 0) − R
outside X, we get aD-convex function g : V → R. Since we have g ≤ distK, we get,
on B(0, 2R), there holds:
distDcK ≥ g ≥ δ f > 0,
as wanted. 
Theorem 3.6.3. Let B ⊂ V be bounded and K ⊂ V be compact. Then
(3.6.1) KDc ∩ B =
[
(B ∩ K) ∪ (∂B ∩ KDc)
]Dc
∩ B.
Proof. Since
(
KDc
)Dc
= KDc, we obtain that the right side of (3.6.1) is contained
in the left side. For the other inclusion, fix x0 ∈ B\
[
(B ∩ K) ∪ (∂B ∩ KDc)
]Dc
. Take two
D-convex functions f1, g : V → [0,∞) (which exist byLemma3.6.2) having zero-sets
respectively
[
(B ∩ K) ∪ (∂B ∩ KDc)
]Dc
and KDc. Then define f2(x) = f1(x)−
f1(x0)
2 , C =
∂B \
{
f1 < 0
}
, δ = min g(C), and define a new D-convex function:
f2(x) =
δ f2(x)
2
(
1 +max
{∣∣∣ f2(x)∣∣∣ : x ∈ ∂B}) .
We have KDc ∩C = ∅ and thus δ > 0. On Cwe obtain f ≤ δ/2 < δ ≤ g, and on ∂B \C
there holds f < 0 ≤ g, so X :=
{
f > g
}
∩ B is such that X¯ does not intersect ∂B, so
X¯ ⊂ int(B). Thus, ∂X ⊂
{
f = g
}
∩ int(B), so (by Lemma 3.6.1) we obtain a D-convex
function if we put:
h(x) =
 f (x) if x ∈ Xg(x) if x < X .
We claim that h separates x0 from KDc. Indeed, h ≥ f on B, so h(x0) > 0, and on the
other hand: (a) if x ∈ B ∩ K, then g(x) = f (x) = 0, and h(x) = 0; (b) if x < B then
x < X and again h(x) = g(x) = 0. 
Corollary 3.6.4. Suppose C1, . . . ,Ck are mutually disjoint compact subsets of V, and A
is compact. If ADc ⊂
⋃k
i=1 Ci then for all i ∈ {1, . . . , k}:
ADc ∩ Ci = (A ∩ Ci)
Dc.
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Figure 3.2: The T4-configuration. The circled points Pi form our compact set K.
The segments and the points Qi are Klc. The only rank-1 directions in this drawing
are the horizontal and the vertical one.
Proof. Take disjoint compacts Bi such that Ci ⊂ int(Bi) and apply Theorem
3.6.3 to K = A ∩ Ci and B = V \ Bi: we obtain that (A ∩ Ci)Dc ⊂ Bi. Then take
K = A, B = Bi, and observe that ADc ∩ Ci = ADc ∩ Bi: we obtain the thesis, since ∂Bi
does not intersect ADc. 
We describe here one of the most famous examples regarding rank-1 convex hulls
of sets. It was introduced in [56]; see also [37].
Example 3.6.5 (T4-configuration and prelaminates). Parameterizing diagonal ma-
trices in M2×2 by R2 ∋ (x, y) 7→ diag(x, y) ∈ M2×2, take K = {P1,P2,P3,P4} with
P1 = −P3 = (−
3
2 ,−
1
2 ) and P2 = −P4 = (
1
2 ,−
3
2 ). (See Figure 3.2)
Here the only rank-1 segments are the vertical and the horizontal ones. This
example shows thatMrc \ PL is nonempty. Indeed, µ =
1
4
∑4
i=1 δPi will be seen to
be a rc-measure, since it is a weak*-limit of prelaminates, and has barycentre in the
origin. Suppose it is a prelaminate, and take a generating sequence of moves S.
The lastmovemust then have splitted someDiracmeasure along a rank-1 segment.
But this segment must have had end points in K, contradiction.
A way to obtain µ as a weak*-limit of prelaminates is by the following (infinite)
generating sequence, seen in R2:
S1 = δ(0,0)
S2 =
1
2 (δ(0, 12 )
+ δ
(0,−
1
2 )
)
S4 =
1
4
∑
i
δQ
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and thenwe continue to (cyclically in i) split the Diracmeasure found inQi moving
half of it in Pi and half of it in Qi−1 (if i = 1 we take index = 4 instead of i − 1). By
this procedure the mass of K keeps increasing, and it increases by half the mass of
the Qis every 4 moves. Moreover the barycentre is kept always the same. So we
have as limit measure µ.
A fact which the above Example hints to, is the following theorem, which was
stated in [44]. We follow however [29] for the proof.
Theorem 3.6.6. If µ ∈ MDc(V) then C = spt(µ)Dc is connected.
Proof. C ⊂ (spt(µ))co, so C is compact. Suppose C is not connected. If we
put f (x) = dist(x,C) then Lemma 3.6.2 implies that C =
{
fDc = 0
}
. Call C1 the
connected component of C containing µ¯. There exists ε > 0 such that
{
fDc < ε
}
is
still a not connected set. Call U the connected component of it which contains µ¯,
and use Lemma 3.6.1 to extend fDc ≡ ε inside U: this endows us with a D-convex
function g, which is ≤ ε on spt(µ) and ≡ 0 on C \C1. By definition ofMDc we have
ε = g(µ¯) ≤
∫
C
gdµ, so spt(µ) ⊂ C1, which is a contradiction. 
The following lemma has a proof analogous to Lemma 2.3 in [38], which is stated
only for the rc-convex case.
Lemma 3.6.7. Let K ⊂ V be compact, and U an open neighbourhood of KDc. If f : U → R
is D-convex, then there is a globally lipschitz D-convex F : V → R which coincides with
f on KDc.
Proof. By Lemma 3.6.2 we have KDc =
{
distDcK = 0
}
. We want to use Lemma
3.6.1, and for this purpose we take (besides f from the thesis):
g(x) := α + βdistDcK (x), X :=
{
g ≤ f
}
.
It is easy to see that up to enlarging 0 < β we can achieve X ⋐ U, and up to
diminishing αwe can get X ⊃ KDc. Then Lemma 3.6.1 gives us a function hwhich
is as wanted. 
Not all the functionswhich areD-convexonKDc are extendable in a neighbourhood
of it (for example take a line along a direction outside of the cone D: then all
functions on this line areD-convex, but in general D-convex functions on an open
set are Lipschitz, which proves that this is a counterexample), so Lemma 3.6.7 is
not trivially generalizable.
Corollary 3.6.8. For any compact set K, KDc =
{
µ¯ : µ ∈ MDc(K)
}
.
Proof. The inclusion from left to right follows by definition. Indeed{
µ¯ : µ ∈ MDc(K)
}
=
{
x : ∃µ, µ¯ = x, sptµ ⊂ K and ∀ f ∈ Dc, 〈µ, f 〉 ≥ f (x)
}
⊃
{
x : ∀ f ∈ Dc, max f (K) ≥ f (x)
}
= KDc.
Now fix x ∈ KDc. Consider then the function f (y) = dist(y,K)2. Then g = fDc
vanishes in x. By Theorem 3.3.2 have that g(y) = inf
{
〈µ, f 〉 : µ ∈ PLDc, µ¯ = y
}
,
hence we find a sequence of measures µk ∈ MDc(K) with µ¯k = x, 〈µk, f 〉 < 1/k
and we may also suppose it is weak*-convergent to a measure µ. Since f grows
superlinearly, µ has to be still a probability measurewith barycentre y and support
in K. To show that µ is still inside MDc, we observe that by Lemma 3.6.7 we may
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extend test functions far away fromKDc into globally LipschitzD-convex functions.
By boundedness of the second moments of the µk, we can thus pass to the limit in
the inequality 〈µk, h〉 ≥ h(x), as wanted. 
Lemma 3.6.9. Let ϕ : V → R be a continuous function such thatϕDc = ϕ outside a closed
convex set C. Then, for A ∈ C:
ϕDc(A) = inf
{
〈ν, ϕ〉 : ν ∈ PLDc(C), ν¯ = A
}
.
Proof. Let S be the sequence of moves generating ν. Since A ∈ C and S starts
with a delta δA, we can truncate it, and take the moves from the first one to the
maximal one which keeps the support inside C, obtaining a new measure ν˜. Since
ϕDc = ϕ outside C, there holds 〈ν˜, ϕ〉 ≤ 〈ν, ϕ〉. The thesis follows by Theorem
3.3.2. 
We state again Theorem 3.4.6 (5):
Theorem3.6.10. LetK ⊂ V be compact. ThenMDc(K) is theweak*-closure ofPLDc(B(K, ε))
for each ε > 0.
Proof. Consider:
Mx =
{
λ ∈ PLDc(B(K
Dc, ε)) : λ¯ = x
}
,
for x ∈ B(KDc, ε). Suppose ε > 0 is such that the conclusion fails. Since the Mx are
convex, and by definition of weak*-convergence, we may suppose that:
(3.6.2) there exists f ∈ Cc(V) such that 〈µ, f 〉 < inf
{
〈λ, f 〉 : λ ∈Mµ¯
}
.
Using Lemma 3.6.9, we have that the function:
f˜ (x) = inf
{
〈λ, f 〉 : λ ∈Mx
}
is D-convex on B(KDc, ε). It also satisfies f˜ (µ¯) > 〈µ, f 〉. We use Lemma 3.6.7, and
we obtain that there exists a D-convex function F : V → R with F = f˜ ≤ f on
KDc. From this we obtain that 〈µ, f 〉 ≥ 〈µ, F〉
Jensen
≥ F(µ¯) = f˜ (µ¯), contradicting the
property (3.6.2), as wanted. 
3.7. Extreme points
This section is inspired by [1] and follows the same lines as in [29].
3.7.1. Definitions and relationship of extreme point notions.
Definition 3.7.1. Let  ∈
{
Dc, rc, qc, pc, co
}
and K be a compact (with K ⊂ V if
 = Dc, K ⊂Mn×m else). A compact F ⊂ K is called a -face of K if for any measure
µ ∈ M(K) such that µ¯ ∈ F, the support of µ is contained in F. If F = {x} is a
singleton, then x is called a -extreme point of K. The set of all such points will be
denoted by extr(K).
Remark 3.7.2. • A compact intersection of -faces will clearly again be a
-face.
• For a compact set K ⊂Mn×m and a compact F ⊂ K we have the following
implications:
F is a co-face⇒ F is a pc-face⇒F is a qc-face⇒F is a rc-face
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Remark 3.7.3. For two probability measures µ, ν, define µ ≺ ν if 〈µ, f 〉 ≤
〈ν, f 〉 for all f that are . Then A is a -extreme point for K if and only if
{ν ∈ P(K,A) : δA ≺ ν} = {δA}.
For the following more technical definitions, mostly related to Lemma 3.7.5 and
to Proposition 4.6.7 (and inspired by [39] and [19]), we won’t need to give the
analogous Dc-generalizations, which anyway are straightforward.
Definition 3.7.4. For K compact and convex, we define:
• extrgr(K) as the set of matrices A ∈ K such that there is no rank-1 segment
in K which has centre in A.
• extrprelam(K) as the set of matrices A ∈ K such that there is no rank-1
segment [A1,A2] with A1,A2 ∈ K and A ∈ (A1,A2).
• gr extr(K) as the set of A ∈ K such that there exists a chain of affine spaces
S0 = M
n×m ⊃ S1 ⊃ . . . ⊃ Sk such that S j+1 supports K ∩ S j in A and Sk
contains no rank-1 line.
For compact convex subsets most notions of extreme points coincide:
Lemma 3.7.5. Let K ⊂Mn×m be compact and convex. Then:
extrgr(K) = extrrc(K) = extrqc(K) = gr extr(K).
Proof. Step 1. extrgr(K) = gr extr(K). It is easily seen that for any segment
such that A ∈ (B,C) ⊂ K one can inductively obtain [B,C] ⊂ S j, so A < extrgr(K)
implies A < gr extr(K). Now take A ∈ extrgr(K), and choose a descending chain of
S j of maximal length: thus Sk has minimal possible affine dimension. If dimSk = 0
then it obviously does not contain any rank-1 line. Else, by Hahn-Banach theorem,
either A ∈ intSk (K ∩ Sk), or there exists an affine proper subspace Sk+1 ⊂ Sk, sup-
porting Sk∩K atA, which is not the case byminimality. The fact that no rank-1 line
is contained in Sk follows, since otherwise there would be a rank-1 short segment
with centre A contained in Sk ∩ K.
Step 2. the remaining equalities. We observe that if rank(A − B) = 1 and
λ ∈ [0, 1] then δA
λ
→ δB is contained in Mrc ⊂ Mpc. From this it easily follows
that extrgr(K) ⊃ extrqc(K) ⊃ extrrc(K). Suppose A < extrqc(K). Then there exists
µ ∈ Mqc(K,A) \ {δA}. We suppose by contradiction that A ∈ extrgr(K). Take again
a “minimal end” Sk for a supporting chain, so A ∈ intSk (K ∩ Sk), as in step 1, and
we can prove by induction that spt(µ) ⊂ Sk. If Sk = {A} then µ = δA and we are
done. Else, consider the orthogonal projector π :Mn×m → V⊥, for the obtained by
translation setV := Sk −A. We have V∩ {X : rank(X) = 1} = ∅, so there exists ε > 0
such that |π(X)| > ε for |X| = 1, rank(X) = 1. Define:
φ(X) = |π(X)|2 − ε |X|2 /2.
Wehave φ(X) ≥ ε |X|2 /2 if rank(X) = 1, and so it is rank-1 convex. By the following
Lemma 3.7.6,φ is also quasiconvex, so we have 0 ≤ φ(λ¯) ≤ 〈λ, φ〉, where λ ∈ Mqc is
the measure given by λ(M) = µ(M+A). However, φ < 0 on V \ {0}, so we conclude
supp(λ) = {0}, and again µ = δA, contradiction. 
Lemma 3.7.6 ([14]). IdentifyingMn×m ≃ Rnm, let f be a quadratic form on Rnm. In this
case, f is quasiconvex if and only if it is rank-1 convex.
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Proof. One implication was proved in general in Proposition 3.1.1. We denote
f (A) = 〈MA,A〉 where M ∈Mnm×nm is a symmetric matrix. We have to show that
if for all a ∈ Rn, b ∈ Rm we have 〈M a ⊗ b, a ⊗ b〉 ≥ 0, then for all ϕ ∈ C∞
0
(Ω,Rn) we
have ∫
Ω
〈M∇ϕ,∇ϕ〉 ≥ 0.(3.7.1)
Extend f from Rnm to Cnm by requiring it to be a hermitian form. We then use the
Plancherel formula to get:∫
Ω
〈M∇ϕ,∇ϕ〉 =
∫
Rm
〈M∇ϕ,∇ϕ〉
=
∫
Rm
〈M∇̂ϕ, ∇̂ϕ〉
=
∫
Rm
Re〈M∇̂ϕ, ∇̂ϕ〉
Thenwe observe that ∇̂ϕ(ξ) = 2πiϕˆ⊗ξ, so (3.7.1) follows from the rank-1 convexity.

3.7.2. Krein-Milman theoremandBauerMaximumprinciple. The following
theorems are particularizations of general ones that hold in the theory of Choquet
Boundaries (see [1], or the more specific article [31]) . We start with one of the most
useful properties of extreme points, namely Bauer’s Maximum Principle.
Theorem 3.7.7 (Bauer). Suppose f = f, and K be a compact set. Then there exists a
point x ∈ extr(K) such that f (x) = max f (K).
Proof. Let β = max f (K) and F0 =
{
x ∈ K : f (x) = β
}
. By continuity and com-
pactness, F0 is nonempty and closed. Since f ∈ , we also have that F0 is a -face.
Since the set of -faces is inductive by inclusion, there follows by Zorn lemma that
F0 contains a minimal -face F.
We want to prove that F is a singleton. Suppose x , y ∈ F. Then there exists a
g ∈  such that g(x) > g(y), and we get another -face F′ =
{
z : g(z) = max g(F)
}
∩F
which does not contain y, and so contradicts minimality. 
We now state the Krein-Milman theorem:
Theorem 3.7.8 (Krein-Milman). Let ∈
{
Dc, rc, qc, pc, co
}
and K be a compact-convex
set. ThenA = clos(extr(K)) is theminimal closed set that contains all of K in its-convex
hull. This means that K = A and K intersects M for every closed proper subset M ⊂ A.
Theorem 3.7.8 follows easily fromRemark 3.7.3 (see the definition of ≺ there) and
from the following:
Lemma 3.7.9. If K is a compact set, then for all A ∈ K there exists a measure µ ∈ P(K,A)
with support contained in clos(extr(K)), which is≺-maximal inP(K,A). (HereP(K,A)
is defined, with a notation similar to that of Definition 3.2.1, as the set of all the probability
measures with support in K and barycentre A.)
Proof. We have to prove that for each ν ∈ P(K,A) the setMν =
{
µ : ν ≺ µ
}
is
inductive with the ordering ≺.
Let
{
µα
}
α∈A be a generalized sequence in Mν which is ≺-ascending (suppose A is
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linearly ordered). By weak* compactness there exists an accumulation point µ0.
Let α ∈ A and let f ∈ . We have:
∀ε > 0∃β > α :
∣∣∣〈µβ − µ0, f 〉∣∣∣ < ε.
Thus by the ordering taken, 〈µα, f 〉 − 〈µ0, f 〉 < ε. Since f was arbitrary we obtain
ν ≺ µα ≺ µ0, and µ0 is thus an upper bound.
Now we can use Zorn’s lemma, and we obtain that there is a maximal element µ¯
inMν. Suppose:
C ⊂ K is compact and C ∩ clos(extr(K)) = ∅.
Then by regularity we can find a continuous f ∈ C(K, [0, 1]) which is 1 on C and 0
on clos(extr(K)). Now we denote f = −(− f ). We then have µ1 ≺ µ2 if and only
if 〈µ2, f 〉 ≤ 〈µ1, f 〉 for all f such that f = f. We want to prove:
µ¯(C) ≤ 〈µ¯, f 〉 = 〈µ¯, f〉 = 0,
and then we will finish by regularity, since C is arbitrary.
The first equality above is obtained in the following way: observe that g 7→ 〈µ¯, g〉
is sublinear, so we can use Hahn-Banach extension theorem to extend it from
R f to the rest of C(K), getting a measure µ˜, and maintaining the majorization
〈µ˜, f 〉 ≤ 〈µ¯, f〉. By maximality, it follows that we have the equality µ¯ = µ˜.
The second equality follows from Bauer’s theorem 3.7.7, and by the definition of
f. 
Example 3.7.10 (T4-configuration and rank-1 convex hulls). We return here to the
notations of Example 3.6.5, and we use the Krein-Milman theorem to compute the
rank-1 convex hull of K = {P1,P2,P3,P4}.
IdentifyingM2×2 ∋ diag(x, y) ≃ (x, y) ∈ R2 we can use the functions:
(x, y) 7→ (ε1(x − x0))
+(ε2(y − y0))
+,
for constants x0, y0 ∈ R and ε1, ε2 ∈ {±1}, in order to find that Krc ⊂ K˜, where K˜
is the union of segments [Pi,Qi] and of the closed square Q1Q2Q3Q4 (See Figure
3.3). The set K is also easily seen to be equal to extrgr(K˜) = extrrc(K˜), so by the
Krein-Milman theorem, K˜ ⊂ Krc, thus K˜ = Krc.
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Figure 3.3: The T4-configuration. The little circles represent the points Pi constitut-
ing the set K, and the grey region forms together with the black segments the set
Krc.
3.7.3. Stability of extremal points. We recall the notion of semicontinuity for
multivalued maps:
Definition 3.7.11. Let X and Y be topological spaces, and consider a mapΦ : X →
2Y. Φ is:
(1) upper semicontinuous if {x ∈ X : Φ(x) ⊂ U} is open for any open U ⊂ Y.
(2) lower semicontinuous if {x ∈ X : Φ(x) ∩U , 0} is open for any open U ⊂ Y.
(3) strongly lower semicontinuous if {x ∈ X : Φ(x) ⊃ C} is open for any compact
C ⊂ Y.
Lemma 3.7.12. Let K be the set of all compact subsets of Mn×m, equipped with the
Hausdorff distance. The map extr : K → 2M
n×m
is a lower semicontinuous multivalued
map having image contained in the class of the Gδ sets ofM
n×m.
Proof. The lower semicontinuity. Choose an openU ⊂Mn×m and a compact
K ⊂ Mn×m such that there exists A ∈ extr(K) ∩ U. Suppose that there exists a
sequence of compact sets (Kk) that converges to K w.r.t. the Hausdorff distance,
and such that extr(Kk)∩U = ∅ for all k. We can then findAk ∈ Kk such thatAk → A.
Lemma 3.7.9 gives:
µk ∈ M(Kk) with spt(µk) ⊂ clos(extr(Kk)) and µ¯k = Ak.
Since all Kk stay in a fixed compact set, we may take a subsequence and have that
µk → µ ∈ M(K,A) weak*. Since A is -extremal, we infer µ = δA. It follows that
dist(A, extr(Kk))→ 0, which contradicts extr(Kk) ∩U = ∅, as wanted.
The image contains only Gδ sets. Let:
f(X) = inf
{
g(X) : g ≥ f and − g is 
}
,
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for f continuous. We shall prove that there exists a continuous function f such
that:
extr(K) =
{
X : f(X) = f (X)
}
,
which is a Gδ by the definition of inf and since  functions are continuous.
We observe that the  functions are closed with respect to the operation f , g 7→
h(x) = max
{
f (x), g(x)
}
, they contain the constants, and separate points. By Stone-
Weierstrass theorem, it then follows that the differences of two  functions form a
lattice that is dense in C(K). Let then
{
gn − g
′
n
}
be a dense subset of (the separable
space) C(K), where gn, g′n are  functions. Rearrange
{
fn
}
=
{
gn, g′n
}
, and put
f =
∑
n
fn
2n‖ fn‖
. Suppose f(X) = f (X) and let µ ∈ MδX , as defined at the beginning
of the proof of Lemma 3.7.9. Then f (X) ≤ 〈µ, f 〉 ≤ 〈µ, f〉 ≤ f(X) = f (X). Thus we
have for all n, fn(X) = 〈µ, fn〉, and by density µ = δx. Since this holds for any µ as
above, X is -extreme. 
Lemma 3.7.13 (stability of faces). If F is a -face of K then for any ε > 0 there exists
δ > 0 such that if µ ∈ M(B(K, 1/ε)) satisfies µ(B(K, δ)) > 1− δ and µ¯ ∈ B(F, δ) then also
µ(B(F, ε)) > 1 − ε.
Proof. If the statement failed, we would be able to find a sequence of coun-
terexamples for δk =
1
k . Up to a subsequence, they weak*-converge to a measure
µ ∈ M(B(K, 1/ε)), which continues to have µ¯ ⊂ F and supp(µ) ⊂ K. But on the
other hand µ(Mn×m \ B(F, ε)) ≥ ε, giving a contradiction. 
The above described stability allows the following result. We will show many
results of this kind in the next chapter.
Corollary 3.7.14. Let K ⊂Mn×m be compact and F be a qc-face of K. Then for each ε > 0
there exists δ > 0 such that for each bounded domain Ω ⊂ Rm there exists η > 0 with the
following property. If f ∈ Lip(Ω,Rn) satisfies:
• dist(∇ f (x),K) ≤ δ a.e. on Ω
• there exists an affine map lA : x 7→ a+A · x with dist(A, F) ≤ δ and on ∂Ω there
holds
∣∣∣ f − lA∣∣∣ < η
then there holds the estimate
∣∣∣{x ∈ Ω : dist(∇ f (x), F) ≥ ε}∣∣∣ ≤ ε |Ω|.
Proof. Let c be such that K ⊂ B(0, c). We may suppose that ε is small enough,
so that B(0, 5c + 5) ⊂ B(K, 1/ε). Lemma 3.7.13 gives us ε2 > δ > 0 such that
µ ∈ M(B(K,
2
ε )) and µ¯ ∈ B(F, δ), µ(B(K, δ)
c) < δ imply µ(B(F, ε2 )
c) < ε2 . Pick η such
that
∣∣∣Ω \Ω2η∣∣∣ < δ |Ω|, where Ωt = {x : B(x, t) ⊂ Ω}. Define then g : ∂Ω ∪ Ω¯η → Rn
by:
g(x) =
 f (x) if x ∈ Ω¯ηlA(x) if x ∈ ∂Ω .
We have that g is (5c + 5)-Lipschitz, so we extend it to a (5c + 1)-Lipschitz map
f˜ : Ω¯ → Rn by Kirszbraun’s theorem. Define a probability measure µ by µ(S) =∣∣∣∣{x ∈ Ω : ∇ f˜ ∈ S}∣∣∣∣ / |Ω| for S ⊂ Mn×m. This is a gradient Young measure living in
B(K, 2/ε), with µ¯ = A ∈ B(F, δ) and µ(B(K, δ)) ≥
∣∣∣Ωη∣∣∣ / |Ω| ≥ 1−δ. Since δwas chosen
according to Lemma 3.7.13, we have:
1 − ε ≤ µ(B(F, ε2 )) =
∣∣∣∣{x ∈ Ω : dist(∇ f˜ (x), F) ≤ ε2 }∣∣∣∣ / |Ω|
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And thus:∣∣∣∣{x ∈ Ω : dist(∇ f (x), F) > ε2 }∣∣∣∣ ≤ ∣∣∣∣{x ∈ Ω : dist(∇ f˜ (x), F) > ε2 }∣∣∣∣ + ∣∣∣Ω \Ωη∣∣∣ ≤ ε |Ω| .

3.8. Stability of rank-1 convex hulls
The notion of stability which appears in Lemma 3.7.13 is related to the following
one:
Definition 3.8.1. If ∈
{
rc, qc, pc, co
}
, then consider the spaceC of compact subsets
ofMn×m endowed with the Hausdorff metric. If  = Dc, let C be the space of the
compact subsets of V metrized by Hausdorff distance. We say that K0 ∈ C has
strongly stable -hull if the map K 7→ K from C into itself, is continuous at K0.
We are now about to prove a theorem about the stability of rc-hulls. We start
with a lemma about sets of rank-1 connected matrices having convex hulls with
nonempty interior.
Lemma 3.8.2. Let X ∈ Mn×m be rank-1. Then for any positive ε there exists MX ⊂
B(X, ε)∩ {Y : rank(Y) = 1} consisting of at most 4mn points and such that X ∈ int(Mco
X
).
Such a set MX then also satisfies:
({0} ∪MX)
co
=
(
{0} ∪McoX
)co
=
(
{0} ∪McoX
)lc
,(3.8.1)
and for each f which is rc,
f (Y) < max f (McoX ) if
Y ∈ ({0} ∪MX)
co \Mco
X
and f (0) < f (Y).
(3.8.2)
Proof. We may assume without loss of generality that X = e1 ⊗ e1. Fix δ <
min
{
1, e4
}
. Now let MX consist of the following points, where (i, j) ∈ {1, . . . , n} ×
{1, . . . ,m} , (k, l) ∈ {0, 1} × {0, 1}:M
k
i j
= X + (−1)kδ2ei ⊗ e j if min
{
i, j
}
= 1
Mkl
i j
= X + (e1 + δ(−1)kei) ⊗ (e1 + δ(−1)le j) − e1 ⊗ e1 else
Then clearly we have X ∈ McoX ⊂ B(K, ε). In order to prove the other properties of
MX weproceed by inductionwith respect to the length of the convex combinations.
Arguing by contradiction, we take the Z ∈
⋃
t∈[0,1] TM
co
X
= ({0} ∪MX)
co such that
eitherZ <
(
{0} ∪McoX
)lc
or that (3.8.2) is false, and choose among them the Z0 having
a representation of the form:
Z0 =
∑
P
λPPwhere
the points P are inMXλP > 0 satisfy ∑P λP ≤ 1 ,(3.8.3)
such that the number of points P is minimal. Since Z0 , 0 we have at least one
point P0. So we can “split” the above minimal representation as:
Z0 = µ

1 − ∑
P,P0
λP
P0 + ∑
P,P0
λPP
 + (1 − µ) ∑
P,P0
λPP = µZ1 + (1 − µ)Z2,
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where µ = λP0/(1−
∑
P,P0 λP). MoreoverZ1,Z2 are points insideM
co
X
such that their
minimal representations of the form (3.8.3) feature less points than the one ofZ0, so
they satisfy (3.8.1) and (3.8.2). Since Z2−Z1 is the rank-onematrix (1−
∑
P,P0 λP)P0,
we can easily check that Z0 also verifies (3.8.1) and (3.8.2), giving the wanted
contradiction. 
Remark 3.8.3. The above lemma describes a construction where all matrices (i.e.,
the one, X, from which we start and the set MX which we construct) are rank-1-
connected to the origin. This is done exclusively in order to keep the statements as
simple as possible (the construction is also invariant by translation). By repeating
that construction many times, we show the stability of hulls.
Theorem 3.8.4. Let U ⊂Mn×m be open and bounded. Then for any compact C ⊂ U there
is a positive ε such that for a set M ⊂Mn×m we have C ⊂Mrc whenever ∂U ⊂ B(M, ε).
Proof. It is enough to prove the case when C is a closed ball: suppose C =
B¯(X0,R) ⊂ U. We first prove that for each M as in the statement of the theorem,
there is S ⊂M such that for each X ∈ S there exists a setMX satisfying:
(1) MX − X ⊂ {Y : rankY = 1},
(2) MX is of cardinality at most 4nm and is a subset of B(X0,R),
(3) ({X} ∪MX)
co
=
(
{X} ∪Mco
X
)lc
,
(4) the sets int ({X} ∪MX)
co cover ∂B(X0,R).
Fix Y ∈ ∂B(X0,R). Since Y−X0 is a sum of rank-1 matrices, we can find DY of rank
one such that 〈Y−X0,DY〉 > 0. Let Yt = Y + t DY: we have Yt < B¯(X0,R) whenever
t > 0. Let t0 > 0 be such that XY = Tt0 ∈ ∂U. Chose also a small t1 < 0 and put
PY = Yt1 ∈ B(X0,R). Take rY > 0 such that B¯(PY, 3rY) ⊂ B(X0,R). Lemma 3.8.2 gives
δY ∈ (0, rY) andMXY ⊂ B(PY, rY) fulfilling the properties (1)-(3) above and such that
B(Y, 2δY) ⊂
(
{XY} ∪M
co
XY
)lc
(see Figure 3.4).
By compactness we can cover ∂B(X0,R) with finitely many such B(Yi, δYi). Let
ε < min
{
dist(B¯(X0,R),Mn×m \U), δYi
}
. Now we define S and MX satisfying the
covering property (4). TakeM such that ∂U ⊂ B(M, ε). Then for each iwe find Xi ∈
M such thatXYi ∈ B(Xi, ε): let S be the set of suchXi, and putMXi =MXYi +(Xi−XYi).
That the first three properties are satisfied is clear. For the fourth, observe that:
B(Yi, δYi) ⊂ B(Yi, 2δYi)+(Xi−XYi) ⊂ int
({
XYi
}
∪McoXYi
)lc
+(Xi−XYi) = int
(
{Xi} ∪M
co
Xi
)lc
.
Now we claim that Src ⊃ B¯(X0,R). Otherwise, there would exist a rc function
f : Mn×m → [0, 1] which is zero on S and 1 in Z0 ∈ B¯(X0,R). We may assume
Z0 ∈ ∂B(X0,R), so Z0 ∈ int
(
{Xi} ∪M
co
Xi
)lc
for some i. Since Mco
Xi
⊂ B(X0,R − rYi ),
we obtain Z0 < MXco
i
, and by Lemma 3.8.2 it follows from f (Z0) > f (Xi) that
f (Z0) < max f (Mcoxi ) ≤ 1, which is the wanted contradiction. 
Remark 3.8.5. The theorems in this section have easy generalizations to the Dc
case, and their proofs are basically the same. The only major difference would
be the choice of MX in Lemma 3.8.2: in this case we would just use the fact that
span(D) = V instead of explicitly givingMX.
The following is immediate from the previous theorem:
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Figure 3.4: (The construction of Theorem 3.8.4.) The set MXY is represented here by
the vertices of the square containing PY. If we translate the coordinates so that XY
comes to be the origin, then we would have (with the notation of Lemma 3.8.2 on
the left side of the equalities) 0 = XY, X = PY, MX =MXY . The fact that for small δY
we can afford to suppose B(Y, 2δY) ⊂
(
{XY} ∪M
co
XY
)lc
is due to the fact that PY is in
the interior of
(
{XY} ∪M
co
XY
)lc
=
(
{XY} ∪M
co
XY
)co
, so the segment (XY,PY] is contained
in the interior of the same set by the properties of the co-hull.
Corollary 3.8.6. (1) If C ⊂ Mn×m is compact, then ∂(Crc) has a strongly stable
rc-hull.
(2) If X,Y ∈ Mn×m have rank(X − Y) = 1, then for any ε > 0 the rc-hull of
B¯({X,Y} , ε) is strongly stable.
Example 3.8.7 (TheT4-configurationhas a strongly stable rc-hull). We continuehere
with Example 3.7.10, but we change a little bit notation, according to Definition
3.8.1: instead of K,Pi we write now K0,P0i to denote the classical T4-configuration
treated there, and the notation without upper indices will be reserved to the
Hausdorff-near configurations. We are going to show that
∀ε > 0∃δ > 0 : K = {P1,P2,P3,P4} ,
∣∣∣Pi − P0i ∣∣∣ < δ⇒ (K0)rc ⊂ B(Krc, ε).(3.8.4)
We introduce the notation described in Figure 3.5 in order to parameterize arms of
Tartar squares.
Tartar squares correspond to the zeros of the function Φ : (M2×2)4 × (M2×2)4 ×
(0,∞)4 ∋ ({Pi} , {Vi} , {λi}) 7→ ({(1 − λi−1)Vi−1 + Pi−1 − Vi − Pi} , {det(Vi)}) ∈ (M2×2)4 ×
44 3. DIFFERENT NOTIONS OF CONVEXITY
Figure 3.5: (The notation of Example 3.8.7 for arbitrary Tartar squares.) Vi indicates the
difference Pi−Qi , which is the direction of the “arm” corresponding to Pi, while λi
is the ratio between the length of [Vi,Qi] and the length of [Qi,Pi]. for the classical
square, V0
1
= −V0
3
= e1 ⊗ e1, V02 = −V
0
4
= e2 ⊗ e2 and λi = 1 for all i.
R4, where igoes from1 to 4 and indices are takenmodulo 4. We see thatΦ is smooth,
so we just prove that the derivativeDV,λΦ(P0,V0, λ0) : (M2×2)4×R4 → (M2×2)4×R4
is regular, so that we can use the implicit function theorem for P−P0. The condition
DV,λΦ(P0,V0, λ0)[δV, δλ] = 0 turns out to be equivalent to the 24 equations:
for i = 1, . . . , 4
0 = 2δVi−1 − δVi + δλi−1Vi−1 for0 = δVi( ji, ji), where ji ∈ {1, 2} is such that i + ji is odd
We find δVi = 0 and δλi = 0 by easy computations. So by the implicit function
theorem we find that for P in some neighbourhood of P0 there exists (V, λ) such
that (P, v, λ) gives the frame of a generalized Tartar square.
SupposeX0 = diag(x0
1
, x0
2
) is an“innerpoint” of (K0)rc, andconsiderX0± = diag(±1/2, x
0
2
).
Observe that: X
0
+ = P
0
2
+ (3/2 + x0
2
) V0
2
X0− = P
0
4
+ (3/2 − x0
2
) V0
4
.
We have:
d
da det(X
0
+ − (X
0
− + aV
0
4))|a=0 =
d
da
det
(
1 0
0 a
)∣∣∣∣∣∣
a=0
= 1,
and again by the implicit function theorem we find solutions a of det(X+ − (X− +
aV4)) = 0 for (X±,V4) near (X0±,V
0
4
).
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Figure 3.6: (The construction of the point X.) The grey part of the drawing is relative
to the original Tartar square, and the black part represents the Tartar square that
we construct for the perturbed Pi. The pointsX± have the same “coordinates along
the arms” V2,V4 as X0± along the arms V
0
2
,V0
4
, and X can be constructed by taking
on the segment [X−,X+] a point with the same coordinate as the coordinate of X0
on [X0−,X
0
+], and then moving it by a vector a V4.
Now, for perturbed P,V as above, the matrices denoted by:X+ = P2 + (3/2 + x
0
2
) V2
X− = P4 + (3/2 − x02) V4
,
stay near (X0+,X
0
−), and we can find a suitable a = a(X±,V4) as above. We notice
that also: 1 < 3/2 − x
0
2
+ a < 1 + λ4
1 < 3/2 + x0
2
< 1 + λ2
,
hence X+ as above and (the newly defined) X− = P4 + (3/2 − x02 + a)V4 are still in
{P1,P2,P3,P4}
rc and close to X0+,X
0
−, and also X = X− + (x
0
1
+ 1/2)(X+ − X−) is in
{P1,P2,P3,P4}
rc and close to X0 (see Figure 3.6)
Remark 3.8.8. (Generic T4 configurations.) We observe here that the drawing in
Figure 3.5 is not generic, since it represents a plane figure. Using the notation
introduced in the mentioned Figure, the most generic position of the four matices
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is like in the case of:
{P1,P2,P3,P4} =
{(
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)}
.
Then we have:
{Q1,Q2,Q3,Q4} =
{(
1 1
0 0
)
,
(
0 1
0 1
)
,
(
0 0
1 1
)
,
(
1 0
1 0
)}
.
Also in this case (and the same holds in the generic case) the “quadrilateral”
with vertices the Qi (i.e. the part of ({P1,P2,P3,P4})rc which is is not composed
of the 1-dimensional “arms”) is a (2-dimensional) surface. It is easily seen to be
fibered by line segments joining opposite sides, and thus it is linearly isometric
(i.e. congruent) to a piece of a rotation hyperboloid. This is why the constructions
of the previous Example still hold in the generic case.
CHAPTER 4
Rank one connections and convex integration
4.1. The functional meaning of rank-1 connections
We start with the basic property of rank-1 connectedmatrices: when requiring that
a function has constant gradient on large sets, there are some restrictions on those
gradients, if we want the function to be Lipschitz.
Example 4.1.1. A simple case is that of a function f having constant but different
gradients on sides V+,V− of a 1-codimensional subspace V0 = {v}⊥ ⊂ Rn. If we
require f to be continuous, this implies that f is affine on each one of these three
sets. But in order to fix an affine extension of f outside V0 we have only to fix f (v),
so the couples of gradients permitted are just:
Cv =
{
{A|V0 + v ⊗ w,A|V0 + v ⊗ z} : A ∈M
n×m w, z ∈ Rm
}
.
Clearly, ⋃
v∈Rn
Cv =
{
{A,B} ⊂Mn×m : A = B or rank(A − B) = 1
}
.
The following lemma extends the Example 4.1.1 to arbitrary Lipschitz functions f
(see [36]):
Lemma 4.1.2. Let f : U ⊂ Rn → Rm be a Lipschitz continuous function having gradient
∇ f (x) ∈ {A,B} ⊂ Mn×m for almost every x ∈ U, and such that the gradient of f is not
almost everywhere constant. Then rank(A − B) = 1.
Proof. We suppose A = 0 and call E the positive measure set where ∇ f = B.
Suppose rank(B) ≥ 2. This means that there are two components of f having
(constant and) linearly independent gradients u, v on E. We could also say that the
orthogonal complements of the vectors u and v generate all of Rm.
Now, if a component of f is constant and nonzero along some direction, then also
χE must be constant along that direction. We conclude that χE must be constant
along u⊥ ∪ v⊥ i. e. all directions, contstraining E to be either all U or empty, and
so contradicting the non-constancy of the gradient (this reasoning can be made
rigorous using distributional derivatives). 
The Lemma 4.1.2 says that while considering Lipschitz mappings which have
gradients in a fixed finite set almost everywhere, one has to take care that the
mentioned set contains suitable rank-1 connections. The following extension (again
contained in [36]) of the lemma is also noticeable, in view of approximation results:
Lemma 4.1.3. Suppose rank(A − B) ≥ 2, and suppose we have a sequence of Lipschitz
functions f j : U → Rn with (lip( f j)) j bounded and with gradients converging in measure
to the set {A,B}, which means that for each ε, for large j:∣∣∣∣{x : dist(∇ f j(x), {A,B}) ≥ ε}∣∣∣∣ ≤ ε.
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Then the gradients of f j converge in measure either to A or to B.
Proof. Suppose A = 0. Then we can find a 2 × 2 nonzero minorM of B.
Let E j be the set of points where the gradient of f j is B. Then ∇ f j − BχE j → 0 in
measure. Convergence in measure implies convergence in Lp for p , ∞, so up to a
subsequence we have:
f j
∗
⇀ f inW1,∞ (in particular f is Lipschitz);(4.1.1)
We can also suppose there is a function θ such that:
χE j
∗
⇀ θ in L∞.(4.1.2)
From Theorem 3.0.8, using (4.1.1), we obtain that:
M(B)χE j
∗
⇀ M(∇ f ).(4.1.3)
By (4.1.2) and (4.1.3)we getM(∇ f ) =M(B)θ; by (4.1.1) and (4.1.2)we have∇ f = Bθ;
thus θ = θ2 almost everywhere (since M is homogeneous of order 2). This is
equivalent to the fact that θ is a characteristic function, say of a set E. With this
new information, we then obtain ∇ f j → ∇ f = BχE in measure. Now we can use
Lemma 4.1.2 for f , to get the thesis. 
A similar fact holds also for sets K of three or four not rank-1 connected matrices
(see for example [36] or [11]). However we prefer to concentrate here on a different
kind of result, namely, the approximation of affine maps by lipschitz functions.
We just describe a counterexample which shows that BV functions do not have the
same rigidity properties.
4.1.1. Non-rigidity of BV functions. Let F : [0, 1]2 → [0, 1]2 be a function
which has components F1(x, y) = C1/3(x) and F2(x, y) = C1/3(y), whereC1/3 : [0, 1]→
[0, 1] is the Cantor function. Consider F1. We have that it coincides with the first
component of the identity on {0, 1} × [0, 1], but does not coincide with the identity
on the other two sides of ∂([0, 1]2). We want to modify it outside [1/3, 2/3]× [0, 1]
so that it conicides with the identity on the whole border of the unit square, and
still is almost everywhere constant.
For this, start by defining a general Cantor set in the following way. Let A = (ai)i≥0
be a sequence of real numbers taken in the interval [0, 1). Then define a function
CA : [0, 1] → [0, 1] in the following way. Define f1 = fa1 ≡ 1/2 on the cen-
tral subinterval of [0, 1] of length a1, i.e. on [(1 − a1)/2, (1 + a1)/2], and extend it
affinely by continuity on the remaining two closed subintervals, imposing also
f (0) = 0, f (1) = 1. Then obtain f2 = fa1,a2 by substituting to each one of the affine
non-horizontal segments of the graphof fa1 the image of the graphof fa2 through the
affine mapping, from R2 to itself, which reparameterizes the rectangle having the
given segment as its diagonal by the unit square [0, 1]2. Similarly use the rescaled
graphs of fa3 to substitute the not horizontal segments of the graph of f2, in order
to obtain f3 = fa1 ,a2,a3 , and so on. It is well known that for k → ∞, the continuous
functions fk uniformly converge, and thus have a continuous limit: CA is defined
as this limit, and C1/3 is obtained when A is the constant sequence with ai = 1/3 for
all i. Call alsoCa the generalizedCantor functionwith ai = a for all i, where a ∈ (0, 1).
We will need the following lemma:
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Lemma 4.1.4. The map C : [0, 1) → C0([0, 1], [0, 1]), mapping [0, 1) ∋ a 7→ Ca, is
continuous with respect to the supremum norm.
Proof. Consider the map fk as above, relative to the construction of Ca, and
take the function CA corresponding to the sequence:
A = (a, . . . , a, a + δ, . . .),
where the a appear k times, followed by a constant sequence of a + δ; the small
constant δ ∈ (0, 1 − a) will be fixed later. For k large enough we have that both CA
andCa are close enough to fk (which appears in the construction of both functions):
fix then k such that ‖CA − Ca‖C0 < ε/2.
Now we can easily use the construction of fk and of the analogous map in the
construction of Ca+δ to systematically “undo the moves”: we apply the inverse of
each affinemap used at the k-th step for fk followed by the analogousmap used for
fa,...,a,a+δ, until we finish the k-th step moves, then we do the same for the (k − 1)-th
step, and so on. We can check that if instead of the obliquous segments in the
graph of fk we substitute the homologous parts of the graph of CA, at the end our
construction yields the graph of Ca+δ. We can moreover estimate the error after
each step of our modification, as a function of δ, so at the end (after finitely many
steps) we can choose a δ so small that ‖CA − Ca+δ‖C0 < ε/2. From this the continuity
follows. 
Observe that C0 is the identity. Nowwe can change our map F by defining the new
coordinates as: F
′
1
(x, y) = Cg(y)(x)
F′2(x, y) = Cg(x)(y)
where g : [0, 1]→ R is defined as:
g(t) =

t for t ∈ [0, 1/3]
1/3 for t ∈ [1/3, 2/3]
1 − t for t ∈ [2/3, 1].
In this way we have a continuous map on the unit square F′ : [0, 1]2 → [0, 1]2,
which is almost everywhere constant and is equal to the identity on the border of
the unit square (see Figure 4.1). It follows that F′ − Id can be extended to zero by
continuity outside the square, and has differential almost everywhere equal to −Id
inside it. So we have a BV([0, 1]2, [0, 1]2) map which does not satisfy the rigidity
property stated in Lemma 4.1.2.
4.2. The exhaustion construction
Definition 4.2.1. The gradient distribution of a Lipschitz function f : U → Rm,
whereU ⊂ Rn is a open bounded set, is the probability measure µ f onMn×m given
by:
µ f (A) =
∣∣∣{x ∈ U : ∇ f (x) ∈ A}∣∣∣
|U|
for A ⊂Mn×m.
We state the main properties of the basic, well known, construction we will make,
in the form of a proposition:
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Figure 4.1: We represent here the functions F′
1
to the left and F′
2
to the right. The
hexagons are sets on which these functions are constant, and in the “complete”
drawing they would be a countable number and they would cover almost all of
the square. It is clear from this drawing that the intersections of the hexagons are
a countable union of polygons covering almost all of the unit square, too.
Proposition 4.2.2. Let U˜ and U be open bounded sets with |∂U| = 0 and take a Lipschitz
map f : U¯ → Rnwhich agrees on ∂Uwith an affinemapA. Then there exists a f˜ : ˜¯U → Rn
satisfying:
(1) lip f˜ =lip f
(2) f˜ = A on ∂U˜
(3) the same gradient distribution as f
(4)
∥∥∥ f˜ − A∥∥∥
∞
< ε
Moreover, if f is piecewise affine, so is f˜ .
Proof. We can find a sequence (xi, ri)i≥1 ⊂ Rm × (0,∞) such that the sets Ui =
xi + riU are all contained in U˜, disjoint, and cover almost all of U˜. This can be done
in the following way: take the unit cube C = [0, 1]m. Since U is bounded, there
exists a rescaled copy of U staying completely inside C. Suppose it covers an area
of a. Then we choose a dyadic covering of U˜ and take a rescaled copy ofU for each
cube of this covering. So we have covered an area of a
∣∣∣U˜∣∣∣, with a disjoint union
D of countably many copies of U. Iterate this construction on the interior of the
uncovered portion of U˜: since |∂U| = 0, at step n the uncovered portion of U˜ has
volume (1− a)n
∣∣∣U˜∣∣∣. Since a > 0, we have that after countably many steps we arrive
at a covering of almost all of U˜. Since we can choose to use dyadic coverings with
arbitrary small maximum cube size, we can also assume supi ri < δ, for any fixed
δ > 0.
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Now define:
f˜ (x) =
ri f (
x−xi
ri
) if x ∈ Ui
A(x) if x ∈ U˜ \ ∪iUi
.
Wenoware going to prove the properties of f˜ , stated in the thesis of the proposition.
• It is easily seen that f˜ = A outside ∪i int(Ui), in particular on ∂U˜.
• We have lip( f ) ≤ lip(A) and so, since f˜ is continuous, equal to A outside
∪iUi and has lip( f˜ |Ui) = lip( f ), we have also the global property lip( f˜ ) =
lip( f ).
• Since f˜ |Ui has the same gradient distribution as f , and theUi cover almost
all of U˜, we also easily see that f and f˜ have globally the same gradient
distribution.
• f˜ − A is (2 lip( f ))-Lipschitz and vanishes on U˜ \ ∪i intUi, so if we choose
δ ≤ 2 lip( f ) diam(U) in the construction, we also get:∥∥∥ f˜ − A∥∥∥
∞
≤ 2 lip( f ) diam(U) sup
i
ri.

4.3. The basic Lipschitz approximation
The following one is the basic result about approximation of affine maps by func-
tions with “essentially only two gradients”, i.e. such that a big amount of the
gradient distribution mass is concentrated on two matrices. Lemma 4.1.2 and the
basic idea given in Example 4.1.1 indicate that if we are looking for an easy and
natural construction, we must suppose rank(A − B) = 1.
Lemma 4.3.1. Let A,B ∈ Mn×m be rank-1 connected, A − B = a ⊗ b and let C = A
λ
→
B, λ ∈ [0, 1]. If c1, . . . ck ∈ Rm are vectors such that 0 ∈ int(conv {b,−b, c1, . . . ck}), then
for every open bounded set U ⊂ Rm there exists a piecewise affine f : U → Rn such that
(1) f = C on ∂U and
∥∥∥ f − C∥∥∥
L∞(U)
< ε
(2) a.e. in U, ∇ f ∈ {A,B,C + a ⊗ c1, . . . a ⊗ ck}
(3)
∣∣∣U ∩ {∇ f = A}∣∣∣ > (1 − ε)λ |U| and ∣∣∣U ∩ {∇ f = B}∣∣∣ > (1 − ε)(1 − λ) |U|
Proof. (see also Figure 4.2 at page 53)Wemay assumeC = 0 up to a coordinate
change in the co-domain Rm, and n = 1, a = 1 since thereafter the general case will
be obtainable by multiplying the scalar solution with a. So we have (identifying
m × 1 matrices with vectors) A = (1 − λ)b and B = −λb
The basic approximation procedure. Let h be the sawtooth function with h(0) = 0
and h′ equal to 1 − λ on (0, λ) and to −λ on (λ, 1), extended by 1-periodicity to R.
Then define its rescaled version:
fˆl(x) =
1
l h(l〈x, b〉).
fˆl has exactly the right gradient distribution, and for big l ∈N it becomes arbitrarily
near to C in L∞.
Obtaining the right boundary datum. Since we can at any time use Proposition
4.2.2,we forget for amomentaboutourdomain. The fact that 0 ∈ int(conv {b,−b, c1, . . . ck})
implies that the polytope:
S =
⋂
v∈{−b,b,c1,...,ck}
{x ∈ Rm : 〈x, v〉 ≥ −1}
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is bounded. We already have that fˆl = 0 on the two faces:
S ∩ ({x : 〈x, b〉 = 1} ∪ {x : 〈x,−b〉 = 1}) ;
moreover, we have ∇(1 + 〈x, ci〉) = ci, so for the other faces it is enough to truncate,
i.e. to put:
fl = min
{
min
i
(1 + 〈x, ci〉), fˆl(x)
}
.
We thus established the boundary value for the domain S and also the property
about the support of the gradient distribution in S.
The gradient distribution. We have seen that for big l, fˆl is uniformly close to
zero: to be more explicit, fˆl < 1/l. We also observe that for any compact subset
of int S there exists δ > 0 such that the functions 1 + 〈·, ci〉 are ≥ δ thereon. We
then use regularity of the Lebesgue measure, and choose l ≥ 1/δ, to get a gradient
distribution for fl that is nearly the same as the one of fˆl inside S. Since S is
regular enough, we may suppose also that l is big enough so that the gradient
distribution of fˆl on S is near (1 − λ)δ(1−λ)b + λδ−λb. To conclude it suffices now to
apply Proposition 4.2.2. 
Remark 4.3.2. (1) The matrices different from A,B in the thesis of the above
lemma are just the result of the truncation construction.
(2) We can rescale the ci and make them become arbitrarily small, so that
∇ f ∈ B([A,B], ε) almost everywhere. In this case we may also obtain that
spt(µ f ) ⊂ {A,B} ∪ B(C, ε).
(3) The fact that
∥∥∥ f − C∥∥∥
∞
< ε is just a consequence of Proposition 4.2.2, so
the really constraining hypothesis of Lemma 4.3.1 is the boundary datum.
If we start with the affine function x 7→ Cx+ d, then Lemma 4.3.1 provides a way to
obtain functions arbitrarily L∞-near this function and with gradient distributions
arbitrarilyweakly*-near to (1−λ)A+λB. Since the lemma yields a piecewise affine
function, we can perform again the same construction on each region where this
function is affine, perhaps at a smaller scale (measured by ε in the lemma). So,
iterating the construction and choosing the right sequence of scales, we are able to
approximate prelaminates. Using Theorem 3.4.6, we have then the following:
Proposition 4.3.3. Suppose K ⊂Mn×m is compact, and that U is an open neighbourhood
of Krc. Then for each µ ∈ Mrc(K) there exists a ‖·‖L∞ -Cauchy sequence of Lipschitz
functions f j
• with ∇ f j ∈ U almost everywhere
• with gradient distributions µ f j
∗
⇀ µ.
4.4. Approximation with restrictions
In applications, we are often not allowed to use all matrices inMn×m as gradients
(sometimesnot evena setwithnonempty interior is allowed). Thereforewepresent
here some of the known “good sets”, i.e. sets inside which the approximation is
possible. Our aim in this section is to arrive to a proof of facts analogous to
Proposition 4.3.3, for the cases where the permitted matrices V ⊂Mn×m are either
the symmetric matricesMn×nsym , or a level setM
n×m
Σ
= {X : Σ(X) = c} of value c , 0
for some minor Σ :Mn×m → R of order r ≥ 2. We start with two definitions which
abbreviate notations:
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−b b
c1
c2
fl
fˆl
∂S
c1
c2
(3)
(2)(1)
〈·, c1〉 + 1
〈·, c2〉 + 1
= fˆl
= 〈·, c2〉 + 1
= 〈·, c1〉 + 1
0
0
Figure 4.2: (The construction of Lemma 4.3.1, in the case m = 2.) In the picture (1) there
is a piece of the graph of fˆl, approximating the zero function. The vector b is the
“left to right” direction, and the projection on R2 ≃ {b}⊥ of this graph is the graph
of the auxiliary function h. In picture (2) we can see the function fl resulting from
the truncation. Outside the trapezoid S we can put fl = 0, and in the small light
grey triangles we have the graphs of the functions x 7→ 1 + 〈x, ci〉. We also drew
the vectors b,−b, c1, c2; observe that each one of these vectors is perpendicular to
the side of S near which fl has gradient equal to it. In (3) there is the projection
(on the domain of f ) of (2), which helps to see that ∇ fˆl , ∇ fl only on a little part of
S. Observe that the directions of the ci determine the directions of the faces of S,
while the modulus of the ci determine how near to each other are the skew sides in
the figure, and also how small is the projection of each triangle where the gradient
of fl is equal to them.
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A
BC
A C B
A C
B
Figure 4.3: (Possible cases when Lemma 4.3.1 holds.) We represent here three possible
ways in which we can fulfil the hypotheses of Lemma 4.3.1, where the matrices
different from A,B and C (represented here by black dots) are all near C (first
picture), near {A,B} (second picture) or only near one of the points A,B (third
picture). A similar drawing is easily seen to be possible in any dimensions m ≥ 2
and n ≥ 1. The third picture is described better (but with a different notation) in
Lemma 3.8.2, used for the regularity Theorem 3.8.4. Compare it with Figure 3.4.
Definition 4.4.1. Suppose a set Ω ⊂ Rm is fixed. We denote:
• by P the set of Lipschitz piecewise affine functions f : Ω→ Rn,
• by P0 the functions in P which are zero on ∂Ω,
• by P(U), where U ⊂ Mn×m, the functions f ∈ P such that the gradient
distribution µ f have spt(µ f ) ⊂ U,
• by PA(U) the functions f ∈ P(U) which are equal to an affine map of the
form x 7→ d + A · x on ∂Ω.
Definition 4.4.2. Consider a subset V ⊂ Mn×m. We say that approximations are
possible in V if whenever
• A,B ∈ V, such that rank(A − B) = 1,
• C = A
λ
→ B,
• Ω ⊂ Rn is a bounded open set,
there exists f ∈ P(V ∩ B([A,B], ε)) such that there holds µ f (A) > (1− ε)(1− λ) and
µ f (B) > (1 − ε)λ.
We have seen that approximations are possible in V = Mn×m (this is exactly the
meaning of point (2) of Remark 4.3.2, which follows Lemma 4.3.1). We also have:
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Lemma4.4.3. Approximations are possible inMn×nsym ⊂M
n×n, and inMn×m
Σ
= {X : Σ(X) = c},
where Σ is a minor of order r ≥ 2.
This will be proved in Subsection 4.4.1 for the case ofMn×nsym , and in Subsection 4.4.2
for the case ofMn×m
Σ
.
There is one more necessary ingredient, in order to generalize Proposition 4.3.3.
We define the (rc,V)-convexification Krc,V of a compact K ⊂ V as the set of points
X ∈ V such that for all rc functions f : V → R there holds f (X) ≤ sup f (K); we need
Krc,V ⊂ V, and also a result similar to Theorem 3.4.6, namely that:
(4.4.1)
K ⊂ V compact
Krc,V ⊂ U ⊂ V
U is open in V
⇒ the weak*-closure of PL(U) containsMrc(K).
Then Proposition 4.4.6 follows fromLemma 4.4.3 in exactly the sameway as Propo-
sition 4.3.3 follows from Lemma 4.3.1.
Property (4.4.1) was proved in Theorem 3.1 of [38] in the case V =Mn×m
Σ
, and the
only needed properties of V necessary for the proof are the ones described in the
following Definition:
Definition 4.4.4. Let V be a subset ofMn×m. We say that V respects rc-hulls if for
each compact K ⊂ V there hold the following two properties:
• Krc,V ⊂ V.
• IfU ⊂ V is a relatively open neighbourhood of Krc,V inV, and if f : U → R
is rank-1 convex, then for each ε > 0 there exists a F :Mn×m → Rwhich is
rank-1 convex and such that
∣∣∣F − f ∣∣∣ > ε on Krc,V.
Lemma 4.4.5. • The subsetsMn×nsym ⊂M
n×n andMn×m
Σ
⊂Mn×m respect rc-hulls.
• If V respects hulls then property (4.4.1) holds.
Proof. The first point of Definition 4.4.4 is satisfied for V =Mn×nsym ,M
n×m
Σ
, since
they are rank-1 connected. The second point can be shown for V = Mn×nsym using
Lemma 3.6.7 for V = Mn×nsym , D = M
n×n
sym ∩ {u : ranku = 1} and then extending in
a trivial way the obtained function F to Mn×n. For V = Mn×m
Σ
, see the proof of
Lemma 3.6 in [38].
The second part of the lemma is proved exactly as in the proof of Theorem 3.1 in
[38], where Lemma 3.6 is replaced by the property of V of respecting rc-hulls. 
So we state now the main proposition, generalizing Proposition 4.3.3, and which
can be proved along exactly the same lines, starting from Lemma 4.4.3:
Proposition 4.4.6. Suppose that approximations are possible in V and that V respects
rc-hulls. If K ⊂ V is compact, and if U ⊂ V is an open (in V) neighbourhood of Krc,V, then
for each µ ∈ Mrc(K) there exists a ‖·‖L∞ -Cauchy sequence ( f j) ⊂ P(U) such that µ f j
∗
⇀ µ.
SinceMrc(U,A) =Mrc(U)∩
{
µ : µ¯ = A
}
is weak*-closed and since any prelaminate
with a given barycentre A can be approximated by gradient distributions of func-
tions which on the boundary of the domain are equal to an affine function with
gradientA (just by the iterative construction preceding Proposition 4.3.3),we have:
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Corollary 4.4.7. Under the same hypotheses as in Proposition 4.4.6 on V, U and K, for
each µ ∈ Mrc(K,A) where A ∈ Krc,V, there exists a ‖·‖L∞ -Cauchy sequence ( f j) ⊂ PA(U)
such that µ f j
∗
⇀ µ.
We now pass to the proof of Lemma 4.4.3.
4.4.1. The symmetry constraint. In this subsection we treat the case ofMn×nsym ,
and we follow to some extent [29]. There are some preliminary basic facts of
interest in this case:
• Mn×nsym is a group with respect to addition.
• The rank-1 symmetric matrices are the ones of the type λa ⊗ a for λ ∈
R \ {0} and a ∈ Sn−1. We will thus be interested in Dc-convexity for
D =
{
λa ⊗ a : λ ∈ R \ {0} a ∈ Sn−1
}
.
• Mn×nsym is convex.
One can now try to imitate Lemma 4.3.1, but the constructions becomemuch more
involved, and we have no hint of which gradients we should use to truncate. We
will instead use the fact that the hessian of a differentiable function is a symmetric
matrix. We will lose control about what the exact set of gradients that we are using
is, but we will nevertheless manage to keep the approximating gradients near the
rank-1 segment we are using:
Proof of Lemma 4.4.3 in case V =Mn×nsym : Wemay supposeC = 0,A = (1−λ)a⊗
a,B = −λa ⊗ a for a ∈ Sn−1.
We take again the sawtooth function h : R → [0, 1] in the proof of Lemma 4.3.1,
and define a new zero-mean 1-periodic function g : R→ [0, 12 ], by putting on [0, 1]:
g(x) =

1
2h(2x) if x ∈ [0,
1
2 ]
− 12h(1 − 2x) if x ∈ [
1
2 , 1],
Then let H(x) =
∫ x
0
g(t)dt for x ∈ R. This is again a 1-periodic function, vanishing
exactly on Z. The basic function which gives the right gradient distribution will
be a gradient:
fˆl = ∇Fˆl(x), with
Fˆl(x) =
1
l2
H(l〈x, a〉).
fl is easily seen to have gradient g(l〈x, a〉)a⊗ a. We then have to truncate it in some
nice way, and in order to maintain the symmetry of the gradients, we start by
truncating Fˆl. Since Fˆl is already zero on the affine hyperplanes
1
l aZ + {a}
⊥, we
just truncate in the directions perpendicular to a. We take a function φ : Rn → R
defined by:
φ(x) = ϕ(|Pa(x)|),
where Pa is the orthogonal projection on {a}
⊥, andϕ : [0, 1]→ [0, 1] is aC∞ function
such that for some δ > 0 (which we will fix later):if s < 1 − 2δ then ϕ(s) = 1if s > 1 − δ then ϕ(s) = 0.
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So now we can truncate, and put: Fl = φFˆlfl = ∇Fl.
We see that fl =
1
l g(l〈x, a〉)a = fˆl(x) on {x ∈ R
n : |Pa(x)| ≤ 1 − 2δ}, and so on this set
wemaintain gradients inside {A,B}, and nearly the good gradient distribution. On
{x ∈ Rn : 1 − δ ≤ |Pa(x)| ≤ 1} we have instead fl = 0, so we can extend fl to zero by
continuity outside the set:
S = {x ∈ Rn : 〈x, a〉 ∈ [−1, 1] and |Pa(x)| ≤ 1} .
Nowwe can fix a δ small enough, so that the gradient distribution condition in the
thesis is verified with S instead of Ω.
The fact that (for big l) almost everywhere ∇ fl ∈ B([A,B], ε) follows from the
formula for Fˆl: this formula contains a
1
l2
term, and so if we compute the hessian
of Fl, we find only one term which is not an o(
1
l ) as l→∞, namely φ∇ fˆl. The other
terms can be made uniformly close to zero, as wanted.
Nowwe need to find a good piecewise affine approximation of fl. Since fl is C
1 on
each one of the sets, S ∩
{
x : 〈x, a〉 ∈ [
j−1
l ,
j
l ]
}
, for j = 1 − l, . . . , l, we use the Lemma
4.4.8 below on these sets, for some ε such that ε(x)→ 0 as x→ ∂Ω.
Then we apply Proposition 4.2.2 as in Lemma 4.3.1, to conclude. 
Lemma 4.4.8. Let Ω ⊂ Rn be open and bounded, and let f ∈ C1(Ω,Rn) be such that
∇ f ∈Mn×nsym everywhere. For any lower semicontinuous ε : Ω→ (0,∞)we can then find a
g ∈ P(Mn×nsym)∩C
1(Ω,Rn), such that for all x ∈ Ω,
∣∣∣∇ f (x) − ∇g(x)∣∣∣+ ∣∣∣ f (x) − g(x)∣∣∣ < ε(x).
Proof. Since we may subdivide the domain in simplexes, and look separately
at each one of them, we may assume ε to be a positive constant, provided we ask
in addition that f = g and ∇ f = ∇g on ∂Ω (the condition on the gradients would
be superfluous if we would not ask for g to be C1 in the statement of the lemma).
We may also ask for g to be locally affine only on some set G ⊂ Ω such that
|∂G| = 0 and |G| / |Ω| > an for some fixed a > 0. Indeed, we then could iterate the
construction, choosing each time a (suitably) smaller ε, and approximating on the
setΩ \ G instead ofΩ.
Now we start our construction. Choose finitely many disjoint balls Bi = B(xi, ri),
i = 1, . . . ,N in Ω which cover at least half of Ω and are such that oscBi ∇ f < ε/C
and ri < 1. Let also Ai = ∇ f (xi) ∈ Mn×nsym . Since curl(∇ f − Ai) ≡ 0, we may choose
some δ > 0 such that the balls B(xi, ri + δ) still stay inside Ω, and find potentials
Fi ∈ C
2(B(xi, ri + δ)) such that:∇Fi = f − Ai − f (xi) + Ai · xiFi(xi) = 0.
We then have ‖Fi‖L∞(Bi) ≤ ri ‖∇Fi‖L∞(Bi) ≤ r
2
i
∥∥∥∇ fi − Ai∥∥∥L∞(Bi). Nowwewant a function
which is constantly equal to Ai near the centre of the Bi and is equal to f near the
boundary. So we use a C∞ function ψ : Rn → [0, 1] which is 0 on B(0, a) and is 1
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outside B(0, b) for some 0 < a < b < 1, such that
∥∥∥∇ψ∥∥∥
L∞
+
∥∥∥ψ∥∥∥
L∞
≤ c. We put:
F˜i(x) = ψ
(
x − xi
ri
)
Fi(x),
so we are able to estimate:∥∥∥∇2F˜i∥∥∥L∞(Bi) ≤ cr2
i
‖Fi‖L∞(Bi) +
2c
ri
‖∇Fi‖L∞(Bi) +
∥∥∥∇ f − Ai∥∥∥L∞(Bi) ≤ 4c oscBi ∇ f < 4c εC .
Now, f˜i := ∇F˜i + Ai + f (xi) − Ai · xi is C1 and satisfies f˜i = f outside B(xi, bri).
Moreover: ∥∥∥∇ f˜i − Ai∥∥∥L∞(Bi) ≤ ∥∥∥∇2F˜i∥∥∥L∞(Bi) < 4c εC ,
so: ∥∥∥ f˜i − f∥∥∥L∞(Bi) ri ≤ ∥∥∥∇ f˜i − ∇ f∥∥∥L∞(Bi) ≤ 8cε/C.
We set:
G =
N⋃
i=1
Bi
g =
 f˜i on Bi, for i = 1, . . . ,Nf outside G.
The function g is as wanted, if we choose C such that 8c ≤ C. 
4.4.2. Theminor constraint. Amore complicated situation is the one inwhich
our permitted gradients satisfy some condition of the form Σ(X) = c , 0, where
Σ :Mn×m → R is aminor of order r ≥ 2. Wewill suppose that c = 1, byhomogeneity
ofΣ. We assume c , 0 since the case c = 0 presents different difficulties. Call the set
of these matricesMn×m
Σ
. We observe thatMn×m
Σ
is not convex. However it actually
is rc-convex, since along rank-1 segments there exists some coordinates in which
only one column of the matrices changes, so along this line the (sub-)determinants
are linear. For this subsection we follow [38] and the references therein.
We want now to prove Lemma 4.4.3 in the case V = Mn×m
Σ
. We observe that we
may forget about the conditions about the shape of the domain Ω ⊂ Rn and about
the L∞-norm closeness to the affine map giving the boundary datum, since we
may use the construction of Proposition 4.2.2. The discussions about truncation
in the foregoing two subsections get now a different flavor, since (due to our
different constraint) now the operation for which our matrices are invariant is not
translation, but rather composition restricted to the submatrix which corresponds
to Σ and translation restricted to the rest of the entries.
Lemma 4.4.9. Let A,B,C be as in Lemma 4.4.3 with V =Mn×m
Σ
and suppose U = [0, 1]m.
Then there exists u ∈ C∞(U) ∩P(V ∩ B([A,B], ε)) such that
• u = C if x ∈ ∂Ω
• for the gradient distribution µu, there holds µu(A) > (1− ε)(1− λ) and µu(B) =
(1 − ε)λ.
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Proof. Case r = m = n. Then we haveMn×m
Σ
= SL(n,R). We may suppose:
A = Id + (1 − λ)e1 ⊗ ν
B = Id − λe1 ⊗ ν
C = Id.
where ν1 = 〈ν, e1〉 = 0 andwemay suppose ν2 , 0. Away of having SL(n) gradients
is considering the flows of smooth divergence-free vector fields starting from the
identity, so this is how we are going to construct u.
We start with a function H as in the proof of Lemma 4.4.3 in the precedent Section,
but smoothened near points where it is not smooth. So we have H′′ ∈ [−λ, 1 − λ]
and H′′ < {−λ, 1 − λ} only of a set of measure < ε/4.we also use a cut-off function
ψ ∈ C∞0 (U) and define:
Fδ(x) =
δ2
ν2
ψ(x)H
(
〈ν, x〉
δ
)
v = (e1 ⊗ e2 − e2 ⊗ e1) · (∇ψ).
Then we consider the flow: 
d
dtϕt(x) = v(ϕt(x))
ϕ0(x) = C · x,
and put u = ϕ1. The fact that v has compact support makes already clear the fact
that the boundary condition for u is respected. Now consider the equations for
∇ϕt: 
d
dt∇ϕt = (∇v ◦ ϕt)∇ϕt
∇ϕ0(x) = C.
We have:
∇v(x) = ψ(x)H′′
(
〈x,ν〉
δ
)
e1 ⊗ ν +O(δ) := L(x) +O(δ),
and:
for t ∈ [0, 1],
∣∣∣〈ϕt(x) − x, ν〉∣∣∣ ≤ t sup |〈v, ν〉| ≤ sup ∣∣∣v2∣∣∣ ≤ Cδ2,
so ∇u(x) = eL(x) + O(δ). Since et(a⊗b) = Id + t(a ⊗ b) if 〈a, b〉 = 0, we have the wanted
result, if we choose a function ψwhich is ≡ 1 on a big enough set, and a δwhich is
small enough.
Case r = m < n. We may suppose that the minor M involves the first m columns
and we denote Rn ∋ x = (x′, x˜) where x′ contains the first m coordinates and x˜
contains the remaining ones. Similarly, let us denote F = (F′|F˜) for F ∈Mn×m. We
may assume: 
C = (Id|0).
A = C + (1 − λ)e1 ⊗ ν
B = C − λe1 ⊗ ν.
If ν′ , 0 we may suppose ν2 , 0 and we do the construction as for the case
r = m = n: define v as before, and for the flow ϕt use the initial datum C:
d
dtϕt(x) = v(ϕt(x), x˜)
ϕt(x) = x′.
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ν
e2
Figure 4.4: We represent here the level set
{
x : H′′
(
〈ν,x〉
δ2 +
x2
δ
)
= 0
}
for the function
H arising in case r = m < n of Lemma 4.4.9, in case δ = 1/4. The coordinates are the
two vectors e1, ν. This picture helps to understand that the gradient distribution of
the approximating C∞ function is essentially the same as the one obtained in case
r = n = m, where we had H′′
(
〈ν,x〉
δ
)
instead (the difference is that in the mentioned
case the lines were vertical and less dense).
Then put u = ϕ1 and observe that for ∇ϕt, putting Φt(x) = (ϕt(x), x˜), we have:
d
dt∇ϕt = [(∇v)
′ ◦Φt] · ∇ϕt +
(
0|∇˜v
)
∇ϕt = C.
Then we have M(∇ϕt) = 1 since tr(∇v)′ = 0, and the other estimates are as in the
previous case.
If ν′ = 0, then we can not divide by ν2, but we can use:
Fδ(x) = δ
3ψ(x)H
(
〈ν, x〉
δ2
+
x2
δ
)
,
Then we define v and u as before, and we obtain again the wanted expression
∇v(x) = ∇(∂2Fδ)(x) = ψ(x)H′′
(
〈ν,x〉
δ2 +
x2
δ
)
+O(δ) (see Figure 4.4).
The case r < m. In this casewemay supposeC =
(
Id 0
0 0
)
andA−B =
(
α e′
1
aˆ
)
⊗ν
(where the upper left block is r× r, a′ and aˆ [a˜] represent the first r and the lastm− r
[n− r] components of a), with α , 0 and ν1 = 0. The further constructions are done
analogously to the previous case, defining v as before, and:
d
dtϕt =
 α v′v1aˆ
 (ϕ′t(x), x˜)
ϕ0 =
 x′0ˆ
 .

We now need a result analogous to Lemma 4.4.8.
Lemma 4.4.10. Let Ω ⊂ Rn be open and bounded, and let u ∈ C2,α(Ω,Rm) be such
that ∇u ∈ Mn×m
Σ
everywhere (if the order of the minor Σ is r = n = m then we may
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assume just u ∈ C1,α). For any lower semicontinuous ε : Ω → (0,∞) we can then find a
v ∈ P(Mn×m
Σ
)∩C1(Ω,Rn), such that for all x ∈ Ω, |∇u(x) − ∇v(x)|+
∣∣∣ f u(x) − v(x)∣∣∣ < ε(x).
Proof. We first almost copy word by word the beginning of the proof of
Lemma 4.4.8.
Since we may subdivide the domain in simplexes, and look separately at each one
of them, we may assume ε to be a positive constant, provided we ask in addition
that f = g on ∂Ω. Since U is bounded, we may also only ask the estimate on the
gradients: ‖∇u − ∇v‖L∞ ≤ ε.
We may also ask for g to be locally affine only on some set G ⊂ Ω such that
∂G ∈ C3,α and |G| / |Ω| > an for some fixed a > 0. Indeed, we then could iterate the
construction, choosing each time a (suitably) smaller ε, and approximating on the
setΩ \ G instead ofΩ.
Case r = n = m. Here, G will be a disjoint union of finite balls: we take indeed
finitely many disjoint balls B(a, r) covering a big portion of Ω and such that the
numbers rα ‖∇u‖C0,α(B(a,r)) are all ≤ δ. Now we focalize on one of these balls. We
then take a cutoff function ψ ∈ C∞0 (B(a, r), [0, 1]) which is ≡ 1 on B(a, r/2), and we
define:
u˜(x) = ψ(x) [u(a) + ∇u(a) · x] +
(
1 − ψ(x)
)
u(x) = u(x)
ψ(x)
→ [u(a) + ∇u(a) · x] .
We may suppose a = 0, r = 1, u(a) = 0. In this case we have u˜(x) = x on B(0, 1/2).
Now we want to interpolate u˜ on B(0, 1) \ B(0, 1/2) to a function which satisfies
the gradient constraint. We use a construction related to what is well known in
symplectic geometry as the “Moser trick”, but here we present it in an analytic
manner (see [15]). We state the needed result here, but we will prove it in the next
subsection.
Lemma 4.4.11. Let U be a bounded C3,α domain in Rm and α ∈ (0, 1). Consider the spaces:
X =
{
u :
?
U
det∇u = 1
}
∩ C1,α(U,Rn),
Y = Diff1,α(U,Rm) ∩ {v : det∇v = 1} .
Then there exists a neighbourhood of the identityU ⊂ X and a smooth map:
L :U → Y
such that L(id) = id and for all f ∈ X, L( f ) = f on ∂Ω (Diffk,α are the diffeomorphisms
of class Ckα).
We now use the Lemma 4.4.11 for the domain U = B(0, 1) \ B(0, 1/2). We may
suppose ∇u(0) = Id, since otherwise we replace u by (∇u(0))−1u. We choose δ such
that u˜ ∈ U, and we chooseU so small that its image through L is contained in the
ε-ball of C1,α. We define then:
v =
x on B(0,
1
2 )
Lu˜ on B(0, 1) \ B(0, 1/2).
It is easy to check that v is as wanted, if Lemma 4.4.11 is true.
Case r = n < m. We may suppose thatM depends only of the first m columns of a
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matrix in its domain. G will be a finite set of disjoint products of balls of the form
B = B(a′, r) × B(a˜, r), for (a′, a˜) ∈ Rn × Rm−n, such that
‖∇u − ∇u(0)‖1,α < δ
sup
B
|∇′u| ≤ K
Wemay consider only the case B = B2×B2 = B(0, 2)×B(0, 2), up to an affine change
of coordinates, and for u we may suppose u(0) = 0 and ∇u(0) = (id|0).
We start by constructing of a map w which is affine and equal to (id|0) in B2 × B1/2
(see Figure 4.5). We take a cutoff function ψ ∈ C∞0 (B3/4) such that ψ|B1/2 ≡ 1, and
interpolate:
w˜(x′, y) = u(x′, y)
ψ(y)
→ x′.
Then define w(x′, y) = λ(y)w˜(x′, y) where λ is such that:
λm
?
B1/2
det∇′w˜dx′ =
?
B1/2
det∇′wdx′ = 1.
That λ ∈ C2,α can be seen from the formula div′ cof∇′w˜ = 0, which implies:
∂yiλ =
?
B1/2
(cof∇′w˜ : ∇′∂yiw˜)dx
′ =
1∣∣∣B1/2∣∣∣
∫
∂B1/2
(cof∇′w˜ : ∂yiw˜ ⊗ ν
′)dx′,
where ν′ is the outer normal of B1/2. We also have:
‖∇w − (id, 0)‖1,α ≤ Cδ,
so the maps w(·, y) are diffeomorphisms for small δ.
Next, we interpolate between w and u: take a cutoff function ψ ∈ C∞
0
(B1) such that
ψ|B1/2 ≡ 1, and let:
u˜(x′, y) = u(x′, y)
ψ(x′)
→ w(x′, y),
so ∇u˜(0) = (id|0) and ‖∇u˜ − (id|0)‖1,α ≤ Cδ, in particular the maps u˜(·, y) are diffeo-
morphisms of B2. We have also that u˜(·, y) ∈ Y for the domain B1 \ B1/2. We apply
then Lemma 4.4.11, and put u˜(·, y) = L(u˜(·, y). Using the smoothness of L, we get
u˜ ∈ C2,
α
2 ([B1 \ B1/2] × B2).
We modify u˜ for
∣∣∣y∣∣∣ > 3/4 (which is the zone where w = u = u˜): call η the “group
distance” between u˜ and u:
η(·, y) =
(
u(·, y)
)−1
◦ u˜(·, y).
Then η(·, y) = id on ∂B1∪∂B1/2 and det∇′η = 1.We need now the following lemma,
which allows to change u˜ on [B1 \ B1/2] × [B1 \ B3/4]:
Lemma 4.4.12. Let U be a bounded smooth domain in Rm and α ∈ (0, 1). Consider the
spaces
X2 = {v : div v = 0 in U, v = 0 on ∂Ω} ∩ C
2,α(Ω¯,Rm),
Y2 =
{
ϕ : det∇ϕ = 1 in U, ϕ = id on ∂Ω
}
∩Diff2,α(Ω¯,Rm).
Then there exists a smooth diffeomorphism exp which maps a small neighbourhood of 0 in
X1 onto a neighbourhood of id in Y1.
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Figure 4.5: We represent here the different auxiliary functions used in the proof
of Lemma 4.4.11. The vertical axes of the squares represent the radii of the first
factor balls in the product B2×B2, and the horizontal axes represent the radii of the
second factors. We didn’t represent the interpolating functions, and we expressed
by hatches the functions expressed in terms of the basic functions (id|0) and u, and
by grey hues the functions (id|0), u and u¯.
This lemma is related to the structure of differentiable manifold of the volume pre-
serving diffeomorphisms, and to the geodesics on it, with respect to theH1
0
metric.
For the proof, we refer to [20], where it is proved in Sobolev spaces, in Theorem
8.5. To pass to Lipschitz functions one can use the Sobolev embedding.
We now let ψ ∈ C∞
0
(B1) be a cutoff with ψ ≡ 1 on B7/8, and put:
v(·, y) =

u˜(·, y) on [B1 \ B1/2] × B3/4
u¯ = u(·, y) ◦ exp
(
ψ(y) exp−1 η(·, y)
)
on [B1 \ B1/2] × [B1 \ B3/4]
w(·, y) on B1/2 × B1
u(·, y) elsewhere.
It it is easily seen that this function v is as wanted. 
4.4.3. Proof of Lemma 4.4.11. For this section we use the results of [15]. We
start with:
Proposition 4.4.13. Let U be a bounded C3,α set in Rm, and define
X0 =
{
b :
∫
U
b = 0
}
∩ C0,α(U,Rn),
Y0 = {a : A|∂U = 0} ∩ C
1,α(U,Rn).
Then there exist a map L : X0 → Y0 and a constant K > 0 such that or all b ∈ X0,
divLb = b and ‖Lb‖1,α ≤ K ‖b‖0,α.
Proof. Let c ∈ C2,α(U¯) be the unique solution of:
∆c = b on U,
∂νc = 0 on ∂U,∫
U
c = 0.
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Then there exists a constant (whichwe continue to callK) such that ‖c‖2,α ≤ K ‖b‖0,α.
Then put:
d = −∇c.
So d ∈ C1,α(U¯,Rn), and 〈d, ν〉 = 0 on ∂U. We claim that there exists a function with
values in he skew-symmetric matrices, g ∈ C2,α(U¯,Mn×n
skew
) and a constant, which
we call again K, such that:
curl∗ g :=
(∑n
i=1(−1)
i+ j ∂gi j
∂xi
)n
j=1
= d on ∂U∥∥∥g∥∥∥
2,α
≤ K ‖d‖1,α
.
Since the above equation is underdetermined, we ask moreover that:
∇(gi j) = (−1)
i+ j(diν j − νid j)ν =: di jν on ∂U,
so that automaticallywe get (to check it onemust also use that 〈d, ν〉 = 0) curl∗ g = d.
We then solve: 
∆hi j =
>
U
di j on U,
∂νhi j = di j on ∂U,∫
U
hi j = 0,
finding a function hi j ∈ C2,α. We also have
∥∥∥hi j∥∥∥2,α ≤ K ∥∥∥di j∥∥∥1,α for some K > 0. We
may then finally put:
gi j(x) = hi j(x) − χ(d(x, ∂U))hi j (x − d(x, ∂U)∇d(x, ∂U)) ,
and check that this is the wanted function g. We call L the (bounded, linear)
operator which associates g ∈ Y0 to b. 
Lemma 4.4.14. Let U be a C3,α domain in Rm. Define:X1 =
{
f :
>
U
f = 1, f > 0 on U
}
∩ C0,α(U¯,Rm),
Y1 = {u : u = id on ∂U} ∩Diff
1,α(U¯,Rm).
Then there exists a smooth mapΦmapping a neighbourhood of 1 in X1 to a neighbourhood
of id in Y1, and such that for all f in its domain:
det∇Φ f = f .
Proof. Define Q(A) = det(I + A) − 1 + tr(A), and observe that if w1,w2 ∈ C0,α
then ‖Q(w1) −Q(w2)‖0,α ≤ K
(
‖w1‖0,α + ‖w2‖0,α
)
‖w1 − w2‖0,α. Put then v = u − id
(with these notations, u 7→ v is a bijection between X1 and X0, and between Y1 and
Y0 ∩Diff
1,α). We want to find a solution for:div v = f − 1 −Q(v) =: N(v)v = 0 on ∂U,
which means nothing more than LN(v) = v, with v ∈ X0.
It is easy to check that v|∂U = 0 implies
∫
U
N(v) = 0, so N(X0) ⊂ Y0. Then we want
to apply the contraction principle to the operator LN: let Br be the r-ball in Y0 and
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take f ∈ Y0 so that
∥∥∥ f − 1∥∥∥
0,α
< 1/(8K3), and r = 2K1
∥∥∥ f − 1∥∥∥
0,α
. We then obtain from
the estimates above, for v,w ∈ Br:‖LN(v) − LN(w)‖1,α ≤
1
2 ‖v − w‖1,α
‖LN(v)‖1,α ≤ r.
So we have a unique solution u of LN(v) = v in Br, as wanted. The fact that
u(x) = x+ v(x) is a diffeomorphism follows from the fact that det∇u > 0 and on ∂U
we have u = id. 
Proof of Lemma 4.4.11: We put L(u) = Φ(det∇u−1) ◦ u. 
4.5. More abstract conditions for the existence of Lipschitz approximations
In this section all functions will be defined fromΩ ⊂ Rm to Rn. The domainΩwill
be an open bounded set, and its choice will not be important, due to Proposition
4.2.2. We ask here a general question about piecewise linear and lipschitz approx-
imations of functions: we want to know how much we can reduce the allowed
gradient set still keeping the approximations possible.
We start with a Definition (equivalent to Definition 1.1 in [39]):
Definition 4.5.1. Let K′,K ⊂Mn×m be bounded sets. We say that K′ can be reduced
to K if ∀A ∈ K′ there exists a sequence (ϕk) ⊂ PA(K′) such that µϕk(K
′ \ K)→ 0.
Remark 4.5.2. It is not clear how to extend the above definition to the case
of unbounded gradient sets. However we are reassured by considering that
clos∞(P(K)) ⊂ Lip is true only in the bounded case.
Remark 4.5.3. If V is as in the approximation Proposition 4.4.6, we have that K
can be reduced to any relatively open neighbourhood U of Krc,V in V. (this follows
from Corollary 4.4.7 using Proposition 4.2.2). We also cite the following lemma (it
is a restatement of Lemma 3.1 of [58], whose proof we adapt to our setting).
Lemma 4.5.4. If K ⊂Mn×m is compact then Kqc can be reduced to K.
Proof. Let A ∈ Kqc. Similarly to the Dc case (see Proposition 2.5 in [58], which
is exactly the restatement of Lemma 3.6.2 for the qc case, and which uses the
proof of Theorem 1.1 of [57]), we have that Kqc is the zero-set of dist
qc
K
. Therefore
distqc(A,K) = 0. By the characterization of the qc-envelope given in Theorem 3.3.2,
there exists a sequence ( f j) ⊂ Lip0([0, 1]
m → Rn such that lim j
∫
[0,1]m
dist(A−∇ f j,K) =
0, in particular (∇ f j) is an equi-integrable sequence, so by Dunford-Pettis’ theorem
it has a W1,1
0
-convergent subsequence, which we call again ( f j). We then extend f j
by periodicity and call u j(x) = 1/ j f j( jx). Then u j → 0 uniformly, and so by Lemma
3.5.7 we obtain a sequence (g j) ⊂W1,∞ such that lim j
∫ ∣∣∣∇u j − ∇g j∣∣∣ = 0. The Young
measure ν = (νx)x∈[0,1]m generated by (A + g j) j has then spt(νx) ⊂ K and ν¯x = A for
a.e. x, so by Theorem 3.5.3 we find a homogeneous Young measure with the same
properties. 
We also describe the minimal set to which Kqc can be reduced (this is Theorem 1.1
of [58]):
Proposition 4.5.5. Let K ⊂Mn×m be compact. Then
66 4. RANK ONE CONNECTIONS AND CONVEX INTEGRATION
• (extrqc(Kqc))qc = Kqc
• if W ⊂ K is compact and Wqc = Kqc then extrqc(Kqc) ⊂W.
Proof. SupposeKqc\(extrqc(Kqc))qc ∋ A. Then, as above,F(A) = dist
qc
extrqc(Kqc)
(A) >
0. Suppose α = maxK F, and let K1 = {A ∈ Kqc : F(A) = α}. We have K
qc
1
⊂ Kqc. Take
then A0 ∈ extrqc(K1). If ν is a homogeneous Young measure supported in K with
barycentre A0, then 〈ν, F〉 = F(A0) = α. spt(ν) ⊂ K1, since ν is a probability measure
and F is positive and assumes its maximum only on K1. But in this case, ν = δA0 by
the definition of an extreme point of K1. So A0 ∈ extrqc(Kqc), contradiction.
For the second point, we just use the first point and Lemma 4.5.4. 
Lemma 4.5.6. If a bounded set K′ can be reduced to a compact K then:
P(K′) ⊂ clos∞
(
Lip∩
{
u : u|∂Ω = f |∂Ω, ∇u ∈ K a. e.
})
.
Proof. Due to 4.2.2 we may prove only that the boundary datum is satisfied.
We start with f ∈ P(K′) and fix ε < 1. We may cover almost all ofΩ by portions G
such that
• diamG < ε
• ∇ f |G ≡ A = AG
For each suchGwe takeϕG ∈ PAG (K
′) according to 4.5.1, i.e. such thatµϕG(K
′\K) <
ε, and we replace f by ϕG on G. The resulting function f1 has then µ f1(K
′ \ K) < ε.
We can then iterate the procedure and get a sequence of equilipschitz functions
( fk) ⊂ P(K
′) such that fk agrees on a εk-net with fk−1, and such that µ fk(K
′ \K) < εk.
These functions then converge in W1,∞ to a Lipschitz function u such that ∇u ∈ K
a.e.. 
Observe also that the following holds for the special gradient constraints treated
in the first sections of this Chapter (the procedure used here is particular, and it is
possible due to the algebraic properties of the constraint spaces):
Lemma 4.5.7. Consider functions f : Ω→ Rn, whereΩ ⊂ Rm is a bounded open set, and
take K ⊂ V such that K = clos(intV(K)), with V equal toMn×m,Mn×nsym orM
n×m
Σ
. Then
clos∞(P(intV(K))) =
{
f ∈ Lip : ∇ f (x) ∈ K a.e. in Ω
}
. The same statement holds also if
we impose an additional affine boundary value contraint to our function spaces.
Proof. The inclusion“⊆” is clear. Weonlyhave to showthat if f ∈ clos∞(P(intV(K)))
then ∇ f (x) ∈ K for almost every x ∈ Ω.
For this, we first take an f in the right hand side and approximate it uniformly
with a g ∈ Lip(Ω)∩C∞(Ω) such that∇g(x) ∈ intV(K) for almost every x, thenwe use
Lemma 4.4.8 or Lemma 4.4.10 to find a piecewise linear approximation of gwhich
maintains the constraint on permitted matrices. Since in the cited two lemmas
we can choose ε(x) ≤ min
{
dist(∇g(x)∂K), dist(x, ∂Ω)
}
, we can deal also with the
boundary value constraint.
For the construction of the smooth approximation function we may use a molli-
fication depending on the point: see Lemma 3.23 of [29] for the case V = Mn×nsym ,
and use the mollification described at pages 401-402 of [38] to deal with the case
V =Mn×m
Σ
. 
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4.6. Continuity of the gradient map and stability of gradients only near a set
We now try to give another way of proving approximations results, which uses the
Baire Category theory, briefly described in the first Chapter of this work. We first
need to state a very useful property of the gradient map (cfr. Theorem 2.4.2).
Lemma 4.6.1. Let Ω ⊂ Rm be a bounded subset, and X be the space of lipschitz functions
fromΩ toRn, endowed with the ‖·‖∞ norm. Then the gradient map∇ : X → L
p(Ω,Mn×m)
is a Baire-onemap. In particular, ifX is complete, then the continuity points of the gradient
map form a residual set.
Proof. The continuous functions which pointwise approximate ∇ are just the
difference quotients:
(Fε f )(x) =

f (x+εei)− f (x)
ε if dist(x, ∂Ω) > ε
0 otherwise.
Then
∥∥∥Fε f∥∥∥∞ ≤ lip f and (Fε f )(x) → f (x) at differentiability points of f , as ε →
0. Then Lp convergence follows by Rademacher’s theorem and by dominated
convergence. But since Fε has norm at most
1
ε |Ω|
1/p between the topologies of X
and of Lp, we have the wanted continuity. For the last claim, we use Theorem
2.4.2. 
Remark 4.6.2. We say that a property holds for the typical point of a topological
space, if it holds for points of a residual set. Weobserve that a countable intersection
of residual sets is residual, so if we have countably many properties (Pi) such that
for each i, (Pi) holds for the typical x, then the conjunction of all of the (Pi) holds
for the typical x. We will use no more than contably many properties at a time.
Proposition 4.6.3. Let K ⊂Mn×m be a compact set and U ⊂Mn×m be a bounded set (not
necessarily open) containing K. Let PA(U) be the space of all functions f ∈ P(U) with
f |∂Ω ≡ A.
A sufficient condition for the typical f ∈ clos∞(PA(U)) to satisfy ∇ f ∈ K almost every-
where is that for each ε there exist a δε such that whenever dist(A,K) > εwe can find some
ϕ ∈ P(U − A) with bounded support such that
∫ ∣∣∣∇ϕ∣∣∣ > δ ∣∣∣spt(ϕ)∣∣∣.
In other words, if we can always perturb gradients by Lipschitz functions in some
nontrivial way (this is the meaning of δε), whenever they are far from a set, then
the mentioned set contains the support of the gradient distribution of the typical
function. We require U to be bounded, because we certainly need our gradients
not to escape to infinity. Whenever K ⊂ U ⊂ Mn×m are like in the hypothesis of
Proposition 4.6.3, we say that gradients in U are only stable near K (see [28]). One
should avoid however to confuse between the notion of stability for convex hulls
(Definition 3.8.1) and for gradients.
Remark 4.6.4. It should be stressed that we did not ask any topological properties
in Proposition 4.6.3, so we could consider, for example, U ⊂ V and open in V,
where V is any of the sets of matrices of the previous sections, i.e. Mn×nsym orM
n×m
Σ
.
Proof of Proposition 4.6.3: We can use Lemma 4.6.1 to reduce to the case
when f is a point of continuity of the gradient map restricted to clos∞(PA(U).
Suppose that ∇ f < K on a set of positive measure. By Lusin’s theorem, this means
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that we can find an ε > 0 and a compact C, such that |C| > ε, and where (∇ f
is continuous and) dist(∇ f ,K) > ε. Now take a sequence of fk ∈ PA(U) uni-
formly convergent to f , which thus have (a subsequence with) almost everywhere
pointwise convergent gradients. So, (up to a change of C) we have for big k0
dist(∇ fk0 ,K) > ε on C; we may also suppose that
∥∥∥ f − fk0∥∥∥∞ < η, for a positive η to
be chosen later. We thus have constructed a piecewise affine function which has
“nearly the properties of f”.
Now suppose that (Gi) is a covering of almost all of Ω by disjoint open sets, on
each of which fk0 is affine. The stability only near K property combined with the
construction in Proposition 4.2.2, now gives for eachGi a Lipschitz perturbationϕi
of fk0 on Gi (i.e. a R
n-valued function vanishing on the boundary of Gi) such that:
∥∥∥ϕi∥∥∥∞ < η/2∫
Gi
∣∣∣∇ϕi∣∣∣ > δε |Gi|
Ai + ∇ϕi is a.e. in a subset Ki ⊂ U.
This modifies a lot the gradient distribution (by the second condition), but not
so much the L∞-norm of fk0 (by the first condition), and easily conduces to a
contradiction with the gradient map continuity, if we choose η and δε suitably. 
Remark 4.6.5. If for the perturbing function ϕ we ask moreover that its gradients
stay in a compact set (in which case we say that gradients in U are stable by com-
pact perturbations only near K), then the same proof gives as a result that also the
typical f ∈ P ∩
{
f : ∇ f is a.e. in a fixed compact subset of U
}
has gradient almost
everywhere in K.
We have seen above that we can find Lipschitz functions which are significantly
nonzero and have gradient distributions that approximate rc-convex measures,
also when we impose some limitations on the set of matrices we can use as gra-
dients. Therefore we could use (as was first done in the article by Bressan [7], see
formula (3.2) there) also the following (sup of variances) function as a measure of
stability for gradients near sets (i.e. in the case when U ⊂ V is relatively open and
approximations are possible in V):
ΦU(X) = sup
{
Varµ(id) :=
∫
|Y − X|2 dµ(Y) : µ ∈ Mrc(U) and µ¯ = X
}
.
Indeed, the following holds (it is a direct consequence of Definition 4.4.2):
Lemma 4.6.6. For U ⊂ V be relatively open, and suppose that approximations are possible
in V (according to Definition 4.4.2). Then the following properties of ΦU hold.
• ΦU(X) ≥ ε2 if there exists a rank-1 segment inside U with centre in X and length
2ε (such segments are called 2ε-rank-1 segments).
• A sufficient condition for the existence of a function ϕ ∈ P of compact support,
such that ∇ϕ(x) + X is for almost all x in a fixed compact subset of U, and such
that
∫ ∣∣∣∇ϕ∣∣∣ ≥ δ ∣∣∣spt(ϕ)∣∣∣, is that:
ΦU(X)
diam(U)
> δ.
In particular, a sufficient condition for gradients in U to be stable only near K is
that ΦU(Xk)→ 0 only if dist(Xk,K)→ 0.
• ΦU is rc-concave.
4.6. CONTINUITY OF THE GRADIENT MAP AND STABILITY OF GRADIENTS ONLY NEAR A SET 69
Proof of the concavity: This follows from the fact that Varµ(id) is convex in µ
(it is equal to Eµ[Y2] − Eµ[Y]2 and Y 7→ |Y|
2 is convex), as follows.
Take a rank-one segment [A,B] and C = A
λ
→ B, and take µA ∈ PL(U,A) such that:
ΦU(A) − ε <
∫
|Y − A|2 dµA(Y),
and analogously µB. Consider µC := µA
λ
→ µB. This is a measure in PL(U,C), so
the first inequality below is explained by the definition of ΦU:
ΦU(C) ≥ VarµC(id) ≥
[
VarµA
λ
→ VarµB
]
≥
[
ΦU(A)
λ
→ ΦU(B)
]
− ε.
The other inequalities follow fromwhat said above. Since εwas arbitrary, we have
the concavity. 
4.6.1. When do gradients stay near extreme points? Here we suppose (about
the vectorspace V) that approximations are possible in V and that V respects rc-
hulls. We recall that we have defined extrgr(K) as the points in the compactKwhich
are not the centre of a rank-1 segment contained in K. By the characterization of
ΦK we have that such points are the candidates for the points of a minimal subset
of K such that gradients in K are stable only near it (indeed, ΦK is concave, and it
is zero on extrrc(K), by definition of extreme points and of ΦK).
We directly try to prove that typical limits of functions in clos∞(P(K′)), have ac-
tually gradient a.e. in extrgr(K), when K′ can be reduced to K and under the topo-
logical hypotheses that K′ is also relatively open in V and that K = clos(intV(K)) (a
particular case of such K′ is intV(K) in case V is as in Lemma 4.5.7).
We start now the proof of the fact that gradient distribution of typical functions are
concentrated on extrgr(K), and wewant to point out that it is quite straightforward.
Since we deal with typical functions, a proof would certainly start by taking f a
continuity point of the gradient map (cfr. Remark 4.6.2). By Lemma 4.5.6, we may
approximate f in uniform norm by functions in P(K′) with gradients converging
almost everywhere to ∇ f .
On the other hand, it is almost clear that
∣∣∣∣{x : ∇ f (x) < extrgr K}∣∣∣∣ > 0 implies (by
Lusin’s theorem) that:
(4.6.1) there is a compact C
on which ∇ f exists and is continuoussuch that ∃ε > 0 ∇ f (C) ⊂ K2ε,
where Kε is the set of the centres of ε-rank-1 segments contained in K. Then (by the
continuity of the gradient map and by Lemma 4.5.6) we can find f¯ ∈ P(K′ ∩ Kε)
such that f¯ , f only on C, and
∥∥∥ f¯ − f∥∥∥
∞
< η, for η arbitrarily small.
Since we have ε/2-rank-1 segments and continuity of the gradientmap, the natural
way to get a contradiction is by using Lemma 4.4.3 for the ε/2-rank-1 segments:
we can approximate f arbitrarily well in uniform norm, keeping a fixed gradient
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distribution which gives some positive mass to the ends of the segments, as Propo-
sition 4.2.2 states.
However Lemma 4.4.3 does not yield gradient distributions with supports con-
tained in the ε-segments: the support is contained in some neighbourhood (in the
relative topology of V) of them. A way to obtain that such neighbourhoods are
still inside K is to suppose that:
(4.6.2) (A,B) ⊂ intV(K) whenever [A,B] ⊂ K is a δ-rank-1 segment.
Then, up to loosing a smallmeasure part ofCwemay consider a setwhere our func-
tion has only finitely many gradients. We substitute to the ε/2-rank-1 segments the
shorter ε/4-rank-1 segments centred there: all of them have some neighbourhood
contained in intV(K). Then we use Definition 4.4.2 on the pieces where those gra-
dients are taken, and keep gradients of approximating functions in the mentioned
neighbourhoods. We call this new piecewise affine map f˜ .
We state now our result, analogous to Lemma 4.4.3:
Proposition 4.6.7. Let V be such that approximations are possible in V and V respects
rc-hulls. Assume that K ⊂ V is a compact set such that K = clos(intV(K)) and that
K′ ⊂ V is a relatively open subset which can be reduced to K. Let also (4.6.2) hold.
Consider functions defined on a bounded setΩ ⊂ Rm. Then the typical f ∈ clos∞(P(K′))
is a Lipschitz function with ∇ f (x) contained in extrgr(K) for almost every x ∈ Ω. The
same holds if we impose an affine boundary datum to all classes of functions.
Proof. We take f˜ constructed above. Then we approximate the f˜ according to
Definition 4.4.2 on the each piece where it is affine, by a piecewise affine map with
gradient distribution supported inV∩OwhereO is a small neighbourhood of the ε-
rank-1 segment given by the fact that we are outside extrgr(K). IfO is small enough,
by compactness it is still inside intV(K). We also have that
∥∥∥∇ f˜ − f¯ ∥∥∥
L1
> |Ω| ελ, with
λ as in Definition 4.4.2 and ε the length of our rank-1 segments. We thus obtain
maps near f with gradients far from ∇ f , which contradicts the continuity of the
gradient map at point f . 
Remark 4.6.8 (Regularly starshaped sets, cfr. [29], Theorem 3.22). • A sub-
set R of an affine space is regularly starshaped if there exists a point O ∈ R
such that for each A ∈ R, we have [O,A) ⊂ int(R).(see Figure 4.6)
• Regularly starshaped sets K satisfy condition (4.6.2).
• Let K be regularly starshaped and let V be Mn×m or Mn×nsym . Suppose
f ∈ clos∞(P(intV K)) and take (1 − γ) f for γ > 0 so small that
∥∥∥γ f∥∥∥
L1
=
γ
∥∥∥ f∥∥∥
L1
< ε/2. Then take f¯ ∈ P so that
∥∥∥ f¯ − (1 − γ) f∥∥∥
∞
is so small that∥∥∥∇ f¯ − (1 − γ)∇ f∥∥∥
L1
< ε. Then spt(µ f¯ ) ⊂ intV(K), sowe have amore explicit
construction.
We also have something more than Proposition 4.6.7, namely that (under suitable
assumptions on K) all extremal points are actually used by the gradient of the
typical function f ∈ clos∞(P(K′)), which is what we expect after Lemma 4.5.4 and
after Proposition 4.5.5. We use for this the property stated in Corollary 3.7.13 about
the stability of qc-faces. Recall that (as observed in the proof of Lemma 3.7.5) we
have extrqc(K) ⊆ extrgr(K), with equality when K is convex.
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Figure 4.6: The above three sets illustrate the notion of regular starshaped-ness.
The first figure from the left is regularly starshaped, but not convex. The second
one is not regularly starshaped, since the only possibility for the point C in the
definition such that all the segments {[C,A) : a ∈ K} are inside K is the intersection
of the two oblique lines, but then there still are four segments contained in the
border of K. The rightmost figure is not regularly starshaped, because it contains
“isolated segments”, i.e. segments not contained in clos(int(K)).
Proposition 4.6.9. Suppose that V respects rc-hulls and that approximations are possible
inside V. Let K = clos(intV(K)) be a compact subset of V such that intV(K) is connected by
polygonal curves made of rank-one segments. Then the typical f ∈ clos∞(P(intV(K))) has
gradient distribution µ f which gives a positive measure to each one of the sets B(z, ε) ∩ V
for z ∈ extrqc(K) and ε > 0.
Proof. Consider a polygonal curvemade of rank-1 segments [Ai,Ai+1] ⊂ K, i =
0, . . . ,N − 1 connecting points of intV(K). By compactness, such segments have a
neighbourhood B([Ai,Ai+1], ε) staying still inside intV(K), with ε independent of i.
Take then A,B ∈ intV(K), and find a sequence of Ai as above, with A0 = A, AN = B.
We may suppose dist(Ai,Ai+1) < ε/2, B(Ai, ε) ⊂ intV(K). Then we take an affine
map u0(x) = A · x, and a sequence (ui) ⊂ P such that:
‖ui+1 − ui‖∞ < ε/N, µui({Ai}) ≥ 3
−i.
Therefore, u := uN ∈ P , ‖u − A‖∞ < ε, µu({B}) > 0, and spt(µu) ⊂ intV(K).
Since U is bounded, we may assume that extrqc(U¯) is contained in the union
∪N
i=1
B(zi, ε) of balls as in the thesis.
ConsidernowtheBanach-Mazurgameassociated to the subsetB ⊂ clos∞(P(intV K))
of functions f as in the thesis of the theorem, and to a parameter ε. Suppose that
player (A) chooses someneighbourhood (inL∞ norm) of a function g. Player (B) can
first modify g slightly to get a g˜ ∈ P , and then modify g˜with the above procedure
on a setwhere it is affine, say obtaining f1 ∈ P such thatµ f1(B(z1, ε)) > C1 > 0. Then
we canmodify f1 on each of finitely many pieces where it is affine, of total volume
1
2C |U|: so we get an affine f2 with µ f2(B(z1, ε)) > C1/2 and µ f2(B(z2, ε)) > C1C2 > 0.
Iterating this procedure we get a function fN contained in B. We can also keep fN
inside the neighbourhood of g, since all errors in L∞ norm can be made arbitrarily
small. Then (B) can choose a neighbourhood of fN contained in the one chosen by
(A), and of radius less than the minimum of the η given by Corollary 3.7.14 for the
pieces where ∇ fN is
1
2ε-near extrqc(K). Then (A) can not move functions outside B,
exactly by Corollary 3.7.14.
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We have just proved that the game is determined in favour of (B). By Theorem
2.2.1, the set of functions B of the thesis is residual, as wanted. 
Remark 4.6.10. The hypothesis about K in Proposition 4.6.9 can be weakened, for
special cases of V.
• ForV =Mn×mwecouldhave askedonly that int(K) is pathwise connected.
Indeed, given some path, we can take a subdivision of it in pieces of small
length, then we could connect the ends of the segments of this polygonal
curve by changing one matrix entry at a time.
• Analogously for v = Mn×nsym we could also have requested that intV(K)
is just pathwise connected. The approximation of small segments can
be done using matrices ±ε(ei + e j) ⊗ (ei + e j), ±ε[(ei + e j) ⊗ (ei + e j) − ei ⊗
ei], ±ε[(ei + e j) ⊗ (ei + e j) − ei ⊗ ei − (e j ⊗ e j)] to change matrix entries by
±ε[ei ⊗ e j + e j ⊗ ei] for small ε > 0.
• In the above two cases, we can takeK regularly starshaped, and it satisfies
the hypothesis.
4.7. General theorems about nonhomogeneous inclusions
We now state some general theorems regarding the problem of finding functions
f such that ∇ f (x) ∈ K(x, f (x)) for almost all x in the domain of f . The proofs do not
use different ideas than the ones of the homogeneous case ∇ f ∈ K, but they are a
little more complicated, so we refer to [39] and to [29].
To simplify notations, we start with a definition:
Definition 4.7.1. Let f : Ω ⊂ Rm → Rn be a function whose kth derivatives are
defined almost everywhere, for k ≥ 0. We then define the k-jet of f :
Jk f : Ω→ Rn ×Rm×n × . . . ×Rm
k×n
by:
Jk f (x) =
(
f (x),∇ f (x), . . . ,∇k f (x)
)
.
For a multivalued function F : A→ 2B we call its graph the set:
graphF := ∪x∈A {x} × F(x) ⊂ A × B.
For usual functions f : A→ Bwe use the same notation for:
graph f =
{
(x, f (x)) : x ∈ A
}
.
Remark 4.7.2. With the above notations, asking that ∇ f (x) ∈ K(x, f (x)) for almost
every x and for a Lipschitz f , is the same as asking that:
graph J1 f ⊂ graphK up to a negligible set.
Theorem 4.7.3. Let U,K : Ω ×Rn → 2R
m×n
be multivalued functions with equibounded
values, and suppose K has compact values. We denote:
Uδ(x¯, u¯) :=
⋂
|(x¯,u¯)−(x,u)|<δ
U(x, u).
Suppose we have a bounded function:
d : graphU ∪ graphK ⊂ Ω ×Rn ×Mn×m → [0,C]
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which is upper semicontinuous and such that graphK = {d = 0}. Suppose that we have
also the fiberwise property:
d(x¯, u¯, vk)→ 0⇒ dist(vk,K(x¯, u¯))→ 0.
If for each (x¯, u¯, v¯) ∈ graphU and for each ε > 0 there exists δ > 0 and a function:
φ ∈ P0(Uδ(x¯, u¯) − v¯)
such that: ∫
d(x¯, u¯, v¯ + ∇φ(y))dy ≤ ε,
then for all f ∈ P such that graph J1 f ⊂ graphU up to a negligible set, and for each
η > 0, there exists a lipschitz function u such that
(4.7.1) graph J1u ⊂ graphK up to a negligible set
and
(4.7.2) u|∂Ω = f |∂Ω,∥∥∥u − f∥∥∥
∞
≤ η.
We also have that (4.7.1) holds the typical function of the set:
(4.7.3)
clos∞
({
g ∈ P : graph J1g ⊂ graphU up to a negligible set and (4.7.2) holds
})
Remark 4.7.4. • A particular case of a function d as above is the distance
form K, i.e.
(4.7.4) d(x, u, v) = dist(v,K(x, u))
• A situation when we can find δ and φ as in the above theorem, is when
U is strongly lower semincontinuous and gradients in U are stable only
near K at almost every point.
We now state a theorem which makes the above remark more precise:
Theorem 4.7.5. Let U,K be like in Theorem 4.7.3, and suppose that U is strongly lower
semicontinuous. Assume that for each (x, u), gradients in U(x, u) are stable with respect
to compact perturbations only near K(x, u). Consider the following functional defined on
the set (4.7.3):
F ( f ) :=
∫
Ω
dist(∇ f (x),K(x, f (x))dx.
Suppose that for the typical function of the set (4.7.3) the following holds:
(4.7.5)
either F ( f ) = 0or ∃η > 0 inf {F (g) : g is in the set (4.7.3), ∥∥∥ f − g∥∥∥
∞
< η
}
> 0.
Then the conclusion of Theorem 4.7.3 holds.
Remark 4.7.6. The assumption of the above theoremholds for examplewhenK(x, ·)
is lower semicontinuous for a.e. x or upper semicontinuous for a.e. x.
We now state the non homogeneous analog of Profpositions 4.6.7 and 4.6.9:
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Theorem 4.7.7. Let U : Ω × Rn → 2R
m×n
be a continuous multivalued function with
compact convex values contained in V, which isMn×m orMn×nsym . Then the typical f in the
set (4.7.3) satisfies ∇ f (x) ∈ extrgr(U(x, f (x))) for a.e. x ∈ Ω.
If W ⊂ V is relatively open then for the typical f above also the following holds:
(4.7.6) ∃x : W ∩U(x, f (x)) , ∅ ⇒ µ f (W) > 0.
CHAPTER 5
The Euler Equation treated as a differential inclusion
In this chapter we will describe an approach to the Euler equation of an incom-
pressible fluid, which gives many weak solutions with the same boundary datum,
contradicting uniqueness. Our description is based on the two articles [16] and [17]
by Camillo De Lellis and Laszlo Szekelyhidi, however the same results were ob-
tained by Scheffer in [45] and by Shnirelman in [46] and in [47] (see also Appendix
B for a sketch of the results of [46]). The techniques used there step more directly
from the physical meaning of the equation, but yield, however, longer proofs. This
approach could maybe also be extended to the proof of Onsager’s conjecture (see
[42]). This conjecture says that in dimension 3, if a weak Euler solution has a
Cα-regular velocity field v then the kinetic energy E(t) = 12
∫
R3
|v(x, t)|2 dx is constant
in time if α > 13 (this first part was proved in [13]) and that when α <
1
3 , coun-
terexamples exist (this second part is an outstanding open problem). The methods
used here however, only allow us to construct L∞ counterexamples. On the other
side, the fact that our solutions which satisfy the energy inequalities are dissipative
in the sense of Lions (see Section 4.3 of [34]), shown in 5.4.7, combined with the
classical local uniqueness theory, shows that we cannot expect our constructions
to yield too much regular solutions (see the discussion at the beginning of Section
5.4.7).
5.1. Tartar’s theory of compensated compactness
We start with a brief description of a theory introduced by Tartar (in the works
[54] and [55], but see also [18] and [40]), which in some sense generalises the use of
rc-connections for proving the existence of functions with oscillating gradients to
Dc-convexity, which allows to describe necessary conditions for the lack of oscil-
lations for systems of differential equations. One can think of oscillating solutions
as the ones that give rise to non-regular weak limits, so that a necessary condition
for the compactness of the solution sets of the equations, is the lack of such plane
waves.
Roughly speaking, we shall take as the cone of directions D, the set of directions
along which oscillations are permitted by those equations (i.e. directions along
which there exist plane wave solutions), and then we will study the compatibility
of this cone with some nonlinear constraint for our functions.
We will now start being more precise. We consider a system of linear differential
equations:
(5.1.1)
k∑
i=1
Ai · ∂iu = 0,
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where u = (u1, . . . , uk) : Ω ⊂ Rl → Rk is a Lipschitz function, and Ai ∈Mk×l.
We also want to respect a constraint: where u = (u1, . . . , uk) : Ω ⊂ R
l → Rk for an
open boundedΩ, and Ai ∈Mk×l.
We also want our function u to respect a (possibly nonlinear) constraint:
(5.1.2) u(x) ∈ K
for some K ⊂ Rk, which we will suppose to be compact (for example a manifold).
For the resulting problem, we are interested in the compactness properties of the
approximated solutions set. For this we consider a bounded weakly convergent
sequence |uε|∞ ≤ const of functions satisfying:
(5.1.3)

∑m
1 Ai∂iu
ε = 0
uε(x) ∈ K for a.e. x.
Byweak convergenceuε ⇀ uwemeanhere that for any compactCwehave
∫
C
uε →∫
C
u. This is the same as any weak-L
p
loc
convergence (we take w∗L∞ convergence in
case p = ∞, and w∗BM convergence for p = 1), since we are interested in uniformly
bounded functions. We want to know when does the following happen:
(5.1.4) any (uε) as above has a subsequence which converges strongly.
5.1.1. Reformulation in terms of Young measures. We have that bounded
sets are weakly relatively compact, so we may consider, instead of (5.1.3) and
(5.1.4), the problem of describing the Young measure associated to a (bounded in
L∞) sequence (uε) of approximated solutions such that:
(5.1.5)

∑m
1 Ai∂iu
ε = 0
uε(x) ∈ K for a.e. x.
uε ⇀ u
The definition of a Young measure generated by a sequence of functions is exactly
like the Definition 3.5.1 of a Young measure generated by gradients. Consider
the sequence (uε) and the associated generalised functions associated to the uε (this
terminology is taken from [54]) defined as the parameterisedmeasures µ = (µx)x∈Ω
on Rk obtained by asking that:
∀ϕ ∈ C∞c (Ω ×R
k), 〈µ, ϕ〉 :=
∫
Ω
∫
Rk
ϕ(x, λ)dµx(λ)dx =
∫
Ω
ϕ(x, uε(x))dx.
It turns out that µx are probability measures on Rk supported on (the closure of) the
graph of uε. The following easy theorem (contained in [54]) is the starting point
for us, giving relative weak compactness:
Theorem 5.1.1. Let K ⊂ Rk be a bounded closed subset, and Ω ⊂ Rl be open. Consider
a sequence of functions un : Ω → Rk such that un(x) ∈ K for a.e. x. Then there exists
a subsequence (um) and a set of parameterised probability measures (νx)x∈Ω on Rk with
supp(νx) ⊂ K and:
f¯ (x) = 〈νx, F〉 a.e. ⇒ F ◦ um ⇀ f¯ in w
∗L∞ for all continuous F : Rk → R.
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If on the other hand we have a parameterised set of probability measures (νx)x∈Ω with
supports in K, then there exists a sequence of functions as above.
We call such a set of measures a Young measure associated to the sequence (un). If the
sequence (un) is weakly convergent, then two young measures (µx), (µ′x) associated to it
have µx = µ′x for almost every x.
Remark 5.1.2. Formally, the meaning of the measure (µx)x∈Ω associated to our
weakly convergent sequence (uε) is clear: for any set E, we may write νy(E) =
limprob
{
uε(y) ∈ E
}
.
Remark 5.1.3. The uε converge to u strongly, if and only if the associated Young
measure satisfies µy = δu(y) for almost every y.
Example 5.1.4 (a system of nonlinear conservation laws). The above nonlinearly con-
strained linear system of equations can be used to treat a system of nonlinear
conservation laws. Consider indeed
(5.1.6)
g j : R
k → Rp, j = 1, . . . ,m, such that∑m
j=1 ∂ j(g j ◦ u) = 0.
Then we can consider for the setting of (5.1.5) the p × l matrices satisfying the
(linear) zero-divergence equation with a suitable constraint:
∑m
j=1 ∂ jwi j = 0, for all i = 1, . . . , p
w ∈ K :=
{
M ∈ Rp×l : wi j = (g j)i(u(x)) for some x ∈ Ω
}
5.1.2. Oscillating solutions and Dc-convex sets. The simplest possible way
in which compactness for the solutions of (5.1.5) can be avoided is by finding a
plane wave solution v for the linear equations system, and then rescaling it like
vε(x) = v(x/ε) for ε → 0. By linearity, vε is still a solution, and if v satisfies the
nonlinear constraint v ∈ K then so does vε. The simplest model of a plane wave,
which is a weak solution for
∑
jA j∂ jv = 0, is one of the type
(5.1.7) v(x) =
a if x · ξ > 0b if x · ξ < 0.
The algebraic condition on a − b = λ and ξ in order for v to be a solution is that
(ξ, λ) ∈ V where.
(5.1.8) V :=
(ξ, λ) ∈ Rm ×Rl :
m∑
j=1
ξ jA jλ = 0, ξ , 0

V is called the oscillating variety associated to the problem (5.1.5). The projection Vc
ofV on the physical spaceRm and the projectionΛ of it on the phase spaceRl are of
called respectively the characteristic cone and thewave cone. No oscillatory solutions
exist in the case when V = ∅. This case is however is equivalent to asking that any
nonzero linear combination of the matrices A j is injective, which is a rather strong
condition.
A way to avoid these oscillatory solutions is by imposing additional hypothe-
ses on the constraint K. For example a necessary condition for compactness is that
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K contains no segment parallel to a direction belonging to the wave cone. In other
words, K should not be D-connected, for D = Λ.
What is the problem of the type (5.1.5) which gives rise to the rank-one matri-
ces as a wave cone? This question is answered in the following Example (see also
Lemmas 4.1.2 and 4.1.3, which in some sense also say that oscillating solutions do
not exist):
Example 5.1.5 (div-curl lemma and rank-1 connections). We want to describe the
relationship of the construction we just made with the theory of the preceding
chapter. We would like to have, instead of (5.1.2) a relation of the type:
(5.1.9) ∇ϕ ∈ K,
for a function ϕ : Ω ∈ Rm → Rn. We then write u = ∇ϕ. The equation that the
function u : Ω ⊂Mn×m → Rk must satisfy in order to be a gradient is nothing else
than the vanishing of its curl:
∂aubc − ∂cuba = 0, for a = 1, . . . , k, b = 1, . . . , n, c = 1, . . . ,m.
Then the wave cone Λ is given by the relations:
ξaubc = ξcuba, for ξ ∈ R
k \ {0} and for all a, b, c.
If the above ξ has a component ξa , 0 we obtain u·,c =
ξc
ξa
u·,a for all c, i.e. the matrix
u has columns proportional to each other. In other words, Λ is nothing else than
the cone of rank-1 directions.
We also want to point out that the only condition that a set K is not D-connected
is not sufficient for the compactness (this was for some time thought to be true,
and became known as “Tartar’s conjecture”). To prove this, one can start from
the T4 configuration described in Examples 3.6.5 and 3.7.10. We constructed there
a set of 4 matrices with no rank-one connections, but with a connected rank-one
convex hull, and we also described the realisation of a lamination connecting the
four points. Using repeatedly Lemma 4.3.1 for that lamination, it was proved in
[5] that there exists a gradient Young measure concentrated on the above set of
matrices.
5.1.3. Some references. Wemention here come references and known results,
in order to convince the reader of the complexity of problems like the classification
of gradient Young measures (which is equivalent to the problem of finding opti-
mal conditions on the constraint which give the compactness of solutions for the
zero-curl equation).
A different type of counterexample as the one cited above, was given in [3], which
constructed a connected 3-dimensional manifold of 3 × 3 matrices which are not
rank-one connected but which are the gradient set of a function (see Proposition
3.2 therein). In [51] it was proved that Tartar’s conjecture is true in the case of
connected sets of 2 × 2 matrices. He uses the fact that in that a nonzero matrix has
rank one if and only if its determinant is nonzero. More interesting is the following
theorem, proved in [22] and [53]-[52]:
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Theorem 5.1.6. Let K ⊂ M2×2 be compact, and suppose it does not contain rank-one
segments or T4 configurations. In this case, if (u j) is an uniformly Lipschitz sequence of
functions such that
∫
dist(∇u j,K)→ 0 , then (∇u j) is compact in L1.
The proof of this theorem uses a representation of R2×2 as C2 (obtained by con-
sidering the conformal and anticonformal part of a matrix) and is done using
special separating curves. It yields also a structure theorem for the quasiconvex
hull, whose analog does not hold in higher dimensions. Nothing is know about
analogous classifications in this case, and no hints of a possible analogs of the T4
configurations are available.
5.2. The Euler equation of an incompressible fluid
We want to describe in this Section some basic facts about the Euler equation of
an incompressible fluid, and then to describe the first connection with the above
theory of compensated compactness.
The model under consideration is the one for the motion of an incompressible, in-
viscid fluid inRnx , evolving in time (we consider a time interval [0,T]). The velocity
field of the particles is a function v : [0,T] × Rn → Rn, and the incompressibility
condition is div v = 0 (this is a version of the continuity equation which uses the
incompressibility condition, putting the density of the fluid equal to 1). Then we
impose the conservation of momentum. We prefer to introduce this in weak form,
since it seems more natural. We use as test functions the incompressible velocity
fields, i.e. the Φ ∈ C1([0,T],C10(R
n,Rn)) such that divΦ = 0. We want that for any
such field, there holds the so-called weak conservation of momentum equation:∫
Φ(T, x) · v(T, x)dx−
∫
Φ(0, x) · v(0, x)dx =
∫ T
0
∫
(∂tΦ · v + ∇Φ : v ⊗ v) dxdt.
For regular velocities, this assumes the form:
∂tv + div(v ⊗ v) is a gradient.
The above gradient is equal to the so-called material derivative of the velocity, and
is therefore identified with the negative gradient of the pressure (which in turn
represents the rate at which particles expand in a certain spacetime point).
We have thus ended up with the equations (we consider them in the sense of
distributions):
(5.2.1)
∂tv + divx v ⊗ v + ∇xp = 0divx v = 0.
Herep is a distributionwhich is determinedonly up to the sumof a time-dependent
function.
We state the basic facts about the symmetries of the equation:
Proposition 5.2.1. Let v, p be a solution for (5.2.1). Then the following transformations
also yield solutions:
• For any c ∈ Rn, (v(x − ct, t) + c, p(x − ct, t)) is also a solution.
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• For any A ∈ GL(n), Atv(A−tx, t), p(A−tx, t)) is also a solution (At represents the
transposed of A, and A−t := (A−1)t).
• For any λ, τ ∈ (0,∞),
(
λ
τ v
(
x
λ ,
t
τ
)
, λ
2
τ2 p
(
x
λ ,
t
τ
))
is also a solution.
5.2.1. Tartar’s framework applied to Euler’s equations. Now that we wrote
down the equations, we observe that they are formally similar (replacing v ⊗ v by
a general traceless matrix u plus a term |v|
2
n Id) to:
divU = 0,
where (after introducing coordinates (x, t) on Rn+1) we define:
(5.2.2) U :=
(
u + q Id v
v 0
)
: Rn+1 → R(n+1)×(n+1).
In the above equation we put q = p + |v|
2
n Id. We can then write U ≃ (v, u, q) and
call U the Euler state associated to (v, u, q). We can write (5.2.2) as a system of linear
equations coupled with a linear constraint (which therefore is always respected):
(5.2.3)
∂t + divx u + ∇xq = 0divx v = 0
(5.2.4) (v, u, q)(x, t) ∈ Rn ×Mn×nsym,tr=0 ×R.
In order to obtain (5.2.1) from (5.2.2) we have to consider the further, nonlinear,
constraint:
(5.2.5) u = v ⊗ v − |v|
2
n Id.
Therefore we get a situation similar to (5.1.1) and to (5.1.2), and the oscillating
variety, given in (5.1.8), becomes:
V =

(ξ,U) such that
ξ ∈ Rn+1 and U ≃ (v, u, q) as above
ξn+1v + (ξ1, . . . , ξn) · u + q(ξ1, . . . , ξn) = 0
(ξ1, . . . , ξn) · v = 0

,
so the wave cone is:
(5.2.6) Λ = {detU = 0} ∩M
A nice property, proved in [17], is the existence of oscillating solutions which stay
near segments parallel to directions of the wave cone, with compact support. This
result is in analogy with Lemma 4.3.1:
Proposition 5.2.2. Let U¯ ∈ Λ and U¯ ≃ (v¯, u¯, q¯) with v¯ , 0. Consider the segment
σ = [−U¯, U¯]. Then for any ε > 0 there exists a matrix field (v, u, q) ≃ U : Rn+1 → M
such that:
• divU = 0,
• suppU ⊂ B1(0),
• U(y) ∈ B(σ, ε) for all y.
•
∫
|v| ≥ α |v¯| for a dimensional constant α > 0.
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Proof. Step 1. First of all we observe that if:(
U11 u12
ut
12
0
)
= U : Rn+1 →M
is divergence-free and A ∈ GL(n) then:
V(x, t) =
(
AtU11A Au12
ut
12
At 0
)
(A−tx, t)
is also divergence-free and with values inM.
Step 2. If E = Ekl
i j
∈ C∞(Rn+1) is a tensor which is skew-symmetric in i j and in kl,
thenL(E) = 12
∑n+1
k,l=1 ∂
2
kl
(Eil
k j
+Elk
ki
) is symmetric and divergence-free. It has values in
Mwhen E
n+1, j
n+1,i
= 0 for all i, j.
Step 3. Suppose first that U¯e1 = 0 , U¯en+1 = v¯. Take then an E for which the only
nonzero entries have at least one 1 index both up and down, and let:
E
1 j
1i
= U¯i j
sin(Nx1)
N2
for all i , j.
This is compatible with the skew-symmetry of E because U¯e1 = 0. For a cutoff
C∞c (B1(0), [0, 1]) function ϕ which is = 1 on B1/2(0), put U = L(ϕE). Then we have
that U − ϕL(E) does contain derivatives of the components of E only of order ≤ 1
so: ∥∥∥U − ϕL(E)∥∥∥
∞
≤
c
N
∥∥∥ϕ∥∥∥
C2
,
which is < ε forN big enough. By definition of ϕ and of E, we have that ϕL(E) has
image contained in σ. So U is as wanted.
Step 4. Now we pass to the general case. Suppose U¯ f1 = 0 for a nonzero vector f .
Then we extend
{
f , en+1
}
to a basis
{
f1, . . . , fn, en+1
}
, and we take the change of base
matrix A from the canonical basis of Rn to
{
f1, . . . , fn
}
. Put then:
V¯ =
(
AtU¯11A Av¯
v¯tAt 0
)
∈ M
and then obtain a map V : Rn+1 →M as in Step 3. Apply then the transformation
of Step 1 to it. We obtain a divergence-free map U which still takes values in
an ε-neighbourhood of $σ, and is supported on the compact A−t(B1(0)). We also
obtain: ∫
A−t(B1(0))
|v| ≥ 2α
|detA| |v¯| .
In order to have the same support B1(0) also for U, we rescale and translate in the
spirit of Proposition 4.2.2. The only difference is that now our rescalements must
have the same values as before the rescaling, not the same gradients, so we put
Uk(y) = U
(
y−yk
rk
)
on A−t(Brk(yk)) and we define U˜ =
∑
k Uk after having extended
the Uk by zero. The estimates for U˜ then follow from those for U. 
5.3. Non-uniqueness of Euler weak solutions
Nowwewant toprove the following theorem, whichdescribes a nontrivial solution
of Euler’s equation with compact support, in particular proving non-uniqueness.
Theorem 5.3.1. Let Ω ⊂ Rnx × Rt) be a bounded open domain. There exists then a
(v, p) ∈ L∞(Rnx ×Rt) solution of (5.2.1) such that |v| = 1 a.e. on Ω and v = 0 outsideΩ.
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5.3.1. Summary of the proof. We will give a proof along the lines of Section
4.6 and one along the lines of Section 4.5 (in particular see Proposition 4.6.7),which
is also the approach used in the first part of [16]. We use here the set(see Figure
5.1):
K :=
{
(v, u) ∈ Rn ×Mn×nsym,tr=0 : u = v ⊗ v −
|v|2
n Id, |v| = 1
}
,
and its convex hull Kco. This hull is a little larger than the Λc-hull which would
sound natural here, but it is not too different, since the cone Λ is rather large. We
need the following properties of K:
• The fact that Kco , ∅ (see Lemma 5.3.2).
• The fact thatKco has K as a set of extreme points. More precisely, we could
use a terminology similar to the one of Section 4.6, and say that Euler states
in Kco are only stable near K.
• The fact that points in Kco \ K are non-extreme in a uniform way (see
Lemma 5.3.3).
Then our strategy is to use Proposition 5.2.2 in order to perturb solutions of (5.2.3),
(5.2.4) on Ω as long as their states are in Kco \ K (see Lemma 5.3.5).
Then, once this is possible, we can use the Baire-1 property for a suitable map (the
gradientmap∇ : (X, dw∗L∞ )→ L1 in Lemma 4.6.1, will be substituted by the identity
I : (X, dw∗L∞) → L2, where X will be the w∗L∞-closure of a suitable solution space,
given in (5.3.3)), and the fact that perturbable points are not continuity points for
that map. In some sense this is the case when for us Kco is to be looked at like a
rc-hull (more precisely, we use the fact that it shares enough properties with the
Λc-hull of K).
We can also directly use careful perturbations in order to reach thewanted solution
without the Baire theory, like in Section 4.5. In this second case, the properties of
Kco which we use are more similar to what we would expect from a qc-hull in the
case of gradients: the spirit is that of Lemma 4.5.6, which is connected to Lemma
4.5.4 and Proposition 4.5.5 (even if the construction differs).
5.3.2. Preparatory results.
Lemma 5.3.2. Let K =
{
(v, u) ∈ Sn−1 ×Mn×n
sym,tr=0 : u = v ⊗ v −
Id
n
}
. Then 0 ∈ intKco, in
the relative topology of Rn ×Mn×n
sym,tr=0.
Proof. Let µ be the Haar measure on Sn−1 and consider the linear map:
T : C(Sn−1)→ Rn ×Mn×nsym,tr=0, φ 7→
∫
Sn−1
(v, v ⊗ v − Idn )φ(v)dµ.
Then T applied to the φ’s such that φdµ is a probability density gives points in Kco.
In particular T(1) = 0 by rotational symmetry, so 0 ∈ Kco. Moreover if ψ ∈ C(Sn−1)
is such that α :=
∥∥∥1 − ψ∥∥∥
L1
≤
∥∥∥ψ∥∥∥
∞
(for example
∥∥∥ψ∥∥∥
∞
< 12 ) then φ := α + ψ is as
above and therefore T(φ) = T(ψ) ∈ Kco. Clearly if T is surjective then Kco contains
a neighbourhood of 0.
now, T is linear, and:
φ =

vi
viv j, i , j
v2
i
− 1n
gives T(φ) =

(ei, 0)
∫
Sn−1
v2
1
dµ
(0, ei ⊗ e j + e j ⊗ ei)
∫
Sn−1
v2
1
v22dµ,
(0, ei ⊗ ei −
1
n−1
∑
j,i e j ⊗ ei)
∫
Sn−1
(v2
1
− 1n )
2dµ,
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Figure 5.1: We show here a plot of the projection on Mn×nsym,tr=0 of the set K in
case n = 2. We are identifying (x, y) ∈ R2 with
(
x
y
y
−x
)
∈ M2×2
sym,tr=0 (this is a linear
isomorphism). We observe that the projection R2×M2×2sym,tr=0 →M
2×2
sym,tr=0 restricted
to K in this case is a 2-sheeted covering. Visualizing Lemma 5.3.2 geometrically
even in this case is not trivial, and this justifies its somehow abstract proof.
so the image of T contains n + 12n(n + 1) − 1 independent elements, therefore T is
surjective, as wanted. 
Now we callU = Kco × [−1, 1].
Lemma 5.3.3. There exists a dimensional constant C > 0 such that such that as soon as
U ∋ (v, u, q), there exists (v¯, u¯, 0) ∈ Λ with:
|v¯| ≥ C(1 − |v|2)
and such that the line segment (v, u, q) + [−1, 1] · (v¯, u¯, 0) is contained inU.
Proof. Let z = (v, u) ∈ intKco. We use now Carathe´odory’s theorem, and
obtain zi ∈ K, i = 1, . . . ,N =
1
2n(n + 3) − 1 such that z is a convex combination:
z =
∑N
i=1 λizi.
We assume that λ1 = maxi λi (remember that λi measures how far from the
barycentre of the simplex [z1, . . . , zN] the point z is, in the direction of zi) and
thus we have that z ± 12λ j(z j − z1) ∈ intK
co. Since z − z1 =
∑N
i=2 λ1(zi − z1), we get
|v − v1| ≤ Nmaxλi |vi − v1| (see Figure 5.2). Suppose the above maximum is taken
for i = 2, and put then:
(v¯, u¯) =
1
2
λ2(z2 − z1).
In other words, up to translation we can suppose z1 = 0 and then we can write v
using coordinates along v2, . . . , vN: we can write v =
∑N
i=2wi with wi parallel to vi,
such that 〈wi,
vi
|vi |
〉 = |wi|
2. Then we take the longest such wi (i.e. w2) and we take z¯
so that v¯ = 12w2.
Then clearly z± z¯ ∈ intKco and |v¯| ≥ 12N |v − v1| ≥
1
2N (1−|v|) ≥
1
2N (1−|v|
2), as wanted.
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v1
v2
v3
v4
z =
∑4
i=1 λivi
S1
Figure 5.2: (The construction of the proof of Lemma 5.3.3) We want to visualize the
idea of Lemma 5.3.3. We consider the case n = 2 for simplicity. In this case, N = 4
and we have drawn the vectors vi ∈ S1 ⊂ R2. The dots on the circumference,
representing the vi, have sizes proportional to the relative masses λi. We have
drawn the points z ± 12λi(zi − z1) and the related small segments. This set of small
segments is homothetical to the set of the dark grey segments joining v1 to the
other points on the circumference, and it is among these three small segments that
we use the pigeonhole principle in order to prove the lemma.
Now we must show that (v¯, u¯, 0) ∈ Λ, which will follow if we show that:
Ua −Ub :=
(
a ⊗ a − 1n Id a
a 0
)
−
(
b ⊗ b − 1n Id b
b 0
)
for any a, b ∈ Sn−1. Up to a base change, we reduce to the case when (a, b) = (e1, e2).
Then the above matrix difference has only one nontrivial 3 × 3 minor, therefore:
det(Ue1 −Ue2) = ±det

1 0 1
0 −1 −1
1 −1 0
 = 0
as wanted. 
Remark 5.3.4. We also could take
(5.3.1) K := Kr :=
{
(v, u) : U = v ⊗ v − |v|
2
n Id, |v| = r
}
,
in which case the strategy of proof of Lemma 5.3.3 gives the following estimate:
(5.3.2) |v¯| ≥ Cr (r
2 − |v|2).
Nowwe define a complete metric space X, which we could call a subsolution space.
Let
(5.3.3) X0 :=
{
U ∈ C∞(Rnx ×Rt,M) : sptU ⊂ Ω, divU = 0, U ∈ U for all (x, t)
}
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be equipped with the w∗L∞-topology, and call X its closure.
Lemma 5.3.5. There exists a dimensional constant β > 0 such that for each U0 ≃
(v0, u0, q0) ∈ X0 there exists a sequence Uk ≃ (vk, uk, qk) ∈ X0 such that:
‖vk‖
2
L2 ≥ ‖v0‖
2
L2 + β(|Ω| − ‖v0‖
2
L2)
2
and:
Uk
w∗L∞
⇀ U0.
Proof. We start by using Lemma 5.3.3 and find for any (x, t) ∈ Ω a direction
U¯(x, t) ≃ (v¯(x, t), u¯(x, t), 0) such that U0 ± U¯ ∈ U and |v¯| ≥ C(1 − |v0|
2). Since
U0 ≃ (v0, u0, q0) is uniformly continuous, there exists ε > 0 such that when-
ever |x − x0| + |t − t0| < ε we have that a neighbourhood of the segment of ends
U0(x, t) ± U¯(x, t) is still contained inU.
Now by the Proposition 5.2.2 applied to a = U¯(x0, t0) ∈ Λ, we find a smooth U ≃
(v, u, q) with divU = 0 like in the proposition. Then we call Ur(x, t) = U(
x−x0
r ,
t−t0
r )
for r < ε, so U0 +Ur ∈ X0.
Since v0 is uniformly continuous, there exists r0 > 0 such that for r < r0 there
exists a finite family of pairwise disjoint balls Br j(x j, t j) ⊂ Ωwith r j < r, such that:∫
Ω
(1 − |v0|
2) ≤ 2
∑
j
(1 −
∣∣∣v0(x j, t j)∣∣∣2) ∣∣∣Br(x j, t j)∣∣∣ .
We now make the same construction for a sequence of radiuses sets Ak :=
{
r j,k
}
,
where for all the finitely many j’s corresponding to a fixed k, we take r j,k <
1
k ,
obtaining functions U j,k. Then for all k we call:
Uk := U0 +
∑
j
U j,k ∈ X0,
for which
(5.3.4)∫
|vk − v0| =
∑
j
∫ ∣∣∣v j,k∣∣∣ ≥ Cα∑
j
(1−
∣∣∣v0(x j,k, t j,k)∣∣∣2) ∣∣∣Br j,k (x j,k, t j,k)∣∣∣ ≥ 12Cα
∫
Ω
(1−|v0|
2).
The construction we made also gives U j,k
w∗L∞
⇀ 0 as k → 0, uniformly in j, and the
(U j,k) j have disjoint supports, so Uk
w∗L∞
⇀ U0.
Hence,
lim inf ‖vk‖
2
2 = ‖v0‖
2
2 + lim inf
(
〈v0, vk − v0〉L2 + ‖vk − v0‖
2
2
)
≥ ‖v0‖
2
2 + |Ω| lim inf (‖vk − v0‖1)
2
(5.3.4)
≥ ‖v0‖
2
2 +
|Ω|C2α2
4
(
|Ω| − ‖v0‖
2
2
)2
,
which gives the thesis, with β = 14 |Ω|C
2α2. 
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5.3.3. The first approach: Baire category theory. We show that our space X is
a complete metric space with the distance dw∗L∞ metrizing the weak*-L∞ topology.
Since the identity I : X → L2 is Baire-1, we will only consider its continuity points,
and using Lemma 5.3.5 we will conclude the proof of Theorem 5.3.1.
Lemma 5.3.6. The set X defined above, with the w∗L∞-topology, is a compact metrizable
space. If U ≃ (v, u, q) ∈ X is such that |v| = 1 a.e. on Ω, then (v, q) are a weak solution of
(5.2.1) with v = 0, p = 0 a.e. outside Ω.
Proof. X is nonempty, since it contains the constant 0 ∈ U, due to the above
Lemma 5.3.2.
X is a bounded closed subset of L∞, so it is w∗-metrizable.
U is a compact convex set, so functions U ∈ X have support inΩ and values inU,
and they still satisfy divU = 0.
Since X ∋ U ≃ (v, u, q) implies (v, u) ∈ Kco a.e., we have (v, u) ∈ K if and only if
|v| = 1, which concludes the proof. 
The following lemma is proved exactly like Lemma 4.6.1:
Lemma 5.3.7. The identity I : X → L2(Rnx ×Rt) is a Baire-1 map and thus has a residual
set of continuity points.
Proposition 5.3.8. If U ∈ X is a point of continuity of the identity, then |v| = 1 a.e. on
Ω.
Proof. The claim is equivalent to ‖v‖L2 = |Ω|, since |v| ≤ 1 a.e. on Ω.
If (vk, uk, qk) ∈ X0 converges weakly∗ to (v, u, q) then by Lemma 5.3.5 and by a
diagonal argument, we can find a second weakly∗-convergent sequence (denoted
in the same way) such that:
lim inf ‖vk‖
2
L2 ≥ lim inf
(
‖vk‖
2
L2 + β(|Ω| − ‖v0‖
2
L2)
2
)
.
Using continuity of I, we have that (vk) converges strongly to v, so that:
‖vk‖
2
2 ≥ ‖v0‖
2
2 + β(|Ω| − ‖v0‖
2
2)
2,
which can only be true if ‖v‖22 = |Ω|, which as already stated proves the proposition.

First proof of Theorem 5.3.1: We use the following: The Proposition 5.3.8 im-
plies that the set of U ∈ X such that U ≃ (v, u, q) with |v| = 1 is nonempty, giving
solutions of (5.2.1), proving the theorem. 
5.3.4. The second approach: convex integration.
Second proof of Theorem 5.3.1: We construct a sequence Uk ∈ X0 and a se-
quence ηk of positive numbers. Let ρe be the standard mollifier on Rn+1 = Rnx ×Rt.
As a first step, let U1 ≡ 0.
Supposewearrivedat step k−1. Thenchooseηk ∈ (0, 2−k) such that
∥∥∥Uk−1 −Uk−1 ∗ ρηk∥∥∥2 <
2−k. Then apply Lemma 5.3.5 to obtain Uk ∈ X0 such that:
‖vk‖
2
2 ≥ ‖vk−1‖
2
2 + β
(
|Ω| − ‖vk−1‖
2
2
)2
and
∥∥∥(Uk −Uk−1) ∗ ρη j∥∥∥2 < 2−k for all j ≤ k.
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We thus obtain a sequence {Uk} which is bounded in L
∞ so (up to taking a subse-
quence) we may suppose that Uk
w∗L∞
⇀ U ∈ X. Then for every k ∈N we have∥∥∥Uk ∗ ρηk −U ∗ ρηk∥∥∥2 ≤ ∑∞j=0 ∥∥∥Uk+ j ∗ ρηk −Uk+ j+1 ∗ ρηk∥∥∥2
≤
∑∞
j=0 2
−(k+ j) = 21−k.
We then use the triangular inequality:
‖Uk −U‖2 ≤
∥∥∥Uk −Uk ∗ ρηk∥∥∥2 + ∥∥∥(Uk −U) ∗ ρηk∥∥∥2 + ∥∥∥U ∗ ρηk − z∥∥∥2 ,
which shows, in particular, that vk → v strongly in L
2. It again follows that
‖v‖22 ≥ ‖v‖
2
2 + β(|Ω| − ‖v‖
2
2)
2, so we have ‖v‖22 = |Ω|, whence |v| = 1Ω. The fact that
(v, u) ∈ K a.e. follows since (v, u) ∈ Kco a.e. and when (v, u) ∈ Kco \ K there holds
|v| < 1. 
5.4. Energy inequalities
Theorem 5.3.1 proves the non-unicity of solutions for the Euler equations in the
class of L∞ velocity. We now want to prove a stronger property of solutions of the
Euler equations, following [17]. We start with some definitions:
Definition 5.4.1. A weak solution of the Euler equations satisfies the weak energy
inequality if
(5.4.1)
∫
Rn
|v|2 (x, t)dx ≤
∫
Rn
|v|2 (x, s)dx for a.e 0 ≤ s < t
and it satisfies the weak energy equality if equality holds in (5.4.1). The energy in-
equality (or equality) is called strong if it holds for all times.
If v ∈ L∞t (L
2
x) and ∇v ∈ L
2
t (L
2
x) then (by interpolation and by the Sobolev inequality)
we have v ∈ L3
loc
(Rn × R+). A L3
loc
weak solution v then satisfies the local energy
inequality if the following holds in the sense of distributions:
(5.4.2) ∂t
|v|2
2
+ div
(
v
(
|v|2
2
+ p
))
≤ 0.
If instead we have equality in (5.4.2), v is said to satisfy the local energy equality.
Leray proved in [33] that there existweak solutions of theNavier-Stokes equations:
∂tv + div(v ⊗ v) + ∇p = ε∆v
div v = 0
v(·, 0) = v0.
satisfying the weak energy inequality (which for the Navier Stokes just contains
the usual extra term ε
∫ t
0
∫
Rn
|∇v|2). Then if a weak Euler solution is the strong limit
of a sequence of Leray solutions with ε → 0, we have that v inherits the weak
energy inequality. We also have the following:
Lemma 5.4.2. Let v ∈ L∞((0,T), L2(Rn,Rn)), u ∈ L1
loc
(Rn × (0,T),Rn×n) and q ∈
L1
loc
((0,T) × Rn) be distributional solutions of ∂tv + divx u + ∇xq = 0. Then up to
redefining it for a negligible set of times, v ∈ C((0,T), L2w).
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Proof. Let Ξ ⊂ C∞c (R
n,Rn) be a countable set, dense in L2. For ξ ∈ Ξ and χ ∈
C∞c (0,T) we have (using ξ(x)χ(t) as a test function for our distributional equation,
and putting I(ξ, t) :=
∫
Rn
ξ(x) · v(x, t)dx):∫ T
0
∂tχ(t)I(ξ, t)dt = −
∫ T
0
χ
∫
Rn
[
〈u,∇ξ〉 + qdiv ξdx
]
dt < ∞.
Thus for all ξ ∈ Ξ, the distributional derivative ∂tI(ξ, ·) is in L1, so, up to changing
I(ξ, t) (and thus v(x, t)) for t in a negligible set τ ⊂ (0,T), the function I(ξ, ·) is
continuous, for all ξ ∈ Ξ. Observe that:
∀t ∈ (0,T), ∀ξ ∈ Ξ, |I(ξ, t)| ≤ ‖ξ‖L2 ‖v‖L∞t (L2x) ≤ c ‖ξ‖L2 ,
where c := ‖v‖L∞t (L2x). Therefore we can find for each t a bounded (by c) linear
functional V(·, t) : L2(Rn,Rn) → R such that for all ξ ∈ Ξ, V(ξ, t) = I(ξ, t). By
Riesz’ theorem we may represent V(·, t) by a vectorfield v¯(·, t) ∈ L2(Rn,Rn), which
is uniformly bounded in L2 by c (and is equal to v(·, t) for t < τ). We want to
show that v¯ ∈ C((0,T), L2w), i.e. that for each ϕ ∈ L
2(Rn,Rn), the function V(ϕ, ·) is
continuous on (0,T). This is already true for ϕ ∈ Ξ; for other ϕ it follows by the
density of Ξ in L2 and by the uniform estimate
∥∥∥V(ϕ, ·)− I(ξ, ·)∥∥∥
L∞
≤ c
∥∥∥ϕ − ξ∥∥∥
L2
. 
By the above lemma, it is natural to consider solutions with C((0,T), L2w) velocity:
they also have a well-defined total energy 12
∫
|v| (x, t)dx at every time t, as soon as
they satisfy the weak energy inequality.
It is not known whether Leray solutions satisfy the weak local energy inequal-
ity or not (again, in the Navier-Stokes case, this is just (5.4.2) with the extra term∫
Rnx×R
+
t
ε|v|2
2 ∆ϕ on the right). However, there are global weak solutions which satisfy
the weak and local energy inequalities (see [45]), and the local energy inequality is
a fundamental ingredient for the Caffarelli, Kohn and Nirenberg partial regularity
results (see [9]).
We want now to specialize the constructions of the previous subsection. We shall
prove the following:
Theorem 5.4.3 ([17], Theorem 1.1). Let n ≥ 2. There exist weak solutions of the Euler
equations with (L∞ and compactly supported divergence-free) initial datum v0 satisfying
either one of the following:
(1) the strong and the local energy equalities
(2) the strong energy inequality but not the energy inequality
(3) the weak energy inequality but not the strong one
In order to understand the proof of this fact and its connections with the first part
of this Chapter, we first point out that we want to prove some inequalities for
all the times, and not just for almost every time. The precedent approach gave
L∞([0,T], L2) solutions, which are continuous from [0,T] to L2w not at every time.
We thus will have to be more careful with our constructions.
5.4.1. Summary of the proof. We will use an approach similar to the Baire
category approach described in Subsection 5.3.3. For this we will describe a space
X0 of subsolutions to the linearized equation (5.2.3) having fixed pressure, and the
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closureX ofX0 in C([0,T], L2w) will be a compact complete metric space (see Lemma
5.4.5).
We will construct a sequence of Baire-1 functionals Iε,Ω0 for which there holds
a perturbation property (see Proposition 5.4.8) analogous to the one of the function
‖v‖2 − |Ω| in Lemma 5.3.5. In order to define these functionals we will define a
function e(v, u) on the states, measuring how far we are from the nonlinear con-
straint (see Lemma 5.4.4). Actually, these functions are also needed to describe the
subsolution space X0.
We will then find a way to construct incompressible oscillating perturbations to
the linearized equation of the solutions, oscillating in the state set Kcor as soon as
we are in a point of Kcor \ Kr (see Proposition 5.4.7 and Remark 5.3.4). This will
allow us to prove the perturbation property stated in Proposition 5.4.8, analogous
to Lemma 5.3.5. We will have to be more careful in this case, in order to cover
with the oscillations every “time slice” of Rnx × Rt, i.e. in order to have nonzero
oscillations on a big portion of the domain at any time.
In order to use our Proposition 5.4.9 about subsolutions we will describe the basic
way for verifying the hypotheses (in Proposition 5.4.11), and then we conclude
the proof of Theorem 5.4.3 by making various choices of particular solutions. In
this last part (i.e. in the Subsection 5.4.6) we are just exploiting the richness of the
solutions we are able to construct. In this sense Theorem 5.4.3 is to be seen more
like a choice of exotic properties (allowed by the constructions that we describe)
than like a comprehensive enumeration of them.
5.4.2. Recognizing the nonlinear constraint. The first step is to look after the
so-called states of constant speed, i.e.the ones belonging to Kr defined in (5.3.1). We
use a function modelled on the sets Kr, as is described in the following:
Lemma 5.4.4. For any w ∈ Mn×nsym let λmax(w) be the largest eigenvalue of w. Then, for
(v, u) ∈ Rn ×Mn×n
sym,tr=0, call:
(5.4.3) e(v, u) :=
n
2
λmax(v ⊗ v − u).
Then
(1) e : Rn ×Mn×nsym → R is convex;
(2) 12 |v|
2 ≤ e(v, u), with equality if and only if u = v ⊗ v − |v|
2
n Id;
(3) |u|∞ ≤ 2
n−1
n e(v, u);
(4)
{
e ≤ r
2
2
}
= Kcor ;
(5)
√
2e(v, u) gives the smallest ρ for which (v, u) ∈ Kcoρ .
(By |u|∞ we mean the operator norm of the matrix u)
Proof. (1) We have e(v, u) = n2 maxξ∈Sn−1
[
|〈ξ, v〉|2 − 〈ξ, uξ〉
]
, which is a max of
convex functions.
(2) We have e(v, u) = n2λmax
(
v ⊗ v − |v|
2
n Id − u
)
+
|v|2
2 . The matrix of which we take
the maximum eigenvalue on the right is traceless, so the sum of eigenvalues is
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zero. Therefore its λmax is ≥ 0, with equality if and only if u = v ⊗ v −
|v|2
n Id.
(3)We have |u|∞ ≤ (n − 1) |λmin(u)| ≤ 2
n−1
n e(v, u), being u traceless.
(4)We prove this for r = 1 without loss of generality, and we all S1 :=
{
e ≤ 12
}
. By
definition of K1 and by convexity of e it follows K
co
1
⊂ S1. By the preceding points,
S1 is convex and compact, so it is the convex hull of its extreme points, and it
suffices to prove that that points belong to K1.
Suppose instead (v, u) ∈ S1 \ K1. We assume that v ⊗ v − u is diagonal (otherwise
we could rotate the coordinates), and that the entries are 1/n ≥ λ1 ≥ . . . ≥ λn. We
observe that λn < 1/n, otherwise we would have u = v ⊗ v −
1
n Id, which has zero
trace, so that |v|2 = 1, thus (v, u) ∈ K1, contradiction. We then consider:
v¯ = en, u¯ =
n−1∑
i=1
vi(ei ⊗ en + en ⊗ ei),
and we get:
(v + tv¯) ⊗ (v + tv¯) − (u + tu¯) = (v ⊗ v − u) + (2tvn + t2)en ⊗ en.
From this it follows that e(v+ tv¯, u+ tu¯) ≤ 1/n for small |t|, so (v, u)+ t(v¯, u¯) ∈ S1 for
those t. Therefore (v, u) is not an extreme point of S1.
(5) This follows from (4). 
5.4.3. The Baire category framework. In the framework of Theorem 5.4.3, the
construction has to give special emphasis to the velocity field v (on which the
definitions of the energy inequalities depend), so it will be better for us to define
the space X0 in the following way:
X0 =
{
v ∈ C∞(Rn × (0,T))∩ C([0,T], L2w) : ∃u ∈ C
∞(Rn × (0,T),M)
such that
div v = 0,
∂tv + divu + ∇q0 = 0 on Rn × (0,T),
v = v0 on Ω × {0,T} ,
spt(v(·, t), u(·, t)) ⋐ Ω for all t ∈ (0,T),
e(v, u) < e¯ on Ω × (0,T)} .
Then we call X the closure of X0 in C([0,T], L2w).
Lemma 5.4.5. There is a distance d on the space X defined above, metrizing its topology
and making it a compact complete metric space.
Proof. In Proposition 5.4.9 we are assuming e¯ ∈ C([0,T], L1(Ω)), so the func-
tions e¯(·, t) are L1-equibounded in t. Moreover, by point (2) of Lemma 5.4.3 and by
the definition of X0, there holds:
1
2
∫
Ω
|v(x, t)|2 dx ≤
∫
Ω
e¯(x, t)dx, for all t ∈ [0,T],
so the functions v : [0,T] → L2(Rn) of X0 take values in a bounded subset B of
L2(Rn); wemaysuppose it tobe closed. Wehave thend(v1, v2) = maxt∈[0,T] dB(v1(·, t), v2(·, t)),
where dB is the distance metrizing the weak L2 topology. By the Arzela´-Ascoli the-
orem, C([0,T], (B, dB)) is compact, and (X, d) is closed in it, so it is compact. 
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We next define the functional (for the proof of Theorem 5.3.1, the analogous was
|Ω| − ‖v‖22) which controls if we are near or far from a solution: for any ε > 0 and
for any boundedΩ0 ⊂ Ω, for v1 ∈ X let:
Iε,Ω0(v) := inf
t∈[ε,T−ε]
∫
Ω0
[
1
2
|v(x, t)|2 − e¯(x, t)
]
dx.
We state some basic properties of these functionals:
Lemma 5.4.6. • The functionals Iε,Ω0 are lower-semicontinuous and bounded from
below.
• There holds Iε,Ω0(v) ≤ 0 on X. If equality holds for every ε > 0 and for every
bounded openΩ0 ⋐ Ω, then v is aweak solution of the Euler Equations, satisfying
the thesis of Proposition 5.4.9.
• The Iε,Ω0 are Baire-1 maps.
Proof. The fact that the functionals are bounded from below follows from the
properties of e¯ that we required.
Suppose now that the lower-semicontinuity is false. Then we find a sequence
vk
d
→ v in X such that lim Iε,Ω0(vk) < Iε,Ω0(v). Then there exists also a sequence of
times tk → t0 in [ε,T − ε] such that:
lim
[
‖vk(·, tk)‖
2
L2(Ω0)
− 2 ‖e¯(·, tk)‖L1(Ω0)
]
< inf
t∈[ε,T−ε]
[
‖v(·, t)‖2L2(Ω0) − 2 ‖e¯(·, tk)‖L1(Ω0)
]
.
It follows that vk(·, tk)
L2w
⇀ v(·, t0) so the liminf if the left hand side above is greater
than ‖v0(·, t0)‖
2
L2(Ω0)
− 2 ‖e¯(·, t0)‖L1(Ω0), contradiction.
We now prove the second point above. Iε,Ω0 ≤ 0 because
1
2 |v|
2 ≤ e(v, u) < e¯ on
Ω× (0,T) for v ∈ X0, and the inequality forX follows then by lower-semicontinuity.
Now suppose Iε,Ω0(v) = 0 for all ε,Ω0. If vk
d
→ v in X and uk are the matrices
associated to the vk, then {uk} are locally uniformly bounded in L
∞ (by Lemma
5.4.4(3) and because e < e¯), so we may suppose (up to a subsequence) that uk
w∗
⇀ u
in L∞
loc
(Ω× [0,T]). Since also vk → v in C([0,T], L2w), we easily have (from the defini-
tion of X0 and from the vanishing of all the Iε,Ω0) all the properties of Proposition
5.4.9, except the one of being a weak Euler solution. The linear equations in the
definition of X0 still hold in the limit, and since e is convex we have e(v, u) ≤ e¯ a.e.
on Ω × [0,T]. From Lemma 5.4.4(2) and since as already said we have |v|2 = 21Ωe¯,
it follows u = v ⊗ v − |v|
2
n Id, as wanted.
The last fact that we have to prove is the Baire-1 property. We just note that this is
implied by lower-semicontinuity, from boundedness and from the fact that X is a
metric space, with a proof completely analogous to that of Proposition 2.4.3. 
5.4.4. Oscillating perturbations. We now find a potential for solutions of
(5.2.3), (5.2.4) oscillating between two states Ua,Ub of equal speed, at constant
pressure. The fact that our solution (v, u, q) has v , 0 is translated by saying that
the associated matrix field U varies not only in the “time direction” en+1.
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Proposition 5.4.7. let a, b ∈ Rn be such that |a| = |b| and a , ±b. Then there exists a
constant coefficient, homogeneous linear differential operator of third order:
A(∂) : C∞c (R
n+1)→ C∞c (R
n+1;M) ∩ {U : divU = 0} .
Moreover there exists η ∈ Rn+1 which is not parallel to the “time” direction en+1 such that
if φ(y) = ψ(y · η) then:
A(∂)φ(y) = (Ua −Ub)ψ
′′′(y · η).
Proof. We want to express A(∂) as a (homogeneous, third order) polynomial
A applied to the partial derivatives vector. Then we are requiring the following
properties for A := A(ξ):
A · ξ = 0, At = A, en+1Aen+1 = 0, trA = 0 for all ξ ∈ R
n+1.
We start by defining R = a⊗ b− b⊗ a (we identify in this case Rn ≃ Rn × {0} ⊂ Rn+1)
andQ(ξ) = ξ⊗ en+1 − en+1 ⊗ξ. These are two antisymmetric matrices which satisfy:
〈en+1,Rξ〉 = 0 〈Rξ,Q(ξ)ξ〉 = 0
. Then we just put:
A(ξ) =
1
2
(Rξ ⊗ (Q(ξ)ξ) + (Q(ξ)ξ) ⊗ Rξ)
and:
η = −
1
(|a| |b| + a · b)2/3
(a + b − (|a| |b| + a · b)en+1) .

5.4.5. The perturbation property. The key ingredient for our constructions is
the following analogous of Lemma 5.3.5, i.e. the basic perturbation property of the
functionals Iε,Ω0 :
Proposition 5.4.8. Fix Ω0 and ε. Then for all α > 0 there exists β > 0 such that for all
v ∈ X0 such that Iε,Ω0(v) < −α there exists a sequence vk ∈ X0 d-convergent to v and such
that lim inf Iε,Ω0(vk) ≥ Iε,Ω0(v) + β.
We thus reduced to prove Proposition 5.4.8. As in the proof of its simpler ana-
log, Lemma 5.3.5, the proof is based on a construction of small-scale oscillating
solutions. However now the time direction is a distinguished one, so we must be
more careful in the construction. In particular, it is important that for all times t
the solutions have nonzero velocity on a large piece of Rnx × {t}.
We therefore start by defining a grid on Rnx , made of cubes C
′ with side length h,
to be fixed later. We can imagine then to colour the cubes alternatively black and
white, and then take also a vertical directionRt and subdivide each column C′×Rt
in (n + 1)-dimensional cubes of side h.
Then we shift black columns by 12h along the t-axis. In this way each {t = const}
hyperplane intersects the interiors of at least half of the cubesthat it cuts: actually
this still holds true also after substituting each cube with a cube of side > 12h with
the same centre. We will use this for defining suitable cutoff functions later.
Notation: For our important functions, like the integrand E in the definition of
Iε,Ω0(v) or the z = (v, u) couples, we will use a trivial discretization, defining the
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t
x1
x2
Figure 5.3: (The preparatory construction for the proof of Proposition 5.4.8) We draw
here the white and black squares C′ and the shifted cubes C, in the case n = 2 of
the preparation for the proof of Proposition 5.4.8. Since the cubes are shifted, it is
easy to see from the drawing that for each time section (horizontal plane) at least
half of the cubes intersected by it, is intersected not only “near the boundary”: by
this we mean that if we shrink all the intersected cubes for example by 1/4, still the
number of intersected cubes is at least half of its initial value.
step-functions Eh, zC = (vh, uh) to be constantly equal on each cube C to the values
EC, (vC, uC) taken in the centre by the original functions.
Proof of Proposition 5.4.8: Suppose
∫
Ω0
[
1
2 |v(x, t)|
2 − e¯(x, t)
]
dx ≤ − α2 . For h
small enough we have
∫
Ωh
1
∣∣∣Eh(x, t)∣∣∣dx ≥ cα, where Ωh
1
is the part of Ω covered by
the black cubes in the construction described above.
Take now zC and find a segment σC = zC + [−1, 1] · z¯C as in Lemma 5.4.4, so that we
have |v¯C|
2 ≥ Ce¯C |EC|
2 ≥ cM |EC|
2, where:
M = max
Ω0×[ε/2,T−ε/2]
e¯.
Since z and e¯ are uniformly continuous, for small h we still have e(z + λz¯C) < e¯ on
C, for all λ ∈ [−1, 1].
At this point we can fix h, and we start to construct the oscillating perturbations of
the solution.
For each cube C we do basically the same construction: we use Proposition 5.4.7,
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finding AC and a direction ηC ∈ Rn+1 not parallel to en+1 such that:
AC(ψ(ηC · (x, t))) = z¯Cψ
′′′(ηC · (x, t)),
and such that:
(vC, uC)(x, t) := AC
[
ϕC(x, t)ψ(ηC · (x, t))
]
satisfies ∂tvC + div uC = 0, div vC = 0,
where ϕC : C → [0, 1] is a cutoff smooth function which is zero near ∂C and is = 1
on the shrunk cube C˜with the same centre as C and of side 34h.
We can take for example:
ψ(y) =
cos(N3y)
N3
,
so that (putting φC(x, t) := ψ(ηC · (x, t))):∥∥∥AC(ϕCφC) − ϕCAC(φC)∥∥∥∞ ≤ 1Nc(AC, ηC,
∥∥∥ϕC∥∥∥C3(Rn+1)),
since AC is homogeneous of degree 3 (this part uses the same strategy as in the
proof of Proposition 5.2.2).
We perturb in this way on all the (finitely many) cubesC contained inΩ0× [ε,T−ε]
and obtain a perturbation (v˜N, u˜N) of (v, u). Then we put:
(vN, uN) := (v˜N, u˜N) + (v, u).
Since the cubes we used are finitely many and since the equation in the definition
of X0 is a linear one, we can take N big enough so that vN ∈ X0. We also obtain
limN→∞
∫
C˜
|v˜N(x, t)|
2 dx = 12
∫
C˜
|v¯C|
2 dx uniformly in t. We have also:
lim
N→∞
∫
Ωh
1
1
2
|v˜N(x, t)|
2 dx ≥
c
M
∫
Ωh
1
|Eh(x, t)|dx,
this time uniformly in the times t during which the black squares are intercepted
by the hyperplanes {t = const} in the part where ϕC = 1 (or, equivalently, the times
for which the shrunk black squares are intercepted).
We now write (the following expression is at fixed time t):∫
Ω0
[
1
2
|vN|
2 − e¯
]
dx =
∫
Ω0
[
1
2
|v|2 − e¯
]
dx +
∫
Ω0
1
2
|v˜N|
2 +
∫
Ω0
v˜N · v dx.
By smoothness of v on Ω0 × [ε/2,T − ε/2], the last term goes to zero as N →∞.
Then we use the estimates:
lim inf
N→∞
Iε,Ω0(vN) ≥ lim inf
N→∞
inf
t∈[ε,T−ε]
[∫
Ω0
[
1
2
|v|2 − e¯
]
dx +
∫
Ω0
1
2
|v˜N |
2
]
For the last term on the right, (supposing the black squares are the ones giving the
worse estimate) we get:∫
Ω0
1
2
|v˜N|
2 ≥
c
M
∫
Ωh
1
|Eh|
2 ≥
c
M |Ω0|

∫
Ωh
1
|Eh| dx

2
≥ c1α
2.
From this, using the hypothesis, we get:
lim inf
N
Iε,Ω0(vN) ≥ −α +min
{
α
2 , c1α
2
}
.
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The fact that vN
d
→ v is clear. 
5.4.6. End of proof of Theorem 5.4.3. We start by describing how to move
from solutions of the linearized equation (5.2.3), (5.2.4) to weak solutions of the
Euler equation:
Proposition 5.4.9. LetΩ ⊂ Rn be open and let:
e¯ ∈ C(Ω × (0,T))∩ C([0,T], L1(Ω)).
Assume U0 ≃ (v0, u0, q0) is a smooth solution of divU0 = 0 on Rn × (0,T) with
• v0 ∈ C([0,T]; L2w),
• spt(v0(·, t), u0(·, t)) ⋐ Ω for all t ∈ (0,T),
• e(v0, u0) < e¯ on Ω × (0,T).
Then here are infinitelymanyweak solutions (v, p) of the Euler equationswith p = q0−
1
n |v|
2
and with
• v ∈ C([0,T]; L2w),
• v = v0 onΩ × {0,T},
• 12 |v(·, t)|
2
= e¯(·, t)1Ω for t ∈ (o,T).
In order to prove this, we use the construction of the first proof of 5.3.1.
Proof. We have just to prove that when v ∈ X is a point of continuity of Iε,Ω0
then Iε,Ω0(v) = 0. To prove this suppose for a moment that Iε,Ω0(v) < −α instead.
Then we use Proposition 5.4.8 and get a sequence vk
d
→ v contradicting continuity.
The next step is remembering that a countable intersection of residual sets is still
residual (becausemetric spaces are Baire, see 2.3.4), and considering the continuity
points of the functions I1/k,Ωk for an exhausting sequence of compacts Ωk for Ω.
Now the fact that there are infinitely many solutions follows since the cardinality
of X is infinite, so its residual sets are infinite too. This concludes the proof. 
The fact that the hypotheses of Proposition 5.4.9 can be verified will be shown in
Proposition 5.4.11. We first define a new subsolution space for this new problem.
Let:
Y0 =
{
v ∈ C∞(Rn × (−T,T),Rn) ∩ C([0,T], L2w) : ∃u ∈ C
∞(Rn × (−T,T),Mn×n
sym,tr=0
such that
div v = 0,
∂tv + div u = 0,
spt(v, u) ⊂ Ω × [−T2 ,
T
2 ],
e(v, u) < 1 on Ω × (−T,T)} .
and let Y be its C((−T,T), L2w)-closure.
Up to a change of the interval of definition, the above construction applied us-
ing this new subsolution space, gives the following perturbation property:
Lemma 5.4.10. LetΩ0 ⋐ Ω and take v ∈ Y0 and the correspondingmatrix field u. Suppose
that for some α > 0 there holds:∫
Ω0
[
1
2
|v(x, 0)|2 − 1
]
dx < −α.
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Then for all ε > 0 it is possible to find a sequence of vk ∈ Y0 and of associated smooth
matrix fields uk satisfying:
vk
d
→ v
spt(vk − v, uk − u) ⊂ Ω × [−ε, ε]
lim inf
∫
Ω0
1
2 |vk(x, 0)|
2 dx ≥
∫
Ω0
1
2 |v(x, 0)|
2 dx +min
{
f racα2,Cα2
}
Now we use Lemma 5.4.10 in order to prove:
Proposition 5.4.11. There exist solutions (v¯, u¯, q¯) of the linearized equation (5.2.3), 5.2.4
in Rnx ×Rt, which enjoy the following properties:
spt(v¯, u¯) ⊂ Ω × (−T,T)
spt(v¯(·, t), u¯(·, t)) ⋐ Ω for all t , 0
e(v¯(x, t), u¯(x, t)) < 1 for all (x, t) ∈ Rn × (R \ {0})
1
2 |v¯(x, 0)|
2
= 1 a.e. in Ω.
Proof. We take an increasing sequence of compact sets Ωk ⊂ Ωk+1 ⊂ Ω such
that |Ωk+1 \Ωk| ≤ 2
−k. We will now construct a sequence vk ∈ Y0 and of associated
matrix fields uk, as follows. We start by letting v1 ≡ 0 and u1 ≡ 0.
Then at step k we choose ηk < 2−k such that
(5.4.4)
∥∥∥vk − vk ∗ ρηk∥∥∥1 < 2−k,
where ρε is the standard mollifier.
We define:
αk = −
∫
Ωk
[
1
2
|vk(x, 0)|
2 − 1
]
dx,
which by the definition of Y0 is clearly strictly positive.
If we use the Lemma 5.4.10, and apply it to:
Ω0 = Ωk
α = 34αk
ε = 2−kT.
The lemma proves the existence of a new vk+1 ∈ Y0 and of an associated smooth
matrix field uk+1 such that:
d(vk+1, vk) < 2
−k(5.4.5)
spt(vk+1 − vk, uk+1 − uk) ⊂ Ωk × [−2
−kT, 2−kT](5.4.6) ∫
Ωk
1
2
|vk+1(x, 0)|
2 dx ≥
∫
Ωk
1
2
|vk(x, 0)|
2 dx + 14 min
{
f racαk2,Cα
2
k
}
(5.4.7)
We get that this sequence converges with respect to d to a v¯ ∈ C((−T,T), L2w) be-
cause of (5.4.6). From the property (5.4.7) we have that for any compact sub-
set C ⊂ Ω × ((−T,T) \ {0}) there exists k0 such that for all k > k0 there holds
(vk, uk) = (vk0 , uk0) on C, which implies that v¯ and u¯ are actually smooth and satisfy
the equations in the definition of Y0 on Ω × (0,T). The pair (v¯, u¯) also satisfies all
but the last properties stated in the thesis of the proposition, so in order to finish
the proof we only need to show that a.e. on Ω there holds 12 |v¯(x, 0)|
2
= 1.
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We use now (5.4.7): by definition of αk, Ωk we get:
αk+1 ≤ αk −min
{
αk,Cα
2
k
}
+ 2−k,
so αk → 0, which in turn implies that:
lim
∫
Ω
[
1
2
|vk(x, 0)|
2 − 1
]
dx = 0.
Because of (5.4.6), and since d metrizes the topology of C((−T,T), L2w), we may
suppose (up to choosing a subsequence) that
∥∥∥(vk+1 − vk) ∗ ρη j∥∥∥2 < 2−k at time t = 0
for all j ≤ k. We then get, always at t = 0:∥∥∥vk ∗ ρηk − v¯ ∗ ρηk∥∥∥2 ≤
∞∑
j=0
∥∥∥vk+ j ∗ ρηk − vk+ j+1 ∗ ρηk∥∥∥2 ≤ 2−(k−1).
Using the triangular inequality and the fact that L2 − limε→0 ρε ∗ v = v, we find that
‖vk(·, 0) − v¯(·, 0)‖2 → 0, so also the last property holds. 
Now we will choose three sets which satisfy the hypothesis of Proposition 5.4.9,
and which give the three parts of Theorem 5.4.3:
Proof of Theorem 5.4.3: Part (1). Take a “triangle function” h(t) = t1[0, 12 ]
(t) +
(1 − t)1[0, 12 )
(1 − t) on [0, 1] and take the functions v¯, u¯ of Proposition 5.4.11 with
T = 12 . We define:
e¯ :≡ 1
(v0, u0, q0)(x, t) := (v¯, u¯, 0)(x, h(t)).
Then the hypotheses of Proposition 5.4.9 are satisfied, and we get infinitely many
weak solutions v ∈ C([0, 1], L2w) of the Euler equations, such that:
v(x, 0) = v(x, 1) = v¯(x, 0) a.e. in Ω
1
2 |v(·, t)| = 1Ω, ∀t.
By the last property of v¯ stated in Proposition 5.4.11, we have that v is L2-strongly
continuous in t. We can then extend such v by 1-periodicity in t on Rnx × [0,∞)t,
and we have that the kinetic energy E(t) = 12
∫
|v(x, t)|2 dx is constantly |Ω| so the
strong energy inequality holds. It is also easy to verify that the equation defining
the local energy inequality holds distributionally.
Part (2). In this case we take h(t) = t1[0, 12 ]
(t) instead of the above function h,
and define (v0, u0, q0) as in the first part. Take then:
e¯(t) := (1 − t) + tmax
τ∈[t,1]
(
max
x∈Ω
e(v0(x, t), u0(x, t))
)
,
and apply again Proposition 5.4.9: again we get infinitely many Euler solutions v,
satisfying the strong and local energy inequalities, but not the energy equality. in
order to get a global solution it suffices to extend by zero for big times. The strong
L2-continuity is proved as before.
Part (3). Now we choose (v0, u0, q0) as in Part (2), but e¯ ≡ 1 as in Part (1): we
get solutions v1 from Proposition 5.4.9, which is strongly continuous on [0, 1) but
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not for t = 1, since v1 = 0. Thenweuse Proposition 5.4.9 for e¯ ≡ 1 and (v0, u0, q0) ≡ 0,
and get a solution v2, which is zero for times t = 0, 1. We then put:
v(x, t) =
v1(x, t) for t ∈ [0, 1]v2(x, t − k) for t ∈ [k, k + 1], k = 1, 2, . . . .
This maintains the L2w-continuity and thus we have a global weak Euler solution
onRnx × [0,∞)t. The energy is E(t) = |Ω|1A(t) whereA = [0,∞)\ {1, 2, . . .}. Therefore
the weak energy inequality is satisfied, but the strong on is not. 
5.4.7. Dissipative solutions and the impossibility of regularity. Another no-
tion of solution, introduced by Lions in [34], is the one of dissipative solution.
Under certain regularity hypotheses, dissipative solutions coincide with classical
solutions, so they are locally unique by the classical theory. We will show (in
Proposition 5.4.16) that the solutions constructed in Proposition 5.4.9 (and those
of Theorem 5.4.3 are dissipative, and from this we deduce the fact that a fortiori,
the initial data which we construct in Proposition 5.4.9, as well as the solutions in
Theorem 5.4.3, must be irregular to a certain degree. In this Section we follow [34],
Chapter 4 (especially pages 153-156), and the appendices of the article [17].
We start with some notations. We define (formally) d(v) := 12
(
∇v + ∇vt
)
and
E(v) := −∂tv−P ((v · ∇)v), where P above represents the projection onto divergence-
free vector fields. We observe here that:
(v · ∇)vi =
∑
j
(∂ jvi + ∂iv j) − ∂i
(
1
2
|v|2
)
= 2d(v) · v − ∂i
(
1
2
|v|2
)
,
so:
(5.4.8) P ((v · ∇)v) = 2P(d(v) · v).
From this expression, we deduce the following:
Lemma 5.4.12. If
(5.4.9)

wk ∈ C([0,T], L2x), d(wk) ∈ L
1
t (L
∞
x )
wk → w in C([0,T], L2x)
d(wk)→ d(w) a.e., lim supk→∞ ‖d(wk)‖L∞x ≤ ‖d(w)‖L∞x ,
Then E(wk)→ E(w) in L
1
t (L
2
x).
We now give the definition of a dissipative Euler solution.
Definition 5.4.13. Suppose that:
v ∈ L∞t (L
2
x) ∩ C([0,T], L
2
w)
v(x, 0) = v0(x)
div v = 0.
We say that such v is a dissipative solution of the Euler equations if for all w ∈
C([0,T], L2x) such that div v = 0, d(w) ∈ L
1
t (L
∞
x ) and E(w) ∈ L
1
t (L
2
x), we have:
‖v(·, t)− w(·, t)‖L2x ≤ ‖v0(·) − w(·, 0)‖
2
L2x
Iw(0, t)(5.4.10)
+2
∫ t
0
〈E(w)(·, s), v(·, s)− w(·, s)〉L2xIw(s, t) ds.(5.4.11)
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Here we use the abbreviation Iw(s, t) := exp
(∫ t
s
2 ‖d−(w)(·, τ)‖L∞x dτ
)
, where for any
matrix A ∈Mn×nsym we put A
− :=
(
− inf|ξ|=1〈A · ξ, ξ〉
)+.
We now briefly showwhere this definition comes from. Consider aweak solution v
of the Euler equations, and a vectorfieldw ∈ C∞(Rn× [0,T],Rn) such that divw = 0.
Then there exists some scalar function π such that:
(∂t + v · ∇) (v − w) + (v − w) · ∇w + ∇π = E(w).
Multiplyingby (v−w) and integrating, we (formally) get, at eachfixed time t ∈ [0,T]:
d
dt
‖v − w‖2
L2x
= −2〈d(w) · (v − w), v − w〉L2x + 2〈E(w), v− w〉L2x ,(5.4.12)
≤ 2
∥∥∥d−(w)∥∥∥
∞
‖v − w‖L2x + 2〈E(w), v− w〉L2x ,(5.4.13)
and integrating in time, we get (5.4.10). This shows that weak Euler solutions are
dissipative solutions, at least formally. The following result is very interesting for
us:
Lemma 5.4.14. With the notations of Definition, 5.4.13, if there exists a “testing” function
w which is also a weak solution for Euler’s equations onRn × [0,T], then every dissipative
solution with the same initial datum is equal to w on Rn × [0,T].
Proof. The lemma is immediate from (5.4.10), once we observe that for a weak
solution w there holds E(w) = 0. 
The following technical lemma is also needed for us:
Lemma 5.4.15. InDefinition 5.4.13 it is sufficient to verify the condition only for functions
w ∈ C∞(Rn × [0,T],Rn) such that w(·, t) is compactly supported for all t ∈ [0,T].
Proof. First step: smooth w’s are enough. This part is straightforward: we
use the standard mollifiers ρε of Rn, and call vε := v ∗ ρε. Then clearly the vε are in
C([0,T],Ck
b
) and the ∂tvε are in L1([0,T],Ckb), for all k ≥ 0, and they converge to v in
C([0,T], L2x). We also have div vε = 0 and d(vε) ∈ L
1
t (L
∞
x ). We then compute:
E(vε) = E(v) ∗ ρε + 2P
[
(d(v) · v) ∗ ρε − d(vε) · vε
]
.
From this, it is easy to see that E(vε) → E(v) in L1t (L
2
x) (for ε ↓ 0). We also have
‖d−(vε)‖∞ ≤ ‖d
−(v)‖∞ for all ε > 0 and for almost every time. This suffices for
passing to the limit in (5.4.10).
Second step: truncation. We take a smooth cutoff function χ ∈ C∞c (B2(0), [0, 1]),
such that χ ≡ 1 on B1(0). We set χr(x) := χ(
x
r ). Let ξ be the solution of ∆ξ = curlw,
where w is a function like in the first step. Then w = curl ξ. Now define:
〈ξ〉k :=
?
B2k\Bk
ξ, wk := curl (χk(ξ − 〈ξ〉k)) .
wk is then smooth, compactly supported and divergence-free, as wanted. We also
have ‖∇χk‖C1 ≤
C
k and ξ is smooth. We easily deduce:
d(wk)(·, t)→ d(w)(·, t) in L
∞
loc, ∀t ∈ [0,T].
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From this we get the last two hypotheses of Lemma 5.4.12. Now we pass to the
third hypothesis.
For each fixed time, we have:
‖w − wk‖
2
L2x
≤ C
[∫
Rn\Bk(0)
|w|2 dx + ‖∇χk‖
2
C0
∫
B2k(0)\Bk(0)
|ξ − 〈ξ〉k|
2 dx
]
.
We estimate again ‖∇χk‖C0 ≤
C
k , and for the second integral we use the Poincare´
inequality and the estimate ‖∇ξ‖L2x ≤ ‖w‖L2x , and we obtain:
‖w − wk‖
2
L2x
≤ C ‖w‖L2x for each t ∈ [0,T].
Since w ∈ C([0,T], L2x), by compactness of [0,T] we get also the first condition in
(5.4.9), and we again can pass to the limit in (5.4.10), as wanted. 
Now we state the main proposition of this Section:
Proposition 5.4.16. Let v ∈ C([0,T], L2w) be a weak solution of Euler’s equations satisfy-
ing the weak energy inequality. Then v is a dissipative solution.
Proof. By Lemma 5.4.14 above, we have to prove (5.4.10) only for w smooth
and compactly supported in space. We observe that F(t) := ‖w(·, t) − v(·, t)‖2
L2x
is a
lower-semicontinuous function, since w is smooth and v ∈ C([0,T], L2w). Due to the
weak energy inequality, we have:
d
dt ‖v(·, t)‖
2
L2x
≤ 0, so
v(·, t)→ v(·, 0) in L2
loc
, as t ↓ 0,
so F is continuous at 0.
We are now in the position to apply Gronwall’s lemma to (5.4.13), and this yields
immediately the thesis. However, we must first prove that the inequality (5.4.13)
is true (since above we obtained it only formally).
We write then F(t) = F1(t) + F2(t) + F3(t), where:
F1(t) := ‖v(·, t)‖
2
L2x
,
F2(t) := ‖w(·, t)‖
2
L2x
,
F3(t) := −2〈v(·, t),w(·, t)〉2L2x
.
For F1 we have (by the weak energy inequality)
dF1
dt ≤ 0, and for F2 we obtain, inte-
grating by parts, dF2dt (t) = −2〈E(w),w〉L2x. Therefore we have to prove the following:
(5.4.14)
dF3
dt
(t) = 2〈E(w), v〉L2x − 2〈d(w) · (v − w), v − w〉L2x .
We take a test function ψ ∈ C∞c (0,T) and the distributional Euler equation tested
with the function w(x, t)ψ(t) gives:∫
F3(t)ψ
′(t)dt = = −2
∫
〈v(·, t),w(·, t)〉L2xψ
′(t)dt = 2
∫
ψ
∫
Rn
[v · ∂tw + 〈v ⊗ v,∇w〉] dx dt
= 2
∫
ψ
∫
Rn
[−div(w ⊗ w) · v + 〈∇w · v, v〉] dx dt − 2
∫
ψ〈E(w), v〉L2xdt,
where we used the definition of E(w) and the fact that div v = 0, so that
∫
P(div(w ·
w)) · v dx =
∫
div(w ⊗ w) · v dx.
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Now we just manipulate a little the first integrand above:
〈∇w · v, v〉 − div(w ⊗ w) · v = 〈∇w · (v − w), v〉
= (v − w)t · ∇w · (v − w) + (v − w) · ∇
(
1
2
|w|2
)
= (v − w)t · d(w) · (v − w) + (v − w) · ∇
(
1
2
|w|2
)
.
Since (v−w) is divergence-free andwhas compact support,we see (by an integration
by parts) that the term (v−w) · ∇(|hal f |w|2) in the last expression has zero integral.
We therefore get:
(5.4.15)
∫
F3(t)ψ
′(t)dt = 2
∫
ψ
∫
Rn
[〈d(w) · (v − w), v − w〉 − E(w) · v] dx dt,
and this is exactly the same as (5.4.14), since ψ was an arbitrary test function.

APPENDIX A
Another application of convex integration to PDE
In this Appendix we shall describe another application of the convex integration
to the theory of PDE. We basically sketch a proof of Theorem 4.1 of [37], describing
a way to construct non-regular weak solutions to a certain type of nonlinear Euler-
Lagrangedifferential equations. Wewill use the Examples of Section 3.8concerning
the stability of the rc-hulls and T4 configurations described in Chapter 2 on one
side, and the constructions of lipschitz mappings described in Chapter 3 on the
other side. We will avoid the in-approximation method of the original article [37].
Wewill also skip the technical details, forwhichwe give reference to thementioned
article.
Example A.0.17. We start with the basic formal example, which works in the 2× 2
case. Consider a (distributional) matrix field
(
a b
c d
)
: R2 → R2×2. Then we can
express the fact that it is divergence-free in an interesting way:
div
(
a b
c d
)
= 0⇔
{
∂1a = −∂2b
∂1c = −∂2d
⇔
(
a b
c d
)
· J = ∇
(
f
g
)
.
The above fact allows to simplify the Euler-Lagrange equation of the functional
I(u) :=
∫
F(∇u(x))dx, which is:
div
[
∇ f (∇u)
]
= 0,
in the case when u : Ω ⊂ R2 → R2 and f : R2×2 → R. We can indeed transform the
equation above into a (more linear) differential inclusion:
∇

u1
u2
w1
w2
 ∈
{(
X
∇F(X) · J
)
: X ∈ R2×2
}
:= KF,
where J =
(
0 −1
1 0
)
.
Similarly, we get that for a m × (2n)-matrix field G that G · J = ∇w ⇒ divG = 0,
for some (distributional) vectorfield w : R2n → Rm; therefore we can construct
solutions to
(A.0.16) div
[
∇ f (∇u)
]
= 0,
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also in the case when F is defined on m × (2n)-matrices and u : R2n → Rm, by
considering solutions of the differential inclusion:
(A.0.17) ∇
(
u
w
)
∈
{(
X
∇F(X) · J
)
: X ∈ Rm×2n
}
, where J =
(
0 −Idn
Idn 0
)
.
We must however mention that in case n > 1 there could be other solutions to
(A.0.16) besides those arising from (A.0.17).
Now we can state the main theorem of this Appendix, which is basically the
same as the main theorem of [37]. It states that weak solutions in the above form
can also be found which are continuous but with nowhere continuous (i.e. highly
oscillating) derivative. The statements are also valid up to small perturbations of
the function F and can approximate many global behaviours.
Theorem A.0.18. There exists a smooth strongly polyconvex function F0 : R2×2 → R
such that
∣∣∣∇2F0∣∣∣ ≤ C, and a set of four matrices {A01, . . . ,A04} ⊂ R2×2 such that for
all F ∈ C2(R2×2,R) satisfying
∣∣∣∣∇F(A0j ) − ∇F0(A0j )∣∣∣∣ ≤ δ and ∣∣∣∣∇2F(A0j ) − ∇2 f0(A0j )∣∣∣∣ ≤ δ
and for all piecewise C1 functions v : Ω → R2 such that |∇v| < ε there exists a C0
approximating Lipschitz function u of v which is not C1 on any open subset of Ω and
satisfies div(∇F(∇u)) = 0 weakly on Ω.
Sketch of proof: The proof is based on the strong stability of the rc-hull of
the T4 configuration, proved in Example 3.8.7. Actually, we will have to modify a
little the approach used there, in order to have 4× 2 matrices like in the differential
inclusion A.0.17. The T4 configuration that we will use is the one associated to the
points with:
P0j =
 A0j∇F0(A0j ) · J
 .
We may find a F0 with the wanted properties as in the Theorem A.0.18 and such
that ∇F0(Ai) · J =
(
0 1
1 0
)
· Ai for all i = 1, . . . , 4 (this is proved in Lemma 4.3 of
[37]).
We will at first fix some notations. We see, like in Example 3.8.7, the space of
T4 configurations (Pi)4i=1 ∈
(
R4×2
)4
as the zero-set of a functional Φ. Like in the
mentioned Example, we have that this zero set is locally an immersed submanifold,
which we will callM. We will also consider the setK := K ×K ×K ×K for K := KF
as in (A.0.17). The tangent space ofK at a point:
(P1, . . . ,P4) =
((
A1
∇F(A1) · J
)
, . . . ,
(
A1
∇F(A1) · J
))
∈ K
will be identified with the ordered quadruples:(
X j
∇2F(A j)X jJ
)4
j=1
,
where the X j run through all the 2× 2 matrices. Then the following conditions are
satisfied by generic values of ∇2F(Ak), at points ofM∩K corresponding to 4-ples
of 2 × 2 matrices (A0
i
)4
1
satisfying ∇F(A0
k
) · J = A0
k
(this is proved in Lemma 4.5 of
[37]):
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• M andK intersect transversely at (P0
1
, . . . ,P0
4
)
• K ∋ (Pi)41 7→ (Pi,Qi)
4
1
∈ K ×
(
T(Pi)41
K
)⊥
is a local diffeomorphism, where
the Qi are the points given by the T4 configurations defined in Figure 3.6.
Once we fixed F and the points (A0
i
) as above, such that the two conditions hold,
wemay choose an open neighbourhoodO of (P0
i
) ∈ M∩K , and then the 4-ples (Qi)
associated to 4-ples (Pi) ∈ O are an open neighbourhood (in
(
R4×2
)4
) of (Q0
i
). By the
stability of the rc-hulls and since for all δ > 0 the set B
(
((
{
Q0
1
, . . . ,Q0
4
}
)rc, δ
)
contains
an (2ε)-ball centred in the zero matrix, we can easily see (by a local compactness
argument, for example using the fact thatM∩K ⊂
(
R4×2
)4
is a submanifold near
(P0
i
))that also Orc does. It is easy to see (since we have the above diffeomorphism
property) thatOrc is parameterized by the T4 configurations’ rc-hulls with extrema
in O, i.e. the sets belonging to
{
(
{
P0
1
, . . . ,P0
4
}
)rc : (Pi) ∈ O
}
. From this it is easy to see
that gradients in Orc are stable only near O. This means (and can be shown like in
the proof of Proposition 4.6.3) that any gradient distribution contained in the ε-ball
centred in zero can be perturbed keeping the function arbitrarily near in ‖·‖∞-norm,
and gradients inside B(0, 2ε). Then we can approximate functions with gradients
in B(0, 2ε) by piecewise affine functions with gradients in O by Proposition 4.6.3.
This is enough to prove the Theorem A.0.18. 
Remark A.0.19. The same argument works if we want to find solutions to the
system (A.0.16) for n > 1, since the same kind of differential inclusion can be
implemented in that case. In this general case however, the conclusions about the
PDE theory would be weaker, since not all solutions do in general arise from the
correspondence with (A.0.17).
APPENDIX B
Shnirelman’s proof of nonuniqueness for Euler weak
solutions
In this Appendixwe give a short sketch of the constructions made in Schnirelman’s
paper [46]. The techniques used there are of a completely different nature than the
ones treated in the rest of the present work, but they form an interesting counter-
part of our Chapter 4.
Shnirelman’s article proves the following:
Theorem B.0.20. There exists a weak solution of the Euler equations u(x, t) ∈ L2(T2 ×R)
and a positive C with u(x, t) ≡ 0 for |t| > C.
B.0.8. First tools. We say that u : R2x ×Rt → R
2 is a weak solution of Euler’s
equations with external force f ∈ D′(R2x ×Rt,R
2) if there holds:
(B.0.18)
∂tv + divx v ⊗ v + ∇xp = fdivx v = 0.
Lemma B.0.21. Suppose ui(x, t) are weak solutions of Euler’s equations with external
forces fi(x, t), and that: ui
L2
→ u fi
D′
→ 0. Then u(x, t) is a weak sol. Euler.
We will use a particular example of solution to the Euler equations for our con-
structions of a sequence satisfying the hypotheses of Lemma B.0.21. We define it
in the following:
Definition B.0.22. A Kolmogorov flow is a velocity field v(x, t), on T2 ×R, given by
(B.0.19) v(x) = J∇ψ(x)
ψ(x) = b(x)
sin(k x · a)
k
for a ∈ Z2, k ∈ Z, b ∈ C∞(R2) independent of k.
B.1. A formal expansion and the estimate of the remainder
For a velocity vectorfield v : R2x × Rt → R2, we will use the (by now, just formal)
expansion:
(B.1.1) v(x, t) = v0(x) + (t − t0)v1(x) + (t − t0)
2v2(x) + · · ·
We write the Euler equations as ∂v∂t = A(v, v) with:
(B.1.2) A(v,w) = −P(v · ∇)w
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where P is the projector in L2 onto the divergence-free vector fields. We then obtain
(since A is bi-linear but not symmetric) vn =
1
n
∑
a+b=n−1A(va, vb). Define then
(B.1.3) v(N)(x, t) := v0(x) + (t − t0)v1(x) + · · · + (t − t0)
NvN(x)
and call rN the remainder ∂tv(N) − A(v(N), v(N)) = rN, i.e.:
(B.1.4) rN(x, t) = −
2N∑
n=N
(t − t0)
n
 ∑
a+b=n;a,b≤N
A(va, vb)

The operator A assumes the following aspect under Fourier transform:
(B.1.5) A˜(v,w)(ξ) =
∑
η∈Z2
iη · v˜(ξ − η)Pξ⊥w˜(η)
Now take the initial velocity:
(B.1.6) v0(x) = k
αv(x) + w(x), 12 < α < 1
Where v is a Kolmogorov flow of the form (B.0.19) and with w independent of k.
Assume also that b and w are trigonometric polynomials, i.e. (spt b˜) ∪ (spt w˜) ⊂
B(0, ρ). We then get
spt v˜ ⊂ [ka · {−1, 1}+ B(0, ρ)],
spt w˜ ⊂ B(0, ρ),
For the next term we get:
(B.1.7) v1 = A(v0, v0) = k
2αA(v, v)+ kα[A(v,w)+ A(w, v)] + A(w,w)
Consider now A˜(v, v)(ξ) expressed as in (B.1.5). The general term in that sum is
different from zero only if η and ξ− η are in one of the disks ka · {−1, 1}+ B(0, ρ), so
ξ ∈ 2ka·{−1, 0, 1}+B(0, ρ). Suppose e.g. that ξ ∈ B(2ka, 2ρ). Since v is incompressible
if and only if ξ · v˜(ξ) = 0 for all ξ ∈ Z2, we may write the generic term of the sum
in the form i(2η − ξ) · v˜(ξ − η)Pξ⊥ v˜(η). This is nonzero only if
∣∣∣2η − ξ∣∣∣ < 4ρ, hence
for such ξ,
∣∣∣A˜(v, v)(ξ)∣∣∣ < Cmax |v˜(ξ)|2 < C for a constant depending on ρ and v but
not on k.
Similarlywe dealwith ξ ∈ B(−2ka, 2ρ),B(0, 2ρ), andwith the termsA(v,w), A(w,w).
When it comes to A(w, v) we have the support conditions ξ − η ∈ B(0, ρ) and
η ∈ B(±ka, ρ), and so the estimate isworse, the incompressibility trick being useless:
we get Ck.
To generalise this for all the v˜i’s, observe that if v1, v2 are incompressible and
spt v˜i ⊂ B(pika, qiρ), then spt A˜(v1, v2) ⊂ B((p1 + p2)ka, (q1 + q2)ρ). The estimates are∣∣∣A˜(v1, v2)∣∣∣ < { Ck max ∣∣∣v˜1∣∣∣max ∣∣∣v˜2∣∣∣ for p1 = 0, q1 , 0
C max
∣∣∣v˜1∣∣∣max ∣∣∣v˜2∣∣∣ otherwise.
After the iteration, the result is that:
(B.1.8)
∣∣∣v˜ j∣∣∣ < C jµ j,{ µ2l = kl+(2l+1)αµ2l+1 = kl+1+(2l+1)α
and
(B.1.9) |r˜N | < C
2N∑
j=N+1
µ j(t − t0)
j,
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so that the series B.1.3 converges if |t − t0| < k−2α.
We also get the estimate
(B.1.10) ‖rN‖s < CN,sk
−M on |t − t0| ≤ k
−2α
B.1.1. The term v1. From the Kolmogorov flow formula B.0.19 we get
A(v, v) = P
(
ψ2ψ21 − ψ1ψ22
ψ1ψ12 − ψ2ψ11
)
= G(x) +H(x)
where G(x) =
∑2
0 PGp(x)k
−p, H(x) =
∑2
0 P
[
H1p(x) sin ka · x + · · ·
]
k−p. Here the func-
tions Gp,H1p are independent of k and are obtained from b by applying some
quadratic differential operators.
We obtain PG0 =
1
2P[(XB)X] := QX(B), with B = b
2 and X = Ja  a2
∂
∂x1
− a1
∂
∂x2
, and
thus the principal nonoscillating part of v1 as k →∞ depends only on b, a. For the
converse:
Lemma B.1.1. There exist two vectors X1,X2 such that for every smooth velocity field v
such that ∇ · v = 0,
∫
vdx = 0, we have v = 12P[(X1B1)X1 + (X2B2)X2] for two smooth
positive functions B j, and there exist pseudodifferential operatorsΦ j and constants B
0
j
such
that B j = Φ jv + B
0
j
.
Proof: We take X1 = (1, 0),X2 = (1, 1). There exist two smooth positive functions
φ1, φ2 such that sptφ j ⊂ {ξ : c |ξ| ≤
∣∣∣X j · ξ∣∣∣ ≤ (1− c) |ξ|} and φ1 +φ2 ≡ 1. We can then
take Φ˜ jv(ξ) = −2i
φ j(ξ)
X j ·ξ
· β j(ξ) (where v˜(ξ) = β j(ξ)Pξ⊥X j and where the tilde indicates
the Fourier transform), and B0
j
= 2max
∣∣∣Φ jv∣∣∣. 
B.1.2. The construction for Lemma B.0.21. We will construct incompressible
vector fields ui with a common compact-in-time support that verify Lemma B.0.21.
Take an arbitrary Euler smooth solution u(x, t). Then u1(x, t) := u(x, t)I|t|<1(x, t) is a
weak solution with the force f1(x, t) := u(x,−1)δ(t+ 1) − u(x, 1)δ(t− 1)
If ui is already constructed, has discontinuities at times ti, j and is zero for t < ti,1,
t > ti,Ji , then we will fix (later) a length Ti, j and a finite subdivision (ti, j,p)p of
Ii, j = [ti, j +
∑
l< j Ti,l, ti, j +
∑
l≤ j Ti,l] for each (i, j) and put ui+1(x, t) =
0 for t < ti,1 and t > ti,Ji
ui(x, t +
∑
l≤ j
Ti,l) for ti, j < t < ti, j+1
weak Euler solution with force
∑
p
fi, j,p(x)δ[t − ti, j,p] for t ∈ Ii, j
(see the Figure B.1)
The forces fi+1(x, t) :=
∑
j,p fi, j,p(x)δ(t − ti, j,p) may also be made to converge weakly
to zero for i→∞, as in Lemma B.0.21.
B.2. The iterative setup
To describe what happens at one discontinuity point t0 in our construction as we
pass from ui to ui+1, suppose for simplicity that we have a weak solution u with a
single pulse force f (x, t) = f (x)δ(t−t0), with f (x) = u+(x)−u−(x) and u±(x) = u(x, t±).
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ti j
ti jq
Ii j
ui:
ui j:
ui jq:
Ii jq
Figure B.1: We show here schematically the way we insert new time intervals on
which new solutions modified by weaker and weaker pulses are constructed.
B.2.0.1. We reduce here to the case when u− := u(t−0 ) is a trigonometric polyno-
mial. Let then πρ be the Fourier truncator for frequency modulus ρ: π˜ρu = IB(0,ρ)u˜.
Let also St be the 1-parameter Euler evolution operators on smooth incompressible
vectorfields: ddtSt(u) = A(St(u), St(u)), S0 = Id. Define a velocity field:
s1 = (S−τ1πρ − Id)u−
and apply to u the force δ(t − t0)s1(x): for the obtained function we have u+ :=
u(t+0 ) = S−τ1πρu− and u[(t0+τ1)
−] = Sτ1u+ = πρu−, a trigonometric polynomial. The
nice fact is also that sup |s1| → 0 for τ1 → 0, ρ→∞.
B.2.0.2. We use Lemma B.1.1 on the force field f . Using the there introduced
notations we have:
f = Z1 f + Z2 f ,
where Zi = QXi . Put now b
ρ
j
:= πρ
√
B j + B
0
j
and define:
f j(x) := k
αx j(x),
where x j is defined as in (B.0.19) with (b
ρ
j
,A j := −JX j) instead of (b, a), and apply
the pulse f1(x)δ(t − t1) to πρu−. We thus obtain a velocity field:
v0 = πρu− + f1
which has the structure (B.1.6), so that the asymptotic expressions (B.1.3),(B.1.4)
with the estimates (B.1.8), (B.1.9) and (B.1.10) hold for |t − t1| ≤ k−2α. Fix then large
N, and define v(N) as in (B.1.3) with t1 instead of t0. We want to replace the force rN
by finitely many small pulses with small time intervals between them.
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B.2.0.3. Consider a smooth Euler solution u with smooth force f on a time
interval I and for a partition Σ = (ri)n1 of this interval consider the function v
′
satisfying homogeneous Euler equation on each partition piecewith the conditions
v(x, r+
i
) = u(x, ri). Then the following lemma is due to Ebin-Marsden (see [20]):
Lemma B.2.1. (1) ifmax(ri+1 − ri)→ 0 then supI ‖u(·, t) − v
′(·, t)‖r → 0 for all r
(2) v is a weak Euler solution with force
∑n
1 gi(x)δ(t − ri) and gi(x) = (ri −
ri−1) f (x, ri−1) + ϕi,
∥∥∥ϕi∥∥∥s ≤ Cs(ri − ri−1)2 for all r
(3) lim‖Σ‖→0
∑n
1
∥∥∥gi∥∥∥s = ∫ rnr0 ∥∥∥ f (·, t)∥∥∥s dt
For u := v(N) and f := 0, we use this on the interval I := [t0, t0 + k−2α]. The resulting
weak solution v′ satisfies ‖v′(·, t) − v(·, t)‖s < ǫ for all t0 ∈ I and
∑∥∥∥gi∥∥∥s < Ck−µ with
µ independent of v, k.
B.2.0.4. The next modification is at time t2 = t1 + k
−2α. By then our v(N) has
become (using equations (B.1.7) and (B.1.3) with t1, t2 instead of t0, t):
v(N)(t2, ·) = v0 + k
−2αv1 + r,
with v0, v1 as above and (using estimates (B.1.8)):
|r˜| ≤
{
ck1−2α on ∪N
−N B( jka, (N + 1)ρ)
0 elsewhere.
We then define a pulse in order to kill the high frequency part of the weak solution
at time t2:
f ′1 = − f1 − k
−2α(id − π2ρ)v1 − (Id − π(N+1)ρ)r.
Then:
u(t+2 ) = πρu− + Z1 f + v
′′,
where |v˜′′| < Ck1−2α and spt v˜′′ ⊂ B(0, (N+1)ρ). These two conditions together with
the bounds on α imply that for big k, max |v|′′ can be made arbitrarily small.
B.2.0.5. Now we do again the same trick as in B.2.0.1, and at t3 = t2 + τ2 we
apply a pulse with amplitude s2 = πρu− + Z1 f − S−τ2u(t
−
2 ), which may be made
arbitrarily close to −v′′, and such that:
v(t+3 ) = πρu− + Z1 f
Then we imitate B.2.0.2,B.2.0.3 again, to obtain the Z2 f term. We have then the
new strong pulses f2, f ′2 and the weak pulses hi keeping the solution close to the
asymptotic w(N), analogously to the gi’s. So at some t4 we have
w(t−4 ) = u− + Z1 f + Z2 f + w
′′ = u+ + w
′′
with max |w|′′ arbitrarily small for k large. We then imitate B.2.0.4 and apply a
pulse s3 at t4, so that at t5 = t4 + τ3 we have
u(t+5 ) = u+
as wanted.
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B.3. The final estimates
We first fix the notations:
• Let Λ(ρi, ki,Ni, δi, τi) be the operation applied to ui in order to obtain ui+1,
if at each step we use the same parameters at each discontinuity point
of the weak solutions. Here δi is the time-step used for the weak pulses,
while the other parameters have already been defined above.
• Let Qi = (q1, . . . , qi) be the indexes of the pulses of ui coming from the
pulse (q1, . . . , qi−1) of ui−1
• Let fQi be the amplitudes of the pulses, and let tQi their time instants. We
call IQi the interval between tQi and the next closest pulse time.
• Call nQi := #{Pi : tPi < tQi}.
• Let Ti = 2k−2αi + 3τi be the analogous of t5 − t0 in our above simplified
notation (this time length is the same for all pulse insertions at step i).
• Let I′
Qi
:= IQi + TinQi and let JQi be the segment inserted instead of point
tQi .
B.3.0.6. End of proof. Our aim now is to prove that we can set our parameters
at each step so that:
‖ui+1 − ui‖L2 < 2
−i(B.3.1) ∑
Qi
∥∥∥ fQi∥∥∥−s < 2−i.(B.3.2)
We start with:∫
|ui+1 − ui|
2 dx dt ≤ 2
∑
Q=Qi

∫
IQ∩I′Q
|ui+1 − ui|
2
+
∫
IQ∆I′Q
(|ui+1|
2
+ |ui|
2) +
∫
JQ
|ui+1|
2
 .
The first two terms can be made small by choosing small Ti. On the other side:∫
JQ
|ui+1|
2 ≤ C(sup
∣∣∣Φ1 fQ∣∣∣ + sup ∣∣∣Φ2 fQ∣∣∣),
whereΦ j are partial differential operators of order −1with constant symbol. Thus,
for the weak pulses there holds sup
∣∣∣Φ j fQ∣∣∣ ≤ C sup ∣∣∣ fQ∣∣∣, and for the strong ones
there holds sup
∣∣∣Φ j fQ∣∣∣ ≤ Cki sup ∣∣∣ fQ∣∣∣. Therefore both contributions can be made ar-
bitrarily small increasing ki, for different reasons. This suffices to prove (B.3.1).
Next, we consider fi :=
∑
Q=Qi fQ(x)δ(t − tQ). The fact that the weak pulses can
be made arbitrarily H−s small was part of Lemma B.2.1. For the strong pulses,
we have spt f˜Q ⊂ B(±kia j, ρi), j = 1, 2 and
∣∣∣ f˜Q∣∣∣ ≤ Cikαi , so that for s > α we have∥∥∥ fQ∥∥∥−s ≤ Ckα−si ki↑∞→ 0. Thus we have proved also (B.3.2).
B.3.0.7. Compact support. Let Ji be the number of discontinuities at step i. Our
construction keeps ui ≡ 0 for times in a neighbourhood of −∞, say t < 0. Then
imposing Ti < 2−iJ−1i implies that for every i spt ui ⊂ [0, 2 − 2
i] so that the limit has
compact support.
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