This paper deals with computational algorithms for obtaining the optimal stationary policy and the minimum cost of a discounted semi-Markov decision process. Van Nunen [23) has proposed a modified policy iteration algorithm with a suboptimality test of MacQueen type, where the modified policy iteration algorithm is policy iteration method with the policy evaluation routine by a finite number of iterations of successive approximations and includes the method of successive approximations and policy iteration method as special cases. This paper devises a modified policy iteration algorithm with the sUboptimality test of Hastings and Mello type and proves that it constructs a finite sequence of policies whose last eleme:nt is either a unique optimal policy or an €-optimal policy. Moreover, a new notion of equivalent decision processes is introduced, and many iterative methods for solving a system of linear equations such as the J acobi method, simultaneous overrelaxation method, Gauss-Seidel method, successive overrelaxation method, stationary Richardson's method and so on are shown to convert the original semi-Markov decision process to equivalent decision processes. Various transformed algorithms are derived from the modified policy iteration algorithm with the sUboptimality test applied to those equivalent decision processes. Numerical comparisons are made for Howard's automobile replacement problem. They show that the modified policy iteration algorithm with the suboptimality test is much more efficient than van Nunen's algorithm and is superior to the policy iteration method, linear programming and some transformed algorithms.
Introduction
Markov decision processes are Markov chains controlled by actions_ In particular, finite state discounted Markov decision processes have been studied extensively and thoroughly, and the following three methods for solving them have been developed: method of successive approximations, policy itera~ tion method and linear programming [6] . The most approved method of these is the policy iteration method, which consists of the policy evaluation routine 296 For f=(f l , ... .fN)EF, let r(f) be the N dimensional column vector whose ith component is '1''; f. ' and Q(f) the NxN matrix whose (i,j) component is q .. (f.) .
~'l-~ ~
A policy is a sequence n=(~,~, ... ) of elements ~ of F, and the expected total cost veetor adopting policy n is given by v(n) = r(~) + I Q(r)" 'Q(~)r,(~+l).
n=l Then the discounted semi-Markov decision process is defined as the quadruplet (I,F,Q,r) associated with the problem of determining an optimal policy n* that minil".izes V(1T) over all policies.
A policy of the form f=(f.f, ••• ) is called a stationary policy. It i.s well-known [4, 5, 25] that there exists an optimal stationary policy f*=(j~, f*, ... ) that minimizes v(n) over all policies. Denote the minimum cost v(f*)
by V*E EN, where EN is N dimensional Euclidean space. There are three apf* N pro aches to obtaining the optimal policy EF and the minimum cost v*EE :
the method of successive approximations, policy iteration method and linear programming [6] . The min {r. k
+ L q"',k)v. } (iEl).
'l-
Let ~ be an action k that attains the minimum value of the right hand side. id,kEK.
'l·iEl,kEK.
'l-'l-'lThen (2.2) and (2.6) imply that for all f'EF,
Define the operators T(f) and A mapping EN into EN by (2.9) T(f)v = r(f) The following lenmul is a direct consequence of the definition.
Lemma 1. T(f) is monotone and contractive if and only i f Q(f) is nonnegative and satisfies (2.8). If T(f) is monotone and contractive for all
fEF, then A is also monotone and contractive.
Lemma 1 shows that ~r(f) and A are monotone and contractive. Consequently, from the fixed-point theorem [5] it follows that T(f) and A have unique fixed-points v(f) and v*, respectively, i.e.
(2.14) v(f) (I_Q(f»-l r (f)
and (2.15) v* = min v(f). and (I-Q(f) is nonsingular [28] . The following lemma is due to Denardo [5] .
(i) and for n=1,2, ... ,
and A V is determined in the same way.
Modified Policy Iteration Algorithm with a Suboptimality Test
Another approach to finding f* and v* is the policy iteration method [1, 10] . It consists of the following two routines. For any starting policy jDEF and n=1,2, •.. , policy evaluation routine: solve T(~-l)v=v to obtain v(~-l); policy improvement routine: find ~EF such that Av(~-l)=T(~)V(~-l). In the policy evaluation routine, the system of N linear equations T(~-l)v=v 
where m is the given nonnegative integer. It should be noted that this algorithm with m=O is identical to the method of successive approximations (2. 11) and that as m increases, the algorithm approaches the original policy iteration method. Puterman and Shin [19] have discussed the modified policy iteration algorithm and van Nunen [23] has devised the algorithm with suboptima1ity test of Mac Queen type. They have proved the convergence of their algorithms under a certain condition. The purposes of this section are to devise the modified policy iteration algorithm with the suboptima1ity test of Hastings and Mello type [7] which is mon! efficient than that of MacQueen type (see Remark 2) and to prove its convergence without assuming any condition. In Sections 4 and 5, many algorithms with the suboptima1ity test will be derived from the present algorithm.
The following lemma is due to Porteus [16] , who has proved it using only the monotonicity and the contractiveness of T(f) and A. n n n
Then an upper bound un and a lower bound ~n for v* are given by the following theorem.
Theorem 1.
n n where I;n and nn are given by (3.9)
n n n n n n n In addition, the following bounds for v* also hold: 
From (2.15) and (3.1) i t follows that n n n n n-l n n (3.13)
Lemma 3 leads to = min{v~-v:}. n iEI 1.-'IConsequently (3.13) yields where (3.14) + II B( II ) + a n n n and (3.15)
Thus,
n n n n n n Combination of these results and (3.12) proves (3.8) through (3.10). From (3.1) it follows that v*_w n = Av*-Aw n + AW n _AV n -1 .
In much the same way as in the proof of (3.14) and (3.15), Lemma 3 leads to (3.11) . • nO= and n=l. where M is a sufficiently large number.
Step 2:
kEK':
and determine at the same time
If ~-l attains the minimum v~~ue UJ~. then set ~ as ~-l; else. set ~ as any 
Step 4: Calculate ~n' V n , an' b n by (3.5). (3.6) and ~n' nn by (3.9). (3.10) or (3.18), (3.19) . If (3.25) ~n-nn?: 2E, then compute un by (3.8), set n=n+l and go back to Step 2. Otherwise,
is an E-approximate value of v*. Calculate En and on by
The policy ~ is En-optimal.
Step 5: ~ is the unique optimal policy. Compute an and d n by (3.7). The minimum value v* is estimated by (3.11) or (3.20) as follows:
n n
In the basic algorithm, the set ~ given by (3.23) is justified by Theorem 2 and the approximate values V of v* given by (3.26) and (3.29) are justified by Theorem 1 or Corollary 1. However, the E -optima1ity of ~ given n by (3.28) has not been proved to be valid. Its validity is shown in the following theorem.
Theorem 3. Suppose that ~n-nn<2E. Then the policy ~ is En-optimal,
where En is given by (3.28).
Proof: From (2.14) and (3.27) it follows that As mentioned in Remark 1, the basic algorithm with m=O is identical to the method of successive approximations ~lith the Hastings and Me110's suboptima1ity test, although the E -optima1ity of f in Step 4 is new. We add a n n few remarks on the basic algorithm, before proving its convergence.
Remark 2: The bounds for v* derived by van Nunen [23] under the assumption of Corollary 1 are
These bounds utilize the value of w so that they can not eliminate suboptimal actions during the computation of (3.22) as in Step 2. Thus the suboptimality test using these bounds is necessarily MacQueen test, which must be done in an additional step requiring about the same computational effort as in (3.22) .
Therefore the basic algorithm is more efficient than the algorithm proposed by van Neunen. Moreover, the bounds (3.20) are tighter than his bounds, because
In the basic algorithm, the sets ~ (iEI) decrease monotoni- 1- cally as n increases. Thus Sand y can change with n:
In the basic algorithm, the integer m is assumed to be constant during the whole iterative procedure. However, it may vary with n, and one simple way may be to iterate (3.22) until 11 y~+l_y~ 11 < E' is satisfied for given constant E'.
The convergence of the basic algorithm is shown in the following theorem. {~} whose last element is either a unique optimal policy or an En-optimal policy. In particular, if the scmi-Markov decision process has the unique optimal policy and E is sufficiently small, then the basic algorithm finds the unique optimal policy with a finite number of iterations.
Proof: Note that ~ determined in Step 2 is always included in ~.
1-1-
This shows that ~ in Step 2 is equal to ~ determined from (3.1). Therefore, values of w n and v n in the algorithm are equal to those of w n and v n generated by (3.1) and (3.2) (see [27] ). Since w l -v O $ cle, where cl is given by (3.
7), Lemma 3 implies that
e. Consequently, from (3.1) and (3.2) it follows that 2 1
By induction, the following inequality holds: for n=Q,1,2, ... , 
Adding this inequality to (3.31) leads to
Now from (3.32) and Lemma 3 it follows that for ~=O,1,2, ..• ,
Since B ,= B(c1)~(m+1)Bn' the following inequality holds: for ~=O,1,2, n+~ ... , (3.35) When ~=O, this inequality is reduced to
Thus, by Lemma 3,
Adding this inequality to (3.35) with ~=l yields
Again, by Le~na 3,
Adding this inequality to 0.35) with ~,.,2 yields
le.
Repeating this routine leads to for ~=l, ~~, ... ,
Setting n = 0 and R. = n in this inequality produces for n = 1,2, ••• , (3.37)
Since by (3.31),
9n~ Cl e, adding this inequality to (3.36) produces
In the same way as in the proof of (3.37), the following inequality can be obtained: for n = 1,2, ... ,
In the above, inequalities (3.33), (3.34), (3.37) and (3.38) have been proved. These inequalities show that IIvn -v*1I and IIw n -v*1I decrease geometrically to zero as n increases. Consequently, for an arbitrary number 0 >0
there exists an integer ~. such that for all n 2: ~, IIvn_v*l~ 0 and IIwn-v*lI<o.
Since for n> M1, 
Thus for n > ~ n-l n-l should be computed by (3.18) and (3.19) and the second equation of (3.29)
should be adopted. l-Ioreover,it is to be noted that, as shown in Theorem 4, the basic algorithm attains its full power in solving semi-Markov decision processes with unique optilnal policies, because the termination at Step 5 can occur only for those processes.
Equivalent Decision Processes
Consider a decision process (I, F, Q, r) which has the same state and policy spaces as the semi-Markov decision process (r, F, Q, r) discussed in the preceding sections. However Q may not be a discounted transition probabilitymatrix. Define as in (2.9) and (2.10), process is equivalent to (I, F, Q, r), then these sequences are finite and the last element of {r} is either a unique optimal policy or an En-optimal policy of (I, F, Q, r),where En is given by (3.28) with Q and r replaced by Q £ is sufficiently small, then the basic algorithm applied to ( This theorem shows that an optimal policy f* and the minimum cost v* of (I, F, Q, r) can be obtained by the basic algorithm which is applied to any decision process (I, F, Q, ;;' ) equivalent to (I, F, Q, r).
Consider a system of linear equations (4.4) (I-Q(t)v = rCf)· Let L(t), D(t)
and U(f) denote the strictly lower triangular, the diagonal and the strictly upper triangular matrices of Q(f). Define strictly lower and strictly upper triangular matrices Land U by (4.5) L
(t) = (I-D(f»-lL(f) and V(f) = (I-D(f»-lU(f).
These matrices are the strictly lower and the strictly upper triangular matrices of Q(f) whose elements are determined through k=f. from
There are numerous iterative methods for solving (4.4) [28] . Here we confine our consideration to linear stationary iterative methods which have the form Let wand n be a relaxation parameter (factor) and a nonsingu1ar diagonal matrix, respectively. Basic linear stationary iterative methods for solving (4.
If T(f) is contractive, then Lemma 2 implies that vn converges to v(f)=(I -Q(t)-l;(f). Note that iterative methods satisfying v(f)=v(f)
are
4) are [28]: (i)
Jacobi method (J method):
(ii)
Simultaneous overrelaxation method (JOR method):
Gauss-Seidel method (CS method): (4.12) ~(f) =(I-L(f))-lU(f), ;(f) = (I-£(f)rJ:;.(f);
(iv) 
Successive overrelaxation method (SOR method):

Q(f) = (I-wL(f))-l(wU(f) +(l-w)I),
_ A _lA r(f) = w(I-wL(f)) r(f);
Stationary generalized Richardson's method (CRF method): Stationary Richardson's method (RF method):
Theorem 6. Decision processes (I, F, Q, ;) derived from the J method, the JOR method with w such that O<w~l, the GS method, the SOR method with w such that O<w~l, the GRF method with n whose ith diagonal element w. Proof: As noted in the above, it suffices to prove that each Q(f) is nonnegative and satisfies (4.9). By (4.6) it holds for the JOR method (4.11) that for w~l, q .. (k) = 1-w~0 and nondiagona1 elements q .. (k)~O, and for w>O,
1-J
The RF method is the GRF method with n=uII, and the theorem is proved for these methods, too.
Porteus [17] has proposed several transformations including the J method and the GS method that can be used to convert the semi-Markov decision process into an equivalent one that may be easier to solve by the method of successive approximations with a suboptimality test. His definition of equivalence, however, imposes only condition (i) of Definition 2. The J method has been dealt with by van Nunen [24] , too. The SOR method has been discussed by Porteus and Totten [18] as a computational method of v(f). In order to distinguish the original operator T(f) associated with (I, F, Q, r) with the J method, it will be called the pre-Jacobi method (PJ method) in the sequel. Kushner and Kleinman [11] have proposed the method of successive approximations which uses, instead of the PJ method, the GRF method and the following methods:
Pre-Gauss SeideZ method (PGS method):
(viii) Pre-successive overreZaxation method (PSOR method):
The method of successive approximations using the PSOR method has been discussed by Reetz [20] . He also has devised the method of successive approximations with suboptimality test which uses the PGS method instead of the PJ method [21] . The PGS method has been dealt with in [3, 24] . In addition to the above eight methods, a stationary ~-th degree method is stated in [28] :
Stationary ~-the degree method:
Hinderer [9] has derived upper and lower bounds for V* for the method of successive approximations using the stationary 9,-th degree PJ method, and 
Thus the proof is concluded.
It should be noted that from the proof, the stationary ~-th degree method based on any method in (i) through (viii) yields an equivalent decision process (I, F, Q, ;::).
Transformed Algorithms
In the preceding section, it has been shown that all methods given by (i) through (ix) convert the semi-Markov decision process (I, F, Q, r) to equivalent processes (I, F, Q, r) that can be solved by the basic algorithm in Section 3. Consequently, we have obtained ten modified policy iteration algorithms with the suboptimality test including the basic algorithm which uses the PJ method. These algorithms are all new.
Theorem 1 and the proof of Theorem 4 imply that the bounds for v* become sharper and the convergence of {;n} becomes more rapid as the constants Band y given by (2.7) for (I, F, Q, r) decrease. Thus the algorithms can be compared in this respect. First, consider (I, F, Q, r) derived from the SOR method. Since the operator (4.8) with Q and r given by (4.13) is equivalent to (5.1) -o{l-
method is reduced to the I'J method. Moreover, Theorem 7 implies that the PGS method can be ignored in the following discussion, because w~l. However, only when q=O, the PSOR method is reduced to the PGS method As an example of transformed algorithms derived from equivalent decision processes (I, F, Q, ;;), consider the algorithm based on the GS method.
Gauss-Seidel Algorithm:
~
Step I: Compute p . . (k) and r' k by (4.6) and (4.7) for 1-J 1-all i, JEI and kEK .. Step 2: For each iEI, compute for all iEI, go to Step 5.
Step 3 .L. ' l-
Step 4: Calculate ~ , ~ ,a and b by (3.5) and (3.6) with v n and w n re-""YL ""YL n n n n placed by V and w , and ~ and n by (3.18) 
and for k~2, [23] with m varying from one to twenty.
were written in FORTRAN and designed for general situations.
not exploit the sparsity of the discounted transition matrix.
The programs
Hence they did
The value of e was 0.1 and all iterations terminated at:
Step 5 giving the unique optimal policy. The minimum value v* accurate to at least five decimal places was obtained by the basic algorithm. The problE!m was also solved by the policy ite-ration method and linear progr~mming in o~der to compare these conventional methods with the basic algorithm. The computat;!.onal results are given in Nunen's one, as noted in Remark 2. Moreover, it indicates that the basic algorithm with properly chosen values of m is somewhat more efficient than the policy iteration method even for this small problem. This suggests that the basic algorithm, which was originally devised for solving semi-M~rkov decision processes with one thousand or more states, will be superior to the policy iteration method even when the number of states is on the order of hundreds. Table 1 Comparison between the Basic Algorithm and the Known Algorithms basic algorithm (PJ algorithm) Van Nunen's algorithm [23] computation time number of computation time number of (milliseconds) iterations (milliseconds) iterations m 1  1316  40  3054  38  2  1039  30  2461  27  3  1038  26  2438  24  4  911  21  2206  20  5  942  19  2140  17  6  930  18  1997  16  7  853  15  1864  15  8  851  15  1849  14  9  957  16  2133  15  10  913  14  2041  13  11  906  13  2005  12  12  864  13  1889  12  13  909  12  1967  11  14  822  11  1776  10  15  845  11  1793  10  16  817  10  1830  10  17  912  11  2036  11  18  845  10  1831  10  19  867  10  1847  10  20  854  10 
Therefore, as noted in the preceding section, the GRF and RF algorithms are reduced to the basic algorithm (PJ algorithm). Thus the transformed algorihms applicable to the problem are the PSOR, J and GS algorithms. The program was designed for comparing the basic algorithm with the transformed algorithms for m varying from zero to fifty. The value of £ was 0.1 and the other details were also the same as noted above. Table 2 summarizes computational results by behavior of the computation times of the basic and the transformed algorithms as m varies. Therefore it will not be easy to determine in advance an optimal value of m that minimizes computation time. Puterman and Shin [19] , for example, have concluded that it is not reasonable to consider the modified policy iteration algorithm with m greater than (N!3)+1. Their conclusion, however, is not true for the basic and the transformed algorithms, because the minimum computation times for these algorithms are attained at m greater than 14, as shown in Tables 1 and 3 . Table 3 Comparison 10  11  12  13  14  15  16  17  18  19  20  25  30  35  40  45  50 conclude which algorithm is best among the basic and the transformed algorithms.
Concluding Remarks
This paper proposes the modified policy iteration algorithm with the suboptimality test of Hastings and Mello type, which is called the basic algorithm, and proves without assuming any conditions that it constructs a finite sequence of policies whose last element is a unique optimal or an E -optilnal n one. Equivalent decision processes are defined in Definition 2, and many iterative methods for solving a system of linear equations are shown to convert the original semi-~~rkov decision process to equivalent decision processes.
Various transformed algorithms such as the PGS, PSOR, J,GS,GRF and RF algorithms are derived from the basic algorithm applied to equivalent decision processes. It is shown that all these transformed algorithms have the same eonvergence property as the basic algorithm. Condition (i) of Definition 2 is essential for this to hold. Since the eolumn reduction proposed in [17] and discussed in [26] satisfies Condition 0.) ,its combination with the basic algorithm will provide a new transformed algorithm with the convergence property.
The numerical comparisons in Section 6 show that the basic algorithm is the most efficient among the policy iteration method, linear programming, van Nunen's algorithm and the PJ, PSOR, J and GS algorithms for Howard's automobile replacement problem. Since the programs did not exploit the sparsity of the discounted transition matrix of the problem, the basic algorithm exploiting it will solve the problem with much shorter computation times than those shown in Table 1 . The problem, however, has the discounted transition matrix with the special structure and the unique optimal policy. Some of the transformed algorithms may be superior to the basic algorithm for problems with several optimal policies. Therefore, many other numerical comparisons should be made to conclude which algorithm is most efficient among the basic and the transformed algorithms. In such comparisons, the ordering of the states for the transformed algorithms [12, p.354 ] may be taken into consideration. It is hoped that the proposed algorithms will be applied to real semi-~~rkov decision processes such as controlled queueing systems, inventory control processes and stochastic control processes.
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