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 The first half of this thesis (Chapter 2 and 3) focus on the development and application of 
a diversity oriented, computer guided catalyst optimization chemoinformatic workflow. This 
process seeks to combine the power of chemoinformatic diversity analysis and QSAR modeling 
with diversity and discovery oriented synthesis to rapidly and efficiently design active and 
selective catalysts for unsolved problems and novel transformations in synthetic organic 
chemistry. Chapter 2 focuses on the iterations of development that have resulted in the current 
chemoinformatic workflow, and Chapter 3 focuses on applications of the chemoinformatic 
methods developed for the workflow towards problems in enantioselective catalysis.  
 The second half of this thesis (Chapter 4) focuses on the use of chemoinformatics to 
develop design criteria for active phase-transfer catalysts. The most common parameter used to 
predict PTC rates, the ammonium ion accessibility, q, is defined in such a way that limits its use 
to straight-chain tetraalkylammonium catalysts. To find a general descriptor of rate, eight linear, 
symmetrical tetraalkylammonium cations were examined to determine if a model containing 
broadly applicable descriptors could be found. The catalytic activity of these salts was determined 
under PTC conditions (operating under an interfacial, transport-rate limiting mechanism) and was 
compared with these molecular descriptors. Models could be generated from the ammonium ion 
accessibility parameter q and the amphiphilic cross-sectional area descriptor (XSA), and each gave 
a correlative model predicting the rate of alkylation. However, a similar model cannot be generated 
from a descriptor that is a direct measure of ammonium ion accessibility, the solvent accessible 
ammonium surface area (NC4_SA). These models lead to the conclusion that q must approximate 
catalyst properties other than ammonium ion accessibility. Additionally, the relationship between 
XSA and rate demonstrates that XSA approximates the complex behavior of ammonium ions at 
the interfacial region of a biphasic system, allowing for its use as a general descriptor for transport-
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Chapter 1: Introduction to Chemoinformatics in Catalysis 
1.1 Catalyst Development and Design: A Target for Improvement 
The nature of catalyst design in modern organic asymmetric catalysis is heavily based on 
empiricism. The general strategy towards the optimization of asymmetric catalysts relies on the 
screening of large catalyst libraries. Development usually proceeds with several iterations, each 
iteration guided by either random selection or chemical intuition. While this strategy often results 
in an optimized catalyst, it is a flawed, inefficient process; no guarantee exists that each cycle will 
provide increasingly selective catalysts. There is a need for a general method of guided screening, 
rather than relying on chemical breadth and screening of many compounds (Figure 1).  
 
Figure 1. Left: Empirical screening towards optimum catalysts. Right: Guided approach to optimum catalysts.  
Much of the progress in asymmetric catalysis in the past three decades has been the result 
of rigorous and sometimes serendipitous empirical experimentation. However, only a handful of 
known asymmetric transformations have a fundamental, physical organic basis for empirically 
observed selectivity. There are few general models that not only explain structure-activity and 
structure-selectivity relationships, but also provide a framework for the design and development 
of new catalytic reactions and catalyst structures. With progressing computer technology and 
increasing computational power, many of these enantioselective, catalytic transformations have 
been examined computationally. The power of computers and software has reached the point 
where a typical organic chemist can calculate basic transition structures on a personal computer.1 
While computational modeling has reached an almost routine status within the field of 
chemistry, investigation into transition state structure is typically reserved for rationalizing an 
observed experimental result. It is a rarity for a transition state model to be used to predict more 
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selective catalysts structures, and these predictions are often erroneous.2 Transition state analysis 
suffers from several drawbacks that make the development of predictive models unfeasible. The 
largest drawback is a practical limitation: the time required to generate transition state structures 
and energies to an appropriate level of accuracy is not trivial. If one were to generate many possible 
catalysts and calculate the transition state structure and energy for each potential catalyst, the time 
cost for the computation would be enormous.  
Development of transition state models also requires that the nature of the transition state 
structure be understood to a certain extent. Organization in transition states that involve covalent 
catalysis or dative interactions can be easily visualized, such as in chiral enamine catalysis or chiral 
Lewis acid catalysis (Figure 2). However, transition states organized with ionic interactions 
between the catalyst and substrate cannot be as easily defined or analyzed with transition state 
structure computational models. These modes of catalysis (e.g., phase-transfer catalysis, anion-
binding catalysis, Bronsted-acid catalysis) are becoming more prevalent in the field as synthetic 
organic technology develops. This leads to a lack of generalized tools to assist in the design and 
optimization of catalytic systems as more difficult challenges arise. 
 
Figure 2. Demonstration of different catalyst-substrate interactions. 
1.2 Computational Statistical Analysis: Chemoinformatics 
Chemoinformatics is a subset of machine learning and data mining techniques that utilizes 
large data sets describing a series of compounds and attempts to extract correlations and patterns 
from the data. These techniques have been used extensively in the pharmaceutical industry and 
medicinal chemistry. However, applications to enantioselective catalysis have been limited to the 
rationalizing observed selectivity rather than predicting improved catalytic systems. 
Chemoinformatic analyses strive to create a correlation between chemical properties (observed 
and calculated) and an empirical result. The empirical result is used as the dependent variable, with 




Figure 3. Left: General description of chemoinformatic approach. Right: Typical adaptation for 
LFER analysis. 
 With enantioselectivity as the dependent variable, the resultant linear correlation will be a 
linear free energy relationship (LFER) between catalyst properties and the ΔG differential between 
the transition states that yield opposing enantiomers (calculated from the observed e.r.). This type 
of LFER analysis is described as a quantitative structure activity relationship (QSAR).  The 
application of both more advanced statistical methods along with more descriptive chemical 
properties has been of considerable interest within the pharmaceutical industry in streamlining of 
drug discovery and optimization.  
QSAR requires the use of chemical properties that can be understood and analyzed by a 
computer. These chemical properties in numerical form are termed descriptors. The QSAR 
analysis aims to generate a model function that conforms to Equation 1, which is written in both 
compact and expanded form. The function exists in the form mx+b, or a linear equation. Each 
descriptor (dn) is modified by a coefficient (Cn). This is a general equation, and dimensionality of 














Descriptors can represent information in one, two, or three dimensions. Examples of one 
dimensional descriptors are properties that pertain to the entire molecule, such as molecular 
weight, cLogP, and the number of hydrogen bond acceptors. Two dimensional descriptors describe 
topological features of a compound. These descriptors include atom connectivity and fragment 
identifications. Three dimensional descriptors are rarer and computationally intensive to calculate. 
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These descriptors represent information regarding the spatial distribution and chemical groups in 
a molecule, which can be used to calculate molecular surfaces and volumes. In pharmaceutical 
applications, 1D and 2D descriptors are the most widely used as common pharmacological 
properties fall into these categories.4,5 
For enantioselectivity prediction and stereochemical modeling 3D descriptor information 
is presumed to be the most important for generating a proper QSAR model (3D-QSAR).6 The 3D 
descriptors commonly used are based on molecular interaction fields (MIF).7 Molecular interaction 
fields evaluate different types of interaction energies at multiple points in space around a 
compound. Through comparison of interaction fields between different compounds, and 
correlation with an empirical result, the effects of chemical structure change on observed result 
can be elucidated and quantified. An example of this process is shown in Figure 4, using a 
Cinchona-like tetraalkylammonium scaffold as the compound of interest. Energies are calculated 
first at points in space around a series of compounds (Figure 4, left). Then, the resulting energies 
are investigated for a correlation with an empirical result (enantioselectivity). The correlation is 
shown in the molecular field results (Figure 4, right) where red and blue indicate opposing changes 
in the experimental result with an increase in the calculated energy. The most intense color 
indicates the points that most strongly correlate with the observed value.   
A common MIF approach is Comparative Molecular Field Analysis (CoMFA).8 This 
method generates molecular fields around each structure under study, including both steric and 
electrostatic interactions. While most CoMFA models use Leanaord- Jones potential to model 
steric and electrostatic interactions, customized MIF fields can be utilized. In these laboratories, 
steric fields are generated from molecular mechanics force fields to approximate van der Waals 
interactions around a compound. Electrostatic fields are generated from the standard Coulombic 
potential of a point charge interacting with atoms of the compounds, partial charges having been 
calculated at an appropriate level of theory. An example of a result of a 3D-QSAR CoMFA model 




Figure 4. Depiction of the calculation of MIF-type descriptors. 
While the focus of the Denmark laboratories chemoinformatic efforts are more geared 
toward enantioselective catalysis, developing QSAR models for catalytic activity has also been 
performed (these models will be discussed in the context of phase-transfer catalysis in Chapter 4). 
For the purposes of this report, QSAR models focus on correlating enantioselectivity and reactivity 
(empirical) with calculated catalyst and substrate properties.  
1.2.1 Chemoinformatics Applied to Catalysis: Previous Works 
 The appeal of 3D-QSAR and chemoinformatics stems from the potential predictive 
capacity and ability to allow distinct, understandable visualization of the resultant model. The 
model is visualized as regions where energy variations within the original data set cause changes 
in the empirical value. In the field of asymmetric catalysis, this method was first applied in the 
analysis of the Diels-Alder reaction between cyclopentadiene and 3-vinyloxazolidin2-one using 
copper(II) Lewis acids with differing bisoxazoline and phosphinooxazoline ligands.9 Their studies 
using this approach elucidated correlation between substituent groups on ligands with selectivity. 
Methods that incorporate semi-empirical10 as well as ab initio quantum mechanical11 interactions 
energies have also been developed for the analysis of asymmetric diethylzinc additions using chiral 
amino alcohols12-14 as well as asymmetric lithiation with chiral spartein surrogates11. The models 
in these reports relied heavily on knowledge of the intermediate and transition state structures 
within rigid structures to obtain predictive QSAR models.14 Sigman has generated predictive 
correlative models of asymmetric ligands, a proof of concept of using statistical analysis to guide 
design.15-25 A limited set of three descriptors was used to generate the linear correlation that 
allowed Sigman to generate a predictive model for a limited ligand class.26 
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CoMFA has been previously applied in the study of enantioselective phase-transfer 
catalyzed (PTC) transformations. These studies focused on the asymmetric alkylation of a 
protected glycine imine tert-butyl ester (originally reported by O'Donnell) using different catalyst 
systems (Scheme 2).27,28 In the first report27, a model was developed employing Cinchona alkaloid-
derived catalysts. Starting from an undesirably large library of 70 compounds, the authors were 
able to predict the activity of several new Cinchona alkaloid catalysts. In the second report28, a 
model was generated for the catalyst scaffold developed by Lygo and coworkers. Each study 
focused primarily on determining the contributions of both steric and electrostatic interactions to 
the variance in enantioselectivity. In these studies, the contributions were found to be essentially 
equivalent. The implications of electrostatic interactions were not discussed in detail in these 
reports, even though electrostatic interactions dictate ion-pair interaction strength.29 Despite these 
seminal contributions, the impact of electrostatic interactions on the observed enantioselectivity 
remains ambiguous. In both the O'Donnell and Lygo systems, QSAR was used to rationalize 
observed enantioselectivity, but could not create extrapolative 3D-QSAR models from a small 
training subset of catalysts. The correlations and predictions made by the models required large 
training sets of data. While these seminal studies represent important first steps, the insights for 
future catalyst design were not clear. 
Scheme 1 
 
1.2.2 Limitations in Chemoinformatics: The Need for Diversity  
Formulation of a predictive 3D-QSAR CoMFA model with the aim of catalyst design has 
been investigated in these laboratories previously with limited success toward computer-aided 
catalyst design methodologies.3,30,31 A 3D-QSAR model was developed to guide optimization of 
cyclopentylpyrrolizidine (CPP) based enantioselective PTCs.31 In this case, the highly 
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diversifiable CPP scaffold (Figure 5) was used to generate ammonium enantioselective PTC 
catalysts that were subjected to the O'Donnell alkylation32 as a benchmark reaction.  
 
 
Figure 5. Cyclopentylpyrrolizidine based APTC catalyst with substitution pattern. 
Following the synthesis of over 150 catalysts, a CoMFA model was developed to determine 
the catalyst design criteria While this work developed a 3D-QSAR model utilizing CoMFA with 
high correlation to enantioselectivity, the model never achieved a high level of predictive accuracy. 
Due in part to experimental design, the R2, R3, and R4 positions were varied extensively in this 
investigation, while the R1 position was only substituted with hydrogen and methyl groups. This 
lack of variation led the model to predict that additional steric bulk at R1 would result in higher 
enantioselectivities. Table 1 lists the predicted and observed enantioselectivities for several CPP 
catalysts. It is clear in hindsight that the model was unable to extrapolate properly the effect of 
steric bulk at R1 due to a lack of variation at this position in the iterations of training set catalysts. 
Even with a training set consisting of over 100 catalysts, insufficient diversity of the training set 
from that study resulted in the inability of the model to yield accurate predictions. 
   
Table 1. Predicted and Observed Enantioselectivity of Selected CPP Catalysts3 
Entry R















t-Bu 97:3 70:30 
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The challenge to develop general, extrapolative models based on 3D-QSAR analyses, and 
a paucity of literature precedent highlight a need to develop better methods for obtaining the 
appropriate training set data. Previous results demonstrate the importance of determining what, for 
a given catalyst scaffold, constitutes a diverse subset of catalysts.  
1.2.3 Meaningful Chemical Diversity 
 It is necessary to consider that a subset of compounds chosen with quantifiable diversity is 
not necessarily identical to a diverse subset generated through chemical intuition and synthetic 
feasibility. Over the past two decades, methods to quantify chemical diversity have been 
extensively investigated. Several well-known similarity indices have been developed and used to 
compare individual compounds to one another.33 Most of these similarity indices use the absolute 
atom connectivity or fragment-based approaches to determine how similar two compounds are to 
one another.34 While useful with libraries containing multiple structural scaffolds, this general 
approach is insufficient when analyzing compounds based around an unchanging core scaffold. 
As the core of the catalyst remains the same throughout the entire library of compounds, analyzing 
fragments, fingerprints, or absolute atom connectivity is ineffective. Even if 3D descriptors were 
to be compared using the popular Tanimoto coefficient, a binary comparison technique will not 
ensure all possible descriptor values are incorporated into the diverse subset.  
 To ensure that a subset has sufficient diversity, the measurement of diversity must take 
place in a relevant, n-dimensional chemical space context. This space is described by the range 
and dimensions of descriptor values of catalysts within the in silico library. As the intention is to 
use the steric and electrostatic energy grid points as descriptors in the eventual 3D-QSAR analysis, 
it is apparent that the diversity protocol must ensure that the breadth of possible 3D descriptor 
values is represented in the selected training subset. The development of this diverse subset 
protocol and evaluation will be further discussed in Chapter 2.  
1.3 Chemoinformatic Workflow: Diversity-Oriented Computer-Guided Catalyst Design  
The main objective of this project is to develop a general, robust catalyst design workflow 
that couples both diversity oriented synthesis and chemoinformatic statistical methods. The 
workflow is shown in Figure 6 and Figure 7. Computational methods will be used to generate large 
in silico libraries of known catalyst scaffolds encompassing all possible catalysts for each core. 
Then, an appropriate chemical descriptor space can be defined for these compounds. This chemical 
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space will be derived from appropriate 3D chemical descriptors (developed in these laboratories3) 
as well as any other pertinent descriptors for the catalyst compounds. This chemical space must 
provide a unique location for catalysts containing unique characteristics in n-dimensional space 
(Figure 7, A). Once the appropriate definition of chemical space is made, all such compounds can 
be introduced to the chemical space in silico (Figure 7, B). This approach provides a framework 
for describing all possible catalysts. A diversity protocol will then reduce the number of catalysts 
to a synthetically practical number (the “training set”), but still representing the whole of chemical 
space (Figure 7, C). Following synthesis of the training set, the compounds can be tested in any 
reaction amenable to the scaffold. Once results for the initial training set are obtained, a 3D-QSAR 
model will be developed, predicting more selective catalysts (Figure 7, D, Dots in blue indicate 
catalysts synthesized beyond initial training set). The goal in implementing a rational diversity 
protocol to select a training set is to maintain a certain level of diversity, allowing a smaller number 
of compounds to represent the diversity of the library than would be required for such 
representation through a random sample of compounds. The training set should produce a model 
that indicates (broadly) which areas of chemical space (and therefore, which catalyst properties) 
correspond to more selective catalysts. Further iterations of the process will refine the 3D-QSAR 
model, indicating the specific selectivity topology of the chemical space.  
 




Figure 7. Descriptor calculation and training set selection under the chemoinformatic workflow 
described. 
QSAR models can be applied to all reaction types as all chemical information is abstracted 
through chemical descriptors and the transition state is ignored. The overarching goal of the diverse 
subset analysis in this project is to obtain a small (40-50 member) subset of catalysts that can be 
used as a starting point for catalyst optimization of any transformation; a subset that has the highest 
likelihood of generating a meaningful, predictive, 3D-QSAR model for selective catalysts. This 
training subset is termed a “Universal Training Set” for a given scaffold. An additional advantage 
is that any training set that is developed and synthesized for a given catalyst scaffold is applicable 
to any reaction amenable to catalysis in that catalytic system. Therefore, even if the training set 
synthesis requires a significant amount of overhead, the initial investment will repay dividends in 
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the ability to rapidly screen additional reactions, leading to fast, efficient optimization of many 
transformations.  
A common theme for the chemoinformatic research program within the Denmark 
laboratories is the combination of the concepts of chemical diversity with catalyst optimization. A 
key facet of this combination of these concepts is the idea that for some transformations, catalysts 
that are most commonly used, or are easy to synthesize may not solve every synthetic problem. In 
these cases, scaffolds either are abandoned, or the challenge itself is left unmet. In the case of this 
chemoinformatic workflow process, we have challenged ourselves to include within each in silico 
library, of privileged scaffolds or chiral pool material, every possible permutation of substituent 
groups that could be thought of, to the end of being able to probe unknown chemical space within 
each catalyst scaffold. This increases the likelihood of synthetic challenge, but as already described 
the investment in synthesis is singular for each catalyst scaffold. The underlying assumption is that 
the selected training sets comprise the maximum diversity possibly represented by a catalyst 
scaffold, and that if through the optimization process an optimal solution is not found, it is because 
it is chemically and physically impossible to solve with that catalyst scaffold. The training set 
methodology here provides a unique opportunity to quickly gauge the competency of a catalytic 
scaffold in any given transformation, especially novel enantioselective reactions. If the entire 
training set gives unfavorable selectivity results, then one can quickly move to the next reaction 
set for that training scaffold, and consider other solutions to these problems.  
The development of the computational methods that have gone into the Chemoinformatic 
Workflow are described in Chapter 2. The application of this workflow, including evaluating 
features of the methods developed are described in Chapter 3.  
1.4 Applying Chemoinformatics to Hydroxide-Initiated Phase Transfer Catalysis 
Phase-transfer catalysis (PTC) is an extremely useful method for performing nearly any 
type of reaction involving an ionic starting material or intermediate with a neutral partner.35-41 In 
PTC, two immiscible phases separate reactive reagents. Reaction and catalysis is enabled by a 
phase-transfer reagent; typically, a quaternary ammonium or phosphonium salt that facilitates the 
transfer of a reactive agent between the two immiscible phases. Several characteristics of PTC are 
attractive for industrial applications including ease of scalability, operational simplicity, and ease 
of separation of products from byproducts. A useful aspect of PTC is the ability to catalyze a wide 
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variety of reaction types, ranging from redox processes to C-C bond forming reactions.42 An 
important type of C-C bond forming reaction is the alkylation of carbanions formed under PTC 
with inorganic hydroxide bases, termed “hydroxide-initiated PTC”.39 Employing hydroxide bases 
to generate anions that are typically formed using strong bases (LDA, NaH, etc.) highlights the 
advantages in operation and scalability using PTC. Hydroxide-initiated PTC has been highly 
successful in the catalytic, enantioselective alkylation of enolates.43-45 
Despite extensive kinetic investigation, a predictor of catalyst activity in hydroxide-
initiated PTC remains elusive as no general design parameters that lead to high catalytic activity 
have been identified. For PT-catalysts, structure-activity relationships (SAR) have been identified 
for straight-chain tetraalkylammonium (R4N
+) salts that promote reaction of small hydrophilic 
nucleophiles. However, such studies involving hydroxide-initiated PTC are primitive by 
comparison.39 The most commonly invoked structural features of R4N
+ salts in SAR studies is the 
ammonium ion accessibility parameter q.39 The parameter q is a structural descriptor of straight-
chain R4N
+ species originally introduced by Rabinovitz and Halpern in a series of studies that 
aimed to define the limits of the spectrum between the two aforementioned mechanisms.46-51 The 
parameter q is defined as the sum of the reciprocal of the number of carbons in the R4N
+ chains 
(Equation 2, where Cn is the number of carbon atoms in chain n). After surveying many hydroxide-
initiated PTC reactions, it was observed that most active catalysts had q-values between 1.5 and 
2.0.52 Generally, a R4N















 Although q may exist as a general descriptor for straight-chain R4N
+ ion activity in 
hydroxide initiated PTC, the definition of the parameter prevents its use in the case of more 
complex quaternary ammonium species. As the logic behind the derivation of q was never 
clarified, extension of the parameter is difficult. To address this problem, previous work in these 
laboratories introduced a more general catalyst structure descriptor to correlate with rate 
data.30,31,53,54 This type of descriptor is of paramount importance in employing asymmetric PTC 
(APTC) reactions that require chiral, branched, and substituted quaternary ammonium species. 
The ability to select catalysts that can out-compete a background reaction is fundamental to chiral 
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catalyst design. The completion of this study and the development of chemoinformatic models to 































Chapter 2: Development of a Chemoinformatics Workflow for Catalyst Optimization 
2.1 Introduction 
 Chemoinformatics provides a distinct advantage to the chemist in the ability to discern and 
model patterns in chemical reactivity data that elude detection through human observation and 
empiricisim. However, the application of chemoinformatic methods to catalysis has, thus far been 
done in an inefficient manner, without capturing the full potential advantages that the technology 
provides. In many cases, as described in Chapter 1, chemoinformatics has been used in only a 
singular portion of the catalyst optimization cycle, rather than guiding the entire catalyst 
optimization process. While the models derived may be used in a predictive fashion in attempts to 
improve selectivity, the applicability of these models is often limited in the scope of catalysts. The 
number of catalytic reactions that have been investigated through chemoinformatic means remains 
small to this day, and the technology is both underutilized and underdeveloped in many ways. It 
is the goal of this work to develop a comprehensive workflow, utilizing the concepts of both 
chemoinformatics, chemical diversity, and diversity oriented synthesis to achieve a framework for 
computational guidance in catalyst optimization and design. 
The results described herein outline the results of several iterations of development on the 
chemoinformatic workflow, from chemical descriptor calculation and implementation through 
training set selection and modeling techniques. Much of the work described in this report is focused 
on the diversity analysis of large in silico libraries of a variety of popular and useful catalytic 
scaffolds, with the goal of creating Universal Training Sets of commonly utilized scaffolds for 
rapid screening, modeling, and optimization of novel enantioselective reactions or to help solve 
problems that have needs unmet by the current population of enantioselective catalytic systems. 
2.1.1 3D-QSAR Software 
 A substantial amount of work had previously been done in these laboratories in designing 
the approach of calculating certain types of descriptors as well as performing 3D-QSAR analyses 
on calculated and observed data. Much of the original software developed in these 
laboratories3,30,31 existed in the form of separate scripts written primarily in SPL, the programming 
language used in SYBYL-X.55 These disparate scripts rely on manual editing of code and are 
relatively hard to use for a non-programmer. Several scripts had also been written in Python, a 
functional, high level scripting language that provides greater readability and performance than 
15 
 
SPL. However, these scripts were also stand alone, and required manual entry of both data and file 
manipulation. 
 To create a more user-friendly experience, an inclusive software package was created to 
help automate and standardize the process of generating and analyzing these large datasets. This 
python package, ccheminfolib, contains datatype definitions, construction code, and allows a user 
to use simple scripting code to go from a chemdraw file of core structures and substituents, through 
library generation and preparation, and through to descriptor calculation and modeling. 
Additionally, this code has also been optimized to work on parallel, high performance computing 
(HPC) clusters that can invoke different parallelization implementations. Parallelization of the 
code allows for shorter computation time by taking advantage of computers with multiple 
processing cores. This software package is still under development and does not constitute a 
finished product, but provides a significant advance in manipulating and calculating data for large 
in silico chemical libraries. Ccheminfolib represents a significant development from the original 
software developed in these laboratories (qsar3d), using the lessons learned from that endeavor to 
improve the software framework used to facilitate descriptor calculation and model development. 
2.1.2 A Note on Data Logistics 
While the descriptions may seem trivial, the sheer amount of data generated for this 
analysis cannot be ignored. A dataset of ~33,000 compounds (not an unreasonable number of 
molecules) takes just over 200 gigabytes (Gb) of hard drive space. Any movement or reading of 
the data requires specialized scripts and programs as it would be impractical to modify these files 
by hand. Automation of the process and development of a software package were essential to this 
process, both in terms of the ease of use and of the overall output of valid data. Validation was 
done on samples of the final data set, ensuring no loss of precision or introduction of random error 
bias. It should be noted that if there are any errors in the data, they must be caught early, or else 
entire data sets and models can be contaminated. 
2.1.3 Chemoinformatic Workflow 
 The chemoinformatic workflow designed and developed in these laboratories is divided 
into three distinct stages (Figure 8). The first stage focuses on the development of a Universal 
Training Set for a given catalyst scaffold. This is achieved through the generation of an in silico 
library that contains every imaginable permutation possible for the selected catalyst scaffold. Once 
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the library is generated, a series of descriptors are calculated for each structure enumerating the 
properties in such a way that they can be understood within the context of statistical modeling. 
The collation of the descriptors of the entire library then defines the chemical space the library 
exists within, giving a context to these properties with respect to catalyst identity. This chemical 
space is then used in a diversity protocol to select a representative subset of these catalysts; a 
training set of catalysts whose properties represent the breadth of the library itself within the 
chemical space. This training set is termed a Universal Training Set (UTS), as it can be used 
universally with any reaction in which the scaffold under investigation is amenable.    
 The second stage is the synthesis of the Universal Training Set. The goal of stage two is to 
acquire enough of each desired catalyst to be used in reaction screening and optimization. Should 
synthetic difficulties arise, chemoinformatics can be used to choose a compound that exists as a 
nearest-neighbor to the unavailable one in the chemical space.  
 The third stage of the workflow is where reaction optimization is undertaken. The initial 
Universal Training Set is screened in a reaction for an initial set of observable data, be it for 
enantioselectivity, diastereoselectivity, or simply catalytic activity. From this data, a cross-
validated model is generated using a variety of statistical modeling techniques. Using this model, 
the entirety of the in silico library is modeled, and those predicted to be more selective are chosen 
for synthesis. Once synthesized and tested, the correctness of the model can be evaluated, and the 
new information can be input in the model if a satisfactory result was not obtained. Stage three 
exists as a cycle, completing as many turns as is necessary to identify an optimal catalyst. Of 
course, there exists the possibility that even with the increased scope of diversity within the in 
silico library that the optimal catalyst falls short of the desired activity. In this case, a different 
catalyst scaffold must be considered. 
 
Figure 8. The comprehensive chemoinformatic workflow developed in these laboratories. 
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 The best advantage that this chemoinformatic workflow has to offer in the development 
and optimization of catalytic reactions is that once stage 1 and 2 are complete, stage 3 can be 
repeated with any number of transformations if enough catalyst remains. The singular investment 
for a given compound scaffold is returned many times over with the ability to rapidly screen 
reactions knowing that the entire amount of chemical diversity that could exist for the catalyst 
scaffold is contained within the Universal Training Set. It is in this that the power of this approach 
truly lies, and the developments described herein are solely focused on providing this powerful 
toolset to synthetic organic chemists.  
 Each stage of this chemoinformatic workflow has required novel computational methods 
development, from software to create and manage large in silico libraries, to implementations of 
known descriptors and the development of novel descriptors. Described in this chapter are the 
efforts to develop and evaluate these methods. 
2.2 Results 
 The development of a comprehensive chemoinformatic workflow designed to aid the 
optimization of catalytic processes has focused on several areas. While the goals were clear, the 
methods and technology to achieve them have been limited and in constant development. Adapting 
the chemoinformatic methods that have existed in the realm of drug discovery and design for use 
in evaluating catalysts has required the development of novel chemical descriptors, chemical space 
analyses, and computational technologies to manage the creation of in silico catalyst libraries, 
evaluate calculated properties (descriptors)5, and use these descriptors to both evaluate diversity 
and select Universal Training Sets for individual catalyst scaffolds for use in reaction optimization. 
The developments thus far achieved are separated into individual categories in this report: (1) 
library generation, (2) descriptor calculation and evaluation, and (3) Universal Training Set 
selection. While a few remarks on the actual model development will be discussed, no novel model 
algorithms are a part of this research, which relies on the wealth of literature on both statistical 
modeling and machine learning. 
2.2.1 In Silico Libraries 
 Many scaffolds have been studied throughout the development of the chemoinformatic 
workflow in these laboratories. As the project was born out of the desire to study and model 
enantioselective phase transfer catalyzed reactions (PTC), most of the initial efforts in 
18 
 
development utilized common enantioselective PTC scaffolds, such as the Cinchona alkaloid 
based cinchonidium56 catalysts (Figure 9, left) as well as the development of the 
cyclopentypyrrolizidinium30 PTC scaffold (Figure 9, right). 
                   
Figure 9. Enantioselective phase-transfer catalysts utilized to develop and optimize 
enantioselective PTC reactions. 
However, the challenges and setbacks experienced in developing enantioselective PTC 
reactions have encouraged the broadening of investigation to include not only the most challenging 
and undefined problems in catalyst development, understanding and optimization, but to also 
include those which promise to bring new reactivity and attempt to achieve unmet needs. To that 
end, a variety of different ligand scaffolds (bisoxazoline (BOX)9,57,58, PyBOX59, TADDOLs60, 
BINOLs61,62, Figure 10, top) for use in transition metal catalyzed reactions, as well as different 
derivatives (BINOL-phosphoric acid derivatives63,64, Figure 10, bottom) have been considered for 
the exploration through the chemoinformatic workflow. The results presented in the rest of this 
chapter will utilize some of these libraries in the analysis of performance of different features of 
the chemoinformatic workflow. 
 
Figure 10. Top: Ligand scaffolds investigated with chemoinformatics in these laboratories. 




The BINOL phosphoric acids, bisoxazoline (and PyBOX), TADDOL-phosphoramidites, 
and BINOLs  were selected for the following criteria: (1) all scaffolds contain sites that could be 
populated with diverse substituents derived from easily accessible starting materials, (2) the 
syntheses of these scaffolds have been well-documented, and (3) these scaffolds are ubiquitous in 
asymmetric catalysis; therefore, a diverse library of such scaffolds could be implemented in the 
optimization of many impactful reactions. Further, although syntheses of these scaffolds are 
documented, the chemical space encompassed by sets of catalysts currently employed is generally 
limited to either commercially available ligands or ligands that can be made from commercially 
available materials. By generating large, diverse in silico libraries, it is possible to encompass more 
chemical space in initial catalyst surveys compared to traditional screening methods, thus 
expanding the utility of these privileged scaffolds. 
2.2.1.1 Generation of In Silico Libraries 
For each catalyst scaffold, a series of substituent databases were created from which the 
individual in silico library was to be constructed in a combinatorial manner. The structures were 
drawn by hand from catalogs of commercially available regents, with structures modified to 
contain a label for the proper attachment point. 
For each catalyst scaffold, a base scaffold core was created in silico. At each attachment 
point, a representative substituent group was attached, and the equilibrium conformer of the core 
was located using molecular mechanics (MMFF94, Spartan’1665). The resulting conformer 
structure was then minimized at a higher level of theory (DFT, B3LYP/6-31G*) to give a starting 
global minimum for the core structure. From this minimized structure, an unsubstituted structure 
was extracted and labeled with sequential attachment points, with each attachment point 
corresponding to a specific substituent data-base defined for a given library.  
Library compounds were constructed using marked attachment points on the core scaffold 
and a database of substituent groups. The software then constructed a 3D graph of each compound 
and determined if any interlocking rings were present, and if so, corrected the problems. The 
structures in the libraries were minimized using MOE66’s MMFF94x67 batch minimization, 
implemented as a script of SVL written and executed dynamically with a Python2 script (Scheme 
2).  Employing this software, in silico libraries have been generated for three scaffolds of interest: 
(1) 4,030 BINOL phosphoric acid derived catalysts, (2) 25,100 bisoxazoline ligands, and (3) 





2.2.2 Chemical Descriptor Development and Evaluation 
 A singular challenge for QSAR modeling with respect to catalysis is the lack of chemical 
descriptors that can adequately discriminate the properties of catalysts that lead to changes in 
selectivity. Many classic QSAR modeling techniques rely on descriptors that perform best when 
comparing compounds of different base structures and scaffold, such as 1D and 2D descriptors 
that capitalize on the large differences between scaffold backbones. In the in silico libraries 
developed in this laboratory, the similarity between any two compounds is quite high as the 
majority of the structure, the core, remains the same from catalyst to catalyst. In fact, for most 
common catalyst and ligand scaffolds, between 40-70% of the atom and connectivity remains 
constant between catalysts with vastly different properties. Additionally, 1D and 2D descriptors 
lack the information to describe the environment in space around the catalysts, likely missing many 
subtle changes that arise from seemingly small perturbations in catalyst substitution.5 
 For these reasons, the work performed in these laboratories focuses on 3D descriptors 
despite the computational cost of calculating the values of these descriptors. As development has 
proceeded through several iterations on the computational workflow, the descriptors relied upon 
have seen many changes and improvements. With new abilities to determine the discriminatory 
power of chemical descriptors in hand, the currently used descriptors are the most powerful at 
describing the chemical space of catalyst libraries that have been reported to date.  
2.2.2.1 Metrics to Evaluate Chemical Descriptors 
One challenge in descriptor development is in determining how well the descriptors 
discriminate meaningful chemical properties without a set of observable data. Without selectivity 
data, one must assume a set of chemical properties are important and should be targeted by the 
chemical descriptors. In the earliest versions of the chemoinformatic workflow, descriptor 
evaluation was limited to ensuring the UTS represented the chemical space described by the in 
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silico library’s population of chemical descriptors. However, this metric only focuses on whether 
or not the training set itself represents the chemical space encompassed by the in silico library, and 
simply assumes the descriptor space is adequately representative of chemical properties. However, 
this should not be left to assumption if it can be proven. The chemical descriptors form the 
foundation of the chemoinformatic workflow; if they underperform, the entirety of the workflow, 
from training set selection to model development will carry through it a significant flaw: the 
descriptors are meaningless. Thus, a series of metrics have been utilized to determine the level of 
performance (accuracy and chemical property discrimination) achieved by the 3D chemical 
descriptors developed in these laboratories. 
2.2.2.1.1 Quantitative Metrics 
To judge the ability of chemical descriptors to differentiate and discriminate chemical 
properties, there are several metrics that can be utilized, both qualitative and quantitative in nature. 
To probe the ability of the descriptors to discriminate against the different classes of compounds, 
Differential Shannon Entropy (DSE) can be used. Specifically, a measure termed the Mutual 
Information-DSE (MI-DSE) which determines the discrimination power of a descriptor between 
two (or more) classes of compounds was used.68 The MI-DSE score of a descriptor ranges from 0 
(descriptor identical for both classes) to 1 (descriptor completely unique between both classes). Of 
course, this metrics relies on the accurate classification of compounds, which must be done 
separately and by hand. Electronic classes for substituents were based on estimating the Hammett 
parameters for the groups, an inaccurate measure for more complicated substitution patterns. Steric 
classes are more easily assigned based on the substitution patterns, but again the sizes of 
substituents had to be considered. 
2.2.2.1.2 Qualitative Chemical Space Metrics 
Qualitative measures have proven useful in determining if a calculated chemical space 
based on large set of descriptors gives adequate distinction between catalyst structure substituent 
types. In most cases, the number of 3D descriptors calculated for individual compounds is in the 
tens of thousands. To visualize the chemical space, a dimensionality reduction technique known 
as Principle Component Analysis (PCA) is utilized. PCA works through the generation of 
orthogonal vectors based on the descriptor features of each catalyst, providing a new set of 
descriptors that are fewer in number but contain a similar amount of information. The first 3 
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principle components (PCs) generally contain 30-50% of the explained variance in the original 
descriptor set. These first 3 PCs are used to visualize an in silico library in 3D space, to give a 
sense of shape, clustering, and relative position between catalysts with different properties.  
By observing the relationships between catalysts in this space (nearest-neighbors, 
substituent class clustering), the discriminating power of the descriptors that define the chemical 
space can be inferred in a qualitative manner. These observations, coupled with quantitative 
discrimination scores (MI-DSE) give a better understanding of the discriminatory power of 
descriptors without empirical selectivity or activity data. The relationship between the defined 
parameters used in these metrics and the future results for catalyst activity are unknowable, but 
using metrics to evaluate developed chemical descriptors give the best chance at deriving 
descriptors that are meaningful from a chemical standpoint. 
2.2.2.1.3 Selectivity-based Metrics 
 In several cases, evaluation of the descriptors and chemical space derived from the 
descriptor population can be compared to the selectivity space of the catalyst in each 
transformation. The development of this workflow has utilized several different datasets, both 
obtained through investigations in these laboratories, and those reported in the literature. These 
datasets provide a unique opportunity to directly visualize the ability of a descriptor set or type to 
correlate compound chemical properties with selectivity through the construct of chemical space. 
However, one cannot assume that the correlation observed for one transformation is going to lead 
to a similar level of correlation for another selectivity space, and thus it was chosen to rely more 
heavily on the non-observable data based metrics.  
2.2.2.2 Molecular Interaction Fields – QM/MM Grid Point Descriptors 
 The standard 3D-QSAR modeling technique is Comparative Molecular Field Analysis 
(CoMFA), a technique that utilizes energy values calculated around a molecule of interest to model 
the correlation between structure and selectivity or activity.8,27 The descriptors used in CoMFA-
type models are Molecular Interaction Fields (MIFs), which are 3D chemical descriptors that 
utilize interaction energies calculated in 3D space around a molecule of interest.7 CoMFA models 
use these energies, tied to a location in space to generate QSAR models. Of importance is that for 
these descriptors to be comparable, the grid point locations must be identical between each 
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structure (the structures must be superimposed). An additional complication is that the grids must 
be identical between structures regardless the size of individual compounds in the library. 
 The process for calculating the MIF descriptors is straightforward. A generated in silico 
library is aligned using a variety of different methods. In these laboratories, alignment is generally 
achieved using Tripos’ SYBYL-X55 software, or using Schrodinger Suite’s rmsd superposition 
method (Figure 11).69 
 
Figure 11. Aligned cinchonidium catalysts based on the scaffold at the right. 
Once aligned, a spherical grid with the origin set to the entire library’s center of atoms is 
generated with the grid points being 1.0 Å apart (Figure 12). This spacing is variable, but the best 
results so far have been observed with this grid spacing. The radius of the grid is such that the grid 
points will extend 3.0 Å beyond the largest structure in the library.  
 
Figure 12. Example grid centered on a single cinchonidium catalyst. 
 Once the grid is defined, two types of interaction energies are calculated at each point. The 
electrostatic potential energy is calculated at each point using density functional theory (DFT). 
The electrostatic potential energy is calculated at each grid point using Jaguar69 (DFT, B3LYP/3-
21G). The energy is calculated by placing a positive point charge at each location and calculating 
24 
 
the electrostatic potential energy between the point charge and the molecule. A set of steric 
descriptors were calculated using van der Waals potential energy calculated using an 
implementation of the MMFF9467 force field for van der Waals potential developed in these 
laboratories. Each grid point contains these two descriptor types, electrostatic and steric, and 
together these comprise the two MIFs utilized in the CoMFA-type studies that have been 
performed in these laboratories. An example electrostatic MIF is shown on a test binapthyl-based 
tetraalkylammonium ion in Figure 13. 
 
Figure 13. (a) 2D structure of a binaphthyl ammonium ion (b) 3D structure of the same ammonium 
ion c) grid of 8000 points at which energies were calculated. Electrostatic energies shown in color 
map.  
 Before the descriptors can be utilized, the grids between the compounds must be made 
identical, a process termed homogenization of the grids. During the electrostatics calculation, any 
grid point that falls within the van der Waals radius of an atom are removed. Thus, each compound 
in the library has a unique grid. To be comparable, a grid that contains only the intersection of the 
sets of grid points must defined, and so a master grid is derived from the population of grid points 
shared by all catalysts. These descriptors can then be used further in the chemoinformatic 
workflow pipeline. 
2.2.2.2.1 Evaluation of MIF Descriptors 
 With the initial focus on enantioselective PTC reactions, the charged nature of the catalysts 
of interest made characterizing catalysts with high-accuracy, high-detail electrostatic MIF 
descriptors an obvious choice. In these catalytic systems, a major factor in the enantioselectivity 
achieved by a catalyst is the amount of polarization in the charge of the catalyst and localization 
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on one face of the catalyst. This coupled with steric features gives a clear view of the impact of 
the substituent on catalytic activity.  
 However, in the absence of such a large charge influence on the molecule, the MIF 
approach starts to encounter many issues. In an example with the BOX library, using PCA70 to 
generate 2D spaces focusing on electrostatic grid points (Figure 14, left) and steric grid points 
(Figure 14, right). It is clear in both cases that in the first two principle component dimensions, 
both the electrostatic grid point descriptors and steric grid point descriptors fail to differentiate 
between different classes of substituents on the bisoxazoline core, with complete overlap.  
 
Figure 14.  Left: Two component PCA of ESP grid point descriptors, color-coded according to 
bisoxazoline R1substituent class (red: EWG, blue: EDG, green: neutral). Right: Two component 
PCA of steric VDW grid point descriptors, color-coded according to bisoxazoline R1 substituent 
class (red: ortho/diortho substituted, blue: fused aromatics, yellow: 3,5-disubstituted, green: other). 
 
 Attempting to analyze the chemical space of the BOX library through nearest neighbor 
analysis also gave unexpected results. In an extreme example, BOX ligand 1a substituted with an 
isopropyl group at C(4) was determined to have as its nearest neighbor a BOX ligand 1b with a p-
NO2-benzyl group substituted at C(4), all other positions equal. From a chemical intuition 
standpoint, this should not be the case. However, one must consider how the descriptors 
themselves are calculated. Because the grid point population must be identical between all the 
library compounds, the smaller ligands within the library will be further away from the nearest 
grid points of the catalyst (Figure 15). As the electrostatic and steric descriptors are both distance 
dependent, this will make a smaller catalyst appear to have the same relative interaction energies 
as they will both be more negative with an increase in distance. Thus, the more-distant isopropyl 
substituted catalyst is detected as having a similar effect as an electron-withdrawing group near 
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the grid point (Figure 15). Unfortunately, the proper utilization of MIF based descriptors does not 
offer solutions to fix such a problem. 
 
Figure 15. The effect of distance between grid points for calculating electrostatic interaction 
energy, making a smaller substituent seem similar to a larger, more protruding  electron 
withdrawing substituent.  
Quantitatively, the MI-DSE values agree with the observed inability to discriminate ligand 
properties for the BOX library, with the ESP grid points having an average MI-DSE value of 0.07 
with respect to different electrostatic substituent classes, and steric grid points with an average MI-
DSE value of 0.06 with respect to different steric substituent classes. Thus, for the bisoxazoline 
and other neutral catalyst and ligand scaffolds the MIF descriptors alone would not be sufficient 
to describe and discriminate catalyst properties.  
There are several additional limitations in MIF type descriptors that have led to the 
Denmark chemoinformatic effort to move away from them. The alignment step in the first place 
becomes a daunting task as the size of in silico libraries increase. Additionally, classic CoMFA 
methods use the Leonard-Jones potential (L-J) to calculate interaction energies.71 Complete 
calculation of L-J descriptors is not computationally intensive, an attractive feature for use with 
large libraries of compounds. However, the accuracy of L-J descriptors in is low. For precision 
modeling on a small number of empirical data points, the accuracy of the descriptors for use in 
modeling, as well as the resolution of the MIFs calculated for each catalyst becomes more 
important. Thus, the number of grid points for even small compounds is generally in the tens of 
thousands, requiring a large amount of calculation time. Because of this, MIF methods are 
generally unfeasible for application when beginning to consider using conformer data to improve 
the accuracy of descriptors. 
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2.2.2.3  Grid Independent Descriptors 
To obviate the need for library alignment and allow for more accurate comparison of 
catalysts with very different substituent size, QM/MM grid independent descriptors (GRINDs) 
were developed and implemented. The calculation process was adapted from a report by Pastor 
and further designed to suit the needs of 3D-QSAR model development in catalysis.72 This class 
of descriptor has not been previously used for chemoinformatics studies of catalysis. First, 
electrostatic potential energy MIF descriptors were calculated on molecule-unique grids with 1.0 
Å spacing using NWCHEM (HF/3-21G), an open source QM calculation software suite.73 
NWCHEM provides a surface-contour custom grid for each individual molecule. The van der 




Then, the MIFs are filtered to identify important regions within each field (Scheme 4). 
These important regions are anchored on certain grid points. These anchor points, or nodes are 
identified as regions of high potential energy. While the traditional GRIND definition uses MIF 
based on Lennard-Jones potentials, the GRIND algorithm developed in these laboratories define 
anchor points with respect to high favorable interactions (more negative interaction energy) or 
highly unfavorable interactions (more positive interaction energy) to define a wider and more 
comprehensive set of important regions. Additionally, the GRIND algorithm determines more 
important regions per catalysts (generally four or more), and the anchor points were chosen such 
that these important regions are spaced around the entire catalyst (requiring a minimum distance 
between anchor points, which was determined by the standard deviation of point-point distances). 
For the catalyst libraries, the number of nodes was set to 10 and the standard deviation was 4 Å. 
The important regions are then populated with MIF grid points that neighbor the nodes. The total 
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number of points included in the GRIND important region populations was set to 500 points, or 
50 points per node for all libraries. 
Scheme 4 
 
By selecting nodes from different MIF types, different important regions were defined 
around the molecule. Five GRIND types were designed: ESP-, nodes selected based on most 
negative electrostatic interaction energies; ESP+, nodes selected based on most positive 
electrostatic energies; VDW-, nodes selected based on most negative steric energies; VDW+, 
nodes selected based on most positive steric energies; and CO, nodes selected from both 
electrostatic and steric MIFs. Multiple GRIND types provide a more comprehensive picture of the 
molecules. The grid points in the important regions for a given GRIND type comprise the GRIND 
point population (GPP) for that type (Figure 16).  
 
Figure 16. Left: Depiction of the electrostatic grid points in important regions. Right: Depiction 
of the steric grid points in important regions. 
The actual GRINDs are derived from combinations of grid point descriptors from the GPP 
(Scheme 5). First, a distance matrix of the GPP was calculated. Point pair values (PPVs) were then 
calculated by multiplying the energies of each point point pair within the GPP. The PPVs were 
then sorted into bins based on the distance of the two points in space. Bin size was set to 0.4 Å, 
starting with 2 Å distance for each library, with a total of 50 bins per type. This gives a range of 
2-22 Å for point-point pairs to be considered. The maximum value from each bin is the selected 
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GRIND for that bin. This process resulted in 250 GRINDs calculated for each molecule in the in 
silico libraries.  
Scheme 5 
Descriptors for each bin:
GRIND1 = ESPp1 * ESPp4
GRIND2 = ESPp1 * ESPp2
GRIND3 = ESPp2 * ESPp3
GRIND4 = ESPp1 * ESPp3
GRIND units: (kcal/mol)2
 
2.2.2.3.1 GRIND Underperformance with Bisoxazolines 
Through qualitative assessment of the chemical space provided by through our GRIND 
calculation, it became apparent that in some cases, catalysts that are nearby in chemical space have 
very different selectivity, indicating the GRINDs were not giving an adequate representation of 
chemical space. It has become apparent that when a certain element of symmetry exists within a 
catalyst, for instance when two substituent groups on one molecule are interchanged on the two 
attachment points, the GRIND descriptors that use grid points near these two substituents are 
nearly identical. To quantify this, a measure of pairwise similarity was devised. This measure of 
similarity, S is defined in Equation 3, where x and y are the descriptor sets of two different 
compounds. This metric was inspired by the Tanimoto33 coefficient but is not an absolute measure 
of difference.  For the bisoxazoline descriptor set, S has three ranges: similar (0 < S < 100), 
different (100 ≤ S < 200), and very different (S ≥ 200). 
Equation 3 
𝑆𝑥,𝑦 =





 Comparing the GRINDs of several bisoxazoline (BOX) ligands show the scope of the 
problem observed (Figure 17). When comparing two BOX ligands with everything constant except 
the group on the C(5) position, the descriptor comparison indicates ligands 1c and 1d are different 
(S = 168.15, Figure 17, top). Comparing two BOX ligands 1c and 1e, changing the C(4) group 
from alkyl to aryl, along with a significant size difference leads to a similarity rating of very 
different (S = 202.47, Figure 17, middle). However, if one compares the ligands 1d and 1e, where 
the C(4) position change is identical to 1c and 1e, but in this case both ligands contain aryl and 
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alkyl groups, the similarity rating is on the high end of the similar range (S = 88.27, Figure 17, 
bottom). This suggests that the GRIND descriptors are detecting the change from alkyl to aryl, and 
vice versa, but incapable of discriminating where they are on the catalyst.  
 
Figure 17. Top: Two BOX ligands with identical groups at R1/R4 and identical relative 
configuration are identified as “different” by the similarity metric. Middle:  Two BOX ligands 
with very different substituents at R1, but identical groups at R2/R3 classified as very different by 
the similarity metric. Bottom: Two BOX ligands with the same R1 group comparison in the middle 
case, but with alkyl/aryl parings in each ligand now classified as similar by the similarity metric. 
This behavior is surmised to arise through the inherent lack of bias introduced in the 
calculation of the GRIND. However, clearly regions of molecules may be more important overall, 
not just in the total interaction energy. Thus, new targeted GRIND descriptors were developed 
utilizing location in the molecule to weight the importance of grid point descriptor that goes into 
GRIND calculations (Figure 18, left). Another method to solve the issue of symmetry was to 
impart a directionality component based on the location of the individual points in the GPPs 
(Figure 18, right). However, upon restricting GRIND calculation in regions of directed importance 
as well as giving the point-point pairs differing signs based on the position of the points, no 
improvement in the similarity analysis was observed, and these modified GRINDs were incapable 
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of discriminating the location of the different substituents on the BOX ligands, with nearly 
identical MI-DSE values in both cases. 
 
Figure 18. Left: GRIND calculated using distance from a user-defined important region as a 
weight to selecting grid point descriptors. Right: GRIND calculated using a directionality 
component to diffuse issues of symmetry. 
 2.2.2.3.2 GRIND Underperformance with Chiral BINOL-Phosphoric Acids 
As with the bisoxazoline libraries, GRINDs based on QM/MM MIFs were calculated for a 
large library of chiral BINOL-Phosphoric Acids64 (BPAs, Figure 19.) It was decided to determine 
the performance of the calculated GRIND descriptors prior to obtaining experimental data. Thus, 
the compounds of the library were classified based on the properties of the substituents (such as 
through-bond EWG vs EDG, steric parameters, etc) and a series of classification models were 
generated to determine the predictive power of the chemical space described by the calculated 
GRIND parameters. It was found that models using Random Forest74 and SVM75 classifiers were 
incapable of classifying the compounds accurately.   
 
Figure 19. BINOL-based phosphoric acid derivatives used to develop BPA library. 
To determine if the inability to properly classify the compounds was a result of descriptor 
inaccuracy or a failure in the modeling process, the MI-DSE scores for the GRINDs were 
calculated. For the BPAs, the MI-DSE scores for electrostatics and sterics based GRIND 
parameters ranged from 0.02-0.1 indicating a very low level of discrimination between the 
different classes of compounds. This lack of discrimination indicates that the GRIND parameters 
fail to adequately detect changes in the catalysts as structural changes are made and thus give a 
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meaningless chemical space description for these compounds. Indeed, visualizing the chemical 
space defined by the GRINDs using a 2-component principle component analysis (PCA)70 
indicated the scope of the problem (Figure 20). For both electrostatic (Figure 20, left) and steric 
(Figure 20, right) classes, the chemical space as defined by the GRINDs completely fail to 
discriminate between the classes. As GRINDs are based on MIFs calculated, evaluated the 
performance of individual MIFs to determine a source of the problem.  
 
Figure 20. Left: Two component PCA of BPA GRINDs, color-coded for electrostatics (red: EWG, 
blue: EDG, green: neutral). Right: Two component PCA of BPA GRINDs, color-coded for steric 
class (red: ortho/diortho substitution, blue: fused aromatic, yellow: 3,5-disubstituted, green: other). 
For both graphs the axes are principle components, and the values are unitless. 
The MIF sets developed for the GRIND took inspiration from CoMFA, enhancing the 
accuracy of electrostatic potential mapping using QM derived descriptors. These attempts focused 
on 3D descriptors as 3D information must be required to predict the outcome of stereoselective 
reactions. However, these CoMFA type descriptors have already been shown to be demonstrably 
incapable of distinguishing between catalysts containing substituents with different electronic or 
steric properties. Electrostatic descriptors commonly used are overwhelmingly influenced by 
through-space effects of substituents, and overlook the subtler through-bond electronic changes 
caused by substituents.76 This is then transmuted through the GRIND calculation giving similar 
levels of poor performance  
Another issue is that of molecular structure; the current GRIND algorithm uses a single 
ground-state conformer for each molecule of interest during descriptor calculation. Unfortunately, 
3D spatial descriptors are highly conformer dependent. At this stage, a single molecule catalyst 
descriptor set is a disadvantage, as the most successful chemoinformatics modeling studies rely on 
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docking studies between compounds and proteins to obtain an active conformation of the 
molecules of interest. With current chemoinformatic technology, we have no such ability to do the 
same in a practical timeframe, as this would require transition state analysis. For such an analysis 
knowledge of the operative transition state is required, a requirement that chemoinformatic 
methods do not share. It is our intent to use data-mining techniques to sample descriptor space 
from numerous compound conformers. An entirely novel set of descriptors would have to be 
designed to overcome the limitations encountered in both raw MIF descriptors and GRINDs. 
2.2.2.4 Development of New Catalyst Occupancy and Electrostatics Descriptors 
A novel set of descriptors for probing the steric (Average Steric Occupancy (ASO)) and 
electronic properties (ESPMAX) of catalysts that are demonstrably better at discriminating 
important chemical properties have been developed. As the standard methods of probing the steric 
environment using either Leonard-Jones potential or MMFF94 van der Waals interaction energies 
have failed to provide accurate enough characterization of the steric environment around 
compounds of interest, it was decided to develop a novel descriptor set that would not rely on these 
energy calculations and could begin to overcome the conformer problem described previously. 
The development of these new descriptors was performed using an in-silico library of BINOL-
phosphoramide (BPAD) catalysts iv (Figure 21), a library of 403 compounds. 
 
Figure 21. Scaffold for the BINOL-phosphoramide in silico library (BPAD). 
2.2.2.4.1 Average Steric Occupancy 
To describe the steric environment around a given structure, the strategy taken in these 
laboratories returned to using grid point type descriptors. However, instead of utilizing van der 
Waals potential energy values at grid point locations, this novel descriptor incorporates steric data 
from a population of conformers of a given compound. The calculation process is as follows 
(Scheme 6), demonstrated using a BINOL-based phosphoric acid derivative scaffold. (1) For each 
base compound within an in silico library, a set of conformers within a given energy window 
(generally 7-10 kcal/mol) is generated. (2) The full set of compounds and associated conformer 
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libraries are aligned to a common core. (3) A spherical grid of points is then calculated to 
encompass the entire set of aligned compounds to a depth of 3 angstroms. (4) For each conformer, 
an indicator field is created by determining which grid point locations are determined to be within 
the van der Waals radius of an atom. Locations determined to be within atoms are given a value 
of 1; those outside are given a value of 0. (5) The Average Steric Occupancy of a given catalyst is 
calculated as the average of the indicator fields for each conformer of that catalyst. This gives a 
descriptor value of 0 ≤ ASO ≤ 1 at each grid point. When compiled, the descriptor set acts both to 
describe the shape of the molecule, but weight that shape with how often the molecule occupies 
different regions of space. The process of calculating the ASO descriptor set is completed for every 




  When visualized in 3D, it is apparent how the ASO captures the catalyst structure (Figure 
22). Blue regions in Figure 22 are higher-ASO areas, where most conformers of the given 
compound share this space. Green, yellow, and orange regions are areas of decreasing occupancy, 
where the catalyst only occupies that region of space in a fraction of the conformers of the catalyst.  
The ASO descriptor can be used to visually compare the shapes and sizes of different 
compounds by plotting the descriptor values as bar charts. Shown in Figure 23 is a comparison 
between 3,3’-diphenyl substituted BINOL-phosphoramide 1_iv and the much larger catalysts 
182_iv. As can be seen in the plots, the ASO descriptor values for 182_iv are much more varied, 
and non-zero ASO values can be seen for much more of the available descriptor range, indicating 
that this catalyst is much larger and covers more of the space available to the catalyst. This type of 
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comparative analysis shows that the descriptors are capturing the shape of the molecule as well as 
seeing a difference between catalysts of different size and constitution. 
 
Figure 22. Depiction of the ASO descriptors for 3,3’-diphenyl-BINOL phosphoramide. The 
BINOL backbone can be clearly seen as the ASO values increase from 0 to 1.   
2.2.2.4.2 Novel 3D Electrostatics Parameters 
To capture the electrostatic effects of substituents on the compounds of interest, a separate 
set of descriptors was considered. Electrostatic MIF descriptors have underperformed in the 
applications tested in these laboratories thus far, and these 3D MIF-based electrostatic descriptors 
do not incorporate conformation dependent information. Additionally, most descriptor calculation 
methods based on electrostatic field determinations fail to distinguish between through-bond and 
through-space effects.76 Although others have used 1D and 2D descriptors, such as Hammett 
parameters77 to describe such changes, the substituent libraries utilized in these laboratories are 
too diverse to have these parameters derived for them. To that end, a novel electrostatic parameter 
that correlates well with known 1D parameters has been devised. 
This novel electrostatic parameter was calculated for individual substituents represented in 
the catalyst in silico library and is used to estimate the effect of the substituent’s electronic effects 
on the core molecule. The calculation was performed by attaching the substituent group to a 
tetramethylammonium cation, generating a benzyl-trimethylammonium cation if the substituent is 
aryl, a homobenzyl-trimethylammonium cation if the substituent is benzyl, or an 
tetraalkylammonium ion if the substituent is alkyl. An electrostatic potential MIF is then calculated 
using NWCHEM73 at the B3LYP/6-31G* level of theory, specifying a specific probe and range 
for the grid to give a single layer of grid points 0.025 Å apart.  An example of the grid and 
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Figure 23. Left: ASO values depicted for catalyst 1_iv. Right: ASO values depicted for catalyst 
182_iv. 
   
 
Figure 24. Example MIF calculated for p-NO2-benzyltrimethylammonium cation. 
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After the energies are calculated, the maximum and minimum energies calculated in the 
single layer MIF are saved, giving the Substituent ESP Minimum (ESPMIN) and Substituent ESP 
Maximum (ESPMAX) descriptors. The ESPMAX descriptors correlated well with known 
Hammett parameters, suggesting the descriptor was describing the electron-donating or 




Figure 25. Top: Test compounds to evaluate the correlation between ESPMAX and the Hammett 
σpara parameter. Bottom: Linear correlation observed between ESPMAX and σpara. 
 2.2.2.4.3 Evaluation of ASO and ESP Parameters 
 To evaluate the discriminatory power of the ASO descriptors with respect to the varied 
steric environments depending on the 3,3’-substituents of the 403-member BPAD library, a 2 
component PCA study was done on the ASO descriptors derived from the BPAD library, and 
compared with a few simple steric classes. For the purposes of this first evaluation, only three 
classes were considered: (1) containing ortho substitution, (2) containing fused aryl rings, and (3) 
all other combinations. The chemical space is shown in Figure 26. The ortho substituted class is 
clustered, and somewhat separated from the other two classes. The ortho classification did not 
exclude substitution at other points on the substituent, and so some overlap is to be expected. The 






Figure 26. Two component PCA of the ASO descriptor set for the BPAD in silico library, color-
coded for the steric class of the 3,3’-substituent (red: ortho/diortho substituted, blue: fused 
aromatic rings, green: other). Clustering of the ortho substituted groups from the other two 
suggests discriminatory power of the ASO with respect to sterics. 
Upon the addition of the electrostatic parameter ESPMAX, the shape of the space changes 
(Figure 27). When compounds are color-coded to electronic class of the catalyst substituent, the 
separation of the electron-donating and electron-withdrawing groups is clear, with the neutral 
groups overlapping in the middle between the two classes along the first PC (Figure 27, X-axis). 
To ensure that this is the result of the ESPMAX parameter, the electronic color-coding was applied 
to the ASO-only PCA (Figure 28). The lack of pattern and obvious random scatter shows that with 
the ESPMAX parameter omitted, the compounds are not classed according to electronic character 
of the catalyst substituent. 
 
Figure 27. Two component PCA of ASO descriptors + ESPMAX descriptor for BPAD library, 




Figure 28. Two component PCA of ASO descriptors only for BPAD library, but color-coded to 
electronic class of 3,3’-substituent (red: EWG, blue: EDG, green: neutral). Note the lack of clear 
organization with the ESPMAX parameter omitted.  
 For further analysis, the ASO descriptors were calculated for an extended BPAD library, 
including the H8-BINOL backbone as well as BINOL-thiophosphoramides, increasing the 
library’s size fourfold to contain 1,612 compounds. The H8-BINOL backbone and changing the 
phosphoramide identity have only minor impacts on the ASO descriptors as these changes do not 
cause a great deal of shape or conformer changes, and the 4 catalysts that share the same 3,3’-
substituents generally reside as a cluster in the same region of chemical space. Once the ASO 
descriptors and ESPMAX descriptors were calculated, a 3-dimensional PCA chemical space was 
derived and the clustering of the catalysts with respect to 3,3’-substituent class was again observed. 
Both electronic character (Figure 29) and steric (Figure 30) substituent classes were evaluated. As 
in the case of the 2D space, the 3D space shows clear discrimination of both electronic and steric 
substituent classes. While some overlap is again observed, this is expected between the manual 
classification of the substituents into the different classes, as well as the fact that the descriptors 






Figure 29. Various projections of the BINOL-phosphoramide in a 3D PCA chemical space, with 
the color coded with respect to the electrostatic nature of the substituents (red: EWG, blue: EDG, 
green: neutral).  
 
 
Figure 30. Various projections of the BINOL-phosphoramide in a 3D PCA chemical space, with 
the color coded with respect to the steric nature of the substituents (red: ortho/diortho substituted, 
blue: fused aryl, yellow: 3,5-disubstituted, green: other).  
In addition to these assessments of the chemical space, a nearest-neighbor study was 
undertaken. For several compounds, the nearest neighbors were located and the “correctness” of 
these neighbors were evaluated (Scheme 7). In the first pair, compound 160_x is replaced with 
380_iv, substituting a 2,3,5,6-tetrafluoro-4-methoxyphenyl group with a 4-
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trifluoromethoxyphenyl group. The steric properties of these groups are nearly identical, as 
fluorine is a similar size to hydrogens. The electronic effects differ slightly, but the reduced 
electron donating ability of the trifluoromethoxy group is a good analog to the mix of electron-
donating of the methoxy group and electron-withdrawing of the fluorines. The second pair 245_x 
substitutes a slightly less sterically bulky triphenylsilyl group in place of a (4-tert-butyl-C6H4)3Si 
group on 246_x. The third pair is an excellent analog pair, substituting a 3,5-
bis(pentafluorosufide)phenyl group on catalyst 184_ix with a 3,5-bis(trifluoromethyl)phenyl 
group on catalyst 99_ix. These nearest neighbor substitutions make complete chemical sense with 
respect to the properties the descriptors the chemical space was designed to discriminate.  
For the BINOL-Phosphoramide Library, the MI-DSE scores for electronic and steric 
GRINDs ranged from 0.02-0.1 indicating a very low level of discrimination between the different 
classes of compounds. However, the combination of ASO descriptors and ESPMAX descriptors 
gave MI-DSE values >0.6 for most compound classes compared. This, coupled with the qualitative 
observations on the nature of the chemical space derived from the descriptor set support that the 
ASO descriptor set combined with the novel ESPMAX parameter can discriminate the chemical 
properties desired in the BPAD catalysts. 
The ASO+ESPMAX descriptor set has been evaluated through selectivity analysis for 
several scaffolds. For the CPP scaffold, the enantioselectivity data collected during an earlier 
chemoinformatic study was used to evaluate the ASO+ESPMAX chemical space, with satisfactory 
results (Figure 31). There is a clear clustering of the most enantioselective catalysts (blue) in one 
region, with clustering of the catalysts selective for the opposite enantiomer (red) in another region 
of the space. Of interesting note is the lack of clustering for intermediate selectivity catalysts. This 
suggests that the selectivity surface with respect to catalyst perturbation is quite flat, with only 
very specific regions of space giving high selectivity. 
A Cinchona-based PTC dataset published by Lygo and Hirst gave a second dataset to test 
the ASO+ESPMAX descriptor set. In this case a similar clustering of the most highly 
enantioselective catalyst is observed (as with the CPP library), but the clustering of the other 
selectivity levels is much less pronounced. These catalysts contain a much higher degree of 
freedom with respect to conformations, and are affected more heavily by the electronic character 
of catalyst substituents, both of which are probably not captured as well by the ASO+ESPMAX 
combination. However, MIF and GRIND based approaches have both failed to properly model 
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this dataset, and this qualitative result still presents the best selectivity correlation with space 






Figure 31. Three component PCA of ASO+ESPMAX descriptor space for CPP library, showing 




 Through the analyses of datasets with three separate catalyst scaffolds, it is clear that the 
performance of these novel descriptors (ASO+ESPMAX) is much better in the context of 
discriminating desired catalyst properties than have been observed in both the classic MIF-type 
descriptor and the grid independent descriptors (GRINDs), and thus have become the primary 
descriptor set utilized within the chemoinformatic workflow. 
 
Figure 32. Three component PCA of ASO+ESPMAX descriptor space for Lygo cinchonidium 
library, showing clustering of high selectivity (blue) catalysts in the chemical space. 
2.2.3 Universal Training Sets 
 The Universal Training Set (UTS) is the central linchpin to the diversity oriented, computer 
guided catalyst design workflow. Selecting the UTS for a given catalyst scaffold relies entirely on 
the chemical space defined by the descriptors used to digitize the in silico library, and so in a very 
important aspect the descriptor choice and manipulation of those descriptors, and the subset 
selection method utilized determine whether or not an appropriate UTS is chosen. While UTS 
selection has been done with MIF and GRIND type descriptors, due to the knowledge that these 
descriptors fail to adequately describe the catalysts, these training sets will not be discussed. 
2.2.3.1 Meaningful Chemical Space 
 Before subset selection methods can be considered, the depiction of an in silico library in 
chemical space is required to attempt to choose a representative subset. In this regard, there are 
several things to consider in the definition of the chemical space: (1) quality of descriptors, (2) 
dimensionality of the data and (3) density. The quality of descriptors refers to the ability to 
discriminate the properties of catalysts deemed chemically important without knowledge of 
selectivity in any given transformation, and has been discussed at length earlier in this report.  
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The dimensionality of the data is important to consider, as many diversity metrics and 
subset selection algorithms rely on using distance-based metrics to determine the subset selected. 
The reason one must consider the dimensionality of the data is that as the number of dimensions 
increases, the amount of information in the “distance” value decreases. This is known as the curse 
of dimensionality, and for a distance-based metric to give accurate results, the number of 
dimensions must be limited. The absolute maximum number of dimensions is unknown, and not 
constant from dataset to dataset. For the purposes of the chemoinformatic workflow, the 
dimensionality is generally kept below 50 dimensions for MIF type descriptors, and lower than 20 
dimensions for GRIND and ASO+ESPMAX descriptor sets. These determinations are made by 
the amount of variance that can be captured through dimensionality reduction, with an ideal 80% 
of variance being maintained in the chemical space derived through dimensionality reduction. 
In the current iteration of the chemoinformatic workflow, the dimensionality of the final 
chemical space used in UTS selection is reduced using principle component analysis (PCA). The 
number of dimensions used is at maximum 20 dimensions for UTS selection with the 
ASO+ESPMAX descriptor set. The number can be lower depending on the total number of 
principle components derived from the dataset.  
2.2.3.2 Universal Training Set Selection Protocol 
 Many subset selection algorithms exist in the literature, ranging from random sampling, 
cluster sampling, and representative subset selection. Random sampling is the most 
straightforward, requiring no chemical space consideration in choosing catalysts. However, to 
obtain a representative sample from a large in silico library would require a training set in the 
hundreds of compounds for a 10,000 catalyst library.78 Cluster sampling attempts to assign each 
member of the library to a specific cluster based on locations in chemical space, and then randomly 
choose members from each cluster in sequence until the subset is populated. While this gives a 
better spread than the random sampling for a given number of compounds, this does not ensure 
that the entirety of chemical space is represented and relies on the ability to cluster compounds, 
which is not a guarantee.  
 To ensure the complete coverage of the library, a representative subset selection algorithm 
was required. Immediately, the Kennard-Stone79 subset selection algorithm was chosen as this 
algorithm gives equal weight to all areas of the library in the defined space, regardless of the 
density of the space. A density-independent algorithm was chosen as the overall level of diversity 
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in the representative subset is more valuable than an adequate representation of the population of 
different regions in the chemical space. The Kennard-Stone algorithm works by first finding the 
two catalysts that are farthest apart in space. Then, the next sample to be added is the point with 
the greatest minimum distance between the candidate catalyst and all the previously selected 




Figure 33. Generalized depiction of the subset selection algorithm. 
2.2.3.3 Example Universal Training Sets 
 With the most current methodology, two scaffolds currently have UTSs chosen from the 
ASO+ESPMAX descriptor set: (1) the BOX library and (2) the BINOL-phosphoramide library. 
Training sets have been chosen for the TADDOL-phosphoramidite library and BOX library under 
the previous descriptor sets, but with current understanding these training sets have been discarded 
and do not warrant further discussion. In chapter 3, smaller training sets have been selected from 
larger catalyst datasets that contain relatlively large amounts of selectivity data to show the 
workflow in action, but as these are not from large, in silico libraries they do not fall under the 
same class and will be discussed separately.  
The BINOL-phosphoramide 50-member training set, selected from a library of 1,612 
compounds, contained no repeats at the R1 (3,3’) substituent position (Table 2). The training set 
shown here includes some nearest neighbor substitutions (see Appendix D). The distribution of R 
group types is very diverse, both electronically, sterically, with large π-systems, heterocycles, 
alkyl, benzyl, and silyl groups all represented. 
The BOX UTS is a current work in progress. The training set, being selected from a library 
of 25,100 compounds is a bit more complicated. The current UTS serial numbers are shown in 
Table 2 to show the scope of the problem. As with UTSs pulled from the GRIND space, an 
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unfortunate number of C(4) position repeats are observed. One problem with this is that the ASO 
captures the difference in the C(5) and bridging positions along with the C(4) group, and the 
differences in other parts of the ligands causes the same R1 group to be represented more than once 
within the library.  With 250 separate R1 groups, repeats should not be as prevalent as they appear 
in this training set.  
 
Table 2. BINOL Phosphoramide UTS 
 
Table 3. Candidate UTS for the Bisoxazoline Library with Numerous R1 Repeats 
106_1_2_1 173_2_2_9 188_1_3_6 23_2_1_7 28_4_4_10 
114_5_5_6 174_1_1_7 207_3_1_10 230_3_1_1 40_4_4_2 
116_4_4_6 174_1_3_7 216_3_1_10 238_1_4_7 54_1_2_9 
131_1_3_7 174_2_2_9 216_4_4_1 242_1_4_6 6_2_2_7 
137_1_3_7 174_4_4_7 224_1_1_7 242_4_1_6 64_5_5_1 
138_4_1_6 179_1_3_4 225_4_4_9 244_1_3_3 68_1_3_7 
138_4_4_1 179_3_1_3 225_5_5_5 244_4_4_6 7_1_1_10 
148_4_4_3 179_3_1_4 227_1_3_3 244_5_5_9 7_4_1_9 
155_4_4_10 179_4_1_7 228_1_1_9 250_1_1_6 7_4_4_1 








2.3.1 Descriptor Methods Development 
 The sheer amount of effort that has been put into evaluating and developing novel 
descriptors to adequately describe catalysts in a meaningful way to the computer has been 
enormous. Prior to development of this chemoinformatic workflow, the descriptor technology was 
thought to be quite robust as CoMFA had been applied in limited fashion previously. However, it 
is clear now that the limited application of chemoinformatics to catalysis stems largely from a lack 
of adequate chemoinformatic technology to delve the subtle 3D properties of catalysts used in 
enantioselective reactions. Descriptors are the foundation of any chemoinformatic analysis, and 
from inadequate MIF descriptors to the lack of adequate 3D geometries, traditional 3D-QSAR has 
failed in application to hard problems in catalysis. 
 The failure of the MIF descriptors is straightforward to understand. Requiring a 
homogenous grid between catalysts of vastly different size results in a grid that has a massive 
hollow inside, with the nearest points from the majority of the structure being several angstroms 
away. With the small interaction energies being probed, a significant amount of noise is introduced 
to the data, reducing any correlation with the chemical structure. These limitations are somewhat 
mitigated in the GRIND, but as the GRIND are ultimately MIF-based these descriptors still suffer 
from the lack of close, detailed information. Also, the requirement of determining “important 
regions” of each catalyst gives certain substituent types too much influence, resulting in the trends 
of similar and dissimilarity observed. And the final problem that these descriptor types face is the 
lack of an adequate, efficient way of incorporating conformation data for individual compounds. 
 The development of a quick, efficient method of incorporating conformation data into a 
3D descriptor has been a turning point in the development of the chemoinformatic workflow and 
applying it to novel problems and new catalytic systems. In pharmaceutical and biological 
applications of QSAR, the active conformation of a compound can be inferred through crystal 
structures, docking studies, or analogous conformations derived from other sources with this 
information. For catalysis, these tools do not exist readily, nor are they applicable in a general way. 
A technique known as 4D-QSAR attempts to circumvent this, calculating 3D descriptors on 
conformers derived from a molecular dynamics scan.80 However, 4D-QSAR generally seeks to 
determine the active conformer, and thus does not solve the problem outlined in MIF and GRIND 
descriptor sets. The Average Steric Occupancy descriptor method is a simplification of the idea 
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presented by 4D-QSAR, and is demonstrably capable of distinguishing between catalysts with 
different properties, and clustering catalysts with similar properties.  
 The method of using grid points that are within the van der Waals radius of the catalysts 
obviates the problem observed with the traditional MIF type descriptors, in that regardless of 
catalyst size, the environment of the catalyst is observed. The results are clear in the much-
improved performance of the descriptors, whether through MI-DSE analysis or qualitative analysis 
of projects of the descriptor space through PCA.  
 The electrostatic parameter developed gives excellent performance in distinguishing the 
through-bond effects of substituents on aryl rings. It is already known that the electrostatic 
potential energy MIF primarily models through-space effects of substituents. However, a through-
bond parameter gives more information on the nature of the substituents. One concern is that in 
many of the ligand and catalyst systems, the through-space repulsion effects may outweigh any 
through-bond electronic effects. However, the nature of the descriptor is that the types of groups 
that may have repulsive through-space effects are on opposite ends of the spectrum of the 
ESPMAX parameter, and thus be capable of modeling through-space effects as well. 
2.3.2 UTS and QSAR Modelling 
 The Universal Training Set selection has gone through very little development as the 
chemoinformatic workflow has been developed, still on the first iteration of algorithm (Kennard-
Stone). The quality of the UTSs derived through the workflow have increased due to improvements 
in the descriptor sets used to define the chemical space of in silico libraries of scaffolds being 
utilized. Unfortunately, there is no guarantee that any UTS derived from any descriptor set will 
give an optimal spread of results for any given transformation. However, the UTS represents the 
best chance of obtaining favorable results. A central tenant of the diversity oriented 
chemoinformatic workflow is that the probability of favorable results is much higher through a 
systematically chosen training set rather than through random sampling. Ideally, a synthetically 
useful catalyst would be found in the first round of screening (a member of the UTS). In a more 
likely case, the results of rapid screening with the UTS will direct to either move on from a given 
transformation (all negative results) or to use the data and develop a predictive, extrapolative 
QSAR model to predict which catalysts will give better results. 
 In the development of this workflow, one area in which little or no focus has dwelled upon 
is in the actual QSAR modeling itself. This is because the modeling stage of the workflow utilizes 
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well known modeling and cross-validation algorithms. The modeling protocol uses a Python2 
statistical learning package called scikit-learn81 to run a variety of multilinear regression models 
and perform cross validation. Traditional QSAR models, such as PLS regression82 are used, but 
more modern multilinear regression models such as LASSO83 and ElasticNet84 are also tested. 
Additionally, RandomForest74 and support vector machine75 regression models are generated and 
fit, but these models lack the ability to extrapolate beyond the observable range supplied to the 
fitting function, and therefore are useless for the predictive extrapolation necessary in the 
workflow. Once observable selectivity data has been obtained, a suite of models is developed, 
cross-validated, and evaluated for predictive capability. This ensemble of models is then used to 
predict new catalyst selectivity or interpolate to explore the origins of selectivity and nature of the 
mechanism of the current catalyst population. 
 There are two areas of research currently under investigation in these laboratories toward 
better QSAR modeling: (1) utilization of substrate/product descriptors in conjunction with catalyst 
descriptors to build more robust models and increase number of data points without increasing 
training set size and (2) development of robust applicability domain identification to predict the 
accuracy of extrapolative predictions made by QSAR models. Discussion of these developments 
as well as examples of QSAR model development with respect to training sets and performance 
of prediction will be discussed in Chapter 3.  
2.4 Conclusions 
 A novel, comprehensive, diversity oriented chemoinformatic workflow has been 
developed for the optimization of catalytic, enantioselective reactions. The workflow is divided 
into three stages: (1) Selection of a Universal Training Set for a given catalyst scaffold, (2) 
synthesis of the Universal Training Set, and (3) iterative testing, modeling and synthesis of 
additional catalysts until an optimal solution is found. The principle focus of this development has 
been on developing descriptors with the capability of discriminating desired catalyst properties. 
While many types of descriptors have been tested, many classic QSAR descriptors have fallen 
short of the necessary performance required for use in the workflow. To that end, a novel set of 
3D descriptors have been developed. The Average Steric Occupancy descriptors utilize conformer 
population information to describe the steric environment around a catalyst, and show a marked 
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improvement over state of the art 3D descriptors. Additionally, a novel electrostatics parameter, 
ESPMAX has been described as a Hammett parameter replacement for complex substituted arenes. 
Developing and evaluating these descriptors were a mean toward the end of selecting 
Universal Training Sets. These training sets are capable of being used in high throughput reaction 
screening, for the rapid optimization of enantioselective transformations, whether novel or simply 
lacking in selectivity. As the name implies, the Universal Training Sets are applicable to every 
amenable reaction for the given scaffold. Several UTSs have been developed for the BINOL-
phosphoric acid derivatives and from a library of bisoxazoline libraries. The application of the 
workflow to known catalyst datasets and application of the Universal Training Sets to 























Chapter 3: Applications of Chemoinformatic Workflow to Catalytic Transformations 
3.1 Introduction 
 Applying the chemoinformatic workflow to optimize catalytic reactions is the ultimate goal 
of this research program. While the bulk of the innovation in this process has been in the 
development of the chemoinformatic methods required to achieve this optimization, putting the 
workflow into practice has been more challenging. Between redesigning descriptors and 
encountering pitfalls with Universal Training Set selection, the singular challenge has been the 
ability to synthesize the UTSs and acquire the appropriate amount of data required to generate 
predictive, extrapolative QSAR models. Many great efforts have been put forth to finish the 
synthesis of a variety of UTSs, to ultimately show the utility of the workflow. As with many 
computational efforts of this nature, the time-consuming step is synthesis. 
 To that end, the demonstration of the utility of the chemoinformatic workflow developed 
in these laboratories is split into several efforts: (1) utilization of available catalyst datasets as 
proof of concepts, (2) collaboration with outside groups with initial results in order to help solve 
problems through means unavailable to them, and (3) a full demonstration of the workflow from 
start to finish, with selection and synthesis of a UTS and attempts to use it to optimize an 
enantioselective transformation. This chapter is split into three sections, with each of these efforts 
described in kind. 
3.2 Testing the Chemoinformatic Workflow with Established Data Sets 
 The largest catalyst dataset available for testing enantioselectivity data in these laboratories 
were the results previously reported developing and modeling enantioselective phase-transfer 
catalyzed (PTC) reaction. In this study, an attempt was made to use chemoinformatics to guide the 
development of the cyclopentylpyrrolizidium30 scaffold as an enantioselective phase-transfer 
catalyst platform, using the O’Donnell alkylation32,85,86 (Scheme 8) as a test reaction. As this work 
predates the chemoinformatic workflow, the process of developing the catalysts followed a trend 
familiar to most synthetic organic methodology development programs: catalyst synthesis 
progressed from the simplest (Figure 34, scaffold II and III) to the more complex (Figure 34, 
scaffolds V-X). While the best enantioselectivity achieved with this scaffold was 87:13 e.r., the 
range of selectivity data, the combinatorial nature of the catalyst synthesis, and the range of 
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structures synthesized makes this dataset an excellent analog to results expected in an actual 





Figure 34. Cyclopentylpyrrolizidinium scaffold core types, with the R-group positions variable. 
3.2.1 Challenges in Enantioselective Phase-Transfer Catalyst Optimization 
Enantioselective phase-transfer catalyzed reactions have been a target of numerous 
chemoinformatic studies.  The reasons for this are simple: PTC is a prime example where most 
stereochemical modeling fails to provide a basis for catalyst development. Enantioselective PTC 
is a catalysis system in which a chiral cation or anion is used as both a reagent shuttle and chiral 
counter-ion in a biphasic reaction media (liquid-liquid or solid-liquid).  Scheme 10 shows a general 
mechanism of APTC enolate alkylation (both extraction and interfacial mechanisms displayed), 
with Q*+ being a chiral ammonium ion.  Under the interfacial mechanism, ammonium ion Q*+ 
undergoes a salt metathesis with the potassium enolate generated at the interfacial region between 
the organic and aqueous phases, giving enolate En-. As enolate En- is associated with the chiral 
53 
 
ammonium ion Q*+, this forms a chiral ion-pair. The enolate can then attack an alkylating agent, 
such as an alkyl bromide, yielding alkylated product En-R. The ammonium ion paired with 
bromide then can repeat the process. This mechanism appears to be simple, but the structure of the 
chiral catalyst-substrate ion pair (Q*+En- complex Scheme 9) is not well understood, nor is the 
solvent environment surrounding such an ion-pair complex well defined. 
Scheme 9 
 
Studies by Markoza41,87-90, Starks39,53,54, and others have shown that most reactions 
involving enolate chemistry proceed through this interfacial mechanism, with the solvent 
environment existing as a mixture of both layers.46-48,50,51 Knowing the exact solvation state of the 
ion-pair is important for a transition state analysis, as solvent can modulate the chiral ion-pair 
interaction strength. Thus, transition state modeling of enantioselective PTC transformations is 
likely to suffer from long computational time and low-accuracy due to the overly complex and 
unknown state of the catalyst-substrate ion pair at the transition state.  
Because the usual implementation of transition state models is not practical for the 
development of predictive design criteria for enantioselective PTC catalysts, other computational 
methods must be used. Statistical analysis combined with informatics methods can be used to 
develop structure activity relationship models. These models aim to find correlations between 
calculated chemical properties and an empirically observed result, such as enantioselectivity or 
catalytic activity. The development of a method that utilizes correlation between catalyst 
properties and empirical data could lead to a predictive, extrapolative model capable of guiding 
catalyst design and optimization. A model of this kind would not depend on knowledge of the 
transition state or ion-pair structure in solution, allowing the elucidation of selectivity design 
criteria while overcoming the inherent challenges in enantioselective PTC design. 
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3.2.2 CPP Dataset 
The dataset collected by these laboratories contains O’Donnell reaction selectivity data for 
153 cyclopentylpyrrolizidinium (CPP) PTC catalysts (Figure 34), with substituents varied at four 
different locations on the catalyst, including the alkylating group on the central nitrogen atom. Of 
the substituents represented in the library, a maximum of 13,400 catalysts could arise from these 
substituents, but only 153 have been synthesized to date. Most of the data points collected have 
subpar enantioselectivity, with most of catalysts below 70:30 e.r. The imbalanced nature of this 
data set poses interesting challenges regarding the modeling aspect of the process, as a skewed 
data set can adversely affect the accuracy in predictions. However, this is a challenge the process 
must overcome. A skewed dataset is just as likely as a normal distribution of selectivity results for 
a transformation subjected to a Universal Training Set screen. The library of CPP catalysts with 
selectivity data will be referred to as the CPP dataset for the remainder of this report. 
3.2.3 Objectives 
 The objectives of this work are to demonstrate that a small training set can be selected from 
the in silico CPP library dataset presented, and that these small training sets will (1) contain 
catalysts with a wide range of chemical properties and selectivity data and (2) allow for the creation 
of QSAR models that can predict more selective catalysts if required. First, a meaningful set of 
descriptors will be calculated for the catalyst structures in the CPP data set. Using these descriptors, 
a series of small training sets will be chosen in the same manner as the UTS selection protocol. 
These training sets will be used to both evaluate the selection of catalysts from the CPP training 
set, and QSAR models will be made from the data contained in each training set. The goals of this 
study are to evaluate the ability of the UTS selection protocol to choose a representative subset, 
and to demonstrate the ability of a UTS to lead to predictive 3D-QSAR models. Additionally, 
starting from training sets of different sizes, an iterative modeling process will be performed, to 
determine the viability of stage 3 of the chemoinformatic workflow.  
3.2.4 Results 
 The results presented here are focused on using the current state-of-the-art methods 
developed for the chemoinformatic workflow. These datasets have been used in almost all 
iterations of the chemoinformatic workflow since the inception of the process, and have featured 
descriptor development, UTS selection protocols, and modeling strategies. However, with the 
issues learned and corrected for over time, a chronological depiction of these technologies serves 
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no purpose, as the early work has been proven demonstrably inaccurate. Therefore, the results 
presented here rely solely on the current descriptor set (ASO+ESPMAX). 
3.2.4.1 Descriptor Set Calculation Methods 
3.2.4.1.1 Structure Generation 
 The CPP dataset structures were constructed using software developed by the Denmark 
laboratory, combining substituent groups with core molecules in a combinatorial fashion. The 
catalysts are referred to by a serial number, of the form core_R2_R3_R4, where core is a roman 
numeral that describes which scaffold core is the base (including R1), and the R group numbers 
specify which group is at each position. For example, Figure 35 shows CPP catalyst V_8_2_5 
(scaffolds and R group numbers are listed in Figure 34). The CPP dataset structures were then 
minimized using molecular mechanics, using MOE and the MMFF94 forcefield.66,67 
 
Figure 35. CPP catalyst V_8_2_5.   
3.2.4.1.2 Descriptor Calculation 
 With the structural library in hand, the calculation of the ASO descriptors was next. To 
calculate the ASO, a conformer distribution for each catalyst structure was generated. Two 
conformer libraries were generated for the CPP dataset, using both MOE66 and MacroModel91 
(MM) to generate the conformers distributions (see Experimental Section for details). The MOE 
conformer library gave 6767 conformers from 153 compounds, while the MM conformer library 
gave 30,731 conformers for 153 compounds. An ASO descriptor set was calculated for each, and 
when combined with the ESPMAX descriptors gave two full descriptor sets. The MOE descriptor 
set contained 3703 total descriptors, and the MM descriptor set contained 4048 total descriptors. 
The differing number of descriptors is based on a filtering step following ASO calculation, with 
features that have zero variance (identical descriptor values for all catalysts) are removed. The 
number of descriptors with zero variance differs based on the conformer distribution used to 
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calculate the ASO descriptors. Additionally, the substituent electrostatics parameter structures 
were assembled using the same software, as described in Chapter 2. The electrostatics calculations 
were performed to give a set of ESPMAX descriptors for substituents at the R2, R3 and R4 
positions.  
 To choose the descriptor set to be used further in the study, an MI-DSE analysis was 
performed.68 The discriminating power of the ASO+ESPMAX descriptor sets for both conformer 
libraries was tested by determining the MI-DSE of individual ASO and ESPMAX descriptors with 
respect to several property class pairs including electronic character classes, enantioselectivity 
classes, and steric classes. Due to the number of descriptors involved in the analysis, average 
values were calculated: for each MI-DSE class pair, an average MI-DSE score of all the descriptors 
and an average of the top 50 highest MI-DSE-scoring descriptors are presented, along with counts 
of descriptors that give an MI-DSE > 0.5 for certain class discrimination. The results for the MOE 
ASO+ESPMAX descriptor set are in Table 4 (electronic and enantioselectivity classes) and Table 
5 (steric properties classes). Those for MM ASO+ESPMAX are in Table 6 (electronics and 
enantioselectivity classes) and Table 7 (steric properties classes). The classes for electronic effect 
discrimination were chosen to focus on the R4 position (the quaternizing group) as it is known this 
group effects the electronic nature of the catalyst the most significantly, and would serve to give a 
clear idea of the power of the descriptors under evaluation. 
 













Avgb 0.26 0.28 0.34 0.26 0.21 0.22 
Best Avgc 1 1 1 0.96 0.88 1 
R4 
ESPMAXd 
0.5 1 1 0.68 0.68 0 
aPoor EE is ddG < 0.343 kcal/mol (<65:35 e.r.), medium is 0.343 kcal mol – 0.687 kcal/mol (approx. 75:25 e.r.), and 
good >0.687 kcal/mol (up to 87:13 e.r.). bMI-DSE values averaged for all descriptors. cMI-DSE values averaged from 
50 highest MI-DSE values. dMI-DSE values for ESPMAX descriptor for the R4 substitutent. 
 
Table 5. MI-DSE Analysis of MOE ASO+ESPMAX Descriptor Set for Steric Bulk 
type R2 SMALL/BULKY R3 SMALL/BULKY R4 SMALL/BULKY 
Avga 0.14 0.14 0.09 
Best Avgb 0.81 0.6 0.58 
aMI-DSE values averaged for all descriptors. bMI-DSE values averaged from 50 highest MI-DSE values. 
57 
 













Avgb 0.25 0.31 0.34 0.31 0.26 0.30 
Best Avgc 1 0.99 1 0.96 0.88 1 
R4 
ESPMAXd 
0.5 1 1 0.68 0.68 0 
aPoor EE is ddG < 0.343 kcal/mol (<65:35 e.r.), medium is 0.343 kcal mol – 0.687 kcal/mol (approx. 75:25 e.r.), and 
good >0.687 kcal/mol (up to 87:13 e.r.). bMI-DSE values averaged for all descriptors. cMI-DSE values averaged from 
50 highest MI-DSE values. dMI-DSE values for ESPMAX descriptor for the R4 substituent. 
 
Table 7. MI-DSE Analysis of MM ASO+ESPMAX Descriptor Set for Steric Bulk 
type R2 SMALL/BULKY R3 SMALL/BULKY R4 SMALL/BULKY 
Avga 0.19 0.20 0.14 
Best Avgb 0.8 0.72 0.6 
aMI-DSE values averaged for all descriptors. bMI-DSE values averaged from 50 highest MI-DSE values. 
 
 The MI-DSE values show a slight advantage of the MM descriptor set with respect to 
electronic character discrimination, and a similar advantage when it comes to the steric class 
discrimination. Additionally, the MM descriptor set has a greater number of descriptors with MI-
DSE >0.5 for enantioselectivity class discrimination (2227 MM descriptors vs 1478 MOE 
descriptors). From these values alone, the MM ASO descriptor set was the best choice to use in 
training set selection and model development.  
The chemical space of both descriptor sets was also visualized using 3-component PCA. 
The chemical space visualizations are shown in Figure 36, color coded to selectivity, with blue 
being high selectivity catalysts. Both descriptor sets gave a chemical space of similar shape and 
clustering. Given the slight differences in MI-DSE values, it did not come as a surprise to see this 
result, as the descriptor sets are clearly similar. However, because of the enhanced performance of 
the MM ASO+ESPMAX descriptor set, it was used in the rest of the study. 
3.2.4.2 First Round Training Set Selection 
 From the MM ASO+ESPMAX descriptors, a series of training sets (TSs) (n=20, 30, 40, 
50) were chosen using the UTS selection protocol. As the Kennard-Stone algorithm always 
chooses the same compounds in order, the larger training sets each contain the compounds in the 
training set that is smaller than itself. The training sets were chosen from a chemical space achieved 
through a 14 component PCA that contained 80% of the variance of the original descriptor space. 
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For this round, no data transformations were applied to the descriptor set prior to selecting the 
training sets. The full listing of these training sets can be found in the Experimental section. 
 
Figure 36. Left: Three component PCA of MOE ASO+ESPMAX descriptor space, using R4 
ESPMAX only. Right: Three component PCA of MM ASO+ESPMAX descriptor space, using R4 
ESPMAX only. The similar shape and clustering of the selective and unselective catalysts is 
evident.   
3.2.4.3 Ensemble QSAR Modeling on First Round Training Sets 
 For each small training set, an ensemble of multilinear regression models was generated, 
fitted to the observable selectivity data for the catalysts in the training sets. The observable is the 
ΔΔGR/S which is calculated from the natural log of the ratio of R/S derived from the observed 
enantiomeric ratio of the test-bed reaction. The maximum observed selectivity in this library was 
87:13 e.r., corresponding to a ΔΔGR/S of 1.03 kcal/mol at 0 ºC.  The models were cross-validated 
using KFold cross-validation92, with k=3 number of folds, giving cross-validated Q2 values as a 
measure of predictivity. For the purposes of this work, Q2 > 0.6 would be considered strongly 
predictive based on the cross-validation, but the true evaluation of the predictive power is in the 
external validation obtained by predicting catalysts outside the training set. The models used are 
provided by the scikit-learn python package, and the models are trained using a cross-validation 
pipeline prior to the final fit on the full training set data. LASSO83 and ElasticNet84 are linear 
regression models that penalize the score of the fit based on increasing numbers of features, 
purposefully minimizing the number of features (descriptors) that are used in the model to prevent 
overfitting. Random Forest Regression74 and Support Vector Regression75 are continuous variable 
regression versions of these modern classification models that can determine non-linear 
relationships when fitting to a continuous variable. Additionally, Partial Least Squares models of 
2, 4 and 6 components are included as the standard models for 3D-QSAR. The results are presented 
in Table 8. 
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Table 8. Ensemble QSAR Model Results for Various CPP Training Sets 
Entry Modela Training Set Q2b R2 Q2b,c (scaled) R2c (scaled) 
1 LASSO 20 0.19 0.48 -0.39 0.71 
2 LASSO 30 0.22 0.96 0.19 0.84 
3 LASSO 40 0.35 0.97 -0.07 0.64 
4 LASSO 50 0.36 0.96 -0.16 0.61 
5 ElasticNet 20 0.19 0.47 -0.55 0.62 
6 ElasticNet 30 0.27 0.96 0.29 0.83 
7 ElasticNet 40 0.01 0.96 -0.00 0.59 
8 ElasticNet 50 0.22 0.94 -0.11 0.65 
9 SVR 20 -0.46 0.99 0.15 0.99 
10 SVR 30 0.54 1.0 0.54 1.0 
11 SVR 40 0.54 0.99 0.42 0.99 
12 SVR 50 0.53 0.99 0.15 0.99 
13 RF 20 0.36 0.90 0.23 0.82 
14 RF 30 0.52 0.93 0.48 0.89 
15 RF 40 0.32 0.85 0.23 0.86 
16 RF 50 0.23 0.85 0.36 0.89 
17 PLS_2 20 -0.02 0.66 0.01 0.90 
18 PLS_2 30 0.36 0.63 0.53 0.85 
19 PLS_2 40 0.44 0.55 0.35 0.74 
20 PLS_2 50 0.33 0.56 0.20 0.66 
21 PLS_4 20 -0.43 0.87 0.16 0.98 
22 PLS_4 30 0.36 0.84 0.53 0.96 
23 PLS_4 40 0.39 0.75 0.44 0.88 
24 PLS_4 50 0.44 0.71 0.12 0.84 
25 PLS_6 20 -0.38 0.95 0.14 0.99 
26 PLS_6 30 0.52 0.94 0.52 0.99 
27 PLS_6 40 0.37 0.91 0.42 0.95 
28 PLS_6 50 0.51 0.86 0.08 0.92 
aCalculated using scikit-learn implementations of the model: LASSO, ElasticNet, SupportVectorRegressor (SVR), 
RandomForestRegressor (RF), Partial Least Squares (PLS): 2-component (PLS_2), 4-component (PLS_4), 6-
component (PLS_6). bCross-validated R2 score, calculated using KFold cross-validation, k=3 folds. cDescriptors 
scaled using scikit-learn implementation of StandardScaler; scales each descriptor to a zero mean and unit variance. 
  
Regardless of TS size, none of the models calculated on this data achieve a Q2 > 0.6, while 
most models had excellent R2 values. The most surprising result is that the average Q2 is highest 
for models trained on the 30-member training set data (average Q2 = 0.40). This is counterintuitive 
as the general rule follows that more data should increase the ability of models to predict 
accurately. A second observation is that when the descriptor data was scaled (a common and 
suggested treatment for data input to statistical models), the predictivity of the models decrease. 
This is a result of the data structure of the ASO descriptors; the ASO descriptor set is sparse data 
meaning it has large amounts of data points that have a value of 0. Scaling sparse data ruins the 
data structure, leading to erroneous model generation. To determine why the Q2 of the models 
60 
 
decreases as the training set size increases, the distribution of the selectivity data (the observable, 
dependent variable being studied) in each of the training sets was observed (Figure 37).  
 
 
Figure 37. Top, left: Observable distribution for 20-member CPP training set. Top, right: 
Observable distribution for 30-member CPP training set. Bottom, left: Observable distribution for 
(Figure 37, cont.) 40-member CPP training set. Bottom, right: Observable distribution for 50-
member CPP training set. 
A qualitative assessment of the histogram distribution of the TS observations clearly 
demonstrated that the 30-member training set has the lowest amount of data skew, of the four 
populations. Quantitatively, a measure of skewness can be calculated, as well as a complimentary 
measure of peak-ness, termed kurtosis.93 For a normal distribution, both skewness and kurtosis 
should equal zero. The 30-member training set has the lowest calculated skewness (0.42) and 
kurtosis (0.28), though the values are not that different from the other training sets (skewness for 
20-, 40-, and 50-member TS, respectively: 0.45, 0.43, 0.47). However, this provides a reasonable 
assessment for the enhanced predictivity of the QSAR models generated from the 30-member TS. 
This assessment also highlighted another problem moving forward: the entire CPP dataset is highly 
skewed (skewness: 0.55) due to much of the dataset being low-selectivity catalysts (Figure 38).  
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This presented an interesting challenge: determining how to handle a skewed dataset during a 
QSAR analysis, as this situation is as likely as a perfectly balanced result upon screening any UTS.  
 
Figure 38. Distribution of the observable data in the CPP dataset, with the majority of catalysts 
centered around zero.  
 Thus, several data transformations were attempted to scale the data into a less-skewed 
distribution. The scikit-learn statistical learning package provides several different types of data 
transform and scaling methods.81 The standardization method, would attempts to center the data 
on zero and the variance to unity is not well suited to highly skewed datasets, and the result is a 
dataset with higher skewness (1.91, Figure 39, top, left). A similar method that attempts the same 
is robust scaling, but attempts to account for outliers to deal with skewed data. However, on the 
CPP dataset, it performs worse than the standard scaling method (skewness: 2.78, Figure 39, top, 
right).  
Next, MinMax and MaxABS scaling were attempted. MinMax scaling scales the data to 
values between zero and one (Figure 39, bottom, left). This reduced the skewness slightly (0.41) 
but increased the kurtosis dramatically (3.39). MaxABS scaling rescales the data between the 
minimum and maximum absolute values (Figure 39, bottom, right). Unfortunately, in this was 
ineffective (skewness: 0.53). These preliminary results suggest the skewness of the original 
selectivity data is too high for standard transforms to overcome the problem. Next, logarithmic 
transforms were attempted. In particular, the logarithmic transform BoxCox was used to great 
effect (Figure 40).94 The skewness of the transformed dataset was drastically reduced (-0.01), 
though the kurtosis was still high (1.07). Using this scaled selectivity variable, the ensemble of 






Figure 39. Observable distributions for full CPP dataset following various data transformation 
scaling methods. 
   
 
Figure 40. CPP dataset observable distribution after boxcox transformation. 
 Upon retraining the QSAR models, it became apparent that the observable variable scaling 
had an effect. In this case, the highest average Q2 was observed on models of the 40-member TS, 
decreasing when increasing the size of the training set (Table 9). At this point, it was determined 
that the decreasing predictivity of the models with the increase in TS size was stemming from the 
number of catalysts in the poorly selective region of the observable range. As the number of highly-
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selective catalysts are small in compared to the modestly selective and barely selective catalysts, 
the models trained during cross-validation are incapable of extrapolating to the higher selectivity 
catalysts in the test set and thus the Q2 suffers. Additional attempts to increase the Q2 of models 
developed on the 50-member TS, involving scaling the ASO+ESPMAX descriptor set together as 
well as performing dimensionality reduction through PCA did not lead to increased predictivity 
for the large TS. This is not surprising, given the sparsity of the ASO descriptors (most of the 
values are equal to zero). Data with this structure should not be scaled prior to modeling, though 
modeling sparse data can be challenging. Scaling the ESPMAX descriptor prior to combination 
with the ASO descriptors did lead to a slight increase in model performance (Q2 increased by 
~0.05). 
 
Table 9. Average Q2 for QSAR Models with BoxCox Scaling of CPP Observable ΔΔG 
Entry TS Average Q2a 
1 20 0.09 
2 30 0.33 
3 40 0.42 
4 50 0.36 
 aCalculated through KFold cross-validation, k=3 folds, and averaged over an ensemble of QSAR models 
It was determined that this strategy was not very applicable to the chemoinformatic 
workflow, because the number of catalysts in the large TS was approximately 33% of the total 
library, a percentage that the normal UTS would never achieve in a real application of the 
chemoinformatic workflow. At this point, an iterative QSAR modeling cycle was devised to 
demonstrate stage 3 of the chemoinformatic workflow (model development, prediction, 
evaluation, etc.).  
3.2.4.4 Iterative QSAR Modeling 
 To model the actual progression of the chemoinformatic workflow, a series of iterative 
modeling cycles were performed. In each case, the cycle began with a small training set from the 
CPP dataset. An ensemble of models was generated on the training set data, and the model with 
the highest cross-validated score (Q2) was used to screen the library and predict the next 5 highest 
selectivity catalysts. The observed selectivity for these catalysts was then incorporated into the 
training set, the models re-generated, and the process continued until an appropriate number of 
compounds were included in the training set. The advantage of the iterative model process is that 
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if high selectivity catalysts are predicted after the first round of screening, the population of high-
selectivity catalysts in the next training set will increase, enhancing the capabilities of the model 
to discern the necessary catalyst properties to achieve high selectivity. 
The descriptors used in the iterative modeling are the standard ASO descriptors + scaled 
ESPMAX descriptors. The ESPMAX descriptors were scaled to center on zero and set the variance 
to unity; otherwise, the QSAR models will always weight the ESPMAX descriptors more heavily 
than desired. 
 The first attempt at this was performed using the 30-member training set (30-TS-0) as the 
initial training set, predicting 5 additional catalysts for each round. The selectivity data for 30-TS-
0 is shown in Table 10. Only three catalysts in the original training set show a significantly high 
selectivity (Table 10, entries 2, 18, 29), though none of these catalysts reach the highest observed 
ΔΔG of 1.03 kcal/mol. The skewness of the data is very apparent, and has already been 
demonstrated to make modeling harder. An ensemble of 10 model types were generated using the 
data from 30-TS-0 (Table 11), with two-component PLS model PLS_2 giving the highest Q2 
(Table 11, entry 9). 
The predictions of the PLS_2 model are shown in Table 12, ranked in the order of predicted 
ΔΔG. Surprisingly, while the ΔΔG values were erroneous, the actual selectivity of the catalysts 
was high, with the 2nd and 3rd ranked catalysts having the highest selectivity observed in the CPP 
dataset. While the values are erroneous, the model was able to select catalysts that had high 
selectivity. Intriguingly, the model has already focused on catalysts with 2-naphthyl substituent at 
R2, and the 3,5-bis(CF3)-benzyl group at R
4, the substituents that are in the highest selectivity 
catalysts in the library.  
Adding these 5 catalysts to the training set (35-TS-1) for another round of ensemble 
modeling arrives at similar results, with PLS_2 again giving the highest Q2 value, albeit lower than 
the first round (Q2 = 0.30). The reduction in Q2 is puzzling, as increasing the number of high-
selectivity catalysts should reduce the skew in the training data set. The predictions given by 
PLS_2 are shown in Table 13.  In this round, it is clear that the model has solely focused on 
descriptors around R2/R4, as the top predicted catalysts all contain structures similar to 2-naphthyl, 





Table 10. Selectivity data for 30-TS-0 
Entry Catalysta ΔΔGb Entry Catalysta ΔΔGb 
1 V_5_3_7 0.243 16 II_1_1_6 0.022 
2 VIII_8_2_5 0.460 17 Vb_1_2_7 0.022 
3 V_3_3_6 0.023 18 V_7_2_5 0.787 
4 III_1_3_5 0.043 19 II_1_4_4 0.087 
5 III_1_1_4 0.0000 20 V_3_7_2 -0.197 
6 II_1_4_3 0.022 21 II_1_2_6 0.022 
7 V_7_2_1 0.022 22 V_2_2_6 0.022 
8 Vb_1_2_6 0.022 23 V_3_3_7 -0.220 
9 V_5_3_2 -0.043 24 V_3_3_8 -0.220 
10 V_3_2_7 -0.266 25 III_1_2_1 0.065 
11 V_2_3_5 0.153 26 V_5_7_7 0.289 
12 III_1_3_4 -0.065 27 V_2_2_8 -0.065 
13 IX_8_8_5 0.109 28 III_1_1_3 0.109 
14 V_5_3_8 -0.175 29 V_5_6_5 0.787 
15 V_5_2_11 0.131 30 V_2_7_2 -0.043 
aCatalyst nomenclature conforms to serial numbering system described previously, see Experimental section for 
catalyst structures. bCalculated from the observed enantioselectivity in the test-bed reaction, units kcal/mol. 
 
 
Table 11. QSAR Models Developed from 30-TS-0 
Entry Modela Q2b Q2 Shufflec R2 
1 EN 0.21 -0.13 0.83 
2  PLS_4 0.38 -1.20 0.87 
3 PLS_6 0.31 -1.14 0.97 
4 PLS_8 0.33 -1.13 0.99 
5 SVR_L 0.22 -1.04 0.50 
6 SVR_R 0.15 -0.45 0.31 
7 RF 0.10 -0.51 0.91 
8 SVR_P -0.05 -0.29 -0.025 
9 PLS_2 0.46 -0.83 0.74 
10 LASSO 0.20 -0.12 0.998 
aCalculated using scikit-learn implementations of the model: LASSO, ElasticNet, SupportVectorRegressor (SVR_L 
(linear kernel), SVR_R (radial kernel), SVR_P (poly kernel)), RandomForestRegressor (RF), Partial Least Squares 
(PLS): 2-component (PLS_2), 4-component (PLS_4), 6-component (PLS_6), 8-component (PLS_8). bCross-validated 
R2 score, calculated using KFold cross-validation, k=3 folds. cCalculated by shuffling observable and cross-validating 
the model.  
 
 However, as before the predicted values for the catalysts are erroneous, especially for those 
ranked 1, 4, and 5. It is possible that the low error in the catalysts ranked 2 and 3 are simply 
coincidence. However, again in this round the majority of the catalysts selected by the model (3/5) 
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are on the high selectivity side, relative to the library, though the absolute value of prediction is 
incorrect. 
 
Table 12. Top 5 Predicted Catalysts by Model PLS_2 in First Round of Modeling 
Prediction 
Rank 






1 VII_8_2_5 iPr 2-naphthyl Bn 3,5-
bis(CF3)Ph 
0.6289 0.9848 
2 VI_8_2_5 Et 2-naphthyl Bn 3,5-
bis(CF3)Ph 
0.5047 1.0312 










5 V_7_2_12 Me 1-naphthyl Bn 3-CF3-Ph 0.3860 0.0434 
 
  
Table 13. Top 5 Predicted by Model PLS_2 in Second Round of Modeling 
Prediction 
Rank 
































 As the addition of the higher selectivity catalysts did not improve the accuracy of the 
prediction, this exercise seems to show that the iterative modeling process cannot overcome the 
imbalanced nature of the training set to give correct predictions. However, the model correctly can 
rank the catalysts, with the model selecting 4 catalysts that were more selective than anything in 
the first 30-member TS.  To see if the same result would be possible from a smaller starting point, 
the iterative modeling process was begun with a 5-member training set was chosen through the 
UTS selection protocol. The selectivity data for 5-TS-0, as well as the predictions from the best 
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model (PLS_2) are shown in Table 14. This is the most shocking result, as a model with terrible 
Q2 (Q2 = -7.08) selected 5 catalysts with better selectivity than the original training set.  
 













V_5_3_7 0.2427 1 VII_8_2_5 0.3328 0.985 
VIII_8_2_5 0.4596 2 V_8_2_5 0.3316 1.0312 
V_3_3_6 0.0217 3 V_14_2_5 0.3286 0.941 
III_1_3_5 0.0434 4 VI_8_2_5 0.3126 1.0312 
III_1_1_4 0.0000 5 V_11_2_5 0.2884 1.0312 
 
 From these results, the ASO descriptors in conjunction with modern linear regression 
techniques can assist in the selection of optimal catalysts. However, the limitation thus far is in 
getting accurate values for the predicted selectivity. An additional study was performed using 
randomly chosen catalysts from the CPP data set. These randomly selected training sets, especially 
starting with small numbers of catalysts could not match the ranking performance that was 
observed with the systematically chosen catalysts. 
3.2.4.5 Applying Deep Learning to CPP QSAR Models 
 In a final attempt to develop models that can overcome the imbalanced selectivity 
population given by the CPP dataset, several artificial neural network95 models were generated on 
the 20-, 30-, 40-, and 50-member TSs. Deep machine learning, modeling performed with complex 
neural networks, have become increasingly used in many types of statistical learning problems 
over the past 5 years. Several simple multilayer-perceptron networks were trained on the CPP 
training sets. Regardless of the network architecture, each model inevitably under-predicted to 
similar degrees observed in the multilinear regression models discussed previously. While the 
overall fit of the predictive selectivities are generally high R2 > 0.8, no notable improvement in the 
quality of prediction is observed to warrant the extra computational time required to cross-validate 





3.2.5 Discussion  
 The CPP dataset has proven to be a wealth of insight and challenge with respect to QSAR 
model development and iterative model prediction. Having a large amount of selectivity data 
allowed for the selection of a descriptor set that performed well both discriminating catalyst 
properties and discriminating different selectivity classes as well. The ASO + ESPMAX 
descriptors performed well in describing the CPP dataset, with the performance in both qualitative 
chemical space clustering and quantitative measurements beating either the MIF descriptors or 
GRINDs. 
 The results of QSAR model development with respect to cross-validated predictivity were 
originally disheartening. The lack of a highly-predictive model through the KFold cross-validation 
method was frustrating, as all the descriptor metrics pointed toward the excellent performance of 
the descriptors. However, once the skewness of the data was considered, the results conform to 
expectations. With most of the catalysts having low to no selectivity, there was no way the cross-
validation step of the modeling would give a high Q2. In the KFold method, the training set is split 
into train and test set pairs, and the model is trained on the train set, and evaluated on the test set. 
With the imbalanced nature of the training set, only train-test fold would likely have a high 
selectivity catalyst in the train set, and thus the models trained during the folding would be 
incapable of properly extrapolating.  
 This same conclusion arises for the results observed during the iterative model 
development. The Q2 are generally unacceptable, but the models can indicate more selective 
catalysts. This is consistent with the ability of the model to select high selectivity catalysts while 
under predicting the selectivity. The model will always under predict because many of the catalysts 
have low selectivity, as the fitting is done through accuracy metrics. If 90% of the data points are 
near zero, the model will be most accurate always predicting near zero, except for outliers. While 
it would be preferable to have a continuous regression model that can accurately depict the 
selectivity of the catalysts selected for synthesis, the ability to predict catalysts that have the 
potential to be more selective is still useful. With the technologies developed, and the process 
invented in the chemoinformatic workflow, QSAR models can be generated that can detect more 





3.2.6 Conclusions and Future Directions 
 While a suboptimal conclusion, the CPP dataset likely represents a worst-case scenario 
when it comes to 3D-QSAR modeling. Aside from a completely flat selectivity surface, the 
challenges presented by an incredibly skewed dataset were insurmountable when attempting to 
generate models that accurately predict the magnitude of selectivity a catalyst would impart. 
However, the ability to classify catalysts as more or less likely to be selective is still a huge advance 
over the previous technology in this area. From a 5-member training set, the most selective 
catalysts in the library were selected for synthesis through such a prediction. 
 While a worst-case scenario, the imbalanced or skewed dataset is a challenge that this 
technology will have to overcome to truly reach the height of potential in model development. The 
nature of many studies in enantioselective catalysis is that in most cases, most of the catalysts exist 
in one selectivity regime, be it good or bad. The lack of balance in the dataset, without regard to 
the breadth of data, is a severe impediment to the development of predictive models. There are 
several statistical sampling techniques for classification models that help to remove imbalance by 
oversampling or under sampling the minority or majority classes, respectively. However, no such 
standardized methods exist in continuous regression modeling. The ability to accurately predict 
catalyst selectivity in all cases, with equally balanced training set data to heavily skewed training 
set data, will need to rely on more robust modeling techniques that can handle this imbalance.  
3.3 Using Chemoinformatics with Merck for PTC Reaction Optimization 
 To assist in the optimization of a process to generate the principle stereogenic center of the 
drug-candidate letermovir96, the Denmark lab entered into a collaboration with Merck. The goal 
of the collaboration was to use the novel descriptors and 3D-QSAR techniques developed in these 
laboratories to find and synthesize an optimal catalyst for an asymmetric intramolecular aza-
conjugate addition reaction of  enone 7 to form guanidine ester 8 as an intermediate product in the 
synthesis of letermovir (Scheme 10).96 The reaction involved the use of a novel form of 
cinchonidium PTC catalyst in which both the quinuclidine and quinoline nitrogen atoms are 
alkylated, giving a dicationic catalyst (BisQuat).97 Merck had previously discovered that these 
catalysts were highly active PTC catalysts by isolating them as impurities from mono-quaternized 





3.3.1 Project Objectives 
 The company provided the Denmark lab with the initial enantioselectivity data gleaned 
through screening the BisQuat library they had on hand. The goals of this project were (1) develop 
an in silico library of BisQuat catalysts, (2) develop a 3D-QSAR model on the training set data 
provided by the company, (3) use QSAR models to predict higher-selectivity catalysts, and (4) 
synthesize 20 catalysts that were predicted to be more selective. This project spanned many 
technological developments within the chemoinformatic workflow, and employed several new 
techniques unique to address the unique challenges this catalyst scaffold presents. 
3.3.2 Results 
3.3.2.1 Examination of the Initial Dataset 
 The company provided a dataset with enantioselectivity data for 177 Cinchona-alkaloid 
based BisQuat catalysts employed in the reaction of interest. This dataset was comprised of 154 
cinchonidine based catalysts, and 23 quinine based catalysts. The catalysts were named with a 
serial number of the form core_R1_R2. The R groups are enumerated such that the identical 
numbering systems are used for R1 and R2. The core can be either 1 for cinchonidine-based 
catalysts (R3 = H, Figure 41, right) or 2 for quinine-based catalysts (R3 = OMe, Figure 41, right).  
Prior to modeling, the trends in the provided data were investigated to determine the fitness 
of the data for modeling, and to determine where models trained on this data may have issues or 
fail to accurately predict other catalysts in the future. First, a simple examination of the 
enantioselectivity of the dataset based on the R-group substituents at the R1 (quinuclidine 
alkylating group) and R2 (quinoline alkylating group) was performed (Figure 41, left). The 
catalysts in the Merck dataset have a clear overemphasis on a single substituent at the R1 position 
(3,5-bis(CF3)C6H3-CH2-, R25), and two substituents at the R
2 position (3,5-bis(CF3)C6H3-CH2- 
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(R25)  and 2-Br-5-OMe-C6H3-CH2- (R117)). In the entire supplied dataset, 58 unique R groups 
were explored at R1 and 66 unique R groups were explored at the R2 position, with 88 total unique 
R groups explored in the 177 catalyst data set. Even without adding more R groups, there were 
still plenty of R group combinations that were untested, and possible areas of chemical space to 
probe for increased selectivity. Both R groups contribute toward determining the enantioselectivity 
of a catalyst (varied selectivity while holding one group constant, such as for R25 at the R1 position 
in Figure 41, left).  
         
Figure 41. Left: Selectivity with respect to substituent combinations of the BisQuat catalysts. Most 
selective catalysts are in blue, least selective catalysts are in red. Right: BisQuat catalyst scaffold, 
with R3 being H (cinchonidine-based) or methoxy (quinine-based).  
 Next, a series of catalyst structures were investigated to determine if there were any clear 
trends in structure of the catalysts and the resulting enantioselectivity. First, the catalyst that gives 
the best selectivity, 1_48_25 was compared with catalyst 1_21_25 that gave the worst result 
(selectivity for the opposite enantiomer), shown in Figure 42. The catalysts share the same group 
at the R2 position, varying only the substituent at the R1 position. The difference in selectivity is 
shocking, with R1 = 3-F-5-CF3-C6H3-CH2 (R48) and R
1 = 2-Cl-6-F-C6H3-CH2 (R21) differing 
only slightly in electronic and steric character. This result indicates that incredibly subtle 
perturbations of BisQuat catalyst structure would lead to much larger selectivity changes in ways 





Figure 42. Left: BisQuat catalyst 1_48_25 is the most selective catalyst within the initial Merck 
catalyst set. Right: BisQuat catalyst 1_21_25 is the most opposite-selective catalyst within the 
initial Merck catalyst set.  
 The Merck catalyst set contained several cinchonidine and quinine-based catalysts with 
identical substituents, which allowed the comparison of the effect of the electron donating methoxy 
group on the quinoline ring of the quinine-based catalysts (Figure 43). In all cases, the quinine-
based catalyst exhibits lowered enantioselectivity. As the more electron-rich quinoline ring in 
quinine will attenuate the positive charge of the quaternized nitrogen, the reduced 
enantioselectivity of quinine based catalysts 2_22_22 and 2_25_25 suggests that increasing 
positive charge on the quinoline ring is important for stereoselectivity.  
 
Figure 43. Comparison of cinchonidine and quinine-based catalysts with respect to 
enantioselectivity.  
 The requirement for positive charge in the quinoline ring correlating with selectivity is 
evident when examining the lowest selectivity catalysts (Figure 44). In each of these catalysts, a 
more electron-donating alkylating group is substituted on at the quinoline ring (R2 = 2-Br-5-OMe-
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C6H3-CH2, R117). The effect is substantial as the R
1 position in these catalysts are substituted with 
electron withdrawing groups like those of much more selective catalysts.  
 
Figure 44. BisQuat catalysts with minimal enantioselectivity.  
 The overarching conclusion from a simple examination of the data provided by Merck is 
that the reaction system under study for optimization is incredibly sensitive to perturbation in 
electronic and steric effects within the catalysts. The swings in selectivity with very little change 
in apparent catalyst properties make it impossible for a chemist to discern the necessary catalyst 
properties required for a more selective catalyst. While this is problem chemoinformatics has been 
employed to solve in these laboratories, the situation presented in this dataset was expected to 
cause a great number of challenges in model development and prediction due to the apparent 
sensitivity of the reaction. 
3.3.2.2 Computational Methods 
 The majority of the chemoinformatic methods used in this collaboration are from earlier 
iterations of the chemoinformatic workflow, including the treatment of structures, descriptors that 
were used to generate models, and the methods through which models were evaluated and used to 
predict catalyst selectivity. Structures were prepared and minimized using MOE (minimization 
with the MMFF94x force field), and the in silico library was generated using MOE’s built in 
combinatorial library generator.66 The descriptor set that was utilized for model generation and 
catalyst selection were QM calculated electrostatic MIF and molecular mechanics calculated steric 
potential energy MIF descriptors (described in Chapter 2). Later analyses were performed using 
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GRIND and ASO+ESPMAX descriptor sets and will be discussed in due course. Conformation 
studies were performed using MOE, with LowModeMD sampling of the conformer space. Library 
alignment (superposition) and Leonard-Jones Potential (L-J) CoMFA models were accomplished 
using Tripos’ SYBYL-X55 3D-QSAR suite. Additional 3D-QSAR models were made using 
Denmark group MIF descriptors using in-house modeling scripts to generate PLS and Multivariate 
Adaptive Regression Splines92 (MARS) models. Cross-validation methods used Leave-One-Out 
Q2 to determine the predictivity of models. More specific details about model generation will be 
discussed where appropriate. 
3.3.2.3 Generation of in silico Libraries through QSAR Evaluation 
 The BisQuat catalyst system provided a new challenge in structure preparation for use in 
3D-QSAR analyses. In singly-quaternized Cinchona-based PTCs, the quaternizing alkyl or benzyl 
group is generally locked into position with respect to the rest of the catalyst core. The BisQuat 
catalyst scaffold, however, has a much higher degree of freedom in the quaternizing group coming 
off the quinoline group. As the descriptors in use in these laboratories during this collaboration 
were MIF-based descriptors, only a single conformer of the catalyst was utilized during descriptor 
calculation. This meant a solution to determining the appropriate treatment of the R2 substituent 
would be needed. Eventually, a series of in silico library structures were generated, using quick L-
J CoMFA analyses to determine the performance of the library in 3D-QSAR models prior to large-
scale descriptor calculation for more accurate models. The goal was to generate a library of 
structures that could produce correlative (R2 > 0.8) and somewhat predictive (Q2LOO > 0.4) CoMFA 
models. The acceptance criteria of Q2 LOO for L-J CoMFA models was reduced from 0.6 for two 
reasons: (1) this is not an exhaustive attempt to predict the selectivity of the full library and (2) the 
L-J potential descriptors used in the CoMFA modeling is not well parameterized for these 
structures. 
 A first generation in silico library of 70,756 cinchonidine-based BisQuat catalysts (1GL) 
were generated through the combinatorial addition of 266 separate R groups at both the R1 and R2 
positions. The structures of the 1GL were generated and minimized without any constraints to the 
structure. After aligning the structures with SYBYL-X, it was observed that the R2 substituent was 
very diffuse, with a random disposition from catalyst to catalysts (Figure 45). This is in sharp 
contrast to the R1 substituents which are much closer in alignment when compared to the R2 
substituent as seen in Figure 45. The structures of the Merck subset library (MSL) were pulled 
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from the 1GL to generate a simple CoMFA model to determine the fitness of the 1GL structures 
for 3D-QSAR analysis.  
 
Figure 45. Subset of aligned compounds from the 1GL. R1 substituents are well aligned to the 
left, and the R2 substituents form a diffuse mass to the right due to increased degrees of freedom. 
 A CoMFA model was generated for the 1GL Merck subset library (1GL-MSL) using 
SYBYL-X, giving a 6-component PLS model with Q2LOO= 0.498 and R
2 = 0.77. While the value 
of Q2 LOO meets the acceptance criteria established previously, the correlation is too low. Both 
metrics indicate poor performance of the model with respect to both predictivity and interpolative 
precision. This suggests that the structures generated in the 1GL without constraints are 
introducing a large amount of noise into the model. The predicted versus observed plot shows that 
the overall accuracy of the model (slope of the fit) is good, with the slope being unity (Figure 46). 
The actual fields calculated by the CoMFA analysis are generally focused on the quinoline ring 
substituent, further supporting the analysis that the variability in the positioning of the R2 
substituent is affecting the model performance through increasing noise (Figure 46). 
 
Figure 46. Predicted versus observed results for CoMFA model on the 1GL-MSL.  




























Figure 47. Left: CoMFA model fields generated for the 1GL-MSL (blue: increasing positive 
charge beneficial, red: increasing negative charge beneficial, green: increasing steric bulk 
beneficial, yellow: decreasing steric bulk beneficial). Right: Orientation of the BisQuat catalysts 
in the CoMFA field display to the left. 
 To reduce the amount of noise in the structures of the library, the MSL structures were 
reconstructed using an arbitrary dihedral restraint on both R1 and R2 to keep the aryl rings in a 
stable orientation. This artificially reduced the degrees of freedom. This constrained MSL 
(CMSL) was evaluated through CoMFA model development, and a small improvement in 
predictivity was observed (6 component PLS, Q2LOO = 0.52) though the precision of the model 
dropped further from the acceptable limit of 0.8 (R2 = 0.67, Figure 48). This supported the 
hypothesis that the increased degrees of freedom in the R2 substituent were causing problems with 
the model generation, and that there is also a conformer component involved in the success or 
failure of the models.  
 
Figure 48. Predicted versus observed results from CoMFA model developed on constrained MSL. 
 An arbitrary conformer or dihedral constraint has already been shown to offer only small 
improvement in model performance. To arrive at a non-arbitrary conformer constraint, a method 































to bias the conformer population was devised using a fragment of the starting material substrate as 
an anion to complex with the catalyst structures during a conformer search. An initial 
conformationally biased complex was formed by taking the lowest energy conformer of catalyst 
1_1_1, adding the guanidinate anion (Fragment A) and performing a minimization with MOE to 
generate the conformationally biased complex (Complex B) (Scheme 11, top). This structure is 
then modified to remove the substituents and add attachment point labels to give the 2GL Core 
Structure (Scheme 11, bottom, right). Finally, the full in silico library is constructed with MOE’s 
combinatorial library generator, with each complex undergoing a conformer search to find the 
minimum conformer. Removal of the fragment provides the dicationic catalyst structures of the 
second-generation library (2GL). While the energies of the conformers are likely to be inaccurate 
under molecular mechanics minimization, the bias imparted to the complex is the desired effect. 
Scheme 11 
 
 A comparison between the first- and second-generation libraries was performed using the 
MSL catalysts from the 1GL and 2GL, shown in Figure 49. In comparison, the biased conformers 
of the 2GL show much less diffuse pattern in orientation around the quinoline ring, with the R2 
substituents in similar disposition to the catalyst core. With this promising result, L-J CoMFA 
models were developed using the 2GL-MSL. In this case, the 8-component PLS model developed 
had modest predictivity (Q2LOO = 0.46) and was correlative (R
2 = 0.85). Having met the acceptance 
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criteria, the structures of the 2GL were taken forward for custom QM/MM MIF descriptor 
calculations and 3D-QSAR model generation.  
 
Figure 49. Left: 1GL-MSL structures aligned, showing large variation in R2 group rotation about 
quinoline right. Right: 2GL-MSL structures aligned showing less rotation of the R2 group around 
the quinoline ring of the core.   
3.3.2.4 3D-QSAR Modeling of 2GL-MSL with Denmark Group QM/MM MIF Descriptors 
 A series of QSAR models were developed on the MIF descriptor set generated from the 
superimposed 2GL-MSL structure library. This distinction is important, as the descriptor set 
would be different for the full 2GL as the superposition and grid-based descriptors would be 
different upon the addition of the rest of the catalysts. The best model (Q2LOO = 0.6) was based on 
the MARS modeling method, which generates a regression model based on a series of hinge 
functions. The accuracy of the model was good (slope of observed versus predicted selectivity was 
unity) but the precision was poor (R2 = 0.64) as shown in Figure 50. The precision of the model 
suffers due to the number of catalysts with different structures (and therefore chemical properties) 
that maintain similar enantioselectivity in the reaction. These are seen as horizontal regions of in 
the predicted versus observed graph, where different catalysts with different properties are 
predicted to have a range of selectivity but actually exhibit near-identical selectivity. 
 Once the descriptor set for the full 2GL was completed, the same process was carried out 
to generate models on the data from the MSL catalysts to begin predicting new catalysts for 
synthesis. However, with the full library descriptor set assembled, it was impossible to generate 
PLS or MARS 3D-QSAR models with positive Q2 or good R2 (Average R2 = 0.3). In addition, the 
models that were fit to the data predicted novel catalysts in the 2GL would have observed 
selectivities that were much too high (ΔΔG > 10 kcal/mol). Clearly, the descriptor set calculated 




Figure 50. Predicted versus observed selectivity for 2GL-MSL MARS 3D-QSAR model. 
 Eventually, it was determined that the issue with the descriptors calculated for the 2GL was 
a problem inherent to the use of grid-based descriptors. Even with the modifications to the 
conformer structures of the 2GL, the sheer number of compounds makes accurate superposition 
almost impossible, and the core regions of the molecules are occluded by other structures in the 
superposition. The result is that the core region of each catalyst is devoid of any grid point 
descriptors, and the actual changes in catalyst structure were not being accurately probed by the 
MIF descriptors. The occlusion problem is demonstrated in Figure 51. To the left, a superposition 
of 5,000 2GL structures is shown in comparison to 500 2GL structures to the right. In the 5,000-
structure case, it is impossible to even see the core scaffold within the cluster of compounds. 
However, in the 500-catalyst superposition, the core is clearly visible.  
 
Figure 51. Left: 5,000 2GL catalyst structures aligned. Right: 500 2GL catalyst structures aligned. 






























 A new strategy for QM/MM grid point MIF descriptor calculation and model development 
was devised. Instead of one large descriptor set, the 2GL library would be broken into 500-catalyst 
mini-libraries, with the 177 catalysts of the MSL included in each mini library for a total of 677 
catalysts in each library. Each library would be aligned separately, have a unique set of QM/MM 
grid point MIF descriptors calculated, and an ensemble of 3D-QSAR models developed. The mini-
libraries would then be ranked by average Q2 of the ensemble models.  
For each mini-library, the catalyst selection protocol was as follows: (1) 7-10 different 3D-
QSAR models of different types were trained on the MSL data, (2) each model was used to predict 
the top ten selective catalysts for each model, then (3) catalysts that were ranked in the top ten for 
multiple models were chosen for synthesis, with those appearing in the most models being chosen. 
Under this protocol, only catalysts that appear in the maximum number of “top ten” rankings are 
selected. For example, if two catalysts are ranked top ten for 4 models, and three other catalysts 
are ranked top ten for 3 models, then the two original catalysts are chosen for that library. The final 
list of 20 catalysts that were chosen for synthesis as potential high-selectivity catalysts were those 
selected from top ten rankings in the libraries that had the highest average Q2. Following this 
protocol, 20 BisQuat catalysts were chosen for synthesis. The final selection of 20 BisQuat 
catalysts chosen for synthesis in this manner are shown in Figure 52, with the predicted selectivity 
for the catalysts as %ee. The original 20 catalysts chosen had 3 catalysts with a 2,4-
dimethoxybenzyl substituent. The decision was made to exclude these catalysts due to the 
difficulty in generating the alkylating agent (and the catalyst itself would probably be unstable). 
These catalysts were replaced by selecting an additional 3 catalysts from the next library in the 
ranking. It should be noted that the actual predicted selectivity for the compounds was considered 




Figure 52. BisQuat catalysts selected for synthesis with predicted enantioselectivity.  
3.3.2.5 Catalyst Synthesis  
  The BisQuat catalyst synthesis proceeds in two steps: (1) formation of the parent 
cinchonidinium catalyst through alkylation of the quinuclidine nitrogen atom, followed by (2) 
alkylation of the quinoline nitrogen atom. Synthesis of the thirteen parent cinchonidium catalysts 
proceeded smoothly, with generally good yields (Table 15). Two methods were used to quaternize 
the quinuclidine with benzyl bromides. For robust, stable benzyl bromides, the reaction was 
performed in IPA at 70 ºC to achieve full conversion in 18 h (Method A). For more sensitive benzyl 
bromides (and subsequent catalysts), a non-heating method in acetonitrile was used (Method B). 
Method B, while a milder set of conditions generally required 4 d to achieve full conversion to the 
desired cinchonidium salt. More electron-rich benzyl bromides resulted in lower yields (Table 15, 
9h, 9j). Compounds 9e and 9i were found to be sensitive to both heat and silica gel. The parent 




Table 15. Synthesis of Parent Cinchonidium Catalysts 
 
 Merck published the original conditions for synthesizing the BisQuat catalysts, with the 
conditions being like Method A of the cinchonidium salt synthesis but with the solvent switch to 
a DMF/IPA mixture at 70 ºC (Scheme 12). However, for most of the parent cinchonidinium salts, 
these conditions led to the formation of significant quantities of the Hoffmann elimination 
products. The purification of these compounds is not trivial, but silica gel chromatography was 
effective in removing the Hoffmann elimination product, but 50% mass loss of the desired 






 The easiest way to prevent the Hoffmann elimination products was to run the reactions at 
room temperature. However, at room temperature the quaternization of the quinoline ring is 
exceedingly slow, requiring more than 7 d to reach full conversion. However, changing the solvent 
to N-methylpyrrolidone, increasing the equivalents of the electrophile to 3 equivalents, and the 
addition of 5 mol% sodium iodide (NaI) reduced the reaction times to 4-7 d total (Method B). The 
final conditions used to synthesize the BisQuat catalysts are summarized in Table 16. The yields 
obtained are quite variable depending both on which method is used and the reacting partners. Two 
BisQuat catalysts were difficult to obtain (1_49_237 and 1_49_67). Both catalysts were collected 
as heavily impure mixtures. It is unknown what the impurities were, though the Hoffmann 
elimination product was likely one of them. The 20 BisQuat catalysts that were synthesized 
(including the impure 1_49_237 and 1_49_67) were shipped to Merck for testing in the 
asymmetric intramolecular aza-conjugate addition reaction under study. 
3.3.2.6 Catalyst Enantioselectivity Screen Results 
 The enantioselectivity results of the 20 catalysts are given in Table 17, comparing the 
predicted and observed selectivity results reported to the Denmark lab by Merck. The results are 
disappointing, with none of the synthesized catalysts giving a higher enantioselectivity than those 
already in the original MSL dataset. As an external validation exercise, these results demonstrate 
that the ensemble models developed on the Merck subset library selectivity data do not accurately 
predict high selectivity catalysts, and that the models are not accurate.  With these results, further 
analysis was required to determine why the 3D-QSAR models developed were inaccurate. At this 
point, Merck moved forward with testing additional BisQuat catalysts and developing 2D-QSAR 
models using their own proprietary QSAR workbench as well as developing a new catalytic system 
to affect the aza-conjugate addition and so further work toward modeling the MSL dataset and 
synthesizing new BisQuat catalysts did not occur. However, further analysis was performed on the 
MSL data using more novel data sets to determine if there is a potential data quality issue, or if 




Table 16. Synthesis of the BisQuat Catalysts 
 
3.3.2.7 Evaluation of the MSL with Other Descriptor Sets 
 Following the collaborative effort with Merck, two separate descriptor sets were calculated 
for the Merck subset library for which selectivity data is known. Both GRINDs and 
ASO+ESPMAX descriptors were calculated for the MSL structures. The GRIND descriptor space, 
projected through a 2-component PCA is shown in Figure 53. An interesting clustering 
phenomenon is observed, and it appears that the GRIND in this case can discriminate some regions 
of higher and lower selectivity. However, though the clustering looks promising, the amount of 
overlap clearly shows that there are catalysts with calculated properties or similar location in 
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chemical space defined by the GRIND that have very different selectivity. This is similar to what 
was observed with the MIF descriptor set.  
 
Table 17. Results from Merck Screening the 20-Catalyst Test Set 
Entry Catalyst Predicted %ee Observed %ee 
1 1_113_95 78% 52% 
2 1_150_126 90% 22% 
3 1_159_266 90% 27% 
4 1_211_129 85% 76% 
5 1_211_162 86% 66% 
6 1_211_261 86% 67% 
7 1_211_78 85% 74% 
8 1_224_103 87% 41% 
9 1_23_42 >99% 12% 
10 1_247_103 94% 49% 
11 1_247_57 81% 62% 
12 1_259_242 98% 60% 
13 1_31_266 79% 19% 
14 1_38_34 82% 25% 
15 1_42_267 91% 35% 
16 1_49_237 99% 24% 
17 1_49_252 98% 40% 
18 1_49_266 99% 6% 
19 1_49_67 99% 5% 








 The ASO+ESPMAX descriptor set does not provide any better discrimination given the 
selectivity data. A 3-component PCA shows the 3D chemical space defined by this descriptor set, 
and the selectivity with location in chemical space is essentially random in this chemical space. 
As with chemical intuition, all three different descriptor-based chemical space definitions were 
unable to differentiate selective and unselective catalysts. This demonstrates the failure of the 3D-
QSAR models to generate an accurate representation of the structure-activity relationship for these 
catalysts. 
3.3.2.8 Data Quality 
 Following the round of catalyst screening performed collaboratively with the Denmark lab, 
Merck reported resynthesizing a subset of the BisQuat catalysts of the original MSL dataset. They 
found that at least 4 catalysts demonstrated different enantioselectivity (3 catalysts increased 
selectivity from 10-20% ee to 73-79% ee, with the fourth incapable of being synthesized). 
Additionally, Merck has expressed doubt whether or not any nitro-group containing catalysts were 
actually synthesized. It is worth noting that the nitro-group containing catalysts within our training 
set were successfully synthesized. With the trends in selectivity already suspect due to 
descrepancies in the original data set, this revelation has cast the entire dataset as somewhat 
questionable. Unfortunately, the entire set of 177 catalysts has not been resynthesized and tested. 
The fact that there could be many incorrect data points has clouded the analysis of 3D-QSAR 
performance, and has led to the subsequent ceasing of model development on this data set within 
the Denmark lab.  
 
 
Figure 54. ASO+ESPMAX descriptor space for MSL, 3 component PCA. More selective 





 Given the concerns of the empirical selectivity data from which this entire collaboration 
was based, the discussion of the performance of the Denmark group chemoinformatic process is 
difficult to discern. The quality of the data, from the small amounts that have been attempted to be 
reproduced, is certainly suspect without further validation.  The analysis presented here will 
assume that much of the information given to us by Merck is correct until otherwise proven. 
While this collaboration involved making 3D-QSAR models with MIF descriptors, the 
original custom descriptors used in the chemoinformatic workflow which have proven inadequate 
for use with neutral compounds, the electrostatic MIF descriptors generally perform well with 
highly charged compounds. The disadvantage of course is that the MIF descriptors use only a 
single conformer of the catalyst to develop models. The biasing technique used to generate the 
second-generation library 2GL is a novel approach to dealing with conformationally flexible 
molecules in a 3D descriptor context. Qualitatively, including a conformer minimum search with 
an anionic substrate fragment led to a structural library that had (qualitatively) a significantly 
reduced amount of noisy, free-rotating structures following alignment. Furthermore, based on the 
selectivity data, not even the descriptor set that is designed to incorporate conformer data (ASO 
descriptors) can accurately correlate selectivity with chemical space for these compounds. 
The inability of both the MIF descriptors, GRINDs, and ASO+ESPMAX descriptors to 
adequately define a meaningful chemical space for these BisQuat catalysts (with respect to 
selectivity) is baffling. The only conclusion that can be drawn is that there is aspect of the BisQuat 
catalytic system that cannot be elucidated by looking at a single catalyst structure (monomeric 
catalytic species). It could be that the active catalyst itself is not the BisQuat by itself, but rather 
some multi-component aggregate. If this is the case, the structural and electronic features of a 
single catalyst as calculated may not have any correlation with the selectivity observed. This would 
certainly explain the large changes in selectivity with small perturbations to catalyst structures. As 
it is, the 3D-QSAR chemoinformatic methods developed in these laboratories are incapable of 
modeling the BisQuat catalysts at the current level of understanding.  
3.3.4 Conclusions 
 In collaboration with Merck, a series of BisQuat catalysts were selected through predictions 
made by 3D-QSAR models of a dataset provided by Merck of BisQuat catalyst selectivity on an 
intramolecular asymmetric aza-conjugate addition reaction. These 20 BisQuat catalysts were 
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synthesized and screened by Merck, with all the catalysts falling short of predicted 
enantioselectivity. Subsequent analysis demonstrated that for all the descriptor sets developed and 
utilized in these laboratories that no chemical space defined correlates location with selectivity, 
and thus are incapable of correlating chemical properties with selectivities. This has led to the 
conclusion that the catalytic system under which the BisQuat catalysts operate cannot be 
adequately described by a single catalyst molecule model, and leads to further mechanistic 
questions with respect to the origin of stereoselectivity. Without further information, it is unlikely 
that a chemoinformatic solution will be found for the problems presented in this work. 
3.4 Evaluating the Universal Training Set Principle Through the Carbonyl-Ene Reaction 
3.4.1 Introduction 
 To determine the viability of the UTS concept within the chemoinformatic workflow, a test 
UTS with a test reaction was desired. Originally, effort in these laboratories was focused on the 
synthesis of a UTS for the bisoxazoline scaffold. However, the difficulty in synthesizing many of 
the amino alcohols that lead toward the final bisoxazoline ligands made this untenable. To quickly 
determine if the UTS concept was viable, a training set that was more easily synthesizable was 
desired. This led to the BINOL-based phosphoric acid derivative63 library, chosen for this endeavor 
due to the ease of synthesis by which the catalysts could be made. While the catalysts themselves 
only have a single 3,3’-substituent point of diversity, it is known that varying this substituent can 
lead to vastly different changes in enantioselectivity, depending on the transformation. 
 To ensure the data obtained by screening this UTS would be most useful, a test-bed 
reaction, known to exhibit a range of selectivity with different BINOL-based catalysts, was 
needed. This is because a reaction with a flat selectivity surface would not give an accurate 
representation of the diversity of the UTS. For instance, in these laboratories, a BINOL-
phosphoramide catalyzed β-silyl Nazarov cyclization method was developed, but a limited screen 
of 15 members of the BINOL-UTS gave all racemic results (See Appendix C for more details). 
After a search of the literature, the BINOL-phosphoramide catalyzed carbonyl-ene reaction 
reported by Reuping was chosen as the test-bed reaction (Table 18).98 In the report, the authors 
tested several different BINOL-phosphoramide catalysts and observed a wide range of 
entantioselectivity (Table 18). Of interest was the difference in enantioselectivity between the 
silyl-substituted BINOL catalysts (Table 18, entries 8-9), with a minimal steric change resulting 
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in a large shift in selectivity. Thus, it was decided to screen this reaction with the BINOL-UTS. 
Additionally, the reaction was tested with the highest selectivity catalyst on many substrates. This 
led to the development of substrate-based ASO descriptors for use in model development from 
data acquired through screening the carbonyl-ene reaction.  
3.4.1.1 Objectives 
 The goals of this work were focused on proving the viability of a Universal Training Set 
in a reaction known to have a variable selectivity surface with respect to catalyst properties. A 
secondary goal was to attempt to utilize the UTS catalysts to generate QSAR models, but also to 
determine if substrate and product based descriptors can increase predictivity in models. This 
would be advantageous, as adding substrates and products to the model could assist in increasing 
data points for modeling without requiring additional catalyst synthesis. Thus, not only was the 
UTS to be screened on the test substrate used on the paper, it would also be screened on two 
additional substrates, one demonstrated in the paper (2-isoprenylnaphthalene 14), and 2-methoxy-
α-methylstyrene 16, an ortho-substituted substrate dissimilar from those reported in the original 
paper (Scheme 13).   
Table 18. Selectivity of BINOL-Phosphoramides in Carbonyl-Ene Reactiona 
  
Entry cat R-group yield (%) ee 
1 1_iv phenyl 41 53 
2 2_iv 2-naphthyl 63 81 
3 99_iv 3,5-(CF3)2C6H3 32 36 
4 6_iv phenanthryl 52 28 
5 5_iv 9-anthracenyl 24 26 
6 64_iv biphenyl 61 77 
7 17_iv p-NO2C6H4 70 86 
8 223_ix SiPh2Me [H8] 34 56 
9 245_ix SiPh3 15 7 
10 29_ix p-MeOC6H4 [H8] 86 95 







3.4.2.1 Screening the BINOL Universal Training Set 
 At the commencement of this investigation, the Denmark lab had completed 36 BINOL-
phosphoryltrifylamides of the 50-member UTS (see UTS selection in Chapter 2). While the 
synthesis of 3,3’-substituted BINOLs were generally straightforward, the synthesis and 
purification of the catalysts to analytical purity remains a challenge that has not yet been solved in 
a general manner. An initial screen with 19 of the 36 available catalysts was performed in duplicate 
using α-methylstyrene 11 as the test substrate, with the results presented in Table 19. The spread 
of enantioselectivity data is wide, ranging from racemic to excellent. An interesting note is that 
the yield of the desired product 13 was quite variable, seemingly affected by both substituent as 
well as whether the catalyst was a phosphoramide or a thiophosphoramide. The 19 catalyst screen 
had some overlap (identical 3,3’-substituents, though aside from Ph, the core and acid derivative 
were different) with the original catalysts tested by the Reuping group, which allowed for 
benchmarking the performance of catalysts synthesized in the Denmark lab with those of the 
published report. Satisfyingly, the exact catalyst shared between the two had nearly equivalent 
enantioselectivity (78:22 e.r. vs 77:23 e.r., Table 18, entry 1; Table 19, entry 14).  
 Several of the screening reaction runs had e.r. values that were not as precise as desired 
(Table 19, entries 2, 5, 9, 17) and more runs were performed for these catalysts. These results are 
presented in Table 20. Surprisingly, for one of the most selective catalysts, 76_ix, the triplicate 
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and quadruplicate runs show drastically reduced enantioselectivity (average e.r. from 92:8 e.r. to 
70:30 e.r., Table 20, entry 1). The conversion of the reaction also was drastically reduced; the third 
and fourth runs of catalyst 76_ix gave the product in 18% yield, as opposed to 63%. As each run 
used the same source of catalyst, suspicion quickly turned to the reagents used in the reaction. The 
source of α-methyl styrene 11 and the solvents used were identical for all runs. Upon checking the 
trifluomethylpyruvate 12, it was found the reagent had decomposed significantly and was 
contaminated with both the pyruvate hydrate 18 as well as several unidentified products (Scheme 
14). The reagent itself was also highly acidic, with a pH < 1, prompting the hypothesis that the 
reduced enantioselectivity was due to a background reaction. However, the low yield of the 
irreproducible reactions contradicts this hypothesis unless the catalyst is deactivated entirely, and 
the background reaction is slow. 
Several sources of the pyruvate 12 were purchased and subjected to various purification 
methods, with carbonyl-ene reactions using the two highest selectivity catalysts to verify whether 
the purification had successfully removed the source of the problem. The results of the verification 
reactions are shown in Table 21. The pyruvate 12 was purchased from both Aldrich and Oakwood. 
The Aldrich sourced pyruvate 12 arrived in an ampule, whereas the Oakwood sourced pyruvate 
XX arrived in a regular brown-glass bottle. The Aldrich pyruvate looked clean by 1H NMR, but 
was highly acidic (pH < 1). The pyruvate 12 was treated with heat-fused potassium phosphate 
tribasic (K3PO4) and stored in the glove box, but gave poor enantioselectivity with both test 
catalysts (Table 21, entries 1 and 2). The Oakwood-sourced pyruvate was tested prior to 
purification with both catalysts as the NMR was pristine and it was not overly acidic on arrival, 
and gave similar results to the phosphate-treated pyruvate (Table 21, entries 3 and 4). The 
Oakwood-sourced pyruvate was put through a column of activity 1 basic alumina, and then 
immediately used in duplicate test reactions with catalyst 29_iv (Table 21, entry 5). In this case, 
the enantioselectivity observed increased slightly. In a final attempt, the Oakwood-sourced 
pyruvate was treated with solid sodium carbonate (Na2CO3), followed by a simple distillation. 
When this material was subjected to a test reaction with catalyst 29_iv, the enantioselectivity was 






Table 19. Initial BINOL-UTS Screening Data in Carbonyl-Ene Reactiona 
 
 
aAll reactions performed on 0.1 mmol scale. bEnantiomeric ratio determined by chiral GC analysis. cYield determined 
by GC using biphenyl as an internal standard. 









1 5_x 50:50 51:49 7% 11 328_x 51:49 51:49 6% 
2 210_ix 65:35 57:43 82% 12 115_iv 88:12 89:11 90% 
3 100_v 53:47 54:46 16% 13 205_ix 53:47 54:46 40% 
4 245_x 49:51 50:50 7% 14 1_iv 78:22 78:22 53% 
5 223_iv 80:20 84:16 47% 15 182_iv 50:50 53:47 60% 
6 202_ix 54:46 55:45 38% 16 365_ix 51:49 51:49 12% 
7 229_x 41:59 40:60 20% 17 242_v 59:41 56:44 35% 
8 229_iv 58:42 57:43 18% 18 147_iv 62:38 63:37 25% 
9 76_ix 91:9 94:6 63% 19 29_iv 93:7 93:7 66% 
10 181_v 48:52 51:49 6%      
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Table 20. Reproducibility Screens for Several BINOL-UTS Catalystsa 
 
 
Entry Catalyst e.r.b Run 1 e.r.b Run 2 e.r.b Run 3 e.r.b Run 4 
1 76_ix 91:9 94:6 71:28 69:31 
2 223_iv 80:20 84:16 82:18 n.d. 
3 210_ix 65:35 57:43 52:48 60:40 
4 242_iv 59:41 56:44 52:48 n.d. 
aAll reactions performed on 0.1 mmol scale. bEnantiomeric ratio determined by chiral GC analysis. 
Scheme 14 
 
With the purified pyruvate, a large 111 reaction screen was performed, subjecting the α-
methylstyrene 12 substrate to the remaining UTS catalysts on hand in duplicate, as well as the 
previously irreproducible catalysts as a measure of the validity of data gleaned from the screen. In 
addition, the other two test substrates (2-isoprenylnaphthalene 14 and 2-methoxy-α-methyl styrene 
16) were screened with single experiments of all 36 catalysts. However, when the validation 
reactions were checked 24 hours into the screening run, the enantioselectivity for both 76_ix and 
29_iv were both below 70:30 e.r. At this point, due to the irreproducible nature of the reaction, the 
screening reactions were abandoned until a cause could be determined. Attempts were made to 
purify catalysts 29_iv and 76_ix to analytical purity, but unfortunately the desired level of purity 
was never reached with any BINOL-phosphoramide catalyst. The only data that appears 




Table 21. Attempted Purification of Pyruvate to Restore Enantioselectivitya 
 
Entry Catalyst Pyruvate Source Purification e.r.b 
1 76_ix Aldrich K3PO4 treated 68:32, 60:40 
2 29_iv Aldrich K3PO4 treated 68:32, 65:35 
3 76_ix Oakwood None 68:32, 69:31 
4 29_iv Oakwood None 68:32, 70:30 
5 29_iv Oakwood Basic Alumina 
Column 
74:26, 76:24 
6 29_iv Oakwood Na2CO3 treated, 
simple distillation 
91:9, 91:9 
aAll reactions performed on 0.1 mmol scale. bEnantiomeric ratio determined by chiral GC analysis 
3.4.2.2 QSAR Models Developed from the Carbonyl-Ene Selectivity Data 
 With the irreproducibility problems observed in the UTS screening process, the original 
goal of performing a full iteration of the workflow using the data acquired on three substrates was 
not achieved. However, the data gathered as well as that in the original report by Reuping provided 
a secondary chance to develop iterative QSAR models as well as explore the use of substrate and 
product descriptors in conjunction with catalyst descriptors in model development. To that end, a 
series of QSAR models were developed on the limited data presented in the paper. The full set of 
data from the paper is shown in Table 22. 
3.4.2.2.1 Modeling Methods 
 The models used in this analysis are multilinear regression models provided by scikit-learn 
python package, as described previously. The models used are LASSO83, ElasticNet84, Random 
Forrest Regression (RF)74, Support Vector Regression (SVR)75, and Partial Least Squares 
Regression (PLS). The descriptor set used in the model generation are ASO+ESPMAX 
descriptors, calculated for catalysts, substrates, and products. Prior to model generation, the 
ESPMAX descriptors are scaled to have a zero mean and unit variance. The observable data used 
in the models is ΔΔG, calculated from the enantiomeric ratio observed in the products, and the 
observable is scaled to have a zero mean and unit variance. The scaling methods used on the 
ESPMAX descriptor and the observable data are required for the modeling methods to provide 
accurate fitting and cross-validation.  The ASO descriptors were not scaled to preserve the 
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structure of the descriptor feature space. All model generation was performed using Python scripts 
developed in these laboratories by the author.  
Table 22. Catalyst Data and Substrate Scope of Reuping’s Carbonyl-Ene Reactiona 
 
Entry cat Cat R-group R1 e.r. 
1 1_iv phenyl Ph 77:23 
2 2_iv 2-naphthyl Ph 91:9 
3 99_iv 3,5-(CF3)2C6H3 Ph 68:32 
4 6_iv phenanthryl Ph 64:36 
5 5_iv 9-anthracenyl Ph 63:37 
6 64_iv biphenyl Ph 89:11 
7 17_iv p-NO2C6H4 Ph 93:7 
8 223_ix SiPh2Me [H8] Ph 78:22 
9 245_ix SiPh3 Ph 54:46 
10 29_ix p-MeOC6H4 [H8] Ph 98:2 
11 29_ix p-MeOC6H4 [H8] p-MeOC6H4 96:4 
12 29_ix p-MeOC6H4 [H8] p-MeC6H4 98:2 
13 29_ix p-MeOC6H4 [H8] m-MeC6H4 98:2 
14 29_ix p-MeOC6H4 [H8] p-EtC6H4 97.5:2.5 
15 29_ix p-MeOC6H4 [H8] p-FC6H4 96:4 
16 29_ix p-MeOC6H4 [H8] 2-naphthyl 97.5:2.5 
17 29_ix p-MeOC6H4 [H8] 4-biphenyl 98.5:1.5 
18 29_ix p-MeOC6H4 [H8] p-tBuC6H4 97:3 
19 29_ix p-MeOC6H4 [H8] m,p-Me2C6H3 96:4 
20 29_ix p-MeOC6H4 [H8] p-Br-4-biphenyl 98:2 
21 29_ix p-MeOC6H4 [H8] tetralinyl 97.5:2.5 
22 29_ix p-MeOC6H4 [H8] indanyl 97.5:2.5 
23 29_ix p-MeOC6H4 [H8] p-ClC6H4 96.5:3.5 
  aData reproduced from reference98 
3.4.2.2.2 Model Generation on Reported Data 
An ensemble of models was generated on the catalyst data alone, and then the substrate and product 
data from the scope reported in the paper was added to a second round of models. The metrics of 
performance of these models are presented in Table 23 (catalyst data only, 10 data points) and  
Table 24 (catalyst and substrate/product data (CSP), 23 data points). Unsurprisingly, the models 
generated on the 10-catalyst data show quite poor predictivity, though give high R2. This suggests 
that the models themselves are overfit when trained on the full 10 data points. However, the models 
generated on the CSP dataset gave excellent Q2 scores (all Q2 > 0.7), suggesting that these models 
are much more predictive. The highest rated model was the ElasticNet model ( 
96 
 
Table 24, entry 2, Figure 55). With these models, the mean average error (MAE) was calculated 
during the cross-validation step as well to determine how inaccurate the models were during cross-
validation.  
The MAE of most of the models was still quite high considering the range of the observable 
is only 2.2 units. The models were also checked for overfitting by scrambling the observable 
variable, with each giving a negative Q2 with a shuffled observable set. This indicates that it is 
unlikely that the models were overfit. The LASSO, ElasticNet, 2-component PLS, and 4-
component PLS were then used to screen the UTS to use the UTS as an external validation set for 
these models. Each model predicted that the 3,3’-(p-cyclohexyl-phenyl)-H8-BINOL catalyst 76_ix 
(Figure 56, left) would be the highest selective catalyst in the training set. 
Table 23. Data of QSAR Models Generated on 10-Catalyst Data Set 
Entry Model Type Q2 R2 
1 LASSO -4.72  6.30 0.97 
2 ElasticNet -6.19  8.10 0.87 
3 PLS (2 comp) -3.07  4.51 0.75 
4 PLS (4 comp) -2.54  3.29 0.95 
5 PLS (6 comp) -2.68  3.07 0.999 
6 RandomForest -5.06  8.07 0.67 
 
Table 24. Data for Models Generated on CSP Data 
Entry Model Type Q2 (kfold) R2 CV MAE  
1 LASSO 0.72  0.11 0.92 0.42  0.27 
2 ElasticNet 0.75  0.05 0.96 0.39  0.23 
3 PLS (2 comp) 0.70  0.15 0.88 0.45  0.23 
4 PLS (4 comp) 0.74  0.06 0.96 0.39  0.18 
5 PLS (6 comp) 0.74  0.06 0.99 0.43  0.12 
6 RandomForest 0.77  0.25 0.92 0.49  0.41 





Figure 55. Predicted versus observed values for the ElasticNet model on the CSP data.  
Surprisingly, the 3,3’-(p-methoxyphenyl)-BINOL catalyst 29_iv (Figure 56, right) was not 
ranked very high, considering the H8-varant 29_ix (Figure 56, middle) is the most selective 
catalyst in the CPS dataset. This suggests that the model is weighting the H8-backbone more 
heavily than the substituents at the 3,3’ position. 
 
Figure 56. Left: Catalyst 76_ix predicted to be the most selective catalyst of BINOL UTS. Middle: 
Most selective catalyst from the original report. Right: Similar catalyst not ranked highly by QSAR 
models. 
 Once the screening of the first 19 catalysts was completed, as described previously, it was 
found that catalyst 76_ix was indeed highly selective, with an average 92:8 e.r. The p-methoxy 
catalyst 29_iv was also highly selective, with an average selectivity of 93:7 e.r. Overall, the 
predictions made by the models trained on the CSP data over-predicted the selectivity for most of 
the UTS catalysts that were screened in the first round. With the limited number of catalysts 
explored in the original publication, the lack of broad predictive power against the UTS is not 
surprising, and gives an excellent example of a limited domain of applicability for these models 
(Figure 57). The domain of applicability is the range of compounds for which a model can 
accurately predict. The catalysts that are predicted well (such as 76_ix) are within the domain of 
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applicability99 (Figure 57, blue), whereas the underpredicted compounds (Figure 57, red) are 
outside of that narrow window.  
The selectivity data from the 18 novel catalysts from the UTS that were screened was added 
for a second round of modeling efforts. With 28 catalyst data points, catalyst-descriptor only 
models were attempted. However, even with the increased number of catalysts, each model 
calculated gave a poor Q2 result (Table 25, entries 1-5). Models trained when incorporating the 
substrate and product descriptors and selectivity data, however, were again highly predictive 
(Table 25, entries 6-10). 
 
Figure 57. Predicted versus observed values for round 1 of UTS screening, predictions from the 
ElasticNet QSAR model.  
 It is hypothesized that the predictivity increased due to a higher number of high selectivity 
results (the substrate/product pairs in the original report all had high enantioselectivity). An 
ensemble of models was trained on a dataset with the most selective catalyst repeated 10 times. 
However, these models have poor Q2 as well (Table 25, entries 11-15). The only way predictive 
QSAR models could be generated on the carbonyl-ene data is when catalyst, substrate, and product 
descriptors are combined. Unfortunately, these models could not be evaluated with further 




Table 25. QSAR Models on Round 1 UTS and Original Data 
Entry Model Type Descriptor 
Pool 
Q2 (kfold) R2 CV MAE 
1 LASSO Catalyst -4.72  6.30 0.97 0.50  0.26 
2 ElasticNet Catalyst -6.19  8.10 0.87 0.53  0.17 
3 PLS (2 comp) Catalyst -3.07  4.51 0.75 0.41  0.07 
4 PLS (4 comp) Catalyst -2.54  3.29 0.95 0.39  0.01 
5 PLS (6 comp) Catalyst -2.68  3.07 0.999 0.45  0.01 
6 LASSO CSP 0.63  0.12 0.98 0.39  0.12 
7 ElasticNet CSP 0.68  0.09 0.99 0.36  0.11 
8 PLS (2 comp) CSP 0.73  0.14 0.77 0.35  0.18 
9 PLS (4 comp) CSP 0.75  0.15 0.91 0.31  0.15 
10 PLS (6 comp) CSP 0.67  0.18 0.96 0.35  0.15 
11 LASSO Cat+repeat -3.63  6.23 0.9995 1.04  1.40 
12 ElasticNet Cat+repeat -3.63  5.36 1.0 1.06  1.32 
13 PLS (2 comp) Cat+repeat -2.99  4.27 0.60 0.94  1.15 
14 PLS (4 comp) Cat+repeat -3.26  4.48 0.94 0.93  1.18 
15 PLS (6 comp) Cat+repeat -3.22  4.11 0.98 0.93  1.08 
 
3.4.3 Discussion 
3.4.3.1 UTS Screening 
 While the results of the screening effort of this study are disappointing in the face of 
reproducibility problems, the performance of the catalysts screened before the problems began is 
a positive outcome. The priority of testing the BINOL Universal Training Set was to determine if 
the catalysts would give a wide range of selectivity in a reaction known to undergo enantioselective 
catalysis with this scaffold. To that end, the range of selectivity observed with the initial series of 
training set compounds is very encouraging. The selectivity of the catalysts ranges from racemic 
to excellent enantioselectivity. This initial result supports the claim that the Universal Training Set 
of catalysts encompasses a wide range of diverse catalyst properties. However, without a complete 
training set and selectivity, certainty is impossible. And it should be noted that the success of the 
UTS in optimizing a reaction will solely depend on the transformation under investigation, as there 
will be causes where no BINOL-based catalyst will impart selectivity, as already observed with 
the β-silyl Nazarov cyclization developed in these laboratories (see Appendix C).  
 The initial data obtained through screening the UTS catalysts appears robust and reliable. 
For a few catalysts there was a small precision error, but the reactions were set up in duplicate, in 
parallel, under careful conditions and the results of the duplicate runs agree well in all selectivity 
regimes. However, subsequent attempts to screen the reaction met with many reproducibility 
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problems. It should be stressed though that the original catalyst screen is considered reliable data 
due to the agreement of selectivity in the duplicate runs.  
Several problems arose during the testing of the UTS catalysts under this reaction protocol. 
First, the most obvious source of reproducibility was the most sensitive reagent involved in the 
reaction, the trifluoromethyl pyruvate 12. It was found that this slowly decomposes to the hydrate 
18 and many other products when left exposed to the atmosphere. However, even when purified, 
a test reaction series with the same batch of catalyst could give varied results from reaction to 
reaction. In the reactions with low selectivity, the yield was also significantly decreased. This 
suggests that a background reaction is not to blame for the lowered selectivity, leaving only the 
catalyst and the reaction set up to be potential sources of irreproducibility. It should be noted that 
the extremely low catalyst loading used in these reactions (1 mol%) makes even a small impurity 
capable of ruining the reaction. Inconclusive data was obtained about the reaction set up, but even 
setting the reaction up in an argon filled dry glovebox did not remove the variability observed.  
The other potential source of irreproducibility is in the catalysts. It seems odd, that the same 
batch of catalyst (which were used in the reproducibility study) would give such varied results. 
However, the purification of these is not well characterized in the literature, and were often 
impossible to get entirely purified. It is known widely now that these types of highly-acidic catalyst 
often form salts during the synthesis and purification. The catalysts utilized in this study were 
synthesized and purified according to the general literature precedents, but it is possible that the 
catalysts used were not homogenous mixtures, and that as time progressed more impure catalyst 
was used.  
 The original report of the carbonyl-ene reaction developed by Reuping showed interesting 
solvent trends, with the enantioselectivity of the reaction varying significantly between different 
aromatic solvents, and even between isomers of xylenes. With the observed reproducibility 
problems in the hands of the Denmark lab, the only conclusion that can be arrived at is that the 
carbonyl-ene reaction, as reported, is very sensitive and not robust. Unfortunately, this makes it a 
poor target as a test reaction for the chemoinformatic workflow. 
3.4.3.2 QSAR Models 
 While screening the training set of BINOL-phosphoramides wasn’t fully accomplished, the 
data obtained thus far gave interesting results when modeling the data. The most peculiar modeling 
result is the success of the models generated on catalyst, substrate and product descriptors. The 
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necessity of the substrate and product descriptors was initially surprising, given that the 
chemoinformatic workflow was originally intended to only model catalyst data. However, when 
one considers that enantioselectivity is not just a function of the catalyst in a transformation, but 
is also a function of the substrate and eventual product, the situation begins to make sense. At first, 
it appeared that the enhanced model capability arose due to the increased number of data points 
with high selectivity due to adding the substrates and products. However, simply repeating high 
selectivity data in the training set does not give the same result. While all the substrates from the 
original report lead to highly enriched products with the chosen catalysts, 29_iv, the enantiomeric 
enrichment of the products vary. Because enantioselectivity is a log scale, the higher the ratio, the 
greater the energy change required to move up a step. Thus, while to the chemist eyes the substrates 
and products have a similar observable variable, these are significantly different. This allows for 
the generation of models that can use the relationships between catalyst, substrate, and product 
descriptors to generate a predictive model. 
 Another surprising result was the ability of the initial models based on the original report 
data set alone to be able to predict the selectivity of some of the UTS compounds. As described 
previously, the predictions in general underpredicted selectivities for most of the catalysts 
screened, but the models trained all successfully predicted that 76_ix would be a high-selectivity 
catalyst. This is another demonstration of the power of the iterative modeling strategy contained 
within the chemoinformatic workflow. The applicability domain of the model toward the overall 
UTS is very small, as the original paper did not have many catalysts in it, and could not be as 
diverse as the UTS which represents all synthetically accessible chemical space of the possible 
BINOL-phosphoramide catalysts. 
3.4.4 Conclusions and Future Directions 
 An initial screen of the BINOL-phosphoramide UTS gave a wide range of 
enantioselectivities in the test-bed carbonyl-ene reaction, supporting the hypothesis that the UTS 
represents the possible chemical space for the BINOL-based phosphoric acid derivatives. 
Unfortunately, the carbonyl-ene reaction under study was found not to be robust, with a wide 
variety of reproducibility issues as this work progressed. Unfortunately, the source for the 
irreproducibility could not be found, and the screening attempts were abandoned. A more robust 
reaction must be found to perform a similar set of screening tests to truly confirm the viability of 
the UTS concept.  
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 Even with the irreproducibility of the chemistry, the information obtained gave another 
opportunity to develop iterative QSAR models and evaluate the predictive power developed within 
them. An ensemble of models was generated on an extremely limited data set, and the models were 
able to predict a high-selectivity catalyst from within the Universal Training Set that would be 
tested. Additionally, the models generated were only predictive if trained using substrate and 
product descriptor data in conjunction with catalyst data. This observation has shifted the modeling 
strategy as part of stage 3 of the chemoinformatic workflow to incorporate the selectivity data for 
multiple substrates in future chemoinformatic workflow applications. The addition of substrate 
and product descriptors also increases the number of selectivity data points without requiring 
additional catalyst synthesis.  
3.5 Conclusions 
 This chapter has summarized three applications of the chemoinformatic workflow, in one 
form or another, to a variety of different catalyst scaffolds and transformations. The first section 
demonstrated the power of developing iterative models from small, diverse, representative training 
sets, with the ability to rank-order the selectivity of catalysts from training sets as small as five 
members. The second section outlined the attempts of using chemoinformatics to model a 
challenging PTC problem, with very similar structures leading to startlingly different selectivity. 
The collaboration with Merck also forced the development of novel techniques for dealing with 
catalysts containing high-degrees of freedom and calculating meaningful descriptors for them. In 
the final section, the application of an actual Universal Training Set of BINOL-phosphoramides 
was attempted on a test-bed reaction. Unfortunately, the carbonyl-ene test reaction lacked 
robustness, and screening the UTS could not be completed reliably. However, a set of QSAR 
models were developed using, for the first time, substrate and product descriptors to generate 








Chapter 4: Using Chemoinformatics to Model Transport- Limited Phase Transfer Catalysis  
4.1 Introduction to Phase Transfer Catalysis 
 Phase-transfer catalysis (PTC) is an extremely useful method for performing nearly any 
type of reaction involving an ionic starting material or intermediate with a neutral partner.35-39,41 
In PTC, two immiscible phases separate reactive reagents. Reaction and catalysis is enabled by a 
phase-transfer reagent; typically, a quaternary ammonium or phosphonium salt that facilitates the 
transfer of a reactive agent between the two immiscible phases. Several characteristics of PTC are 
attractive for industrial applications including ease of scalability, operational simplicity, and ease 
of separation of products from byproducts. A useful aspect of PTC is the ability to catalyze a wide 
variety of reaction types, ranging from redox processes to C-C bond forming reactions.42 An 
important type of C-C bond forming reaction is the alkylation of carbanions formed under PTC 
with inorganic hydroxide bases, termed “hydroxide-initiated PTC”.39 Employing hydroxide bases 
to generate anions that are typically formed using strong bases (LDA, NaH, etc.) highlights the 
advantages in operation and scalability using PTC. Hydroxide-initiated PTC has been highly 
successful in the catalytic, enantioselective alkylation of enolates.43-45  
 The versatility of PTC of reactions involving ionic intermediates places it at the forefront 
of general utility within organic synthesis. However, a fundamental understanding of the structural 
features that lead to catalytic activity and selectivity is still lacking. This deficiency arises from 
the inherent complexity of the roles of catalyst, base, and substrate in a biphasic mixture. For PTC 
to be successful, both physical (transport) and chemical (reactivity) aspects must be considered. In 
hydroxide-initiated PTC, two limiting mechanisms have been proffered to explain the activity of 
the catalyst: the extraction mechanism proposed by Starks53 and the interfacial mechanism 
proposed by Makosza90,100 (Figure 58). The extraction mechanism postulates that quaternary 
ammonium species (Q+) acts to transfer hydroxide (OH–) to the organic phase to generate the 
ammonium enolate (Q+En–) (Figure 58, left). In the interfacial mechanism, the enolate is 
generated at the interfacial region between the organic and aqueous phases by reaction with 
hydroxide (Figure 58right). The quaternary ammonium salt then effects ion exchange and transfers 
the enolate from the interfacial region (desorption) into the organic phase, where alkylation can 
take place.  Numerous kinetic studies have provided evidence for both of these mechanisms, 
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depending on reaction conditions.101 For practical purposes, a general guideline is that PTC 
reactions of carbon acids with a pKa range 18 < x < 25 undergo reaction in the interfacial mode. 
 
Figure 58. Left: Depiction of the Stark’s Extraction Mechanism for hydroxide-initiated PTC. 
Right: Depiction of Makosza’s Interfacial Mechanism for hydroxide-initiated PTC. En = enolate.  
 
The topic of this chapter is utilizing chemoinformatic methods to develop a novel method 
for modelling the kinetic behavior of reactions under transport-rate limited PTC conditions. The 
ability to predict the activity of new PTC catalysts under these conditions will greatly enhance the 
ability of synthetic chemists in optimizing methodologies relying on these types of catalysts.  
4.2  Background 
Despite extensive kinetic investigation, a predictor of catalyst activity in hydroxide-
initiated PTC remains elusive as no general design parameters that lead to high catalytic activity 
have been identified. For PT-catalysts, structure-activity relationships (SAR) have been identified 
for straight-chain tetraalkylammonium (R4N
+) salts that promote reaction of small hydrophilic 
nucleophiles. However, such studies involving hydroxide-initiated PTC are primitive by 
comparison.1e The most commonly invoked structural features of R4N
+ salts in SAR studies is the 
ammonium ion accessibility parameter q.39 The parameter q is a structural descriptor of straight-
chain R4N
+ species originally introduced by Rabinovitz and Halpern in a series of studies that 
aimed to define the limits of the spectrum between the two aforementioned mechanisms.46-49,51 
The parameter q is defined as the sum of the reciprocal of the number of carbons in the R4N
+ chains 
(Equation 4, where Cn is the number of carbon atoms in chain n). After surveying many hydroxide-
initiated PTC reactions, it was observed that most active catalysts had q-values between 1.5 and 
2.0.52 Generally, a R4N



















Although q may exist as a general descriptor for straight-chain R4N
+ ion activity in 
hydroxide initiated PTC, the definition of the parameter prevents its use in the case of more 
complex quaternary ammonium species. As the logic behind the derivation of q was never 
clarified, extension of the parameter is difficult. To address this problem, previous work in these 
laboratories introduced a more general catalyst structure descriptor to correlate with rate data.30,31 
This type of descriptor is of paramount importance in employing asymmetric PTC (APTC) 
reactions that require chiral, branched, and substituted quaternary ammonium species. The ability 
to select catalysts that can out-compete a background reaction is fundamental to chiral catalyst 
design. Although many descriptors were evaluated as potential replacements for q, it was found 
that q correlates well with the solvent accessible ammonium ion surface area descriptor (NC4_SA, 
Figure 59). The NC4_SA descriptor calculates the solvent accessible surface area (ASA) of the 
atoms that comprise the ammonium ion (nitrogen and neighboring carbon atoms), a direct measure 
of ammonium ion accessibility.102 
 
Figure 59. Relationship of the NC4_SA values of all straight-chain alkyl R4N
+ catalysts containing 
4-40 carbon atoms and q. Adapted with permission from S. E. Denmark, N. D. Gould, L. M. Wolf, 
J. Org. Chem., 2011, 76, 4337-4357. 
Once the correlation was established, a kinetic study was performed to investigate the 
relationship of NC4_SA and other molecular descriptors with rate. This previous work used the 
O’Donnell benzylation of glycine Schiff base 5 as a model reaction (Figure 60) to study using 
these descriptors.32,85,86 Catalytic activity data was taken under conditions such that the reaction 
exhibited stir rate dependence with a highly reactive nucleophile ensuring that the reaction is 
transport-rate limiting (i.e. alkylation is not the rate-limiting step).53,54 In the original report, it was 
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shown that NC4_SA had a moderate correlation with the rate of the O’Donnell alkylation in 
conjunction with other molecular descriptors. However, it was found in the original study that the 
amphiphilic cross-sectional area103 descriptor (XSA) acted as a potential single descriptor for rate 
(Figure 60) exceeding the correlation observed in rate models containing NC4_SA. 
 The XSA descriptor first determines the amphiphilic axis (the axis between the center of 
mass of hydrophobic and polar atoms, respectively), then a plane is defined at the center of this 
axis, lying orthogonal to the axis. The area of this plane circumscribing the van der Waals surface 
of the molecule is the XSA value in Å2 (Figure 61). The XSA descriptor models behavior of 
amphiphilic molecules at the highly anisotropic interface between a polar and nonpolar 
environment, and is thus ideally suited to model catalysts operating in the interfacial PTC 
mechanism.104,105  
 A linear increase of rate with increasing XSA was observed until 75 Å2 was reached, and 
which point the reaction rate leveled off, with the larger R4N
+ salts having a maximum area of 131 
Å2. The original work concluded that over the observed range, XSA is proportional to the rate at 
which the Q+En– species can undergo the desorption process from the interfacial region. It is 
proposed that the levelling of rate results from the rate of desorption approaching the diffusion 













































Figure 60. Observed correlation between XSA descriptor and catalyst activity in the O’Donnell 
alkylation. Adapted with permission from S. E. Denmark, N. D. Gould, L. M. Wolf, J. Org. Chem., 
2011, 76, 4337-4357. 
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4.3 Project Objectives 
Depending on the model considered, different interpretations of what XSA physically 
represents are possible. If the constant rate trend was found to continue (Figure 60, Bilinear_1), it 
would indicate that XSA is solely modeling desorption from the interface. If the rate began 
decreasing as XSA increases (fitting models similar to Bilinear_2 and Parab, Figure 60), this would 
indicate that XSA models adsorption to and desorption from the interface. The goal of the study 
herein was to determine the kinetic behavior of PTC catalysts in a higher (>130 Å2) XSA regime 
in the O’Donnell benzylation reaction and determine to which model, if any, the kinetic data 
conforms. Additionally, other descriptors such as q and NC4_SA were also investigated for 
correlative relationships with PTC rates. 
 
Figure 61. Amphiphilic cross sectional area (XSA) of the tetrabutylammonium cation. The 
amphiphilic axis is shown as the red-green line, and the cross section plane is denoted by the blue 
spheres. 
4.4 Results  
4.4.1 Phase Transfer Catalyst Selection 
 To further elucidate the physical interpretation of the XSA descriptor with respect to 
transport-limiting PTC, catalysts possessing larger XSA’s would be evaluated for PTC activity. 
Quaternary ammonium catalysts were identified through a selective in silico quaternary 
ammonium ion screen. The library consisted of candidates derived from the common 
unsymmetrical, complex R4N
+ cores (Cinchona alkaloids (9, 19), cyclopentapyrrolizidines (20), 
Maruoka catalysts (21),106,107 etc.) as well as commercially available straight-chain R4N





Figure 62. The tetraalkylammonium salts from a variety of scaffold libraries used for in silico 
screening of various descriptors. The values given are the general ranges of XSA values for each 
scaffold. These values are calculated using the method described in the Supporting Information. 
None of the complex, polycyclic scaffolds yielded structures with calculated XSA’s greater 
than 150 Å2. However, several, large XSA salts were found in the straight-chain R4N
+ library. In 
view of their commercial availability, tetradecylammonium bromide (TDAB), tetradodecyl-
ammonium bromide (TDoDAB), and tetrakis(hexadecyl)-ammonium bromide (THexDAB) were 
chosen as the large XSA catalyst representatives (Table 26, entries 6-8). In addition, it was deemed 
prudent to reassess the activity of the straight-chain R4N
+ catalysts previously reported to ensure 
that accurate correlations were obtained. The calculated average XSA values are reported in Table 
26.108  
 The solvent accessible ammonium ion surface area (NC4_SA) was also calculated for these 
large R4N
+ catalysts. The results of these calculations show that the ammonium surface area 
remains invariant for larger values of XSA (Table 26). Thus, as XSA increases with increasing 
chain length in the R4N
+ species, a decrease in NC4_SA is observed, followed by a relatively 
constant region once XSA ~75 Å2 is reached (Figure 63). This suggests that PT-catalysts with 







Table 26. Amphiphilic Cross Sectional Area (XSA) and Solvent Accessible Ammonium Ion 








1 (CH3)4N+ TMAB 29.00 247.24 
2 (C2H5)4N+ TEAB 41.81 94.88 
3 (C4H9)4N+ TBAB 72.22 52.23 
4 (C6H13)4N+ THexAB 101.17 48.22 
5 (C7H15)4N+ THeptAB 114.14 48.26 
6 (C8H17)4N+ TOAB 128.83 47.68 
7 (C10H21)4N+ TDAB 152.03 44.64 
8 (C12H25)4N+ TDoDAB 174.34 39.10 
9 (C16H33)4N+ THDAB 205.27 23.08 
a Calculated using MOE 2013.08 using MMFF94x. b Values are averages calculated from a conformer library 
containing conformers within 20 kcal/mol from equilibrium conformer. 
4.4.2 Kinetics of the O’Donnell Benzylation Reaction 
 The selected straight-chain R4N
+ salts were then employed as catalysts in the O’Donnell 
benzylation reaction. Each catalyst was tested in triplicate, with the resulting data having an  
 
Figure 63. Relationship between cross sectional area (XSA) and solvent accessible ammonium 
ion surface area (NC4_SA) descriptors. 
average percent error of 3.19%.109 As in the previous study, the metric of catalytic activity was the 
half-life (t1/2) of the reaction at a constant stirring rate. The kinetic data obtained for these catalysts 
is shown in Table 27. Once again, the catalysts with the highest activity were THAB, THeptAB 
(heptyl) and TOAB (entries 3-5). After TOAB, an increase in the chain length of the R4N
+ catalysts 





Table 27. Kinetic Data for R4N
+ PTC Catalysts 
 
entry catalyst avg t1/2 
(min)b 
log(krel) errorc 
1 TMAB 2056.77 0.66 1.67% 
2 TEAB 142.68 1.82 1.56% 
3 TBAB 13.79 2.83 3.00% 
4 THexAB 9.01 3.02 4.50% 
4 THeptAB 9.50 3.00 7.53 % 
5 TOAB 12.09 2.89 5.75 % 
6 TDAB 81.80 2.06 2.27% 
7 TDoDAB 413.12 1.36 0.67% 
8 THexDAB 6302.73 0.17 1.74% 
9 None 9411.2 0 1.67% 
   Avg err 3.19% 
a All reactions performed on a 0.34 mmol scale. b Average of at least three runs. c Error calculated as 
stddev(log(t1/2))/log(t1/2)avg and reported as percentage.  
 
 The relationship between the rate data and XSA was examined. Clearly, the rate does not 
remain constant (after reaching the maximum observed rate) with increasing XSA, but instead, a 
nonlinear relationship is observed is observed between rate and XSA (Figure 64). The best110111 
model was observed with a third order polynomial (cubic function) with an R2 of 0.988 (Figure 
64a). A parabolic model was generated, giving a similarly high R2 of 0.950 (Figure 64b). A bilinear 
model was investigated, but gave poorer observed correlation (R2 = 0.889) (Figure 64c). While the 
parabolic model shows good correlation, the cubic model appears to more accurately describe the 
behavior of the most active catalysts as well as the least active. This is due to the change of rate 
with respect to XSA being non-symmetrical between the low XSA and high XSA catalyst regimes. 
 
Figure 64. (a) Cubic model between XSA and log(krel). (b) Parabolic model between XSA and 
log(krel). (c) Bilinear model between XSA and log(krel). 
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 The correlation between ammonium ion accessibility and rate was investigated using the 
solvent accessible ammonium ion surface area (NC4_SA) and q descriptors. Plotting the rate data 
with respect to the solvent accessible charged surface area (NC4_SA) showed a moderate bilinear 
correlation with an R2 of 0.886 (Figure 65a). The lack of NC4_SA variation for the longer-chain 
R4N
+ catalysts results in an insufficient model. Interestingly, a bilinear relationship between q and 
rate does exist, with a high degree of correlation (R2 of 0.961) (Figure 65b). The fit is not as precise 
as that observed between XSA and log(krel), but the correlation exists nonetheless.  
The existence of a highly correlated bilinear relationship between q and rate is perplexing 
in view of the relatively poor correlation observed between NC4_SA and rate. The NC4_SA 
descriptor is an actual measure of ammonium ion accessibility and if q measured ammonium ion 
accessibility, it would be expected to give a moderately correlated model as well. Thus, the 
superior correlation of q and rate indicates that the q descriptor, while operationally simple in 
calculation, encompasses a wider range of properties than ammonium ion accessibility in the 
traditional sense. 
 
Figure 65. (a) Plot of NC4_SA against observed rate. (b) Bilinear relationship observed between 
ammonium ion accessibility (q) and observed rate. (c) Reciprocal relationship between XSA and 
q. 
 The existence of the relationships between rate, XSA, and q suggested a correlation 
between XSA and q. Indeed, an excellent reciprocal model (R2 = 0.999) between XSA and q was 
found (Figure 65c). This correlation indicates that for the straight-chain R4N
+ catalysts, q 
approximates the inverse of XSA. The reciprocity arises due to catalysts with large XSA values 
generally containing long alkyl chains, giving a smaller value of q.112 This leads to the conclusion 
that q is not simply a measure of ammonium ion accessibility, but instead a measure of molecular 
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behavior at an anisotropic interface between polar and nonpolar solvation regions; a set of 
properties XSA was designed to represent as a descriptor. 
4.5 Discussion 
 The observed correlations suggest that XSA describes the behavior of R4N
+ ions, 
specifically the ability to adsorb and desorb from the interface. Envisioning the 
adsorption/desorption process as an equilibrium between the ion pair adsorbed at the interface and 
the ion pair residing in the organic phase leads to two transport-rate constants, k’1 (desorption) and 
k’-1 (adsorption) (Figure 66). The observed rate (kobs) arises from a combination of k’1 and k’-1 The 
model obtained suggests that log(kobs) is correlated to XSA. The relationship between XSA and 
rate, which contains both positive and negative slopes, indicates a change in the transport-rate 
limiting step in the mechanism of the reaction. It should be noted that the non-linearity of the rate 
changes and the subsequent cubic model selection does not change the physical interpretation that 
follows, as this is based on the change in positive to negative slopes as XSA increases, and not on 
the rate of change of the slope.113     
 
Figure 66. Physical interpretation of XSA with relationship to transport-rate limiting PTC 
mechanism: (1) Desorption is the transport-rate limiting step for small R4N
+ salts. (2) Both 
desorption and adsorption processes are diffusion rate limited (fast). (3) Adsorption becomes the 
transport-rate limiting step as the R4N
+ become larger. The function f(XSA) is representative of 
the cubic model obtained between XSA and log(krel). Note that the physical interpretation of 
positive and negative slope regimes is not dependent on the model used to predict the rate. 
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In the positive slope regime (XSA < 75 Å2), desorption from the interface (k’1 in Figure 
66a) is the expected slow step as observed in the original study. As the smaller R4N
+ catalysts are 
hydrophilic (and less soluble in organic solvents), the energy barrier to achieve desorption from 
the interface is larger than the analogous process for adsorption to the interface, and thus the rate 
of desorption is the transport- rate limiting step. In the negative slope regime (XSA > 140 Å2), 
decreasing rate with increasing XSA suggests that adsorption to the interface (k’-1 in Figure 66c) 
is the transport-rate limiting step. Since desorption should continue to be fast for the more 
lipophilic catalysts (k’1 is large), slow adsorption of the catalyst to the interface must be responsible 
for the decrease in rate; the energy barrier to achieve adsorption is likely lower for the smaller, 
more hydrophilic catalysts. The similar rates of catalysts at the inflection region (75 < XSA < 140 
Å2) indicates that the rate of adsorption and desorption of the ion pairs are both fast, and likely 
diffusion limited (Figure 66b). The trends in rate with respect to catalyst suggest that kobs is 
proportional to k’1k’-1. 
 Because of the design of the XSA parameter as an estimation of molecular behavior under 
highly anisotropic conditions at an interface between polar and nonpolar environments and the 
observed correlation between XSA and rate, it is proposed that XSA represents the affinity of the 
catalyst at the interface (adsorption to interface) as well as affinity of the catalyst-enolate (Q+En–
) ion pair for the organic phase (desorption from interface) (XSA correlates with k’1k’-1)
23. The 
proper balance of these factors leads to high catalytic activity, which is observed in the 75 < XSA 
< 140 Å2 region; the highest rates are observed with catalysts of intermediate XSA, which likely 
exhibit diffusion rate limited transfer to and from the interface. Moreover, because of the 
correlation between q and XSA, it can be proposed that q is not a simple measure of the 
accessibility of the ammonium ion, but rather a reflection of the behavior of the ions at the 
interface. As shown, XSA appears to measure these same fundamental properties, but with better 
correlation with rate. Most importantly the XSA model can be applied to all types of ammonium 
ions. This feature means that XSA may be used to select and predict highly active catalysts. The 
previous report showed that XSA displayed the same correlation for rate with several 
cyclopentapyrrolizidine and Cinchona type PTC catalysts. Unfortunately, the lack of larger XSA 





The correlation observed between XSA and log(krel) serves to validate the prediction made 
in the initial report from these laboratories. By investigating quaternary ammonium salts with 
larger cross-sectional areas, a cubic (non-linear) relationship has been found between XSA and 
rate, indicating that XSA is sufficient as a single descriptor to predict transport-limiting PTC rates. 
Furthermore, the observed relationship with rate indicates that XSA captures the complicated 
behavior of the Q+ species at the interface in transport-limited PTC reactions of enolates. The 
observed relationship between q and both rate and XSA indicates that q models the same interfacial 
behavior instead of the physical accessibility of the ammonium ion. The observed correlations and 
derived models lead to the conclusion that XSA is an excellent surrogate for q in more complicated 
quaternary ammonium ion species. Further investigation will be required to show the utility of 
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Appendix A: Synthesis of Cinchona Alkaloid Analogs 
A.1 Introduction 
 The Cinchona alkaloids quinine, quinidine, cinchonidine, and cinchonine have been 
attractive natural product targets ever since the structures of these compounds were first elucidated 
(Figure 67). The use of these scaffolds as platforms for asymmetric catalysis has only intensified 
investigation into the synthesis of compounds that contain similar stereochemical relationships. 
 
Figure 67.  The Cinchona alkaloid class of compounds, with both “pseudo-enantiomers” 
displayed. 
The Cinchona alkaloids are a privileged family of compounds that have found broad 
application in APTC methodologies. However, general robust methods only exist to diversify these 
compounds at the C(9) alcohol and N moieties. In virtually every Cinchona based APTC catalyst, 
the quinoline ring is not. Alkylation of the hydroxyl group with alkyl, allyl, or benzyl groups, and 
screening N-benzyl and N-alkyl groups are the main diversification points of libraries of these 
compounds. This is mainly due to these modifications being synthetically easy. While certain O- 
and N- substitutions can lead to somewhat unstable or hard to purify compounds, the methods for 
obtaining many permutations of substitutions are general and robust. 
However, these libraries lack diversity at a key position in the catalyst scaffold. Most 
stereochemical models involving the Cinchona alkaloid series catalysts invoke association of the 
substrate on the left side of the catalyst, with one or more substrate aryl surfaces interacting with 
the quinoline ring (Figure 68).29,114 If the stereochemical models are correct, would be desirable to 
probe the effects of differing aryl groups on the catalyst. To date, no systematic studies have 
investigated the aryl ring substitution in the Cinchona scaffold. This is due to two factors: (1) there 
is no general method to obtaining these types of analogs and (2) the catalysts of Cinchona alkaloids 
achieve high, though perhaps not optimal, selectivity in many cases. This word addresses both of 
these points. The goal of this synthetic methodology project is to design a robust route to a variety 
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of Cinchona-like analogs. This route must allow for high throughput synthesis of a diverse set of 
these analogs.   
 
Figure 68. Stereochemical models indicating the origin of stereoselectivity in Cinchona APTC 
catalysts from Z (a) and E (b) enolates. These indicate the preferred left-side binding region (c). 
A 1996 report by Hoffmann introduced a fragmentation reaction that removes the quinoline 
ring of quinine to yield a primary alcohol, quincorine (Scheme 15).115 In this original report, the 
crude alcohol was protected with a Boc group to allow for easier purification. In this initial report, 
the yield of the alcohol was quite low. However, the process was optimized and today quincorine 
can be purchased commercially.  
Scheme 15 
 
A synthetic strategy was designed starting from this alcohol to quickly build up a large 
library of Cinchona analogs. The synthetic plan is shown in Scheme 10. First, from quincorine 
aldehyde 10, quincorinal, would be obtained through an oxidation step. Dehmlow has reported a 
synthesis of both diastereomers of the aldehyde utilizing a Swern oxidation reaction.116 They were 
then able to perform organolithium additions into this aldehyde, albeit with very low yields (<20% 
for cinchonidine-like alcohols). The goal of this project is to optimize this synthetic route and forge 
a more robust method. Once the alcohols 24 have been isolated, standard methodologies can be 








A.2.1 Investigations into Aldehyde Synthesis 
 Initial attempts to reproduce Dehmlow's results in synthesizing aldehyde 23 were met with 
difficulty. The conditions in the report were quite suspect, especially regarding the equivalents of 
oxalyl chloride used. In the classic Swern mechanism, there is a 1:1 stoichiometry requirement 
between starting material and oxalyl chloride, with the reagent being used in excess in most cases. 
If the reported conditions are accurate, it seems unlikely that the reported yield of aldehyde could 
be correct. When the reaction was attempted, the reaction stalled at partial conversion, as expected. 
This problem was overcome by increasing the equivalents of oxalyl chloride to 2.1 (Scheme 17). 
However, another complication arose. Upon full conversion of starting material, it appeared that 
the product was isolated a mixture of isomers.  
The Cinchona alkaloids have long been known to have diagnostic peak patterns within the 
1H NMR spectrum, especially those due to the protons of the vinyl group.117 In the distilled product 
1H NMR, two separate vinyl groups could be observed, indicating an unequal mixture of isomers. 
The reported peak listing of the aldehyde by Dehmlow lists the vinyl region as a multiplet, giving 
no description of the pattern observed. Dehmlow also reports the aldehyde proton signal as a 
doublet. It was observed that the individual peaks from the aldehyde doublet appeared to 
correspond with the two vinyl signals. The conclusion is that the aldehyde proton does not exist as 
a doublet, but the spectrum reported by Dehmlow is that of a 1:1 mixture of isomers. The likely 









To test this hypothesis, the temperature of the Swern reaction was decreased to -78 ºC and 
an aliquot was taken at this temperature and diluted into an NMR sample. The spectra observed in 
this case lacked half of the signals seen in the product mixture from the original conditions (Figure 
69). The aldehyde peak observed in this sample was a singlet, where the original product mixture 
had what appeared to be a doublet. The vinyl group proton signal is also much clearer. This seems 
to indicate that at -78 ºC, the aldehyde is stable and does not undergo rapid epimerization. 
However, upon warming and workup, the aldehyde product contained a mixture of diastereomers, 
as well as several decomposition products. The aldehyde itself is unstable. A mixture of aldehydes 
was also reduced using sodium borohydride. This reaction yielded epimeric alcohols quincorine 









Figure 69. Top: 1H NMR aliquot taken at -78 ºC.  Bottom:  1H NMR of crude mixture of aldehydes. 
That this aldehyde epimerizes is not surprising given the amount of references in the 
literature on the epimerizable nature of Cinchona based ketones cinchonidinone and 
cinchinone.118-120 In protic solvents, these ketones have been shown to slowly epimerize, with a 
half-life of 17 h in protic solvents at room temperature.118 This adds a level of difficulty for the 
synthesis of the desired analogs. To minimize epimerization, several attempts were made to use a 
variety of oxidation methods to obtain the aldehyde. Milder oxidation methods, such as Parikh-
Doering oxidation, TPAP oxidation, TEMPO, and chromium (PCC/PDC) oxidations met with 
failure to produce an epimerically pure aldehyde. 
A final attempt was made at obtaining the aldehyde in an isolable form. Isolation of the 
aldehyde as its sodium bisulfite adduct was attempted. This type of isolation method has been used 
previously for aldehyde isolation and purification.121 However, every instance in attempting to 
isolate the aldehydes as this adduct failed, with minimal conversion to the adduct, and full 





A.2.2 Weinreb Amide Strategy 
 Previous reports of both the carboxylic acid and Weinreb amide 28 of quincorine were 
published by Diederich.122 The syntheses of these compounds was not well characterized nor the 
syntheses optimized. However, the Weinreb amide seemed the next logical target as it would be 
less prone to epimerization, as well as be more stable in storage. Weinreb amides have often been 
used to synthesize ketones through organometallic additions as the intermediate aminoxide exists 
in a chelate with the metal ion of the organometallic reagent (Scheme 18).123 It is hypothesized 
that this metal chelate can also suppress epimerization of the product due to the absence of a 
carbonyl group when substantial amounts of base are present.  
Scheme 18 
 
Diederich originally reports generating the carboxylic acid from a Jones oxidation, 
followed by in situ generation of the acid chloride and trapping with the Weinreb amide reagent. 
Reproduction of the reported procedure yielded the amide in low yield over three steps, and with 
20% epimerization in the final product (Scheme 19). 
Scheme 19 
 
 To overcome the epimerization problem, the oxidation and amide formation steps were 
adjusted. First, the Jones oxidation of the alcohol to the carboxylic acid 27 was optimized. By 
increasing the equivalence of CrO3, the reaction time was reduced from five to less than one hour. 
On scale, the acid can be purified and isolated in 80-85% yield. The acid is isolable as a stable, 
crystalline compound, though highly hygroscopic. It must be used in an anhydrous environment 
(glove bag) as it liquesces rapidly in humid air.  To date, no epimerization has been observed in 
the oxidation step. It was reasoned that the acid chloride likely epimerizes readily, similar to the 
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aldehyde. Other amide formation methods were screened. A method using DCC with catalytic 
DMAP led to full epimerization of the amide, as well as long reaction times. Serendipitously, it 
was discovered that a coupling reaction utilizing CBr4 and Ph3P could generate the Weinreb amide 
28 in 80% yield, with no observable epimerization (Scheme 20).124 The purification of the crude 
product can be challenging due to the amount of triphenylphosphine oxide present at the 
completion of the reaction, but the compound is isolable as a low melting crystalline solid. Using 
a similar procedure, the morpholine amide of quincorine 29 was also obtained in good yields. 




A.2.3 Organometallic Additions 
A.2.3.1 Grignard Reagents 
Organometallic additions into Cinchona alkaloid ketones and limited reports on similar 
quinuclidine based ketones indicate a large amount of epimerization of the C(8) stereogenic center 
is observed with organolithium reagents. Diederich notes this observation with Weinreb amide 
28.122 Due to these reports, additions of arylmagnesium bromide (Grignard) reagents were first 
investigated.  Phenylmagnesium bromide (PhMgBr) was used for these initial optimization 
studies. 
Initial results were promising. By adding phenylmagnesium bromide to the amide at 78 
ºC and then warming to 0 ºC, the phenyl ketone 30a in good yield with 4:1 d.r. (Scheme 21). 
However, this result was not reproducible. Multiple attempts to reproduce the initial results were 
met with limited success. Consumption of starting material and amount of epimerization varied 
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wildly, suggesting extreme sensitivity to conditions. Several ReactIR experiments were performed 




These experiments indicate that at 78 ºC, the amide is rapidly chelated by magnesium 
bromide, shown by the decreasing absorption of the amide (1662 cm-1) signal (Figure 70, orange) 
and a new peak at a lower wavenumber (1611 cm-1). However, quenching the reaction without 
warming above 78 ºC shows minimal conversion, even after 4 h. Upon warming to 50 ºC, 
consumption of the amide chelate began (Figure 70, red, 50 min). Based upon these observations, 
Grignard addition was performed at 45 ºC. The time to completion of the addition increased 
considerably to approximately 6 h. By the time the reaction was complete, the product was fully 
epimerized. By quenching the Grignard reaction at earlier points in the reaction it was determined 
that the amount of epimerization increased as the reaction proceeded, both at 45 ºC and 0 ºC. This 
indicates that the chelate intermediate is likely unstable at temperatures above 78ºC. Thus, it was 
apparent that more reactive organometallic reagents, such as organolithium reagents, would be 




Figure 70. Orange line depicts changes in the amide-bond absorption. Red line shows new species 
formed at -78 ºC, likely a magnesium bromide chelate of the amide. Consumption of this chelate 
indicates organometallic addition taking place. 
A.2.3.2 Organolithium Reagents 
 As in the study of Grignard reagents, phenyllithium (PhLi) was chosen to begin work with 
lithium reagents. While PhLi is commercially available in a variety of solutions, it was decided 
that a solution of PhLi would be generated for each addition reaction. For this procedure to be 
sufficiently general, aryl- and alkyllithium reagents would need to be generated in situ as not all 
aryl- and alkyllithium reagents are commercially available. Aryllithium reagents were prepared 
through lithium halogen exchange with n-butyllithium. The results of the optimization are 
presented in Table 28. Initial attempts began with generating 3 equivalents of the lithium reagent. 
It was decided to start at a high equivalence to determine epimerization issues in extreme cases. 
Both the Weinreb amide and morpholine amide were treated with 3 equivalents of freshly prepared 
phenyllithium at 78 ºC. The reactions were determined to be complete within 1 h in both cases, 
with surprisingly small amounts of epimerization of the product ketone observed (Table 28, entry 
1). The morpholine amide 29 showed slightly higher epimerization (5:1 d.r.) than the Weinreb 
amide 28 (>10:1 d.r.) (Table 28, entry 2). The Weinreb amide was used in the rest of the 
optimization experiments.  
 Reducing to one the equivalents of PhLi (Table 28, entry 3) resulted in stalled conversion. 
Use of 1.5 equivalents of PhLi gave full conversion with low amounts of epimerization (high d.r.) 
(Table 28, entry 4). It was also determined that the reaction was complete within 15 minutes of the 
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initial PhLi addition. In subsequent experiments, it was noted that d.r. of phenyl ketone 30a varies 
from 7:1 and 15:1 when performed on test scale. Diethyl ether was investigated as an alternative 
solvent (Table 28, entry 5), but lower d.r. was observed in the product.  
Order of addition was also tested, with the amide being added to a solution of PhLi reagent 
(Table 28, entry 6). In this case, d.r. dropped significantly. This suggests that epimerization of the 
amide itself by the strong lithium base may be the cause of the observed product epimerization. 
While amide deprotonation is likely very unfavorable, if only a small portion is deprotonated, this 
can lead to a catalytic epimerization pathway due to the isoenergetic reaction of one amide enolate 
deprotonating another amide (Scheme 22, top). A known side reaction in organometallic additions 
to Weinreb amides is an elimination pathway through which the methoxy group is lost as 
formaldehyde (Scheme 22, bottom). With PhLi, the formation of amide 31 was observed in only 
trace amounts. 
 
Table 28.  Lithium Addition Optimization Studiesa 
 
Entry R Additionb Solventc PhLi equivd Conversione d.r.f 
1 N(OCH3)CH3 PhLi THF 3.0 100%
 >10:1 
2 morpholine PhLi THF 3.0 100% 5:1 
3 N(OCH3)CH3 PhLi THF 1.0 75% >10:1 
4 N(OCH3)CH3 PhLi THF 1.5 100% >10:1 
5 N(OCH3)CH3 PhLi Et2O 1.5 100% 5:1 
6 N(OCH3)CH3 Amide THF 1.5 100% 4:1 
aAll reactions performed on 0.2 mmol scale at 78 ºC in the reported solvent.  bReagent added dropwise to other 
solution. cReactions have final concentration of 0.1 M,dEquivalents with respect to SM amide. eMonitored by TLC, 
determined by 1H NMR, reaction complete in 15 min unless otherwise noted. fD.r. determined by 1H NMR  of crude 











 With the initial optimization completed, the scope of these additions was then tested (). In 
general, successful organolithium reactions resulted in clean addition to yield the appropriate 
ketones with varying degrees of epimerization. Attempts at purification of the products through 
chromatographic methods indicated the ketones were not stable to silica gel. Every attempt at 
purification yielded a 1:1 mixture of C(8) epimers, regardless of starting d.r. Electron rich and 
neutral aryllithium reagents add with small amounts of epimerization. However, hindered (2-
mesityllithium, Table 29, 30d) or electron poor (4-CF3-phenyllithium, Table 29, 30c) aryllithium 
reagents require higher equivalents of lithium reagent and result in full epimerization. The addition 
of 9-anthracenyllithium was attempted, but only the elimination product 31 was observed. Also, it 
was noted that larger scale additions resulted in higher d.r., due to slower overall transfer of lithium 
reagents to avoiding large concentrations of base and increases in temperature. 
The addition of 9-phenanthrenyllithium resulted in a 1:1 mixture of epimers. This result 
was surprising as the reagent itself is no more hindered than 1- or 2-naphthyllithium, each of which 
did not result in more than 20% epimerization. However, the double bond in the center ring of 
phenanthrene does not truly behave as a delocalized π-system. It is likely that the product ketone 
behaves more as an enone, and the increased conjugation makes this compound more prone to 
epimerization. It should be noted that this is the first reported addition of organolithium reagents 
into a Cinchona-like scaffold that yields products that are not fully epimerized. While limitations 
exist, these results represent the most general demonstration of a diversifiable route to Cinchona 




Table 29. Scope of organolithium additionsa,c  
 
aAll reactions were performed on a 0.9 mmol scale in THF at 78 ºC unless otherwise noted; reactions complete in 15 
minutes. bReaction performed on 0.45 mmol scale in THF at 78 º C. cd.r. was determined by 1H NMR. 
A.2.4 Stereoselective Reduction of Aryl Ketones 
 The next step towards obtaining APTC catalysts is to reduce the ketones to the proper 
alcohols. A wide variety of literature exists on the stereoselective reduction of Cinchona alkaloid 
ketones. In classical nomenclature, the original Cinchona alkaloids are the erythro diastereomers, 
with cinchonidine itself the 8S, 9R diastereomer (Figure 71). This is the desired diastereomer 
targeted in this study. It has been shown previously that reduction of cinchonidinone and quininone 
with DIBAL-H will give the erythro, 8S,9R diastereomer predominantly, and sodium borohydride 
reduction will give the threo, or 8S,9S isomer.126,127 Phenyl ketone 30a was subjected to the 
reported DIBAL-H reduction conditions. The reduction yielded a 2.2:1 mixture of C(9) 
stereoisomers as determined by 1H NMR. Sodium borohydride reduction gave a 1:3 mixture of 
C(9) diastereomers, with an inversion of selectivity. The 1-naphthyl ketone 30e was also subjected 
to both procedures, with single C(9) epimers (>20:1 d.r.) observed in both cases. It was determined 
that the major C(9) epimer with DIBAL-H reduction was the desired 9S alcohol, whereas sodium 




Figure 71. The Cinchona alkaloid cinchonidine, showing the (8S, 9R) diastereomer. 
 It was clear that the DIBAL-H reduction of phenyl ketone 30a is much less selective toward 
the erythro diastereomer than in the reduction of cinchoninone and cinchonidinone. A screen of 
reducing agents was then employed to achieve better selectivity. These results are summarized in 
Table 30. While not entirely unexpected, most bulky borohydride reagents resulted in complete 
threo (8S,9S) selectivity. Both Luche reduction conditions Table 30, entry 2), as well as lithium 
borohydride (Table 30, entry 3), show this selectivity, however give a 1:1 mixture of C(8) epimers, 
indicating full epimerization of the ketone prior to reduction. Lithium triethylborohydride (Table 
30, entry 4) gave the best threo selective result, with full conversion to the threo alcohols with no 
additional C(8) epimerization observed. 
With borohydride reagents yielding no positive results towards the 8S,9R series, DIBAL-
H reduction conditions were screened. First, the addition of DIBAL-H to the reaction was 
lengthened from 5 minutes to one hour (Table 30, entry 8). This slow addition yielded no increase 
in selectivity. Solvents were then screened to reduce the temperature of the reaction. However, 
reduction at 78 ºC in toluene showed reduced selectivity (Table 30, entry 9). The similar results 
were observed in both dichloromethane and THF, with inversion of selectivity observed in THF 
(Table 30, entries 10, 11). Borane-THF complex was also investigated as it has been shown to 
yield erythro alcohols in quinuclidine amino alcohols.128 However, no reduction was observed, 
and only the amino borane adduct was produced. 
The origin of stereoselectivity of DIBAL-H and sodium borohydride reagents has been 
explored in the literature. The rationale is that DIBAL-H acts through coordination of the tertiary 
nitrogen, allowing for internal attack of the hydride from the more hindered face of the ketone 
(Scheme 23, bottom).126 Sodium borohydride, which does not undergo nitrogen coordination, 
instead attacks from the less hindered face of the ketone (Scheme 23, top). With this rationale, the 
bulkier borohydride reagents would be expected to give higher 8S,9S selectivity. At the time of 
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this writing, no clear solution to increase the 9S:9R ratio for phenyl and smaller ketone substituents 
has been devised. The DIBAL-H reduction is still the most erythro selective reduction method 
thus far observed. 
 
















1 L-selectride THF 0 ºC NR -- -- 
2 NaBH4, 
CeCl3 
EtOH 0 ºC 12 h  < 1:99 1:1 
3 LiBH4 THF 0 ºC >12 h <1:99 1:1 
4 LiEt3BH THF 0 ºC 12 h <1:99 7:1 
5 NaBH4 EtOH 0 ºC 12 h 1:3 7:1 
6 LiAlH4 THF 0 ºC 12 h 1:2 7:1 
7 DIBAL-H benzene rt 0.5 h 2.2:1 7:1 
8 DIBAL-He Benzene rt 1.5 h 2.2:1 7:1 
9 DIBAL-H toluene -78 ºC 4 h 1:1 7:1 
10 DIBAL-H THF -78 ºC 4 h 1:4 7:1 
11 DIBAL-H CH2Cl2 - 78 ºC 4 h 1:1 7:1 
12 BH3-THFf THF 0 ºC -- -- -- 
aAll reactions were performed on a 0.08 mmol scale at 0.2 M concentration. bTwo equivalents of reducing agent used 
unless otherwise noted. cTime of reaction completion: 12 h reactions were overnight, >12 h indicates incomplete 
conversion, dd.r. determined from crude 1H NMR. eAddition of DIBAL-H solution occurred over 1 h. f One equivalent 






 The optimized DIBAL-H reduction conditions were used to reduce a variety of ketones to 
determine the scope and generality of the reduction with respect to larger aryl groups. These results 
are summarized in Table 31. In general, the reductions are clean and high yielding. The desired 
8S,9R alcohols could generally be isolated easily through both chromatographic and 
recrystallization methods. It was demonstrated that through careful selection of crystallization 
solvents, different epimer series could be isolated. Both 1-naphthyl and 9-phenanthryl ketones 
were reduced with a high degree of stereoselectivity (Table 31, entries 2,4). The 2-napthyl ketone 
30f (Table 31, entry 3) gave a result similar to that of the phenyl ketone 30a (Table 31, entry 1). 
This is likely due to the reduced steric bulk near the ketone moiety. Support for this steric argument 
is the non-selective reduction of the n-butyl ketone (Table 31, entry 6). A surprising result was 
observed with the reduction of 1-pyrenyl ketone 30h (Table 31, entry 5). As the starting ketone 
had a 14:1 d.r., the erosion of 8S/8R diastereoselectivity is quite large. Also, the steric environment 
around the ketone should be like that of the 1-naphthyl ketone 30e. While no evidence has been 
obtained, the pyrene ring is large enough to disfavor aluminum coordination, reducing 
erythro/threo selectivity. The source of C(8) epimerization may simply be DIBAL-H acting as a 
hydride base due to increased steric hindrance at the ketone itself.  
 
Table 31. Reduction Scope of Selected Ketonesa 
 








1 32a >20:1 Ph 2.2:1 >20:1 95% 59% 
2 32b 5:1 1-naphthyl >20:1 5:1 80% 60% 
3 32c 4:1 2-naphthyl 2:1 4:1 98% 40% 
4 32d 1:1 9-phenanthryl >20:1 1:1 94% 49% 
5 32e 14:1 1-pyrenyl 4:1 3:1 94% 44%e 
6 32f >20:1 n-butyl 1:1 >20:1 88% NAf 
aAll reactions were performed on a 0.9 mmol scale unless otherwise noted, in benzene at room temperature. bd.r. 
determined from crude product 1H NMR. cYield corresponds to purified alcohols as mixtures of diastereomers. dYield 
of pure 8S,9R diastereomer, isolated through chromatography and recrystallization. e Determined to have 94:6 




 While both the epimerization of the ketones and reduction selectivity can vary widely on 
based on C(9) substitution of this class of compounds, the desired alcohols have been obtained in 
much higher yields than previously reported, from 45-60% isolated yields.  
A.2.5 Assignment of Stereochemistry in Cinchona Analogs 
The assignment of stereochemistry is of paramount importance for further optimization of 
this synthetic pathway. Fortuitously, there is a wide range of literature reports on NMR data of the 
Cinchona alkaloids.117,126,129 Kobayashi, Diederich, and Dehmlow relied on these reports to assign 
the configuration of the analogs synthesized.116,122,130,131 It was decided that this method would 
provide the most robust and reliable way of assigning stereochemistry in the products if there were 
clear observable trends in chemical shift and coupling constants between diagnostic signals.  
The primary concerns of this investigation are the configuration of stereochemistry at the 
C(8) and C(9) centers (Figure 72). While the C(8) stereochemistry is also important in the ketone 
synthesis, as the diastereomers are not separated prior to reduction, this effort was made on the 
alcohol products. The 1H NMR signal of the vinyl group on the quinuclidine core of the Cinchona 
alkaloids and reported analogs have been long recognized as a diagnostic signal set, and remain a 
cornerstone in this analysis.118 The interior vinyl proton NMR signal (Figure 72) can have drastic 
chemical shifts on relatively minor modifications to the rest of the compound structure, 
approaching 0.3 to 0.5 ppm. In the alcohol compounds, each diastereomer has a distinct interior 
vinyl proton shift, with the most drastic differences being between the 8S/8R series.  
 
Figure 72. Diagnostic 1H NMR signals arise from labeled hydrogens. The interior vinyl proton 
yields C(8) configuration, whereas coupling constants between C(8)-H and C(9)-H indicate the 
C(9) configuration. 
A.2.5.1 Assignment of C(8) Configuration 
 The C(8) diastereomers of quinine (8S), quinidine (8R), cinchonidine (8S), and cinchonine 
(8R) have been investigated thoroughly in the literature, with the 1H NMR spectra of these 
compounds being fully assigned. It has been noted that the interior vinyl proton of the 8R epimers 
have a chemical shift that is greater than 6 ppm, while in the 8S epimers have a chemical shift of 
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less than 6 ppm.116 It was decided to test if this trend extends to synthesized Cinchona analogs. As 
the phenyl alcohol 32a had a very small amount of C(8) epimerization, the 1-naphthyl alcohol 32b 
was used to determine if these trends persist into the Cinchona analog series. 
 The two observed diastereomers from a DIBAL-H reduction of 1-naphthyl ketone 30e 
were isolated, and 1H NMR spectra were obtained. The major C(8) epimer had an interior vinyl 
proton chemical shift of 5.41 ppm in d6-benzene. In contrast, the minor C(8) epimer had a vinyl 
proton chemical shift of 6.15 ppm. To determine the configuration of C(8), an nOe study was done 
in which the C(8) proton was irradiated. In the major C(8) epimer, an nOe enhancement was 
observed in the interior vinyl proton, among others. This indicates, that the major C(8) epimer is 
the 8S epimer as desired. This is the original configuration of the starting alcohol quincorine. This 
absolute configuration assignment can be made as the stereogenic carbon bearing the vinyl group 
has a known configuration.  
The minor C(8) epimer was subjected to a similar nOe experiment. In this case the observed 
nOe enhancements did not include the vinyl group. Irradiation of the vinyl group proton similarly 
yielded no enhancement of the C(8) proton. This supports the conclusion that the minor epimer is 
the 8R epimer, arising from epimerization of the C(8) center during ketone synthesis. The chemical 
shift trend has been observed throughout the series of alcohols obtained through these syntheses. 
While the absolute range of where the 8R and 8S epimer signals appear varies, there is invariably 
one vinyl signal at a distinctly higher chemical shift than the other, with the minor diastereomer 
consistently being at a higher chemical shift. Table 32 outlines the chemical shifts observed. While 
nOe experiments were not performed for every set of epimers, the trend is quite consistent to the 
point that assignment by analogy is appropriate. Larger variance in chemical shift is observed with 
larger aryl substituents at C(9).  
A.2.5.2 Determining C(9) Configuration 
 The configuration of the hydroxyl bearing carbon was determined through coupling 
constant analysis of the proton signal for the C(9) proton. The coupling between the C(8) and C(9) 
hydrogen atoms is a diagnostic tool to determine the relative configuration, threo or erythro. The 
desired diastereomer, 8S,9R is an erythro diastereomer. It has been observed in quinine, quinidine, 
cinchonidine, and cinchonine that the C(9) threo epimers of these compounds show a much larger 
coupling constant between the C(8) and C(9) hydrogens than the erythro series.126  By observing 
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the 1H NMR spectra from  product mixture from the sodium borohydride reduction of both the 
phenyl and 1-naphthyl ketone reductions, it was determined that this trend persists. 
Table 32. Chemical Shifts of Interior Vinyl Groupsa  
 
Entry R δ 8S/9R (ppm)  δ 8R/9S (ppm) 
1 4-quinoylb 5.67 6.07 
2 4-(5-MeO)-quinoylb 5.71 6.07 
3 H 5.90 5.95 
4 Ph 5.90 5.99 
5 1-naphthyl 5.41 6.15 
6 2-naphthyl 5.69 5.92 
7 9-phenanthryl 5.39 6.26 
8 1-pyrenyl 5.53 6.24 
aAll 1H NMR spectra taken in d6-benzene unless otherwise noted. bCDCl3 used as NMR solvent. 
  
 In the reduction of the phenyl ketone 30a, it was noted that DIBAL-H and sodium 
borohydride gave opposite selectivity towards two C(9) epimeric alcohols. In following with the 
literature, the DIBAL-H reduction should be more selective towards the erythro 8S,9R 
diastereomer over the threo 8S,9S epimer. In the product mixture, the major isomer has a coupling 
constant of 7.5 Hz between the C(8) and C(9) hydrogens. The minor component has a coupling 
constant of 9.8 Hz between the same hydrogens. In a reduction with sodium borohydride, the 
selectivity inverts with the minor component having a smaller coupling constant. Based on 
literature precedent for both the selectivity observed with these reducing agents and the coupling 
constant trends observed with the Cinchona alkaloids, the major component of the DIBAL-H 
reduction was assigned the erythro configuration. As the C(8) stereochemistry had been previously 
assigned, the major isomer of the DIBAL-H reduction was assigned the 8S,9R absolute 
configuration, the desired stereoisomer. 
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 The 1-naphthyl ketone 30e was also investigated in this manner, through both the DIBAL-
H and sodium borohydride reduction. In the DIBAL-H reduction, the major isomer had a coupling 
constant of 3.8 Hz between the C(8) and C(9) hydrogens. A minor C(9) epimer was not observed 
in this case. The sodium borohydride reduction of the 1-naphthyl ketone gave the opposite C(9) 
epimer, with a coupling constant of 9.9 Hz between the C(8) and C(9) hydrogens. The difference 
in coupling constant is not only large, but follows the trends established with the Cinchona analogs 
and the epimers derived from those compounds. Thus, it was apparent that this type of assessment 
was accurate to determine the configuration of the C(9) stereogenic center relative to the C(8) 
center.  
A.2.6 Synthesis of Selected APTC Catalysts 
 At the time of this report, only a limited number of Cinchona analog alcohols have been 
synthesized. While few of these alcohols appear in a training set subsets of Cinchona based 
APTCs, it was decided to focus on an initial empirical screen of the effect of C(9) aryl substitution 
as no such study has been done in a systematic way. Using the standard method to obtain the N-
benzylated catalysts, the selected alcohols were alkylated with 2,5-bis(trifluoromethyl)benzyl 
bromide to create a series of C(9) analogs to the optimized catalyst Merck developed for a APTC 
cyclopropanation reaction (Scheme 24).132 
Scheme 24 
 
 The alkylation of Cinchona analogs proceeded smoothly. Those with larger groups (35d,e) 
suffered from long alkylation times and the final catalysts contain trace (<5%) starting material 
impurities. Due to the nature of these compounds if the starting material is not completely 
consumed, it is nearly impossible to remove. Salts 35g and 35h were obtained from quincorine 
and cinchonidine, respectively.  
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A.2.7 Evaluation of APTC Catalysts 
 The obtained APTC catalysts were subjected to the cyclopropanation reaction to determine 
selectivities. These results are summarized in Table 10, with each catalyst tested in duplicate. The 
Merck Process Group reported that under their experimental setup, cinchonidine catalyst 23h gives 
89:11 e.r., with full conversion being observed after 24 to 48 h.132 Under the experimental set up 
used in these laboratories, the reactions were complete within 6 h. However, with the Merck 
catalyst 35h, reduced enantioselectivity (86:14 e.r.) was observed. This is likely due to use of a 
higher stir rate. The higher stir rate will increase the rate of the reaction. However, this can also 
increase the background rate of the reaction, which would lead to erosion of enantioselectivity. A 
control experiment (Table 34, entry 8) was performed as well to determine how much background 
conversion. At least 5% conversion was observed during control experiments, which could more 
than account for the erosion in enantioselectivity. 
Table 33. Synthesis of APTC Catalystsa,c 
 
aAll reactions performed on 0.065 mmol scale at 0.2 M in either toluene or acetonitrile. bAlkylation required extended 




Similar to reports from Lygo and Dehmlow, most Cinchona C(9) analog catalysts gave 
lower selectivity than 35h.  It is surprising to note that the phenyl catalyst 35a (Table 34, entry 1) 
shows an observed selectivity that is higher than the 1-napthyl catalyst 35b. The 2-napthyl catalyst 
35c (Table 34, entry 3) shows a slightly higher enantioselectivity than Cinchona catalyst 35h. 
While the increase in selectivity is modest, this result is proof of concept that Cinchona C(9) 
analogs can yield similar, and possibly higher selectivity than their natural product counterparts.  
 
Table 34. Evaluation of APTC Catalystsa 
 
Entry Catalyst Conversionb e.r.c d.r.d 




























8 None 5% 50:50 -- 
aAll reactions performed on a 0.26 mmol scale in toluene at 3-5 º for 6 h. bDetermined by TLC and 1H NMR. 
cDetermined by chiral SFC analysis. dDetermined by 1H NMR of crude product mixture. 
A.3 Discussion 
A.3.1 Synthesis of Cinchona Analogs 
 To date, this is the most general, rapid, and diversifiable route to C(9) analogs of the 
Cinchona alkaloids. These analogs can be synthesized in five steps from quincorine, and 2 to three 
steps from a storable intermediate in moderate to good yields. This is comparable to Lygo's nine 
to ten step synthesis. By utilizing the Weinreb amide 28 as a means of synthesizing aryl ketones, 
epimerization is suppressed to manageable levels. These ketones suffer from the same limitations 
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as the ketones of the Cinchona alkaloids, being prone to epimerization in polar solvents as well as 
on silica gel. While this synthetic route is also a few steps longer than envisioned using the 
aldehyde of quincorine (23), the overall yields of the alcohols are much higher than Dehmlow 
reported from additions into the unstable aldehyde.  
 While this work is a significant improvement over previously reported methods of 
Cinchona analog synthesis, this technology has several limitations. Sufficiently hindered 
aryllithium reagents (2-mesityllithium), as well as electron poor aryllithium reagents show full 
epimerization of the product. The stereoselective reduction of the aryl ketone compounds also 
suffers from some limitations, particularly when the substituent is a phenyl substituent. While the 
selectivity is not perfect, any selectivity is still greater than that envisioned with additions into 
aldehyde 23. Separation of the diastereomers is relatively easy with these highly-crystalline 
compounds, and the ease of isolation extends to both sets of diastereomers. The main concern with 
this technology is that many of the aryl substituent groups represented in the in silico library of 
catalysts are not compatible with lithium chemistry of this nature.  
A.3.2 Trends in Cinchona Analog Selectivity 
 The trends observed in this limited catalyst subset are somewhat surprising. The decrease 
in selectivity for 1-naphthyl catalyst 35b (Table 34, entry 2) is of particular interest as it should 
have a similar steric properties with respect to the cinchonidine based catalysts. However, 
significant decrease in enantioselectivity is observed. This indicates that there is some electronic 
effect associated with the quinoline ring. The reduction in stereoselectivity with the larger aryl 
substituents is also surprising. Stereochemical models used to explain the stereoselectivity of the 
Cinchona catalysts typically invoke a π-type interaction between substrate and catalyst as an 
organizing force at the transition state. These results seem to indicate the opposite; a large π-surface 
is detrimental to selectivity. A steric argument could be made, but seems unlikely given that the 
4-quinoyl should have the same steric hindrance near the chiral environment of the catalyst. It 
seems more likely that larger aryl rings could generate more hydrophobic surface area that leads 
to decreased association between the enolate and left side of the catalyst. This increase in 
hydrophobicity and π-surface area could also affect the solvation of the catalyst. The results of this 
limited screen already demonstrate the problems in empirical design of APTC catalysts.  
 These initial results were used to generate a CoMFA model. The small data set does not 
lend itself to an accurate, predictive model as calculated by the CoMFA QSAR algorithm. The 
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visualization of the model is in Figure 73. The QSAR model has an R2 of 0.581, and a Q2 (leave 
one out) of 1.02, indicating that this model cannot accurately predict the selectivity of the 
catalysts within the training subset, nor find a decent correlation within the subset.  
 
Figure 73. Display of CoMFA fields from initial QSAR model. Left: Yellow regions indicate 
sterics are unfavorable towards selectivity, and green regions indicate steric bulk is favorable for 
selectivity. Right: Red regions indicate negative charge favorable for selectivity, whereas blue 
regions indicate positive charge is favorable for selectivity.  
The lack of electrostatic variation in the R1 group, coupled with keeping the N- alkyl 
substituent (R3) constant, installs a large bias toward steric contributions (71% of total field 
contributions). The apparent difference between 1-naphthyl and 4-quinoyl cannot be elucidated 
without further elaboration of the catalyst training set. Insufficient electronic-property diversity in 
the training set leads to the situation that small changes in the electronic nature of the R1 substituent 
may unreliably effect the model's predictions. Relying on this one data point to predict trends in 
electronic effects would be akin to the steric bias introduced in the CPP system in previous reports 
from these laboratories.  
A.4 Future Directions 
A.4.1 Improvements to Cinchona Analog Ketone Syntheses 
 While several C(9) Cinchona analogs have been obtained, there are entire classes of 
catalysts that are unattainable with the current technology. The main issue to solve is epimerization 
suppression upon addition of hindered and electron-poor aryl groups into Weinreb amide 28. An 
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ideal method would preclude the use of anionic reagents as the strong base is the likely culprit of 
such epimerization. 
 One technique that has been under investigation with initial results is the synthesis of a 
thioester, to replace the Weinreb amide as the coupling partner. Fukuyama has previously 
developed a ketone synthesis methodology via the addition of aryl zinc iodides, as well as 
arylcuprates, into thioesters utilizing palladium catalysis.133 A potential complication with the 
thioester strategy is that thioesters are more similar to ketones than esters and amides in terms of 
stability, due to reduced overlap between the sulfur and carbonyl π-system. This means that the 
thioester will be more susceptible to epimerization than the ester or amide. An initial screen of 
methods to generate thioesters from carboxylic acid 27 has been performed. These results are 
summarized in Table 35.  
 
Table 35. Initial Screen of Thioester Formation Methodsa 
 
Entry R Reagentb Solventc Conversiond d.r.e 
1 Et HOBt/EDC 
EtSH 
DCM/DMF >99% 2:1 d.r. 
2 Et Ph3P, CBr4 
EtSH 
DCM 50% 1:1 d.r. 
3 Et DCC,DMAP 
EtSH 
DCM >99% 1:1 d.r. 
4 Ph Ph-S-S-Ph 
nBu3P 
DCM >99% 1:1 d.r. 
aAll reactions performed on a 0.35 mmol scale starting at 0 ºC and warming to RT overnight. bReagents used in 2 
equivalent excess. cFinal concentration of 0.2 M unless otherwise noted. dDetermined by 1H NMR of crude pdt mixture 
after 12 h. eDetermined by 1H NMR of crude product mixture. 
  
In this initial screen, the most promising result observed is that of Table 35, entry 1. 
Utilizing peptide coupling reagents HOBt and EDC, only 30% epimerization was observed in the 
final product (Table 35, entry 1). The other methodologies yielded full epimerization and generally 
more complex mixtures of products. As there are many different peptide coupling reagents 
designed for these types of couplings with minimal epimerization of nitrogen containing 
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stereogenic centers, it is likely that there will be a method to suppress epimerization during 
thioester formation.  
A.4.2 Cinchona Analog Catalyst Targets 
 New Cinchona analog catalysts are going to be synthesized. The limited catalyst screen 
discussed previously was too limited to generate an accurate 3D-QSAR model. The initial results, 
however, indicate that there is a significant electronic effect based on the selectivity difference of 
the sterically similar cinchonidinium and 1-naphthyl quinuclidinium 35b catalysts. These results 
only augment the need for a quantifiably diverse training subset of catalysts, in order to more 
accurately model the effects of electronic effects (electrostatic interactions included) on selectivity. 
While the diversity protocol is still under development, and alternative routes to Cinchona analog 
ketones are being optimized, the effect of nitrogen position within the R1 aryl substituent, as well 
as number of nitrogen atoms within a ring can be systematically investigated utilizing the current 
technology. A set of nine catalysts, with varied nitrogen positions within the aryl ring, have been 
chosen as a secondary synthetic target (Figure 74).  
 
Figure 74. Proposed catalysts for systematic investigation of nitrogen atom position with respect 
to Cinchona analog APTC selectivity. 
The main synthetic target is a group of catalysts selected by the diversity protocol being 
developed alongside this methodology project. At the time of this writing, the diverse subset 
protocol is being further optimized and streamlined. The subsets of catalysts selected by the 
diversity protocol will likely suffer from more synthetic challenge then those of the empirical-
design screen. Many of the groups used to form the library are not be compatible with the current 






Appendix B: Kinetic Investigation of an Enantioselective Aldol Cyclization Reaction. 
B.1 Introduction 
 Catalytic, enantioselective reactions are a cornerstone of modern synthetic organic 
chemistry. Organocatalytic reactions abound in reaction type and compounds yielded. In 
particular, chiral, non-racemic primary and secondary amine containing catalysts have found a 
profound place in this wide-ranging field.134 From aldol condensations to enantioselective, 
photocatalytic reaction, chiral amine-containing catalysts derived from chiral pool material often 
give exquisite selectivity. 
In 2008, the List group published a primary-amine-catalyzed enatioselective 
intramolecular aldol cyclization reaction, using achiral 4-substituted 2,6-heptandiones 37 to 
synthesize enantioenriched cyclohexenones 38.135 The reaction was catalysed by chiral, non-
racemic primary amines.  The optimized reaction conditions are shown in Scheme 25. Acetic acid 
was used as a co-catalyst to the 9-epi-amino-9-deoxyquinine catalyst (QN), and for a wide range 
of 4-substitutions, the reaction gave high selectivity (>95:5 e.r.).  
Scheme 25 
 
The Houk group completed a computational study to elucidate the origin of 
enantioselectivity in the reaction.2 The study assumed the reaction proceeded through enamine 
formation followed by cyclization and elimination of the subsequent β-hydroxy ketone (Scheme 
26). As part of the study, a truncated variant of the catalyst with the quinoline ring removed (QC1,  
Scheme 27) and the same type of transition structures were calculated. It was determined 
that if the calculated structures were correct, this catalyst would lead to a similar, if not better 
enantioselectivity. Because of this finding, the Houk group sought collaborators to synthesize the 
truncated catalyst and test this result. This report is a summary of the Denmark group collaboration 











B.2.1 Enantioselectivity of Quincorine-derived Primary Amine Catalyst 
 To synthesize the quincoramine catalyst, a commercially available chiral, non-racemic 
quinuclidine-based amino alcohol was used as the starting material. The synthesis of diamine QC2 
(analogous to QC1 from the computational study) was already known in the literature.136 A 
Mitsunobu type reaction was performed on the primary alcohol, using hydrazoic acid to obtain the 
amino azide 39 in 89% yield. A hydrogenation was used to obtain the primary amine QC2 
(analogous to QC1 from the computational study by Houk), reducing the vinyl group in the same 





 To evaluate the activity and selectivity of quincoramine in the aldol cyclization of 2,6-
diheptanones, 4-methyl-2,6-diheptanone was chosen as the test substrate. Under the published 
reaction conditions, QC2 gave the product 38 in good yield Scheme 19) but much lower 
enantioselectivity (58:42 e.r.). This contrasts with the 96:4 e.r. observed when using quinine-based 




B.2.2 Non-Linear Effect Study 
 To determine the cause for the lack of selectivity, a more involved study of the reaction 
system was undertaken. One potential explanation of the incorrect prediction is a failure to 
understand the mechanism. If the calculated transition structures are for an inoperative pathway, 
then the lack of selectivity is not surprising. We hypothesized that there may be two catalysts 
involved in the stereodetermining step. Instead of enamine activation, the reaction would proceed 






The first step to establishing the number of catalysts at the stereodetermining step was a 
non-linear effect study using the pseudo-enantiomers 9-epi-amino-9-deoxyquinine (QN) and 9-
epi-amino-9-deoxyquinidine (QD). However, accurate ratios of these catalysts were difficult to 
achieve under the reaction conditions as the catalysts are not completely soluble in toluene.  
 To overcome this problem, a number of solvents and temperatures were screened. It was 
determined that DCM was the best solvent and that raising the reaction temperature to 0 ºC resulted 
in no loss of selectivity. The ratio of QD:QN was varied from 100:0 , and the enantioenrichment 
of the products was measured. No non-linear effect was seen (Figure 75). However, a negative 
result is not a conclusive result in this case. Thus, an in-depth study of the kinetics of the reaction 
would be required to determine the order of the catalyst in the reaction. 
 
Figure 75. No detectable non-linear effects with the QD/QN system. 
B.2.3  QD Kinetics  
 To determine the order of the QD catalyst in the aldol reaction, several considerations were 
taken. In the published reaction conditions, acetic acid (AcOH) is used as a co-catalyst, in 3x molar 
excess to the catalyst loading. The ratio of QD:AcOH would then have to be considering 
throughout the analysis. To that end, three sets of data were acquired: (1) varying the catalyst 
loading while holding the AcOH concentration at 60 mol %, (2) varying the catalyst loading and 
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AcOH loading, maintaining a ratio of 1:3 QD/AcOH, and (3) varying the AcOH loading while 
keeping the catalyst loading constant. Both product formation and starting material consumption 
were followed. The results of these studies are listed in Table 36 and Table 37. In all cases, the 
overall reaction order was observed to be first order.  
 






[cat] (M) [AcOH] 
(M) 
kb krelc log k %Err 
log kd 
1 20 60 0.200 0.600 0.00288 1.00 -2.54 -2.21% 
2 40 60 0.400 0.600 0.00961 3.34 -2.02 -2.22% 
3 60 60 0.600 0.600 0.01366 4.75 -1.86 -0.81% 
4 100 60 1.000 0.600 0.01386 4.82 -1.86 -0.75% 
5 120 60 1.200 0.600 0.01424 4.95 -1.85 -0.72% 
6 40 120 0.400 1.200 0.00522 1.81 -2.28 -2.95% 
7 60 180 0.600 1.800 0.00851 2.96 -2.07 -0.68% 
8 100 300 1.000 3.000 0.01342 4.67 -1.87 -2.15% 
9 120 360 1.200 3.600 0.01685 5.86 -1.77 -0.96% 
10 60 60 0.600 0.600 0.01366 4.75 -1.86 -0.81% 
11 60 120 0.600 1.200 0.01478 5.14 -1.83 -1.14% 
12 60 180 0.600 1.800 0.00851 2.96 -2.07 -0.68% 
13 60 240 0.600 2.400 0.00736 2.56 -2.13 -2.34% 
14e 60 300 0.600 3.000 0.00694 2.41 -2.16 n.d. 
15 60 360 0.600 3.600 0.00642 2.23 -2.19 -0.57% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 
dividing kn by k in entry 1.d


















[cat] (M) [AcOH] 
(M) 
kb krelc log k %Err 
log kd 
1 20 60 0.200 0.600 0.00332 1 -2.48 -1.96% 
2 40 60 0.400 0.600 0.01505 4.53 -1.82 -3.83% 
3 60 60 0.600 0.600 0.03228 9.71 -1.49 -2.91 
4 100 60 1.000 0.600 0.05807 17.47 -1.24 -2.40% 
5 120 60 1.200 0.600 0.06811 20.50 -1.17 -1.35% 
6 40 120 0.400 1.200 0.00746 2.24 -2.13 -2.77% 
7 60 180 0.600 1.800 0.01356 4.08 -1.87 -1.15% 
8 100 300 1.000 3.000 0.03447 10.37 -1.46 -4.45% 
9 120 360 1.200 3.600 0.04802 14.45 -1.32 -2.84% 
10 60 60 0.600 0.600 0.03228 9.71 -1.49 -2.91% 
11 60 120 0.600 1.200 0.04749 14.29 -1.32 -1.87% 
12 60 180 0.600 1.800 0.01356 4.08 -1.87 -1.15% 
13 60 240 0.600 2.400 0.01591 4.79 -1.80 -2.62% 
14e 60 300 0.600 3.000 0.01172 3.53 -1.93 n.d. 
15 60 360 0.600 3.600 0.01524 4.58 -1.82 -3.62% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 
dividing kn by k in entry 1. dError calculated as stddev(log(k))/log(k)avg and reported as percentage.  eSingle run entry. 
 
When the amount of acetic acid is held constant and the catalyst loading is increased, the 
rate of product formation increases sharply until the concentration of the catalyst is equal or greater 
than the concentration of acetic acid (Table 36, entries 1-5). Under the same conditions, the rate 
of starting material consumption continues to increase as catalyst loading increases (Table 37, 
entries 1-5). When increasing the catalyst loading and maintaining the ratio of AcOH/QD at 3:1, 
the rate of product formation (Table 36, entry 1, entries 6-9) and substrate consumption (Table 37, 
entry 1, entries 6-9) both increase as QD loading increases. When varying AcOH concentration 
while holding QD loading at 60 mol %, an interesting pattern emerges in both the rate of product 
formation (Table 36, entries 10-15) and starting material consumption (Table 37. 10-15).  As 
shown in Figure 76, lower ratios of AcOH/QD give much higher relative rates than higher (3:1 
and greater). The difference is quite striking, suggesting that the 3:1 AcOH/QD ratio used in the 




Figure 76. Left: Rate of starting material consumption with respect to AcOH loading with constant 
QD loading. Right: Rate of product formation with respect to AcOH loading with constant QD 
loading. 
 Given the striking reliance of rate on the ratio of QD to AcOH, to determine the order of 
the “active catalyst”, the reaction rate data where the ratio of AcOH/QD was maintained at 3:1 
was used. The order in catalyst for both product formation and substrate consumption was 
determined. By plotting log kPDT vs log [QD] under those conditions (Figure 77, left), a linear trend 
is observed with an excellent linear fit (R2=0.996). The slope of the line is approximately equal to 
1, the catalyst showing first order behaviour in product formation. Similarly, plotting log kSM vs 
log [QD] also gives a good linear fit (R2=0.985), with a slope of 1.5 (Figure 77, right). This 
suggests QD has a fractional order (3/2) in starting material consumption.  
 
Figure 77. Left: Order determination of catalyst in product formation. Right: Order determination 
of catalyst in starting material consumption. 
B.2.4 QC2 Kinetics 
 Mirroring the studies of QD, QC2 was put through the same experimental studies to 
determine the differences, if any, between the two catalysts as an attempt to elucidate the cause for 
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the lack of selectivity of QC2, should there be a mechanistic shift.  As QC2 lacks the quinoline 
ring, the effect of acetic acid concentration may be different. While the Houk group considered the 
relative protonation of QN/QD catalysts in their study (with 3 equivalents of acid with respect to 
catalyst, it has been shown that the quinoline is not protonated), there could still be a significant 
buffering effect in the system that QC2 would lack. First, the optimal ratio of AcOH/QC2 was 
determined, and then that ratio was used to determine the order in QC2 maintaining a constant 
AcOH/QC2 ratio. These results are summarized in Table 38 (product formation) and Table 39 
(starting material consumption). In all cases, the overall rate of each reaction was observed to be 
first-order. 
 Like QD, a ratio of 2:1 AcOH/QC2 (Table 38, entry 2) results in the highest relative rate 
of product formation while holding catalyst loading constant (in fact the rates are almost identical). 
However, the decrease in rate of product formation following increase in ratio is less dramatic in 
the case of QC2 (Table 38, entries 3-6, Figure 78, left). QC2 undergoes more of a stepwise 
reduction in rate of starting material consumption, with the maximum rate of starting material 
consumption at a 1:1 ratio of AcOH/QC2 (Table 39, entries 1-6, Figure 78, right).  
 








krelc log k PDT e.r.d %Err  
log ke 
1f 60 60 0.01371 2.42 -1.86 58:42 n.d. 
2f 60 120 0.01549 2.73 -1.81 59:41 n.d. 
3f 60 180 0.01182 2.08 -1.93 58:42 n.d. 
4f 60 240 0.01038 1.83 -1.98 58:42 n.d. 
5f 60 300 0.00502 0.88 -2.30 55:45 n.d. 
6f 60 360 0.00339 0.60 -2.47 55:45 n.d. 
7 20 40 0.00567 1 -2.25 59:41 -0.80% 
8 40 80 0.01100 1.94 -1.96 59:41 -0.56% 
9 60 120 0.01549 2.73 -1.81 59:41 -0.37% 
10 100 200 0.02644 4.66 -1.58 59:41 -0.45% 
11 120 240 0.03132 5.52 -1.50 59:41 -0.90% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 
dividing kn by k in entry 7. dDetermined by chiral GC analysis of crude reaction mixture. eError calculated as 




 The order of QC2 was determined while maintaining a ratio of 2:1 AcOH/QC2. The 
loading of QC2 was investigated over the range of 20 to 120 mol %. The data for product formation 
are listed in Table 38 (entries 7-11), and the data for starting material consumption are listed in  
Table 39 (entries 7-11). Plotting log kPDT vs log [QC2] gives a linear trend (R
2=0.999, Figure 79, 
left) with a slope near 1, suggesting that like QD, QC2 is first order with respect to product 
formation. The same plot with log kSM vs log[QC2] gives a linear trend (R2=0.999, Figure 79, 
right), with a slope of 1.33, suggesting that QC2 has a fractional order with respect to starting 
material consumption, again like QD. The enantioenrichment of the reaction was also monitored 
at both varying ratios of AcOH/QC2 and when held constant. While the selectivity is quite low, at 
very large ratios (>4:1 AcOH/QC2) the enantioselectivity drops from 58:42 to 55:45. 
Unfortunately, the lack of a large range of enantioselectivity makes interpreting this result difficult.  
 








krelc log k %Err 
log kd 
1e 60 60 0.02595 4.45 -1.59 n.d. 
2e 60 120 0.02516 4.31 -1.60 n.d. 
3e 60 180 0.01554 2.66 -1.81 n.d. 
4e 60 240 0.01447 2.48 -1.84 n.d. 
5e 60 300 0.00608 1.04 -2.22 n.d. 
6e 60 360 0.00589 1.01 -2.23 n.d. 
7 20 40 0.00583 1 -2.23 -1.42% 
8 40 80 0.01527 2.62 -1.82 -0.73% 
9 60 120 0.02516 4.31 -1.60 -0.70% 
10 100 200 0.04944 8.47 -1.31 -1.34% 
11 120 240 0.06464 11.08 -1.19 -0.40% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 




Figure 78.  Left: Rate of product formation with respect to AcOH loading with constant QC2 




Figure 79.  Left: Order determination for QC2 with respect to product formation. Right: Order 
determination for QC2 with respect to starting material consumption.  
B.3 Discussion 
B.3.1 Overall Order of Reaction 
For both QD and QC2, under all conditions the overall reaction rate order was well fit to 
first-order rate kinetics. This is quite surprising given the data observed. For the aldol reaction 
under primary amine catalysis, which is assumed to form an enamine through condensation of 
catalyst and substrate, one would assume that the rate determining step would occur once the 
condensation between catalyst and substrate has occurred. This should lead to the intermediates 
leading to the rate determining step in a steady-state situation. However, if this were true, zero-
order kinetic behaviour should be observed. With both QD and QC2, the rate of starting material 
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consumption is higher than that of product formation. The raw rate data appears to show a dramatic 
drop in starting material consumption in the first few minutes of the reaction, suggesting a rapid 
pre-equilibrium formation of an intermediate. If formation of this intermediate is rapid, and 
reversible, then one would expect this intermediate to be effectively steady-state through the 
reaction, and that the reaction itself would exhibit zero order characteristics under catalytic 
conditions. At the time of this writing, no plausible, testable solution to this quandary has been 
devised. 
B.3.2 Order of QD and QC2 in Product Formation 
 With respect to product formation, the aldol reaction under consideration is first order with 
respect to both catalysts, QD and QC2 when holding the ratio of AcOH/catalyst constant. This 
suggests that (1) there is only a single catalyst interacting with the substrate at the rate determining 
step and (2) there is no significant change in mechanism between the two catalysts. In fact, when 
comparing the rates of QD and QC2 when all other components are held equal, the rates are very 
similar, despite the structural changes (see Table 36, entries 10-15 and Table 38, entries 1-6).  
 One consideration of note is that this study has not determined what the rate determining 
step is, nor which step is stereodetermining. It is possible that the stereodetermining step is beyond 
the rate determining step, and thus the number of catalysts involved in that step may be more than 
one. Additionally,  
B.3.3 Effect of AcOH Concentration 
 The observation that for both QD and QC2 the optimal 2:1 ratio of AcOH to catalyst seems 
to suggest that there is an equilibrium of protonation of the primary amine. Before the QC2 results 
were obtained, it was hypothesized that the buffering effect of acid on the catalyst would be 
dependent on the number of basic nitrogen atoms. However, it is clear from the results that the 
optimal stoichiometry is not dependent on the presence of a quinoline nitrogen, but instead reflects 
an optimal balance between the acid and the catalyst to turn over. The complicated number of 
reversible steps in the mechanism of this reaction makes it difficult to tease out what steps are 
accelerated and hindered. It also is not surprising in retrospect that the result is not dependent on 
the quinoline, as previous studies have shown that even at 3x excess acid the quinoline nitrogen is 
minimally protonated.137 These same conclusions can be drawn for both the consumption of the 




 From the data collected thus far, no clear evidence yet exists that supports an altered 
mechanism for the truncated cinchonamine catalyst QC2. No non-linear effect coupled with the 
clear first-order dependence on catalyst concentration both suggest a single catalyst activation 
mode at the rate determining step, with no evidence to the contrary at the stereodetermining step. 
Additionally, it has been determined that the original published conditions are not optimal. 
Changing the reaction solvent to DCM and raising the temperature increases the rate of the reaction 
without eroding stereoselectivity. The published amount of acid co-catalyst is also not optimal, 
with a 2:1 ratio of acid to catalyst being much more active. The only supported conclusion, without 
a much more in-depth and time-intensive experimental study, is that the Houk study relied on 























Appendix C: Development of a Bronsted Acid Catalysed β-Silyl Nazarov Cyclization 
C.1 Introduction 
 The Nazarov cyclization, a thermally-allowed 4π conrotatory intramolecular cyclization of 
dienones to form cyclopentenones.138 During the previous two decades, the Nazarov has seen 
renewed interest due to the ability afforded in rapidly and efficiently synthesizing substituted 
cyclopentenones, including structures with multiple stereogenic center.139 Traditionally, the 
Nazarov cyclization involves the activation of the substrate through stoichiometric or 
superstoichiometric use of a Lewis or Bronsted acid. The key step involves a 4π-electrocyclic ring 
closure (Scheme 31) of the cation generated through acid activation, followed by elimination to 
form the product cyclopentenone.  
Scheme 31 
 
   
 In an attempt to improve the product selectivity in the Nazarov cyclization, the Denmark 
laboratories have developed a variant of the Nazarov that takes advantage of the β-silyl effect in 
order to direct the regioselectivity of the elimination step (Scheme 32).140,141 The reaction itself 
was promoted by stoichiometric use of iron trichloride, and the stereoselectivity of the reaction in 
the formation of fused rings and cyclopentenones was studied thoroughly.  
Scheme 32 
 
While the modern Nazarov cyclization has seen the development of both catalytic methods 
and enantioselective methods, no catalytic, enantioselective variant of the β-silyl Nazarov has been 
developed. Initial attempts at using stoichiometric chiral Lewis acids to promote an 
enantioselective β-silyl Nazarov met with limited success, resulting in poor enantioselectivity. To 
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date, no catalytic version of the transformation has been reported. As BINOL-phosphoric acid 
derivatives have been used to catalyze enantioselective variants of the Nazarov cyclization, the 
application of these catalysts to the β-silyl Nazarov cyclization seemed inevitable. The goal of this 
project is to develop a Bronsted-acid catalysed β-silyl Nazarov cyclization, and if possible develop 
a catalyst that can catalyze the reaction in an enantioselective fashion. 
C.2 Results 
 To determine the viability of a catalytic β-silyl Nazarov cyclization, a simple substrate was 
chosen for the initial screens of reactivity. A variety of BINOL phosphoric acid derivatives were 
screened under the same conditions originally published by these laboratories. It was determined 
that the only catalyst that led to product formation was phosphoramide 147_iv, showing 6% after 
5 d (Table 40). The reaction stalling at 5% was reasoned to be the result of deactivation of the 
catalyst through silylation, a problem unique to the β-silyl Nazarov (Scheme 33). 
 
Table 40. Preliminary Catalyst Screen for β-Silyl Nazarov Reactiona 
 
Entry Catalyst Time (d) Yieldb 
1 42 5 0% 
2 43 5 0% 
3 44 5 0% 
4 147_iv 5 6% 
aAll reactions performed on a 0.1 mmol scale, with 10 mol% catalyst. bYield determined by 1H NMR ratios of 
substrate and product. 
 
 To overcome this obstacle, a variety of additives were considered (Table 41). Along with 





alcohol, 1,1,1,3,3,3-hexafluoroisopropanal (HFIP), and phenol. For this initial additive screen, the 
catalyst loading was increased to 20 mol%, and instead of a TRIP group, the catalyst was simple 
unsubstituted BINOL-phosphoramide H_iv.  It was found that both HFIP (Table 41, entry 2) and 
phenol (Table 41, entry 3) lead to higher yields and catalyst turn over. The reaction does not 
proceed in the absence of the phosphoramide catalyst. Due to the ease of use and removal, HFIP 
was chosen as the additive to move forward.  
 
Table 41. Alcohol and Desilylation Additive Initial Screeninga 
 
Entry Catalyst (mol%) Additive Time (h) Yieldb 
1 20 isopropyl alcohol 42 0% 
2 20 HFIP 42 40% 
3 20 phenol 42 n.d.c 
4 0 HFIP 42 0% 
aAll reactions performed on a 0.1 mmol scale, with 10 mol% catalyst. bYield determined by 1H NMR ratios of substrate 
and product. cAccurate ratio of starting material to product could not be determined due to overlapping signals in 1H 
NMR, but conversion was estimated to be >20%. 
 
An initial solvent and concentration screen was performed, using DCM and toluene, 
varying the solvent concentration from 0.1 M to 0.5 M (Table 42). Unsurprisingly, increasing 
concentration led to an increase in reaction rate in both toluene and DCM, though the yields are 
higher in DCM over the same length of reaction time (Table 42, entries 2-3, 4-5). Toluene was 
abandoned as a solvent for further analysis 
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Table 42. Rate Dependence on Solvent and Concentrationa 
 
Entry Solvent Concentration 
(M) 
% Yieldb @ 
22 h 
% Yieldb @ 
50 h 
% Yieldb 
@ 74 h 
1 DCM 0.1 M 37% 59% 76% 
2 DCM 0.2 M 47% 70% 82% 
3 DCM 0.5 M 58% 81% 91% 
4 Toluene 0.2 M 24% 45% 55% 
5 Toluene 0.5 M 38% 61% 70% 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bYield determined by GC with an internal 
standard. 
 
Next, the equivalents of HFIP were varied to determine dependence of yield on HFIP 
(Table 43). In DCM, increasing the equivalents of HFIP to 3 and 5 equivalents led to high yields.  
In DCM, 5 equivalents of HFIP and 20 mol% catalyst loading gave the product in a 97% GC yield 
in 24 h. Interestingly, the BINOL-phosphoryltrifylamide H_iv gave a non-racemic product. Only 
a single diastereomer is observed. These conditions were chosen for an initial enantioselectivity 
screen.  
 
Table 43. Effect of HFIP on Yielda 
 
Entry Solvent HFIP equiv PDT Yieldb PDT e.r.c 
1 DCM 2.0 68% 57:43 
2 DCM 3.0 82% 57:43 
3 DCM 5.0 97% 57:43 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 





Table 44. Initial Enantioselectivity Screen of BINOL-Phosphoramidesa 
 
Entry Catalyst time 
(h) 
GC PDT yieldb 
(%) 
GC SMb  
(%) 
PDT e.r.c,d 
1 5_x 92  0.00 100 n.d. 
2 100_v 92 83.1 14.5 50:50 
3 245_x 92 0.00 100 n.d. 
4 223_iv 92 2.01 97.8 53:47 
5 229_x 92 0.00 100 n.d. 
6 76_ix 92 0.00 98.3 n.d. 
7 328_x 92 0 100 n.d. 
8 115_iv 92 72.4 26.0 52:48 
9 185_v 92 0.00 100 n.d. 
10 182_iv 92 0.00 100 n.d. 
11 365_ix 92 0.00 100 n.d. 
12 147_iv 92 13.1 85.1 49:51 
13 H_iv 24 97% 1% 57:43 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 
cDetermined by chiral GC analysis. dSingleton runs. 
 
Given the promising result from the unsubstituted BINOL-phosphoramide, a series of 12 
3,3’-subsituted BINOL phosphoramides from the training set were screened for enantioselectivity. 
Thiophosphoramide catalysts showed poor reactivity, and selectivity could not be determined 
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(Table 44, entries 1, 3, 5-7, 9-11). Catalysts that did show reactivity gave poor enantioselectivity 
(Table 44, entries 2, 4, 8, 12), lower even than observed with the unsubstituted catalyst. In all 
cases, the yields observed with the 3,3’-substituted catalysts were lower than the unsubstituted 
catalyst over a longer time frame (92 h instead of 24 h).  
These results led to another round of additive and solvent screening. Both reactivity and 
enantioselectivity were investigated. For the results to be more applicable to catalysts in the 
training set, these screens used 20 mol% of 3,3’-phenyl substituted BINOL-phosphoramide 1_iv. 
First, a series of new additives were screened. Acidic alcohol 1,1,1-trifluoroethanol gave a lower 
yield than HFIP (Table 45, entry 2) but similar enantioselectivity. Adding a soluble chloride 
source, tetrabutylammonium chloride in addition to HFIP gave poor yield and no increase in 
enantioselectivity with 0.5 equivalents added, and no conversion when the additive was increased 
to 2 equivalents (Table 45, entries 3,4). Use of 1-octanethiol also gave no product but complete 
conversion of starting material (Table 45, entry 5).  
 
Table 45. Additive Screen for Enantioselectivity and Reactivitya 
 
Entry Additive Equiv 
Additive 





1 HFIP 5 48 92% 7% 54:46 
2 CF3CH2OH 5 48 54% 20% 55:45 
3 HFIP,TBACl 5, 0.5 48 47% 23% 53:47 
4 HFIP,TBACl 5,2 48 0% 73% n.d. 
5 1-octanthiol 2 48 0% 0% n.d. 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 
cDetermined by chiral GC analysis.  
 
Following the additive screen, a more extensive solvent screen was performed to determine 
if there was any solvent dependence for enantioselectivity or catalyst reactivity Table 46. Toluene, 
hexanes, and chloroform (Table 46, entries 2, 4, and 5) all gave lower yield and enantioselectivity. 
When ether was used as the solvent, the reaction was supressed entirely (Table 46, entry 3). 
Surprisingly, 1,2-dichloroethane gave a higher yield than DCM, with a 95% yield after 24 h (Table 
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46, entry 6). However, there was no change in product enantioenrichment when using 1,2-DCE. 
The final catalytic reaction conditions are 20 mol% catalyst with 5 equivalents of HFIP in 0.5 M 
1,2-DCE at room temperature. 
 
Table 46. Extended Solvent Screen for β-Silyl Nazarova 
 
Entry Solvent Additive Equiv 
Additive 





1 DCM HFIP 5 48 92% 7% 54:46 
2 Toluene HFIP 5 48 79% 18% 51:49 
3 Ether HFIP 5 48 0% 100% n.d. 
4 Hexanes HFIP 5 48 88% 8% 53:47 
5 CHCl3 HFIP 5 48 81% 18% 53:47 
6 1,2-DCE HFIP 5 24 95% 3% 54:46 
7 1,2-DCE HFIP 5 48 95% <1% 54:46 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 
cDetermined by chiral GC analysis.  
 
With the final catalytic conditions decided, a second enantioselectivity screen was 
performed using 15 3,3’-disubstituted BINOL-phosphoramide catalysts with the results listed in 
Table 47. While the yields are higher under the new catalytic conditions, the enantioselectivity of 
the catalytic reactions remains very low. With a wide variety of different substituents tested, it 
seems likely that for this substrate, the chances of finding an enantioselective catalyst are low. 
Additionally, the thiophosphoramide catalysts remain relatively inactive under the reaction 
conditions. Because of these disappoint results, the investigation of the catalytic, enantioselective 
β-silyl Nazarov reaction was halted. 
C.3 Discussion 
 A Bronsted-acid catalyzed β-silyl Nazarov cyclization has been developed. The reaction 
proceeds with high yield in 24 hours with the test substrate. The additive HFIP was required for 
catalyst turnover, likely serving as both a proton source and desilylation agent to ensure the catalyst 
is not permanently deactivated. A significant solvent effect was observed during the optimization 
of the reaction, with the highest reaction yields and rates occurring in chlorinated solvents.  
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Table 47. Second Enantioselectivity Screen with New Catalytic Conditionsa 
 
 
Entry Catalyst time (h) GC PDT yieldb (%) GC SMb (%) PDT e.r.c,d 
1 5_x 48 0% 100% n.d. 
2 245_x 48 10% 83% 50:50 
3 223_iv 48 88% 4% 53:47 
4 328_x 48 0% 77% n.d. 
5 115_iv 24 85% 0% 50:50 
6 182_iv 24 93% 3% 52:48 
7 365_ix 48 79% 3% 50:50 
8 205_ix 24 83% 0% 50:50 
9 29_iv 24 94% 5% 53:47 
10 229_iv 48 77% 20% 51:49 
11 242_v 24 93% 5% 50:50 
12 210_ix 24 80% 0% 50:50 
13 181_v 48 0% 100% n.d. 
14 147_iv 48 62% 23% 50:50 
15 1_iv 24 95% 2% 54:46 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 




Non-polar solvents like toluene and hexanes gave slightly lower yields, but ether completely 
suppressed the reaction.  
The ether result is likely due to the catalyst protonating the solvent, keeping the catalyst 
isolated and inactive.HFIP is the best additive observed in the optimization studies. Interestingly, 
the less acidic 2-propanol did not show the same result. Thus, it is likely that the success of HFIP 
is based on the acidity of the alcohol group. This is supported by the slightly less effective result 
with 1,1,1-trifluoroethanol. Simply adding nucleophiles in addition to HFIP, such as the soluble 
chloride source tetrabutylammonium chloride, lowered the yield of the reaction. The reason for 
this is likely that the catalysts are so acidic in chlorinated solvents that the catalyst is completely 
deprotonated with chloride anions present, generating HCl. The thiol additive didn’t give a 
favourable result either, with no product formed but all the starting material consumed. No other 
products were identified.   
With this test substrate the performance of this catalytic system is underwhelming with 
respect to enantioselectivity. This is likely due to the choice of substrate, as it is completely 
unadorned and lacks significant steric features. Many of the catalytic enantioselective Nazarov 
cyclizations in the literature require substrates with additional Lewis basic sites that allow for 
further interaction with the acid catalyst. Additionally, the mode of catalyst control is different for 
this reaction, relying on influencing the cyclization itself instead of protonation of the intermediate 
enolate. The electrocyclic ring closure happens far away from the Lewis basic site on the substrate, 
and the catalyst is associated through either a hydrogen-bonding interaction or Coloumbic 
interaction, further distancing the catalyst from the stereogenic center being formed.  
C.4 Conclusions 
 A Bronsted-acid catalysed β-silyl Nazarov cyclization has been developed. While the 
enantioselectivity is poor, this is the first example of a catalytic variant of this useful 
transformation. Utilizing HFIP as an additive and desilylation agent, the catalytic β-silyl Nazarov 
can achieve high yields, excellent diastereoselectivity, and short reaction times. The lack of 
stereoselectivity is likely substrate dependent, as the choice of substrate was based on one of 




Appendix D: Computational Experimental Information for Chapter 2 and Chapter 3 
D.1 General Information 
 The computational work described in Chapter 2 (and Chapter 3) were performed on either 
a workstation running on Windows 7 Professional or a Linux-based High Performance Computing 
(HPC) cluster, Odyssey. Odyssey is comprised of 14 server blades, each having 32 cores and 16 
Gb of RAM and 2 TB of harddisk storage. The network backbone of the cluster is comprised of a 
1 Gb/s ethernet LAN and a 56 Gb/s InfiniBand network. The cluster is managed by a CentOS-
Linux based distribution called ROCKS. All in-house software developed in these laboratories has 
been modified to work on both Windows and Linux platforms. 
 Software developed as part of the chemoinformatic workflow was written in Python 2.7. 
The main chemoinformatics package, ccheminfolib, has several required Python libraries: numpy, 
scipy, RDKit, and scikit-learn. Anaconda, a scientific python installation management program, 
was used to manage the dependencies. The package ccheminfolib is broken down into three 
branches: cchemlib, which contains the classes and associated functions for the datatypes used in 
the package (Points, Atoms, Molecules, etc.) as well as the parser class definitions (used to 
transfigure computational chemistry files to our datatypes); cdesclib which contains the calculator 
and controller classes for calculating descriptors and interfacing with computational chemistry 
programs, respectively; and cqsarlib, which contains centralized code for generating library, 
database, and modeling objects. The cqsarlib package is the least developed as more focus has 
been placed on developing the descriptors going into modeling rather than developing novel 
models.  
 In concert with in-house software, the chemoinformatics workflow relies on several 
software programs. Two version of MOE (2011.10 and 2013.08)66 are used for structure 
preparation, conformer generation, and (historically) combinatorial in silico library generation. 
The Schrodinger suite of chemical programs has been used for both structure minimization and 
conformer generation (MacroModel91) as well as structure alignment (RMSD), as well as QM 
based electrostatic MIF calculations (Jaguar69).69 NWCHEM73 has taken on Jaguar’s role as the 
QM software used in the workflow, as it is open source and designed for parallel HPC applications.  
SYBYL-X was previously used for CoMFA analysis and structure alignment. Spartan’16 is used 
for general visualization and small computational tasks.  
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 While the ccheminfolib has defined numerous molecular datatypes that can be saved and 
manipulated by the computer, the majority of structural information is stored in mol2 files, 
following the specification published by Tripos. This file type was chosen because it is a plain-
text file that is easy to parse and contains all pertinent 3D structural information, as well as it is a 
commonly used structural file type. All QSAR descriptor data is stored in comma-separated 
variable files (CSV) for ease of parsing and viewing either as a spreadsheet or text file. The 
descriptor feature sets for most in silico libraries are quite large, with plain-text files reaching 
several gigabytes in size, and so cannot be reproduced in this supplementary chapter. All catalyst 
libraries have a systematic nomenclature, with individual catalysts identified by a unique serial 
number. 
D.2 General Computational Methods 
D.2.1 In silico Library Preparation 
 Compound library generation is the beginning of the chemoinformatic workflow. The 
compounds that comprise the in silico library define the chemical space used for diversity analysis 
and QSAR modelling in future analyses, and so design and curation of the libraries must be done 
with care. The generation of a library focuses on two parts: the desired compound scaffold core(s) 
and a series of substituent (R-group) structural libraries. The scaffold core(s) are modified so that 
locations of future substituents are labelled hydrogen atoms, the label being systematic and 
consistent to identify which R-group library the substituent should be drawn from. The standard 
method used in the chemoinformatic workflow is to label attachment points A1, A2, A3, …, An 
for the desired number (n) of different attachment points. Similarly, the R-group libraries contain 
structures with the attachment point being a hydrogen atom labelled A0. The core and R-group 
structures are stored as individual mol2 files prior to use.  
 Forming the in silico library structures has been performed using two methods. The MOE 
method uses the QSAR-CombiGen Tool in MOE 2011.10 to perform the combinatorial library 
formation. The program uses the core and R-group attachment point numbering scheme described 
previously. The program performs a molecular mechanics (MMFF94x) minimization following 
structure creation and maintains C-I-P configuration at stereogenic centers located in the molecule. 
Several limitations in MOE’s CombiGen Tool forced the creation of a custom combinatorial 
library building tool: (1) often, if several aromatic or cycloalkane rings were in close proximity, 
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the structure creator would link the rings one through another, forming “Olympic rings”, (2) the 
structure creator did not save the identity of the R-groups or core, requiring re-examination to 
determine the structure serial number identification, and (3) later versions of MOE (starting with 
2013.08) do not have the CombiGen Tool.  
 The combinatorial library builder developed in these laboratories performs the same 
operations described in the MOE method. However, the default structure creation attaches the R-
groups with a 10 Å bond, making Olympic ring formation impossible. Additionally, a molecular 
graph is constructed to determine if any of the rings do intersect to ensure that under no 
circumstances does an Olympic ring make it through the structure generation step. Following 
structure generation, either MacroModel or MOE are used to minimize each structure in the library 
with molecular mechanics (MOE: MMFF94x, MacroModel: OPLS_2005).67 
 R-group libraries should be prepared and curated with synthetic availability and 
compatibility in mind. Originally, the mind set in developing in silico libraries was to include every 
possible R-group, regardless of compatibility or availability, or ease of synthesis. This strategy, as 
evident in the lack of full catalyst Universal Training Set synthesis, has led to many synthetic 
troubles leading to a lack of data. It should be considered that there is no advantage to including 
unreachable synthetic space in the name of expanding the chemoinformatic chemical space.  
D.2.2 Descriptor Calculations 
 Descriptor calculations as described in this dissertation fall into three distinct categories: 
(1) Molecular Interaction Fields (MIFs)7, (2) Grid Independent Descriptors (GRINDs), and (3) 
Occupancy descriptors + Electrostatic Parameters (Average Steric Occupancy (ASO) and 
ESPMAX).  
D.2.2.1 Calculation of Molecular Interaction Field Descriptors 
For direct use, MIF descriptors must be generated on aligned, superimposed compound 
libraries and calculated at identical grid points for each compound in the library. Thus, first the in 
silico library must be superimposed. In the latest iteration of the chemoinformatic workflow, this 
process is performed using Schrodinger’s Maestro142 GUI or via the command line. For libraries 
smaller than approximately 20,000 compounds, the library can be aligned through importing the 
structures in Maestro and using the superimposition tool. For larger libraries (or larger conformer 
libraries, see ASO section) the command line tool rmsd.py, provided by Schrodinger, can be used. 
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Both methods require assigning the core structure to for alignment via a SMARTS or ASL string. 
Following alignment, the structures are exported as mol2 files and can be used for descriptor 
calculation. 
Following alignment, a grid of points is defined for the entire library. The center of the grid 
is defined as the average location of the atoms, which essentially gives a “center of the library” 
origin. A spherical grid is then generated using a user-defined grid spacing, with the radius of the 
grid being 3 Å further out from the center than the furthest atom of any catalyst in the library. For 
all the descriptor sets developed and calculated in this report, a grid spacing of 1.0 Å was used 
unless otherwise noted. 
To ensure the accuracy of the electrostatic (ESP) MIF descriptor set, instead of the 
Leonard-Jones potential used in traditional CoMFA8, a QM method using Jaguar was developed. 
For the QM ESP MIF, Jaguar was used to calculate the electrostatic potential at each grid point in 
the user defined grid. For larger libraries, the level of theory was not very high (HF/3-21G) but 
presented an improvement over traditional CoMFA, and was ideally suited for working with the 
charged compounds that comprised the focus of the initial chemoinformatic development in these 
laboratories. Jaguar also culls the grid points that are within the van der Waals radius of any atom 
of the molecule, removing any potential grid points that could cause erroneous values.  
The steric MIF is comprised of grid points at which the van der Waals interaction energy 
(as defined and parameterized by MMFF94) is calculated between an sp3 carbon atom and the 
molecule. This is done using an in-house implementation of the force field and calculation of the 
energy. For each molecule, the electrostatic and steric MIFs are collated, removing any grid point 
that does not exist in both grids. The same collation is then performed on the entire in silico library, 
removing any grid point that does not exist within the grids of every molecule of the library. This 
is required for the grids to be comparable. Once this is complete, the descriptors are ready for 
chemoinformatic analysis. 
D.2.2.2 GRIND Calculation 
 Grid Independent Descriptors are built off of MIF descriptors. However, instead of 
requiring aligned descriptors, the descriptors instead focus on important regions within the MIFs, 
which are unique to each catalyst. These important regions are then used to create pairs of grid 
points that are used to calculate the final descriptors. The following procedure is for calculating 
the GRINDs for a single catalyst. 
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 First, a unique steric and electrostatic MIF are calculated for the catalyst. From each region, 
a certain number of important regions must be defined in a systematic fashion. This is done by 
selecting a series of anchor points with distinguishing features. The method used in the 
chemoinformatic workflow defines the GRIND type based on the MIF the descriptors are from, 
and whether the anchor points are defined by favourable (-, more negative) or unfavourable (+, 
more positive) interaction energies, giving four principle GRIND types: ESP+, ESP-, VDW+, 
VDW-. A certain number of anchor points are chosen (default used in the majority of cases is 10) 
using the highest interaction energy points of the MIFs, in the more positive and more negative 
directions. These anchor points are used to define the important regions through the addition of 
neighboring grid points. A single neighbour is added to each anchor points until the total number 
of selected pairs is achieved. This is done for each individual GRIND type. Generally, 10-25 points 
per node is appropriate, with 10 being the default number. This gives 100 total points for each 
GRIND type, and the 400 for the whole GRIND. This GRIND point populatin is then 
combinatorially paired up, generating 1000 point-point pairs for a single 100 point GRIND type. 
These pairs are then sorted into bins based on the distance between the points. For the compound 
libraries used in these laboratories, a bin size of 0.25 Å was used. The bins are then sorted based 
on the magnitude of the product of the energies of the point-point pairs, with the largest number 
being chosen as that bin’s GRIND. In this way, a series of GRINDs of different types are 
comparable based on bin number. These descriptors are then ready for use in chemoinformatic 
analysis and modelling. 
D.2.2.3 Average Steric Occupancy 
 The Average Steric Occupancy descriptor calculation is similar to the MIF calculations 
described earlier. However, these descriptors are based on conformer populations of a given base 
structure.  
 Once the in silico library is constructed and minimized, a conformer library is generated. 
Conformer libraries are still an active area of computational chemistry research, and the methods 
used in this calculation are low level in determining the accuracy of the conformer sets generated. 
For all ASO calculations used in the chemoinformatic workflow, the conformer library was 
generated using an energy window of 7 kcal/mol. This energy is low enough to restrict the total 
number of conformers to a useable level for large in silico libraries, but high enough to ensure the 
capture of an accurate average representation of each catalyst. The energy window should be 
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viewed with scepticism as the energies are calculated with molecular mechanics. Both MOE 
(MMFF94x) and MacroModel (OPLS_2005) have been used to generate conformer sets. 
MacroModel is the preferred method as it uses a mixed torsional and low mode molecular 
dynamics scan in conjunction, which reduces the chances of the conformer search getting stuck in 
a local minimum. MOE is used with low mode molecular dynamics scanning only. These settings 
along with generate 5-50 conformers per molecule, depending on the flexibility and degrees of 
freedom of the scaffold. 
 Once the conformer libraries are generated, the entire in silico library of conformer libraries 
is superimposed. This is done using Maestro or Schrodinger’s command line RMSD program. The 
alignment of the molecules is critical for Average Steric Occupancy calculation. Following 
alignment, a grid is generated as described in the MIF descriptor section. The ASO calculation 
involves the conformer set of a single compound. For each conformer, an indicator value is placed 
at each grid point, with the value of 1 if the grid point falls within the van der Waals radius of an 
atom, and 0 if it is outside the atom. This generates an indicator field for each conformer of the 
base catalyst. The ASO descriptors for the base catalyst are calculated by averaging the value at 
each grid point for the conformer library (with values between 0 and 1). This operation is 
performed for each base catalyst in the library, and the descriptors are culled by removing zero 
variance features (descriptors that are identical across the entire library).  
 The data structure of the ASO descriptors deserves a comment. The features are sparse, 
with the majority being equal to zero. This can make data preparation for modelling difficult, and 
limits the ability of the models to fit directly. Using principle component analysis (PCA) to reduce 
the dimensions can help, but the PCA will always be covariance matrix based because of the lack 
of scaling. Scaling can be performed on the ASO descriptors, but the structure of the data is lost, 
and the results can be surprising. Thus far, both with PCA and model generation, not scaling the 
ASO descriptors has led to the best results. However, any added descriptors (such as the ESPMAX 
descriptor) should be scaled prior to combination with the ASO, especially for descriptors with 
large values or ranges in value. 
D.2.2.4 Electrostatics Parameter ESPMAX  
 The ESPMAX descriptor is designed to replace the electrostatics MIF. For neutral 
compounds, the MIF approach only captures through-space effects and not through-bond effects 
of substituents with differing electronic character. It can be thought of as an estimation of the 
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Hammett parameter for highly-substituted aryls as well as alkyl groups. The parameter is 
calculated using the substituents (R-groups) of the library alone, without the core scaffold. The 
substituent group is attached to a tetramethylammonium core, giving a substituted 
trimethylammonium cation. For example, the substituent is an aryl group, the subsequent cation is 
a trimethylbenzyl ammonium cation (Scheme 34).  
Scheme 34 
 
 A conformer set is generated for each substituent-ammonium ion species, and NWCHEM 
is used to calculate a very specific electrostatic MIF that was calibrated using comparison with 
Hammett parameters.77 The NWCHEM ESP calculation is performed using DFT (B3LYP\6-
31G*), with the specific ESP settings: range 0.2 probe 0.1 spacing 0.025. From each calculated 
MIF, the highest energy is stored. The actual ESPMAX descriptor is the average maximum energy 
from the MIFs calculated on the conformers using these settings. It has been demonstrated that 
this method gives a descriptor (ESPMAX) that correlated well with Hammett parameters (Figure 
80). These descriptors are calculated for each substituent group and used in combination with the 




Figure 80. Comparison of ESPMAX descriptor and Hammett parameters. 
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D.2.2.5 MI-DSE As a Descriptor Metric 
 Until recently, the descriptors generated for use in the chemoinformatic workflow were 
only judged qualitatively for the ability to discriminate chemical properties in a meaningful way. 
This was limited to looking at visualizations of chemical space and correlation with selectivity in 
a limited number of data sets and attempting to generate QSAR models from the descriptor sets 
that weren’t simply overfit. However, now an information metric can be applied to directly 
measure the discriminator power. This metric uses Shannon Entropy (SE), which is a measure of 
the amount of information with a single descriptor over a series of compounds. SE is defined by 
Equation 5: 
Equation 5 
𝑆𝐸(𝑃) = −∑𝑝(𝑥) log2 𝑝(𝑥) 
where P is a descriptor that has been discrete-ized, or binned in a given number of intervals and 
p(x) is defined by Equation 6: 
Equation 6 
𝑝(𝑥) =
𝑛𝑢𝑚 𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡𝑠 𝑖𝑛 𝑏𝑖𝑛 𝑥
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡𝑠
 
The SEs of each descriptor are comparable if the number of bins is held constant, regardless 
of the absolute range of each individual descriptor. However, this only shows the difference 
between individual descriptors. To determine how well a single descriptor can discriminate 
between compound classes (for example class A and class B), then the Mutual-Information 
Differential Shannon Entropy (MI-DSE) measure can be used (Equation 7). The DSE value 
calculated for the descriptor is a value 0 ≤ DSE ≤ 1, where 0 is no discriminating power and 1 is 
complete discriminating power.68 
Equation 7 







 One difficulty in using the MI-DSE value is that the compound classes must be defined 
empirically, which is time consuming and generally subject to human error. Thus, the range of MI-
DSE values that are acceptable vary depending on the confidence in the classification of the 
chemical properties. For electronic character classes, which are often a spectrum, this means that 
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MI-DSE values as low as 0.4-0.5 are still acceptable, since the property is more of a continuous 
variable than a discrete set of classes. On the other hand, small and large steric bulk classes are 
easier to determine and demand a higher value of 0.6-0.7 for a high-performance rating.  
D.2.3 Universal Training Set Selection 
 Once a descriptor set has been calculated for an in silico library, the first task is generally 
to select a Universal Training Set for that library. The goal is to generate a training set that is 
representative of the diversity of the library, not necessarily the actual representative populations 
of different areas of chemical space. In other words, we ignore the density of the chemical space. 
The goal is to broaden the domain of applicability of future models involving the catalyst library. 
The diversity metrics used in the chemoinformatic workflow all stem from distance based metrics. 
Thus, the first task is to construct a chemical space. Generally, principle component analysis (as 
implemented in scikit-learn81) is used to reduce the dimensionality of the descriptor set. Originally, 
only 3 principle components were kept, however now the number of PCs is dictated by the total 
explained variance ratio. The goal is to have 80% of the explained variance represented in the 
smaller dimensional space. For the ASO+ESPMAX descriptor set, this can between 10-20 PCs, 
with a hard cap at 20 PCs. 
 Then, using a parallelized script on Odyssey, a distance matrix is calculated, recording the 
distance of each catalyst from one-another. For larger libraries this text file can approach 10 GB 
of hard drive space, and requires the proper computer workstation to manipulate. The distance 
matrix is then used by an in-house implementation of the Kennard-Stone algorithm to select the 
desired number of compounds from the library as the training set. Generally, 50 catalysts are 
chosen for the initial training set to evaluate the training set qualitatively. 
 The training set that is chosen can be highly affected by the treatment of the descriptor data 
prior to the selection protocol. Scaling the data, changing the dimensionality of the data, and other 
data transformations can all make dramatic changes to the catalysts that are chosen. As described 
previously, the ASO descriptors are not scaled prior to PCA, but the ESPMAX descriptors are 
subject to standardization prior to PCA to bring the values and variance in line with the ASO 
descriptors.  
 If any undesirable catalysts are chosen in the training set, they can be replaced by nearest 
neighbour compounds in the library. It is difficult to assess the appropriateness of a replacement, 
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because distance measures in high-dimension space are hard to analyse, but we prefer to replace a 
catalyst with the nearest thing rather than have a complete hole in the chemical space.  
D.2.4 Modeling 
 Correlative and predictive models are generated using a variety of linear and non-linear 
model types. A general modelling protocol has been developed, using the principle available linear 
regression models available in scikit-learn’s package. One standard modelling technique used in 
Partial Least Squares Regression. Sparsity-based linear regressions like LASSO and ElasticNet 
that force a penalty on the model when too many features are important to the model have become 
more used in the chemoinformatic workflow to avoid overfitting standard linear regression models. 
Interpolative models generated with SVR and RF Regression have been included in our model 
ensemble, but lack the capability to extrapolate and find limited utility in that role. Multivariate 
Adaptive Splines Regression (MARS) was used extensively in the QSAR models developed 
during the Merck collaboration. MARS models were optimized using a simulated annealing 
algorithm. 
 Cross-validation is generally performed using KFold cross-validation, with k=3.92 This 
gives Q2 values that are more realistic than Leave-One-Out validation. The exception to this is in 
the Merck PTC Collaboration work, which only used LOO validation. For a given optimization 
problem with training set data, an ensemble of models is generated. These models are used to 
predict the selectivity of catalysts within the in silico library to find those that are predicted to have 
higher selectivity. The Q2 value of the model gives a certain weight to the predictions, but the 
most value in the ensemble method of modelling is that corroboration between models can be 
observed, strengthening the confidence in prediction. 
 Unfortunately, no systematic method of defining the domain of applicability of QSAR 
models generated in the chemoinformatic workflow has been developed or agreed upon based on 
performance. Dense libraries make distance-based metrics less useful, and descriptor range 
methods are impossible to use as the Universal Training Set general covers the entirety of the 






D.3 Example Universal Training Sets 
D.3.1 BINOL-Phosphoramide UTS 
Descriptor calculations were performed according to the general ASO and ESPMAX procedures. 
Conformer library was generated with MacroModel method. 
D.3.1.1 Core Scaffolds 
 







D.3.1.2 R-Group Library 



















































































































D.3.1.3 Universal Training Set 
Table 49. BINOL Phosphoramide UTS 
 
Nearest Neighbor Substitutions 





Table 50. (cont.) 
 
D.3.2 Bisoxazoline UTS 
Descriptor calculations were performed according to the general ASO and ESPMAX 
procedures. Conformer library was generated with MacroModel method. The current iteration of 
the BOX UTS has too many repeats at the R1 position (with 250 groups to choose from) to be 
considered a finished UTS candidate so further studies or data manipulation are going to be 
required to fix that. 
D.3.2.1 Core Scaffolds 
 




D.3.2.2 Universal Training Set 
 The current iteration of the BOX UTS is given in Table 51. 
  
Table 51. Candidate Training Set of Bisoxazoline Ligands with Many Repeats 
106_1_2_1 173_2_2_9 188_1_3_6 23_2_1_7 28_4_4_10 
114_5_5_6 174_1_1_7 207_3_1_10 230_3_1_1 40_4_4_2 
116_4_4_6 174_1_3_7 216_3_1_10 238_1_4_7 54_1_2_9 
131_1_3_7 174_2_2_9 216_4_4_1 242_1_4_6 6_2_2_7 
137_1_3_7 174_4_4_7 224_1_1_7 242_4_1_6 64_5_5_1 
138_4_1_6 179_1_3_4 225_4_4_9 244_1_3_3 68_1_3_7 
138_4_4_1 179_3_1_3 225_5_5_5 244_4_4_6 7_1_1_10 
148_4_4_3 179_3_1_4 227_1_3_3 244_5_5_9 7_4_1_9 
155_4_4_10 179_4_1_7 228_1_1_9 250_1_1_6 7_4_4_1 
156_5_5_3 182_3_1_6 23_1_3_9 250_1_4_10 71_1_1_4 
 
D.3.2.3 BOX Chemical Space Analysis – R2/R3 and R4 
 The chemical space of the BOX library was projected into 3D space using a PCA. When 
color coding for the R2/R3 groups (Figure 83) or the R4 groups(Figure 84), it is clear that the 
majority of the clustering is occurring with respect to the identity of those groups. Because of this, 
compounds with the same R1 group appear to be in different areas of chemical space, indicating 
different properties. This is similar to what was observed with the GRIND data set. There is 
currently no satisfactory solution to this problem.  
 





Figure 84. BOX in silico library in 3-component PCA space color coded to R4 groups. 
D.4 Computational Data for CPP Dataset Analysis 
 The serial number system for the CPP data set is based on the scaffold core and the R group 
substituents in the order of core_R2_R3_R4. Note that R1 is part of the core scaffold.  
 











Catalyst ΔΔG (kcal/mol) 
V_7_2_15 -0.08698 III_1_1_5 0.152898 V_3_2_7 -0.26557 
II_1_5_6 -0.04342 III_1_1_4 0 V_3_2_6 -0.1529 
II_1_5_5 0 III_1_1_3 0.108859 V_3_2_1 -0.1529 
II_1_5_4 -0.10886 III_1_1_2 -0.04342 V_3_3_6 0.021702 
II_1_5_3 -0.04342 III_1_1_1 0.108859 V_3_2_3 -0.13082 
II_1_5_2 -0.08698 V_5_2_10 0 V_3_2_2 -0.1751 
II_1_5_1 -0.06518 V_5_3_2 -0.04342 V_3_3_7 -0.21996 
V_7_2_12 0.043421 V_5_3_3 -0.0217 III_1_2_1 0.065175 
II_1_2_4 0 V_5_3_1 -0.10886 III_1_2_2 0.312122 
II_1_2_5 0 V_5_3_7 0.242656 III_1_2_3 -0.04342 
II_1_2_6 0.021702 V_5_3_5 0.718741 III_1_2_4 -0.13082 
II_1_2_1 -0.06518 V_5_3_8 -0.1751 III_1_2_5 0.152898 
II_1_2_2 0 VIII_8_2_5 0.459639 III_1_2_6 0.175097 
II_1_2_3 -0.04342 V_2_3_5 0.152898 V_3_3_1 -0.21996 
V_7_2_1 0.021702 V_2_3_7 0.175097 V_3_3_3 -0.1751 
V_7_2_5 0.786597 V_2_3_6 0.065175 II_1_3_5 0.021702 
X_8_2_5 0.434046 V_2_3_1 -0.08698 II_1_3_4 0.021702 
V_7_2_9 0.086982 V_2_3_3 -0.06518 II_1_3_6 0.065175 
V_7_2_8 -0.04342 V_2_3_2 -0.04342 II_1_3_1 0.043421 
V_7_2_14 0.086982 V_2_3_8 -0.10886 V_6_2_5 0.625302 
V_4_2_5 -0.28872 III_1_5_3 -0.04342 II_1_3_3 0.021702 
V_7_2_10 0.043421 III_1_5_2 0.312122 II_1_3_2 0.043421 
V_5_7_7 0.288715 III_1_5_1 0.219955 V_6_2_8 -0.06518 
V_5_7_5 0.786597 III_1_5_6 0.152898 II_1_1_3 0.021702 
V_5_7_2 0 III_1_5_5 0.175097 II_1_1_2 0.086982 
V_5_7_3 0.021702 III_1_5_4 0.086982 II_1_1_1 0.043421 
V_5_7_1 -0.04342 V_3_7_8 -0.21996 II_1_1_6 0.021702 
V_9_2_5 0.567413 IX_8_8_5 0.108859 II_1_1_5 0.065175 
VII_8_2_5 0.984752 VI_8_2_5 1.031226 II_1_1_4 0.086982 
III_1_3_1 0.086982 V_1_2_7 0.219955 V_3_3_8 -0.21996 
III_1_3_3 0.108859 V_1_2_6 -0.0217 V_5_2_11 0.130825 
III_1_3_2 -0.04342 V_1_2_5 0.130825 V_5_2_9 -0.0217 
III_1_3_5 0.043421 V_1_2_3 0.043421 V_5_2_8 -0.13082 
III_1_3_4 -0.06518 V_1_2_2 0.086982 V_5_2_3 0.021702 
III_1_3_6 0.065175 V_1_2_1 0.043421 V_5_2_2 -0.0217 
V_3_7_1 -0.13082 V_13_2_5 1.031226 V_5_2_1 -0.04342 
V_2_7_3 -0.04342 V_3_7_2 -0.19744 V_8_2_5 1.031226 
V_2_7_2 -0.04342 V_1_2_8 0.043421 IV_1_2_5 0.130825 
V_2_7_5 0.197443 V_3_7_3 -0.1751 V_5_2_5 0.786597 
V_3_7_5 -0.21996 V_15_2_5 0.94098 V_11_2_5 1.031226 
V_2_7_7 0.152898 V_2_2_8 -0.06518 V_7_2_13 -0.04342 
V_3_7_7 -0.24266 V_3_7_6 -0.19744 V_14_2_5 0.94098 
II_1_4_6 0 V_2_2_5 0.152898 V_5_6_8 -0.08698 
V_3_3_5 -0.24266 V_2_2_6 0.021702 V_5_6_5 0.786597 
II_1_4_4 0 V_2_2_7 0.152898 V_5_6_1 -0.0217 
II_1_4_5 0 V_2_2_1 -0.06518 Vb_1_2_8 0.130825 
II_1_4_2 0 V_2_2_2 -0.10886 Vb_1_2_2 -0.0217 
II_1_4_3 0.021702 V_2_2_3 -0.0217 Vb_1_2_3 0.108859 
V_3_3_2 -0.1529 V_10_2_5 0.595971 Vb_1_2_6 0.021702 
II_1_4_1 0.021702 V_3_2_8 -0.13082 Vb_1_2_7 0.021702 
III_1_1_6 0.04342 V_3_2_5 -0.31212 Vb_1_2_5 0.288715 
205 
 
Comparison of MOE and MM Conformer Sets Using MI-DSE Values 













Avgb 0.26 0.28 0.34 0.26 0.21 0.22 
Best Avgc 1 1 1 0.96 0.88 1 
R4 
ESPMAXd 
0.5 1 1 0.68 0.68 0 
aPoor EE is ddG < 0.343 kcal/mol (<65:35 e.r.), medium is 0.343 kcal mol – 0.687 kcal/mol (approx. 75:25 e.r.), and 
good >0.687 kcal/mol (up to 87:13 e.r.). bMI-DSE values averaged for all descriptors. cMI-DSE values averaged from 
50 highest MI-DSE values. dMI-DSE values for ESPMAX descriptor for the R4 substitutent. 
 
Table 54. MI-DSE Analysis of MOE ASO+ESPMAX Descriptor Set for Steric Bulk 
type R2 SMALL/BULKY R3 SMALL/BULKY R4 SMALL/BULKY 
Avga 0.14 0.14 0.09 
Best Avgb 0.81 0.6 0.58 
aMI-DSE values averaged for all descriptors. bMI-DSE values averaged from 50 highest MI-DSE values. 
 













Avgb 0.25 0.31 0.34 0.31 0.26 0.30 
Best Avgc 1 0.99 1 0.96 0.88 1 
R4 
ESPMAXd 
0.5 1 1 0.68 0.68 0 
aPoor EE is ddG < 0.343 kcal/mol (<65:35 e.r.), medium is 0.343 kcal mol – 0.687 kcal/mol (approx. 75:25 e.r.), and 
good >0.687 kcal/mol (up to 87:13 e.r.). bMI-DSE values averaged for all descriptors. cMI-DSE values averaged from 
50 highest MI-DSE values. dMI-DSE values for ESPMAX descriptor for the R4 substituent. 
 
Table 56. MI-DSE Analysis of MM ASO+ESPMAX Descriptor Set for Steric Bulk 
type R2 SMALL/BULKY R3 SMALL/BULKY R4 SMALL/BULKY 
Avga 0.19 0.20 0.14 
Best Avgb 0.8 0.72 0.6 
aMI-DSE values averaged for all descriptors. bMI-DSE values averaged from 50 highest MI-DSE values. 
 
The base library was generated using the in-house library generate to create the structures 
for which selectivity data is obtained. The ASO and ESPMAX descriptors were calculated as 
described in the General Computational Methods section using MacroModel to generate 
conformers. Training sets of 20-, 30-, 40- and 50-members were chosen using the UTS selection 
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protocol. Technically, each larger training set contains the smaller training set due to the method 
in which the training set is chosen. Thus, the 50-member training set is listed in Table 57. 
 
Table 57. 50-member CPP Training Set 
Entry Catalyst Entry catalyst 
1 V_5_3_7 26 V_5_7_7 
2 VIII_8_2_5 27 V_2_2_8 
3 V_3_3_6 28 III_1_1_3 
4 III_1_3_5 29 V_5_6_5 
5 III_1_1_4 30 V_2_7_2 
6 II_1_4_3 31 V_3_3_5 
7 V_7_2_1 32 V_7_2_9 
8 Vb_1_2_6 33 V_2_3_7 
9 V_5_3_2 34 V_5_3_5 
10 V_3_2_7 35 V_6_2_5 
11 V_2_3_5 36 V_3_3_2 
12 III_1_3_4 37 V_3_7_8 
13 IX_8_8_5 38 V_5_7_2 
14 V_5_3_8 39 II_1_3_5 
15 V_5_2_11 40 III_1_3_3 
16 II_1_1_6 41 Vb_1_2_5 
17 Vb_1_2_7 42 V_3_7_5 
18 V_7_2_5 43 X_8_2_5 
19 II_1_4_4 44 II_1_4_1 
20 V_3_7_2 45 III_1_2_4 
21 II_1_2_6 46 Vb_1_2_2 
21 V_2_2_6 47 III_1_3_6 
23 V_3_3_7 48 V_5_7_1 
24 V_3_3_8 49 V_2_3_1 
25 III_1_2_1 50 V_1_2_6 
 
An ensemble of models was generated on each training set following the general procedure, with 












Table 58. QSAR Model Results on CPP Dataset Training Sets 
Entry Modela Training Set Q2b R2 Q2b,c (scaled) R2c (scaled) 
1 LASSO 20 0.19 0.48 -0.39 0.71 
2 LASSO 30 0.22 0.96 0.19 0.84 
3 LASSO 40 0.35 0.97 -0.07 0.64 
4 LASSO 50 0.36 0.96 -0.16 0.61 
5 ElasticNet 20 0.19 0.47 -0.55 0.62 
6 ElasticNet 30 0.27 0.96 0.29 0.83 
7 ElasticNet 40 0.01 0.96 -0.00 0.59 
8 ElasticNet 50 0.22 0.94 -0.11 0.65 
9 SVR 20 -0.46 0.99 0.15 0.99 
10 SVR 30 0.54 1.0 0.54 1.0 
11 SVR 40 0.54 0.99 0.42 0.99 
12 SVR 50 0.53 0.99 0.15 0.99 
13 RF 20 0.36 0.90 0.23 0.82 
14 RF 30 0.52 0.93 0.48 0.89 
15 RF 40 0.32 0.85 0.23 0.86 
16 RF 50 0.23 0.85 0.36 0.89 
17 PLS_2 20 -0.02 0.66 0.01 0.90 
18 PLS_2 30 0.36 0.63 0.53 0.85 
19 PLS_2 40 0.44 0.55 0.35 0.74 
20 PLS_2 50 0.33 0.56 0.20 0.66 
21 PLS_4 20 -0.43 0.87 0.16 0.98 
22 PLS_4 30 0.36 0.84 0.53 0.96 
23 PLS_4 40 0.39 0.75 0.44 0.88 
24 PLS_4 50 0.44 0.71 0.12 0.84 
25 PLS_6 20 -0.38 0.95 0.14 0.99 
26 PLS_6 30 0.52 0.94 0.52 0.99 
27 PLS_6 40 0.37 0.91 0.42 0.95 
28 PLS_6 50 0.51 0.86 0.08 0.92 
aCalculated using scikit-learn implementations of the model: LASSO, ElasticNet, SupportVectorRegressor (SVR), 
RandomForestRegressor (RF), Partial Least Squares (PLS): 2-component (PLS_2), 4-component (PLS_4), 6-
component (PLS_6). bCross-validated R2 score, calculated using KFold cross-validation, k=3 folds. cDescriptors 










Figure 86. Top, left: Observable distribution for 20-member CPP training set. Top, right: 
Observable distribution for 30-member CPP training set. Bottom, left: Observable distribution for 




Figure 87. Distribution of the observable data in the CPP dataset, with the majority of catalysts 





Figure 88. Observable distributions for full CPP dataset following various data transformation 
scaling methods. 
 




Table 59. Average Q2 for QSAR Models with BoxCox Scaling of CPP Observable ΔΔG 
Entry TS Average Q2a 
1 20 0.09 
2 30 0.33 
3 40 0.42 
4 50 0.36 
 aCalculated through KFold cross-validation, k=3 folds, and averaged over an ensemble of QSAR models 
 
Table 60. Selectivity data for 30-TS-0 
Entry Catalysta ΔΔGb Entry Catalysta ΔΔGb 
1 V_5_3_7 0.243 16 II_1_1_6 0.022 
2 VIII_8_2_5 0.460 17 Vb_1_2_7 0.022 
3 V_3_3_6 0.023 18 V_7_2_5 0.787 
4 III_1_3_5 0.043 19 II_1_4_4 0.087 
5 III_1_1_4 0.0000 20 V_3_7_2 -0.197 
6 II_1_4_3 0.022 21 II_1_2_6 0.022 
7 V_7_2_1 0.022 22 V_2_2_6 0.022 
8 Vb_1_2_6 0.022 23 V_3_3_7 -0.220 
9 V_5_3_2 -0.043 24 V_3_3_8 -0.220 
10 V_3_2_7 -0.266 25 III_1_2_1 0.065 
11 V_2_3_5 0.153 26 V_5_7_7 0.289 
12 III_1_3_4 -0.065 27 V_2_2_8 -0.065 
13 IX_8_8_5 0.109 28 III_1_1_3 0.109 
14 V_5_3_8 -0.175 29 V_5_6_5 0.787 
15 V_5_2_11 0.131 30 V_2_7_2 -0.043 
aCatalyst nomenclature conforms to serial numbering system described previously, see Experimental section for 




















Table 61. QSAR Models Developed from 30-TS-0 
Entry Modela Q2b Q2 Shufflec R2 
1 EN 0.21 -0.13 0.83 
2  PLS_4 0.38 -1.20 0.87 
3 PLS_6 0.31 -1.14 0.97 
4 PLS_8 0.33 -1.13 0.99 
5 SVR_L 0.22 -1.04 0.50 
6 SVR_R 0.15 -0.45 0.31 
7 RF 0.10 -0.51 0.91 
8 SVR_P -0.05 -0.29 -0.025 
9 PLS_2 0.46 -0.83 0.74 
10 LASSO 0.20 -0.12 0.998 
aCalculated using scikit-learn implementations of the model: LASSO, ElasticNet, SupportVectorRegressor (SVR_L (linear kernel), 
SVR_R (radial kernel), SVR_P (poly kernel)), RandomForestRegressor (RF), Partial Least Squares (PLS): 2-component (PLS_2), 
(4-component (PLS_4), 6-component (PLS_6), 8-component (PLS_8). bCross-validated R2 score, calculated using KFold cross-
validation, k=3 folds. cCalculated by shuffling observable and cross-validating the model.  
 
Table 62. Top 5 Predicted Catalysts by Model PLS_2 in First Round of Modeling 
Prediction 
Rank 






1 VII_8_2_5 iPr 2-naphthyl Bn 3,5-
bis(CF3)Ph 
0.6289 0.9848 
2 VI_8_2_5 Et 2-naphthyl Bn 3,5-
bis(CF3)Ph 
0.5047 1.0312 










5 V_7_2_12 Me 1-naphthyl Bn 3-CF3-Ph 0.3860 0.0434 
 
Table 63. Top 5 Predicted by Model PLS_2 in Second Round of Modeling 
Prediction 
Rank 















































V_5_3_7 0.2427 1 VII_8_2_5 0.3328 0.985 
VIII_8_2_5 0.4596 2 V_8_2_5 0.3316 1.0312 
V_3_3_6 0.0217 3 V_14_2_5 0.3286 0.941 
III_1_3_5 0.0434 4 VI_8_2_5 0.3126 1.0312 
III_1_1_4 0.0000 5 V_11_2_5 0.2884 1.0312 
 
D.5 Computational Data for PTC Merck Collaboration 
 Due to the incredible flexibility of the BisQuat catalyst scaffold, a series of libraries were 
generated, using CoMFA (as implemented in Tripos’ SYBYL-X) to estimate the ability of the 
structures generated to give a 3D-QSAR prior to calculating the custom MIF based descriptors 
developed for the chemoinformatic workflow. Acceptance criteria were determined to be R2 > 0.8 
and/or Q2 > 0.4. The lowered criteria for Q2 was due to the expectation that CoMFA would be 
overfit through noise in the L-J descriptor set. 
First Generation Library - 1GL 
 The first in silico library was generated using the general procedure, using MOE to generate 
the full library of 70,576 compounds from 266 separate R groups varied at two attachment points.  
 
Figure 90. Subset of aligned compounds from the 1GL. R1 substituents are well aligned to the 
left, and the R2 substituents form a diffuse mass to the right due to increased degrees of freedom. 
 A CoMFA model was generated for the 1GL Merck subset library (1GL-MSL) using 
SYBYL-X, giving a 6-component PLS model with Q2LOO= 0.498 and R
2 = 0.77. While the value 
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of Q2 LOO meets the acceptance criteria established previously, the correlation is too low. Both 
metrics indicate poor performance of the model with respect to both predictivity and interpolative 
precision. This suggests that the structures generated in the 1GL without constraints are 
introducing a large amount of noise into the model. Arbitrarily constraining the geometry did not 
help increase CoMFA performance. 
 
Figure 91. Predicted versus observed results for CoMFA model on the 1GL-MSL.  
 
Figure 92. Left: CoMFA model fields generated for the 1GL-MSL (blue: increasing positive 
charge beneficial, red: increasing negative charge beneficial, green: increasing steric bulk 
beneficial, yellow: decreasing steric bulk beneficial). Right: Orientation of the BisQuat catalysts 
in the CoMFA field display to the left. 
Second Generation Library - 2GL 
 For the second-generation library the structures of the library were subjected to a conformer 
search with a fragment of the substrate included as anionic counterion. While computationally 
intensive, this was expected to lower the amount of fuzziness of the quinoline quaternizing group.  

































 A comparison between the first- and second-generation libraries was performed using the 
MSL catalysts from the 1GL  and 2GL, shown in Figure 93. L-J CoMFA models were developed 
using the 2GL-MSL. In this case, the 8-component PLS model developed had modest predictivity 
(Q2LOO = 0.46) and was correlative (R
2 = 0.85). Having met the acceptance criteria, the structures 
of the 2GL were taken forward for custom QM/MM MIF descriptor calculations and 3D-QSAR 
model generation.  
 
Figure 93. Left: 1GL-MSL structures aligned, showing large variation in R2 group rotation about 
quinoline right. Right: 2GL-MSL structures aligned showing less rotation of the R2 group around 





Model Generation with 2GL-MSL 
A series of QSAR models were developed on the MIF descriptor set generated from the 
superimposed 2GL-MSL structure library. The best model (Q2LOO = 0.6) was based on the MARS 
modeling method, which generates a regression model based on a series of hinge functions. The 
accuracy of the model was good (slope of observed versus predicted selectivity was unity) but the 
precision was poor (R2 = 0.64).  
 
 
Figure 94. Predicted versus observed selectivity for 2GL-MSL MARS 3D-QSAR model. 
 Once the descriptor set for the full 2GL was completed, the same process was carried out 
to generate models on the data from the MSL catalysts to begin predicting new catalysts for 
synthesis. With the full library descriptor set assembled, it was impossible to generate PLS82 or 
MARS92 3D-QSAR models with positive Q2 or good R2 (Average R2 = 0.3). In addition, the 
models that were fit to the data predicted novel catalysts in the 2GL would have observed 
selectivities that were much too high (ΔΔG > 10 kcal/mol).  
Mini-Library Model Generation and Prediction Protocol 
 The 2GL library was separated into 500-catalyst mini-libraries, with the 177 catalysts of 
the MSL included in each mini library for a total of 677 catalysts in each library. Each library was 
aligned separately using SYBYL-X55, and MIF descriptors were calculated for each mini library. 
Following MIF calculation, an ensemble of 3D-QSAR models were developed. The mini-libraries 
would then be ranked by average Q2 of the ensemble models.  






























For each mini-library, the catalyst selection protocol was as follows: (1) 7-10 different 3D-
QSAR models of different types were trained on the MSL data, (2) each model was used to predict 
the top ten selective catalysts for each model, then (3) catalysts that were ranked in the top ten for 
multiple models were chosen for synthesis, with those appearing in the most models being chosen. 
Under this protocol, only catalysts that appear in the maximum number of “top ten” rankings are 
selected. For example, if two catalysts are ranked top ten for 4 models, and three other catalysts 
are ranked top ten for 3 models, then the two original catalysts are chosen for that library. The final 
list of 20 catalysts that were chosen for synthesis as potential high-selectivity catalysts were those 
selected from top ten rankings in the libraries that had the highest average Q2. Following this 
protocol, 20 BisQuat catalysts were chosen for synthesis. The final selection of 20 BisQuat 
catalysts chosen for synthesis in this manner are shown in Figure 52. The original 20 catalysts 
chosen had 3 catalysts with a 2,4-dimethoxybenzyl substituent. The decision was made to exclude 
these catalysts due to the difficulty in generating the alkylating agent (and the catalyst itself would 
probably be unstable). These catalysts were replaced by going to the next library in the ranking 
and pulling an additional 3 catalysts. The actual predicted selectivity predicted for the compounds 
was considered secondary to the ranking of library Q2 and number of “top ten” selections for a 
catalyst. 
 
Figure 95. BisQuat catalysts selected for synthesis with predicted enantioselectivity.  
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GRIND and ASO Analyses of MSL 
GRIND and ASO+ESPMAX descriptors were generated following the general protocols, 
but neither gave improved qualitative results (chemical space analysis) or model results.  
 




Figure 97. ASO+ESPMAX descriptor space for MSL, 3 component PCA. More selective 
catalysts shown in red.  
D.6 Computational Data for Carbonyl-Ene Reaction Study 
D.6.1 Descriptor Calculation 
 The descriptors for the catalysts were previously calculated to generate the UTS that was 
screened in the carbonyl-ene reaction.98 ASO and ESPMAX descriptors were calculated for the 
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substrates and products in a similar fashion. The substrates and product conformers were aligned 
along the isoprenyl group for the calculation of the ASO.  
D.6.2 Model Generation on Reported Data 
Table 65. Reported Data for Carbonyl Ene Reaction 
 
Entry cat Cat R-group R1 e.r. 
1 1_iv phenyl Ph 77:23 
2 2_iv 2-naphthyl Ph 91:9 
3 99_iv 3,5-(CF3)2C6H3 Ph 68:32 
4 6_iv phenanthryl Ph 64:36 
5 5_iv 9-anthracenyl Ph 63:37 
6 64_iv biphenyl Ph 89:11 
7 17_iv p-NO2C6H4 Ph 93:7 
8 223_ix SiPh2Me [H8] Ph 78:22 
9 245_ix SiPh3 Ph 54:46 
10 29_ix p-MeOC6H4 [H8] Ph 98:2 
11 29_ix p-MeOC6H4 [H8] p-MeOC6H4 96:4 
12 29_ix p-MeOC6H4 [H8] p-MeC6H4 98:2 
13 29_ix p-MeOC6H4 [H8] m-MeC6H4 98:2 
14 29_ix p-MeOC6H4 [H8] p-EtC6H4 97.5:2.5 
15 29_ix p-MeOC6H4 [H8] p-FC6H4 96:4 
16 29_ix p-MeOC6H4 [H8] 2-naphthyl 97.5:2.5 
17 29_ix p-MeOC6H4 [H8] 4-biphenyl 98.5:1.5 
18 29_ix p-MeOC6H4 [H8] p-tBuC6H4 97:3 
19 29_ix p-MeOC6H4 [H8] m,p-Me2C6H3 96:4 
20 29_ix p-MeOC6H4 [H8] p-Br-4-biphenyl 98:2 
21 29_ix p-MeOC6H4 [H8] tetralinyl 97.5:2.5 
22 29_ix p-MeOC6H4 [H8] indanyl 97.5:2.5 
23 29_ix p-MeOC6H4 [H8] p-ClC6H4 96.5:3.5 
  aData reproduced from reference.98 
Table 66. Data of QSAR Models Generated on 10-Catalyst Data Set 
Entry Model Type Q2 R2 
1 LASSO -4.72  6.30 0.97 
2 ElasticNet -6.19  8.10 0.87 
3 PLS (2 comp) -3.07  4.51 0.75 
4 PLS (4 comp) -2.54  3.29 0.95 
5 PLS (6 comp) -2.68  3.07 0.999 
6 RandomForest -5.06  8.07 0.67 





Table 67. Data for Models Generated on CSP Data 
Entry Model Type Q2 (kfold) R2 CV MAE  
1 LASSO 0.72  0.11 0.92 0.42  0.27 
2 ElasticNet 0.75  0.05 0.96 0.39  0.23 
3 PLS (2 comp) 0.70  0.15 0.88 0.45  0.23 
4 PLS (4 comp) 0.74  0.06 0.96 0.39  0.18 
5 PLS (6 comp) 0.74  0.06 0.99 0.43  0.12 
6 RandomForest 0.77  0.25 0.92 0.49  0.41 
7 SVRegression 0.74  0.07 0.99 0.39  0.16 
 
 
Figure 98. Predicted versus observed values for the ElasticNet model on the CSP data.  
Table 68. Summary of Predictions from Models Generated from Reported Data 













76_ix 1.769 76_ix 1.780 76_ix 1.332 76_ix 1.760 76_ix 1.975 365_ix 1.632 
365_ix 1.636 343_ix 1.678 343_ix 1.282 343_ix 1.661 343_ix 1.864 76_ix 1.512 
343_ix 1.607 365_ix 1.640 181_v 1.139 181_v 1.483 181_v 1.679 99_ix 1.421 
115_iv 1.537 382_v 1.511 365_ix 1.135 249_v 1.458 249_v 1.605 205_ix 1.391 
100_v 1.436 148_v 1.511 249_v 1.120 185_v 1.368 185_v 1.505 202_ix 1.292 
382_v 1.411 181_v 1.509 185_v 1.077 365_ix 1.345 286_x 1.413 343_ix 1.286 
29_iv 1.411 202_ix 1.499 286_x 1.056 286_x 1.291 365_ix 1.393 210_ix 1.255 
286_x 1.380 185_v 1.494 148_v 0.990 148_v 1.198 148_v 1.346 242_v 1.239 
328_x 1.374 249_v 1.475 29_iv 0.983 29_iv 1.165 287_v 1.255 280_ix 1.231 








D.6.3 Results from Round 1 and Models on Additional Data 
 
Figure 99. Predicted versus observed values for round 1 of UTS screening, predictions from the 
ElasticNet QSAR model.  
  
Table 69. QSAR Models on Round 1 UTS and Original Data 
Entry Model Type Descriptor 
Pool 
Q2 (kfold) R2 CV MAE 
1 LASSO Catalyst -4.72  6.30 0.97 0.50  0.26 
2 ElasticNet Catalyst -6.19  8.10 0.87 0.53  0.17 
3 PLS (2 comp) Catalyst -3.07  4.51 0.75 0.41  0.07 
4 PLS (4 comp) Catalyst -2.54  3.29 0.95 0.39  0.01 
5 PLS (6 comp) Catalyst -2.68  3.07 0.999 0.45  0.01 
6 LASSO CSP 0.63  0.12 0.98 0.39  0.12 
7 ElasticNet CSP 0.68  0.09 0.99 0.36  0.11 
8 PLS (2 comp) CSP 0.73  0.14 0.77 0.35  0.18 
9 PLS (4 comp) CSP 0.75  0.15 0.91 0.31  0.15 
10 PLS (6 comp) CSP 0.67  0.18 0.96 0.35  0.15 
11 LASSO Cat+repeat -3.63  6.23 0.9995 1.04  1.40 
12 ElasticNet Cat+repeat -3.63  5.36 1.0 1.06  1.32 
13 PLS (2 comp) Cat+repeat -2.99  4.27 0.60 0.94  1.15 
14 PLS (4 comp) Cat+repeat -3.26  4.48 0.94 0.93  1.18 










Appendix E: Experimental Information for Chapter 3 
E.1 General Experimental 
Reactions were conducted using glassware that had been flame-dried under vacuum or 
oven-dried (140 ºC) for at least 4 hr.  All reactions were conducted under an atmosphere of dry 
nitrogen or argon using a drying tube equipped with phosphorous pentoxide and calcium sulfate.  
Solvents used for extraction were reagent grade, and chromatography solvents were technical 
grade.  Column chromatography was performed using Ultrapure Silica gel from Silicycle (40-69 
μm) with a column mixed as a slurry with the lowest polarity eluent, packed and rinsed at 6psi and 
run at 3-4psi.  Reaction solvents tetrahydrofuran (Fischer, HPLC grade), diethylether (Fischer, 
BHT stabilized ACS grade) and methylene chloride (Fischer, unstabilized HPLC grade) were dried 
by percolation through two columns packed with neutral alumina under positive pressure of argon.  
Reaction solvents hexane (Fischer, OPTIMA grade) and toluene (Fischer, ACS grade) were dried 
by percolation through a column packed with neutral alumina and a column packed with Q5 
reactant, a supported copper catalyst for scavenging oxygen, under a positive pressure of argon. 
Instrumentation 
1H and 13C NMR spectra were recorded on a Varian 400 or 500 MHz (126 MHz, 13C) 
spectrometers.  Spectra are referenced to residual chloroform (d = 7.26 ppm, 1H; 77.0 ppm, 13C) 
residual benzene (d = 7.15 ppm, 1H; 128.62 ppm, 13C), or residual methanol (d=3.31 ppm. 1H; 49.0 
ppm, 13C).  Chemical shifts are reported in ppm, multiplicities are indicated by s (singlet), d 
(doublet), t (triplet), q (quartet), p (pentet), h (hextet), m (multiplet) and br (broad).  Coupling 
constants, J, are reported in Hertz, and integration is provided and assignments are indicated.  Mass 
Spectrometry (MS) was performed by the University of Illinois Mass Specrometer Center.  
Electron Impact (EI) spectra were performed at 70 eV using methane as the carrier gas on a 
Finnagin-MAT C5 spectrometer.  Data are reported in the form of m/z (intensity relative to the 
base peak = 100).  Infrared spectra (IR) spectra were recorded on a Perkin-Elmer FT-IR system 
and peaks are reported in cm-1 with indicated relative intensities: s (strong, 0-33% T); m (medium, 
34-66% T), w (weak, 67-100% T). ReactIR experiments performed on a Mettler Toledo ReactIR 
4000.  
 Retention factors, Rf, are reported for analytical thin layer chromatography performed on 
Merk silica gel plates treated with F-254 indicator.  Visualizations were accomplished by UV light, 
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aqueous KMnO4, Cerric ammonium molybdate (CAM) solution, iodine powder, or a 5% 
methanolic solution in H2SO4. Column chromatography was conducted using 230-400 mesh silica 
gel purchased from EM Science using the eluent and pressure given. Distillations were performed 
using a short-path, 3 cm, Vigreux column under reduced pressure.  
E.2 Experimental Information Specific to Merck Collaboration 
E.2.1 Literature Preparations 
1-(bromomethyl)-2-methoxy-4-nitrobenzene143, 2-bromo-1-(bromomethyl)-4-nitrobenzene144, 
and 1-(bromomethyl)-2,4-dinitrobenzene143 were synthesized according to literature procedures.  
E.2.2 Commercial Chemicals 
 All benzyl bromide compounds used in this report other than those synthesized were 
purchased commercially upon request.  
E.2.3 Synthesis of Cinchonidium Bromide salts (MonoQuats) 
E.2.3.1 General Procedure 1 (Method A) 
 
In a flame-dried 25-mL Schlenk flask, was charged with football shaped stir bar and Argon. 
(R)-quinolin-4-yl((1S,2S,4S,5R)-5-vinylquinuclidin-2-yl)methanol (X.x g, X.x mmol, 1 equiv) and 
substituted benzyl bromide (X.x g, X.x mmo, 1.18 equiv) were suspended in 10 mL IPA (HPLC 
grade, degassed overnight sparging with argon, 0.34 M). The reaction was heated to 70 ºC (bath 
temperature). The reaction was monitored by TLC (10% MeOH in DCM). When the starting 
material is consumed, the reaction was cooled to RT. The reaction mixture was transferred to a 
250-mL round bottom flask, rinsing with additional IPA, then concentrated via rotary evaporation 
(25 ºC, 15 mm Hg). A 3 cm x 1 cm football shaped Teflon stir bar was added to the flask, and 
EtOAc (3x the amount of  IPA used in the reaction) was added slowly with vigorous stirring. The 
suspension was stirred vigorously for 2 h, and then the solids were collected via vacuum filtration. 
223 
 
The filtered solids were washed with 10 mL 1:1 hexanes/IPA. The solids were air-dried on the 




vinylquinuclidin-1-ium bromide (9a) [JJH-EXP-DD6895] 
 
In a flame-dried 25-mL Schlenk flask, was charged with football shaped stir bar and Argon. 
(R)-quinolin-4-yl((1S,2S,4S,5R)-5-vinylquinuclidin-2-yl)methanol (1 g, 3.4 mmol) and 2-
(bromomethyl)-1,3-difluoro-benzene (829.78 mg, 4.00 mmo, 1.18 equiv) were suspended in 10 
mL IPA (HPLC grade, degassed overnight sparging with argon). The reaction was heated to 70 ºC 
(bath temperature). After 30 min, it was noted that a large amount of precipitate had formed. The 
reaction was determined to be complete by TLC after 1.5 h, and the reaction mixture was cooled 
to RT. The reaction mixture was transferred to a 250-mL round bottom flask, rinsing with 
approximately 10-mL of additional IPA, then concentrated via rotary evaporation (25 ºC, 15 mm 
Hg). A 3 cm x 1 cm football shaped Teflon stir bar was added to the flask, and 32 mL EtOAc was 
added slowly with vigorous stirring. The suspension was stirred vigorously for 2 h, and then the 
solids were collected via vacuum filtration. The filtered solids were washed with 10 mL 1:1 
hexanes/IPA. The solids were air-dried on the filter paper and then collected. Isolated 1.36 g (75%) 
of the desired salt 9a as an off-white powder. 





 1H NMR: (500 MHz, DMSO-d6) 
 δ 8.99 (dd, J = 4.5, 1.6 Hz, 1H), 8.35 (d, J = 8.4 Hz, 1H), 8.11 (dt, J = 8.5, 1.6 Hz, 1H), 7.89 – 7.71 
(m, 4H), 7.40 (dd, J = 9.7, 8.0 Hz, 2H), 6.82 (d, J = 3.6 Hz, 1H), 6.55 (d, J = 3.5 Hz, 1H), 5.79 – 
5.68 (m, 1H), 5.26 (d, J = 13.3 Hz, 1H), 5.15 – 5.07 (m, 1H), 4.99 (d, J = 10.4 Hz, 1H), 4.91 (d, J = 
13.3 Hz, 1H), 4.27 – 4.15 (m, 2H), 3.64 (d, J = 5.4 Hz, 1H), 3.54 (t, J = 11.4 Hz, 1H), 3.36 – 3.20 
(m, 2H), 2.71 (s, 1H), 2.13 (dt, J = 16.6, 11.3 Hz, 2H), 2.02 – 1.97 (m, 1H), 1.82 (s, 1H), 1.33 (t, J = 
11.8 Hz, 1H), 1.04 (dd, J = 6.1, 1.7 Hz, 1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-1-(4-cyanobenzyl)-2-((R)-hydroxy(quinolin-4-yl)methyl)-5-
vinylquinuclidin-1-ium bromide (9b) [JJH-EXP-DD6896] 
 
Following General Procedure 1 gave 1.55 g (93%) of MonoQuat 9b as a tan solid after trituration 
with EtOAc. The product was used without further purification.  
Data for 9b:     
Mol.Formula: C27H28BrN3O 
M.W. 490.45 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.99 (d, J = 4.5 Hz, 1H), 8.34 – 8.21 (m, 1H), 8.19 – 8.03 (m, 4H), 7.92 (dd, J = 8.1, 2.1 Hz, 3H), 
7.88 – 7.67 (m, 4H), 6.74 (d, J = 4.0 Hz, 1H), 6.53 (s, 1H), 5.67 (ddd, J = 17.1, 10.5, 6.4 Hz, 1H), 
5.23 – 5.09 (m, 2H), 5.09 – 4.89 (m, 2H), 4.25 (s, 1H), 3.89 (t, J = 9.0 Hz, 1H), 3.70 (d, J = 11.5 
Hz, 1H), 2.21 – 2.09 (m, 1H), 2.07 (s, 1H), 2.00 (s, 1H), 1.78 (s, 1H), 1.29 (d, J = 11.8 Hz, 1H). 
 











hydroxy(quinolin-4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (9c) [JJH-EXP-DD6899] 
 
Following General Procedure 1 (Method A) gave 1.15 g (93%) of MonoQuat 9c as an off-white 
powder following trituration with EtOAc. The product was used without further purification.  
Data for 9c:     
Mol.Formula: C27H27BrClF3N2OS 
M.W. 599.94 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.99 (d, J = 4.5 Hz, 1H), 8.39 – 8.35 (m, 1H), 8.29 (d, J = 8.4 Hz, 1H), 8.12 (d, J = 8.4 Hz, 1H), 
7.97 (dd, J = 8.5, 2.2 Hz, 1H), 7.94 – 7.72 (m, 4H), 6.86 (d, J = 3.6 Hz, 1H), 6.57 (s, 1H), 5.67 
(ddd, J = 17.1, 10.6, 6.3 Hz, 1H), 5.38 (d, J = 13.0 Hz, 1H), 5.17 (d, J = 17.3 Hz, 1H), 5.09 (d, J = 
12.9 Hz, 1H), 4.97 (d, J = 10.5 Hz, 1H), 4.41 (d, J = 11.8 Hz, 1H), 3.97 (t, J = 9.2 Hz, 1H), 3.92 – 
3.84 (m, 1H), 3.43 (t, J = 11.4 Hz, 1H), 3.38 – 3.28 (m, 2H), 3.22 (td, J = 11.4, 4.5 Hz, 1H), 2.65 (s, 
1H), 2.17 – 1.98 (m, 3H), 1.79 (s, 1H), 1.23 (s, 1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-2-((R)-hydroxy(quinolin-4-yl)methyl)-1-(2,3,5,6-
tetrafluorobenzyl)-5-vinylquinuclidin-1-ium bromide (9d) [JJH-EXP-EA6703] 
 
Following General Procedure 1 (Method A) gave 623 mg (70%) of MonoQuat 9d as an off-white 
powder following trituration with EtOAc. The product was used without further purification. 
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Data for 9d:     
Mol.Formula: C26H25BrF4N2O 
M.W. 537.11 
 1H NMR: (500 MHz, DMSO-d6) 
 δ 8.99 (d, J = 4.5 Hz, 1H), 8.37 – 8.23 (m, 2H), 8.14 – 8.06 (m, 1H), 7.89 – 7.67 (m, 3H), 6.85 (d, 
J = 3.6 Hz, 1H), 6.54 – 6.49 (m, 1H), 5.72 (ddd, J = 17.3, 10.5, 6.9 Hz, 1H), 5.33 (d, J = 13.4 Hz, 
1H), 5.17 – 4.94 (m, 3H), 4.28 – 4.17 (m, 2H), 3.66 (d, J = 8.3 Hz, 2H), 2.70 – 2.61 (m, 1H), 2.18 
– 2.04 (m, 2H), 2.04 – 1.97 (m, 1H), 1.83 – 1.74 (m, 1H), 1.31 (ddt, J = 13.6, 10.4, 3.3 Hz, 1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-1-(2-fluoro-5-nitrobenzyl)-2-((R)-hydroxy(quinolin-4-yl)methyl)-
5-vinylquinuclidin-1-ium bromide (9e) [JJH-EXP-EA6702] 
 
Following General Procedure 1 (Method A) gave 838 mg (93%) of MonoQuat 9e as an off-white 
powder following trituration with EtOAc. The product was used without further purification. 
Data for 9e:     
Mol.Formula: C26H27BrFN3O3 
M.W. 528.42 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.00 (dd, J = 4.4, 1.3 Hz, 1H), 8.83 (dd, J = 6.0, 2.9 Hz, 1H), 8.54 (dt, J = 9.0, 3.3 Hz, 1H), 8.27 
(d, J = 8.4 Hz, 1H), 8.13 (dt, J = 8.5, 1.4 Hz, 1H), 7.90 – 7.73 (m, 4H), 6.82 (d, J = 3.8 Hz, 1H), 
6.54 (d, J = 3.6 Hz, 1H), 5.68 (td, J = 10.8, 5.3 Hz, 1H), 5.29 (d, J = 12.9 Hz, 1H), 5.20 – 5.06 (m, 
2H), 4.97 (dt, J = 10.5, 1.4 Hz, 1H), 4.28 (s, 1H), 3.97 (t, J = 9.1 Hz, 1H), 3.83 – 3.76 (m, 1H), 3.48 
(t, J = 11.5 Hz, 1H), 2.50 (dq, J = 3.7, 1.7 Hz, 14H), 2.19 – 2.05 (m, 2H), 2.01 (s, 1H), 1.77 (s, 1H), 
1.30 (d, J = 12.4 Hz, 1H). 
 
 






vinylquinuclidin-1-ium bromide (9f) [JJH-EXP-EA6717] 
 
Following General Procedure 1 (Method A) gave 869 mg (92%) of MonoQuat 9f as a light brown 
powder following trituration with EtOAc. The product was used without any further purification. 
Data for 9f:     
Mol.Formula: C26H27BrN4O5 
M.W. 554.12 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.06 – 8.97 (m, 4H), 8.30 – 8.24 (m, 1H), 8.13 (dd, J = 8.4, 1.3 Hz, 1H), 7.91 – 7.75 (m, 3H), 6.70 
(d, J = 3.9 Hz, 1H), 6.53 (s, 1H), 5.67 (ddd, J = 17.1, 10.6, 6.4 Hz, 1H), 5.39 (d, J = 12.6 Hz, 1H), 
5.27 (d, J = 12.4 Hz, 1H), 5.14 (dt, J = 17.2, 1.4 Hz, 1H), 4.97 (dt, J = 10.6, 1.3 Hz, 1H), 4.38 – 
4.31 (m, 1H), 3.88 (t, J = 9.1 Hz, 1H), 3.75 (dd, J = 12.3, 3.9 Hz, 1H), 3.39 – 3.22 (m, 6H), 2.55 (d, 
J = 17.3 Hz, 3H), 2.21 – 2.07 (m, 3H), 2.01 (s, 1H), 1.75 (d, J = 12.5 Hz, 1H), 1.31 (t, J = 11.9 Hz, 
1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-2-((R)-hydroxy(quinolin-4-yl)methyl)-1-(2,3,5,6-tetrafluoro-4-
methoxybenzyl)-5-vinylquinuclidin-1-ium bromide (9g) [JJH-EXP-EA6716] 
 
Following General Procedure 1 (Method A) gave 391 mg (41%) of MonoQuat 9g as an off-white 
powder following trituration with EtOAc. The product was used without further purification. 
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Data for 9g:     
Mol.Formula: C27H27BrF4N2O2 
M.W. 567.42 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.99 (d, J = 4.5 Hz, 1H), 8.36 – 8.30 (m, 1H), 8.11 (dd, J = 8.4, 1.3 Hz, 1H), 7.89 – 7.70 (m, 3H), 
6.84 – 6.80 (m, 1H), 6.51 (s, 1H), 5.72 (ddd, J = 17.3, 10.4, 6.9 Hz, 1H), 5.27 (d, J = 13.6 Hz, 1H), 
5.13 (dt, J = 17.2, 1.3 Hz, 1H), 5.03 – 4.96 (m, 2H), 4.18 (d, J = 1.6 Hz, 4H), 3.62 (d, J = 8.2 Hz, 
2H), 2.65 (s, 1H), 2.14 (d, J = 12.3 Hz, 2H), 2.03 – 1.97 (m, 1H), 1.77 (s, 1H), 1.30 (dd, J = 13.7, 
10.0 Hz, 1H), 1.04 (d, J = 6.1 Hz, 1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
E.2.3.2 General Procedure 2 (Method B) 
 
In a flame-dried 25-mL Schlenk flask, was charged with football shaped stir bar and Argon. 
(R)-quinolin-4-yl((1S,2S,4S,5R)-5-vinylquinuclidin-2-yl)methanol (X.x g, X.x mmol, 1 equiv) and 
substituted benzyl bromide (X.x g, X.x mmo, 1.18 equiv) were suspended in 10 mL acetonitrile 
(HPLC grade, degassed overnight sparging with argon, 0.34 M). The reaction was stirred at RT 
for 3 d. The reaction was monitored by TLC (10% MeOH in DCM). When the starting material is 
consumed, the reaction mixture was transferred to a 250-mL round bottom flask, rinsing with 
additional acetonitrile, then concentrated via rotary evaporation (25 ºC, 15 mm Hg). A 3 cm x 1 
cm football shaped Teflon stir bar was added to the flask, and EtOAc (3x the amount of acetonitrile 
used in the reaction) was added slowly with vigorous stirring. The suspension was stirred 
vigorously for 2 h, and then the solids were collected via vacuum filtration. The filtered solids 









yl)methyl)-5-vinylquinuclidin-1-ium bromide (9h) [JJH-EXP-EA6734]
 
In a flame-dried 25-mL Schlenk flask, was charged with football shaped stir bar and Argon. 
(R)-quinolin-4-yl((1S,2S,4S,5R)-5-vinylquinuclidin-2-yl)methanol (250 mg, 0.85 mmol) and 2-
bromo-1-(bromomethyl)-4-nitro-benzene (296 mg, 1.0 mmo, 1.18 equiv) were suspended in 2.5 
mL acetonitrile (HPLC grade, degassed overnight sparging with argon) and stirred vigorously at 
room temperature. The reaction was determined to be complete by TLC after 3 d, and the reaction 
mixture was transferred to a 250-mL round bottom flask, rinsing with approximately 5-mL of 
additional IPA, then concentrated via rotary evaporation (25 ºC, 15 mm Hg). A 3 cm x 1 cm 
football shaped Teflon stir bar was added to the flask, and 10 mL EtOAc was added slowly with 
vigorous stirring. The suspension was stirred vigorously for 2 h, and then the solids were collected 
via vacuum filtration. The filtered solids were washed with 5 mL 1:1 hexanes/IPA. The solids were 
air-dried on the filter paper and then collected. Isolated 369 mg (74%) of the desired salt 9h as an 
off-white powder. 
Data for 9h:     
Mol.Formula: C26H27Br2N3O3 
M.W. 589.33 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.00 (dd, J = 4.4, 1.5 Hz, 1H), 8.66 (t, J = 2.0 Hz, 1H), 8.47 (dt, J = 8.5, 2.0 Hz, 1H), 8.35 – 8.25 
(m, 2H), 8.12 (d, J = 8.3 Hz, 1H), 7.89 – 7.79 (m, 2H), 7.79 – 7.71 (m, 1H), 6.89 (d, J = 3.3 Hz, 
1H), 6.57 (s, 1H), 5.67 (ddd, J = 17.1, 10.5, 6.3 Hz, 1H), 5.45 (d, J = 12.8 Hz, 1H), 5.23 (dd, J = 
30.5, 15.2 Hz, 2H), 4.99 – 4.93 (m, 1H), 4.51 (d, J = 11.9 Hz, 1H), 4.03 (t, J = 9.5 Hz, 1H), 3.94 (d, 
J = 12.3 Hz, 1H), 3.49 (t, J = 11.3 Hz, 1H), 3.32 (d, J = 1.5 Hz, 9H), 2.64 (s, 1H), 2.49 – 2.42 (m, 
1H), 2.17 – 2.05 (m, 3H), 2.01 (s, 1H), 1.76 (s, 1H), 1.22 (s, 1H). 
 






4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (9i) [JJH-EXP-EA6735] 
 
 Following General Procedure 2 (Method B) gave 270 mg (58%) of MonoQuat 9i as an 
off-white powder following trituration with EtOAc. The product was used without further 
purification. 
Data for 9i:     
Mol.Formula: C27H29BrClFN2O2 
M.W. 547.89 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.98 (d, J = 4.4 Hz, 1H), 8.24 (d, J = 8.6 Hz, 1H), 8.11 (dd, J = 8.3, 1.2 Hz, 1H), 7.89 – 7.71 (m, 
5H), 6.71 – 6.66 (m, 1H), 6.47 (s, 1H), 5.66 (ddd, J = 17.0, 10.6, 6.4 Hz, 1H), 5.15 (d, J = 17.4 Hz, 
1H), 5.04 (d, J = 12.6 Hz, 1H), 4.94 (t, J = 10.3 Hz, 2H), 4.24 (s, 1H), 4.00 (d, J = 1.6 Hz, 3H), 3.82 
(s, 1H), 3.66 (d, J = 12.8 Hz, 1H), 3.38 (t, J = 11.6 Hz, 1H), 3.30 (d, J = 16.6 Hz, 1H), 2.65 (s, 1H), 
2.13 (d, J = 11.2 Hz, 1H), 2.06 (s, 1H), 2.00 (s, 1H), 1.81 (s, 1H), 1.29 – 1.21 (m, 2H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-1-(4-fluoro-2-(trifluoromethyl)benzyl)-2-((R)-hydroxy(quinolin-
4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (9j) [JJH-EXP-EA6733, EA6744] 
 
Following General Procedure 2 (Method B) gave 660 mg (70%) of MonoQuat 9j as a brown 




Data for 9j:     
Mol.Formula: C27H27BrF4N2O 
M.W. 551.42 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.99 (dd, J = 4.4, 1.3 Hz, 1H), 8.28 (d, J = 8.6 Hz, 1H), 8.18 – 8.08 (m, 2H), 7.93 (dd, J = 9.0, 3.0 
Hz, 1H), 7.88 – 7.77 (m, 3H), 7.73 (dd, J = 8.6, 6.9 Hz, 1H), 6.83 (d, J = 3.3 Hz, 1H), 6.53 (s, 1H), 
5.70 – 5.59 (m, 1H), 5.44 – 5.37 (m, 1H), 5.22 – 5.14 (m, 2H), 4.97 – 4.91 (m, 1H), 4.00 (s, 1H), 
3.83 (s, 1H), 3.46 (t, J = 11.3 Hz, 1H), 3.31 (d, J = 1.2 Hz, 11H), 3.19 – 3.12 (m, 1H), 2.51 – 2.43 
(m, 3H), 2.06 (d, J = 13.3 Hz, 3H), 1.99 (s, 1H), 1.75 (s, 1H), 1.19 (s, 1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-1-(4-fluoro-3-(trifluoromethoxy)benzyl)-2-((R)-
hydroxy(quinolin-4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (9k) [JJH-EXP-EA6700] 
 
 
Following General Procedure 2 (Method B) gave 1.41 g (91%) of MonoQuat XXk as an off-
white powder following trituration with EtOAc. The product was used without further 
purification. 
Data for 9k:     
Mol.Formula: C27H27BrF4N2O2 
M.W. 567.42 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.99 (d, J = 4.4 Hz, 1H), 8.24 (d, J = 8.5 Hz, 1H), 8.15 – 8.09 (m, 1H), 8.00 (d, J = 7.1 Hz, 1H), 
7.89 – 7.71 (m, 4H), 6.74 (s, 1H), 6.51 (s, 1H), 5.68 (ddd, J = 17.2, 10.5, 6.4 Hz, 1H), 5.17 – 5.09 
(m, 2H), 5.01 – 4.93 (m, 2H), 4.23 (s, 1H), 3.83 (t, J = 8.9 Hz, 1H), 3.65 (d, J = 12.4 Hz, 1H), 3.36 
(d, J = 11.6 Hz, 1H), 3.31 (s, 8H), 2.13 (d, J = 10.6 Hz, 1H), 2.07 (s, 1H), 1.99 (d, J = 6.4 Hz, 1H), 
1.79 (s, 1H), 1.31 (s, 1H). 
 






hydroxy(quinolin-4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (9l) [JJH-EXP-EA6756] 
 
Following General Procedure 2 (Method B) gave 762 mg (87%) of MonoQuat 9l as a yellow 
powder following trituration with EtOAc. The product was used without further purification.  
Data for 9l:     
Mol.Formula: C26H27BrF6N2OS 
M.W. 609.47 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.00 (dd, J = 4.5, 1.3 Hz, 1H), 8.31 – 8.20 (m, 2H), 8.15 – 8.01 (m, 3H), 7.90 – 7.72 (m, 3H), 6.81 
(d, J = 3.9 Hz, 1H), 6.53 (s, 1H), 5.75 – 5.64 (m, 1H), 5.30 – 5.23 (m, 1H), 5.15 (dd, J = 17.1, 1.4 
Hz, 1H), 5.07 – 4.94 (m, 2H), 4.27 (s, 1H), 4.08 – 3.97 (m, 2H), 3.76 (d, J = 12.2 Hz, 1H), 3.48 (t, J 
= 11.4 Hz, 1H), 3.34 – 3.24 (m, 9H), 2.48 (s, 2H), 2.13 (dd, J = 24.4, 14.4 Hz, 2H), 2.03 – 1.97 (m, 
2H), 1.80 (s, 1H), 1.30 (s, 1H), 1.18 (td, J = 7.1, 1.4 Hz, 1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-1-(2,4-bis(trifluoromethyl)benzyl)-2-((R)-hydroxy(quinolin-4-
yl)methyl)-5-vinylquinuclidin-1-ium bromide (9m) [JJH-EXP-EA6738, EA6748, EA6761] 
 
Following General Procedure 2 (Method B) gave 17.8 g (87%) of MonoQuat 9m as a brown 




Data for 9m:     
Mol.Formula: C28H27BrF6N2O 
M.W. 601.43 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.00 (d, J = 4.5 Hz, 1H), 8.39 – 8.26 (m, 4H), 8.12 (dd, J = 8.5, 1.2 Hz, 1H), 7.90 – 7.78 (m, 
2H), 7.74 (ddd, J = 8.3, 6.9, 1.3 Hz, 1H), 6.88 (d, J = 2.8 Hz, 1H), 6.55 (s, 1H), 5.66 (ddd, J = 
17.1, 10.6, 6.3 Hz, 1H), 5.50 (d, J = 13.5 Hz, 1H), 5.31 (d, J = 13.3 Hz, 1H), 5.25 – 5.17 (m, 1H), 
4.95 (dt, J = 10.6, 1.3 Hz, 1H), 4.32 (s, 1H), 4.06 (t, J = 9.5 Hz, 1H), 3.94 (d, J = 12.0 Hz, 1H), 
3.51 (dd, J = 12.0, 10.4 Hz, 1H), 3.19 (d, J = 11.6 Hz, 1H), 2.46 (p, J = 1.9 Hz, 1H), 2.10 (dd, J = 
22.8, 11.9 Hz, 2H), 2.01 (s, 1H), 1.75 (s, 1H), 1.19 (s, 1H), 1.11 (s, 1H). 
 
TLC: Rf  0.2 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
E.2.4 Synthesis of BisQuat Catalysts 
Scheme 36 
 
E.2.4.1 General Procedure 3 (Method A) 
 
In a flame-dried 5-mL Schlenk flask, was charged with football shaped stir bar and Argon. 
MonoQuat XX (X.x g, X.x mmol, 1 equiv) and substituted benzyl bromide (X.x g, X.x mmol, 2 
equiv) were suspended in XX mL IPA (HPLC grade, degassed overnight sparging with argon, 4.13 
M) and XX mL DMF (degassed overnight sparging with argon, 0.585 M). The reaction was heated 
to 70 ºC (bath temperature). The reaction was monitored by TLC (10% MeOH in DCM). When 
the starting material is consumed, the reaction was cooled to RT. The reaction mixture was added 
dropwise to a 50-mL round bottom flask containing EtOAc (XX ml, 19 ml/mmol) and a 1.0 cm x 
0.5 cm football shaped Teflon stir bar with vigorous stirring. The slurry was stirred for 2 h and 
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collected via vacuum filtration. The filtered solids were washed with EtOAc (2 x 16 ml/mmol) 
The solids were air-dried on the filter paper and then collected.  
Representative Procedure 
Synthesis of (1S,2S,4S,5R)-1-(4-cyanobenzyl)-2-((R)-hydroxy(1-(2,3,5,6-tetrafluoro-4-
methoxybenzyl)quinolin-1-ium-4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (1_23_64) 
[JJH-EXP-EA6725] 
 
 In a flame-dried 5-mL Schlenk flask, was charged with football shaped stir bar and Argon. 
MonoQuat 9b (294 mg, 0.60 mmol, 1.0 equiv) and 1-(bromomethyl)-2,3,5,6-tetrafluoro-4-
methoxybenzene (328 mg, 1.20 mmol, 2 equiv) were suspended in 0.15 mL IPA (HPLC grade, 
degassed overnight sparging with argon, 4.13 M) and 1.1 mL DMF (degassed overnight sparging 
with argon, 0.585 M). The reaction was heated to 70 ºC (bath temperature). The reaction was 
monitored by TLC (10% MeOH in DCM). Complete consumption of the starting material was 
observed after 5 h, and the reaction was cooled to RT. The reaction mixture was added dropwise 
to a 50-mL round bottom flask containing EtOAc (11 ml) and a 1.0 cm x 0.5 cm football shaped 
Teflon stir bar with vigorous stirring. The slurry was stirred for 2 h and collected via vacuum 
filtration. The filtered solids were washed with EtOAc (2 x 10 ml) The solids were air-dried on the 
filter paper and then collected, giving 155 mg (34%) of BisQuat 1_23_64 as a brown powder.  
 





 1H NMR: (500 MHz, DMSO-d6)  
δ 9.65 (d, J = 6.2 Hz, 1H), 8.75 (d, J = 8.6 Hz, 1H), 8.56 (d, J = 8.9 Hz, 1H), 8.47 – 8.37 
(m, 2H), 8.18 (t, J = 7.7 Hz, 1H), 8.12 – 8.06 (m, 2H), 7.97 (d, J = 8.1 Hz, 2H), 7.34 (d, J 
= 4.5 Hz, 1H), 6.82 (s, 1H), 6.56 – 6.45 (m, 2H), 5.70 – 5.59 (m, 1H), 5.25 – 5.13 (m, 
3H), 4.96 (dt, J = 10.6, 1.4 Hz, 1H), 4.28 (s, 1H), 4.10 (t, J = 1.5 Hz, 3H), 3.99 (t, J = 9.9 
Hz, 1H), 3.82 (d, J = 12.3 Hz, 1H), 3.35 (d, J = 11.6 Hz, 1H), 3.27 – 3.19 (m, 1H), 3.16 
(dd, J = 5.0, 1.4 Hz, 1H), 2.66 (s, 1H), 2.49 (s, 1H), 2.10 – 1.99 (m, 4H), 1.80 (s, 1H), 
1.36 (t, J = 11.7 Hz, 1H). 
 






Following General Procedure 3 (Method A) gave 201 mg (40%) of BisQuat 1_247_103 as a 
yellow powder following trituration with EtOAc.  
Data for 1_247_103:     
Mol.Formula: C35H35Br2ClF3N3O4S 
M.W. 843.04 
 1H NMR: (500 MHz, DMSO-d6) 
δ 9.72 (dd, J = 6.3, 1.6 Hz, 1H), 8.73 (dt, J = 9.0, 2.0 Hz, 1H), 8.57 – 8.42 (m, 2H), 
8.38 (q, J = 2.2 Hz, 1H), 8.34 – 8.25 (m, 1H), 8.13 (t, J = 7.7 Hz, 1H), 7.99 (dd, J = 
8.4, 2.2 Hz, 1H), 7.95 – 7.78 (m, 3H), 7.54 – 7.44 (m, 2H), 6.86 (d, J = 3.6 Hz, 1H), 
6.41 (s, 2H), 5.74 – 5.63 (m, 1H), 5.36 (d, J = 13.1 Hz, 1H), 5.21 – 5.14 (m, 2H), 5.03 
– 4.95 (m, 1H), 4.43 (s, 1H), 4.07 (q, J = 9.7, 7.7 Hz, 1H), 4.02 – 3.93 (m, 3H), 3.87 
(s, 1H), 3.48 (t, J = 11.4 Hz, 1H), 3.32 – 3.22 (m, 2H), 2.68 (s, 1H), 2.52 (d, J = 10.4 
Hz, 3H), 2.41 (s, 1H), 2.14 – 2.01 (m, 3H), 1.83 (s, 1H), 1.39 (t, J = 11.8 Hz, 1H), 
1.23 (s, 1H). 
 






bromide (1_247_57) [JJH-EXP-EA6718] 
 
Following General Procedure 3 (Method A) gave 248 mg (48%) of BisQuat 1_247_57 as a 
yellow powder following trituration with EtOAc. 
Data for 1_247_57:     
Mol.Formula: C35H32Br2ClF7N2OS 
M.W. 856.96 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.86 (s, 0H), 9.75 (d, J = 6.2 Hz, 1H), 8.77 (dd, J = 8.8, 3.5 Hz, 1H), 8.61 (d, J = 9.0 
Hz, 1H), 8.52 (d, J = 6.2 Hz, 1H), 8.42 – 8.37 (m, 1H), 8.33 (dd, J = 8.9, 7.1 Hz, 1H), 
8.16 (t, J = 7.7 Hz, 1H), 7.99 (dd, J = 8.4, 2.2 Hz, 1H), 7.95 – 7.83 (m, 2H), 7.69 (t, J 
= 7.4 Hz, 1H), 7.50 – 7.43 (m, 2H), 6.87 (s, 1H), 6.56 (s, 2H), 5.67 (ddd, J = 17.1, 
10.5, 6.7 Hz, 1H), 5.40 – 5.33 (m, 1H), 5.20 (t, J = 14.6 Hz, 2H), 4.98 (d, J = 10.5 Hz, 
1H), 4.43 (s, 1H), 4.06 (d, J = 9.6 Hz, 1H), 3.90 (s, 1H), 3.48 (t, J = 11.4 Hz, 1H), 
3.27 (td, J = 11.6, 4.5 Hz, 1H), 2.68 (s, 1H), 2.50 (p, J = 1.9 Hz, 14H), 2.09 (dd, J = 
13.7, 8.1 Hz, 2H), 2.02 (s, 1H), 1.82 (s, 1H), 1.40 (d, J = 12.2 Hz, 1H). 
 












yl)methyl)-1-(2,3,5,6-tetrafluorobenzyl)-5-vinylquinuclidin-1-ium bromide (1_38_34) [JJH-
EXP-EA6723] 
 
Following General Procedure 3 (Method A) gave 161 mg (34%) of BisQuat 1_38_34 as a 
yellow-brown powder following trituration with EtOAc.  
Data for 1_38_34:     
Mol.Formula: C33H27Br2F9N2O 
M.W.  798.39 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.68 (d, J = 5.6 Hz, 1H), 8.82 – 8.76 (m, 1H), 8.55 (d, J = 9.0 Hz, 1H), 8.50 – 8.34 
(m, 2H), 8.30 (dt, J = 9.8, 7.2 Hz, 1H), 8.23 – 8.16 (m, 1H), 7.48 (d, J = 3.9 Hz, 1H), 
6.81 (s, 1H), 6.58 (s, 2H), 5.70 (ddd, J = 17.4, 10.3, 7.1 Hz, 1H), 5.30 (d, J = 13.4 Hz, 
1H), 5.18 – 5.10 (m, 2H), 5.01 (dt, J = 10.6, 1.2 Hz, 1H), 4.28 (t, J = 10.0 Hz, 2H), 
4.09 (q, J = 5.2 Hz, 2H), 3.71 (d, J = 10.7 Hz, 2H), 3.42 – 3.30 (m, 5H), 3.17 (d, J = 
5.2 Hz, 6H), 2.68 (s, 1H), 2.43 (s, 2H), 2.14 – 2.00 (m, 4H), 1.80 (s, 1H), 1.38 (t, J = 
11.5 Hz, 1H), 1.24 (s, 1H). 
 















Following General Procedure 3 (Method A) gave 157 mg (36%) of BisQuat 1_150_126 as a 
brown powder following trituration with EtOAc. 
Data for 1_150_126:     
Mol.Formula: C34H33Br2FN4O3 
M.W. 724.47 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.81 (dd, J = 6.4, 3.0 Hz, 1H), 8.83 (s, 1H), 8.71 (t, J = 7.1 Hz, 1H), 8.60 – 8.49 (m, 
3H), 8.34 – 8.27 (m, 1H), 8.15 (t, J = 7.7 Hz, 1H), 8.00 (s, 1H), 7.93 – 7.87 (m, 1H), 
7.83 – 7.76 (m, 2H), 7.66 (t, J = 7.7 Hz, 1H), 7.44 – 7.39 (m, 1H), 6.83 (s, 1H), 6.50 – 
6.38 (m, 2H), 5.74 – 5.63 (m, 1H), 5.35 – 5.27 (m, 1H), 5.17 (dt, J = 19.8, 16.1 Hz, 
2H), 5.03 – 4.97 (m, 1H), 4.30 (s, 1H), 4.13 – 4.04 (m, 3H), 3.54 (t, J = 11.5 Hz, 1H), 
3.33 (d, J = 1.3 Hz, 14H), 3.17 (dd, J = 5.2, 1.2 Hz, 4H), 2.52 (s, 1H), 2.12 (d, J = 
10.2 Hz, 2H), 2.04 (s, 1H), 1.82 (s, 1H), 1.48 (d, J = 11.9 Hz, 1H). 
 















Following General Procedure 3 (Method A) gave 174 mg (74%) of BisQuat 1_224_103 as a 
yellow powder following trituration with EtOAc. 
Data for 1_224_103:     
Mol.Formula: C35H37Br2ClFN3O5 
M.W. 793.95 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.73 (d, J = 6.2 Hz, 1H), 8.76 (d, J = 8.6 Hz, 1H), 8.53 – 8.46 (m, 2H), 8.36 – 8.21 
(m, 2H), 8.12 (dd, J = 8.5, 7.0 Hz, 1H), 7.92 – 7.75 (m, 4H), 7.49 (d, J = 8.4 Hz, 1H), 
7.29 – 7.20 (m, 1H), 7.20 – 7.11 (m, 1H), 6.79 (dd, J = 4.9, 2.1 Hz, 1H), 6.47 – 6.36 
(m, 2H), 5.68 (ddd, J = 17.2, 10.5, 6.5 Hz, 1H), 5.29 – 5.05 (m, 3H), 5.04 – 4.92 (m, 
1H), 4.30 (t, J = 12.7 Hz, 1H), 3.87 – 3.79 (m, 1H), 3.43 (dd, J = 12.6, 10.6 Hz, 1H), 
3.34 (td, J = 11.8, 4.8 Hz, 1H), 2.55 (t, J = 5.6 Hz, 2H), 2.30 (s, 1H), 2.10 – 1.99 (m, 
3H), 1.86 – 1.82 (m, 1H), 1.44 – 1.35 (m, 1H). 
 











1-ium-4-yl)(hydroxy)methyl)-5-vinylquinuclidin-1-ium bromide (1_113_95) [JJH-EXP-
EA6745] 
 
Following General Procedure 3 (Method A) gave 360 mg (89%) of BisQuat 1_113_95 as a dark 
brown powder following trituration with EtOAc.  
Data for 1_113_95:     
Mol.Formula: C33H32Br2FN5O7 
M.W. 789.45 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.85 (dd, J = 6.3, 1.9 Hz, 1H), 9.10 – 8.98 (m, 3H), 8.88 – 8.73 (m, 1H), 8.59 – 8.47 
(m, 2H), 8.36 – 8.27 (m, 1H), 8.19 (dt, J = 26.6, 7.9 Hz, 3H), 7.75 (d, J = 12.1 Hz, 
1H), 7.46 (d, J = 8.6 Hz, 1H), 7.28 (d, J = 4.7 Hz, 1H), 6.86 (d, J = 4.8 Hz, 1H), 6.63 
– 6.47 (m, 2H), 5.73 – 5.61 (m, 1H), 5.54 – 5.40 (m, 2H), 5.23 – 5.10 (m, 1H), 4.99 
(d, J = 10.5 Hz, 1H), 4.40 (d, J = 12.9 Hz, 1H), 3.99 (t, J = 9.2 Hz, 1H), 3.90 – 3.83 
(m, 1H), 3.25 (s, 1H), 2.55 (td, J = 5.6, 1.2 Hz, 4H), 2.47 (s, 2H), 2.18 – 2.01 (m, 4H), 
1.77 (d, J = 13.4 Hz, 1H), 1.49 (t, J = 12.0 Hz, 1H). 
 













ium bromide (1_211_261) [JJH-EXP-EA6719] 
 
Following General Procedure 3 (Method A) gave 190 mg (36%) of BisQuat 1_211_261 as a 
yellow powder following trituration with EtOAc.  
Data for 1_211_261:     
Mol.Formula: C35H31Br2Cl2F7N2O2 
M.W. 875.34 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.05 (dd, J = 6.4, 2.2 Hz, 1H), 8.96 – 8.90 (m, 1H), 8.84 – 8.76 (m, 1H), 8.54 – 8.46 
(m, 1H), 8.30 – 8.16 (m, 3H), 8.11 – 8.00 (m, 2H), 7.90 (q, J = 6.8, 6.3 Hz, 1H), 7.78 
(ddd, J = 9.9, 8.5, 1.4 Hz, 1H), 7.27 (t, J = 3.8 Hz, 1H), 6.82 (d, J = 4.1 Hz, 1H), 6.67 
(dd, J = 15.3, 1.8 Hz, 1H), 6.58 – 6.50 (m, 1H), 5.72 – 5.61 (m, 1H), 5.27 – 5.12 (m, 
3H), 4.98 (dd, J = 10.6, 1.5 Hz, 1H), 4.26 (s, 1H), 3.98 (q, J = 9.2 Hz, 1H), 3.40 (t, J = 
11.4 Hz, 1H), 2.66 (d, J = 10.7 Hz, 1H), 2.06 – 1.95 (m, 3H), 1.82 (d, J = 13.1 Hz, 
1H), 1.37 (t, J = 11.6 Hz, 1H), 1.24 (s, 1H). 
 












E.2.4.2 General Procedure 4 (Method B) 
 
In an oven-dried 20-mL scintillation vial equipped with a plastic cap and 1.5 cm x 0.5 cm 
football shaped Teflon stir bar was dissolved MonoQuat XXa (X.x mg, X.x mmol, 1 equiv) in X.x 
mL N-methyl pyrrolidone (0.8 M). To this was added substituted-benzyl bromide (X.x mg, X.x 
mmol, 3 equiv) and NaI (X.x mg, X.x mmol, 0.05 equiv). The reaction was stirred at rt for 4-7 d, 
and then the reaction mixture was added dropwise to a vigorously stirred 20-mL scintillation vial 
containing a 1:1 TBME/toluene solvent mixture (15 ml/mmol). Following the addition, the 
suspension is stirred for 2 h, then the solids are collected by vacuum filtration and washed with 
additional toluene.  
Representative Procedure 
Synthesis of (1S,2S,4S,5R)-1-(2,6-difluorobenzyl)-2-((R)-hydroxy(1-((5-nitrofuran-2-
yl)methyl)quinolin-1-ium-4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (1_31_266) [JJH-
EXP-EA6746] 
 
 In an oven-dried 20-mL scintillation vial equipped with a plastic cap and 1.5 cm x 0.5 cm 
football shaped Teflon stir bar was dissolved MonoQuat 9a (250 mg, 0.499 mmol, 1 equiv) in 0.63 
mL N-methyl pyrrolidone (0.8 M). To this was added 2-(bromomethyl)-5-nitrofuran (308 mg, 1.5 
mmol, 3 equiv) and NaI (4 mg, 0.025 mmol, 0.05 equiv). The reaction was stirred at rt for 5 d, and 
then the reaction mixture was added dropwise to a vigorously stirred 20-mL scintillation vial 
containing 7.5 mL of a 1:1 TBME/toluene solvent mixture. Following the addition, the suspension 
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is stirred for 2 h, then the solids are collected by vacuum filtration and washed with additional 
toluene. Air drying the solids gave BisQuat 1_31_266 as a brown powder. 
Data for 1_31_266:     
Mol.Formula: C31H31Br2F2N3O4 
M.W. 707.41 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.82 (dd, J = 6.2, 1.6 Hz, 1H), 8.82 (dd, J = 21.7, 8.8 Hz, 2H), 8.62 – 8.46 (m, 1H), 
8.46 – 8.34 (m, 1H), 8.18 (t, J = 7.8 Hz, 1H), 7.89 – 7.71 (m, 1H), 7.44 – 7.35 (m, 
3H), 6.85 (s, 1H), 6.63 (q, J = 16.2 Hz, 2H), 5.89 – 5.59 (m, 1H), 5.25 (d, J = 13.4 Hz, 
1H), 5.12 (dt, J = 17.1, 1.6 Hz, 1H), 5.00 (t, J = 11.6 Hz, 2H), 4.35 – 4.09 (m, 2H), 
3.31 (td, J = 7.0, 1.6 Hz, 7H), 2.21 – 2.05 (m, 6H), 1.96 – 1.80 (m, 6H), 1.41 (t, J = 
11.8 Hz, 1H). 
 
TLC: Rf  0.05 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
Synthesis of (1S,2S,4S,5R)-1-(2-bromo-4-nitrobenzyl)-2-((R)-hydroxy(1-((5-nitrofuran-2-
yl)methyl)quinolin-1-ium-4-yl)methyl)-5-vinylquinuclidin-1-ium bromide (1_159_266) 
[JJH-EXP-EA6749] 
 
Following General Procedure 4 (Method B) gave 222 mg (98%) of BisQuat 1_159_266 as a dark 
brown powder following trituration.  





 1H NMR: (500 MHz, DMSO-d6)  
δ 9.78 (dd, J = 6.4, 2.1 Hz, 1H), 8.86 – 8.77 (m, 2H), 8.69 (t, J = 2.0 Hz, 1H), 8.57 – 
8.44 (m, 2H), 8.40 (t, J = 8.0 Hz, 1H), 8.30 (dt, J = 8.4, 2.8 Hz, 1H), 8.18 (t, J = 7.8 
Hz, 1H), 7.76 (dd, J = 3.8, 1.6 Hz, 1H), 7.50 (d, J = 3.6 Hz, 1H), 7.32 (dd, J = 4.1, 2.1 
Hz, 1H), 6.87 (s, 1H), 6.68 – 6.53 (m, 2H), 5.64 (ddt, J = 17.1, 8.4, 4.2 Hz, 1H), 5.40 
(d, J = 7.8 Hz, 2H), 5.22 (d, J = 17.3 Hz, 1H), 4.96 (d, J = 10.5 Hz, 1H), 4.52 (t, J = 
8.5 Hz, 1H), 4.10 (t, J = 9.7 Hz, 1H), 4.00 (d, J = 11.8 Hz, 1H), 3.55 (t, J = 11.4 Hz, 
1H), 3.31 (td, J = 7.0, 1.8 Hz, 4H), 2.70 (d, J = 1.5 Hz, 7H), 2.50 (s, 1H), 2.18 (t, J = 
8.0 Hz, 3H), 2.13 – 2.00 (m, 3H), 1.96 – 1.85 (m, 3H), 1.77 (d, J = 13.2 Hz, 1H), 1.35 
(t, J = 11.6 Hz, 1H). 
 






Following General Procedure 4 (Method B) gave 390 mg (89%) of BisQuat 1_52_103 as a dark 
yellow powder following trituration.  
Data for 1_52_103:     
Mol.Formula: C35H35Br2F4N3O4 
M.W. 797.48 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.70 (dd, J = 22.7, 6.2 Hz, 1H), 8.89 – 8.78 (m, 1H), 8.50 (dd, J = 24.3, 7.5 Hz, 2H), 
8.36 – 8.19 (m, 2H), 8.11 (dd, J = 8.5, 7.1 Hz, 1H), 7.95 (dd, J = 9.3, 2.8 Hz, 1H), 
7.90 – 7.79 (m, 3H), 7.54 (d, J = 8.7 Hz, 1H), 7.48 – 7.37 (m, 1H), 6.85 (s, 1H), 6.42 
(s, 2H), 5.67 (ddd, J = 17.2, 10.6, 6.7 Hz, 1H), 5.43 – 5.32 (m, 2H), 5.22 (dd, J = 17.4, 
1.6 Hz, 1H), 5.04 – 4.93 (m, 1H), 4.31 (d, J = 15.2 Hz, 1H), 4.13 (t, J = 9.5 Hz, 1H), 
3.97 – 3.89 (m, 4H), 3.34 – 3.25 (m, 2H), 3.23 – 3.14 (m, 1H), 2.70 (s, 4H), 2.18 (t, J 
= 8.1 Hz, 2H), 2.12 – 1.97 (m, 4H), 1.95 – 1.85 (m, 2H), 1.79 (s, 1H), 1.33 (t, J = 11.4 
Hz, 1H). 
 






bromide (1_211_162) [JJH-EXP-EA6757] 
 
Following General Procedure 4 (Method B) gave 258 mg (71%) of BisQuat 1_211_162 as a 
yellow powder following trituration.  
Data for 1_211_162:     
Mol.Formula: C35H32Br2F8N2O2 
M.W. 824.45 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.77 (d, J = 6.2 Hz, 1H), 8.75 (d, J = 8.5 Hz, 1H), 8.54 (dd, J = 15.0, 7.6 Hz, 2H), 
8.31 (ddd, J = 8.5, 7.1, 1.2 Hz, 1H), 8.19 – 8.00 (m, 2H), 7.88 (ddd, J = 10.2, 5.4, 2.0 
Hz, 2H), 7.78 (dd, J = 10.2, 8.5 Hz, 1H), 7.68 – 7.55 (m, 2H), 7.27 (d, J = 4.7 Hz, 
1H), 6.84 – 6.79 (m, 1H), 6.61 – 6.50 (m, 2H), 5.67 (ddd, J = 17.3, 10.5, 6.7 Hz, 1H), 
5.24 – 5.12 (m, 3H), 4.98 (dt, J = 10.5, 1.2 Hz, 1H), 4.34 – 4.24 (m, 1H), 3.96 (t, J = 
9.3 Hz, 1H), 3.79 (dt, J = 12.7, 3.6 Hz, 1H), 3.45 – 3.37 (m, 1H), 3.28 (dq, J = 11.6, 
6.0, 5.1 Hz, 1H), 2.69 (d, J = 7.6 Hz, 2H), 2.13 – 1.99 (m, 3H), 1.94 – 1.78 (m, 1H), 
1.43 (td, J = 13.3, 11.8, 5.6 Hz, 1H). 
 












bromide (1_211_78) [JJH-EXP-EA6758] 
 
Following General Procedure 4 (Method B) gave 246 mg (70%) of BisQuat 1_211_78 as a 
yellow powder following trituration.  
Data for 1_211_78:     
Mol.Formula: C35H34Br2F6N2O2 
M.W. 788.47 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.78 (dd, J = 6.1, 1.6 Hz, 1H), 8.72 – 8.66 (m, 1H), 8.59 (d, J = 9.0 Hz, 1H), 8.50 (d, 
J = 6.1 Hz, 1H), 8.33 – 8.25 (m, 1H), 8.12 (dd, J = 8.5, 7.1 Hz, 1H), 8.03 (s, 1H), 7.88 
– 7.83 (m, 1H), 7.77 (dd, J = 10.2, 8.5 Hz, 1H), 7.47 (t, J = 8.0 Hz, 1H), 7.30 (d, J = 
2.3 Hz, 1H), 7.28 – 7.18 (m, 4H), 6.79 (s, 1H), 6.46 – 6.34 (m, 2H), 5.66 (ddd, J = 
17.2, 10.4, 6.7 Hz, 1H), 5.14 (dd, J = 17.0, 8.3 Hz, 3H), 4.97 (dt, J = 10.6, 1.3 Hz, 
1H), 4.25 (d, J = 10.8 Hz, 1H), 3.92 (t, J = 9.1 Hz, 1H), 3.72 (s, 1H), 3.40 (t, J = 11.6 
Hz, 1H), 3.26 (dd, J = 16.4, 5.0 Hz, 1H), 2.68 (d, J = 8.9 Hz, 1H), 2.15 – 1.99 (m, 
3H), 1.82 (s, 1H), 1.42 (t, J = 11.6 Hz, 1H). 
 












bromide (1_211_129) [JJH-EXP-EA6759] 
 
Following General Procedure 4 gave 298 mg (81%) of BisQuat 1_211_129 as a yellow powder 
following trituration.  
Data for 1_211_129:     
Mol.Formula: C36H35Br2F7N2O3 
M.W. 836.48 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.62 (dd, J = 6.4, 1.5 Hz, 1H), 8.79 – 8.58 (m, 2H), 8.44 (d, J = 6.2 Hz, 1H), 8.40 – 
8.25 (m, 1H), 8.12 (dd, J = 8.5, 6.9 Hz, 1H), 8.04 (d, J = 6.1 Hz, 1H), 7.92 – 7.84 (m, 
2H), 7.84 – 7.69 (m, 2H), 7.31 (d, J = 8.7 Hz, 1H), 7.24 (d, J = 4.5 Hz, 1H), 6.79 (d, J 
= 4.4 Hz, 1H), 6.34 (d, J = 3.5 Hz, 2H), 5.70 – 5.55 (m, 1H), 5.20 – 5.07 (m, 3H), 4.95 
(dt, J = 10.7, 1.2 Hz, 1H), 4.25 (d, J = 13.0 Hz, 1H), 3.91 (t, J = 10.3 Hz, 1H), 3.74 (s, 
1H), 2.17 (t, J = 8.1 Hz, 2H), 2.11 – 1.97 (m, 4H), 1.94 – 1.81 (m, 2H), 1.33 (d, J = 
12.7 Hz, 1H), 1.10 (d, J = 1.1 Hz, 1H). 
 













ium bromide (1_259_242) [JJH-EXP-EA6771] 
 
Following General Procedure 4 (Method B) gave 372 mg (96%) of BisQuat 1_259_242 as a 
yellow powder following trituration.  
Data for 1_259_242:     
Mol.Formula: C36H35Br2F7N2O3 
M.W. 836.48 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.70 – 9.62 (m, 1H), 8.86 – 8.75 (m, 1H), 8.56 (d, J = 9.0 Hz, 1H), 8.50 – 8.43 (m, 
1H), 8.39 (t, J = 8.0 Hz, 1H), 8.30 – 8.11 (m, 3H), 8.09 – 8.02 (m, 1H), 7.41 – 7.34 
(m, 1H), 6.93 (d, J = 10.8 Hz, 2H), 6.84 (s, 1H), 6.38 (d, J = 2.2 Hz, 2H), 5.68 (dddd, 
J = 18.5, 9.6, 6.9, 2.1 Hz, 1H), 5.31 (dd, J = 24.1, 13.3 Hz, 2H), 5.25 – 5.15 (m, 1H), 
4.97 (d, J = 10.5 Hz, 1H), 4.16 (t, J = 9.7 Hz, 1H), 4.05 – 3.95 (m, 2H), 3.92 (s, 2H), 
3.51 (t, J = 11.4 Hz, 1H), 3.34 – 3.20 (m, 4H), 3.17 (d, J = 0.9 Hz, 2H), 2.73 – 2.64 
(m, 1H), 2.50 (h, J = 1.6 Hz, 5H), 2.17 (t, J = 8.1 Hz, 2H), 2.11 – 1.99 (m, 4H), 1.95 – 
1.77 (m, 4H), 1.77 – 1.63 (m, 2H), 1.39 (hept, J = 7.1, 6.7 Hz, 3H), 0.91 (dd, J = 7.8, 
6.9 Hz, 3H). 
 













bromide (1_42_267) [JJH-EXP-EA6750] 
 
 
Following General Procedure 4 gave 151 mg (98%) of BisQuat 1_42_267 as a dark brown 
powder following trituration.  
Data for 1_42_267:     
Mol.Formula: C34H32Br2F4N4O6 
M.W. 828.45 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.74 (dd, J = 6.4, 2.4 Hz, 1H), 9.01 (dt, J = 7.3, 2.3 Hz, 1H), 8.83 (dd, J = 8.6, 2.7 
Hz, 1H), 8.63 – 8.51 (m, 2H), 8.38 (dt, J = 8.7, 2.0 Hz, 1H), 8.24 (dd, J = 8.8, 7.1 Hz, 
1H), 8.20 – 8.09 (m, 1H), 7.50 (d, J = 4.2 Hz, 1H), 6.95 (dd, J = 8.6, 2.4 Hz, 1H), 6.86 
(s, 4H), 5.74 (dddd, J = 17.5, 10.2, 7.4, 2.5 Hz, 1H), 5.28 (dd, J = 12.2, 8.9 Hz, 1H), 
5.24 – 4.97 (m, 4H), 4.30 (t, J = 9.1 Hz, 1H), 4.26 – 4.17 (m, 5H), 3.75 – 3.60 (m, 
2H), 3.31 (td, J = 7.1, 1.7 Hz, 3H), 3.17 (d, J = 1.6 Hz, 1H), 2.70 (d, J = 1.4 Hz, 7H), 
2.59 – 2.51 (m, 5H), 2.16 (dp, J = 21.3, 11.1, 10.1 Hz, 5H), 2.04 (s, 1H), 1.96 – 1.85 
(m, 3H), 1.83 (s, 1H), 1.50 (t, J = 12.3 Hz, 1H). 
 











bromide (1_49_237) [JJH-EXP-EA6767] 
 
General Procedure 4 (Method B) gave a complex mixture of products that could not be 
identified. 
 
Data for 1_49_237:     
Mol.Formula: C36H32Br2ClF9N2O2 
M.W. 890.91 








General Procedure 4 (Method B) gave a complex mixture of products that could not be identified 
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bromide (1_49_252) [JJH-EXP-EA6769] 
 
Following General Procedure 4 (Method B) gave 574 mg (93%) of BisQuat 1_49_252 as a 
yellow powder following trituration.  
Data for 1_49_252:     
Mol.Formula: C36H35Br2F11N2O2S 
M.W. 928.54 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.64 (d, J = 6.1 Hz, 1H), 9.61 (d, J = 6.3 Hz, 0H), 8.79 (d, J = 8.6 Hz, 1H), 8.71 (d, J 
= 8.8 Hz, 1H), 8.46 – 8.28 (m, 5H), 8.18 – 8.08 (m, 2H), 8.00 (dd, J = 9.2, 2.9 Hz, 
1H), 7.46 (d, J = 3.3 Hz, 1H), 7.28 (d, J = 9.3 Hz, 1H), 6.87 (s, 1H), 6.37 (s, 2H), 5.71 
– 5.58 (m, 1H), 5.51 – 5.40 (m, 2H), 5.26 – 5.18 (m, 1H), 4.99 – 4.90 (m, 1H), 4.31 
(d, J = 13.1 Hz, 1H), 4.11 (t, J = 9.4 Hz, 1H), 4.05 – 3.92 (m, 2H), 3.82 (d, J = 1.3 Hz, 
3H), 3.64 (s, 1H), 3.56 (t, J = 11.3 Hz, 1H), 3.34 – 3.26 (m, 2H), 3.24 – 3.15 (m, 1H), 
2.69 (s, 4H), 2.49 (s, 1H), 2.18 (t, J = 8.1 Hz, 2H), 2.04 (dd, J = 20.0, 10.4 Hz, 3H), 
1.90 (qd, J = 8.1, 6.8 Hz, 2H), 1.82 – 1.74 (m, 1H), 1.28 – 1.19 (m, 1H). 
 











Following General Procedure 4 (Method B) gave 512 mg (95%) of BisQuat 1_49_266 as a 
brown powder following trituration.  
Data for 1_49_266:     
Mol.Formula:  C33H31Br2F6N3O4 
M.W. 807.43 
 1H NMR: (500 MHz, DMSO-d6)  
δ 9.79 (d, J = 6.0 Hz, 1H), 9.74 (d, J = 6.1 Hz, 0H), 8.84 (h, J = 8.5 Hz, 2H), 8.52 (d, J 
= 6.2 Hz, 1H), 8.49 – 8.29 (m, 4H), 8.20 – 8.10 (m, 1H), 7.84 (t, J = 4.2 Hz, 0H), 7.78 
– 7.70 (m, 1H), 7.67 (d, J = 3.8 Hz, 0H), 7.48 (d, J = 3.3 Hz, 1H), 7.42 (d, J = 4.2 Hz, 
0H), 7.35 – 7.21 (m, 1H), 7.05 (t, J = 3.6 Hz, 0H), 6.95 (d, J = 3.7 Hz, 0H), 6.87 (s, 
1H), 6.68 – 6.53 (m, 2H), 5.73 – 5.40 (m, 3H), 5.24 (dd, J = 18.9, 6.8 Hz, 1H), 4.97 
(dd, J = 22.5, 10.5 Hz, 1H), 4.86 (s, 0H), 4.35 (d, J = 13.5 Hz, 1H), 4.20 – 4.07 (m, 
2H), 3.96 (s, 0H), 3.77 (s, 0H), 3.70 (d, J = 11.2 Hz, 0H), 3.56 (t, J = 11.3 Hz, 1H), 
3.30 (t, J = 7.0 Hz, 1H), 3.19 (td, J = 11.4, 3.4 Hz, 1H), 2.69 (s, 3H), 2.30 (s, 0H), 
2.17 (t, J = 8.1 Hz, 1H), 2.13 – 1.99 (m, 3H), 1.90 (p, J = 7.6 Hz, 2H), 1.77 (q, J = 
10.1, 9.6 Hz, 1H), 1.52 – 1.43 (m, 0H), 1.35 – 1.21 (m, 1H), 0.84 (dt, J = 14.3, 6.9 Hz, 
1H). 
 
TLC: Rf  0.05 (DCM/MeOH, 90:10) [KMnO4, UV] 
 
E.3 Experimental Information for Carbonyl-Ene Reaction Investigation 
E.3.1 Literature Preparations 
 2-isoprenylnaphthalene and 2-methoxy-α-methyl styrene were received as gifts from Sean 
Mccarty. BINOL-Phosphoramide catalysts were synthesized according to literature procedures, 
with characterization data reported here.63 Racemic ethyl 2-hydroxy-4-phenyl-2-
(trifluoromethyl)pent-4-enoate (JJH-EXP-17-B-88), ethyl 2-hydroxy-4-(2-methoxyphenyl)-2-
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(trifluoromethyl)pent-4-enoate   (JJH-EXP-17-B-94B), and ethyl 2-hydroxy-4-(naphthalen-2-yl)-
2-(trifluoromethyl)pent-4-enoate X (JJH-EXP-17-B-94A) were synthesized according to literature 
procedures as authentic racemic standards.98 
E.3.2 Commercial Chemicals 
 o-Xylene was purchased from Alfa-Aesar (HPLC grade) and stored over 4Å molecular 
sieves for 24 h prior to use. Ethyl trifluoropyruvate was purchased from Oakwood Chemicals and 
Sigma-Aldrich and purified prior to use (see pyruvate purification). α-Methyl styrene was 
purchased from Acros (98%, stabilized) and used without further purification. 
E.3.3 Instrumentation 
 Chiral GC analyses were performed on an HP 5890 Series II GC with FID detector. GC 
method: 5 uL injection onto a Cyclosil-B column at 100 ºC for 5 minutes, then a ramp of 1 ºC per 
minute to 110 ºC, held there at 23 minutes for a total run time of 38 minutes. The retention times 
were 35.079 min and 35.834 min for each enantiomer.  











 1H NMR:  (500 MHz, Chloroform-d) 
δ 8.04 (s, 2H), 7.99 – 7.92 (m, 2H), 7.85 – 7.72 (m, 4H), 7.42 (ddd, J = 
8.2, 6.8, 1.3 Hz, 2H), 7.39 – 7.31 (m, 6H), 7.26 – 7.17 (m, 2H), 5.31 (d, 





Data for 4b:     
Mol.Formula: C42H42O4 
M.W. 610.79 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.98 (s, 2H), 7.92 – 7.87 (m, 2H), 7.40 – 7.33 (m, 7H), 7.33 – 7.27 
(m, 2H), 7.21 (dd, J = 8.5, 1.0 Hz, 2H), 5.40 (s, 2H), 4.24 (p, J = 6.1 

















Data for 4c:     
Mol.Formula: C38H42O4 
M.W. 562.75 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.16 (dd, J = 2.3, 0.8 Hz, 2H), 7.03 (ddd, J = 8.3, 2.3, 0.8 Hz, 2H), 
6.96 (s, 2H), 6.81 (d, J = 8.3 Hz, 2H), 6.01 (s, 2H), 4.03 – 3.88 (m, 4H), 
2.75 (t, J = 6.2 Hz, 4H), 2.45 (dt, J = 17.1, 6.1 Hz, 2H), 2.27 (s, 6H), 










Data for 4d:     
Mol.Formula: C36H38O4 
M.W. 534.70 
 1H NMR: (400 MHz, Chloroform-d)  
δ 7.58 (s, 2H), 7.53 (d, J = 8.0 Hz, 2H), 7.41 (t, J = 7.6 Hz, 2H), 7.30 (d, 
J = 7.5 Hz, 2H), 7.16 (s, 2H), 4.90 (s, 2H), 4.51 (s, 4H), 3.41 (d, J = 0.8 







Data for 4e:     
Mol.Formula: C38H34O4 
M.W. 554.69 
 1H NMR: (400 MHz, Chloroform-d)  
δ 7.88 (d, J = 8.1 Hz, 2H), 7.74 (s, 4H), 7.44 – 7.27 (m, 4H), 6.74 (s, 














Data for 4f:     
Mol.Formula: C36H38O4 
M.W. 534.70 
 1H NMR: (400 MHz, Chloroform-d)  
δ 7.24 (s, 2H), 7.16 (d, 4H), 6.83 (d, 4H), 4.63 (s, 2H), 3.91 (s, 4H), 









Data for 4g:     
Mol.Formula: C56H50O2Si2 
M.W. 811.18 
 1H NMR: (400 MHz, Chloroform-d)  
δ 7.58 (m, 18H), 7.36 (m, 12H), 6.92 (s, 2H), 4.86 (s, 2H), 2.57 (m, 





Data for 4h:     
Mol.Formula: C44H50O2 
M.W. 610.88 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.51 (d, J = 8.2 Hz, 4H), 7.27 (s, 4H), 7.14 (s, 2H), 4.91 (s, 2H), 2.79 
(t, J = 6.4 Hz, 5H), 2.53 (t, J = 11.3 Hz, 2H), 2.39 (dt, J = 17.4, 6.3 Hz, 














Data for 4i:     
Mol.Formula: C46H38O2Si2 
M.W. 678.98 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.86 (s, 2H), 7.74 (dd, J = 5.3, 1.9 Hz, 2H), 7.59 (ddt, J = 6.8, 5.4, 1.2 
Hz, 9H), 7.47 – 7.34 (m, 14H), 7.34 – 7.28 (m, 4H), 7.20 – 7.14 (m, 









Data for 4j:     
Mol.Formula: C38H30F12O2 
M.W. 746.21 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.96 – 7.87 (m, 2H), 7.70 – 7.61 (m, 2H), 7.33 (d, J = 8.2 Hz, 2H), 
6.79 (s, 2H), 4.66 (s, 2H), 4.36 – 4.11 (m, 4H), 2.69 (t, J = 6.1 Hz, 4H), 






Data for 4k:     
Mol.Formula: C34H26O2 
M.W. 466.58 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.00 (s, 2H), 7.91 (dt, J = 8.3, 1.0 Hz, 2H), 7.63 (d, J = 8.1 Hz, 4H), 
7.38 (ddd, J = 8.1, 6.8, 1.2 Hz, 2H), 7.34 – 7.28 (m, 6H), 7.22 (dt, J = 















Data for 4l:     
Mol.Formula: C38H34O2 
M.W. 522.69 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.91 – 7.85 (m, 2H), 7.75 (s, 2H), 7.39 (ddd, J = 8.1, 6.8, 1.3 Hz, 2H), 
7.32 (ddd, J = 8.2, 6.7, 1.3 Hz, 2H), 7.28 – 7.22 (m, 4H), 7.01 (s, 4H), 











 1H NMR: (500 MHz, Chloroform-d)  
δ 7.95 (s, 2H), 7.94 – 7.90 (m, 2H), 7.59 (dd, J = 7.4, 1.9 Hz, 2H), 7.49 






Data for 4n:     
Mol.Formula: C34H26O4 
M.W. 498.58 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.99 (s, 2H), 7.94 – 7.88 (m, 2H), 7.73 – 7.62 (m, 4H), 7.38 (ddd, J = 
8.1, 6.8, 1.2 Hz, 2H), 7.30 (ddd, J = 8.2, 6.8, 1.3 Hz, 2H), 7.23 – 7.16 








Data for 4o:     
Mol.Formula: C48H38O2 
M.W. 646.83 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.51 (s, 2H), 8.11 – 8.04 (m, 2H), 8.02 (ddt, J = 8.4, 1.3, 0.6 Hz, 2H), 
7.82 (dq, J = 8.3, 0.9 Hz, 2H), 7.69 (dq, J = 8.9, 1.0 Hz, 2H), 7.57 – 7.36 
(m, 6H), 7.30 – 7.24 (m, 2H), 7.08 (s, 2H), 4.58 (s, 2H), 2.84 (t, J = 6.0 











 1H NMR:  (500 MHz, Chloroform-d)  







Data for 4q:     
Mol.Formula: C38H30F12O2  
M.W. 746.64 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.68 (s, 6H), 6.92 (s, 2H), 4.65 (d, J = 0.6 Hz, 2H), 4.15 (d, J = 15.2 
Hz, 2H), 3.99 (d, J = 15.2 Hz, 2H), 2.72 (t, J = 6.3 Hz, 4H), 2.16 (qt, J 
















Data for 4r:     
Mol.Formula: C34H22F4O4 
M.W. 570.54 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.99 (s, 2H), 7.96 – 7.87 (m, 2H), 7.38 (dddd, J = 20.5, 8.2, 6.8, 1.4 Hz, 
4H), 7.25 (dt, J = 1.5, 0.7 Hz, 2H), 6.63 – 6.55 (m, 3H), 5.22 (d, J = 0.7 








Data for 4s:     
Mol.Formula: C48H62O2 
M.W. 671.02 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.42 (d, J = 1.8 Hz, 4H), 7.40 (d, J = 1.9 Hz, 2H), 7.14 (s, 2H), 5.05 (s, 
2H), 2.52 – 2.38 (m, 2H), 2.27 (dt, J = 17.2, 6.3 Hz, 2H), 1.84 – 1.60 (m, 




Data for 4t:     
Mol.Formula: C60H46O6 
M.W. 863.02 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.14 (s, 2H), 7.95 (dt, J = 8.1, 0.9 Hz, 2H), 7.87 (d, J = 1.7 Hz, 5H), 
7.76 (t, J = 1.7 Hz, 2H), 7.71 – 7.61 (m, 10H), 7.41 (ddd, J = 8.1, 6.7, 
1.3 Hz, 2H), 7.35 (ddd, J = 8.2, 6.8, 1.3 Hz, 2H), 7.28 (dd, J = 1.3, 0.7 









Data for 4u:     
Mol.Formula: C36H28Cl2O4 
M.W. 595.52 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.00 (s, 2H), 7.96 – 7.88 (m, 2H), 7.79 (d, J = 2.2 Hz, 2H), 7.59 (dd, J 
= 8.5, 2.2 Hz, 2H), 7.40 (ddd, J = 8.1, 6.8, 1.2 Hz, 2H), 7.32 (ddd, J = 
8.2, 6.8, 1.3 Hz, 2H), 7.21 – 7.17 (m, 2H), 7.03 (d, J = 8.6 Hz, 2H), 






Data for 4v:     
Mol.Formula: C52H34O2 
M.W. 690.84 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.18 – 8.07 (m, 6H), 7.99 – 7.80 (m, 10H), 7.78 (dddd, J = 7.8, 4.0, 
1.8, 1.2 Hz, 4H), 7.66 – 7.59 (m, 2H), 7.50 (tt, J = 6.9, 5.1 Hz, 4H), 
7.42 (ddd, J = 8.1, 6.7, 1.3 Hz, 2H), 7.36 (ddd, J = 8.2, 6.7, 1.3 Hz, 2H), 





Data for 4w:     
Mol.Formula: C34H18Cl2F6O2 
M.W. 643.41 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.94 (d, J = 8.4 Hz, 4H), 7.82 – 7.77 (m, 2H), 7.68 – 7.59 (m, 4H), 7.43 














Data for 4x:     
Mol.Formula: C48H54O2  
M.W. 662.96 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.01 (s, 2H), 7.93 (dt, J = 8.2, 0.9 Hz, 2H), 7.55 (d, J = 1.8 Hz, 4H), 
7.49 (t, J = 1.8 Hz, 2H), 7.38 (ddd, J = 8.1, 6.7, 1.4 Hz, 2H), 7.31 (ddd, 
J = 8.0, 6.6, 1.3 Hz, 2H), 7.27 (dd, J = 1.5, 0.8 Hz, 2H), 5.47 (s, 2H), 







Data for 4y:     
Mol.Formula: C36H26F12O2 
M.W. 718.58 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.13 – 8.05 (m, 4H), 7.82 (dq, J = 2.4, 1.2 Hz, 2H), 7.24 – 7.19 (m, 
2H), 4.92 (d, J = 0.6 Hz, 2H), 2.84 (td, J = 5.9, 3.3 Hz, 4H), 2.32 (ddt, J 





Data for 4z:     
Mol.Formula: C36H30O2 
M.W. 494.63 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.98 (s, 2H), 7.95 – 7.85 (m, 2H), 7.42 – 7.29 (m, 8H), 7.25 – 7.20 (m, 













Data for 4aa:     
Mol.Formula: C36H18F12O2 
M.W. 710.52 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.05 – 7.85 (m, 8H), 7.66 (q, J = 7.6 Hz, 2H), 7.42 (ddt, J = 9.2, 7.9, 




Data for 4ab:     
Mol.Formula: C32H22O2 
M.W. 438.53 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.03 (s, 2H), 7.96 – 7.89 (m, 2H), 7.77 – 7.70 (m, 4H), 7.54 – 7.46 
(m, 4H), 7.45 – 7.36 (m, 4H), 7.33 (ddd, J = 8.2, 6.8, 1.3 Hz, 2H), 7.24 








Data for 4ac:     
Mol.Formula: C48H26F12O2 
M.W. 862.71 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.13 – 8.03 (m, 6H), 8.01 – 7.95 (m, 2H), 7.96 – 7.83 (m, 6H), 7.78 – 
7.71 (m, 4H), 7.45 (ddd, J = 8.1, 6.8, 1.2 Hz, 2H), 7.38 (ddd, J = 8.2, 
6.8, 1.3 Hz, 2H), 7.29 – 7.23 (m, 2H), 5.39 (d, J = 0.6 Hz, 2H). 
 





Data for 4ad:     
Mol.Formula: C36H30O4 
M.W. 526.63 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.04 (s, 2H), 7.92 (d, J = 8.1 Hz, 2H), 7.83 – 7.58 (m, 4H), 7.57 – 7.30 






Data for 5_x:     
Mol.Formula: C49H37F3NO4PS2 
M.W. 855.93 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.66 (d, J = 17.9 Hz, 2H), 8.19 – 8.03 (m, 5H), 7.81 (ddd, J = 11.7, 8.9, 
1.1 Hz, 2H), 7.64 – 7.30 (m, 13H), 3.01 (d, J = 29.0 Hz, 4H), 2.76 – 2.57 















Data for 210_ix:     
Mol.Formula: C39H29F15NO5PS 
M.W. 939.67 
 1H NMR: 500 MHz, DMSO-d6)  
δ 8.06 – 7.94 (m, 4H), 7.59 (d, J = 8.2 Hz, 1H), 7.45 (d, J = 8.2 Hz, 1H), 
6.74 (d, J = 6.6 Hz, 2H), 4.54 (d, J = 16.8 Hz, 1H), 4.45 (d, J = 16.5 Hz, 
1H), 4.19 (dd, J = 16.8, 2.8 Hz, 2H), 3.78 (d, J = 6.1 Hz, 0H), 2.80 – 2.56 







Data for 100_v:     
Mol.Formula: C37H29F3NO4PS2 
M.W. 703.73 
 1H NMR:  (500 MHz, DMSO-d6)  
δ 8.20 (s, 1H), 8.16 – 8.04 (m, 2H), 8.04 (s, 1H), 7.50 (ddd, J = 8.1, 6.7, 
1.1 Hz, 2H), 7.43 (d, J = 1.5 Hz, 2H), 7.39 – 7.27 (m, 5H), 7.13 (d, J = 
8.5 Hz, 1H), 7.12 – 7.04 (m, 1H), 6.98 (d, J = 13.6 Hz, 2H), 2.31 (d, J = 





Data for 245_x:     
Mol.Formula: C57H49F3NO4PS2Si2 
M.W. 1020.28 
 1H NMR:  (500 MHz, DMSO-d6)  
δ 7.50 – 7.45 (m, 6H), 7.45 – 7.37 (m, 6H), 7.37 – 7.22 (m, 18H), 7.02 
(s, 1H), 6.93 (s, 1H), 2.68 – 2.52 (m, 4H), 2.17 (dd, J = 17.0, 6.3 Hz, 2H), 











Data for 223_iv:     
Mol.Formula: C47H37F3NO5PSSi2 
M.W. 872.01 
 1H NMR:  (500 MHz, DMSO-d6)  
δ 7.89 – 7.77 (m, 4H), 7.64 – 7.22 (m, 24H), 6.99 (dd, J = 34.2, 8.6 Hz, 










 1H NMR: (500 MHz, DMSO-d6)  
δ 7.28 – 7.17 (m, 2H), 7.20 – 7.09 (m, 2H), 6.93 – 6.76 (m, 6H), 4.15 (dd, 
J = 33.9, 15.0 Hz, 2H), 3.81 (dd, J = 27.6, 15.0 Hz, 2H), 3.71 (d, J = 2.1 
Hz, 6H), 2.79 – 2.49 (m, 4H), 2.14 – 1.96 (m, 4H), 1.67 (qq, J = 8.6, 5.4, 






Data for 229_x:     
Mol.Formula: C49H61F3NO4PS2 
M.W. 880.12 
 1H NMR:  (500 MHz, DMSO-d6)  
δ 7.65 (d, J = 1.8 Hz, 2H), 7.41 (d, J = 1.8 Hz, 2H), 7.33 (dt, J = 12.5, 
1.8 Hz, 2H), 7.12 (d, J = 8.5 Hz, 2H), 2.99 – 2.74 (m, 4H), 2.70 – 2.56 
(m, 2H), 2.16 (ddt, J = 26.4, 21.0, 7.2 Hz, 2H), 1.77 (hd, J = 6.7, 4.5, 2.5 












Data for 229_iv:     
Mol.Formula: C49H53F3NO5PS 
M.W. 855.99 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.17 – 8.07 (m, 4H), 7.79 (d, J = 1.8 Hz, 2H), 7.57 (d, J = 1.8 Hz, 2H), 
7.54 – 7.38 (m, 4H), 7.31 (dddd, J = 13.0, 8.3, 6.8, 1.3 Hz, 2H), 7.09 (dd, 







Data for 181_v:     
Mol.Formula: C33H19F13NO4PS4 
M.W. 899.71 
 1H NMR:  (500 MHz, DMSO-d6) δ 8.14 (dd, J = 18.0, 7.1 Hz, 4H), 8.08 – 8.01 (m, 






Data for 328_x:     
Mol.Formula: C39H41F3NO6PS2 
M.W. 771.85 
 1H NMR: (500 MHz, DMSO-d6)  
δ 7.12 – 7.02 (m, 4H), 6.93 (d, J = 8.3 Hz, 2H), 6.78 (s, 2H), 6.69 (s, 2H), 
4.06 – 3.86 (m, 4H), 2.70 (t, J = 6.1 Hz, 4H), 2.04 (dt, J = 17.2, 6.4 Hz, 













Data for 115_iv:     
Mol.Formula: C37H27Cl2F3NO7PS 
M.W. 788.55 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.23 (s, 1H), 8.19 – 8.04 (m, 3H), 7.99 (d, J = 2.2 Hz, 1H), 7.89 (dd, J 
= 8.6, 2.3 Hz, 1H), 7.75 (d, J = 2.3 Hz, 1H), 7.51 (tdd, J = 8.4, 6.8, 1.1 
Hz, 2H), 7.43 – 7.31 (m, 2H), 7.19 (dd, J = 8.7, 4.6 Hz, 2H), 7.10 (dd, J 











 1H NMR: (500 MHz, DMSO-d6)  
δ 8.00 (d, J = 1.6 Hz, 2H), 7.92 (d, J = 16.1 Hz, 2H), 7.88 (d, J = 1.6 Hz, 
2H), 7.13 (s, 1H), 6.90 (s, 1H), 4.42 (dd, J = 28.7, 15.0 Hz, 2H), 4.19 (d, 
J = 15.4 Hz, 1H), 4.07 (d, J = 14.6 Hz, 1H), 2.86 – 2.54 (m, 6H), 2.03 
(dt, J = 17.1, 6.1 Hz, 2H), 1.81 – 1.62 (m, 6H), 1.45 (ddd, J = 11.6, 8.1, 





Data for 1_iv:     
Mol.Formula: C33H21F3NO5PS 
M.W. 631.56 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.24 (s, 1H), 8.19 – 8.07 (m, 3H), 8.03 – 7.95 (m, 2H), 7.84 – 7.69 (m, 

















Data for 182_iv:     
Mol.Formula: C65H29F27NO5PS 
M.W. 1479.94 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.70 – 8.60 (m, 5H), 8.60 – 8.44 (m, 7H), 8.39 (s, 1H), 8.29 (dt, J = 
23.1, 1.7 Hz, 2H), 8.23 – 8.03 (m, 9H), 7.57 (dddd, J = 14.2, 8.1, 6.7, 1.2 
Hz, 2H), 7.41 (dddd, J = 23.0, 8.3, 6.8, 1.3 Hz, 2H), 7.34 – 7.29 (m, 1H), 

















Data for 365_ix:     
Mol.Formula: C37H37F3NO7PS 
M.W. 727.73 
 1H NMR:  (500 MHz, DMSO-d6) δ 7.78 (dt, J = 7.7, 1.5 Hz, 1H), 7.72 (d, J = 1.8 
Hz, 1H), 7.59 (dt, J = 7.7, 1.5 Hz, 1H), 7.52 (d, J = 1.8 Hz, 1H), 7.33 (td, 
J = 7.6, 2.0 Hz, 2H), 7.28 – 7.23 (m, 2H), 7.22 (s, 1H), 7.12 (s, 1H), 4.44 
(d, J = 6.8 Hz, 4H), 3.33 – 3.25 (m, 7H), 2.84 (ddt, J = 23.2, 16.3, 8.5 










 1H NMR:  (500 MHz, DMSO-d6)  
δ 8.60 (d, J = 2.7 Hz, 2H), 8.11 (ddd, J = 8.3, 3.9, 1.3 Hz, 2H), 7.58 
(dddd, J = 8.1, 6.8, 5.7, 1.1 Hz, 2H), 7.41 (dddd, J = 8.4, 7.1, 6.0, 1.3 Hz, 





Data for H_iv:     
Mol.Formula: C21H13F3NO5PS 
M.W. 479.37 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.04 (s, 2H), 7.92 (d, J = 8.1 Hz, 2H), 7.83 – 7.58 (m, 4H), 7.57 – 7.30 







Data for 147_iv:     
Mol.Formula: C51H57F3NO5PS 
M.W. 884.05 
 1H NMR: (500 MHz, DMSO-d6) δ 8.08 – 7.90 (m, 3H), 7.84 (s, 1H), 7.80 (s, 1H), 
7.50 – 7.17 (m, 3H), 7.12 – 6.77 (m, 6H), 2.81 (dddd, J = 36.0, 29.0, 13.2, 





Data for 29_iv:     
Mol.Formula: C35H25F3NO7PS 
M.W. 691.61 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.04 (s, 2H), 7.92 (d, J = 8.1 Hz, 2H), 7.83 – 7.58 (m, 4H), 7.57 – 7.30 







Data for 371_iv:     
Mol.Formula: C35H25F3NO5PS 
M.W. 659.62 
 1H NMR:  (500 MHz, DMSO-d6) δ 7.91 (d, J = 8.5 Hz, 2H), 7.86 – 7.79 (m, 2H), 
7.56 (d, J = 8.1 Hz, 2H), 7.51 – 7.46 (m, 2H), 7.35 – 7.29 (m, 1H), 7.22 
– 7.04 (m, 8H), 6.89 (d, J = 6.9 Hz, 1H), 6.75 (d, J = 8.5 Hz, 1H), 6.69 







Data for 280_iv:     
Mol.Formula: C69H61F3NO5PS 
M.W. 1104.28 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.23 (s, 1H), 8.20 – 7.99 (m, 2H), 7.55 – 7.17 (m, 7H), 7.13 – 7.04 (m, 










Data for 321_iv:     
Mol.Formula: C35H17Cl2F9NO5PS 
M.W. 836.44 
 1H NMR:  (500 MHz, DMSO-d6) δ 8.07 – 7.51 (m, 10H), 7.46 – 7.35 (m, 1H), 7.35 











 1H NMR: (500 MHz, DMSO-d6) δ 7.97 – 7.77 (m, 4H), 7.35 – 7.05 (m, 8H), 6.93 
– 6.87 (m, 1H), 6.74 – 6.61 (m, 1H), 4.20 – 4.04 (m, 2H), 2.19 (dd, J = 





Data for 145_iv:     
Mol.Formula: C39H33F3NO5PS 
M.W. 715.72 
 1H NMR: (500 MHz, DMSO-d6)  
δ 7.97 (dt, J = 8.3, 1.6 Hz, 2H), 7.76 (d, J = 11.8 Hz, 2H), 7.40 (ddd, J = 
8.1, 6.7, 1.0 Hz, 2H), 7.25 (ddd, J = 8.4, 6.8, 1.2 Hz, 2H), 7.07 – 6.99 (m, 
2H), 6.84 (dd, J = 11.6, 1.7 Hz, 2H), 6.77 (t, J = 2.4 Hz, 2H), 2.20 (s, 







Data for 382_iv:     
Mol.Formula: C35H19F9NO7PS 
M.W. 799.56 
 1H NMR:  (500 MHz, DMSO-d6)  
δ 8.19 – 7.92 (m, 4H), 7.77 – 7.39 (m, 6H), 7.40 – 7.15 (m, 4H), 7.10 (d, 





Data for 185_iv:     
Mol.Formula: C35H15F13NO5PS 
M.W. 839.52 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.30 – 7.99 (m, 6H), 7.80 – 7.26 (m, 10H), 7.18 – 6.96 (m, 1H), 6.85 














Data for 380_iv:     
Mol.Formula: C35H19F9NO7PS 
M.W. 799.56 
 1H NMR: (500 MHz, DMSO-d6)  










 1H NMR:  (500 MHz, DMSO-d6)  
δ 8.34 (dd, J = 8.1, 1.6 Hz, 4H), 8.25 (s, 1H), 8.16 (s, 1H), 8.12 – 8.05 
(m, 4H), 8.02 (s, 2H), 7.95 – 7.82 (m, 6H), 7.46 (dddd, J = 9.2, 7.9, 6.7, 






Data for 343_iv:     
Mol.Formula: C35H17F11NO5PS 
M.W. 803.54 
 1H NMR: (500 MHz, DMSO-d6)  













Data for 7_iv:     
Mol.Formula: C53H29F3NO5PS 
M.W. 879.85 
 1H NMR: (500 MHz, DMSO-d6)  










 1H NMR: (500 MHz, DMSO-d6)  
δ 8.15 – 7.73 (m, 6H), 7.74 – 7.40 (m, 2H), 7.40 – 7.08 (m, 4H), 7.07 – 





Data for 85_iv:     
Mol.Formula: C37H17F15NO5PS 
M.W. 903.55 
 1H NMR:  (500 MHz, DMSO-d6)  
δ 8.23 – 7.74 (m, 10H), 7.49 – 7.16 (m, 4H), 7.00 – 6.80 (m, 1H), 6.72 







Data for 148_iv:     
Mol.Formula: C39H33F3NO7PS 
M.W. 747.72 
 1H NMR: (500 MHz, DMSO-d6)  





Data for 72_iv:     
Mol.Formula: C53H33F3NO5PS 
M.W. 883.88 
 1H NMR: (500 MHz, DMSO-d6)  
















Data for 99_ix:     
Mol.Formula: C37H25F15NO5PS 
M.W. 911.62 
 1H NMR:  (500 MHz, DMSO-d6)  
δ 8.23 (dd, J = 4.7, 1.6 Hz, 2H), 8.13 (d, J = 1.6 Hz, 1H), 8.05 – 7.98 (m, 
2H), 7.94 (d, J = 15.8 Hz, 1H), 7.31 (s, 1H), 7.21 (d, J = 21.6 Hz, 1H), 







Data for 144_iv:     
Mol.Formula: C35H21F7NO7PS 
M.W. 763.58 
 1H NMR: (500 MHz, DMSO-d6)  
δ 8.27 – 7.87 (m, 4H), 7.56 – 7.16 (m, 4H), 7.05 – 6.65 (m, 6H), 4.00 – 
3.65 (m, 6H). 
 
E.3.5  General Procedure for Enantioselectivity Screen 
 
 
 In an oven-dried 1-dram glass vial equipped with a plastic cap, Teflon septum, and 0.5 cm 
x 0.25 cm football shaped Teflon stir bar was added catalyst (X.x mg, 0.001 mmol, 1 mol %), 
followed by 0.4 mL o-Xylene. Following dissolution of the catalyst, the reaction vial was purged 
with dry argon for several minutes. The reaction vial was sealed with electrical tape. Then ethyl 
trifluoropyruvate (0.030 mL, 0.2 mmol, 2 equiv) and α-methyl-styrene (0.010 mL, 0.1 mmol, 1 
equiv) were added in quick submission via injections through the septum. Immediately following 
the addition, the reaction was immersed in a cryo-cool bath (maintained at 10 ºC bath temperature), 
hanging from a clamp with copper wire. The reactions were allowed to stir for 24 h and then a 5-
7 µL aliquot was removed for GC analysis. The aliquot was injected into a dram-sized vial 
containing 1.2 mL diethyl ether. The solution was filtered through a 0.5 cm x 1 cm pad of silica 










Representative Procedure (JJH-EXP-17-B-89A) 
 
 In an oven-dried 1-dram glass vial equipped with a plastic cap, Teflon septum, and 0.5 cm 
x 0.25 cm football shaped Teflon stir bar was added catalyst (0.9 mg, 0.001 mmol, 1 mol %), 
followed by 0.4 mL o-Xylene. Following dissolution of the catalyst, the reaction vial was purged 
with dry argon for several minutes. The reaction vial was sealed with electrical tape. Then ethyl 
trifluoropyruvate 12 (0.030 mL, 0.2 mmol, 2 equiv) and α-methyl-styrene 11 (0.010 mL, 0.1 mmol, 
1 equiv) were added in quick submission via injections through the septum. Immediately following 
the addition, the reaction was immersed in a cryo-cool bath (maintained at 10 ºC bath temperature), 
hanging from a clamp with copper wire. The reactions were stirred for 24 h and then a 5-7 µL 
aliquot was removed for GC analysis. The aliquot was injected into a dram-sized vial containing 
1.2 mL diethyl ether. The solution was filtered through a 0.5 cm x 1 cm pad of silica (pipette 














E.3.6 Tabulated Enantioselectivity Results 
Table 70. Tabulated Results for Enantioselectivity Screen 1 (JJH-EXP-17-B-89, 90) 
 
 
aAll reactions performed on 0.1 mmol scale. bEnantiomeric ratio determined by chiral GC analysis. cYield determined 
by GC using biphenyl as an internal standard. 









1 5_x 50:50 51:49 7% 11 328_x 51:49 51:49 6% 
2 210_ix 65:35 57:43 82% 12 115_iv 88:12 89:11 90% 
3 100_v 53:47 54:46 16% 13 205_ix 53:47 54:46 40% 
4 245_x 49:51 50:50 7% 14 1_iv 78:22 78:22 53% 
5 223_iv 80:20 84:16 47% 15 182_iv 50:50 53:47 60% 
6 202_ix 54:46 55:45 38% 16 365_ix 51:49 51:49 12% 
7 229_x 41:59 40:60 20% 17 242_v 59:41 56:44 35% 
8 229_iv 58:42 57:43 18% 18 147_iv 62:38 63:37 25% 
9 76_ix 91:9 94:6 63% 19 29_iv 93:7 93:7 66% 
10 181_v 48:52 51:49 6%      
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Table 71. Summary of Reproducibility Tests with Several Catalysts 
 
 
Entry Catalyst e.r.b Run 1 e.r.b Run 2 e.r.b Run 3 e.r.b Run 4 
1 76_ix 91:9 94:6 71:28 69:31 
2 223_iv 80:20 84:16 82:18 n.d. 
3 210_ix 65:35 57:43 52:48 60:40 
4 242_iv 59:41 56:44 52:48 n.d. 
aAll reactions performed on 0.1 mmol scale. bEnantiomeric ratio determined by chiral GC analysis. 
 
Table 72. Attempted Purification of Pyruvate to Restore Enantioselectivitya 
 
 
Entry Catalyst Pyruvate Source Purification e.r.b 
1 76_ix Aldrich K3PO4 treated 68:32, 60:40 
2 29_iv Aldrich K3PO4 treated 68:32, 65:35 
3 76_ix Oakwood None 68:32, 69:31 
4 29_iv Oakwood None 68:32, 70:30 
5 29_iv Oakwood Basic Alumina 
Column 
74:26, 76:24 
6 29_iv Oakwood Na2CO3 treated, 
simple distillation 
91:9, 91:9 





Table 73. Summary of Large Enantioselectivity Screena 































































































































































































































         
aAll reactions performed on 0.1 mmol scale. Unless noted, no standard was used. Yellow: Ph substrate, green: 2-
naphthyl substrate, and blue: 2-OMe substrate. Reactions abandoned following near-racemic results on the verification 
reactions.  
 
E.3.7 Pyruvate Purification Procedures 
Method A: Treatment with K3PO4 
 In a dry glovebox under argon, 10 g of ethyl trifluoropyruvate 12 was shaken with 
approximately 5 g of heat-fused K3PO4 for several minutes. The solids were filtered off and the 
treated pyruvate was stored in the glove box in a sealed vial.  
Method B: Basic Alumina Column 
 A dry course-fritted 10 mm column was filled to a height of 5 cm with Activity I basic 
alumina. Through this column was quickly passed 10 g of ethyl trifluoropyruvate 12 using a 
nitrogen line for pressure. The pyruvate was collected in a flame-dried round bottom flask and 
sealed with a rubber septum. The pyruvate was then used immediately.  
Method C: Base Treatment Followed by Distillation 
 In a scintillation vial, approximately 15 g of ethyl trifluoropyruvate 12 was shaken with 
solid sodium carbonate until gas effervescence ceased (approximately 5 g). The mixture was then 
decanted into a 50-mL oven-dried round bottom flask, and equipped with a short-path distillation 
head with a 3-cm Vigereux column. The pyruvate was distilled at room pressure, coming over 
between 42-44 ºC. Following distillation, the purified pyruvate was immediately transferred to an 
oven-dried Schlenk bottle that had been purged with argon using a double-sided needle.  
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Appendix F: Experimental Information for Chapter 4 
F.1 General Experimental 
Tetramethylammonium bromide (TMAB) was purchased from Aldrich, recrystallized 
from refluxing ethanol, dried under high vacuum and stored in an argon glove box. 
Tetraethylammonium bromide (TEAB) was purchased from Aldrich, powdered and dried under 
high vacuum and stored under argon prior to use. Tetrabutylammonium bromide (TBAB) was 
purchased from Aldrich and used as is. Tetrahexylammonium bromide (THAB) was purchased 
from Aldrich, washed with ether, dried under high vacuum for three days, and stored under argon. 
Tetraheptylammonium bromide (THepAB) was purchased from Across and used as is. 
Tetraoctylammonium bromide (TOAB), tetradodecylammonium bromide (TDoDAB), and 
tetrakis(hexadecyl)ammonium bromide (THexDAB) were purchased from Aldrich and used as is. 
Tetradecylammonium bromide (TDAB) was purchased from TCI and used as is. Benzyl bromide 
was purchased from Aldrich and purified by passing it through a plug of activity I basic alumina, 
and storing over 4Å mol sieves. The internal standard, biphenyl, was recrystallized from petroleum 
ether (40-60 ºC) prior to use.  
Analytical high performance liquid chromatography (HPLC) was performed using an 
Agilent 1100 Series HPLC equipped with a variable wavelength detector (VWD). HPLC Method: 
5 µL sample injections were made onto a Zorbax 3.5 µm column.  Solvent flow rate maintained at 
0.6 mL/min. Gradient elution used: 70:30 to 10:90, H2O:MeCN, gradient over ten min. Hold for 5 
min, then 70:30 H2O:MeCN for 2 min, total run time 18 min. 
Reactions were performed using a calibrated IKA color squid stir plate. Calibration was 
conducted with the help of the University of Illinois at Urbana-Champaign, School of Chemical 
Sciences Electronics Shop. Stir rate speeds were calibrated across the entire RPM range (0-2500 
RPM) with the aid of a photo-tachometer, measuring the speed at which a stir bar was rotated.  
F.2 General Reaction Procedure for Kinetic Reactions 
All reaction vials and stir bars were acid washed, base washed, rinsed with deionized water 




 In a one-dram glass vial equipped with plastic cap, Teflon septum, and 1.5 cm x 0.5 cm 
football shaped stir bar was added N-(diphenylmethylene)glycine tert-butyl ester  (100 mg, 0.34 
mmol) and tetraalkylammonium bromide (0.0085 mmol, 0.025 equiv). To this was added 0.8 mL 
of benzyl bromide in toluene (69.5 mg, 0.41 mmol, 1.2 equiv, 87.1 mg/mL in toluene), followed 
by addition of 0.8 mL of biphenyl solution (40.7 mg, 0.264 mmol, 0.75 equiv, 50.83 mg/mL in 
toluene) as an internal standard. An additional 400 µL of toluene was added to the vial. The 
reaction solution was stirred (800 rpm) in a cold room maintained at 3-5 ºC for at least 1 h to 
achieve temperature equilibration. Following the equilibration period, the stir rate was increased 
to 1600 rpm and 660 uL of 50% aqueous KOH that had been pre-equilibrated to temperature was 
added briskly. The timing of reaction began simultaneously with addition of base, which occurred 
over less than 5 s. Aliquots were then taken at appropriate time intervals to be analyzed by 
analytical HPLC.  
Aliquot Procedure: 
Two seconds prior to aliquot sampling, the stir plate was shut off to provide time for the 
layers to separate. At the time point, 5-7 µL of organic phase were removed using a 25 µL gas-
tight syringe, and the stirring was restarted. The aliquot was quenched into a vial containing 
approximately 1-1.2 mL acetonitrile containing approximately 5 µL acetic acid. Prior to analysis, 











F.3 Tabulated Kinetic Data 
F.3.1 Tetramethylammonium Bromide (TMAB) 
 
Table 74. Kinetic Data for TMAB, Run 1 









0 263.69 1.00 0.00 0 0.00 
60 263.69 2601.14 134.49 15.43 4.59 
120 263.69 3912.66 205.74 15.70 4.67 
1221 263.69 3774.49 1378.77 109.04 32.42 
1440 263.69 417.56 185.35 132.49 39.39 
1690 263.69 6130.26 3052.99 148.65 44.20 
2628 263.69 4138.83 2670.74 192.61 57.27 
 
Figure 100. Appearance of product 6. 






Table 75. Kinetic Data for TMAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
60 263.69 5766.24 283.35 14.67 4.33 
120 263.69 4932.06 242.34 14.67 4.33 
1221 263.69 5381.84 1914.41 106.18 31.33 
1440 263.69 3296.09 1382.10 125.16 36.93 
1690 263.69 4663.19 2129.75 136.33 40.22 
2628 263.69 6201.97 3831.96 184.43 54.41 
 
Figure 101. Formation of product 6.  








Table 76. Kinetic Data for TMAB, Run 3  









0 263.69 1.00 0.00 0.00 0.00 
60 263.69 5087.91 240.84 14.13 4.17 
120 263.69 4617.23 283.35 18.32 5.40 
1221 263.69 4404.30 1883.70 127.66 37.63 
1440 263.69 4177.04 2075.09 148.29 43.71 
1690 263.69 5644.26 3116.28 164.80 48.58 
2628 263.69 4491.88 3199.86 212.64 62.68 
 
Figure 102. Formation of product 6.  
Interpolated t1/2: 1783.65 
 
Average t1/2: 2056.77 
Err t1/2
i: 10.23% 




F.3.2 Tetraethylammonium Bromide (TEAB) 
Table 77. Kinetic Data for TEAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 3935.35 27.59 2.09 0.62 
3 263.69 4149.80 91.31 6.57 1.93 
5 263.69 4297.15 167.87 11.66 3.43 
7 263.69 5558.88 304.61 16.36 4.81 
9 263.69 5780.87 417.43 21.55 6.34 
15 263.69 2246.00 313.97 41.73 12.27 
60 263.69 3318.89 1202.61 108.16 31.81 
180 263.69 4298.06 2564.91 178.13 52.39 
 
Figure 103. Formation of product 6. 






Table 78. Kinetic Data for TEAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
2 263.69 7466.84 135.94 5.43 1.60 
4 263.69 5254.51 202.43 11.50 3.39 
6 263.69 3889.61 244.06 18.73 5.53 
8 263.69 4478.20 388.41 25.89 7.64 
10 263.69 5884.10 587.51 29.80 8.79 
16 263.69 4758.59 726.17 45.55 13.44 
62 263.69 5012.66 1921.79 114.44 33.77 
182 263.69 5216.39 3267.21 186.96 55.16 
 
Figure 104. Appearance of product 6. 







Table 79. Kinetic Data for TEAB, Run 3 









0 263.69 1 0 0.00 0.00 
1 263.69 3340.93 25.69 2.29 0.68 
3 263.69 5470.12 117.51 6.41 1.89 
5 263.69 4158.73 120.00 8.61 2.54 
7 263.69 5142.80 255.06 14.80 4.37 
9 263.69 3841.22 271.92 21.13 6.24 
15 263.69 2883.78 366.42 37.93 11.20 
60 263.69 4736.59 1652.10 104.11 30.75 
180 263.69 4177.17 2542.23 181.66 53.43 
 
Figure 105. Appearance of product 6.  
Interpolated t1/2: 146.58 
Average t1/2: 142.68  
Err t1/2: 6.19% 




F.3.3 Tetrabutylammonium Bromide (TBAB) 
 
Table 80. Kinetic Data for TBAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 5094.16 265.91 15.58 4.53 
2 263.69 5086.99 563.14 33.04 9.60 
3 263.69 5552.72 868.37 46.68 13.57 
4 263.69 5287.03 1075.69 60.73 17.65 
5 263.69 4770.05 1200.56 75.13 21.84 
6 263.69 4408.55 1323.26 89.59 26.04 
7 263.69 5146.33 1769.64 102.64 29.83 
9 263.69 5104.58 2296.14 134.27 39.03 
10 263.69 6228.27 3126.12 149.82 43.55 
15 263.69 5449.60 3961.16 216.97 63.07 
30 263.69 5424.35 4870.80 268.03 77.91 
60 263.69 5143.59 4737.59 274.93 79.91 
 
Figure 106. Appearance of product 6.  
Interpolated t1/2: 12.40 min 
310 
 
Table 81. Kinetic Data for TBAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 5295.07 408.82 23.05 6.82 
2 263.69 4750.23 562.24 35.33 10.46 
3 263.69 4954.93 793.43 47.80 14.15 
4 263.69 4179.84 847.82 60.54 17.92 
5 263.69 3899.44 976.39 74.74 22.12 
6 263.69 4221.56 1232.48 87.14 25.79 
7 263.69 4133.84 1372.27 99.09 29.32 
8 263.69 3822.86 1421.91 111.02 32.86 
9 263.69 5782.25 2391.01 123.43 36.53 
10 263.69 5591.14 2520.74 134.57 39.83 
15 263.69 3792.12 2467.19 194.20 57.47 
30 263.69 5326.97 4769.11 267.23 79.09 
62 263.69 4465.91 4046.18 270.44 80.03 
 
Figure 107. Appearance of product 6. 





Table 82. Kinetic Data for TBAB, Run 3 









0 265.73 1.00 0.00 0.00 0.00 
1 265.73 5734.28 342.29 17.95 5.29 
2 265.73 4151.74 484.81 35.12 10.35 
3 265.73 4430.14 725.07 49.23 14.51 
5 265.73 4817.95 1213.87 75.78 22.34 
6 265.73 4397.58 1276.25 87.30 25.73 
7 265.73 4521.87 1476.85 98.24 28.96 
8 265.73 4676.11 1689.69 108.69 32.04 
9 265.73 4100.21 1608.66 118.01 34.79 
10 265.73 5389.11 2318.51 129.41 38.15 
15 265.73 3902.23 2193.30 169.07 49.84 
30 265.73 4399.70 3392.01 231.90 68.36 
 
Figure 108. Appearance of product 6.  




Table 83. Kinetic Data for TBAB, Run 4 









0 265.73 1.00 0.00 0.00 0.00 
1 265.73 5641.42 389.28 20.76 6.11 
2 265.73 4732.15 532.46 33.85 9.96 
3 265.73 4849.69 749.82 46.51 13.69 
4 265.73 3831.83 742.84 58.31 17.16 
5 265.73 4037.05 963.57 71.79 21.13 
6 265.73 5346.75 1508.33 84.85 24.98 
7 265.73 3691.50 1186.49 96.68 28.46 
8 265.73 4200.95 1524.34 109.14 32.13 
9 265.73 3900.31 1549.18 119.47 35.17 
10 265.73 4239.35 1863.67 132.23 38.92 
15 265.73 4447.52 2598.06 175.71 51.72 
30 265.73 4745.69 3646.99 231.16 68.04 
 
Figure 109.  Appearance of product 6. 





Table 84. Kinetic Data for TBAB, Run 5 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 4218.09 397.85 28.15 8.30 
2 263.69 5791.34 817.68 42.14 12.43 
3 263.69 5264.50 1037.11 58.80 17.34 
4 263.69 3055.28 724.42 70.77 20.87 
5 263.69 3567.16 1004.13 84.02 24.78 
6 263.69 3275.18 1073.18 97.81 28.84 
7 263.69 3181.30 1155.64 108.43 31.98 
8 263.69 5133.85 2170.96 126.22 37.22 
9 263.69 4148.73 1888.13 135.85 40.06 
10 263.69 3880.56 1881.12 144.70 42.67 
15 263.69 5010.21 3097.82 184.56 54.43 
30 263.69 4170.00 3123.52 223.58 65.94 
 
Figure 110. Appearance of product 6.  
Interpolated t1/2: 13.46 min 
 
Average t1/2: 13.78 min 
Err t1/2: 9.42% 





F.3.4 Tetrahexylammonium Bromide (THAB) 
Table 85. Kinetic Data for THAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 3519.11 329.38 27.94 8.29 
2 263.69 3599.43 351.87 29.18 8.66 
3 263.69 4332.65 1170.50 80.64 23.94 
4 263.69 4127.63 1457.80 105.42 31.30 
5 263.69 5064.61 2086.63 122.98 36.51 
6 263.69 3837.72 1722.20 133.95 39.76 
7 263.69 4567.27 2671.11 174.57 51.82 
8 263.69 5006.19 3163.09 188.60 55.99 
9 263.69 3821.01 2497.35 195.09 57.92 
10 263.69 3634.86 2430.87 199.62 59.26 
15 263.69 4082.23 3101.56 226.79 67.32 
 
Figure 111. Appearance of product 6.  
Interpolated t1/2: 7.50 min 
315 
 
Table 86. Kinetic Data for THAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
2 263.69 5867.79 868.70 44.19 12.91 
4 263.69 4744.58 1371.84 86.31 25.22 
6 263.69 4031.42 1685.30 124.78 36.47 
8 263.69 4502.11 2312.98 153.35 44.82 
10 263.69 4431.81 2604.50 175.42 51.27 
12 263.69 5474.97 3603.12 196.44 57.41 
16 263.69 4836.95 3642.97 224.81 65.70 
 
 
Figure 112.  Appearance of product 6. 







Table 87. Kinetic Data for THAB, Run 3 









0 263.69 1.00 0.00 0.00 0.00 
2 263.69 3623.17 535.27 44.10 12.97 
4 263.69 4717.26 1592.61 100.77 29.64 
6 263.69 4591.31 2123.74 138.07 40.60 
8 263.69 4739.91 2619.07 164.93 48.50 
10 263.69 4409.17 2727.46 184.64 54.30 
12 263.69 4462.10 2916.58 195.10 57.38 
16 263.69 4436.12 3189.66 214.62 63.12 
 
Figure 113. Appearance of product 6. 








Table 88. Kinetic Data for THAB, Run 4 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 5175.92 611.51 35.27 10.36 
2 263.69 4100.96 741.16 53.95 15.85 
3 263.69 4202.38 1004.18 71.33 20.96 
4 263.69 4973.19 1469.43 88.20 25.92 
5 263.69 4936.57 1715.21 103.71 30.48 
6 263.69 8054.49 3388.10 125.56 36.90 
7 263.69 7289.25 3361.82 137.67 40.46 
8 263.69 5446.21 2659.06 145.74 42.83 
9 263.69 3909.09 2036.14 155.48 45.69 
10 263.69 4389.88 2479.73 168.61 49.55 
15 263.69 4796.84 3520.77 219.09 64.39 
 
Figure 114.  Appearance of product 6. 




Table 89. Kinetic Data for THAB, Run 5 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 3381.95 390.15 34.70 10.33 
2 263.69 4099.65 757.76 55.60 16.55 
3 263.69 4834.43 1203.26 74.87 22.29 
4 263.69 4444.84 1371.02 92.78 27.62 
5 263.69 5592.06 2037.49 109.60 32.63 
6 263.69 3763.52 1522.01 121.64 36.21 
7 263.69 4408.61 1978.92 135.02 40.20 
8 263.69 4486.56 2215.22 148.52 44.21 
9 263.69 4230.66 2230.47 158.58 47.21 
10 263.69 5018.22 2819.27 168.99 50.31 
15 263.69 5106.78 3973.17 234.02 69.67 
 
Figure 115. Appearance of product 6. 
Interpolated t1/2: 9.32 min 
 
Average t1/2: 9.01 min 
Err t1/2: 9.30% 




F.3.5 Tetraheptylammonium Bromide (THepAB) 
The larger variability in the t1/2 data for THepAB arises from a tendency to emulsify 
biphasic mixture. 
Table 90. Kinetic Data for THepAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 2886.30 213.70 22.10 6.51 
2 263.69 5086.30 652.90 38.32 11.28 
3 263.69 4207.40 785.40 55.72 16.41 
4 263.69 3715.00 896.50 72.03 21.21 
5 263.69 5282.80 1546.00 87.35 25.72 
6 263.69 5525.80 1915.40 103.47 30.46 
7 263.69 5052.90 1992.00 117.67 34.65 
8 263.69 5223.40 2280.80 130.34 38.38 
9 263.69 4707.30 2282.90 144.76 42.62 
10 263.69 3744.50 1937.30 154.43 45.47 
15 263.69 4972.50 3412.30 204.84 60.31 
 
Figure 116. Appearance of product 6. 





Table 91. Kinetic Data for THepAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 4625.30 489.00 31.56 9.30 
2 263.69 3709.40 638.60 51.39 15.14 
3 263.69 3800.60 899.10 70.61 20.80 
4 263.69 4179.00 1230.10 87.86 25.89 
5 263.69 5155.30 1819.10 105.33 31.03 
6 263.69 4674.20 1889.00 120.63 35.54 
7 263.69 4522.50 2009.10 132.60 39.07 
8 263.69 5669.80 2800.60 147.44 43.44 
9 263.69 4418.30 2360.00 159.44 46.97 
10 263.69 5707.90 3290.00 172.05 50.69 
15 263.69 4903.70 3739.00 227.60 67.05 
 
Figure 117. Appearance of product 6. 







Table 92. Kinetic Data for THepAB, Run 3 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 4256.50 457.20 32.06 9.46 
2 263.69 3050.80 646.30 63.23 18.65 
3 263.69 5021.10 1588.40 94.43 27.85 
4 263.69 6027.70 2469.60 122.29 36.07 
5 263.69 5231.50 2409.70 137.49 40.55 
6 263.69 1662.80 811.40 145.66 42.96 
7 263.69 5065.60 2790.90 164.45 48.50 
8 263.69 4660.40 2787.80 178.55 52.66 
9 263.69 5799.70 3590.70 184.80 54.51 
10 263.69 4542.70 2925.00 192.20 56.69 
15 263.69 6135.10 4211.50 204.90 60.43 
 
Figure 118. Appearance of product 6.  
Interpolated t1/2: 7.53 min 
 
Average t1/2: 9.50 min 
Err t1/2: 16.4% 






F.3.6 Tetraoctylammonium Bromide (TOAB) 
Table 93. Kinetic Data for TOAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 5001.26 532.04 31.75 9.07 
2 263.69 4133.34 745.08 53.81 15.37 
3 263.69 5615.28 1469.20 78.10 22.31 
4 263.69 4725.28 1569.81 99.16 28.33 
5 263.69 4596.13 1767.24 114.77 32.79 
6 263.69 5750.63 2554.45 132.59 37.88 
7 263.69 5383.74 2591.72 143.69 41.05 
8 263.69 6281.86 3293.46 156.49 44.71 
9 263.69 6072.91 3380.25 166.14 47.46 
10 263.69 4877.12 2831.03 173.27 49.50 
15 263.69 4711.05 3342.22 211.76 60.49 
 
Figure 119. Appearance of product 6.  




Table 94. Kinetic Data for TOAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 5643.99 730.85 38.65 11.40 
2 263.69 6648.15 1263.88 56.75 16.74 
3 263.69 5238.13 1234.85 70.37 20.76 
4 263.69 5594.03 1563.20 83.41 24.61 
5 263.69 6167.95 2043.68 98.90 29.18 
6 263.69 4765.79 1730.91 108.41 31.98 
7 263.69 5233.26 2106.31 120.14 35.44 
8 263.69 5191.13 2246.02 129.15 38.10 
9 263.69 4026.09 1825.68 135.36 39.93 
10 263.69 8262.06 4314.44 155.87 45.99 
15 263.69 4060.10 2564.52 188.54 55.62 
30 263.69 5975.69 4293.91 214.49 63.28 
 
Figure 120. Appearance of product 6.  








Table 95. Kinetic Data for TOAB, Run 3 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 4698.86 443.63 28.18 8.30 
2 263.69 7297.82 1088.46 44.52 13.10 
3 263.69 3971.99 794.15 59.68 17.57 
4 263.69 5696.84 1457.85 76.39 22.48 
5 263.69 7682.39 2316.03 89.99 26.49 
6 263.69 4139.96 1384.18 99.80 29.38 
7 263.69 5264.42 1996.19 113.18 33.32 
8 263.69 6486.81 2773.01 127.60 37.56 
9 263.69 4547.12 2021.86 132.72 39.07 
10 263.69 4934.31 2381.88 144.09 42.41 
15 263.69 4419.48 2756.01 186.14 54.79 
30 263.69 4292.90 3036.26 211.12 62.14 
 
Figure 121. Appearance of product 6.  
Interpolated t1/2: 13.73 min 
 
Average t1/2:12.09 min 
Err t1/2:13.7% 





F.3.7 Tetradecylammonium Bromide (TDAB) 
Table 96. Kinetic Data for TDAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 4353.32 44.51 3.05 0.90 
2 263.69 5421.08 117.94 6.49 1.92 
3 263.69 5603.12 182.23 9.71 2.86 
4 263.69 6033.57 256.62 12.70 3.75 
5 263.69 8044.60 439.77 16.32 4.82 
6 263.69 6004.68 390.12 19.39 5.72 
7 263.69 5043.30 384.89 22.78 6.72 
8 263.69 4816.70 430.55 26.68 7.87 
9 263.69 5294.88 551.74 31.10 9.18 
10 263.69 5629.92 665.66 35.29 10.42 
15 263.69 4764.60 948.36 59.41 17.53 
30 263.69 5998.56 2214.56 110.20 32.52 
60 263.69 5230.10 2830.40 161.54 47.67 
120 263.69 4580.96 2950.01 192.22 56.73 
 
Figure 122. Appearance of product 6. 





Table 97. Kinetic Data for TDAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 5116.19 20.87 1.22 0.36 
2 263.69 4108.11 67.64 4.92 1.44 
3 263.69 4416.88 130.48 8.82 2.59 
4 263.69 4752.25 193.23 12.14 3.56 
5 263.69 6378.95 323.18 15.12 4.43 
6 263.69 4736.70 277.50 17.49 5.13 
7 263.69 6335.92 438.16 20.64 6.05 
8 263.69 7829.19 623.93 23.79 6.97 
9 263.69 5269.09 465.23 26.36 7.73 
10 263.69 5873.27 574.43 29.19 8.56 
15 263.69 4126.10 614.06 44.42 13.02 
30 263.69 5367.76 1580.20 87.87 25.76 
60 263.69 4022.66 1858.54 137.91 40.43 
120 263.69 5569.08 3519.84 188.66 55.31 
 
Figure 123. Appearance of product 6. 





Table 98. Kinetic Data for TDAB, Run 3 









0 263.69 1.00 0.00 0.00 0.00 
1 263.69 5896.04 43.28 2.19 0.65 
2 263.69 5004.65 104.09 6.21 1.84 
3 263.69 4911.40 157.06 9.55 2.82 
4 263.69 4910.62 213.03 12.95 3.83 
5 263.69 5757.56 306.58 15.89 4.70 
6 263.69 5328.70 330.31 18.50 5.48 
7 263.69 4693.03 333.31 21.20 6.27 
8 263.69 10159.70 847.34 24.89 7.37 
10 263.69 8411.82 844.29 29.96 8.87 
15 263.69 6243.57 971.85 46.46 13.75 
30 263.69 6019.80 1843.11 91.39 27.05 
60 263.69 3620.34 1773.55 146.23 43.27 
120 263.69 5032.03 3242.49 192.34 56.92 
 
Figure 124. Appearance of product 6. 
Interpolated t1/2: 82.84 min 
 
Average t1/2:81.80 min 
Err t1/2: 9.83% 





F.3.8 Tetradodecylammonium Bromide (TDoDAB) 
Table 99. Kinetic Data for TDoDAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
60 263.69 4122.35 859.58 62.24 18.27 
120 263.69 4872.01 1444.34 88.49 25.97 
240 263.69 4027.17 1746.44 129.45 37.99 
420 263.69 4057.66 2331.48 171.51 50.34 
540 263.69 4787.82 3087.00 192.46 56.49 
 
Figure 125. Appearance of product 6. 








Table 100. Kinetic Data for TDoDAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
60 263.69 4474.42 768.25 51.25 15.06 
120 263.69 3827.86 915.60 71.40 20.98 
240 263.69 4211.02 1763.19 124.98 36.73 
420 263.69 3094.14 1716.65 165.61 48.66 
540 263.69 5132.79 3271.39 190.24 55.90 
 
Figure 126. Appearance of product 6.  









Table 101. Kinetic Data for TDoDAB, Run 3 









0 263.69 1.00 0.00 0.00 0.00 
60 263.69 4169.68 885.16 63.37 18.48 
120 263.69 4877.51 1446.53 88.52 25.81 
240 263.69 4000.58 1735.62 129.50 37.76 
420 263.69 4171.94 2306.29 165.01 48.12 
540 263.69 4904.78 3118.22 189.77 55.33 
 
Figure 127. Appearance of product 6. 
Interpolated t1/2: 422.78 min 
Average t1/2: 413.12 min 
Err t1/2: 3.67% 







F.3.9 Tetrakis(hexadecyl)ammonium bromide (THexDAB) 
Table 102. Kinetic Data for THexDAB, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
15 263.69 4510.90 14.39 0.95 0.28 
30 263.69 5783.30 39.88 2.06 0.61 
60 263.69 5486.59 72.69 3.95 1.16 
130 263.69 6298.57 106.59 5.05 1.49 
240 263.69 4716.78 134.12 8.49 2.50 
360 263.69 6787.08 288.34 12.68 3.73 
480 263.69 6098.58 402.22 19.69 5.79 
1394 263.69 7038.64 1317.32 55.86 16.44 
1830 263.69 5966.81 1396.69 69.87 20.56 
2914 263.69 7272.89 2578.55 105.83 31.15 
5796 263.69 5977.35 3565.85 178.07 52.41 
 
Figure 128. Appearance of product 6. 







Table 103. Kinetic Data for THexDAB, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
60 263.69 5104.81 52.49 3.07 0.91 
120 263.69 5546.93 93.09 5.01 1.48 
1440 263.69 6494.56 1110.45 51.04 15.07 
2870 263.69 4818.00 1530.64 94.83 28.00 
4392 263.69 4818.48 2321.19 143.79 42.46 
5891 263.69 5790.38 3168.65 163.34 48.23 
7038 263.69 6623.67 3960.44 178.48 52.70 
 
Figure 129. Appearance of product 6. 












Table 104. Kinetic Data for THexDAB, Run 3 









0 263.69 1.00 0.00 0.00 0.00 
60 263.69 3850.09 94.13 7.30 2.16 
195 263.69 3327.26 82.98 7.44 2.20 
420 263.69 4594.59 209.15 13.59 4.02 
1680 263.69 4864.01 869.43 53.35 15.79 
3120 263.69 4522.60 1271.14 83.90 24.83 
4560 263.69 7421.19 3004.45 120.84 35.77 
6032 263.69 6193.00 3126.50 150.69 44.60 
7456 263.69 6446.59 3657.44 169.35 50.12 
 
Figure 130. Appearance of product 6. 
Interpolated t1/2: 7330.06 
Average t1/2: 6302.73 min 
Err t1/2: 12.53% 










Table 105. Kinetic Data for Background Reaction, Run 1 









0 263.69 1.00 0.00 0.00 0.00 
1449 263.69 5766.35 712.91 36.90 10.93 
2880 263.69 5195.09 1396.06 80.21 23.75 
4484 263.69 3449.40 1072.49 92.81 27.48 
5760 263.69 6488.74 2592.68 119.27 35.32 
7292 263.69 6686.89 3015.04 134.59 39.86 
 
Figure 131. Appearance of product 6. 








Table 106.  Kinetic Data for Background Reaction, Run 2 









0 263.69 1.00 0.00 0.00 0.00 
1449 263.69 6053.31 728.09 35.90 10.57 
2880 263.69 5586.01 1248.33 66.71 19.64 
4484 263.69 5452.73 1797.13 98.38 28.96 
5760 263.69 5210.24 2155.05 123.46 36.35 
7292 263.69 5565.54 2588.45 138.82 40.87 
 
Figure 132. Appearance of product 6. 









Table 107. Kinetic Data for Background Reaction, Run 3 









0 263.69 1.00 0.00 0.00 0.00 
2631 263.69 5973.56 887.30 44.34 13.09 
3042 263.69 4777.20 799.11 49.93 14.75 
4396 263.69 7983.70 1954.97 73.09 21.59 
5871 263.69 4706.25 1449.42 91.93 27.15 
7200 263.69 5269.43 1879.08 106.44 31.43 
 
Figure 133. Appearance of product 6. 
Interpolated t1/2: 11131.05 
Average t1/2: 9411.21 min 
Err t1/2: 12.96% 







F.4 Computational Methods and Data 
F.4.1 Descriptors 
Most of the descriptors utilized in this study are included in the commercial Molecular 
Operating Environment package. Descriptors not included in the MOE package are available from 
the Chemical Computing Group web page via the SVL (scientific vector language) exchange with 
the exception of the quaternary ammonium surface area descriptor. The main descriptor not 
available in the MOE package is the cross sectional area (XSA) descriptor. Copyright prohibits 
the distribution of the SVL code in its entirety.  That said, the code is simple and can be 
reassembled.  But first, the SVL disclaimer to recognize that we did not invent this technology: 
// COPYRIGHT (C) 2007-2009 CHEMICAL COMPUTING GROUP INC.  ALL RIGHTS 
RESERVED. 
// 
// PERMISSION TO USE, COPY, MODIFY AND DISTRIBUTE THIS SOFTWARE IS 
HEREBY 
// GRANTED PROVIDED THAT: (1) UNMODIFIED OR FUNCTIONALLY EQUIVALENT 
CODE 
// DERIVED FROM THIS SOFTWARE MUST CONTAIN THIS NOTICE; (2) ALL CODE 
DERIVED 
// FROM THIS SOFTWARE MUST ACKNOWLEDGE THE AUTHOR(S) AND 
INSTITUTION(S); (3) 
// THE NAMES OF THE AUTHOR(S) AND INSTITUTION(S) NOT BE USED IN 
ADVERTISING 
// OR PUBLICITY PERTAINING TO THE DISTRIBUTION OF THE SOFTWARE WITHOUT 
// SPECIFIC, WRITTEN PRIOR PERMISSION; (4) ALL CODE DERIVED FROM THIS 
SOFTWARE 
// BE EXECUTED WITH THE MOLECULAR OPERATING ENVIRONMENT (MOE) 
LICENSED FROM 
// CHEMICAL COMPUTING GROUP INC. 
// 
// CHEMICAL COMPUTING GROUP INC. DISCLAIMS ALL WARRANTIES WITH 
REGARD TO THIS 
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// SOFTWARE, INCLUDING ALL IMPLIED WARRANTIES OF MERCHANTABILITY AND 
FITNESS,  
// SPECIAL, INDIRECT OR CONSEQUENTIAL DAMAGES OR ANY DAMAGES 
WHATSOEVER 
// RESULTING FROM LOSS OF USE, DATA OR PROFITS, WHETHER IN AN ACTION OF 
// CONTRACT, NEGLIGENCE OR OTHER TORTIOUS ACTION, ARISING OUT OF OR IN 
// CONNECTION WITH THE 
// AND IN NO EVENT SHALL CHEMICAL COMPUTING GROUP INC. BE LIABLE FOR 
ANY 
 USE OR PERFORMANCE OF THIS SOFTWARE. 
F.4.2 Conformer Generation 
For each tetraalkylammonium (R4N
+) bromide salt, conformations within specified energy 
windows were generated using MOE 2013.08. These conformational searches were produced 
using LowModeMD stochastic searches using MOE 2013.08 conformational search parameters. 
TEAB conformer generation was done using the Systematic method of conformer generation due 
to failure of the LowModeMD method to find multiple conformers. 
General Procedure for Conformer Generation 
 The parameterization was set using MMFF94x in conjunction with the Born Solvation 
model using parameters for water solvation at 0 ºC (Inner dielectric: 1, outer dielectric constant: 
88) (Figure 134). The rejection limit was set to 1000, RMSD limit set to 0.05, including hydrogens, 
and the energy window was set to 20 kcal/mol (Figure 135). Conformer searches were performed 
until convergence was determined when the average descriptor values arrived at a standard error 
<5%. Average XSA and NC4_SA was used instead of a Boltzmann weighted average based on 
calculated energies due to large number of conformers existing in easily reached energy ranges, as 
well as the unsolved problem of determining the optimal conformation of a molecular system with 
enormous degrees of freedom (such as THexDAB). Typical calculations time varied, between 0.5 




Figure 134. Parameterization in MOE 2013.08 for conformer searching.  
 





XSA Descriptor Calculation 
XSA calculations were performed using SVL code available on the SVL exchange. A 
typical set up is shown in Figure 136. The average XSA descriptor was calculated from the XSA 
values calculated for all conformations located in a conformational search within a 20 kcal/mol 
window.  
 
Figure 136. General settings for the XSA calculation. 
Ammonium SA Descriptor Calculation with MOE 
The solvent accessible ammonium surface area descriptor was calculated utilizing the 
following process. 
Calculation Procedure: 
First: searching for an ammonium ion with: n_cccc = sm_MatchAll  [ '[N+](C)(C)(C)C', all_atoms, 
[] ]; 
Second: separating heavy atoms from hydrogen using the code available in mol_surface_area.svl 
on the SVL exchange (by cw and db)  
Third: selecting the ammonium ions with aSetSelected [n_cccc, 1] 
























TMAB 29.00 4.00 247.24 0.66 1.67% 
TEAB 41.81 2.00 94.88 1.82 1.56% 
TBAB 72.22 1.00 52.23 2.83 3.00% 
THAB 101.17 0.67 48.22 3.02 4.50% 
THepAB 114.14 0.57 48.26 3.00 7.53% 
TOAB 128.83 0.50 47.68 2.89 5.75% 
TDAB 152.03 0.40 44.64 2.06 2.27% 
TDoDAB 174.34 0.33 39.10 1.36 0.67% 
THexDAB 205.27 0.25 23.08 0.17 1.74% 
K+  
(background) 
17.31 NA NA 0.00 1.67% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. bThe value of log(krel) is obtained  reporting the values of –log(t1/2) relative to –log(t1/2)background. cStandard 






















Example XSA Values for Selected Chiral R4N+ Species 
Table 109. Example XSA Values for Selected Chiral R4n
+ Species 











119 89.39 7.61 73.38 112.00 
 
564 107.36 8.75 85.81 130.19 
 
9 79.77 6.09 66.44 99.81 
 
462 92.85 13.31 66.19 127.63 
 
5 117.36 12.84 97.5 131.25 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. 
F.4.3 Tabulated Conformational Data for Descriptor Calculation 
Table 110. TEAB Conformational Descriptor Run Data 


















1 10 42.34 1.71 39.81 45.49 94.20 6.37 
2 11 41.76 1.72 39.75 44.81 94.68 5.45 
3 9 41.32 1.68 39.56 44.86 95.76 4.72 
Avg XSA 41.81 Std. Err.b 1.00% Avg NC4_SA 94.68 Std. Err.c 0.69% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 





Table 111. TBAB Conformational Descriptor Run Data 


















1 379 72.52 6.19 53.38 88.13 52.44 7.46 
2 370 72.63 6.72 55.06 88.19 51.75 7.22 
3 221 71.52 6.06 55.50 86.19 52.49 6.67 
Avg XSA 72.22 Std. Err.b 0.85% Avg NC4_SA 52.23 Std. Err.c 0.65% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. bStandard error is Stddev(XSA)/avg(XSA))*100. cStandard error is Stddev(NC4_SA)/avg(NC4_SA))*100. 
 
Table 112. THAB Conformational Descriptor Run Data 


















1 4209 101.63 11.77 66.88 131.13 48.46 9.22 
2 4244 101.35 11.73 63.94 129.94 48.06 9.29 
3 4031 100.53 11.25 65.88 130.88 48.15 9.15 
Avg XSA 101.17 Std. Err.b 0.46% Avg NC4_SA 48.22 Std. Err.c 0.35% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. bStandard error is Stddev(XSA)/avg(XSA))*100. cStandard error is Stddev(NC4_SA)/avg(NC4_SA))*100. 
 
Table 113. THeptAB Conformational Descriptor Run Data 


















1 4926 113.97 13.79 69.56 151.69 48.24 9.25 
2 4800 113.69 14.12 69.25 151.19 48.16 9.40 
3 4825 114.77 13.88 72.00 154.31 48.39 9.13 
Avg XSA 114.14 Std. Err.b 0.40% Avg NC4_SA 48.26 Std. Err.c 0.20% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. bStandard error is Stddev(XSA)/avg(XSA))*100. cStandard error is Stddev(NC4_SA)/avg(NC4_SA))*100. 
 
Table 114. TOAB Conformational Descriptor Run Data 


















1 4971 129.25 16.90 72.44 171.69 48.09 9.57 
2 5209 129.13 16.97 73.75 176.25 48.20 9.46 
3 4974 128.11 15.92 80.25 173.00 46.74 10.09 
Avg XSA 128.83 Std. Err.b 0.40% Avg NC4_SA 47.68 Std. Err.c 1.38% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 





Table 115. TDAB Conformational Descriptor Run Data 


















1 4938 150.81 20.56 86.38 206.69 43.32 10.79 
2 5080 152.73 21.00 81.06 213.75 44.46 10.83 
3 5088 152.54 21.02 87.94 209.69 46.15 10.73 
Avg XSA 152.03 Std. Err.b 0.57% Avg NC4_SA 44.64 Std. Err.c 2.60% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. bStandard error is Stddev(XSA)/avg(XSA))*100. cStandard error is Stddev(NC4_SA)/avg(NC4_SA))*100. 
 
Table 116. TDoDAB Conformational Descriptor Run Data 


















1 4451 175.39 22.91 91.25 245.94 39.83 11.74 
2 4075 171.80 23.06 85.56 239.31 38.22 11.82 
3 4108 175.82 23.27 101.5 249.44 39.25 11.94 
Avg XSA 174.34 Std. Err.b 1.03% Avg NC4_SA 39.10 Std. Err.c 1.70% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. bStandard error is Stddev(XSA)/avg(XSA))*100. cStandard error is Stddev(NC4_SA)/avg(NC4_SA))*100. 
 
Table 117. THexDAB Conformational Descriptor Run Data 


















1 3599 208.02 29.42 123.19 313.5 25.98 12.83 
2 1933 203.85 27.21 133.13 314.25 21.70 14.22 
3 2728 203.95 27.77 121.31 298.44 21.60 12.08 
Avg XSA 205.27 Std. Err.b 0.95% Avg NC4_SA 23.08 Std. Err.c 2.02% 
aCalculated using MOE2013.08 using MMFF94x as the calculation method and publically available SVL code 
plugins. bStandard error is Stddev(XSA)/avg(XSA))*100. cStandard error is Stddev(NC4_SA)/avg(NC4_SA))*100. 
 
F.4.4 Model Generation 
Model generation was typically done using Origin 9 Pro fitting analysis algorithms. 
Parabolic, polynomial, reciprocal, and bilinear fitting can be achieved using the available software 
options in Origin Pro 9. 
For kinetic run t1/2 interpolation, the ExpDec1 fitting model was used to find an exponential 
decay equation and allow interpolation of the estimated time 50% with respect to product 




XSA Cubic Model 
 
Figure 137. Cubic model based on XSA and kinetic data.  
Equation 8 
𝐥𝐨𝐠(𝒌𝒓𝒆𝒍) = 𝟏. 𝟑𝟐𝟐 ∗ 𝟏𝟎
−𝟔(𝑿𝑺𝑨)𝟑 − 𝟕. 𝟕𝟗𝟓 ∗ 𝟏𝟎−𝟒(𝑿𝑺𝑨)𝟐 + 𝟎. 𝟏𝟏𝟒(𝑿𝑺𝑨) − 𝟏. 𝟖𝟐𝟓 
XSA Parabolic Model 
 
Figure 138.  Parabolic model based on XSA and kinetic data.  
Equation 9 
𝑙𝑜𝑔(𝑘𝑟𝑒𝑙) = −3.351 ∗ 10





XSA Bilinear Model 
 





, 𝑖𝑓 𝑋𝑆𝐴 < 𝑥3
𝑦3(𝑥2−𝑋𝑆𝐴)+𝑦2(𝑋𝑆𝐴−𝑥3)
𝑥2−𝑥3
, 𝑖𝑓 𝑋𝑆𝐴 ≥ 𝑥3 
                            (Eq. 3) 
x1 17.31 y1 0.394 
x2 205.27 y2 0.285 
x3 103.70 y3 3.535 
 
XSA 4th Order Polynomial Model 
 





log(krel) = 1.351 ∗ 10
−9(XSA)4 + 7.174 ∗ 10−7(XSA)3 − 6.901 ∗ 10−4(XSA)2 +
0.1091(XSA) − 1.750                                                                                                  
 
NC4_SA Bilinear Model 
 







 𝑦1(𝑥3 − 𝑁𝐶4_𝑆𝐴) + 𝑦3(𝑁𝐶4_𝑆𝐴 − 𝑥1)
𝑥3 − 𝑥1
, 𝑖𝑓 𝑁𝐶4_𝑆𝐴 < 𝑥3
𝑦3(𝑥2 − 𝑁𝐶4_𝑆𝐴) + 𝑦2(𝑁𝐶4_𝑆𝐴 − 𝑥3)
𝑥2 − 𝑥3
, 𝑖𝑓 𝑁𝐶4_𝑆𝐴 ≥ 𝑥3 
 
x1 23.08 y1 0.00645 
x2 247.24 y2 0.571 









Bilinear Model with q 
 







 𝑦1(𝑥3 − 𝒒) + 𝑦3(𝒒 − 𝑥1)
𝑥3 − 𝑥1
, 𝑖𝑓 𝒒 < 𝑥3
𝑦3(𝑥2 − 𝒒) + 𝑦2(𝒒 − 𝑥3)
𝑥2 − 𝑥3
, 𝑖𝑓 𝒒 ≥ 𝑥3 
 
x1 0.17249 y1 -0.51741 
x2 3.95078 y2 0.62883 
x3 0.5059 y3 3.07717 
XSA Correlation with q 
 










XSA Correlation with Carbon Chain Length (Cn) 
 
Figure 144. Correlation between XSA and carbon chain length. 
Equation 15 
𝑪𝒏 = 0.00383(XSA) − 1.825 
XSA Model Selection 
In order to determine the best overall model between XSA and rate, the Akaike information 
criterion (AIC) and Bayesian information criterion (BIC) values were calculated for each model. 
These statistical values allow the comparison of models to determine the best compromise of 
model complexity and goodness of fit. The equations for each are given below. These values are 
computed using OriginPro 9’s implementation of AIC and BIC. The number of inputs is denoted 
N and the number of parameters in the model is denoted as K. BIC places a higher penalty on over-
fitting models, and thus both AIC and BIC were considered. For both AIC and BIC, the minimum 
value of each is considered for the best model. By both AIC and BIC, the cubic model is predicted 
to be the best model of the set of models containing linear, bilinear, parabolic, cubic, and 4th order 


















) + 2𝐾 +
2𝐾(𝐾 + 1)







𝑩𝑰𝑪 = 𝑵𝒍𝒏 (
𝑹𝑺𝑺
𝑵
) + 𝑲𝒍𝒏(𝑵)                                          
Table 118. AIC and BIC Comparison of XSA and Rate Modelsa 
Model N K RSS AIC BIC 
Linear 10 2 12.52008 12.247 9.155 
Bilinear 10 4 0.93505 1.303 -12.184 
Parabolic 10 3 0.49079 -14.143 -20.933 
Cubic 10 4 0.09751 -21.303 -34.790 
4th order polynomial 10 5 0.09646 -6.412 -32.596 


















Appendix G: Experimental Information for Appendix A 
G.1 General Experimental 
Reactions were conducted using glassware that had been flame-dried under vacuum or 
oven-dried (140 ºC) for at least 4 hr.  All reactions were conducted under an atmosphere of dry 
nitrogen or argon using a drying tube equipped with phosphorous pentoxide and calcium sulfate.  
Solvents used for extraction were reagent grade, and chromatography solvents were technical 
grade.  Column chromatography was performed using Ultrapure Silica gel from Silicycle (40-69 
μm) with a column mixed as a slurry with the lowest polarity eluent, packed and rinsed at 6psi and 
run at 3-4psi.  Reaction solvents tetrahydrofuran (Fischer, HPLC grade), diethylether (Fischer, 
BHT stabilized ACS grade) and methylene chloride (Fischer, unstabilized HPLC grade) were dried 
by percolation through two columns packed with neutral alumina under positive pressure of argon.  
Reaction solvents hexane (Fischer, OPTIMA grade) and toluene (Fischer, ACS grade) were dried 
by percolation through a column packed with neutral alumina and a column packed with Q5 
reactant, a supported copper catalyst for scavenging oxygen, under a positive pressure of argon. 
Instrumentation 
1H and 13C NMR spectra were recorded on a Varian 400 or 500 MHz (126 MHz, 13C) 
spectrometers.  Spectra are referenced to residual chloroform (d = 7.26 ppm, 1H; 77.0 ppm, 13C) 
residual benzene (d = 7.15 ppm, 1H; 128.62 ppm, 13C), or residual methanol (d=3.31 ppm. 1H; 49.0 
ppm, 13C).  Chemical shifts are reported in ppm, multiplicities are indicated by s (singlet), d 
(doublet), t (triplet), q (quartet), p (pentet), h (hextet), m (multiplet) and br (broad).  Coupling 
constants, J, are reported in Hertz, and integration is provided and assignments are indicated.  Mass 
Spectrometry (MS) was performed by the University of Illinois Mass Specrometer Center.  
Electron Impact (EI) spectra were performed at 70 eV using methane as the carrier gas on a 
Finnagin-MAT C5 spectrometer.  Data are reported in the form of m/z (intensity relative to the 
base peak = 100).  Infrared spectra (IR) spectra were recorded on a Perkin-Elmer FT-IR system 
and peaks are reported in cm-1 with indicated relative intensities: s (strong, 0-33% T); m (medium, 
34-66% T), w (weak, 67-100% T). ReactIR experiments performed on a Mettler Toledo ReactIR 
4000.  
 Retention factors, Rf, are reported for analytical thin layer chromatography performed on 
Merk silica gel plates treated with F-254 indicator.  Visualizations were accomplished by UV light, 
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aqueous KMnO4, Cerric ammonium molybdate (CAM) solution, iodine powder, or a 5% 
methanolic solution in H2SO4. Column chromatography was conducted using 230-400 mesh silica 
gel purchased from EM Science using the eluent and pressure given. Distillations were performed 
using a short-path, 3 cm, Vigreux column under reduced pressure. Chiral HPLC performed using 
either Perkle Naphthylleucine or Whelk-O chiral stationary phase columns. Chiral SFC performed 
using an Agilent Aurora SFC system, with Chiracel-OD and OJ chiral column stationary phase. 
Commercial Chemicals 
The following materials were obtained from commercial suppliers as specified and purified 
according to the indicated procedure.  If no purification method is noted, the compound was used 
as received from the manufacture. 
Table 119. Commercial Chemicals Used in Appendix A 
Reagent Supplier Purification 
Acetic anhydride Fischer  
Acetonitrile   
Allyl Alcohol Aldrich  
Benzene Aldrich  





Borane.THF complex Aldrich  
Bromobenzene Fischer  
Celite Fischer  
Cinchonidine Acros  
DIBAL-H Aldrich  
Dichloromethane Aldrich  
Diethylether Fischer  
Dimethylsulfoxide Fischer  
Dioxane Aldrich  
Ethanol AAPER  
Ethane Thiol Fischer  
Biphenyl disulfide Aldrich  
Ethylene glycol  Distilled 
HOBt Aldrich  




Lithium Borohydride Aldrich  
L-Selectride Alrich  
Magnesium Aldrich  
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Table 119. (cont.) 
Magnesium Sulfate Fischer  
Methanol  Distilled (MgOMe) 
Methyl Iodide Aldrich Pass Through Basic Alumina 
N-Methyl Morpholine Aldrich  
1-Bromonapthalene Aldrich Distilled 
2-Bromonapthalene Aldrich  








Pyridine Fischer Distilled (CaH2) 
Raney Nickel Strem  
Sodium Bicarbonate Fischer  
Sodium Borohydride Acros  
Sodium Chloride Fischer  
Sodium Hydride Aldrich  
Sodium Hydroxide Fischer  
Sodium Sulfate Fischer  
Sulfur trioxide pyridine 
complex 
Aldrich  
SnCl4 Alfa-Aesar  








Trifluoroacetic anhydride Aldrich  
Triphenylphosphine Aldrich  







G.2 Cinchona Analog Procedures 
Preparation of (4S,5R,8S/R)-5-vinylquinuclidine-8-carbaldehyde [JJH-2-95] 
 
 To a flame-dried 10-mL Schlenk flask fitted with a rubber septum and magnetic stir bar, 
oxalyl chloride (160 mg, 1.26 mmol, 2.1 equiv) was added. This was dissolved in 3 mL dry 
dichloromethane. The resultant solution was cooled to -78 °C (internal temperature) using a 
CO2/IPA bath. DMSO (180 uL, 2.4 mmol, 4 equiv) in 0.8 mL dry dichloromethane was added 
dropwise to the solution. The reaction was stirred for 15 min following addition at -78 °C. 
Quincorine (100 mg, 0.6 mmol, 1 equiv) in 1.5 mL dry dichloromethane was added slowly 
dropwise to the reaction solution. This was stirred for 1 h at -78 °C, at which point N,N -
diisopropylethylamine (523 uL, 3.0 mmol, 5 equiv) was added dropwise. After stirring for 15 min 
at -78 °C, the reaction was quenched by pouring the reaction solution into 10 mL of saturated 
aqueous ammonium chloride solution cooled to 0 °C in an ice-bath. The mixture was poured into 
a 60 mL separatory funnel containing 25 mL dichloromethane. The layers were separated, and the 
aqueous layer was extracted with dichloromethane (3 x 10 mL). The combined organic layers were 
washed with saturated aqueous ammonium chloride (2 x 10 mL), DI water (10 mL) and brine (10 
mL). The combined organic layers were dried (~5 g Na2SO4), filtered through a pad of Celite (5 
cm x 2 cm), and concentrated to a yellow oil. Purification by bulb-to-bulb distillation gave 79.4 
mg (80%) of epimeric aldehydes 23 as a pale yellow oil. 





 1H NMR: (500 MHz, Chloroform-d)  
δ 9.81 (d, J = 6.7 Hz, 1H), 6.02 – 5.66 (m, 1H), 5.32 – 5.12 (m, 1H), 5.12 – 5.06 (m, 
1H), 3.65 – 3.40 (m, 1H), 3.37 – 3.15 (m, 2H), 3.12 – 2.95 (m, 1H), 2.91 – 2.76 (m, 
1H), 2.72 (td, J = 9.3, 4.9 Hz, 1H), 2.36 (d, J = 12.6 Hz, 1H), 1.91 – 1.73 (m, 3H), 
1.53 – 1.47 (m, 2H), 1.32 – 1.18 (m, 3H), 1.18 (s, 1H). 
 
TLC: Rf  0.75 (DCM/MeOH/NH4OH, 90:9:1) [KMnO4, I2] 
Preparation of (4S,5R,8S)-5-vinylquinuclidine-8-carboxylic acid [JJH-3-24] 
 
 To a dry  250 mL round bottom flask, equipped with an argon inlet adaptor and magnetic stir bar, 
was added quincorine (1.004 g, 6.2 mmol, 1 equiv) dissolved in 75 mL acetone. The solution was 
cooled to < 5°C (internal temperature) with an water-ice bath. Sulfuric acid (3.2 mL, 62.0 mmol, 
10 equiv) was added dropwise to this solution. As addition progressed, a white preciptate was 
observed to form. This precipitate then dissolved upon completion of addition. Chromium trioxide 
(1.053 g, 10.5 mmol, 1.7 equiv) was added in one portion. Upon addition the solution became dark 
yellow, and over the course of five minutes the color changed to forest green. Upon stirring for 5 
min, the solution was allowed to warm to room temperature. After stirring at room temperature for 
1 h, the reaction was quenched through slow addition of 1 N NaOH solution until the reaction 
solution reached pH ~8 (~70 mL). A teal precipitate formed as was filtered off by passing the 
reaction mixture through a pad of Celite (1 cm x 5 cm). The reaction mixture was then washed 
with 150 mL of dichloromethane using a 250 mL separatory funnel. The aqueous layer was then 
concentrated to approximately 50 mL by rotary evaporation (15 Torr, 50 °C).  The crude product 
was purified by cation-exchange chromatography using DOWEX 50WX8 resin. The resin was 
prewashed with 10% aqueous HCl and rinsed with water until the filtrate was neutral. After the 
aqueous layer was loaded onto the DOWEX resin, the column was eluted with DI water until the 
fractions were neutral. The carboxylic acid was then released by elution with 1M ammonium 
hydroxide (~1 L) until product elution was complete. Fractions containing the product were 
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concentrated by rotary evaporation (15 Torr, 50 °C), followed by drying through lyophilization to 
yield 0.9223 g (82%) of carboxylic acid 27 as a silvery, crystalline solid. 
Data for 27:     
Mol.Formula: C10H15NO2 
M.W. 181.23 
 1H NMR: (500 MHz, Methanol-d4)  
δ 5.99 (ddd, J = 17.3, 10.4, 7.0 Hz, 1H, HC(1')), 5.29 – 5.10 (m, 2H, H2C(2')), 4.59 
(s, 1H, HC(8)), 3.84 – 3.76 (m, 1H, HC(2)), 3.64 (dddd, J = 12.4, 9.6, 7.4, 2.5 Hz, 
1H,HC(6)), 3.50 (dd, J = 12.9, 10.4 Hz, 1H, HC(2)), 3.32 – 3.14 (m,1H, HC(6)), 
2.83 – 2.70 (m, 1H, HC(5)), 2.33 (tdd, J = 10.7, 3.9, 2.0 Hz, 1H, HC(7)), 2.10 (q, J 
= 3.3 Hz, 1H, HC(3)), 2.02 (ddt, J = 9.7, 7.9, 3.9 Hz, 1H, HC(7)), 1.95 – 1.88 (m, 
2H, HC(4), HC(3)). 
 
13C NMR: (126 MHz, Methanol-d4)  
δ 176.59(C(9)), 141.34(C(1')), 115.90(C(2')), 61.19 (C(8)), 54.54(C(2)), 
43.88(C(6)), 39.62(C(5)), 28.94(C(3)), 26.76(C(4)), 25.84(C(7)). 
 
TLC: Rf  0.15 (DCM/MeOH/NH4OH, 90:9:1) [KMnO4, I2] 
Preparation of (4S,5R,8S)-N-methoxy-N-methyl-5-vinylquinuclidine-8-carboxamide [JJH-
3-57] 
 
 To a flame-dried 50-mL Schlenk flask equipped with a rubber septum and magnetic stir 
bar was added carboxylic acid 27 (1.03 g, 5.71 mmol, 1 equiv) suspended in 20 mL dry 
dichloromethane. To this was added carbon tetrabromide (2.27 g, 6.85 mmol, 1.2 equiv), N-
methoxy-N-methyl ammonium chloride (668 mg, 6.85 mmol, 1.2 equiv), and pyridine (2.3 mL, 
28.5 mmol, 5.0 equiv). The suspension became a clear, pink-orange solution upon addition of 
pyridine. Triphenylphosphine (1.79 g, 6.85 mmol, 1.2 equiv) was added in portions over 5 min. 
The reaction was stirred for 1 h at room temperature, and then concentrated by rotary evaporation 
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(15 Torr, 30 °C). The crude product was purified by silica gel chromatography (First column: 40 
mm x 20 cm, grad elution, 1%, 3%, 5%, 7% MeOH in DCM/1% NH4OH, 200 mL each. Second 
column: 40mm x 20 cm, grad elution, 1%, 3%, 5% MeOH in DCM/1% NH4OH, 500 mL each) to 
yield 1.007 g (80%) of Weinreb amide 28 as a pale yellow, low melting crystalline solid.  
Data for 28:     
Mol.Formula: C12H20N2O2 
M.W. 224.299 
 1H NMR:  (500 MHz, Chloroform-d)  
δ 5.93 (ddd, J = 17.5, 10.3, 7.5 Hz, 1H, HC(1'), 5.12 – 4.95 (m, 2H, H2C(2')), 3.93 – 
3.78 (m, 1H, HC(8)), 3.75 (d, J = 0.9 Hz, 3H, OMe), 3.30 – 3.17 (m, 3H, NMe), 3.13 
(dd, J = 13.8, 10.0 Hz, 1H, HC(6)), 2.84 – 2.73 (m, 1H, HC(6)), 2.69 – 2.49 (m, 1H, 
HC(2)), 2.35 – 2.22 (m, 1H, HC(5)), 1.94 (s, 1H, HC(2)), 1.86 – 1.78 (m, 1H, HC(2)), 
1.70 (dddd, J = 12.2, 10.4, 4.6, 3.5 Hz, 1H, HC(7)), 1.49 – 1.35 (m, 1H, HC(7)). 
13C NMR: (126 MHz, CDCl3)  
δ 173.61(C(9)), 142.14(C(1')), 136.15, 114.53(C(2'), 66.60(C(8)), 61.62(OMe), 
55.64(C(6)), 52.90 (C(2)), 42.91(C(5)), 39.81(C(4)), 32.59(NMe), 27.40(C(3)), 
22.80(C(7). 
ESI-MS+: (m/z) 225.1 (M+1), 226.1 
TLC: Rf  0.75 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, I2] 
Preparation of Morpholino((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-33] 
 
 
To a flame-dried 10-mL Schlenk flask equipped with a rubber septum and magnetic stir 
bar was added carboxylic acid 17 (190 mg, 1.05 mmol, 1 equiv) suspended in 5 mL dry 
dichloromethane. To this was added carbon tetrabromide (417 mg, 1.26 mmol, 1.2 equiv), 
morpholine (110 uL, 1.26 mmol, 1.2 equiv), and triethylamine (734 mL, 5.24 mmol, 5.0 equiv). 
The suspension became a clear, pink-orange solution upon addition of triethylamine. 
Triphenylphosphine (330 mg, 1.26 mmol, 1.2 equiv) was added in portions over 5 min. The 
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reaction was stirred for 1 h at room temperature, and then concentrated by rotary evaporation (15 
Torr, 30 °C). The crude product was purified by silica gel chromatography (First column: 20 mm 
x 20 cm, grad elution, 1%, 3%, 5%, 7% MeOH in DCM/1% NH4OH, 100 mL each. Second 
column: 20 mm x 20 cm, grad elution, 1%, 3%, 5% MeOH in DCM/1% NH4OH, 200 mL each) to 
yield 204 mg  (78%) of morpholine amide 29 as an orange solid.  
Data for 29:     
Mol.Formula: C14H22N2O2 
M.W. 250.34 
 1H NMR: (500 MHz, Chloroform-d)  
δ 5.89 (ddd, J = 16.7, 10.7, 7.3 Hz, 1H), 5.14 – 4.90 (m, 2H), 3.85 (ddd, J = 17.0, 
10.3, 4.2 Hz, 2H), 3.76 – 3.56 (m, 4H), 3.53 – 3.31 (m, 3H), 3.11 (t, J = 11.9 Hz, 
1H), 2.66 (s, 2H), 2.31 (d, J = 12.4 Hz, 2H), 1.84 (s, 1H), 1.77 – 1.59 (m, 1H). 
 
TLC: Rf  0.75 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, I2] 
ReactIR Experiments [JJH-3-38] 
 
  
Into an oven-dried ReactIR vessel, equipped with ReactIR probe adapter and rice-sized 
magnetic stir bar was added Weinreb amide 28 (42 mg, 0.19 mmol, 1 equiv) in 1.5 mL dry THF. 
The solution was cooled to 78 ºC (internal temperature) using a CO2/acetone bath. The ReactIR 
was then activated, collecting spectra at 1 min intervals. After equilibrating for 5 min, PhMgBr 
(106 uL, 0.29 mmol, 1.5 equiv) was added. The reaction was monitored for 30 min at 78 ºC, with 
the amide stretch (1662 cm-1, Figure 145, orange) slowly decreasing in absorbance with a new 
peak building in (1611 cm-1, Figure 145, red). It was reasoned that this new signal belongs to the 
metal-chelated amide, prior to addition. The reaction was then slowly warmed over 20 minutes to 
50 ºC, at which point the metal-chelate amide signal began to decrease in intensity (Figure 145, 
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red, 50 min timepoint). The reaction was then further allowed to warm to 0 ºC, at which point it 
was quenched by the addition of 10 mL 0.1 M phosphate buffer (pH 7.0). The quench mixture was 
extracted with dichloromethane (3 x 25 mL). The combined organic layers were dried (Na2SO4, 5 
g), filtered, and concentrated by rotary evaporation (25 ºC, 15 Torr). The crude residue was 
determined to contain a mixture of the starting amide 28 as well as phenyl ketone 30a as a mixture 
of epimers (data for 30a in later experiment).  
 
 
Figure 145. Orange line depicts changes in the amide-bond absorption. Red line shows new 
species formed at -78 ºC, likely a magnesium bromide chelate of the amide. Consumption of this 














General Procedure 1: Organolithium Addition into Weinreb Amide 28 
 
In a flame-dried Schlenk flask, charged with argon and fitted with a rubber septum and 
magnetic stirbar, ArBr (X.x mg,  mmol,  1.5 equiv) was dissolved in X.x mL dry THF (0.2 M). 
The solution was cooled to 78 °C  (internal temperature) using a CO2/acetone bath.  To this was 
added n-butyllithium (X.x mL, X.x mmol, 1.5 equiv, 2.43 M in hexanes) dropwise. The solution 
was allowed to stir for 1 h at 78 °C. To a separate flame-dried Schlenk  flask, charged with argon 
and fitted with a rubber septum and magnetic stir bar, Weinreb amide 28 (X.x mg, X.x mmol, 1 
equiv) was dissolved in X.x mL dry THF (0.2 M). The amide solution was cooled to 78 °C. The 
solution of ArLi reagent was transferred to the amide solution dropwise over 10 min using a 
double-ended needle. After 15 min, the reaction solution is poured into 0.1 M phosphate buffer 
(X.x mL, 12.5 equiv, pH 7.0) cooled to 0 °C in an ice-water bath. The quench mixture was poured 
into a separatory funnel containing X.x mL dichloromethane. The layers were separated, 
immediately drying the organic layer with Na2SO4. The aqueous layers were extracted with 
dichloromethane (4 x X.x mL), with each organic layer dried directly after layer separation 
(combined). The combined organic layers were dried (Na2SO4), filtered, and concentrated to the 











Representative Procedure  
Preparation of Phenyl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-91] 
 
 
 To a flame-dried 25-mL Schlenk flask, charged with argon and fitted with a rubber septum 
and magnetic stir bar, was added bromobenzene (141 uL, 1.338 mmol, 1.5 equiv) dissolved in 6.5 
mL dry THF, affording a clear, colorless solution. The solution was cooled to 78 °C using a 
CO2/acetone bath. While vigorously stirring, n-butyllithium (550 uL, 1.34 mmol, 1.5 equiv, 2.43 
M in hexanes) was added dropwise using a syringe.  After addition, the solution became pale 
yellow. The solution was stirred at 78 °C for 1 h. To a separate 25-mL Schlenk flask, charged 
with argon and fitted with a rubber septum and magnetic stir bar, was added Weinreb amide 28 
(200 mg, 0.89 mmol, 1 equiv) dissolved in 4.5 mL dry THF. The solution was cooled to 78 °C 
using a CO2/acetone bath. The solution of PhLi was then transferred to the amide solution slowly 
dropwise over 10 min using a double-ended needle. After 15 min, the reaction mixture was poured 
into an Erlenmeyer flask containing  ice-cold phosphate buffer (25 mL, 2.5 mmo, 12.5 eq, 0.1 M 
in water, pH 7.0). The quench solution was immediately poured into a 125-mL separatory funnel 
containing 50-mL dichloromethane. The layers were separated and the organic layer was 
immediately dried with Na2SO4 (~10 g). The aqueous layer was extracted with dichloromethane 
(4 x 5 mL), with each organic layer being combined and dried immediately. The combined organic 
layers were then filtered and concentrated by rotary evaporation (25 °C, 15 Torr). The crude 
product was dried on hi-vac (25 °C, 0.1 Torr) to yield 210 mg (99%) of phenyl ketone 30a as an 
off-white solid. The d.r. was determined to be 22.2:1 8S/8R in the crude product mixture by 1H 
NMR. The crude product was used in subsequent steps without further purification.  





 1H NMR:  (500 MHz, Chloroform-d)  
δ 8.08 – 7.99 (m, 2H), 7.57 – 7.40 (m, 3H), 5.99 (ddd, J = 17.5, 10.3, 7.4 Hz, 1H), 
5.17 – 5.07 (m, 2H), 4.28 – 4.17 (m, 1H), 3.24 (ddd, J = 14.1, 10.1, 0.8 Hz, 1H), 2.97 
(ddd, J = 13.7, 5.0, 2.5 Hz, 1H), 2.73 (dddd, J = 13.4, 10.3, 5.6, 2.5 Hz, 1H), 2.62 
(dddd, J = 13.9, 10.6, 5.1, 1.6 Hz, 1H), 2.21 – 2.12 (m, 1H), 1.93 – 1.83 (m, 1H), 
1.78 (ddt, J = 13.5, 10.0, 3.3 Hz, 1H), 1.68 – 1.57 (m, 1H), 1.52 – 1.41 (m, 1H). 
ESI-MS+: (m/z) 242.2 (M+1), 243.2, 244.2 
TLC: Rf  0.85 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, I2] 
Preparation of 4-Methoxyphenyl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-59] 
 
Following General Procedure 1 gave 53.9 mg (99%) of 4-methoxyphenyl ketone 30b as an 
off-white solid. From the crude pdt mixture, the d.r. of 30b was determined by 1H NMR to be 7:1 
8S/8R. The product was used without further purification. 
Data for 30b:     
Mol.Formula: C17H21NO2 
M.W. 271.35 
 1H NMR:  (500 MHz, Chloroform-d)  
δ 8.08 – 8.01 (m, 2H), 6.92 (d, J = 8.9 Hz, 2H), 5.99 (ddd, J = 17.5, 10.4, 7.4 Hz, 
1H), 5.18 – 5.04 (m, 2H), 4.26 – 4.11 (m, 1H), 3.86 (s, 3H), 3.31 – 3.17 (m, 1H), 
2.97 (ddd, J = 13.7, 5.1, 2.5 Hz, 1H), 2.76 (dddd, J = 13.1, 10.2, 5.5, 2.4 Hz, 1H), 
2.63 (ddt, J = 12.3, 9.2, 4.4 Hz, 1H), 2.35 (s, 1H), 2.19 (ddt, J = 13.3, 6.5, 2.3 Hz, 
1H), 1.88 (p, J = 3.1 Hz, 1H), 1.76 (ddt, J = 13.4, 10.1, 3.3 Hz, 1H), 1.64 (dddd, J = 
12.6, 10.4, 5.2, 3.5 Hz, 1H), 1.47 (dtd, J = 13.0, 7.3, 6.4, 2.7 Hz, 1H). 
 





Preparation of 4-trifluoromethylphenyl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone 
[JJH-3-60] 
 
Following General Procedure 1 gave 60.2 mg (99%) of 4-trifluoromethylphenyl ketone 
30c as an off-white solid. From the crude pdt mixture, the d.r. of 30c was determined by 1H NMR 
to be 1:1 8S/8R. The product was used without further purification. 
Data for 30c:     
Mol.Formula: C17H18F3NO2 
M.W. 325.33 
 1H NMR: (500 MHz, Chloroform-d)  
δ 7.72 (s, 2H), 7.58 (s, 2H), 5.90 (s, 1H), 5.04 (s, 2H), 4.01 (s, 1H), 3.16 (s, 1H), 3.02 
(s, 1H), 2.84 (s, 1H), 2.65 (s, 1H), 2.55 (s, 1H),  2.24 (dd, J = 15.2, 8.3 Hz, 4H), 1.98 
(s, 1H), 1.84 (s, 1H), 1.64 (s, 1H), 1.52 (s, 1H). 
 
TLC: Rf  0.85 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, I2] 
 
Preparation of 2-mesityl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-66] 
 
Following General Procedure 1, with 3 equivalents of 2-mesityllithium, gave 62 mg 
(>100%) of 2-mesityl ketone 30d as a yellow solid. From the crude pdt mixture, the d.r. of 30d 
was determined by 1H NMR to be 1:1 8S/8R. The product was used without further purification. 





 1H NMR: (500 MHz, Chloroform-d)  
δ 6.92 – 6.76 (m, 4H), 6.02 – 5.77 (m, 1H), 5.15 – 4.90 (m, 3H), 4.76 – 4.53 (m, 1H), 
3.93 – 3.60 (m, 1H), 3.40 – 3.24 (m, 1H), 3.22 – 3.08 (m, 1H), 3.02 – 2.62 (m, 3H), 
2.14 – 2.01 (m, 1H), 2.00 – 1.93 (m, 1H), 1.93 – 1.79 (m, 2H), 1.81 – 1.70 (m, 0H), 
1.64 – 1.43 (m, 3H). 
 
TLC: Rf  0.85 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, I2] 
 
Preparation of 1-Naphthyl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-61] 
 
Following General Procedure 1 gave 277.5 mg (>100%) of 1-naphthyl ketone 30e as an 
off-white solid containing a 5% impurity (1-bromonapthalene). From the crude pdt mixture, the 
d.r. of 30e was determined by 1H NMR to be 5:1 8S/8R. The product was used without further 
purification. 
Data for 30e:     
Mol.Formula: C20H21NO 
M.W. 291.39 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.49 – 8.39 (m, 1H), 7.99 – 7.91 (m, 2H), 7.90 – 7.76 (m, 2H), 7.64 – 7.29 (m, 2H), 
5.98 (ddd, J = 17.5, 10.4, 7.4 Hz, 1H), 5.19 – 4.95 (m, 2H), 4.35 – 4.25 (m, 1H), 3.29 
– 3.04 (m, 1H), 3.00 – 2.87 (m, 2H), 2.71 – 2.61 (m, 1H), 2.37 – 2.22 (m, 1H), 2.19 
– 2.08 (m, 1H), 1.87 (ddq, J = 23.5, 10.2, 3.3 Hz, 2H), 1.79 – 1.63 (m, 1H) 
ESI-MS+: (m/z) 292.2 (M+1), 293.1, 294.2 






Preparation of 2-Naphthyl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-73] 
 
Following General Procedure 1 gave 127 mg (98%) of 2-naphthyl ketone 30f as an off-
white solid. From the crude pdt mixture, the d.r. of 30f was determined by 1H NMR to be 4:1 
8S/8R. The product was used without further purification. 
Data for 30f:     
Mol.Formula: C20H21NO 
M.W. 291.39 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.64 – 8.55 (m, 1H), 8.12 – 7.92 (m, 3H), 7.93 – 7.67 (m, 15H), 7.65 – 7.38 (m, 
17H), 6.10 – 5.96 (m, 1H), 5.21 – 5.11 (m, 3H), 5.08 – 5.00 (m, 1H), 4.39 (dd, J = 
10.0, 7.2 Hz, 2H), 3.28 (dt, J = 10.2, 5.0 Hz, 2H), 3.10 – 2.99 (m, 1H), 2.86 – 2.72 
(m, 3H), 2.70 – 2.58 (m, 2H), 2.38 (d, J = 10.9 Hz, 1H), 2.32 – 2.20 (m, 2H), 2.15 
(s, 1H), 1.98 – 1.79 (m, 2H), 1.80 – 1.62 (m, 3H), 1.59 – 1.35 (m, 2H), 0.96 (t, J = 
7.4 Hz, 4H). 
 
TLC: Rf  0.85 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, I2] 
 
Preparation of 9-Phenanthryl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-74] 
 
Following General Procedure 1 gave 202 mg (>100%) of crude 9-phenanthryl ketone 30g 
as an off-white solid containing ~15% phenanthrene as an impurity. From the crude pdt mixture, 
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the d.r. of 30g was determined by 1H NMR to be 1:1 8S/8R. The product was used without further 
purification. 
Data for 30g:     
Mol.Formula: C24H23NO 
M.W. 341.45 
 1H NMR: (500 MHz, Chloroform-d)  
δ 8.78 – 8.59 (m, 7H), 8.40 (ddd, J = 18.2, 8.4, 1.6 Hz, 2H), 8.18 – 8.08 (m, 2H), 
8.04 – 7.42 (m, 18H), 6.06 – 5.94 (m, 2H), 5.21 – 4.99 (m, 4H), 4.46 – 4.35 (m, 2H), 
3.79 – 3.69 (m, 1H), 3.28 – 3.09 (m, 3H), 3.09 – 2.81 (m, 5H), 2.75 – 2.64 (m, 1H), 
2.40 – 2.24 (m, 3H), 2.20 – 2.10 (m, 1H), 2.03 – 1.39 (m, 12H), 1.06 – 0.87 (m, 1H). 
 
TLC: Rf  0.86 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, UV, I2] 
 
Preparation of 1-Pyrenyl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-94] 
 
Following General Procedure 1 gave 450 mg (>100%) of crude 1-pyrenyl ketone 30h as 
an off-white solid containing 20% pyrene as an impurity. Reaction time was 1.5 h to complete 
consumption of amide due to insolubility of 1-pyrenyllithium. From the crude pdt mixture, the d.r. 
of 30h was determined by 1H NMR to be >14:1 8S/8R. The product was used without further 
purification. 





 1H NMR: (500 MHz, Chloroform-d)  
δ 8.83 – 8.71 (m, 1H), 8.46 – 7.95 (m, 16H), 7.26 (s, 2H), 6.02 (ddd, J = 17.4, 10.4, 
7.4 Hz, 1H), 5.18 – 5.02 (m, 2H), 4.53 – 4.41 (m, 1H), 3.79 – 3.69 (m, 3H), 3.38 – 
3.31 (m, 1H), 3.28 – 3.19 (m, 1H), 3.02 – 2.88 (m, 2H), 2.69 – 2.59 (m, 1H), 2.30 – 
2.21 (m, 1H), 1.98 – 1.80 (m, 6H), 1.74 (dddd, J = 13.0, 10.2, 5.1, 3.2 Hz, 1H), 1.60 
– 1.35 (m, 1H), 1.04 – 0.86 (m, 1H). 
 
TLC: Rf  0.87 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, UV, I2] 
Preparation of n-Butyl((4S,5R,8S)-5-vinylquinuclidin-8-yl)methanone [JJH-3-87] 
 
To a flame-dried 5-mL Schlenk flask, charged with argon and equipped with a rubber 
septum and magnetic stir bar, was added Weinreb amide 28 (105 mg, 0.446 mmol, 1 equiv) 
dissolved in 2 mL dry THF. The solution was cooled to 78 °C using a CO2/acetone bath. To this 
solution was added n-butyllithium (291 uL, 0.669 mmol, 1.5 equiv, 2.43 M in hexanes) slowly 
dropwise over 10 min. After stirring for 15 min at 78 °C, the reaction was poured into a 125-mL 
Erlenmeyer flask containing ice-cold phosphate buffer (50 mL, 5 mmol, 12.5 equiv, 0.1 M, pH 
7.0). The quench mixture was then worked up according to General Procedure 1 to yield 103 mg 
(99%) of n-butyl ketone 20i as a pale yellow oil From the crude pdt mixture, the d.r. of 30i was 
determined by 1H NMR to be >24:1 8S/8R. The product was used without further purification. 





 1H NMR:  (500 MHz, Chloroform-d)  
δ 5.89 (ddd, J = 17.4, 10.4, 7.4 Hz, 1H), 5.10 – 4.93 (m, 2H), 3.78 – 3.71 (m, 1H), 
3.37 – 3.26 (m, 1H), 3.19 (dd, J = 13.8, 10.0 Hz, 1H), 2.81 (ddd, J = 13.7, 4.9, 2.5 
Hz, 1H), 2.73 – 2.48 (m, 4H), 2.33 – 2.24 (m, 1H), 1.95 (ddt, J = 13.6, 6.8, 2.1 Hz, 
1H), 1.90 – 1.77 (m, 2H), 1.68 (ddt, J = 13.5, 10.3, 3.3 Hz, 1H), 1.61 – 1.23 (m, 6H), 
0.90 (td, J = 7.4, 0.7 Hz, 3H). 
 
TLC: Rf  0.85 (Acetone/Hexane/NH4OH, 50:50:1) [KMnO4, I2] 
Optimization of Stereoselective Reduction of Phenyl Ketone 30a 
 
 
Procedure for Borohydride Reagents 
  To a flame-dried 1-dram vial charged with argon and equipped with a rubber septum and 
magnetic stir bar was added phenyl ketone 30a (20 mg, 0.083 mmol, 1 equiv) dissolved in 1 mL 
dry solvent and stirred for 30 min in a cold room (0 °C). The selected borohydride reagent (2 
equiv) was then added to the solution in one portion. The reaction was stirred overnight in the cold 
room (0 ºC), and then quenched into 5 mL saturated ammonium chloride solution. The aqueous 
layer was extracted with ethyl acetate (3 x 10 mL). The combined organic layers were combined, 
dried (Na2SO4, ~ 2 g), and concentrated by rotary evaporation to yield the crude alcohols. The 
product isomer ratios were then determined by 1H NMR. The results of these optimizations are in 
Table 1, entries 1-5, 12.  
Procedure for Aluminum hydride Reagents. 
 To a flame-dried 5-mL Schlenk flask, charged with argon and equipped with a rubber 
septum and magnetic stir bar, was added phenyl ketone 30a (20 mg, 0.083 mmol, 1 equiv) 
dissolved in 1.5 mL dry solvent. The solution was then brought to desired temperature. To the 
solution, the aluminum hydride reagent was added in portions over 5 minutes. The reactions were 
monitored by TLC. Upon completion, the reactions were quenched by the careful addition of 1 mL 
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DI H2O. The reaction was diluted with 25 mL EtOAc, and solid NaHCO3was added until the solids 
became granular (5 g). The suspension was filtered through a pad of Celite (1 cm x 5 cm), and the 
solids were washed with 100 mL of warm EtOAc. The filtrate was concentrated by rotary 
evaporation (25 ºC, 15 Torr) to yield the crude alcohol mixtures. Product isomer ratios were then 
determined by 1H NMR. The results of these screens are in Table 120, entries 6-11.  
 















1 L-selectride THF 0 ºC NR -- -- 
2 NaBH4, 
CeCl3 
EtOH 0 ºC 12 h  < 1:99 1:1 
3 LiBH4 THF 0 ºC >12 h <1:99 1:1 
4 LiEt3BH THF 0 ºC 12 h <1:99 7:1 
5 NaBH4 EtOH 0 ºC 12 h 1:3 7:1 
6 LiAlH4 THF 0 ºC 12 h 1:2 7:1 
7 DIBAL-H benzene rt 0.5 h 2.2:1 7:1 
8 DIBAL-He Benzene rt 1.5 h 2.2:1 7:1 
9 DIBAL-H toluene -78 ºC 4 h 1:1 7:1 
10 DIBAL-H THF -78 ºC 4 h 1:4 7:1 
11 DIBAL-H CH2Cl2 - 78 ºC 4 h 1:1 7:1 
12 BH3-THFf THF 0 ºC -- -- -- 
aAll reactions were performed on a 0.08 mmol scale at 0.2 M concentration. bTwo equivalents of reducing agent used 
unless otherwise noted. cTime of reaction completion: 12 h reactions were overnight, >12 h indicates incomplete 
conversion, dd.r. determined from crude 1H NMR. eAddition of DIBAL-H solution occurred over 1 h. f One equivalent 
of reducing agent used.   
General Procedure 2: DIBAL-H Reduction of Cinchona Analog Ketones 
 
 To a flame-dried round-bottom flask, charged with argon and equipped with an argon inlet 
adaptor and magnetic stir bar was added Cinchona Analog ketone X (X.x mg, X.x mmol, 1 equiv), 
dissolved in dry benzene (0.05 M). To this solution was added DIBAL-H (X.x. mL, X.x. mmol, 
1.5 equiv, 1.0 M in hexane) dropwise over 5 min at room temperature. The reaction was stirred for 
30 min at room temperature, and then quenched by the careful addition of 5 mL DI H2O. Once 
hydrogen evolution ceased, the reaction was diluted with 50 mL EtOAc. Solid NaHCO3 was added 
until the solids became granular (~10 g).  The suspension was vigorously stirred overnight at room 
temperature. The suspension was then filtered through a pad of Celite (1 cm x 5 cm) and the solids 
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washed with 200 mL warm EtOAc. The filtrate was then concentrated by rotary evaporation (25 
ºC, 15 Torr) to yield the crude alcohol residues. The alcohols were purified by silica gel 
chromatography (2 cm x 20 cm, 9:1 EtOAc/Et3N, 1.5 L) followed by recrystallization from 
benzene. 
Representative Procedure 
Preparation of (R)-Phenyl((4S,5R,8S)-5-vinylquinuclidinyl-8-yl)methanol [JJH-3-93] 
 
To a flame-dried 25-mL round-bottom flask, charged with argon and equipped with an 
argon inlet adaptor and magnetic stir bar was added phenyl ketone 30a (210 mg, 0.89 mmol, 1 
equiv), dissolved in 17 mL dry benzene. To this solution was added DIBAL-H (1.34 mL, 1.34 
mmol, 1.5 equiv, 1.0 M in hexane) dropwise over 5 min at room temperature. The reaction was 
stirred for 30 min at room temperature, and then quenched by the careful addition of 5 mL DI H2O. 
Once hydrogen evolution ceased, the mixture was transferred to a 100-mL round bottom flask, and 
was diluted with 50 mL EtOAc. Solid NaHCO3 was added until the solids became granular (~10 
g).  The suspension was vigorously stirred overnight at room temperature. The suspension was 
then filtered through a pad of Celite (1 cm x 5 cm) and the solids washed with 200 mL warm 
EtOAc. The filtrate was then concentrated by rotary evaporation (25 ºC, 15 Torr) to yield the crude 
alcohol residue. Purification of the crude product residue by silica gel chromatography (2 cm x 20 
cm, 9:1 EtOAc/Et3N, 1.5 L) gave 208 mg (95%) of a mixture of diastereomers. Successive 
recrystallization from benzene yielded 125 mg (59%) of diastereomerically pure 8S,9R phenyl 
alcohol 32a as white needle crystals, with the mother liquor containing 78.4 mg (36%) of the 8S,9S 
diastereomers. 





 1H NMR: (500 MHz, Chloroform-d)  
δ 7.40 – 7.24 (m, 5H, Ph), 5.90 (ddd, J = 17.6, 10.3, 7.7 Hz, 1H, HC(1')), 5.06 – 4.96 
(m, 2H, H2C(2')), 4.71 (dd, J = 7.5, 3.4 Hz, 1H, HC(9)), 3.15 – 2.94 (m, 3H, HC(8), 
HC(2), HC(6)), 2.66 – 2.55 (m, 2H, HC(5), HC(6)), 2.25 (s, 2H, HC(4), HC(2)), 1.99 
– 1.89 (m, 1H, HC(3)), 1.81 (q, J = 3.2 Hz, 1H, HC(7)), 1.66 – 1.54 (m, 1H, HC(3)), 
1.54 – 1.44 (m, 1H, HC(7)). 
ESI-MS+: (m/z) 244.1 (M+1), 245.1, 246.1 
TLC: Rf  0.27 (DCM/MeOH/NH4OH, 90:9:1) [KMnO4,UV, I2] 
Preparation of (R)-1-Naphthyl((4S,5R,8S)-5-vinylquinuclidinyl-8-yl)methanol [JJH-3-65] 
 
Following General Proceudre 2 gave 201 mg (80%) of 32b as a mixture of diastereomers. 
Recrystallization from benzene gave 150 mg (60%)  of diastereomerically pure (8S,9R)-32b. 





 1H NMR: (500 MHz, Benzene-d6)  
δ 8.19 (d, J = 8.4 Hz, 1H, NP), 7.77 (d, J = 7.1 Hz, 1H, NP), 7.68 – 7.62 (m, 1H, 
NP), 7.58 (d, J = 8.1 Hz, 1H, NP), 7.34 (dd, J = 8.2, 7.2 Hz, 1H, NP), 7.26 – 7.13 
(m, 3H, NP), 5.70 (d, J = 3.8 Hz, 1H, C(9)), 5.41 (ddd, J = 17.0, 10.3, 8.0 Hz, 1H, 
C(1')), 4.80 (dt, J = 17.0, 1.6 Hz, 1H, HC(2')), 4.72 (ddd, J = 10.2, 2.0, 1.0 Hz, 1H, 
HC(2')), 3.59 (dddd, J = 13.1, 10.4, 5.1, 2.5 Hz, 1H, HC(2)), 3.23 – 3.15 (m, 1H, 
HC(8)), 2.89 (dd, J = 13.6, 10.0 Hz, 1H, HC(6)), 2.60 – 2.45 (m, 2H, HC(6), HC(2)), 
1.98 – 1.87 (m, 2H, HC(5), HC(7)), 1.73 – 1.57 (m, 2H, HC(3), HC(4)), 1.49 (ddt, J 
= 13.3, 10.0, 3.4 Hz, 1H, HC(7)), 1.20 (dddt, J = 15.0, 7.9, 5.4, 2.7 Hz, 1H, HC(3)). 
13C NMR: (126 MHz, Benzene-d6) 
δ 142.40 (C(1')), 140.59(NP), 134.19(NP), 131.01(NP), 129.08(NP), 128.16(NP), 
126.15(NP), 125.48(NP), 125.39(NP), 123.69(NP), 123.59(NP), 113.70(C(2')), 
72.93 (C(9)), 60.89(C(8)), 57.28(C(6)), 43.26(C(2)), 40.56(C(5), 28.62(C(4)), 27.99 
(C(3)), 21.71(C(7)). 
 
TLC: Rf  0.28 (DCM/MeOH/NH4OH, 90:9:1) [KMnO4,UV, I2] 
 
Figure 146. Left: 8R epimer with no nOe enhancement of the vinyl group, expected at 6.2 ppm. 








Preparation of (R)-2-Naphthyl((4S,5R,8S)-5-vinylquinuclidinyl-8-yl)methanol [JJH-3-76] 
 
Following General Procedure 2 gave 129 mg (98%) of 32c as a mixture of diastereomers. 
Recrystallization from  toluene gave 53 mg (40%) of diastereomerically pure (8S,9R)-32c 
Data for 32c:     
Mol.Formula: C20H23NO 
M.W. 293.40 
 1H NMR: (500 MHz, Benzene-d6)  
δ 7.76 – 7.67 (m, 2H, napthyl), 7.67 – 7.60 (m, 2H, naphthyl), 7.46 (dt, J = 8.4, 1.4 
Hz, 1H, naphthyl), 7.33 – 7.21 (m, 2H, naphthyl), 5.72 (ddd, J = 18.6, 9.6, 7.8 Hz, 
1H, HC(1')), 4.97 – 4.88 (m, 2H, H2C(2')), 4.59 (d, J = 7.7 Hz, 1H,HC(9)), 3.09 – 
2.93 (m, 2H, HC(8), HC(2)), 2.82 (dd, J = 13.7, 9.9 Hz, 1H, HC(6)), 2.53 (ddd, J = 
13.6, 4.6, 2.6 Hz, 1H, HC(6)), 2.39 (ddd, J = 14.4, 10.7, 4.9 Hz, 1H, HC(2)), 1.95 
(dtd, J = 16.2, 9.5, 9.0, 4.3 Hz, 2H, HC(5), ), 1.63 (p, J = 3.4 Hz, 1H, HC(7)), 1.58 
– 1.48 (m, 2H, HC(4), HC(3)), 1.40 (ddt, J = 13.5, 10.7, 4.0 Hz, 1H HC(3)), 1.23 – 
1.09 (m, 1H, HC(7)). 
 
13C NMR: (126 MHz, Benzene)  
δ 142.71 (C(1'), 142.59 (naphthyl), 133.88, 133.58, 126.16, 125.84, 125.66, 125.37, 
113.99 (C(2'), 76.84 (C(9)), 62.28(C(8)), 57.21(C(6)), 42.77(C(2)), 40.63(C(5)), 
28.53(C(3)), 24.96(C(7)). 
 







Preparation of (R)-9-Phenanthryl((4S,5R,8S)-5-vinylquinuclidinyl-8-yl)methanol [JJH-3-
77] 
 
Following General Procedure 2 gave 144 mg (94%) of 32d as a mixture of diastereomers. 
Recrystallization from benzene yielded 74.2 mg (49%) of diastereomerically pure (8S,9R)-32d as 
white needles. 
Data for 32d:     
Mol.Formula: C24H25NO 
M.W. 343.46 
 1H NMR: (500 MHz, Benzene-d6)  
δ 8.54– 7.24 (m, 9H, naphthyl), 5.65 – 5.39 (m, 2H, HC(1'), HC(9)), 4.84 (dt, J = 
17.0, 1.6 Hz, 1H, HC(2')), 4.77 (ddd, J = 10.3, 2.0, 1.0 Hz, 1H,HC(2')), 3.55 – 3.43 
(m, 1H, HC(7)), 3.32 – 3.23 (m, 1H, C(8)), 2.97 (dd, J = 13.6, 10.0 Hz, 1H, HC(6)), 
2.63 (ddd, J = 13.6, 5.0, 2.5 Hz, 1H, HC(6)), 2.56 (ddd, J = 14.6, 10.8, 5.0 Hz, 1H, 
HC(2)), 2.00 (m, 1H, HC(5)), 1.94 – 1.86 (m, 1H, HC(2)), 1.73 – 1.60 (m, 2H, 
HC(4), HC(3)), 1.52 (ddt, J = 13.3, 6.1, 3.3 Hz, 1H, HC(3)), 1.36 (m, 1H, HC(3)), 
1.28 – 1.18 (m, 1H, HC(7)). 
 
TLC: Rf  0.29 (DCM/MeOH/NH4OH, 90:9:1) [KMnO4,UV, I2] 
 




Following General Procedure 2 gave 302 mg (94%) of 32e as a mixture of diastereomers. 
Recrystallization from benzene yielded 142 mg (44%) of  94:6 d.r.  (8S,9R/8R,9S)-32e as white 
prisms. 
Data for 32e:     
Mol.Formula: C26H25NO 
M.W. 498.78 
 1H NMR:  (500 MHz, Benzene-d6)  
δ 8.42 (d, J = 9.3 Hz, 1H), 8.19 (d, J = 8.0 Hz, 1H), 8.01 (s, 1H), 7.95 – 7.88 (m, 
3H), 7.85 – 7.78 (m, 2H), 7.75 (td, J = 7.6, 1.1 Hz, 1H), 5.69 (d, J = 5.3 Hz, 1H, 
HC(9)), 5.63 (ddd, J = 17.7, 10.2, 7.8 Hz, 1H, HC(1')), 4.88 (dt, J = 17.1, 1.5 Hz, 
1H, HC(2')), 4.83 (ddt, J = 10.3, 2.2, 1.1 Hz, 1H, HC(2')), 3.34 (q, J = 6.9 Hz, 2H, 
HC(8), HC(2)), 2.89 (dd, J = 13.7, 9.9 Hz, 1H, HC(6)), 2.67 – 2.57 (m, 1H, HC(6)), 
2.48 (ddd, J = 14.3, 10.9, 4.8 Hz, 1H, HC(2)), 1.99 (m, 1H, HC(5)), 1.87 (dd, J = 
13.5, 7.4 Hz, 1H, HC(3)), 1.81 – 1.73 (m, 1H, HC(4)), 1.67 (q, J = 3.4 Hz, 1H, 
HC(3)), 1.59 (ddd, J = 15.1, 10.6, 4.2 Hz, 1H, HC(7)), 1.27 – 1.14 (m, 1H, HC(7)). 
 
TLC: Rf  0.31 (DCM/MeOH/NH4OH, 90:9:1) [KMnO4,UV, I2] 
Preparation of (R)-n-Butyl ((4S,5R,8S)-5-vinylquinuclidinyl-8-yl)methanol [JJH-3-92] 
 
Following General Procedure 2 gave 85 mg (88%) of 32f as a clear, pale yellow oil. The 
C(9) epimers were inseparable  by chromatography.  





 1H NMR:  (500 MHz, Chloroform-d)  
δ 5.89 (dddd, J = 17.1, 10.3, 7.7, 5.3 Hz, 2H), 5.10 – 4.98 (m, 4H), 3.93 (s, 1H), 3.59 
(td, J = 8.4, 2.8 Hz, 1H), 3.34 (td, J = 9.3, 2.4 Hz, 1H), 3.18 – 3.09 (m, 2H), 2.97 – 
2.80 (m, 1H), 2.71 – 2.37 (m, 5H), 1.97 – 1.69 (m, 4H), 1.60 – 1.18 (m, 11H), 0.91 
(td, J = 7.2, 2.7 Hz, 5H). 
TLC: Rf  0.26 (DCM/MeOH/NH4OH, 90:9:1) [KMnO4, I2] 
General Procedure 3: Quaternization of Cinchona Analog Alcohols 
 
  To a 10-mL round bottom flask, charged with argon and equipped with a reflux condenser, 
magnetic stir bar, and argon inlet adapter, was added alcohol 32 (X.x mg, 0.065 mmol, 1 equiv) in  
0.5 mLdry acetonitrile or toluene. To this is added 2,5-bis(trifluoromethyl)benzyl bromide (15 uL, 
0.078 mmol, 1.2 equiv). The suspension was heated to 50 ºC (acetonitrile) or 100 ºC (toluene) and 
stirred until the reaction was complete. The solvent was removed by rotary evaporation (35 ºC, 15 
Torr). The residue is purified by silica gel chromatography(1 cm x 5 cm, grad. elution, DCM (25 
mL), 10% MeOH in DCM (150 mL)). The purified ammonium salt is triturated with hexane until 
the salt is a free-flowing powder. 
Representative Procedure 
Preparation of (4S,5R,8S)-1-(2,5-bis(trifluoromethyl)benzyl-8-((R)-hydroxy(phenyl)methyl-
5-vinylquinuclidin-1-ium bromide [JJH-3-96A] 
 
  To a 10-mL round bottom flask, charged with argon and equipped with a reflux condenser, 
magnetic stir bar, and argon inlet adapter, was added alcohol 32a (15.8 mg, 0.065 mmol, 1 equiv) 
in  0.5 mLdry acetonitrile. To this is added 2,5-bis(trifluoromethyl)benzyl bromide (15 uL, 0.078 
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mmol, 1.2 equiv). The suspension was heated to 50 ºC and stirred for 48 h. The solvent was 
removed by rotary evaporation (35 ºC, 15 Torr). The residue is purified by silica gel 
chromatography(1 cm x 5 cm, grad. elution, dichloromethane (25 mL), 10% MeOH in 
dichloromethane (150 mL)) to give 33.1 mg (91%) of phenyl quinuclidinium salt 35a as a white 
solid. The purified ammonium salt is triturated with hexane until the salt is a free-flowing powder. 
Data for 35a:     
Mol.Formula: C25H26F6NOBr 
M.W. 550.37 
 1H NMR: 500 MHz, Methanol-d4 
 δ 8.42 – 7.23 (m, 8H), 5.96 – 5.75 (m, 2H), 5.41 (d, J = 13.8 Hz, 1H), 5.22 (d, J = 
17.2 Hz, 1H), 5.18 – 5.12 (m, 1H), 4.99 (d, J = 13.8 Hz, 1H), 4.48 (s, 1H), 3.93 (t, J 
= 9.4 Hz, 1H), 3.63 (d, J = 12.4 Hz, 1H), 3.59 – 3.52 (m, 1H), 3.24 – 3.14 (m, 1H), 
2.77 (s, 1H), 2.26 – 2.11 (m, 2H), 1.86 (d, J = 14.0 Hz, 1H), 1.55 (s, 1H). 
 




 Preparation of (4S,5R,8S)-1-(2,5-bis(trifluoromethyl)benzyl-8-((R)-hydroxy(1-
naphthyl)methyl-5-vinylquinuclidin-1-ium bromide [JJH-3-96B] 
 
 Following General Procedure 3 (acetonitrile, 72 h) gave  34.2 mg (92%) of qunuclidinium 
bromide 35b as a free flowing white powder. 





 1H NMR: 500 MHz, Methanol-d4 
δ 8.45 (s, 1H), 8.26 – 8.13 (m, 3H), 7.95 (dt, J = 16.5, 8.7 Hz, 3H), 7.69 (t, J = 7.7 
Hz, 1H), 7.59 (q, J = 8.3 Hz, 2H), 6.60 (d, J = 2.6 Hz, 1H), 5.76 – 5.61 (m, 2H), 5.31 
(d, J = 13.5 Hz, 1H), 5.16 (d, J = 17.2 Hz, 1H), 4.99 (d, J = 10.5 Hz, 1H), 4.63 (d, J 
= 13.8 Hz, 1H), 4.10 – 4.02 (m, 1H), 3.85 (dt, J = 12.7, 3.5 Hz, 1H), 3.59 (t, J = 11.3 
Hz, 1H), 3.30 – 3.22 (m, 1H), 2.76 (s, 1H), 2.35 – 2.17 (m, 2H), 2.07 (s, 1H), 1.88 
(d, J = 13.1 Hz, 1H), 1.30 (d, J = 12.8 Hz, 1H). 
 
TLC: Rf 0.15 (DCM/MeOH 9:1) [KMnO4, I2] 
 
Preparation of (4S,5R,8S)-1-(2,5-bis(trifluoromethyl)benzyl-8-((R)-hydroxy(2-
naphthyl)methyl-5-vinylquinuclidin-1-ium bromide [JJH-3-96C] 
 
Following General Procedure 3 (acetonitrile, 72 h) gave 33.8 mg (95%) of qunuclidinium 
bromide 35c as a free flowing white powder. 





 1H NMR: 500 MHz, Methanol-d4 
 δ 8.29 – 8.19 (m, 2H), 8.16 (d, J = 8.4 Hz, 1H), 8.06 (s, 1H), 7.97 – 7.86 (m, 3H), 
7.64 – 7.58 (m, 1H), 7.53 (tt, J = 7.6, 5.7 Hz, 2H), 6.01 (s, 1H), 5.83 (ddd, J = 17.4, 
10.6, 6.9 Hz, 1H), 5.47 (d, J = 13.7 Hz, 1H), 5.25 – 5.05 (m, 3H), 4.52 (d, J = 13.7 
Hz, 1H), 4.08 (t, J = 9.3 Hz, 1H), 3.72 – 3.64 (m, 1H), 3.57 (t, J = 11.2 Hz, 1H), 3.28 
– 3.18 (m, 1H), 2.77 (s, 1H), 2.26 (dt, J = 41.1, 12.2 Hz, 2H), 2.09 (s, 1H), 1.88 (d, 
J = 15.6 Hz, 1H), 1.55 (s, 1H), 1.30 (d, J = 11.5 Hz, 1H). 
 
TLC: Rf 0.15 (DCM/MeOH 9:1) [KMnO4, I2] 
Preparation of (4S,5R,8S)-1-(2,5-bis(trifluoromethyl)benzyl-8-((R)-hydroxy(9-
phenanthryl)methyl-5-vinylquinuclidin-1-ium bromide [JJH-3-96D] 
 
 
Following General Procedure 3 (toluene, 96 h) gave  40.2 mg (93%) of qunuclidinium 
bromide 35d as a free flowing white powder. 
 





 1H NMR: 500 MHz, Methanol-d4 
δ 8.94 – 8.85 (m, 1H), 8.78 (dd, J = 13.3, 8.2 Hz, 1H), 8.42 (s, 1H), 8.24 (d, J = 5.1 
Hz, 2H), 8.18 (d, J = 7.3 Hz, 3H), 8.01 (dd, J = 25.4, 7.7 Hz, 2H), 7.83 – 7.60 (m, 
5H), 6.62 (s, 1H), 5.76 (d, J = 13.6 Hz, 1H), 5.65 (ddd, J = 17.2, 10.5, 6.7 Hz, 1H), 
5.26 (d, J = 13.5 Hz, 1H), 5.17 – 4.94 (m, 3H), 4.65 (s, 1H), 4.12 (t, J = 9.4 Hz, 1H), 
3.80 (dt, J = 12.4, 3.7 Hz, 1H), 3.61 (q, J = 11.3 Hz, 1H), 3.28 (s, 1H), 2.76 (s, 1H), 
2.42 – 2.33 (m, 1H), 2.31 – 2.22 (m, 2H), 2.08 (s, 1H), 1.98 (s, 1H), 1.87 (s, 1H), 
1.64 (s, 1H), 1.37 (d, J = 12.0 Hz, 2H), 1.29 (s, 1H), 0.93 – 0.84 (m, 1H). 
 
TLC: Rf 0.15 (DCM/MeOH 9:1) [KMnO4, I2] 
Preparation of (4S,5R,8S)-1-(2,5-bis(trifluoromethyl)benzyl-8-((R)-hydroxy(1-
pyrenyl)methyl-5-vinylquinuclidin-1-ium bromide [JJH-3-96E] 
 
Following General Procedure 3 (toluene, 72 h) gave 39.6 mg (92%) of qunuclidinium 
bromide 35e as a free flowing white powder. 
 





 1H NMR: 500 MHz, Methanol-d4 
 δ 8.56 – 7.96 (m, 13H), 6.92 (d, J = 2.7 Hz, 1H), 5.82 (d, J = 13.5 Hz, 1H), 5.61 
(ddd, J = 17.1, 10.5, 6.6 Hz, 1H), 5.36 (d, J = 13.5 Hz, 1H), 5.12 (d, J = 16.9 Hz, 
1H), 4.91 (d, J = 10.6 Hz, 1H), 4.71 (d, J = 15.3 Hz, 1H), 4.16 (t, J = 9.8 Hz, 1H), 
3.85 (d, J = 12.4 Hz, 1H), 3.69 – 3.54 (m, 1H), 2.76 (s, 1H), 2.49 – 2.38 (m, 1H), 
2.27 (d, J = 11.8 Hz, 1H), 2.08 (s, 1H), 1.90 (d, J = 16.3 Hz, 1H). 
 
TLC: Rf 0.15 (DICHLOROMETHANE/MeOH 9:1) [KMnO4, I2] 
Preparation of (4S,5R,8S)-1-(2,5-bis(trifluoromethyl)benzyl-8-hydroxymethyl-5-
vinylquinuclidin-1-ium bromide [JJH-3-96F] 
 
Following General Procedure 3 (acetonitrile, 48 h) gave  29.2 mg (94%) of qunuclidinium 
bromide 35g as a free flowing white powder. 
Data for 35g:     
Mol.Formula: C19H22F6NOBr 
M.W. 474.28 
 1H NMR: 500 MHz, Methanol-d4 
 δ 8.35 – 8.01 (m, 3 H), 5.98 (ddd, J = 17.5, 10.4, 7.2 Hz, 1H), 5.33 – 5.13 (m, 3H), 
4.88 (s, 1H), 4.21 – 4.01 (m, 2H), 3.96 – 3.87 (m, 1H), 3.50 (dd, J = 12.2, 10.3 Hz, 
1H), 3.42 – 3.33 (m, 1H), 2.79 (d, J = 8.7 Hz, 1H), 2.36 (ddt, J = 13.4, 10.4, 3.1 Hz, 
1H), 2.14 – 2.00 (m, 2H), 1.93 (ddt, J = 13.7, 10.9, 3.8 Hz, 1H), 1.85 – 1.71 (m, 1H). 
 







General Procedure 4: APTC Cyclopropanation Procedure 
 
 
 An oven-dried 1-dram vial, equipped with a foot-ball shaped magnetic stir bar, was charged 
cat (X.x mg, 0.0079 mmol, 0.03 equiv) in 0.6 mL toluene. To this was added glycine imine 33 (50 
mg, 0.26 mmol, 1 equiv) in 0.3 mL toluene. The solution was then stirred for 0.5 h in a 3-5 ºC cold 
room. trans-1,4-dibromobut-2-ene (73 mg, 0.340 mmol, 1.3 equiv) was added in 0.3 mL toluene. 
Then, powdered NaOH (62.8 mg, 1.57 mmol, 6.0 equiv) and water (11.8 uL, 0.66 mmol, 2.5 equiv) 
were added. The reaction was agitated with maximum stirring (~1600 rpm). The reactions were 
monitored by TLC. After completion, the reaction was diluted with 10 mL toluene, and Na2SO4 
(1 g) was added. After the solids settled, the supernatant was filtered through Celite (1 cm x 1 cm) 
and concentrated by rotary evaporation (25 ºC, 15 Torr). The crude product was then evaluated by 
SFC (Chiracel-OD, isocratic 3% MeOH) to determine the enantioselectivity of the reaction. The 
results of these reactions are presented in Table 121.  
 
Table 121. Enantioselectivity results for Quinuclidinium Bromide APTC Catalystsa 
Entry Catalyst Conversionb e.r.c d.r.d 




























8 None 5%d 50:50 -- 
aAll reactions performed on a 0.26 mmol scale in toluene at 3-5 º for 6 h. bDetermined by TLC and 1H NMR. 





Initial Thioester Screen 
Procedure for Ethanethiol: 
 A flame-dried, 5-mL Schlenk flask was charged with carboxylic acid 27 (64 mg, 0.35 
mmol, 1 equiv) and suspended in 1.8 mL dry solvent. The reaction was cooled to 0 ºC. To this was 
added the desired coupling reagents (X.x mg, 0.70 mmol, 2 equiv). Ethane thiol (28 uL, 0.39 mmol, 
1.1 equiv) was added 0.5 h after initial addition. The reactions were allowed to warm to RT 
overnight. Aliquots (20 uL) of the reaction solution were taken for 1H NMR analysis. The results 
of this screen are shown in Table 3. Full characterization of this compound has not been completed, 
with d.r. being determined from non-SM vinyl proton-signal integration ratios. 
 
Procedure for Diphenyl Disulfide: 
 A flame-dried, 5-mL Schlenk flask was charged with carboxylic acid 27 (47 mg, 0.26 
mmol, 1 equiv) in 1.5 mL dry toluene. Diphenyl disulfide (85 mg, 0.39 mmol, 1.5 equiv) was 
added in one portion at room temperature. Tri-n-butylphosphine (98 uL, 0.39 mmol, 1.5 equiv) 
was then added dropwise at room temperature. The reaction was allowed to stir overnight, when 
an aliquot (20 uL) was taken for 1H NMR analysis. The result of this reaction is shown in Table 
122, entry 4.  
 
Table 122. Initial Screen of Thioester Formation Methodsa 
 
Entry R Reagentb Solventc Conversiond d.r.e 
1 Et HOBt/EDC 
EtSH 
DCM/DMF >99% 2:1 d.r. 
2 Et Ph3P, CBr4 
EtSH 
DCM 50% 1:1 d.r. 
3 Et DCC,DMAP 
EtSH 
DCM >99% 1:1 d.r. 
4 Ph Ph-S-S-Ph DCM >99% 1:1 d.r. 
aAll reactions performed on a 0.35 mmol scale starting at 0 ºC and warming to RT overnight. bReagents used in 2 
equivalent excess. cFinal concentration of 0.2 M unless otherwise noted. dDetermined by 1H NMR of crude pdt mixture 





Appendix H: Experimental Information for Appendix B 
H.1 General Experimental 
Purchased chemicals were used as received unless otherwise noted. Cinchonidine was 
purchased from Acros (reagent grade, 99-101%). Quinine and Quinidine were purchased from 
Aldrich (reagent grade). Quincorine was purchased from Buchler-GmbH and used as received. 
2,4,6-collidine (reagent grade, 97%) was purchased from Oakwood Chemicals and distilled prior 
to use. The internal standard, biphenyl, was purchased from Sigma-Aldrich and recrystallized from 
petroleum ether (40-60 ºC) prior to use. All solvents used (unless otherwise noted) were purchased 
from Fischer and degassed with Argon and filtered through a column of alumina prior to use. 
Instrumentation 
1H and 13C NMR spectra were recorded on a Varian 400 or 500 MHz (126 MHz, 13C) 
spectrometers.  Spectra are referenced to residual chloroform (d = 7.26 ppm, 1H; 77.0 ppm, 13C) 
residual benzene (d = 7.15 ppm, 1H; 128.62 ppm, 13C), or residual methanol (d=3.31 ppm. 1H; 49.0 
ppm, 13C).  Chemical shifts are reported in ppm, multiplicities are indicated by s (singlet), d 
(doublet), t (triplet), q (quartet), p (pentet), h (hextet), m (multiplet) and br (broad).  Coupling 
constants, J, are reported in Hertz, and integration is provided and assignments are indicated.  Mass 
Spectrometry (MS) was performed by the University of Illinois Mass Specrometer Center.  
Electron Impact (EI) spectra were performed at 70 eV using methane as the carrier gas on a 
Finnagin-MAT C5 spectrometer.  Data are reported in the form of m/z (intensity relative to the 
base peak = 100).  Infrared spectra (IR) spectra were recorded on a Perkin-Elmer FT-IR system 
and peaks are reported in cm-1 with indicated relative intensities: s (strong, 0-33% T); m (medium, 
34-66% T), w (weak, 67-100% T). ReactIR experiments performed on a Mettler Toledo ReactIR 
4000.  
 Retention factors, Rf, are reported for analytical thin layer chromatography 
performed on Merk silica gel plates treated with F-254 indicator.  Visualizations were 
accomplished by UV light, aqueous KMnO4, Cerric ammonium molybdate (CAM) solution, iodine 
powder, or a 5% methanolic solution in H2SO4. Column chromatography was conducted using 
230-400 mesh silica gel purchased from EM Science using the eluent and pressure given. 
Distillations were performed using a short-path, 3 cm, Vigreux column under reduced pressure. 
Analytical gas chromatography (GC) was performed using an HP 5890 Series II GC equipped with 
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a FID. For conversion, the following GC method was used: 5 µL injection onto an HP-1 column, 
with an initial temperature of 100 ºC held for 3 minutes, then raised 20 ºC per minute to 200 ºC, 
followed immediately by a 60 ºC/min temperature increase to 260 ºC and held for 1 minute. 
Retention times were: (1) substrate: 4.180 min, (2) product: 4.635 min, and (3) biphenyl: 7.625 
min. Enantiomeric ratio data was obtained with the following GC Method: 5 µL sample injections 
were made onto a Cyclosil-B column with an isothermal temperature run of 110 ºC for 20 min. 
Retention times were 12.59 min and 13.02 min for the product enantiomers. Chiral HPLC to 
determine QD:QN was performed using an Agilent 1100 HPLC. HPLC method: AD-H column.  
Solvent flow rate maintained at 0.6 mL/min. Gradient elution used: 60:40 hexanes/IPA/1% DEA 
to 42:58 hexanes/IPA/1% DEA over 3 minutes, then holding that ratio for 10 minutes. Retention 
time for QD was 11.360 min, and for QN was 12.148 min. Kinetic values were calculated using 
OriginPro to fit starting material and product concentration plots to first order decay and 
appearance, respectively. 
Literature Preparations 
4-methyl-2,6-heptandione was synthesized from 2,4,6-collidine as reported in the literature. 9-epi-
amino-9-deoxyquinine (QN) was synthesized from quinine as reported in the literature.145 9-epi-
amino-9-deoxyquinidine (QD) was synthesized from quinidine as reported in the literature.145 
Quincoramine QC2 was synthesized from quincorine as reported in the literature.136 
H.2 General Reaction Procedure for Kinetic Reactions 
All reaction vials and stir bars were acid washed, base washed, rinsed with deionized water 
and acetone, and oven dried for at least 12 h prior to use in kinetic reactions. 
 
 In a one-dram glass vial equipped with plastic cap, Teflon septum, and 1.5 cm x 0.5 cm 
football shaped stir bar was added catalyst (X.x mg, X.x mmol, X.x mol %), DCM (200 uL), and 
AcOH (X.x uL, X.x mmol, X.x mol %). The reaction was then placed on a cold room and stirred 
for at least 30 min to equilibrate temperature. The reaction was then started by the addition of 4,-
methyl-2,6-heptandione XX (28 mg, 0.2 mmol). The timing of reaction began simultaneously with 
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addition of starting material, which occurred over less than 2 s. Aliquots were then taken at 
appropriate time intervals to be analyzed by analytical GC.  
Aliquot Procedure: 
At the time point, 5-7 µL of organic phase were removed using a 25 µL gas-tight syringe. 
The aliquot was quenched into a vial containing approximately 1-1.2 mL diethyl ether containing. 
Prior to analysis, the aliquot solution is passed through a silica plug 5 mm by 15 mm.   
H.3 Non-Linear Effect Study 
 Reaction set up for the non-linear effect study was performed differently than the general 
kinetic procedure.  Mixtures of the pseudo-enantiomers QN and QD were prepared volumetrically, 
with the final total catalyst concentration equivalent to 0.2 M in DCM (20 mol % total catalyst). 
The exact ratio of catalyst was determined by HPLC on an aliquot from the catalyst mixtures prior 
to reaction run. The full data for the non-linear effect study are shown in Table 123.  
Reaction Procedure for Non-Linear Effect Study 
 
 In a one-dram vial equipped with plastic cap, Teflon septum, and 1.5 cm x 0.5 cm football 
shaped Teflon stirbar was added 0.2 mL of the appropriate catalyst mixture(0.04 mmol, 0.2M in 
DCM, 20 mol % total catalyst). To this was added glacial acetic acid (7 µL, 0.12 mmol, 0.6 equiv). 
The reaction was placed in a cold room (3-5 ºC) and stirred for at least 30 min to equilibrate 
temperature. The reaction was then started by the addition of 4-methyl-2,6-heptanedione 37 (28 
mg, 0.2 mmol, 1 equiv).  The reaction was stirred for 24 h at which point aliquots were removed 
in the same manner described previously and analyzed by chiral GC to determine the enantiomeric 







Table 123. Summary of Non-Linear Effect Study Data 
Entry Run 1 Cat 
%eea 












1 1.41% 5.84% -0.49% 5.38% 3.63% 2.45% 
2 30.93% 20.34% 25.26% 27.77% 30.14% 26.52% 
3 48.84% 48.52% 39.01% 34/88% 48.68% 41.39% 
4 67.98% 68.32% 61.26% 60.33% 68.15% 60.80% 
5 84.86% 85.66% 77.29% 76.88% 85.26% 77.09% 
6 100.0% 100.0% 92.05% 91.58% 100.0% 91.82% 


























H.4 Tabulated Kinetic Data 
H.4.1 Kinetics Data for 9-epi-amino-9-deoxyquinidine (QD) 
H.4.1.1 20 mol % QD, 60 mol % AcOH 
Table 124. Kinetic Data for 20 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 1 










0 152.00 1 1 196.91 1.000 
30 152.00 18399.1 8967.8 166.75 0.834 
70 152.00 16620.1 6901.6 142.07 0.710 
120 152.00 21869.3 7951.3 124.39 0.622 
180 152.00 15654.8 4442.4 97.08 0.485 
240 152.00 10353.3 2350.5 77.67 0.388 
360 152.00 14062.3 1816.1 44.18 0.221 
480 152.00 30864.5 2594.4 28.76 0.144 
600 152.00 20942.1 988.2 16.14 0.081 
743 152.00 17829.3 618.6 11.87 0.059 
840 152.00 23467.9 444.5 6.48 0.032 
 
 
Figure 147. Disappearance of substrate 37. 







Table 125. Kinetic Data for 20 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 2  










0 148.37 1 1 196.91 1.000 
30 148.37 12934.9 6435.9 166.16 0.831 
70 148.37 20895.2 9489 151.65 0.758 
120 148.37 15068.2 5891.2 130.56 0.653 
180 148.37 18571.1 5939.2 106.80 0.534 
240 148.37 13525.4 3487.9 86.12 0.431 
360 148.37 20210.4 3630.1 59.98 0.300 
480 148.37 11571.1 1514.1 43.70 0.218 
600 148.37 24453.1 1775.7 24.25 0.121 
743 148.37 21300.7 1040.7 16.32 0.082 
840 148.37 24828.3 775.8 10.43 0.052 
 
Figure 148. Disappearance of substrate 37. 











Table 126. Kinetic Data for 20 mol % QD, 60 mol %, AcOH, Run 3 










0 156.47 1 1 196.91 1.000 
30 156.47 13857.7 7077.8 179.88 0.899 
70 156.47 20018.7 8812.2 155.03 0.775 
120 156.47 22665.4 8760.8 136.13 0.681 
180 156.47 10688.8 3581.6 118.01 0.590 
240 156.47 23502.1 6771.2 101.47 0.507 
360 156.47 12635.4 2310.3 64.40 0.322 
480 156.47 27050.6 3598.5 46.85 0.234 
600 156.47 16047.3 1569.1 34.44 0.172 
743 156.47 13685.1 841.8 21.66 0.108 
840 156.47 29220.3 1290.8 15.56 0.078 
 
Figure 149. Disappearance of substrate 37.  
Calculated k (first order fit): 0.00291 min-1 
Average k: 0.00332 min-1 
Err k: 11.30% 









Table 127. Kinetic Data for 20 mol % QD, 60 mol % AcOH, Product Formation, Run 1 










0 152.00 1 0 196.91 0.00 
30 152.00 18399.1 1064.2 15.92 0.080 
70 152.00 16620.1 2471 40.92 0.205 
120 152.00 21869.3 5273.3 66.36 0.332 
180 152.00 15654.8 5249.1 92.28 0.461 
240 152.00 10353.3 4238.4 112.66 0.563 
360 152.00 14062.3 7240.6 141.70 0.708 
480 152.00 30864.5 17896.8 159.58 0.798 
600 152.00 20942.1 13116.7 172.37 0.862 
743 152.00 17829.3 12066.5 186.25 0.931 
840 152.00 23467.9 16147.3 189.36 0.947 
 
Figure 150. Appearance of product 38. 











Table 128. Kinetic Data for 20 mol % QD, 60 mol % AcOH, Product Formation, Run 2 










0 148.37 1 0 196.91 0.00 
30 148.37 12934.9 597.8 12.41 0.062 
70 148.37 20895.2 2745.7 35.30 0.176 
120 148.37 15068.2 3240.2 57.76 0.289 
180 148.37 18571.1 5681.2 82.18 0.411 
240 148.37 13525.4 4892.1 97.16 0.486 
360 148.37 20210.4 9527.3 126.63 0.633 
480 148.37 11571.1 6551.4 152.09 0.760 
600 148.37 24453.1 14739.8 161.92 0.810 
743 148.37 21300.7 13774.7 173.72 0.869 
840 148.37 24828.3 17244 186.57 0.933 
 
Figure 151. Appearance of product 38. 











Table 129. Kinetic Data for 20 mol % QD, 60 mol % AcOH, Product Formation, Run 3 










0 156.47 1 0 196.91 0.00 
30 156.47 13857.7 671.3 13.72 0.069 
70 156.47 20018.7 2193.7 31.05 0.155 
120 156.47 22665.4 4205.1 52.56 0.263 
180 156.47 10688.8 2907.1 77.05 0.385 
240 156.47 23502.1 7908.1 95.33 0.477 
360 156.47 12635.4 5476.8 122.80 0.614 
480 156.47 27050.6 13629.5 142.74 0.714 
600 156.47 16047.3 9238.5 163.10 0.815 
743 156.47 13685.1 8461.5 175.17 0.876 
840 156.47 29220.3 18711 181.41 0.907 
 
Figure 152. Appearance of product 38. 
Calculated k (first order fit): 0.00250 min-1 
Average k: 0.00288 min-1 
Err k: 13.3% 







H.4.1.2 40 mol % QD, 60 mol % AcOH 
Table 130. Kinetic Data for 40 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 1 










0 151.68 1 1 196.91 1.000 
30 151.68 13669.7 5182.1 129.42 0.647 
70 151.68 11574 3547 104.62 0.523 
120 151.68 9224 1711 63.33 0.317 
180 151.68 13118 1097 28.55 0.143 
240 151.68 14558 425.4 9.98 0.050 
360 151.68 15577 0 0.00 0.000 
480 151.68 20644 0 0.00 0.000 
600 151.68 29274 0 0.00 0.000 
 
Figure 153. Disappearance of substrate 37. 












Table 131. Kinetic Data for 40 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 2 










0 151.16 1 1 196.91 1.000 
30 151.16 9710 4075 142.78 0.714 
70 151.16 12567 4341 117.52 0.588 
120 151.16 11896 2962 84.71 0.424 
180 151.16 13003 1977 51.73 0.259 
240 151.16 16205 1226 25.74 0.129 
360 151.16 12806 0 0.00 0.000 
480 151.16 19119 0 0.00 0.000 
600 151.16 18704 0 0.00 0.000 
 
Figure 154. Disappearance of substrate 37. 












Table 132. Kinetic Data for 40 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 3 










0 149.28 1 1 196.91 1.000 
30 149.28 12006 4665 130.55 0.653 
70 149.28 11790 3859 109.97 0.550 
120 149.28 22083 4631 70.46 0.352 
180 149.28 12980 1394 36.08 0.180 
240 149.28 16274 707 14.60 0.073 
360 149.28 16274 0 0.00 0.000 
480 149.28 21540 0 0.00 0.000 
600 149.28 27083 0 0.00 0.000 
 
Figure 155. Disappearance of substrate 37. 
Calculated k (first order fit): 0.01544 min-1 
Average k: 0.01505 min-1 
Err k: 15.00% 









Table 133. Kinetic Data for 40 mol % QD, 60 mol % AcOH, Product Formation, Run 1 










0 151.68 1 1 0.00 1.000 
30 151.68 13669.7 557 11.19 0.056 
70 151.68 11574 1476 35.02 0.175 
120 151.68 9224 3525.8 104.97 0.525 
180 151.68 13118 6845 143.29 0.716 
240 151.68 14558 9076 171.21 0.856 
360 151.68 15577 10277 181.18 0.906 
480 151.68 20644 13558.2 180.36 0.902 
600 151.68 29274 19710 184.90 0.924 
 
 
Figure 156. Appearance of product 38. 











Table 134 Kinetic Data for 40 mol % QD, 60 mol % AcOH, Product Formation, Run 2 










0 151.16 1 1 0.000 1.000 
30 151.16 9710 567 15.98 0.080 
70 151.16 12567 1305 28.42 0.142 
120 151.16 11896 3600 82.82 0.414 
180 151.16 13003 5818 122.45 0.612 
240 151.16 16205 8785 148.36 0.742 
360 151.16 12806 8287 177.10 0.886 
480 151.16 19119 12549 179.63 0.898 
600 151.16 18704 12218 178.77 0.894 
 
Figure 157. Appearance of product 38. 













Table 135 Kinetic Data for 40 mol % QD, 60 mol % AcOH, Product Formation, Run 3 










0 149.28 1 1 196.91 1.000 
30 149.28 12006 640 14.41 0.072 
70 149.28 11790 1378 31.59 0.158 
120 149.28 22083 7196 88.07 0.440 
180 149.28 12980 6482 134.97 0.675 
240 149.28 16274 10034 166.64 0.833 
360 149.28 16274 11179 185.66 0.928 
480 149.28 21540 14783 185.49 0.927 
600 149.28 27083 17696 176.59 0.883 
 
Figure 158. Appearance of product 38.  
Calculated k (first order fit): 0.00957 min-1 
Average k: 0.00961 min-1 
Err k: 10.00% 








H.4.1.3 60 mol % QD, 60 mol % AcOH 
Table 136. Kinetic Data for 60 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 1 










0 153.56 1 1 196.91 1.000 
15 153.56 19825.2 5415 94.40 0.472 
30 153.56 24855 5374.6 74.74 0.374 
70 153.56 18010.6 1698.4 32.59 0.163 
120 153.56 20321.5 575.3 9.78 0.049 
180 153.56 12131.3 0 0.00 0.000 
240 153.56 14693.1 0 0.00 0.000 
360 153.56 14628 0 0.00 0.000 
480 153.56 19424.4 0 0.00 0.000 
600 153.56 23417.1 0 0.00 0.000 
743 153.56 20641.7 0 0.00 0.000 
840 153.56 23261.6 0 0.00 0.000 
 
Figure 159. Disappearance of substrate 37. 









Table 137. Kinetic Data for 60 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 2 










0 155.63 1 1 196.91 1.000 
15 155.63 26406.1 7509.4 99.62 0.498 
30 155.63 16963.5 3548.6 73.28 0.366 
70 155.63 14593.4 1262 30.29 0.151 
120 155.63 26746.9 737.1 9.65 0.048 
180 155.63 13976.3 0 0.00 0.000 
240 155.63 13660.3 0 0.00 0.000 
360 155.63 14430.3 0 0.00 0.000 
480 155.63 42706.8 0 0.00 0.000 
600 155.63 37685.9 0 0.00 0.000 
743 155.63 28848.4 0 0.00 0.000 
840 155.63 35054.5 0 0.00 0.000 
 
Figure 160. Disappearance of substrate 37. 









Table 138. Kinetic Data for 60 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 3 










0 159.46 1 1 196.91 1.000 
15 159.46 16460 4738.6 103.32 0.517 
30 159.46 19162.2 4668.4 87.44 0.437 
70 159.46 22138.5 2433.6 39.45 0.197 
120 159.46 21083.5 741.2 12.62 0.063 
180 159.46 10391 0 0.00 0.000 
240 159.46 14224.7 0 0.00 0.000 
360 159.46 16655 0 0.00 0.000 
480 159.46 28662.3 0 0.00 0.000 
600 159.46 28949.2 0 0.00 0.000 
743 159.46 24081.7 0 0.00 0.000 
840 159.46 25187.2 0 0.00 0.000 
 
Figure 161. Disappearance of substrate 37. 
Calculated k (first order fit): 0.02789 min-1 
Average k: 0.03228 min-1 
Err k: 9.60% 







Table 139. Kinetic Data for 60 mol % QD, 60 mol % AcOH, Product Formation, Run 1 










0 153.56 1 0 0.00 0.000 
15 153.56 19825.2 1170.4 16.41 0.082 
30 153.56 24855 3997.9 44.72 0.224 
70 153.56 18010.6 7763.3 119.84 0.599 
120 153.56 20321.5 11712.8 160.24 0.801 
180 153.56 12131.3 7908.6 181.25 0.906 
240 153.56 14693.1 9656 182.71 0.914 
360 153.56 14628 9754 185.38 0.927 
480 153.56 19424.4 13070.3 187.07 0.935 
600 153.56 23417.1 15547.5 184.59 0.923 
743 153.56 20641.7 13842.2 186.44 0.932 
840 153.56 23261.6 15728.7 187.99 0.940 
 
Figure 162. Appearance of product 38. 










Table 140. Kinetic Data for 60 mol % QD, 60 mol % AcOH, Product Formation, Run 2 










0 155.63 1 0 0.00 0.000 
15 155.63 26406.1 1487.3 15.87 0.079 
30 155.63 16963.5 2800.7 46.52 0.233 
70 155.63 14593.4 6335.4 122.33 0.612 
120 155.63 26746.9 15988.4 168.44 0.842 
180 155.63 13976.3 8855.5 178.54 0.893 
240 155.63 13660.3 9037.5 186.42 0.932 
360 155.63 14430.3 9193.4 179.52 0.898 
480 155.63 42706.8 26836.5 177.07 0.885 
600 155.63 37685.9 24502.6 183.21 0.916 
743 155.63 28848.4 18914.3 184.75 0.924 
840 155.63 35054.5 22779.2 183.10 0.916 
 
Figure 163. Appearance of product 38. 










Table 141. Kinetic Data for 60 mol % QD, 60 mol % AcOH, Product Formation, Run 3 










0 159.46 1 0 0.00 0.000 
15 159.46 16460 986.7 17.31 0.087 
30 159.46 19162.2 3219.2 48.50 0.243 
70 159.46 22138.5 9446.9 123.20 0.616 
120 159.46 21083.5 12069.6 165.27 0.826 
180 159.46 10391 6726.4 186.89 0.934 
240 159.46 14224.7 9336.9 189.50 0.948 
360 159.46 16655 10985.1 190.42 0.952 
480 159.46 28662.3 18897.9 190.35 0.952 
600 159.46 28949.2 18825.5 187.74 0.939 
743 159.46 24081.7 16023.1 192.09 0.960 
840 159.46 25187.2 16911.3 193.84 0.969 
 
Figure 164. Appearance of product 38.  
Calculated k (first order fit): 0.01345 min-1 
Average k: 0.01366 min-1 
Err k: 3.50% 







H.4.1.4 100 mol % QD, 60 mol % AcOH 
Table 142. Kinetic Data for 100 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 1 










0 146.68 1 1 196.91 1.000 
15 146.68 16890.7 3893.1 76.10 0.380 
30 146.68 18860.8 2344.3 41.04 0.205 
70 146.68 20650.1 743 11.88 0.059 
120 146.68 13381.4 0 0.00 0.000 
180 146.68 10795.3 0 0.00 0.000 
240 146.68 11395.2 0 0.00 0.000 
360 146.68 16581.3 0 0.00 0.000 
480 146.68 19927.5 0 0.00 0.000 
600 146.68 26901.3 0 0.00 0.000 
743 146.68 20378.9 0 0.00 0.000 
840 146.68 19323.8 0 0.00 0.000 
 
Figure 165. Disappearance of substrate 37.  










Table 143. Kinetic Data for 100 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 2 










0 149.60 1 1 196.91 1.000 
15 149.60 15515.1 3517.6 76.34 0.382 
30 149.60 22237 1995 30.21 0.151 
70 149.60 19722.1 699.5 11.94 0.060 
120 149.60 14135.7 0 0.00 0.000 
180 149.60 11297.9 0 0.00 0.000 
240 149.60 7764.4 0 0.00 0.000 
360 149.60 14685.7 0 0.00 0.000 
480 149.60 28647.1 0 0.00 0.000 
600 149.60 19721.5 0 0.00 0.000 
743 149.60 13514.2 0 0.00 0.000 
840 149.60 19552.9 0 0.00 0.000 
 
Figure 166. Disappearance of substrate 37. 










Table 144. Kinetic Data for 100 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 3 










0 141.17 1 1 196.91 1.000 
15 141.17 11115.9 2857.6 81.68 0.408 
30 141.17 18250.6 2780.7 48.41 0.242 
70 141.17 20514 822.3 12.74 0.064 
120 141.17 22942.7 0 0.00 0.000 
180 141.17 11911.9 0 0.00 0.000 
240 141.17 10821.2 0 0.00 0.000 
360 141.17 16079.1 0 0.00 0.000 
480 141.17 18059.7 0 0.00 0.000 
600 141.17 26317.1 0 0.00 0.000 
743 141.17 19424.7 0 0.00 0.000 
840 141.17 21679.2 0 0.00 0.000 
 
Figure 167. Disappearance of substrate 37. 
Calculated k (first order fit): 0.05321 min-1 
Average k: 0.05807 min-1 
Err k: 6.80% 







Table 145. Kinetic Data for 100 mol % QD, 60 mol % AcOH, Product Formation, Run 1 










0 146.68 1 0 0.00 0.000 
15 146.68 16890.7 916.4 14.41 0.072 
30 146.68 18860.8 3079.3 43.36 0.217 
70 146.68 20650.1 9143 117.59 0.588 
120 146.68 13381.4 8318.2 165.09 0.825 
180 146.68 10795.3 7078 174.13 0.871 
240 146.68 11395.2 7457.2 173.80 0.869 
360 146.68 16581.3 11107.5 177.90 0.890 
480 146.68 19927.5 13206.9 176.01 0.880 
600 146.68 26901.3 17837.8 176.10 0.880 
743 146.68 20378.9 13485 175.73 0.879 
840 146.68 19323.8 13182.3 181.17 0.906 
 
Figure 168. Appearance of product 38. 










Table 146. Kinetic Data for 100 mol % QD, 60 mol % AcOH, Product Formation, Run 2 










0 149.60 1 0 0.00 0.000 
15 149.60 15515.1 668.7 11.67 0.058 
30 149.60 22237 2686.1 32.72 0.164 
70 149.60 19722.1 8711.5 119.64 0.598 
120 149.60 14135.7 8617.4 165.12 0.826 
180 149.60 11297.9 7012.2 168.11 0.841 
240 149.60 7764.4 5212.6 181.84 0.909 
360 149.60 14685.7 9514.9 175.49 0.877 
480 149.60 28647.1 18788.2 177.64 0.888 
600 149.60 19721.5 13015.1 178.75 0.894 
743 149.60 13514.2 9072.8 181.84 0.909 
840 149.60 19552.9 13124.7 181.81 0.909 
 
Figure 169. Appearance of product 38. 










Table 147. Kinetic Data for 100 mol % QD, 60 mol % AcOH, Product Formation, Run 3 










0 141.17 1 0 0.00 0.000 
15 141.17 11115.9 644.5 14.82 0.074 
30 141.17 18250.6 3048.9 42.70 0.213 
70 141.17 20514 10202 127.11 0.636 
120 141.17 22942.7 15211.7 169.47 0.847 
180 141.17 11911.9 8439.8 181.09 0.905 
240 141.17 10821.2 7734.5 182.69 0.913 
360 141.17 16079.1 11785.7 187.35 0.937 
480 141.17 18059.7 12835.6 181.66 0.908 
600 141.17 26317.1 18407.9 178.78 0.894 
743 141.17 19424.7 14188.2 186.69 0.933 
840 141.17 21679.2 15716.4 185.29 0.926 
 
Figure 170. Appearance of product 38. 
Calculated k (first order fit): 0.01425 min-1 
Average k: 0.01386 min-1 
Err k: 3.20% 







H.4.1.5 120 mol % QD, 60 mol % AcOH 
Table 148. Kinetic Data for 120 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 1 










0 143.96 1 1 196.91 1.000 
15 143.96 16516.8 3162.8 62.05 0.310 
30 143.96 26003.8 2657.2 33.11 0.166 
70 143.96 13155.3 424.2 10.45 0.052 
120 143.96 8769.1 0 0.00 0.000 
180 143.96 10180.9 0 0.00 0.000 
240 143.96 9752.7 0 0.00 0.000 
360 143.96 16548.9 0 0.00 0.000 
480 143.96 25213 0 0.00 0.000 
600 143.96 22651 0 0.00 0.000 
743 143.96 23648 0 0.00 0.000 
840 143.96 27239 0 0.00 0.000 
 
Figure 171. Disappearance of substrate 37. 










Table 149. Kinetic Data for 120 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 2 










0  1 1 196.91 1.000 
15 157.90 0 1 67.67 0.338 
30 157.90 14680 2795 37.44 0.187 
70 157.90 20530 2163 7.98 0.040 
120 157.90 22664 509 0.00 0.000 
180 157.90 17938 0 0.00 0.000 
240 157.90 11692 0 0.00 0.000 
360 157.90 9435 0 0.00 0.000 
480 157.90 23465 0 0.00 0.000 
600 157.90 30700 0 0.00 0.000 
743 157.90 20345 0 0.00 0.000 
840 157.90 19102 0 0.00 0.000 
 
Figure 172. Disappearance of substrate 37. 










Table 150. Kinetic Data for 120 mol % QD, 60 mol % AcOH, Substrate Consumption, Run 3 










0 151.74 0 1 196.91 1.000 
15 151.74 18469 3449 63.78 0.319 
30 151.74 17536 1719 33.48 0.167 
70 151.74 16916 276 5.57 0.028 
120 151.74 18963 0 0.00 0.000 
180 151.74 10284 0 0.00 0.000 
240 151.74 11215 0 0.00 0.000 
360 151.74 15173 0 0.00 0.000 
480 151.74 19445 0 0.00 0.000 
600 151.74 19429 0 0.00 0.000 
743 151.74 14246 0 0.00 0.000 
840 151.74 25745 0 0.00 0.000 
 
Figure 173. Disappearance of substrate 37. 
Calculated k (first order fit): 0.06931 min-1 
Average k: 0.06811 min-1 
Err k: 3.60% 





Table 151. Kinetic Data for 120 mol % QD, 60 mol % AcOH, Product Formation, Run 1 










0 143.96 1 0 0.00 0.000 
15 143.96 16516.8 893.5 14.10 0.070 
30 143.96 26003.8 4182 41.92 0.210 
70 143.96 13155.3 6043.9 119.75 0.599 
120 143.96 8769.1 5694 169.24 0.846 
180 143.96 10180.9 6575.5 168.34 0.842 
240 143.96 9752.7 6552.6 175.12 0.876 
360 143.96 16548.9 11462.5 180.53 0.903 
480 143.96 25213 16605 171.66 0.858 
600 143.96 22651 14809 170.41 0.852 
743 143.96 23648 15665 172.66 0.863 
840 143.96 27239 18654 178.50 0.892 
 
Figure 174. Appearance of product 38. 










Table 152. Kinetic Data for 120 mol % QD, 60 mol % AcOH, Product Formation, Run 2 










0 157.90 0 0 0.00 0.000 
15 157.90 14680 807 15.72 0.079 
30 157.90 20530 2826.7 39.36 0.197 
70 157.90 22664 9090 114.66 0.573 
120 157.90 17938 10179 162.23 0.811 
180 157.90 11692 6901 168.74 0.844 
240 157.90 9435 5916 179.26 0.896 
360 157.90 23465 14346 174.78 0.874 
480 157.90 30700 18718 174.31 0.872 
600 157.90 20345 12576 176.72 0.884 
743 157.90 19102 11547 172.82 0.864 
840 157.90 34934 22196 181.64 0.908 
 
Figure 175. Appearance of product 38. 










Table 153. Kinetic Data for 120 mol % QD, 60 mol % AcOH, Product Formation, Run 3 










0 151.74 0 0 0.00 0.000 
15 151.74 18469 835 12.42 0.062 
30 151.74 17536 2668 41.80 0.209 
70 151.74 16916 7731 125.56 0.628 
120 151.74 18963 10886 157.71 0.789 
180 151.74 10284 6716 179.41 0.897 
240 151.74 11215 7125 174.54 0.873 
360 151.74 15173 9608 173.97 0.870 
480 151.74 19445 12091 170.83 0.854 
600 151.74 19429 12175 172.16 0.861 
743 151.74 14246 9435 181.95 0.910 
840 151.74 25745 16573 176.86 0.884 
 
Figure 176. Appearance of product 38.  
Calculated k (first order fit): 0.01449 min-1 
Average k: 0.01424 min-1 
Err k: 3.01% 







H.4.1.6 40 mol % QD, 120 mol % AcOH 
Table 154. Kinetic Data for 40 mol % QD, 120 mol % AcOH, Substrate, Run 1 










0 148.95 1 1 196.91 1.000 
15 148.95 19104 8873 155.71 0.779 
31 148.95 21049 8924 142.14 0.711 
60 148.95 19260 6945 120.89 0.604 
90 148.95 17639 5380 102.26 0.511 
120 148.95 20334 5330 87.88 0.439 
150 148.95 19181 3994 69.81 0.349 
180 148.95 19924 3752 63.13 0.316 
210 148.95 16116 2496 51.92 0.260 
360 148.95 16433 1021 20.83 0.104 
 
Figure 177. Disappearance of substrate 37. 











Table 155. Kinetic Data for 40 mol % QD, 120 mol % AcOH, Substrate, Run 2 










0 148.43 1 1 196.91 1.000 
15 148.43 19444 9109 156.51 0.783 
31 148.43 12755 5165 135.29 0.676 
60 148.43 15115 4674 103.31 0.517 
90 148.43 16654 4276 85.78 0.429 
120 148.43 15454 2970 64.21 0.321 
150 148.43 17406 2716 52.13 0.261 
180 148.43 10057 1409 46.81 0.234 
210 148.43 15641 1462 31.23 0.156 
360 148.43 15762 457 9.69 0.048 
 
Figure 178. Disappearance of substrate 37. 












Table 156. Kinetic Data for 40 mol % QD, 120 mol % AcOH, Substrate, Run 3 










0 146.88 1 1 196.91 1.000 
15 146.88 12769 6142 159.02 0.795 
31 146.88 15619 6718 142.19 0.711 
60 146.88 15258 5123 111.00 0.555 
90 146.88 18808 5363 94.27 0.471 
120 146.88 15334 3738 80.59 0.403 
150 146.88 18289 3612 65.29 0.326 
180 146.88 17166 2860 55.08 0.275 
210 146.88 18050 2335 42.77 0.214 
360 146.88 11083 611 18.23 0.091 
 
Figure 179. Disappearance of substrate 37. 
Calculated k (first order fit): 0.00724 min-1 
Average k: 0.00746 min-1 
Err k: 13.73% 








Table 157. Kinetic Data for 40 mol % QD, 120 mol % AcOH, Product, Run 1 










0 148.95 1 0 0.00 0.000 
15 148.95 19104 474 6.69 0.033 
31 148.95 21049 1547 19.82 0.099 
60 148.95 19260 3290 46.07 0.230 
90 148.95 17639 4413 67.47 0.337 
120 148.95 20334 6620 87.80 0.439 
150 148.95 19181 7195 101.16 0.506 
180 148.95 19924 8438.2 114.22 0.571 
210 148.95 16116 7617 127.46 0.637 
360 148.95 16433 9853 161.70 0.808 
 
Figure 180. Appearance of product 38. 












Table 158. Kinetic Data for 40 mol % QD, 120 mol % AcOH, Product, Run 2 










0 148.43 1 0 0.00 0.000 
15 148.43 19444 886 12.25 0.061 
31 148.43 12755 1392 29.33 0.147 
60 148.43 15115 3389 60.26 0.301 
90 148.43 16654 5382 86.85 0.434 
120 148.43 15454 6189 107.63 0.538 
150 148.43 17406 8106 125.15 0.626 
180 148.43 10057 5491 146.73 0.734 
210 148.43 15641 8631 148.30 0.741 
360 148.43 15762 10346 176.40 0.882 
 
Figure 181. Appearance of product 38. 












Table 159. Kinetic Data for 40 mol % QD, 120 mol % AcOH, Product, Run 3 










0 146.88 1 0 0.00 0.000 
15 146.88 12769 465 9.68 0.048 
31 146.88 15619 1331 22.66 0.113 
60 146.88 15258 2818 49.11 0.246 
90 146.88 18808 5180 73.24 0.366 
120 146.88 15334 5257 91.17 0.456 
150 146.88 18289 7584 110.27 0.551 
180 146.88 17166 7887 122.18 0.611 
210 146.88 18050 9200 135.54 0.678 
360 146.88 11083 7046 169.06 0.845 
 
Figure 182. Appearance of product 38. 
Calculated k (first order fit): 0.00479 min-1 
Average k: 0.00522 min-1 
Err k: 16.18% 








H.4.1.7 60 mol % QD, 180 mol % AcOH 
 
Table 160. Kinetic Data for 60 mol % QD, 180 mol % AcOH, Substrate, Run 1 










0 168.67 1 1 196.91 1.000 
15 168.67 14399 5312 140.05 0.700 
31 168.67 18395 5460 112.68 0.563 
60 168.67 9794 2213 85.78 0.429 
90 168.67 18096 2863 60.06 0.300 
120 168.67 19807 2264 43.39 0.217 
150 168.67 23439 1852 30.00 0.150 
180 168.67 15796 910 21.87 0.109 
210 168.67 25722 1064 15.70 0.079 
360 168.67 18105 0 0.00 0.000 
 
Figure 183. Disappearance of substrate 37. 










Table 161. Kinetic Data for 60 mol % QD, 180 mol % AcOH, Substrate, Run 2 










0 143.38 1 1 196.91 1.000 
15 143.38 18460 7767 15.79 0.679 
31 143.38 13278 4443 37.36 0.540 
60 143.38 12707 2954 73.87 0.375 
90 143.38 13022 2225 103.90 0.276 
120 143.38 13704 1607 128.79 0.189 
150 143.38 19058 1538 142.26 0.130 
180 143.38 15915 871 153.24 0.088 
210 143.38 18131 785 161.27 0.070 
360 143.38 16966 0 175.14 0.000 
 
Figure 184. Disappearance of substrate 37. 












Table 162. Kinetic Data for 60 mol % QD, 180 mol % AcOH, Substrate, Run 3 










0 163.80 1 1 196.91 1.000 
15 163.80 11272 4235 138.52 0.693 
31 163.80 19904 6126 113.47 0.567 
60 163.80 16170 3693 84.20 0.421 
120 163.80 16526 1968 43.90 0.220 
150 163.80 16323 1305 29.48 0.147 
180 163.80 17598 1120 23.46 0.117 
210 163.80 22965 890 14.29 0.071 
360 163.80 18272 0 0.00 0.000 
 
Figure 185. Disappearance of substrate 37. 
Calculated k (first order fit): 0.01318 min-1 
Average k: 0.01356 min-1 
Err k: 5.04% 








Table 163. Kinetic Data for 60 mol % QD, 180 mol % AcOH, Product, Run 1 










0 168.67 1 0 0.00 0.000 
15 168.67 14399 601 12.75 0.064 
31 168.67 18395 2111 35.04 0.175 
60 168.67 9794 2323 72.43 0.362 
90 168.67 18096 6058 102.23 0.511 
120 168.67 19807 7900 121.80 0.609 
150 168.67 23439 10491 136.68 0.683 
180 168.67 15796 8067 155.95 0.780 
210 168.67 25722 13531 160.64 0.803 
360 168.67 18105 10391 175.26 0.876 
 
Figure 186. Appearance of product 38. 












Table 164. Kinetic Data for 60 mol % QD, 180 mol % AcOH, Product, Run 2 










0 143.38 1 0 0.00 0.000 
15 143.38 18460 1123 15.79 0.079 
31 143.38 13278 1911 37.36 0.187 
60 143.38 12707 3616 73.87 0.369 
90 143.38 13022 5212 103.90 0.519 
120 143.38 13704 6799 128.79 0.644 
150 143.38 19058 10444 142.26 0.711 
180 143.38 15915 9395 153.24 0.766 
210 143.38 18131 11264 161.27 0.806 
360 143.38 16966 11447 175.14 0.876 
 
Figure 187. Appearance of product 38. 












Table 165. Kinetic Data for 60 mol % QD, 180 mol % AcOH, Product, Run 3 










0 163.80 1 0 0.00 0.000 
15 163.80 11272 481 12.66 0.063 
31 163.80 19904 2200 32.78 0.164 
60 163.80 16170 3842 70.47 0.352 
120 163.80 16526 6782 121.71 0.609 
150 163.80 16323 7850 142.63 0.713 
180 163.80 17598 9005 151.76 0.759 
210 163.80 22965 11971 154.59 0.773 
360 163.80 18272 10740 174.32 0.872 
 
Figure 188. Appearance of product 38. 
Calculated k (first order fit): 0.00830 min-1 
Average k: 0.00851 min-1 
Err k: 3.30 % 









H.4.1.8 100 mol % QD, 300 mol % AcOH 
Table 166. Kinetic Data for 100 mol % QD, 300 mol % AcOH, Substrate, Run 1 










0 183.06 1 1 196.91 1.000 
15 183.06 20409 4798 96.87 0.484 
31 183.06 19482 3322 70.26 0.351 
60 183.06 20610 2354 47.06 0.235 
90 183.06 17750 1189 27.60 0.138 
120 183.06 17613 713 16.68 0.083 
150 183.06 10514 253 9.91 0.050 
180 183.06 19442 265 5.62 0.028 
210 183.06 18325 0 0.00 0.000 
360 183.06 21549 0 0.00 0.000 
 
Figure 189. Disappearance of substrate 37. 










Table 167. Kinetic Data for 100 mol % QD, 300 mol % AcOH, Substrate, Run 2 










0 158.10 1 1 196.91 1.000 
15 158.10 23342 5655 86.21 0.431 
31 158.10 15075 2600 61.37 0.307 
60 158.10 15248 1267 29.57 0.148 
120 158.10 15159 379 8.90 0.044 
150 158.10 15033 0 0.00 0.000 
180 158.10 16303 0 0.00 0.000 
210 158.10 19905 0 0.00 0.000 
360 158.10 16715 0 0.00 0.000 
 
Figure 190. Disappearance of substrate 37. 












Table 168. Kinetic Data for 100 mol % QD, 300 mol % AcOH, Substrate, Run 3 










0 138.38 1 1 196.91 1.000 
15 138.38 14795 4703 99.01 0.495 
31 138.38 12154 2787 71.42 0.357 
60 138.38 11962 1436 37.39 0.187 
90 138.38 13388 843 19.61 0.098 
120 138.38 12175 373 9.54 0.048 
150 138.38 11308 0 0.00 0.000 
180 138.38 19372 0 0.00 0.000 
210 138.38 13721 0 0.00 0.000 
360 138.38 12200 0 0.00 0.000 
 
Figure 191. Disappearance of substrate 37. 
Calculated k (first order fit): 0.03276 min-1 
Average k: 0.03447 min-1 
Err k: 15.39% 








Table 169. Kinetic Data for 100 mol % QD, 300 mol % AcOH, Product, Run 1 










0 183.06 1 0 0.00 0.000 
15 183.06 20409 1108 17.99 0.090 
31 183.06 19482 2656 45.19 0.226 
60 183.06 20610 5370 86.36 0.432 
90 183.06 17750 6979 130.32 0.652 
120 183.06 17613 7889 148.45 0.742 
150 183.06 10514 5250 165.50 0.827 
180 183.06 19442 9760 166.38 0.832 
210 183.06 18325 9333 168.80 0.844 
360 183.06 21549 11410 175.49 0.877 
 
Figure 192. Appearance of product 38. 












Table 170. Kinetic Data for 100 mol % QD, 300 mol % AcOH, Product, Run 2 










0 158.10 1 0 0.00 0.000 
15 158.10 23342 2154 26.41 0.132 
31 158.10 15075 3097 58.80 0.294 
60 158.10 15248 5587 104.88 0.524 
120 158.10 15159 7960 150.30 0.752 
150 158.10 15033 8405 160.04 0.800 
180 158.10 16303 9290 163.11 0.816 
210 158.10 19905 11526 165.75 0.829 
360 158.10 16715 9890 169.36 0.847 
 
Figure 193. Appearance of product 38. 












Table 171. Kinetic Data for 100 mol % QD, 300 mol % AcOH, Product, Run 3 










0 138.38 1 0 0.00 0.000 
15 138.38 14795 1274 21.57 0.108 
31 138.38 12154 2670 55.04 0.275 
60 138.38 11962 4733 99.13 0.496 
90 138.38 13388 7026 131.49 0.657 
120 138.38 12175 7276 149.73 0.749 
150 138.38 11308 7047 156.14 0.781 
180 138.38 19372 12686 164.07 0.820 
210 138.38 13721 9047 165.20 0.826 
360 138.38 12200 8428 173.08 0.865 
 
Figure 194. Appearance of product 38. 
Calculated k (first order fit): 0.01367 min-1 
Average k: 0.01342 min-1 
Err k: 9.10% 








H.4.1.9 120 mol % QD, 360 mol % AcOH 
Table 172. Kinetic Data for 120 mol % QD, 360 mol % AcOH, Substrate, Run 1 










0 142.27 1 1 196.91 1.000 
15 142.27 10683 3035 90.97 0.455 
31 142.27 13093 2263 55.35 0.277 
60 142.27 12010 867 23.12 0.116 
90 142.27 13383 398 9.52 0.048 
120 142.27 12200 0 0.00 0.000 
150 142.27 17033 0 0.00 0.000 
180 142.27 8640 0 0.00 0.000 
210 142.27 19144 0 0.00 0.000 
360 142.27 13749 0 0.00 0.000 
 
Figure 195. Disappearance of substrate 37. 











Table 173. Kinetic Data for 120 mol % QD, 360 mol % AcOH, Substrate, Run 2 










0 139.87 1 1 196.91 1.000 
15 139.87 10296 2421 74.03 0.370 
31 139.87 14240 2170 47.98 0.240 
60 139.87 15638 869 17.49 0.087 
90 139.87 12716 379 9.38 0.047 
120 139.87 12177 0 0.00 0.000 
150 139.87 13020 0 0.00 0.000 
180 139.87 12268 0 0.00 0.000 
210 139.87 19416 0 0.00 0.000 
360 139.87 17147 0 0.00 0.000 
 
Figure 196. Disappearance of substrate 37. 












Table 174. Kinetic Data for 120 mol % QD, 360 mol % AcOH, Substrate, Run 3 










0 149.67 1 1 196.91 1.000 
15 149.67 12549 3082 82.73 0.414 
31 149.67 16851 2723 54.43 0.272 
60 149.67 15053 998 22.33 0.112 
90 149.67 14904 428 9.67 0.048 
120 149.67 11729 0 0.00 0.000 
150 149.67 15067 0 0.00 0.000 
180 149.67 9021 0 0.00 0.000 
210 149.67 13835 0 0.00 0.000 
360 149.67 15829 0 0.00 0.000 
 
Figure 197. Disappearance of substrate 37. 
Calculated k (first order fit): 0.04663 min-1 
Average k: 0.04802 min-1 
Err k: 8.76% 









Table 175. Kinetic Data for 120 mol % QD, 360 mol % AcOH, Product, Run 1 










0 142.27 1 0 0.00 0.000 
15 142.27 10683 1078 25.99 0.130 
31 142.27 13093 3112 61.23 0.306 
60 142.27 12010 5099 109.36 0.547 
90 142.27 13383 7925 152.54 0.763 
120 142.27 12200 7490 158.14 0.791 
150 142.27 17033 10945 165.52 0.828 
180 142.27 8640 5887 175.51 0.878 
210 142.27 19144 12410 166.98 0.835 
360 142.27 13749 8891 166.57 0.833 
 
Figure 198. Appearance of product 38. 












Table 176. Kinetic Data for 120 mol % QD, 360 mol % AcOH, Product, Run 2 










0 139.87 1 0 0.00 0.000 
15 139.87 10296 1034 25.43 0.127 
31 139.87 14240 3788 67.37 0.337 
60 139.87 15638 7370 119.35 0.597 
90 139.87 12716 7512 149.61 0.748 
120 139.87 12177 7501 156.00 0.780 
150 139.87 13020 8246 160.39 0.802 
180 139.87 12268 8358 172.53 0.863 
210 139.87 19416 13204 172.22 0.861 
360 139.87 17147 11290 166.74 0.834 
 
Figure 199. Appearance of product 38. 












Table 177. Kinetic Data for 120 mol % QD, 360 mol % AcOH, Product, Run 3 










0 149.67 1 0 0.00 0.000 
15 149.67 12549 1214 26.21 0.131 
31 149.67 16851 3599 57.87 0.289 
60 149.67 15053 5977 107.59 0.538 
90 149.67 14904 7533 136.96 0.685 
120 149.67 11729 7010 161.95 0.810 
150 149.67 15067 8598 154.63 0.773 
180 149.67 9021 5515 165.66 0.828 
210 149.67 13835 8423 164.97 0.825 
360 149.67 15829 9640 165.03 0.825 
 
Figure 200. Appearance of product 38. 
Calculated k (first order fit): 0.01610 min-1 
Average k: 0.01685 min-1 
Err k: 3.93% 









H.4.1.10 60 mol % QD, 120 mol% AcOH 
Table 178. Kinetics Data for 60 mol % QD, 120 mol % AcOH, Substrate, Run 1 










0 160.30 1 1 196.91 1.000 
15 160.30 13930.9 2996 77.59 0.388 
31 160.30 12917.5 1971 55.05 0.275 
60 160.30 13644.2 1078 28.51 0.143 
120 160.30 13116.4 0 0.00 0.000 
180 160.30 10505 0 0.00 0.000 
300 160.30 18087 0 0.00 0.000 
420 160.30 19551 0 0.00 0.000 
570 160.30 17224 0 0.00 0.000 
 
Figure 201. Disappearance of substrate 37. 












Table 179. Kinetics Data for 60 mol % QD, 120 mol % AcOH, Substrate, Run 2 










0 161.73 1 1 196.91 1.000 
15 161.73 16955 3234 69.43 0.347 
31 161.73 12039 1635 49.44 0.247 
60 161.73 10293 1115.4 39.45 0.197 
120 161.73 14297 0 0.00 0.000 
180 161.73 12673 0 0.00 0.000 
300 161.73 19177 0 0.00 0.000 
420 161.73 15325 0 0.00 0.000 
570 161.73 19321 0 0.00 0.000 
 
Figure 202. Disappearance of substrate 37. 












Table 180. Kinetics Data for 60 mol % QD, 120 mol % AcOH, Substrate, Run 3 










0 155.31 1 1 196.91 1.000 
15 155.31 10825 2617 84.51 0.423 
31 155.31 14411 2332 56.57 0.283 
60 155.31 17175 1452 29.55 0.148 
120 155.31 12410 0 0.00 0.000 
180 155.31 12753 0 0.00 0.000 
300 155.31 17756 0 0.00 0.000 
420 155.31 15918 0 0.00 0.000 
570 155.31 17637 0 0.00 0.000 
 
Figure 203. Disappearance of substrate 37. 
Calculated k (first order fit): 0.04424 min-1 
Average k: 0.04749 min-1 
Err k: 5.70% 









Table 181. Kinetics Data for 60 mol % QD, 120 mol % AcOH, Product, Run 1 










0 160.30 1 0 0.00 0.000 
15 160.30 13930.9 1358 28.29 0.141 
31 160.30 12917.5 2265 50.89 0.254 
60 160.30 13644.2 4425 94.13 0.471 
120 160.30 13116.4 5674 125.55 0.628 
180 160.30 10505 5186 143.28 0.716 
300 160.30 18087 8288 132.99 0.665 
420 160.30 19551 8929.3 132.55 0.663 
570 160.30 17224 8053 135.70 0.678 
 
Figure 204. Appearance of product 38. 












Table 182. Kinetics Data for 60 mol % QD, 120 mol % AcOH, Product, Run 2 










0 161.73 1 0 0.00 0.000 
15 161.73 16955 1252 21.62 0.108 
31 161.73 12039 2270 55.21 0.276 
60 161.73 10293 3574 101.67 0.508 
120 161.73 14297 6416 131.40 0.657 
180 161.73 12673 6067 140.18 0.701 
300 161.73 19177 8552 130.58 0.653 
420 161.73 15325 6730.3 128.59 0.643 
570 161.73 19321 8678 131.52 0.658 
 
Figure 205. Appearance of product 38. 












Table 183. Kinetics Data for 60 mol % QD, 120 mol % AcOH, Product, Run 3 










0 155.31 1 0 0.00 0.000 
15 155.31 10825 1234 32.05 0.160 
31 155.31 14411 2577 50.28 0.251 
60 155.31 17175 5594 91.59 0.458 
120 155.31 12410 5846 132.46 0.662 
180 155.31 12753 6381 140.69 0.703 
300 155.31 17756 8495 134.53 0.673 
420 155.31 15918 7591 134.09 0.670 
570 155.31 17637 8344 133.03 0.665 
 
Figure 206. Appearance of product 38. 
Calculated k (first order fit): 0.01445 min-1 
Average k: 0.01478 min-1 
Err k: 4.85% 









H.4.1.11 60 mol % QD, 240 mol % AcOH 
Table 184. Kinetics Data for 60 mol % QD, 240 mol % AcOH, Substrate, Run 1 










0 172.88 1 1 196.91 1.000 
15 172.88 12839 3793 114.96 0.575 
31 172.88 9179 2347 99.49 0.497 
60 172.88 15347 2964 75.15 0.376 
120 172.88 11553 1273 42.88 0.214 
180 172.88 13348 1451 42.30 0.211 
300 172.88 17988 0 0.00 0.000 
420 172.88 19146 0 0.00 0.000 
570 172.88 16764 0 0.00 0.000 
 
Figure 207. Disappearance of substrate 37. 












Table 185. Kinetics Data for 60 mol % QD, 240 mol % AcOH, Substrate, Run 2 










0 142.01 1 1 196.91 1.000 
15 142.01 7845 2829 115.27 0.576 
31 142.01 14033 4187 95.37 0.477 
60 142.01 12618 2833 71.77 0.359 
120 142.01 13455 1710 40.62 0.203 
180 142.01 14250 1241 27.84 0.139 
300 142.01 14533 0 0.00 0.000 
420 142.01 20378 0 0.00 0.000 
570 142.01 15721 0 0.00 0.000 
 
Figure 208.. Disappearance of substrate 37. 












Table 186. Kinetics Data for 60 mol % QD, 240 mol % AcOH, Substrate, Run 3 










0 142.40 1 1 196.91 1.000 
15 142.40 11813 3687 100.04 0.500 
31 142.40 12155 4565 120.38 0.602 
60 142.40 8842 1573 57.02 0.285 
120 142.40 14343 1276 28.51 0.143 
180 142.40 13328 1072 25.78 0.129 
300 142.40 13523 0 0.00 0.000 
420 142.40 16388 0 0.00 0.000 
570 142.40 14177 0 0.00 0.000 
 
 
Figure 209. Disappearance of substrate 37. 
Calculated k (first order fit): 0.01789 min-1 
Average k: 0.01591 min-1 
Err k:10.68% 








Table 187. Kinetics Data for 60 mol % QD, 240 mol % AcOH, Product, Run 1 










0 172.88 1 0 0.00 0.000 
15 172.88 12839 0 0.00 0.000 
31 172.88 9179 1035 35.29 0.176 
60 172.88 15347 2269 46.28 0.231 
120 172.88 11553 3135 84.94 0.425 
180 172.88 13348 4465 104.70 0.524 
300 172.88 17988 7176 124.87 0.624 
420 172.88 19146 7827 127.96 0.640 
570 172.88 16764 6979 130.31 0.652 
 
Figure 210. Appearance of product 38. 












Table 188. Kinetics Data for 60 mol % QD, 240 mol % AcOH, Product, Run 2 










0 142.01 1 0 0.00 0.000 
15 142.01 7845 0 0.00 0.000 
31 142.01 14033 1182 21.66 0.108 
60 142.01 12618 2386 48.62 0.243 
120 142.01 13455 4792 91.57 0.458 
180 142.01 14250 5685 102.58 0.513 
300 142.01 14533 7620 134.81 0.674 
420 142.01 20378 10552 133.14 0.666 
570 142.01 15721 8241 134.78 0.674 
 
Figure 211. Appearance of product 38. 












Table 189. Kinetics Data for 60 mol % QD, 240 mol % AcOH, Product, Run 3 










0 142.40 1 0 0.00 0.000 
15 142.40 11813 0 0.00 0.000 
31 142.40 12155 1080 22.91 0.115 
60 142.40 8842 1911 55.72 0.279 
120 142.40 14343 5584 100.38 0.502 
180 142.40 13328 5461 105.64 0.528 
300 142.40 13523 7055 134.51 0.673 
420 142.40 16388 8352 131.40 0.657 
570 142.40 14177 7108 129.27 0.646 
 
Figure 212. Appearance of product 38. 
Calculated k (first order fit): 0.00783 min-1 
Average k: 0.00736 min-1 
Err k: 11.01% 









H.4.1.12 60 mol % QD, 300 mol % AcOH 
 
Table 190. Kinetics Data for 60 mol % QD, 300 mol % AcOH, Substrate, Run 1 










0 146.55 1 1 196.91 1.000 
15 146.55 12659 4404 114.76 0.574 
31 146.55 11290 3525 102.99 0.515 
60 146.55 11360 2833 82.26 0.411 
120 146.55 12301 1871 50.17 0.251 
180 146.55 9497 1301.2 45.19 0.226 
300 146.55 11735 0 0.00 0.000 
420 146.55 21004 0 0.00 0.000 
570 146.55 12998 0 0.00 0.000 
 
Figure 213. Disappearance of substrate 37. 











Table 191. Kinetics Data for 60 mol % QD, 300 mol % AcOH, Product, Run 1 










0 146.55 1 0 0.00 0.000 
15 146.55 12659 0 0.00 0.000 
31 146.55 11290 1320 31.02 0.155 
60 146.55 11360 1622 37.89 0.189 
120 146.55 12301 3408 73.51 0.368 
180 146.55 9497 3850 107.57 0.538 
300 146.55 11735 5413 122.39 0.612 
420 146.55 21004 10163 128.39 0.642 
570 146.55 12998 6343 129.49 0.647 
 
Figure 214. Appearance of product 38. 












H.4.1.13 60 mol % QD, 360 mol % AcOH 
 
Table 192. Kinetics Data for 60 mol % QD, 360 mol % AcOH, Substrate, Run 1 










0 159.46 1 1 196.91 1.000 
15 159.46 13361 3844 103.26 0.516 
31 159.46 10274 2826 98.72 0.494 
60 159.46 15950 3200 72.01 0.360 
120 159.46 12670 1495 42.35 0.212 
180 159.46 16523 1050 22.81 0.114 
300 159.46 18645 0 0.00 0.000 
420 159.46 13839 0 0.00 0.000 
570 159.46 15202 0 0.00 0.000 
 
Figure 215. Disappearance of substrate 37. 











Table 193. Kinetics Data for 60 mol % QD, 360 mol % AcOH, Substrate, Run 2 










0 176.45 1 1 196.91 1.000 
15 176.45 11093 3534 126.52 0.633 
31 176.45 11170 3039 108.05 0.540 
60 176.45 10515 2287 86.38 0.432 
120 176.45 11111 1523 54.44 0.272 
180 176.45 19262 1401 28.89 0.144 
300 176.45 16113 0 0.00 0.000 
420 176.45 15561 0 0.00 0.000 
570 176.45 15781 0 0.00 0.000 
 
Figure 216. Disappearance of substrate 37. 












Table 194. Kinetics Data for 60 mol % QD, 360 mol % AcOH, Substrate, Run 3 










0 162.89 1 1 196.91 1.000 
15 162.89 13303 4447.6 122.58 0.613 
31 162.89 12265 3337 99.75 0.499 
60 162.89 12295 2663 51.12 0.256 
120 162.89 11333 1580 51.12 0.256 
180 162.89 19633 1581 29.52 0.148 
300 162.89 14051 0 0.00 0.000 
420 162.89 17185 0 0.00 0.000 
570 162.89 14406 0 0.00 0.000 
 
Figure 217. Disappearance of substrate 37. 
Calculated k (first order fit): 0.01753 min-1 
Average k: 0.01524 min-1 
Err k: 14.54% 









Table 195. Kinetics Data for 60 mol % QD, 360 mol % AcOH, Product, Run 1 










0 159.46 1 0 0.00 0.000 
15 159.46 13361 0 0.00 0.000 
31 159.46 10274 1034 29.06 0.145 
60 159.46 15950 2012 36.42 0.182 
120 159.46 12670 3071 69.98 0.350 
180 159.46 16523 4789 83.68 0.418 
300 159.46 18645 6906 106.93 0.535 
420 159.46 13839 5636 117.58 0.588 
570 159.46 15202 6206 117.86 0.589 
 
Figure 218. Appearance of product 38. 












Table 196 Kinetics Data for 60 mol % QD, 360 mol % AcOH, Product, Run 2 










0 176.45 1 0 0.00 0.000 
15 176.45 11093 0 0.00 0.000 
31 176.45 11170 1178 33.69 0.168 
60 176.45 10515 1248 37.92 0.190 
120 176.45 11111 2566 73.78 0.369 
180 176.45 19262 5731 95.05 0.475 
300 176.45 16113 6019 119.34 0.597 
420 176.45 15561 6436 132.13 0.661 
570 176.45 15781 6584 133.28 0.666 
 
Figure 219. Appearance of product 38. 












Table 197 Kinetics Data for 60 mol % QD, 360 mol % AcOH, Product, Run 3 










0 162.89 1 0 0.00 0.000 
15 162.89 13303 0 0.00 0.000 
31 162.89 12265 1019 24.50 0.123 
60 162.89 12295 1681 40.32 0.202 
120 162.89 11333 2976 77.45 0.387 
180 162.89 19633 6574 98.75 0.494 
300 162.89 14051 5554 116.58 0.583 
420 162.89 17185 7327 125.74 0.629 
570 162.89 14406 6497 133.01 0.665 
 
Figure 220. Appearance of product 38. 
Calculated k (first order fit): 0.00655 min-1 
Average k: 0.00642 min-1 
Err k: 2.83% 









H.4.2 Kinetics Data for Quincoramine (QC2) 
H.4.2.1 20 mol % QC2, 40 mol% AcOH 
Table 198. Kinetic Data for 20 mol % QC2, 40 mol % AcOH, Substrate, Run 1 










0 150.44 1 1 196.91 1.000 
15 150.44 7134 3386 160.72 0.804 
45 150.44 19216 8080 142.38 0.712 
120 150.44 15758 4274 91.84 0.459 
255 150.44 15755 2457 52.81 0.264 
420 150.44 17983 1446 27.23 0.136 
600 150.44 22874 917 13.57 0.068 
 
Figure 221. Disappearance of substrate 37. 












Table 199. Kinetic Data for 20 mol % QC2, 40 mol % AcOH, Substrate, Run 2 










0 145.26 1 1 196.91 1.000 
15 145.26 17067 8800 168.57 0.843 
45 145.26 20724 8498 134.06 0.670 
120 145.26 16404 4534 90.36 0.452 
255 145.26 17126 2308 44.06 0.220 
420 145.26 24759 1540 20.34 0.102 
600 145.26 27062 819 9.89 0.049 
 
Figure 222. Disappearance of substrate 37. 














Table 200. Kinetic Data for 20 mol % QC2, 40 mol % AcOH, Substrate, Run 3 










0 156.28 1 1 196.91 1.000 
15 156.28 21267 10442 172.71 0.864 
45 156.28 21054 8546 142.78 0.714 
120 156.28 22990 5766 88.22 0.441 
255 156.28 20528 2523 43.23 0.216 
420 156.28 20088 1082 18.95 0.095 
600 156.28 22359 666 10.48 0.052 
 
Figure 223. Disappearance of substrate 37. 
Calculated k (first order fit): 0.00618 min-1 
Average k: 0.00583 min-1 
Err k: 7.11% 










Table 201. Kinetic Data for 20 mol % QC2, 40 mol % AcOH, Product, Run 1 










0 150.44 1 0 0.00 0.000 
15 150.44 7134 585.7 22.36 0.112 
45 150.44 19216 3196 45.30 0.227 
120 150.44 15758 5320 91.96 0.460 
255 150.44 15755 8077 139.64 0.698 
420 150.44 17983 11748 177.94 0.890 
600 150.44 22874 15644 186.29 0.931 
 
Figure 224. Appearance of product 38. 














Table 202. Kinetic Data for 20 mol % QC2, 40 mol % AcOH, Product, Run 2 










0 145.26 1 0 0.00 0.000 
15 145.26 17067 826 12.73 0.064 
45 145.26 20724 3497 44.38 0.222 
120 145.26 16404 6275 100.60 0.503 
255 145.26 17126 9941 152.66 0.763 
420 145.26 24759 16939 179.93 0.900 
600 145.26 27062 19393 188.46 0.942 
 
Figure 225. Appearance of product 38. 














Table 203. Kinetic Data for 20 mol % QC2, 40 mol % AcOH, Product, Run 3 










0 156.28 1 0 0.00 0.000 
15 156.28 21267 1053 14.01 0.070 
45 156.28 21054 3573 48.02 0.240 
120 156.28 22990 8044 99.00 0.495 
255 156.28 20528 11418 157.38 0.787 
420 156.28 20088 13249 186.62 0.933 
600 156.28 22359 15458 195.62 0.978 
 
Figure 226. Appearance of product 38. 
Calculated k (first order fit): 0.00571 min-1 
Average k: 0.00567 min-1 
Err k: 4.13% 










H.4.2.2 40 mol % QC2, 80 mol % AcOH 
Table 204. Kinetic Data for 40 mol % QC2, 80 mol % AcOH, Substrate, Run 1 










0 157.58 1 1 196.91 1.000 
15 157.58 17246 7159 147.23 0.736 
45 157.58 21352 5415 89.95 0.450 
120 157.58 21621 2475 40.60 0.203 
255 157.58 19431 0 0.00 0.000 
420 157.58 23836 0 0.00 0.000 
600 157.58 21482 0 0.00 0.000 
 
Figure 227. Disappearance of substrate 37. 












Table 205. Kinetic Data for 40 mol % QC2, 80 mol % AcOH, Substrate, Run 2 










0 149.80 1 1 196.91 1.000 
15 149.80 17215 7245 141.89 0.709 
45 149.80 20993 5595 89.86 0.449 
120 149.80 21273 2626 41.62 0.208 
255 149.80 14936 531 11.99 0.060 
420 149.80 15524 0 0.00 0.000 
600 149.80 24823 0 0.00 0.000 
 
Figure 228. Disappearance of substrate 37. 














Table 206. Kinetic Data for 40 mol % QC2, 80 mol % AcOH, Substrate, Run 3 










0 138.12 1 1 196.91 1.000 
15 138.12 20276 9793 150.15 0.751 
45 138.12 22752 6910 94.42 0.472 
120 138.12 23512 3093 40.90 0.204 
255 138.12 14862 591 12.36 0.062 
420 138.12 18896 0 0.00 0.000 
600 138.12 15605 0 0.00 0.000 
 
Figure 229. Disappearance of substrate 37. 
Calculated k (first order fit): 0.01468 min-1 
Average k: 0.01527 min-1 
Err k: 3.05% 











Table 207. Kinetic Data for 40 mol % QC2, 80 mol % AcOH, Product, Run 1 










0 157.58 1 0 0.00 0.000 
15 157.58 17246 1699 28.11 0.141 
45 157.58 21352 5885 78.63 0.393 
120 157.58 21621 10948 144.46 0.722 
255 157.58 19431 12494 183.45 0.917 
420 157.58 23836 15827 189.44 0.947 
600 157.58 21482 14730 195.63 0.978 
 
Figure 230. Appearance of product 38. 














Table 208. Kinetic Data for 40 mol % QC2, 80 mol % AcOH, Product, Run 2 










0 149.80 1 0 0.00 0.000 
15 149.80 17215 1738 27.38 0.137 
45 149.80 20993 6157 79.54 0.398 
120 149.80 21273 11101 141.53 0.708 
255 149.80 14936 9962 180.89 0.904 
420 149.80 15524 11152 194.83 0.974 
600 149.80 24823 17980 196.44 0.982 
 
Figure 231. Appearance of product 38. 














Table 209. Kinetic Data for 40 mol % QC2, 80 mol % AcOH, Product, Run 3 










0 138.12 1 0 0.00 0.000 
15 138.12 20276 2208 27.23 0.136 
45 138.12 22752 7136 78.43 0.392 
120 138.12 23512 13027 138.56 0.693 
255 138.12 14862 10343 174.04 0.870 
420 138.12 18896 14768 195.45 0.977 
600 138.12 15605 12013 192.51 0.963 
 
Figure 232. Appearance of product 38. 
Calculated k (first order fit): 0.01072 min-1 
Average k: 0.01100 min-1 
Err k: 2.53% 











H.4.2.3 60 mol % QC2, 120 mol % AcOH 
Table 210. Kinetic Data for 60 mol % QC2, 120 mol % AcOH, Substrate, Run 1 










0 140.07 1 1 196.91 1.000 
15 140.07 19259 7314 119.73 0.599 
45 140.07 15625 3486 70.34 0.352 
120 140.07 13182 746 17.84 0.089 
255 140.07 16798 0 0.00 0.000 
420 140.07 18482 0 0.00 0.000 
600 140.07 15754 0 0.00 0.000 
 
Figure 233. Disappearance of substrate 37. 













Table 211. Kinetic Data for 60 mol % QC2, 120 mol % AcOH, Substrate, Run 2 










0 135.53 1 1 196.91 1.000 
15 135.53 14575 5998 125.53 0.628 
45 135.53 20971 4542 66.07 0.330 
120 135.53 18447 1261 20.85 0.104 
255 135.53 12238 0 0.00 0.000 
420 135.53 16034 0 0.00 0.000 
600 135.53 47953 0 0.00 0.000 
 
Figure 234. Disappearance of substrate 37. 














Table 212. Kinetic Data for 60 mol % QC2, 120 mol % AcOH, Substrate, Run 3 










0 173.79 1 1 196.91 1.000 
15 173.79 24661 7399 117.36 0.587 
45 173.79 20539 3430 65.32 0.327 
120 173.79 25959 1206 18.17 0.091 
255 173.79 26020 0 0.00 0.000 
420 173.79 25821 0 0.00 0.000 
600 173.79 23638 0 0.00 0.000 
 
Figure 235. Disappearance of substrate 37. 
Calculated k (first order fit): 0.02625 min-1 
Average k: 0.02516 min-1 
Err k: 3.07% 











Table 213. Kinetic Data for 60 mol % QC2, 120 mol % AcOH, Product, Run 1 










0 140.07 1 0 0.00 0.000 
15 140.07 19259 3040 40.03 0.200 
45 140.07 15625 6385 103.63 0.518 
120 140.07 13182 8514 163.79 0.819 
255 140.07 16798 12635 190.75 0.954 
420 140.07 18482 14067 193.02 0.965 
600 140.07 15754 12123 195.15 0.976 
 
Figure 236. Appearance of product 38. 














Table 214. Kinetic Data for 60 mol % QC2, 120 mol % AcOH, Product, Run 2 










0 135.53 1 0 0.00 0.000 
15 135.53 14575 2039 34.33 0.172 
45 135.53 20971 8236 96.37 0.482 
120 135.53 18447 12127 161.31 0.807 
255 135.53 12238 8986 180.18 0.901 
420 135.53 16034 11987 183.45 0.917 
600 135.53 47953 39971 204.54 1.023 
 
Figure 237. Appearance of product 38. 














Table 215. Kinetic Data for 60 mol % QC2, 120 mol % AcOH, Product, Run 3 










0 173.79 1 0 0.00 0.000 
15 173.79 24661 3045 38.85 0.194 
45 173.79 20539 6310 96.67 0.483 
120 173.79 25959 13244 160.53 0.803 
255 173.79 26020 15532 187.82 0.939 
420 173.79 25821 15737 191.77 0.959 
600 173.79 23638 14499 193.00 0.965 
 
Figure 238. Appearance of product 38. 
Calculated k (first order fit):0.01527 min-1 
Average k: 0.01549 min-1 
Err k: 3.72% 











H.4.2.4 100 mol % QC2, 200 mol % AcOH 
Table 216. Kinetic Data for 100 mol % QC2, 200 mol % AcOH, Substrate, Run 1 










0 138.12 1 1 196.91 1.000 
15 138.12 11220 3230 89.50 0.447 
45 138.12 13305 1407 32.88 0.164 
120 138.12 17923 0 0.00 0.000 
255 138.12 18562 0 0.00 0.000 
420 138.12 20638 0 0.00 0.000 
600 138.12 18014 0 0.00 0.000 
 
Figure 239. Disappearance of substrate 37. 













Table 217. Kinetic Data for 100 mol % QC2, 200 mol % AcOH, Substrate, Run 2 










0 130.34 1 1 196.91 1.000 
15 130.34 20342 5856 84.45 0.422 
45 130.34 17131 1662 28.46 0.142 
120 130.34 17782 0 0.00 0.000 
255 130.34 17159 0 0.00 0.000 
420 130.34 16323 0 0.00 0.000 
600 130.34 13507 0 0.00 0.000 
 
Figure 240. Disappearance of substrate 37. 














Table 218. Kinetic Data for 100 mol % QC2, 200 mol % AcOH, Substrate, Run 3 










0 152.39 1 1 196.91 1.000 
15 152.39 16975 4488 90.68 0.453 
45 152.39 19163 1706 30.54 0.153 
120 152.39 18499 0 0.00 0.000 
255 152.39 18112 0 0.00 0.000 
420 152.39 17650 0 0.00 0.000 
600 152.39 17917 0 0.00 0.000 
 
Figure 241. Disappearance of substrate 37. 
Calculated k (first order fit):0.04820 min-1 
Average k: 0.04944 min-1 
Err k: 4.09% 











Table 219. Kinetic Data for 100 mol % QC2, 200 mol % AcOH, Product, Run 1 










0 138.12 1 0 0.00 0.000 
15 138.12 11220 2318 51.66 0.258 
45 138.12 13305 7260 136.46 0.682 
120 138.12 17923 12964 180.88 0.904 
255 138.12 18562 13475 181.54 0.908 
420 138.12 20638 15444 187.14 0.936 
600 138.12 18014 13583 188.56 0.943 
 
Figure 242. Appearance of product 38. 














Table 220. Kinetic Data for 100 mol % QC2, 200 mol % AcOH, Product, Run 2 










0 130.34 1 0 0.00 0.000 
15 130.34 20342 4827 56.00 0.280 
45 130.34 17131 9277 127.80 0.639 
120 130.34 17782 13095 173.79 0.869 
255 130.34 17159 12647 173.93 0.870 
420 130.34 16323 12133 175.41 0.877 
600 130.34 13507 10586 184.95 0.925 
 
Figure 243. Appearance of product 38. 














Table 221. Kinetic Data for 100 mol % QC2, 200 mol % AcOH, Product, Run 3 










0 152.39 1 0 0.00 0.000 
15 152.39 16975 3147 51.15 0.256 
45 152.39 19163 8994 129.49 0.647 
120 152.39 18499 12515 186.66 0.933 
255 152.39 18112 11975 180.53 0.903 
420 152.39 17650 11549 180.53 0.903 
600 152.39 17917 11969 184.31 0.922 
 
Figure 244. Appearance of product 38. 
Calculated k (first order fit): 0.02592 min-1 
Average k: 0.02644 min-1 
Err k: 1.62% 











H.4.2.5 120 mol % QC2, 240 mol % AcOH 
Table 222. Kinetic Data for 120 mol % QC2, 240 mol % AcOH, Substrate, Run 1 










0 134.23 1 1 196.91 1.000 
15 134.23 14276 3358 71.07 0.355 
45 134.23 20295 1237 18.41 0.092 
120 134.23 14246 0 0.00 0.000 
255 134.23 17232 0 0.00 0.000 
420 134.23 14781 0 0.00 0.000 
600 134.23 15774 0 0.00 0.000 
 
Figure 245. Disappearance of substrate 37. 













Table 223. Kinetic Data for 120 mol % QC2, 240 mol % AcOH, Substrate, Run 2 










0 145.26 1 1 196.91 1.000 
15 145.26 13164 2922 72.57 0.363 
45 145.26 14336 856 19.52 0.098 
120 145.26 18856 0 0.00 0.000 
255 145.26 18734 0 0.00 0.000 
420 145.26 17063 0 0.00 0.000 
600 145.26 14766 0 0.00 0.000 
 
Figure 246. Disappearance of substrate 37. 














Table 224. Kinetic Data for 120 mol % QC2, 240 mol % AcOH, Substrate, Run 3 










0 132.29 1 1 196.91 1.000 
15 132.29 13103 3142 71.40 0.357 
45 132.29 15472 1100 21.17 0.106 
120 132.29 15111 0 0.00 0.000 
255 132.29 15397 0 0.00 0.000 
420 132.29 15997 0 0.00 0.000 
600 132.29 13462 0 0.00 0.000 
 
Figure 247. Disappearance of substrate 37. 
Calculated k (first order fit): 0.06429 min-1 
Average k: 0.06464 min-1 
Err k: 1.10% 











Table 225. Kinetic Data for 120 mol % QC2, 240 mol % AcOH, Product, Run 1 










0 134.23 1 0 0.00 0.000 
15 134.23 14276 4001 68.11 68.11 
45 134.23 20295 11909 142.61 142.61 
120 134.23 14246 10297 175.66 175.66 
255 134.23 17232 12737 179.64 179.64 
420 134.23 14781 11405 187.52 187.52 
600 134.23 15774 11888 183.16 183.16 
 
Figure 248. Appearance of product 38. 














Table 226. Kinetic Data for 120 mol % QC2, 240 mol % AcOH, Product, Run 2 










0 145.26 1 0 0.00 0.000 
15 145.26 13164 3003 59.99 0.300 
45 145.26 14336 7681 140.91 0.705 
120 145.26 18856 12376 172.61 0.863 
255 145.26 18734 12652 177.61 0.888 
420 145.26 17063 11377 175.35 0.877 
600 145.26 14766 9959 177.38 0.887 
 
Figure 249. Appearance of product 38. 














Table 227. Kinetic Data for 120 mol % QC2, 240 mol % AcOH, Product, Run 3 










0 132.29 1 0 0.00 0.000 
15 132.29 13103 3463 63.30 0.317 
45 132.29 15472 8931 138.25 0.691 
120 132.29 15111 10974 173.94 0.870 
255 132.29 15397 11697 181.95 0.910 
420 132.29 15997 12329 184.59 0.923 
600 132.29 13462 10244 182.26 0.911 
 
Figure 250. Appearance of product 38. 
Calculated k (first order fit): 0.02999 min-1 
Average k: 0.03132 min-1 
Err k: 3.10% 











H.4.2.6 60 mol % QC2, 60 mol % AcOH 
Table 228. Kinetic Data for 60 mol % QC2, 60 mol % AcOH, Substrate 










0 127.75 1 1 196.91 1.000 
15 127.75 17297 6965 115.78 0.579 
45 127.75 18826 4430 67.66 0.338 
120 127.75 14816 859 16.67 0.083 
255 127.75 19689 0 0.00 0.000 
420 127.75 17556 0 0.00 0.000 
600 127.75 17548 0 0.00 0.000 
 
Figure 251. Disappearance of substrate 37. 













Table 229. Kinetic Data for 60 mol % QC2, 60 mol % AcOH, Product 










0 127.75 1 127.75 0.00 0.000 
15 127.75 17297 127.75 27.96 0.140 
45 127.75 18826 127.75 83.00 0.415 
120 127.75 14816 127.75 150.77 0.754 
255 127.75 19689 127.75 178.42 0.892 
420 127.75 17556 127.75 176.84 0.884 
600 127.75 17548 127.75 183.79 0.919 
 
Figure 252. Appearance of product 38. 














H.4.2.7 60 mol % QC2, 180 mol % AcOH 
Table 230. Kinetic Data for 60 mol % QC2, 180 mol % AcOH, Substrate 










0 140.07 1 1 196.91 1.000 
15 140.07 25523 11074 136.79 0.684 
45 140.07 17070 4983 92.03 0.460 
120 140.07 18786 2370 39.77 0.199 
255 140.07 19742 641 10.24 0.051 
420 140.07 19828 0 0.00 0.000 
600 140.07 25044 0 0.00 0.000 
 
Figure 253. Disappearance of substrate 37. 













Table 231. Kinetic Data for 60 mol % QC2, 180 mol % AcOH, Product 










0 140.07 1 0 0.00 0.000 
15 140.07 25523 3225 32.04 0.160 
45 140.07 17070 5309 78.87 0.394 
120 140.07 18786 11054 149.22 0.746 
255 140.07 19742 14321 183.96 0.920 
420 140.07 19828 15076 192.82 0.964 
600 140.07 25044 19302 195.45 0.977 
 
Figure 254. Appearance of product 38. 














H.4.2.8 60 mol % QC2, 240 mol % AcOH 
Table 232. Kinetic Data for 60 mol % QC2, 240 mol % AcOH, Substrate 










0 157.58 1 1 196.91 1.000 
15 157.58 22242 8410 134.11 0.671 
45 157.58 14879 4072 97.06 0.485 
120 157.58 19370 2275 41.66 0.208 
255 157.58 24231 771 11.29 0.056 
420 157.58 17944 0 0.00 0.000 
600 157.58 25838 0 0.00 0.000 
 
Figure 255. Disappearance of substrate 37. 













Table 233. Kinetic Data for 60 mol % QC2, 240 mol % AcOH, Product 










0 157.58 1 0 0.00 0.000 
15 157.58 22242 2082 26.71 0.134 
45 157.58 14879 3844 73.71 0.369 
120 157.58 19370 9376 138.10 0.690 
255 157.58 24231 15104 177.84 0.889 
420 157.58 17944 12063 191.79 0.959 
600 157.58 25838 17565 193.95 0.970 
 
Figure 256. Appearance of product 38. 














H.4.2.9 60 mol % QC2, 300 mol % AcOH 
 
Table 234. Kinetic Data for 60 mol % QC2, 300 mol % AcOH, Substrate 










0 147.85 1 1 196.91 1.000 
15 147.85 21762 9992 152.79 0.764 
45 147.85 12056 4615 127.39 0.637 
120 147.85 23135 5950 85.59 0.428 
255 147.85 15735 2138 45.22 0.226 
420 147.85 23532 1321 18.68 0.093 
600 147.85 16540 659 13.26 0.066 
 
Figure 257. Disappearance of substrate 37. 












Table 235. Kinetic Data for 60 mol % QC2, 300 mol % AcOH, Product 










0 147.85 1 0 0.00 0.000 
15 147.85 21762 889 10.94 0.055 
45 147.85 12056 1634 36.28 0.181 
120 147.85 23135 7656 88.59 0.443 
255 147.85 15735 8306 141.30 0.707 
420 147.85 23532 15101 171.78 0.859 
600 147.85 16540 11314 183.11 0.916 
 
Figure 258. Appearance of product 38. 














H.4.2.10 60 mol % QC2, 360 mol % AcOH 
 
Table 236. Kinetic Data for 60 mol % QC2, 360 mol % AcOH, Substrate 










0 138.12 1 1 196.91 1.000 
15 138.12 13273 6959 163.00 0.815 
45 138.12 26324 10678 126.11 0.631 
120 138.12 12850 4379 105.94 0.530 
255 138.12 17488 3073 54.63 0.273 
420 138.12 13552 1070 24.55 0.123 
600 138.12 17016 985 18.00 0.090 
 
Figure 259. Disappearance of substrate 37. 












Table 237. Kinetic Data for 60 mol % QC2, 360 mol % AcOH, Product 










0 138.12 1 0 0.00 0.000 
15 138.12 13273 0 0.00 0.000 
45 138.12 26324 2771 26.32 0.132 
120 138.12 12850 3198 62.24 0.311 
255 138.12 17488 8217 117.50 0.588 
420 138.12 13552 8296 153.09 0.765 
600 138.12 17016 11414 167.75 0.839 
 
Figure 260. Appearance of product 38. 














H.4.3 Summary of Kinetic Data 
 










kb krelc log k %Err 
log kd 
1 20 60 0.200 0.600 0.00288 1.00 -2.54 -2.21% 
2 40 60 0.400 0.600 0.00961 3.34 -2.02 -2.22% 
3 60 60 0.600 0.600 0.01366 4.75 -1.86 -0.81% 
4 100 60 1.000 0.600 0.01386 4.82 -1.86 -0.75% 
5 120 60 1.200 0.600 0.01424 4.95 -1.85 -0.72% 
6 40 120 0.400 1.200 0.00522 1.81 -2.28 -2.95% 
7 60 180 0.600 1.800 0.00851 2.96 -2.07 -0.68% 
8 100 300 1.000 3.000 0.01342 4.67 -1.87 -2.15% 
9 120 360 1.200 3.600 0.01685 5.86 -1.77 -0.96% 
10 60 60 0.600 0.600 0.01366 4.75 -1.86 -0.81% 
11 60 120 0.600 1.200 0.01478 5.14 -1.83 -1.14% 
12 60 180 0.600 1.800 0.00851 2.96 -2.07 -0.68% 
13 60 240 0.600 2.400 0.00736 2.56 -2.13 -2.34% 
14e 60 300 0.600 3.000 0.00694 2.41 -2.16 n.d. 
15 60 360 0.600 3.600 0.00642 2.23 -2.19 -0.57% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 
dividing kn by k in entry 1.d






















kb krelc log k %Err 
log kd 
1 20 60 0.200 0.600 0.00332 1 -2.48 -1.96% 
2 40 60 0.400 0.600 0.01505 4.53 -1.82 -3.83% 
3 60 60 0.600 0.600 0.03228 9.71 -1.49 -2.91 
4 100 60 1.000 0.600 0.05807 17.47 -1.24 -2.40% 
5 120 60 1.200 0.600 0.06811 20.50 -1.17 -1.35% 
6 40 120 0.400 1.200 0.00746 2.24 -2.13 -2.77% 
7 60 180 0.600 1.800 0.01356 4.08 -1.87 -1.15% 
8 100 300 1.000 3.000 0.03447 10.37 -1.46 -4.45% 
9 120 360 1.200 3.600 0.04802 14.45 -1.32 -2.84% 
10 60 60 0.600 0.600 0.03228 9.71 -1.49 -2.91% 
11 60 120 0.600 1.200 0.04749 14.29 -1.32 -1.87% 
12 60 180 0.600 1.800 0.01356 4.08 -1.87 -1.15% 
13 60 240 0.600 2.400 0.01591 4.79 -1.80 -2.62% 
14e 60 300 0.600 3.000 0.01172 3.53 -1.93 n.d. 
15 60 360 0.600 3.600 0.01524 4.58 -1.82 -3.62% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 




















krelc log k PDT e.r.d %Err  
log ke 
1f 60 60 0.01371 2.42 -1.86 58:42 n.d. 
2f 60 120 0.01549 2.73 -1.81 59:41 n.d. 
3f 60 180 0.01182 2.08 -1.93 58:42 n.d. 
4f 60 240 0.01038 1.83 -1.98 58:42 n.d. 
5f 60 300 0.00502 0.88 -2.30 55:45 n.d. 
6f 60 360 0.00339 0.60 -2.47 55:45 n.d. 
7 20 40 0.00567 1 -2.25 59:41 -0.80% 
8 40 80 0.01100 1.94 -1.96 59:41 -0.56% 
9 60 120 0.01549 2.73 -1.81 59:41 -0.37% 
10 100 200 0.02644 4.66 -1.58 59:41 -0.45% 
11 120 240 0.03132 5.52 -1.50 59:41 -0.90% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 
dividing kn by k in entry 7. dDetermined by chiral GC analysis of crude reaction mixture. eError calculated as 
stddev(log(k))/log(k)avg and reported as percentage.  fSingle run entry. 








krelc log k %Err 
log kd 
1e 60 60 0.02595 4.45 -1.59 n.d. 
2e 60 120 0.02516 4.31 -1.60 n.d. 
3e 60 180 0.01554 2.66 -1.81 n.d. 
4e 60 240 0.01447 2.48 -1.84 n.d. 
5e 60 300 0.00608 1.04 -2.22 n.d. 
6e 60 360 0.00589 1.01 -2.23 n.d. 
7 20 40 0.00583 1 -2.23 -1.42% 
8 40 80 0.01527 2.62 -1.82 -0.73% 
9 60 120 0.02516 4.31 -1.60 -0.70% 
10 100 200 0.04944 8.47 -1.31 -1.34% 
11 120 240 0.06464 11.08 -1.19 -0.40% 
aAll reactions performed on a 0.2 mmol scale bAverage of at least three runs except where indicated. cCalculated by 




Appendix I: Experimental Information for Appendix C 
I.1 General Experimental 
Reactions were conducted using glassware that had been flame-dried under vacuum or 
oven-dried (140 ºC) for at least 4 hr.  All reactions were conducted under an atmosphere of dry 
nitrogen or argon using a drying tube equipped with phosphorous pentoxide and calcium sulfate.  
Solvents used for extraction were reagent grade, and chromatography solvents were technical 
grade.  Column chromatography was performed using Ultrapure Silica gel from Silicycle (40-69 
μm) with a column mixed as a slurry with the lowest polarity eluent, packed and rinsed at 6psi and 
run at 3-4psi.  Reaction solvents tetrahydrofuran (Fischer, HPLC grade), diethylether (Fischer, 
BHT stabilized ACS grade) and methylene chloride (Fischer, unstabilized HPLC grade) were dried 
by percolation through two columns packed with neutral alumina under positive pressure of argon.  
Reaction solvents hexane (Fischer, OPTIMA grade) and toluene (Fischer, ACS grade) were dried 
by percolation through a column packed with neutral alumina and a column packed with Q5 
reactant, a supported copper catalyst for scavenging oxygen, under a positive pressure of argon. 
Instrumentation 
1H and 13C NMR spectra were recorded on a Varian 400 or 500 MHz (126 MHz, 13C) 
spectrometers.  Spectra are referenced to residual chloroform (d = 7.26 ppm, 1H; 77.0 ppm, 13C) 
residual benzene (d = 7.15 ppm, 1H; 128.62 ppm, 13C), or residual methanol (d=3.31 ppm. 1H; 49.0 
ppm, 13C).  Chemical shifts are reported in ppm, multiplicities are indicated by s (singlet), d 
(doublet), t (triplet), q (quartet), p (pentet), h (hextet), m (multiplet) and br (broad).  Coupling 
constants, J, are reported in Hertz, and integration is provided and assignments are indicated.  Mass 
Spectrometry (MS) was performed by the University of Illinois Mass Specrometer Center.  
Electron Impact (EI) spectra were performed at 70 eV using methane as the carrier gas on a 
Finnagin-MAT C5 spectrometer.  Data are reported in the form of m/z (intensity relative to the 
base peak = 100).  Infrared spectra (IR) spectra were recorded on a Perkin-Elmer FT-IR system 
and peaks are reported in cm-1 with indicated relative intensities: s (strong, 0-33% T); m (medium, 
34-66% T), w (weak, 67-100% T). ReactIR experiments performed on a Mettler Toledo ReactIR 
4000.  
Retention factors, Rf, are reported for analytical thin layer chromatography performed on 
Merk silica gel plates treated with F-254 indicator.  Visualizations were accomplished by UV light, 
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aqueous KMnO4, Cerric ammonium molybdate (CAM) solution, iodine powder, or a 5% 
methanolic solution in H2SO4. Column chromatography was conducted using 230-400 mesh silica 
gel purchased from EM Science using the eluent and pressure given. Distillations were performed 
using a short-path, 3 cm, Vigreux column under reduced pressure. Analytical gas chromatography 
(GC) was performed using an HP 5890 Series II GC equipped with a FID.  Conversion data and 
enantiomeric ratios were obtained using the following GC Method: 5 µL sample injections were 
made onto a Cyclosil-B column. Temperature gradient started at 110 ºC, held for 11 minutes, and 
then raised 20 ºC/min to a final temperature of 200 ºC, held for 0.5 min. Retention times were 9. 
9.785 min and 10.417 min for the product enantiomers. The integrals of both product peaks were 
added together for conversion data. 
Purchased chemicals were used as received unless otherwise noted. (R)-BINOL was 
purchased from Oakwood chemicals (reagent grade). HFIP was purchased from Oakwood 
Chemicals (reagent grade, 98%). Phenol was purchased from Aldrich (ACS grade, 96%). 
Cyclohexanone was purchased from Fischer (ACS grade, 99%). Hydrazine-hydrate was purchased 
from Aldrich (reagent grade, 97%). tert-Butyllithim solution was purchased from Aldrich and used 
as received. Tetrabutylammonium chloride was purchased from Aldrich and used directly. 1-
octanethiol was purchased from Acros (97%). The internal standard, biphenyl, was purchased from 
Sigma-Aldrich and recrystallized from petroleum ether (40-60 ºC) prior to use. All solvents used 
(unless otherwise noted) were purchased from Fischer and degassed with Argon and filtered 
through a column of alumina prior to use. 
Literature Preparations 
Dienone substrate 40 was synthesized from cyclohexanone as described previously in these 
laboratories.141 BINOL-phosphoric acid derivatives 42, 43, 44, and 147_iv were prepared 
according to literature preparations.64 Details of additional BINOL-phosphoramide synthesis are 
explained in Appendix E. Racemic cyclopentenone 41 was synthesized from dienone substrate 40 
as described previously in these laboratories for use as a racemic standard and to get response 






I.2 Reaction Optimization 
I.2.1 General Procedure A: Optimization Reactions 
 
 In a flame-dried one-dram glass vial equipped with a plastic cap, Teflon septum, and 0.5 
cm x 0.25 cm football shaped Teflon stir bar was added Phosphoric-acid derivative catalyst (X.x 
mg, X.x mmol, X.x mol %), X.x mL solvent (X.x M), and additive (X.x mg, X.x mmol, X.x equiv). 
To this was added cyclohexene substrate 40 (20 mg, 0.1 mmol, 1 equivalent). The reaction was 
stirred at room temperature for the appointed amount of time. At this point, either a 1H NMR 
aliquot or GC aliquot was taken for analysis of conversion or enantiomeric ratio of the products. 
If conversion data was desired, 0.75 equivalents of recrystallized biphenyl was added to the 
reaction mixture as an internal standard. 
1H NMR Aliquot Procedure 
 A 20 µL sample of the reaction mixture was taken using a 50-µL gas-tight glass syringe 
and added to an over-dried 5 mm NMR tube containing 0.5 mL CDCl3. The presence of starting 
material and products were observed in accordance with previous reported spectroscopic data. 
GC Aliquot Procedure 
 A 5-7 µL sample was removed from the reaction mixture using a 25-µL gas-tight glass 
syringe and injected into approximately 1-mL of diethyl ether in a 1-dram glass vial. The mixture 
was then pushed through a 0.5 cm x 1.0 cm pad of silica prior to analysis on the GC.  
I.2.2 BINOL-Phosphoric Acid Derivative Screen [JJH-EXP-17-A-35] 
 Following General Procedure A, these reactions were performed on a 0.1 mmol scale with 
10 mol % of each catalyst being tested. There was no additive in these reactions, and they were 
performed at room temperature in 0.1 M DCM for 5 d. Only catalyst 147_iv (BINOL-
Phosphoramide type) gave any conversion. 
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Table 242. Screening Data for a Variety of BINOL-Phosphoric Acid Derivatives 
 
Entry Catalyst Time (d) Yieldb 
1 42 5 0% 
2 43 5 0% 
3 44 5 0% 
4 147_iv 5 6% 
aAll reactions performed on a 0.1 mmol scale, with 10 mol% catalyst. bYield determined by 1H NMR ratios of 
substrate and product. 
I.2.3 First Additive Screen [JJH-EXP-17-A-36] 
 Following General Procedure A, four separate additives were tested, as shown in Table 
243. Two equivalents of each additive were used. Each reaction was performed on a 0.1 mmol 
scale, with the catalyst loading indicated in the table. Phenol (Table 243, entry 3) appeared to give 
similar yield in 42 h as HFIP, but due to overlapping NMR signals an accurate ratio was impossible 
to obtain. Subsequent studies focused on using GC for yield data.  
 
Table 243. Additive Screen Data for Nazarov Cyclization 
 
Entry Catalyst (mol%) Additive Time (h) Yieldb 
1 20 isopropyl alcohol 42 0% 
2 20 HFIP 42 40% 
3 20 phenol 42 n.d.c 
4 0 HFIP 42 0% 
aAll reactions performed on a 0.1 mmol scale, with 10 mol% catalyst. bYield determined by 1H NMR ratios of substrate 
and product. cAccurate ratio of starting material to product could not be determined due to overlapping signals in 1H 





I.2.4 First Solvent and Concentration Screen [JJH-EXP-17-A-40] 
 Following General Procedure A, the effect of concentration of solvent for DCM and 
toluene was screened. The reactions were performed on a 0.1 mmol scale with 20 mol % of 
BINOL-phosphoramide H_iv, and 0.75 equiv of biphenyl as an internal standard. DCM gives 
slightly better yield then toluene in the same time.  
 
Table 244. Concentration Dependence of Conversion with 2 Equivalents HFIPa 
 
Entry Solvent Concentration 
(M) 
% Yieldb @ 
22 h 
% Yieldb @ 
50 h 
% Yieldb 
@ 74 h 
1 DCM 0.1 M 37% 59% 76% 
2 DCM 0.2 M 47% 70% 82% 
3 DCM 0.5 M 58% 81% 91% 
4 Toluene 0.2 M 24% 45% 55% 
5 Toluene 0.5 M 38% 61% 70% 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bYield determined by GC with an internal 
standard. 
I.2.5 HFIP Equivalent Screen [JJH-EXP-17-B-52] 
 Following General Procedure A, the effect of increasing the HFIP stoichiometry was 
tested. The reaction was monitored at several points by GC, for both yield and enantioselectivity. 
The best conditions observed thus far are using 5 equivalents of HFIP in 0.5 M DCM with 20 mol 
% catalyst loading. These conditions constitute the conditions used in Method A (see section I.3.1). 
Table 245. Summary of HFIP Stoichiometry Screena 
 
Entry Solvent HFIP equiv PDT Yieldb PDT e.r.c 
1 DCM 2.0 68% 57:43 
2 DCM 3.0 82% 57:43 
3 DCM 5.0 97% 57:43 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 


























0 81.25 1 1 0 0 104.33 0.00 100% 0% 57:43 
90 81.25 60751 46216 7177 5450 66.74 30.78 64% 30% 57:43 
210 81.25 78183 45360 13633 10182 50.90 45.11 49% 43% 57:43 
360 81.25 82524 34935 17712 13441 37.14 55.90 36% 54% 57:43 
540 81.25 84560 27425 20435 15483 28.45 62.90 27% 60% 57:43 
1440 81.25 87361 8633 23794 18319 8.67 71.39 8% 68% 57:43 
 






















0 82.16 1 1 0 0 115.17 0 100% 0% 57:43 
90 82.16 65748 54540 9913 7534 73.59 39.74 64% 35% 57:43 
210 82.16 71138 44124 15290 11644 55.02 56.69 48% 49% 57:43 
360 82.16 64847 28853 17480 13293 39.47 71.06 34% 62% 57:43 
540 82.16 60684 19919 18781 14165 29.12 81.30 25% 71% 57:43 
1440 82.16 80578 5826 28731 21960 6.41 94.20 6% 82% 57:43 
 






















0 101.74 1 1 0 0 99.19 0 100% 0% 57:43 
90 101.74 70230 37335 9159 6899 58.40 42.40 59% 43% 57:43 
210 101.74 77865 29638 14287 10840 41.81 59.84 42% 60% 57:43 
540 101.74 80408 11956 20849 15814 16.33 84.55 16% 85% 57:43 
1440 101.74 93003 820 27440 20955 0.97 96.49 1% 97% 57:43 
 
I.2.6 Additional Additive Screens with Catalyst 1_iv [JJH-EXP-17-B-60] 
 Following General Procedure A, a second additive screen was performed with 1_iv as the 
catalyst. A series of additives with various nucleophiles was tested either in lieu of HFIP or 




Table 249. Secondary Additive Screen Resultsa 
 
Entry Additive Equiv 
Additive 





1 HFIP 5 48 92% 7% 54:46 
2 CF3CH2OH 5 48 54% 20% 55:45 
3 HFIP,TBACl 5, 0.5 48 47% 23% 53:47 
4 HFIP,TBACl 5,2 48 0% 73% n.d. 
5 1-octanthiol 2 48 0% 0% n.d. 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 
cDetermined by chiral GC analysis.  
 






















0 94.81 0 0 1 1 101.40 0 100% 0% n.d. 
3 94.81 6709 5696 62716 40943 66.83 34.18 66% 34% 54:46 
6 94.81 14650 12642 98629 50496 52.41 47.81 52% 47% 54:46 
48 94.81 22596 19532 77685 5119 6.75 93.70 7% 92% 54:46 
 






















0 76.26 0 0 1 1 97.03 0 100% 0% n.d. 
3 76.26 4115 3381 68158 68530 82.79 15.29 85% 16%  
6 76.26 6329 5323 63722 54691 70.67 25.41 73% 26%  





























0 76.39 0 0 1 1 97.32 0 100% 0% n.d. 
3 76.39 4966 4497 53744 40482 62.13 24.51 64% 25% 52:48 
6 76.39 6246 5487 51958 32705 51.92 31.44 53% 32% 53:47 
48 76.39 10493 9183 59458 16494 22.88 46.07 24% 47% 53:47 
 






















0 102.07 0 0 1 1 99.05 0 100 0 n.d. 
3 102.07 0 0 47021 32874 77.05 0.00 78 0 n.d. 
6 102.07 0 0 66658 50847 84.06 0.00 85 0 n.d. 
48 102.07 0 0 79764 52147 72.05 0.00 73 0 n.d. 
 






















0 78.46 0 0 1 1 97.85 0 100 0 n.d. 
3 78.46 0 0 52508 107.5 0.17 0.00 0 0 n.d. 
48 78.46 0 0 62628 0 0.00 0.00 0 0 n.d. 
 
1.2.7 Solvent Screen with Catalyst 1_iv [JJH-EXP-17-B-67, 68] 
 Following General Procedure A, the effect of solvent on product enantioselectivity was 
screened using catalyst 1_iv. HFIP stoichiometry was kept constant for each reaction. The 
reactions were checked at 24 and 48 h. Entry 1 is reproduced from Table 250. 1,2-DCE (0.5 M) 






Table 255. Summary of Solvent Screen Data for Catalyst 1_iva 
 
Entry Solvent Additive Equiv 
Additive 





1 DCM HFIP 5 48 92% 7% 54:46 
2 Toluene HFIP 5 48 79% 18% 51:49 
3 Ether HFIP 5 48 0% 100% n.d. 
4 Hexanes HFIP 5 48 88% 8% 53:47 
5 CHCl3 HFIP 5 48 81% 18% 53:47 
6 1,2-DCE HFIP 5 24 95% 3% 54:46 
7 1,2-DCE HFIP 5 48 95% <1% 54:46 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 
cDetermined by chiral GC analysis.  
 






















0 73.34 0 0 1 1 95.79 0 100% 0% n.d. 
2 73.34 2364 2128 48639 52176 84.95 12.34 89% 13% 53:47 
20 73.34 10312 9694 48827 25573 41.47 54.77 43% 57% 52:48 
48 73.34 15904 15388 55360 12093 17.30 75.55 18% 79% 51:49 
 






















0 78.33 0 0 1 1 99.48 0 100% 0% n.d. 
2 78.33 0 0 54429 64579 100.35 0.00 100% 0% n.d. 
20 78.33 0 0 56862 64262 95.59 0.00 96% 0% n.d. 




























0 104.99 0 0 1 1 101.88 0 100% 0% n.d. 
2 104.99 4070 3725 71708 52677 83.27 20.80 82% 20% 52:48 
20 104.99 13091 11614 65394 17109 29.66 72.29 29% 71% 53:47 
48 104.99 16955 15116 68415 4931 8.17 89.70 8% 88% 53:47 
 






















0 89.55 0 0 1 1 99.29 0 100% 0% n.d. 
24 89.55 14951 12922 69747 26211 36.34 65.22 37% 66% 54:46 
48 89.55 17373 15142 65763 12208 17.95 80.70 18% 81% 53:47 
 






















0 87.67 0 0 1 1 100.87 0 100% 0% n.d. 
24 87.67 22292 19038 69220 5478 7.49 95.40 7% 95% 54:46 
48 87.67 20318 17302 63543 504 0.75 94.60 1% 94% 54:46 
 
 
Figure 261. Visualization of solvent effect on yield over time for the β-silyl Nazarov reaction. 
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I.3 Enantioselectivity Screening 
I.3.1 Enantioselectivity Screen Using Method A 
1.3.1.1 Method A General Procedure 
 
 In an oven-dried 1-dram glass vial equipped with a plastic cap, Teflon septum, and 0.5 cm 
x 0.25 cm football shaped Teflon stir bar was added the BINOL-Phosphoric acid derivative catalyst 
(X.x mg, 0.02 mmol, 20 mol %), biphenyl (10 mg, 0.75 mmol, 0.75 equiv), and 0.2 mL of DCM 
(0.5 M in substrate). After stirring to dissolve the solids (approximately 5 minutes), dienone 40 
(20 mg, 0.1 mmol, 1 equiv) was added quickly in one portion, and the reaction was stirred 
vigorously in an aluminium reaction block at RT. Aliquots were taken directly from the reaction 





















I.3.1.2 Tabulated Yield and E.R Results for Enantioselectivity Screen Using Method A 
 
Table 261. Summary of Yield and Enantioselectivity Data for Method A E.R. Screena 
 
Entry Catalyst time 
(h) 
GC PDT yieldb 
(%) 
GC SMb  
(%) 
PDT e.r.c,d 
1 5_x 92  0.00 100 n.d. 
2 100_v 92 83.1 14.5 50:50 
3 245_x 92 0.00 100 n.d. 
4 223_iv 92 2.01 97.8 53:47 
5 229_x 92 0.00 100 n.d. 
6 76_ix 92 0.00 98.3 n.d. 
7 328_x 92 0 100 n.d. 
8 115_iv 92 72.4 26.0 52:48 
9 185_v 92 0.00 100 n.d. 
10 182_iv 92 0.00 100 n.d. 
11 365_ix 92 0.00 100 n.d. 
12 147_iv 92 13.1 85.1 49:51 
13 1_iv 24 97% 1% 57:43 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 

























0 117.11 1 1 0 0 104.52 0.00 100 0 n.d 
180 117.11 59981 48454 0 0 102.15 0.00 98 0 n.d. 
1550 117.11 25208 20899 0 0 104.83 0.00 100 0 n.d. 
 





















0 79.63 1 1 0 0 96.07 0.00 100 0 n.d. 
180 79.63 59712 56092 3347 3400 80.77 16.40 84 17 50:50 
1550 79.63 61102 9916 16675 16930 13.95 79.82 15 83 50:50 
 





















0 71.79 1 1 0 0 102.48 0.00 100 0 n.d. 
180 71.79 55757 73832 0 0 102.63 0.00 100 0 n.d. 
1550 71.79 59218 77192 0 0 101.03 0.00 100 0 n.d. 
 





















0 77.17 1 1 0 0 101.16 0.00 100 0 n.d. 
180 77.17 58264 71605 0 0 102.40 0.00 101 0 n.d. 
1550 77.17 66698 79218 514 448 98.96 2.03 98 2 53:47 
 





















0 86.38 1 1 0 0 105.10 0.00 100 0 n.d. 
180 86.38 72065 80656 0 0 104.38 0.00 99 0 n.d. 

























0 86.44 1 1 0 0 127.65 0.00 100 0 n.d. 
180 86.44 59324 80906 0 0 127.28 0.00 100 0 n.d. 
1550 86.44 70219 94397 0 0 125.47 0.00 98 0 n.d. 
 





















0 81.71 1 1 0 0 102.41 0.00 100 0 n.d. 
180 81.71 66324 78850 0 0 104.88 0.00 102 0 n.d. 
1550 81.71 66233 77676 0 0 103.46 0.00 101 0 n.d. 
 





















0 101.61 1 1 0 0 97.61 0 100 0 n.d. 
180 101.61 86387 75901 2091 1892 96.40 8.54 99 9 52:48 
1550 101.61 101451 23511 20091 18620 25.43 70.67 26 72 52:48 
 





















0 68.02 1 1 0 0 108.32 0.00 100 0 n.d. 
180 68.02 61964 90417 0 0 107.17 0.00 100 0 n.d. 
1550 68.02 48120 71136 0 0 108.58 0.00 100 0 n.d. 
 





















0 72.69 1 1 0 0 108.86 0.00 100 0 n.d. 
180 72.69 68498 94264 0 0 108.01 0.00 100 0 n.d. 

























0 91.24 1 1 0 0 104.29 0.00 100 0 n.d. 
180 91.24 86188 91240 0 0 104.09 0.00 100 0 n.d. 
1550 91.24 72531 76638 0 0 104.29 0.00 100 0 n.d. 
 





















0 87.48 1 1 0 0 104.26 0.00 100 0 n.d. 
180 87.48 80724 88793 0 0 103.89 0.00 100 0 n.d. 
1550 87.48 74765 68207 3050 3169 86.17 13.26 85 13 49:51 
 
I.3.2 Enantioselectivity Screen Using Method B [JJH-EXP-17-B-75] 
 With a new solvent chosen for the reaction through additional screening, a second 
enantioselectivity screen with this new method (Method B) was performed. Fifteen BINOL-
phosphoramide catalysts were screened. The results of the screening are listed in Table 274.  
Method B General Procedure 
In an oven-dried 1-dram glass vial equipped with a plastic cap, Teflon septum, and 0.5 cm 
x 0.25 cm football shaped Teflon stir bar was added the BINOL-Phosphoric acid derivative catalyst 
(X.x mg, 0.02 mmol, 20 mol %), biphenyl (10 mg, 0.75 mmol, 0.75 equiv), and 0.2 mL of 1,2-
dichloroethane (0.5 M in substrate). After stirring to dissolve the solids (approximately 5 minutes), 
dienone XX (20 mg, 0.1 mmol, 1 equiv) was added quickly in one portion, and the reaction was 
stirred vigorously in an aluminium reaction block at RT. Aliquots were taken directly from the 









I.3.2.1 Tabulated Yield and E.R. Results for Enantioselectivity Screen Using Method B  
Table 274. Summary of E.R and Yield Results Using Method B [JJH-EXP-17-B-75] 
 
 
Entry Catalyst time (h) GC PDT yieldb (%) GC SMb (%) PDT e.r.c,d 
1 5_x 48 0% 100% n.d. 
2 245_x 48 10% 83% 50:50 
3 223_iv 48 88% 4% 53:47 
4 328_x 48 0% 77% n.d. 
5 115_iv 24 85% 0% 50:50 
6 182_iv 24 93% 3% 52:48 
7 365_ix 48 79% 3% 50:50 
8 205_ix 24 83% 0% 50:50 
9 29_iv 24 94% 5% 53:47 
10 229_iv 48 77% 20% 51:49 
11 242_v 24 93% 5% 50:50 
12 210_ix 24 80% 0% 50:50 
13 181_v 48 0% 100% n.d. 
14 147_iv 48 62% 23% 50:50 
15 1_iv 24 95% 2% 54:46 
aAll reactions performed on a 0.1 mmol scale, with 20 mol% catalyst. bDetermined by GC with an internal standard. 
cDetermined by chiral GC analysis. dSingle runs. 
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0 78.79 0 0 1 1 106.26 0 100% 0% n.d. 
24 78.79 0 0 68584 85899 106.55 0.00 100% 0% n.d. 
48 78.79 0 0 70364 86874 105.03 0.00 100% 0% n.d. 
 






















0 77.23 0 0 1 1 101.07 0 100% 0 n.d. 
24 77.23 0 0 57055 68465 100.06 0.00 100 0 n.d. 
48 77.23 2615 2608 72669 77089 88.46 10.12 99 10 50:50 
 






















0 76.52 0 0 1 1 102.46 0 100 0% n.d. 
24 76.52 19578 17192 60277 9612 13.17 85.07 13 83 53:47 
48 76.52 26643 23278 77062 3551 3.81 90.34 4 88 53:47 
 






















0 73.28 0 0 1 1 103.08 0.00 100 0 n.d. 
24 73.28 0 0 54131 71071 103.88 0.00 101 0 n.d. 
48 73.28 0 0 61117 61115 79.12 0.00 77 0 n.d. 
 






















0 101.74 0 0 1 1 103.94 0 100% 0% n.d. 


























0 79.24 0 0 1 1 102.07 0 100 0 n.d. 
24 79.24 23056 21170 67549 2130 2.70 94.56 3 93 52:48 
 






















0 70.68 0 0 1 1 103.27 0 100 0 n.d. 
24 70.68 20128 19683 62881 11225 13.62 81.56 13 79 51:49 
48 70.68 21051 20901 68124 2896 3.24 79.33 3 77 50:50 
 






















0 79.63 0 0 1 1 103.27 0 100% 0% n.d. 
24 79.63 18596 18809 63266 0 0.00 85.81 0 83 50:50 
 






















0 75.74 0 0 1 1 104.18 0 100% 0% n.d. 
24 75.74 22513 19641 62197 4544 5.97 93.56 6 90 53:47 
48 75.74 23846 21147 70824 472 0.55 87.69 1 84 53:47 
 






















0 75.16 0 0 1 1 103.22 0 100% 0% n.d. 
24 75.16 14161 13366 61013 30681 40.81 61.80 40 60 51:49 


























0 125.87 0 0 1 1 100.87 0 100% 0% n.d. 
24 125.87 19894 19540 94835 3413 4.89 95.39 5 93 50:50 
 






















0 97.33 0 0 1 1 100.87 0 100% 0% n.d. 
24 97.33 19792 19852 88260 0 0.00 79.68 0 77 50:50 
 






















0 102.59 0 0 1 1 102.17 0 100 0% n.d. 
24 102.59 0 0 89884 81966 101.01 0.00 99 0 n.d. 
48 102.59 0 0 82286 75395 101.49 0.00 99 0 n.d. 
 






















0 80.47 0 0 1 1 103.46 0 100% 0% n.d. 
24 80.47 11021 10906 63055 32309 44.52 51.00 43 49 50:50 
48 80.47 17211 16915 78474 21352 23.64 63.78 23 62 50:50 
 
 
 
 
 
