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A VARIATION FORMULA FOR THE DETERMINANT LINE
BUNDLE. COMPACT SUBSPACES OF MODULI SPACES OF
STABLE BUNDLES OVER CLASS VII SURFACES
ANDREI TELEMAN
Abstract. This article deals with two topics: the first, which has a gen-
eral character, is a variation formula for the the determinant line bundle in
non-Ka¨hlerian geometry. This formula, which is a consequence of the non-
Ka¨hlerian version of the Grothendieck-Riemann Roch theorem proved recently
by Bismut [Bi], gives the variation of the determinant line bundle correspond-
ing to a perturbation of a Fourier-Mukai kernel E on a product B × X by a
unitary flat line bundle on the fiber X. When this fiber is a complex surface
and E is a holomorphic 2-bundle, the result can be interpreted as a Donaldson
invariant.
The second topic concerns a geometric application of our variation formula,
namely we will study compact complex subspaces of the moduli spaces of stable
bundles considered in our program for proving existence of curves on minimal
class VII surfaces [Te4]. Such a moduli space comes with a distinguished point
a = [A] corresponding to the canonical extension A of X [Te3], [Te4]. The
compact subspaces Y ⊂ Mst containing this distinguished point play an im-
portant role in our program. We will prove a non-existence result: there exists
no compact complex subspace of positive dimension Y ⊂ Mst containing a
with an open neighborhood a ∈ Ya ⊂ Y such that Ya \ {a} consists only of
non-filtrable bundles. In other words, within any compact complex subspace
of positive dimension Y ⊂ Mst containing a, the point a can be approached
by filtrable bundles. Specializing to the case b2 = 2 we obtain a new way to
complete the proof of the main result of [Te4]: any minimal class VII surface
with b2 = 2 has a cycle of curves. Applications to class VII surfaces with
higher b2 will be be discussed in a forthcoming article.
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1. Introduction
Let B, X be compact complex manifolds, p : B ×X → B, q : B ×X → X the
two projections and E ∈ Coh(B ×X). The Fourier-Mukai transform of kernel E is
the functor φE : Coh(X) → Gr(Coh(B)) from the category of coherent sheaves on
X to the category of graded coherent sheaves on B defined by
φE (F) := R
•p∗(E ⊗ q
∗(F)) . (FM)
In projective algebraic geometry φE can be lifted to a functor
ΦE : D
b(X)→ Db(B)
between the bounded derived categories of coherent sheaves on the two manifolds,
and has sense for a kernel E ∈ Db(B×X). Such functors are extensively used in the
literature in order to compare the derived categories associated with two projective
varieties.
The non-Ka¨hlerian version of the Grothendieck-Riemann Roch theorem [Bi] com-
putes the Chern character ch(φE (F)) in terms of the Chern classes of the kernel
E and of the variable sheaf F in the Bott-Chern cohomology of B assuming that
E , F and the direct images Rip∗(E ⊗ q∗(F)) are locally free. Conjecturally these
assumptions are not necessary.
We denote by L(X), L(B) the categories of holomorphic line bundles (with
isomorphisms as morphisms) on X and B respectively. We will use the simpler
functor δE : L(X)→ L(B) given by
δE(F) := det(R
•p∗(E ⊗ q
∗(F))) = λE⊗q∗(F)
obtained by composing φE with the determinant functor λ [Bi]. The Chern class
of δE(F) in Bott-Chern cohomology can be computed using Bismut results (see
Theorem 11.8.1 [Bi]) in full generality, without any assumption on the two manifolds
X , B or the direct images Rip∗(E ⊗ q∗(L)).
The functor δE can be regarded as a method for constructing holomorphic line
bundles on an unknown manifold B using a fixed kernel E ∈ Coh(B × X) and
variable line bundles L on the known manifold X . Passing to isomorphism classes
one obtains a holomorphic map
[δE ] : Pic(X)→ Pic(B) , [L] 7→ [λE⊗q∗(L)] ∈ Pic(B) .
between Abelian complex groups. The holomorphy of [δE ] is a consequence of the
base change theorem for the determinant line bundle in complex geometry (see
Proposition 2.4 [Gri]).
The starting point of our first topic is the natural questions: What can be
said about this holomorphic map? The question is particularly interesting in the
non-Ka¨hlerian framework because the connected component Pic0(X) of the origin
in Pic(X) is not necessary compact, so a priori [δE ](Pic
0(X)) might be a very
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complicated non-closed subset of Pic(B). Although very natural, the problem is
difficult, because even the simple operation of perturbing the kernel E with an n-th
root of [OX ] ∈ Pic
0(X) can change dramatically the direct images Rip∗(E).
We will prove a variation formula, which computes the differential of the re-
striction of [δE ] to the subgroup of unitary flat line bundles. In other words our
variation formula computes the infinitesimal variation of [LE ] ∈ Pic(B) when the
kernel E is perturbed by a unitary flat line bundle on the fiber X . We will see
that in the particular case when X is a complex surface and E is a holomorphic 2
bundle satisfying a technical condition, the result can be interpreted as a Donald-
son invariant. We acknowledge that a similar variation formula has recently been
proved by Grivaux [Gri]. Grivaux’s formula is an identity in Deligne cohomology,
which gives the differential of [δE ] on whole Pic(X) as the fibre integration of a
Deligne cohomology class on B ×X . Fibre integration in Deligne cohomology is a
difficult operation. Our variation formula is slightly weaker, but it makes use only
of classical fibre integration of forms, which allowed us to express the result as a
Donaldson invariant.
The second part of the article gives an application of our variation formula,
application which concerns the geometry of the moduli spaces intervening in our
program for proving existence of curves on class VII surfaces. Let X be a minimal
class VII surface with b2(X) > 0, E a differentiable rank 2-bundle on X with
c2(E) = 0 and det(E) = KX (the underlying differentiable line bundle of the
canonical line bundle KX), and g a Gauduchon metric on X . We denote by Mst
the moduli space of stable structures on X inducing the holomorphic structure
KX on det(E) modulo the complex gauge group Γ(X, SL(E)). By definition the
canonical extension of X is the essentially unique non-trivial extension of the form
0→ KX
i0−−→ A
p0−−→ OX → 0 . (1)
Excepting for very special Kato surfaces, the canonical extension A is stable for
suitable Gauduchon metrics [Te3], [Te4]. Therefore, choosing such a Gauduchon
metric we obtain a distinguished point a = [A] ∈ Mst. We shall prove that there
exists no compact complex subspace of positive dimension Y ⊂ Mst containing
a with an open neighborhood a ∈ Ya ⊂ Y such that Ya \ {a} consists only of
non-filtrable bundles. In other words, within any compact complex subspace of
positive dimension Y ⊂Mst containing a, the point a can be approached by filtrable
bundles. This result can be regarded as a version – valid for minimal class VII
surfaces with arbitrary b2 > 0 – of Corollary 5.3 of [Te2] proved for minimal class
VII surfaces with b2 = 1. The proof uses our variation formula, a Leray spectral
sequence argument and the results in [Te6] on the torsion of the first direct image
of a locally free sheaf.
At the end of the paper we explain how this non-existence theorem can be used
to give a new proof of a difficult result used in [Te4] for proving the existence of
a cycle on class VII surfaces with b2 = 2. Applications to class VII surfaces with
higher b2 will be be discussed in a forthcoming article.
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2. A variation formula for the determinant line bundle in
non-Ka¨hlerian geometry
2.1. Unitary flat line bundles and the degree map in non-Ka¨hler geom-
etry. Let X be a compact complex manifold. Via the de Rham and Dolbeault
isomorphisms the canonical R-linear map h : H1(X, iR)→ H1(OX) is given by
h([α]) = [α0,1] ∀α ∈ Z1(X, iR) . (2)
This map is injective (see Lemma 2.3 [Te3]). This implies that the canonical map
2πiH1(X,Z) → H1(OX) (which obviously factorizes through h) is also injective
and has closed image, hence the Abelian group Pic0(X) ≃ H1(OX)/2πiH1(X,Z)
of isomorphism classes of topologically trivial holomorphic line bundles on X has
a natural complex Lie group structure induced from H1(OX). In the general non-
Ka¨hlerian framework this Abelian complex Lie group is not necessarily compact.
Recall that we have a canonical short exact sequence
0→ Pic0(X) →֒ Pic(X)
c1−−→ NS(X)→ 0 (3)
where the Neron-Severi group NS(X) of X is defined by
NS(X) := ker(H2(X,Z)→ H0,2(X,C)) .
A 2-cohomology class belongs to NS(X) if and only if its image in H2DR(X,C) has
a representative of type (1,1). The exact sequence (3) shows that Pic0(X) is the
connected component of [OX ] in Pic(X). This connected complex Lie group fits in
the following diagram with exact rows and exact columns
❄ ❄
0 0
0 ✲ Pic0uf(X)
✲ Pic0(X)
cBC1
✲ H1,1BC(X,R)
0 ✲ 0
❄ ❄
0 ✲ Picuf(X) ✲ Pic
T(X)
cBC1
✲ H1,1BC(X,R)
0 ✲ 0
❄ ❄
c1 c1
TorsH2(X,Z) = TorsH2(X,Z)
❄ ❄
0 0
, (4)
where H1,1BC(X,R) is the space of real Bott-Chern classes of type (1,1) (see [BHPV],
p. 148), H1,1BC(X,R)
0 is defined by
H1,1BC(X,R)
0 := ker
(
H1,1BC(X,R)→ H
1,1
DR(X,R)
)
,
and Picuf(X) is the subgroup of holomorphic line bundles on X which admit a
compatible flat unitary connection. Equivalently, fixing a Hermitian metric g on X ,
a point l = [L] ∈ Pic(X) belongs to Picuf(X) if and only if the Chern connection of
the (essentially unique) Hermite-Einstein metric h on L (see Corollary 2.1.6 [LT])
is flat. The maximal compact subgroup of Pic0(X) is the connected component
Pic0uf(X) of the unit in Picuf(X). One has natural identifications
Picuf(X) = Hom(π1(X, x0), S
1), Pic0uf(X) = {ρ ∈ Hom(π1(X, x0), S
1)| c1(Lρ) = 0},
where, in general, for ρ ∈ Hom(π1(X, x0),C∗), Lρ denotes the flat holomorphic line
bundle associated with ρ.
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The exactness of the first horizontal sequence in (4) follows from
Lemma 2.1. Let X be a compact complex manifold, and L a holomorphic line
bundle. Then
(i) One has
cBC1 (L) =
{
i
2π
FL,h| h Hermitian metric on L
}
(as subsets of A1,1
R
(X)), where FL,h ∈ iA
1,1
R
(X) denotes the curvature form of
the Chern connection associated with the pair (L, h).
(ii) One has [L] ∈ Picuf(X) if and only if cBC1 (L) = 0.
Proof. (i) By definition cBC1 (L) is the Bott-Chern class of the Chern form
c1(L, h) :=
i
2π
FL,h
of any Hermitian metric h on L, hence the right hand set is contained in the left
hand set. On the other hand for any smooth function ϕ ∈ C∞(X,R) one has
c1(L, e
ϕh) = c1(L, h) +
i
2π
∂¯∂ϕ ,
which shows that, conversely, any representative of the Bott-Chern class cBC1 (L) is
the Chern form of a suitable Hermitian metric on L.
(ii) Follows from (i) and the definition of Picuf(X).
Remark 2.2. The Lie algebra of Pic0uf(X) is Lie(Pic
0
uf(X)) = iH
1(X,R) identified
with a subspace of H1(OX) = Lie(Pic
0(X)) via the map h defined above.
We recall that a Hermitian metric g on a complex n-manifold X is called Gaudu-
chon if ddc(ωn−1g ) = 0. The degree map
degg : Pic(X)→ R
associated with such a metric is defined by
degg(L) :=
∫
X
c1(L, h) ∧ ω
n−1
g ,
where h is a Hermitian metric on L. Since the Bott-Chern class of the form c1(L, h)
is independent of h and ddc(ωn−1g ) = 0, the integral on the right is independent of
h, hence degg is well defined. We recall (see Proposition 1.3.13 [LT]) that
Remark 2.3. If X is a complex surface with b1(X) odd, then degg is surjective
on Pic0(X), and Pic0uf(X) = ker(degg Pic0(X) : Pic
0(X) → R). If X is a complex
surface with b1(X) even, then Pic
0
uf(X) = Pic
0(X) is a compact torus and degg
vanishes on this torus (even if g is non-Ka¨hler).
Therefore,
Remark 2.4. For complex surface X with b1(X) odd, one has H
1,1
BC(X,R)
0 ≃ R,
and the maximal compact subgroup Pic0uf(X) of Pic
0(X) is just the real hypersurface
cut out by the Gauduchon degree.
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Example: (see [Te2]) Let X be a class VII surface, i.e. a complex surface X with
b1(X) = 1 and kod(X) = −∞. Then
(1) NS(X) = H2(X,Z),
(2) The composition of the isomorphism
C
∗ → Hom
(
H1(X,Z)
/
Tors,C
∗
)
defined by a generator u of H1(X,Z)/Tors ≃ Z with the obvious morphism
Hom
(
H1(X,Z)
/
Tors,C
∗
)
→ Hom(H1(X,Z),C
∗) = H1(X,C∗)→ H1(O∗X)
defines an isomorphism lu : C
∗ ≃−→ Pic0(X). Choosing u in a convenient
way we have for any Gauduchon metric g on X
degg(l(ζ)) = Cg log |ζ| ∀ζ ∈ C
∗ ,
where Cg is a positive constant depending smoothly on g.
2.2. The variation formula in the unitary flat directions. We begin with the
following simple
Remark 2.5. Let X, B be compact complex manifolds and E a holomorphic vector
bundle on B ×X. Then one has
λE⊗q∗(Picuf (X)) ⊂ λE ⊗ Picuf(B) , λE⊗q∗(Pic0uf (X)) ⊂ λE ⊗ Pic
0
uf(B) ,
hence perturbing the kernel E by a (topologically trivial) unitary flat line bundle
on the fiber X will change the determinant line bundle by a (topologically trivial)
unitary flat line bundle on B.
Proof. Fix a Hermitian metric h on E and let L be a holomorphic line bundle on X
whose isomorphy class belongs to Picuf(X). In other words L admits a Hermitian
metric h0 such that the associated Chern connection is flat. The Chern forms of
E ⊗ q∗(L) computed using the tensor product metric h⊗ q∗(h0) coincide with the
Chern forms of E . Using Theorem 11.8.1 of [Bi] we see that
cBC1 (λE⊗q∗(L)) = c
BC
1 (λE ) ,
therefore, by Lemma 2.1, the holomorphic line bundles D := λE , D′ := λE⊗q∗(L) on
B admit Hermitian metrics χ, χ′ such that
FD,χ = FD′,χ′ .
This shows that D′ ⊗ D∨ admits a Hermitian metric whose Chern connection is
flat, hence [D′ ⊗ D∨] ∈ Picuf(B) as claimed. The similar statement for Pic
0
uf(X)
is proved taking into account that the map [δE ] : Pic(X)→ Pic(B) is holomorphic
(as we mentioned in section 1), so continuous.
Taking into account Remark 2.5 is natural to ask:
• Compute the linearization lE : iH1(X,R)→ iH1(B,R) of the map
Pic0uf(X) ∋ [L]
[δE ]
7−→
[
λE⊗q∗(L)
]
∈ λE ⊗ Pic
0
uf(B) .
• How does lE depend on the kernel E? Is it a topological invariant?
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• Compare lE with lE⊗q∗(T ) for a line bundle T ∈ Pic(X).
The linear map lE : iH
1(X,R) → iH1(B,R) should be called the linearization of
[δE ] in the unitary flat directions.
Theorem 2.6. Let X, B be compact complex manifolds and E a holomorphic vector
bundle on B ×X. For any u ∈ iH1(X,R) one has
lE(u) = p∗
(
q∗(u) ∪ ch(E) ∪ td(X)
)(1)
, (5)
where the exponent (1) on the right means “the term of degree 1”.
Therefore the linearization lE is determined by the Chern classes of E , so has a
topological character.
Proof. Let P be a Poincare´ line bundle on Pic0(X) × X . This means that P has
the following property: for every l ∈ Pic0(l) the holomorphic line bundle Pl on X
defined by restriction of P to {l}×X belongs to the isomorphy class l. Fix a Her-
mitian metric g on X . Solving the Hermite-Einstein equation (see Corollary 2.1.6
[LT]) fiberwise, we obtain a Hermitian metric H on P – unique up to multiplication
with a function ρ ∈ C∞(Pic0(X),R>0) – such that for every point l ∈ Pic
0(X) the
Chern connection Al := APl,Hl of the restriction Hl of H to Pl is Hermite-Einstein.
For l ∈ Pic0uf(X) the Chern connection Al is flat. Let u ∈ iH
1(X,R) and let
v ∈ TR0 (Pic
0
uf(X)) be the corresponding real tangent vector. Using Remark 4.5 in
the Appendix we see that the imaginary 1-form ιvFP,H on X is closed and is a
representative of the Rham class u. In other words
[ιvFP,H ]DR = u . (6)
Consider the projection
p˜ : Pic0(X)×B ×X → Pic0(X)×B =: B˜ ,
let D˜ be the determinant line bundle (with respect to p˜) of
E˜ := p∗B×X(E) ⊗ p
∗
Pic0(X)×X(P) .
and let Dl be the line bundle on B defined by the restriction of D to {l}×B. Since
the determinant line bundle commutes with base change (Proposition 2.4 [Gri]) we
obtain an isomorphism
λE⊗q∗(L) ≃ D[L] , (7)
for every topologically trivial holomorphic line bundle L on X . Therefore the
variation lE(u) is the derivative of the map l 7→ [Dl] in the direction v defined by
u. We will compute this derivative using Proposition 4.3 proved in the Appendix.
Fix a Hermitian metric h on E . Combining Bismut’s formula for the Chern class
of the determinant line bundle in Bott-Chern cohomology (Theorem 11.8.1 [Bi])
with Lemma 2.1 we obtain a Hermitian metric χ˜ on D˜ such that the curvature of
the corresponding Chern connection A˜ is
FA˜ = −2πip˜∗
(
ch(P , H) ∪ ch(E , h) ∪ td(X, g)
)(2)
∈ iA1,1(Pic0(X)×B) .
Put n := dimC(X). For the computation of the 1-form ιvFA˜ on B we need only
the restriction to Pic0uf(X)×B×X of the terms of degree (1, 1, 2n) in the exterior
polynomial ch(P , H) ∪ ch(E , h) ∪ td(X, g) on the product Pic0(X)×B ×X . Since
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the restriction of FP,H to Pic
0
uf(X)×X vanishes in the X-directions, the only term
of ch(P , H) = ec1(P,H) which contributes to ιvFA˜ is the mixed term of
c1(P , H) Pic0uf (X)×X =
i
2π
FP,H Pic0uf (X)×X .
Putting α := ιvFP,H ∈ iZ1(X,R) we obtain
ιvFA˜ = p∗
(
q∗(α) ∪ ch(E , h) ∪ td(X, g)
)(1)
∈ iZ1(B) .
The claim follows now by Proposition 4.3 taking into account (6).
Remark 2.7. In the conditions of Theorem 2.6 the following holds
(i) The map lE has a topological character, in particular
lE = lE⊗q∗L ∀[L] ∈ Pic
0(X) . (8)
(ii) If lE = 0 then [δE ] is constant on the compact real torus Pic
0
uf(X) ⊂ Pic
0(X).
(iii) Suppose that X is a complex surface. In this case Pic0uf(X) either coincides
with Pic0(X) (when b1(X) is even) or is a real hypersurface of Pic
0(X) (when
b1(X) is odd). Therefore, since [δE ] is holomorphic, we obtain in this case
lE = 0⇐⇒ [δE ] Pic0(X) is constant . (9)
There exists another natural approach to prove the variation formula for the
determinant line bundle: suppose we have a general Grothendieck-Riemann-Roch
formula for proper holomorphic maps in Deligne cohomology. For a compact com-
plex manifold X the first Chern class map in Deligne cohomology is just the map
[det] : Coh(X)→ Pic(X)
mapping a coherent sheaf to the isomorphism class of its determinant line bun-
dle, hence such a Grothendieck-Riemann-Roch formula will compute λE up to iso-
morphism, not just an invariant of this holomorphic line bundle. It suffices to
differentiate the obtained formula for λE⊗q∗(L) with respect to L. Unfortunately
is seems that proving a Grothendieck-Riemann-Roch formula in Deligne cohomol-
ogy is very hard, and for the moment we don’t have the necessary tools to deal
with this problem. Recent progress has been recently obtained by Julien Grivaux,
who has recently obtained a variation formula in Deligne cohomology although a
Grothendieck-Riemann-Roch formula in this cohomology is not available yet. His
result can be regarded as a strong indication that such a general Grothendieck-
Riemann-Roch formula in Deligne cohomology should hold.
For a cohomology class u ∈ iH1(X,R) denote by DX(u) ∈ iH2n−1(X,R) its
Poincare´ dual homology class.
Corollary 2.8. Let X be a complex surface and E is a holomorphic rank r bundle
on B × X with c1(E) ∈ p∗(H2(B,Z)) + q∗(H2(X,Z)) (so the mixed term in the
Ku¨nneth decomposition of c1(E) vanishes). Then one has
lE(u) = −
1
2r
p∗(q
∗(u) ∪ c2(End0(E)) = −
1
2r
c2(End0(E))/DX(u)
In particular lE = lE⊗q∗(T ) for any holomorphic line bundle T on X.
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Proof. Since dimR(X) = 4 formula (5) shows that the only terms of ch(E) which
contribute to lE(u) are those of bidegree (1, 1) and (1, 3) with respect to the Ku¨nneth
decomposition of the cohomology of B × X . The hypothesis implies that in the
sum
ch(E) = r + c1(E) +
1
2
(c21(E)− 2c2(E)) + . . .
neither c1(E), nor c21(E) contains terms of bidegree (1, 1) or (1, 3). Therefore the
only term of ch(E) which contributes to lE(u) is the term of bidegree (1,3) of c2(E).
This shows that
lE(u) = −p∗
(
q∗(u) ∪ c2(E)
)
. (10)
It suffices to recall that
c2(End0(E)) = 2rc2(E) − (r − 1)c
2
1(E)
and to take into account again that, under our assumptions, c21(E) does not contain
terms of bidegree (1, 1) or (1, 3). For the second equality use the identity 5 p. 288
[Sp] taking for z the fundamental class of X .
Remark 2.9. 1. The same formula gives the Donaldson µ-class associated with
the homology class DX(u) ∈ H3(X,R) on a moduli space of irreducible PU(r) con-
nections. This gives an interesting geometric interpretation of this Donaldson class
in Donaldson theory on complex surfaces.
2. The condition on the class c1(E) assumed in the hypothesis of Corollary 2.8 is
satisfied in the gauge theoretical framework. Indeed, in Donaldson theory one uses
moduli spaces of anti-selfdual PU(r)-connections or, equivalently, moduli spaces
of projectively anti-selfdual unitary connections with fixed determinant [D], [Te2],
[Te4]. The universal bundle associated with (a subspace of) such a moduli space, if
exists, satisfies this condition (see [Te2], [Te4] and Section 3 in this article).
We conclude the section with a simple corollary.
Corollary 2.10. Let X be a complex surface and E is a holomorphic rank r bundle
on B × X with c1(E) ∈ p∗(H2(B,Z)) + q∗(H2(X,Z)) (so the mixed term in the
Ku¨nneth decomposition of c1(E) vanishes). Suppose that there exists a line bundle
L0 on X such that
hi(Eb ⊗ L0) = 0 ∀b ∈ B ∀i ∈ {0, 1, 2} ,
where Eb is the bundle on X defined by the restriction E {b}×X. Then the map
[δE ] : Pic(X)→ Pic(B) given by
[δE ]([L] := [λE⊗q∗(L)]
is constant on every component Picc(X) of Pic(X).
Proof. Using Grauert semicontinuity theorem and taking into account that B is
compact, we see that for every [L] in a sufficiently small Zariski open neighborhood
of [OX ] in Pic
0(X) one still has
hi(Eb ⊗ L0 ⊗ L) = 0 ∀b ∈ B ∀i ∈ {0, 1, 2} .
Therefore [δE⊗q∗(L0)] is constant on Pic
0(X), in particular the linearization lE⊗q∗(L0)
of its restriction to Pic0uf(X) vanishes. Fix c ∈ NS(X) and let T be a holomorphic
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line bundle with Chern class c on X . Using Corollary 2.8 we see that under our
assumptions
lE⊗q∗(L0) = lE = lE⊗q∗(T ) ,
hence lE⊗q∗(T ) = 0. The claim follows now by Remark 2.7.
3. Compact subspaces of Mst
Let X be a class VII surface with b2(X) > 0 endowed with a Gauduchon metric
g, and let E be a differentiable rank 2-bundle on X with c2(E) = 0, det(E) = K
(the underlying differentiable line bundle of the canonical holomorphic line budnle
K). The fundamental object intervening in the our previous articles dedicated to
existence to existence of curves on class VII surfaces is the moduli space M :=
MpstK (E) of polystable holomorphic structures E on E with det(E) = KX modulo
the complex gauge group Γ(X, SL(E)). This moduli space is endowed with the
topology induced by the Kobayashi-Hitchin correspondence and is always compact1.
Its open subspace Mst := MstK(E) is a complex space of dimension b2(X) and
the complement R := M \Mst (the subspace of split polystable bundles, or the
space of reductions in M) is a finite union of circles. We denote by Mstreg the
subspace of regular points in Mst, i.e. of points [E ] ∈Mst with H2(End0(E)) = 0.
Excepting the case when X belongs to a very special class of Kato surfaces we have
Mstreg =M
st for suitable Gauduchon metrics (see Proposition 1.3 and Lemma 2.3
in [Te4]).
3.1. Universal bundles.
Lemma 3.1. Let Y ⊂ Mst be a compact complex subspace and let c ∈ H2(X,Z).
Then the set
Picc(X)Y := {[T ] ∈ Pic
c(X)| h0(E ⊗ T ) = h2(E ⊗ T ) = 0 ∀[E ] ∈ Y }
is Zariski open and non-empty in Picc(X).
Proof. The sets
S0 := {([T ], [E ]) ∈ Pic
c(X)× Y | h0(E ⊗ T ) > 0} ,
S2 := {([T ], [E ]) ∈ Pic
c(X)× Y | h2(E ⊗ T ) > 0}
are Zariski closed in Picc(X) × Y by Grauert’s semicontinuity theorem (applied
locally, on sufficiently small open sets Y ′ ⊂ Y such that a universal bundle on
Y ′×X exists). Since Y is compact, the projections Si of Si on Pic
c(X) are Zariski
closed by the Proper Mapping Theorem ([GR] p. 213). We claim that Si 6= Pic
c(X)
for i = 0, 2. Indeed, suppose for instance that S0 = Pic
c(X). Then for every
[T ] ∈ Picc(X) there exists [E ] ∈ Y such that h0(E ⊗ T ) > 0, in other words there
exists a non-trivial morphism T ∨ → E . But the degree map degg is surjective on
Picc(X) (because it is surjective on Pic0(X)) hence, choosing [T ] ∈ Picc(X) with
degg(T ) ≤ −
1
2degg(KX), this will contradict the stability of E . For the second set
we use the same method taking into account that
h2(E ⊗ T ) = h0(K ⊗ E∨ ⊗ T ∨) = h0(E ⊗ T ∨) ,
1For b2(X) ≤ 3 the compactness of M follows directly from Uhlenbeck compactness theorem
for moduli spaces of ASD connection [Te2]. N. Buchdahl gave a proof for arbitrary b2 [Te4].
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where the first equality follows by Serre duality and the second is a consequence of
the equality det(E) = KX .
Since Si 6= Pic
c(X) and Si are Zariski closed, the union S0∪S2 is a proper Zariski
closed subset of Picc(X) and the complement Picc(X) \ (S0 ∪ S2) is non-empty.
Remark 3.2. For a holomorphic structure E on E and a line bundle T on X we
have χ(E ⊗ T ) = c1(T )2.
Proof. Choosing E = OX ⊕KX we obtain by Riemann-Roch theorem on surfaces
χ(E ⊗ T ) = χ(T ) + χ(KX ⊗ T ) = χ(T ) + χ(T
∨) = c1(T )
2 + 2χ(OX) = c1(T )
2 .
The first important result of this section concerns the existence of universal
bundles.
Proposition 3.3. Let Y ⊂Mstreg be a compact complex subspace and c ∈ H
2(X,Z)
such that c2 = −1. Then for every line bundle T on X with [T ] ∈ Picc(X)Y
there exists an open neighborhood UT of Y in M
st
reg and a universal bundle F
T on
UT ×X, canonically associated with T , with the following properties:
(i) The determinant line bundle of FT has the form
det(FT ) = p∗UT (N
T )⊗ p∗X(KX)
for a line bundle N T on UT .
(ii) There exists a canonical isomorphism
R1(pUT )∗(F
T ⊗ p∗X(T )) = OUT .
We will construct the universal bundle FT using the same construction method
as in the proof of Proposition 3.1 in [Te4]. Before beginning the proof we recall first
why, for an open set U ⊂ Mst, the construction of a universal bundle on U × X
might be obstructed. Understanding this obstruction will clarify the method used
in the proof, in particular the role of the line bundle T in removing this obstruction.
A point y ∈ U is an equivalence class of stable holomorphic structures on E with
determinant KX , modulo the gauge group Γ(X, SL(E)). For two representatives E ′,
E ′′ of y we can find a holomorphic isomorphism f : E ′ → E ′′ with det(f) ≡ 1, but f
is not unique; it is only well defined up sign, hence we have two such isomorphisms.
For this reason in general it is not possible to define a holomorphic bundle on
Y ×X in a coherent way by selecting representatives Ey ∈ y for every y ∈ U . The
obstruction to the existence of a universal bundle on U ×X is a cohomology class
in H2(U ,Z2).
Proof. (i) Since [T ] ∈ Picc(X)Y (see Lemma 3.1) we have
h0(E ⊗ T ) = h2(E ⊗ T ) = 0 ∀[E ] ∈ Y , (11)
Using Grauert’s semicontinuity theorem this implies the existence of a Zariski open
neighborhood UT of Y in the complex manifold M
st
reg such that
h0(E ⊗ T ) = h2(E ⊗ T ) = 0 ∀[E ] ∈ UT . (12)
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On the other hand, by Remark 3.2, c1(T )2 = −1 implies χ(E ⊗ T ) = −1 for every
holomorphic structure E on E. Therefore, for every holomorphic structure E with
[E ] ∈ U we obtain a well defined complex line
lE := H
1(E ⊗ T ) .
For two holomorphic structures E ′, E ′′ with [E ′] = [E ′′] ∈ UT we have this time a
well-defined holomorphic isomorphism E ′⊗l∨E′ → E
′′⊗l∨E′′ , because the two holomor-
phic isomorphisms E ′ ⇒ E ′′ ∈ Γ(X, SL(E)) obviously induce the same isomorphism
E ′ ⊗ l∨E′ → E
′′ ⊗ l∨E′′ . Therefore the family (E ⊗ l
∨
E )[E]∈UT of holomorphic vector
bundles on X defines in a coherent way a universal bundle FT on UT × X . The
determinant line bundle of FT is p∗U (N
T )⊗p∗X(KX), where N
T is the holomorphic
line bundle on UT defined by the family of lines (l
∨
E
⊗2
)[E]∈UT .
(ii) Fix a point y = [E ] ∈ UT and let FTy be the bundle on X defined by the
restriction FT {y}×X . We have natural identifications
H1(FTy ⊗ T ) = H
1(E ⊗ l∨E ⊗ T ) = H
1(E ⊗H1(E ⊗ T )∨ ⊗ T ) =
= H1(E ⊗ T )⊗H1(E ⊗ T )∨ = C .
By Grauert’s local triviality and base change theorems it follows that the sheaf
R1(pUT )∗(F
T ⊗ p∗X(T )) is locally free of rank 1 and its fiber at y ∈ UT can be
canonically identified with C.
The proof of the next result makes use of the variation formula and its corollaries
proved in section 2.
Proposition 3.4. Let c ∈ H2(X,Z) with c2 = −1, Z be a connected, compact,
complex manifold and s : Z →Mstreg a holomorphic map. For every line bundle T
on X with [T ] ∈ Picc(X)Y put E
T := (s × idX)
∗(FT ), where FT is the universal
bundle associated with T and the compact subspace Y := im(s) of Mstreg. Then for
any two points [T0], [T1] ∈ Pic
c(X)Y one has
R1(pZ)∗(E
T0 ⊗ p∗X(T1)) ≃ OZ .
Proof. For [L0] ∈ Pic
0(X)Y we have
h0(E ⊗ L0) = h
2(E ⊗ L0) = 0 = h
1(E ⊗ L0) = 0 ∀[E ] ∈ Y ,
where the first two equalities follow from the definition of Pic0(X)Y and the third
from χ(E ⊗ L0) = 0. Therefore
h0(ET0z ⊗ L0) = h
1(ET0z ⊗ L0) = h
2(ET0z ⊗ L0) = 0 ∀z ∈ Z .
The determinant line bundle det(ET0) is s∗(NT0)⊗ p
∗
X(KX), hence the bundle E
T0
satisfies the topological condition required in the hypothesis Corollary 2.10. It
follows by this Corollary that the map [δET0 ] is constant on every component of
Pic(X) (not only on Pic0(X)), in particular on Picc(X). This gives a holomorphic
isomorphism of determinant line bundles
λET0⊗p∗
X
(T0) ≃ λET0⊗p∗X(T1) .
But
λET0⊗p∗
X
(Ti) =
{
R1(pZ)∗(E
T0 ⊗ p∗X(Ti)
}∨
,
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for i = 0, 1, because the direct images Rk(pZ)∗(ET0 ⊗ p∗X(Ti)) vanish for k = 0, 2.
Therefore
R1(pZ)∗(E
T0 ⊗ p∗X(T1)) ≃ R
1(pZ)∗(E
T0 ⊗ p∗X(T0)) ≃
s∗
(
R1(pUT0 )∗(F
T0 ⊗ p∗X(T0))
)
≃ s∗(OUT0 ) = OZ ,
where the second isomorphism is given by the the base change property for di-
rect images which holds in our case (see Proposition 4.10 [BS]) and the third by
Proposition 3.3 (ii).
3.2. A non-existence result. We recall (see [Te3], [Te4]) that, by definition, the
canonical extension of X is the essentially unique non-trivial extension of the form
0→ KX
i0−−→ A
p0−−→ OX → 0 . (13)
The bundle A defined in this way plays a crucial role in our program to prove
existence of curves on class VII surfaces [Te4]. The point is that there is no obvious
way to identify explicitly the small deformations of A or even to decide whether it
admits small deformations which are filtrable.
From now on we will always suppose that the pair (X, g) was chosen such that
A is stable. In this case it defines a regular point in the moduli spaceMst (see the
proof of Proposition 1.3 in [Te4] p. 1758). We put a := [A] ∈Mstreg.
Theorem 3.5. Let Z be a connected, compact, complex manifold and s : Z →Mstreg
a holomorphic map such that
(i) a ∈ im(s) and s−1(a) is a proper analytic set of Z.
(ii) The non-filtrable locus Znf := {z ∈ Z| s(z) is non-filtrable} in Z has non-
empty interior.
Then a(Z) > 0.
Proof. Fix c ∈ H2(X,Z) such that
c2 = −1 , c1(KX) c > 0 .
In other words one has c = −e mod Tors, where e is an element of the Donaldson
basis of H2(X,Z)/Tors (see [Te4], [Te6]). Put Y := im(s), fix a line bundle T0 on
X with [T0] ∈ Pic
c(X)Y and put
E0 := (s× idX)
∗(FT0) .
E0 is a universal bundle for s, i.e. one has E0z ∈ s(z) for any z ∈ Z.
Lemma 3.6 below states that (pX)∗(E
0) 6= 0. The claim follows now from Propo-
sition 4.8 proved in the Appendix.
Lemma 3.6. In the conditions of Theorem 3.5 and with the notations introduced
above, one has (pX)∗(E0) 6= 0.
Proof. We will give a proof by reductio ad absurdum. Supposing that (pX)∗(E0) =
0, we will come to a contradiction in the following way: For a second line bundle
T with [T ] ∈ Picc(X)Y we put
TE0 := E0 ⊗ p∗X(T ) .
We will compute the cohomology space H1(TE0) using the Leray spectral se-
quences associated with the two projections pZ , pX . Using the the Leray spectral
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sequence associated with pZ we will obtain h
1(TE0) = 1, and using the Leray spec-
tral sequence associated with pX for convenient [T ] ∈ Pic
c(X)Y we will obtain
h1(TE0) = 0. We divide the proof in several steps which will point out clearly the
ideas of the proof.
Step 1. Proving that h1(TE0) = 1 using the Leray spectral sequence associated
with pZ .
For z ∈ Znf (which by assumption is non-empty) the bundle E0z is non-filtrable,
hence one has h0(E0z ⊗ T ) = 0. By Grauert’s semicontinuity and local-triviality
theorems it follows that the sheaf (pZ)∗(
TE0) vanishes generically, hence (being
torsion free) must vanish. On the other hand, by Proposition 3.4
R1(pZ)∗(
TE0) = R1(pZ)∗(E
0 ⊗ p∗X(T )) ≃ OZ .
The Leray spectral sequence associated with the projection pZ yields the exact
sequence
0→ H1((pZ)∗(
TE0))→ H1(TE)→ H0(R1(pZ)∗(
TE0))→ H2((pZ)∗(
TE0))→ H2(TE0),
which proves that in our case the canonical morphism H1(TE)→ H0(R1(pZ)∗(TE0))
is an isomorphism and h1(TE0) = h0(OZ) = 1.
Step 2. Proving that, under the assumption (pX)∗(E
0) = 0, for a suitable [T ] ∈
Picc(X)Y , the Leray spectral sequence associated with pX yields h
1(TE0) = 0 .
The statement follows from Proposition 3.5 in [Te6]. We recall the argument for
completeness. By the projection formula we obtain (pX)∗(
TE0) = (pX)∗(E0)⊗T =
0, hence as in Step 1. we obtain an isomorphism
H1(TE) ≃−→ H0(R1(pX)∗(
TE0)) .
Therefore it suffices to prove that, for convenient [T ] ∈ Picc(X)Y , we have
H0(R1(pX)∗(
TE0)) = 0 .
We use the short exact sequence
0→ Tors(R1(pX)∗(
TE0))→ R1(pX)∗(
TE0)→ TS0 → 0
where TS0 is the quotient of R1(pX)∗(TE0) by its torsion subsheaf, hence it is a
torsion free sheaf. We will prove that, for convenient T , the spaces of sections of
the two extreme sheaves in this exact sequence vanish.
Step 2a. Proving that for convenient [T ] ∈ Picc(X)Y one has
H0(Tors(R1(pX)∗(
TE0))) = 0 .
More precisely we have H0(Tors(R1(pX)∗(
TE0))) = 0 for any [T ] ∈ Picc(X)Y
except for at most one point. This follows by Proposition 3.5 (i) in [Te6]. The
proof is based on the general description of the torsion subsheaf of the first direct
image obtained in this article (Theorem 2.5 in [Te6]). Note that for this vanishing
result we only need the condition a ∈ im(s), hence the existence of non-filtrable
points in im(s) is not needed here. On the other hand for this result one needs
the special choice of the sign of c (c = −e mod Tors, where e is an element of the
Donaldson basis of X); all other arguments in this proof are also valid for c = e.
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Step 2b. Proving that for convenient [T ] ∈ Picc(X)Y one also has H0(TS0) = 0.
By the projection formula one has
R1(pX)∗(
TE0) = R1(pX)∗(E
0 ⊗ p∗X(T )) = R
1(pX)∗(E
0)⊗ T .
Since T is locally free, this gives an isomorphism
TS0 ≃ S0 ⊗ T ,
where S0 is the quotient of R1(pX)∗(E0) by its torsion. Since S0 is torsion free, it
can be identified with a subsheaf of its bidual B0 := [S0]∨∨. Using a Bochner type
vanishing theorem, we will show that, if the degree of T is sufficiently negative, one
has H0(B0⊗T ) = 0, which will complete the proof because (since T is locally free)
TS0 ≃ S0 ⊗ T is a subsheaf of B0 ⊗ T .
B0 is a reflexive sheaf on a surface, hence is locally free. Fix a Hermitian metric
h0 on (the associated holomorphic vector bundle of) B0. Let hT be a Hermitian-
Einstein metric on T (see Corollary 2.1.6 [LT]). This implies
iΛgFT ,hT = cT ,
where cT is the Einstein constant of the corresponding Chern connection and de-
pends on the pair (g, T ). The Chern connection of the tensor product metric
h0 ⊗ hT on B0 ⊗ T is the tensor product of the Chern connections of the factors.
Using formula (5.13) in [K], we get
iΛgFB0⊗T ,h0⊗hT = iΛgFB0,h0 ⊗ idT + (iΛgFT ,hT )idB0⊗T =
= iΛgFB0,h0 ⊗ idT + cT idB0⊗T .
This formula shows that the Hermitian endomorphism iΛgFB0⊗T ,h0⊗hT of B
0 ⊗ T
is negative definite when cT is sufficiently negative. By a well-known Bochner type
vanishing theorem (see Theorem 1.9 p. 52 in [K]) it follows that H0(B0 ⊗ T ) = 0
when cT is sufficiently negative. But the Einstein constant cT is proportional
with degg(T ) (see Proposition 2.18 in [LT]) and the degree map degg is surjec-
tive on Picc(X). The Zariski open set Picc(X)Y is the complement of a closed,
discrete set of points in Picc(X) ≃ C∗. Therefore there exists infinitely many
points [T ] ∈ Picc(X)Y with arbitrary negative degree, hence infinitely many points
[T ] ∈ Picc(X)Y for which H0(B0⊗T ) = 0 (which implies H0(TS0) = 0). Therefore,
recalling that in Step 2b) we must avoid at most one point of Picc(X), we can find
[T ] ∈ Picc(X)Y such that simultaneously
H0(TS0) = 0 , H0(Tors(R1(pX)∗(
TE0))) = 0 .
Therefore H0(R1(pX)∗(
TE0)) = 0. This implies h1(TE0) = 0, which contradicts the
equality h1(TE0) = 1 obtained above.
We can prove now
Theorem 3.7. There does not exist any irreducible reduced compact complex sub-
space Y ⊂Mstreg such that
(i) dim(Y ) ≥ 1 and Y contains the point a.
(ii) There exists an open neighborhood Ya ⊂ Y of a in Y such that Ya\{a} contains
only non-filtrable points.
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Proof. We will prove the statement by induction with respect to n := dim(Y )
starting with n = 1. Let δ : Z → Y be a desingularization of Y and put s := ιY ◦ δ,
where ιY : Y → Mstreg is the embedding morphism. The pair (Z, s) satisfies the
assumptions of Theorem 3.5.
The image of Z contains both filtrable and non-filtrable bundles, hence for n = 1
the statement follows from Corollary 5.3 in [Te2]. If n ≥ 2 we make use of Theorem
3.5, which gives a(Z) > 0 hence, since δ is bimeromorphic, a(Y ) > 0.
But any irreducible, reduced complex space Y with a(Y ) > 0 is “covered by
divisors” (see [CP] p. 331). A simple proof of this statement can be obtained as
follows: consider a normalization n : Yˆ → Y and a non-constant meromorphic
function on Yˆ . Then Yˆ decomposes as
Y = P(f)
⋃(⋃
a∈C
P
(
1
f − a
))
,
where P(f) denotes the pole variety of f ([Fi] p. 174, 175). Using the invariance of
the dimension under finite maps (see [Fi] Theorem p. 133), we obtain a 1 parameter
family of pure 1-codimensional analytic subsets of Y which covers Y.
Therefore, coming back to our subspace Y ⊂ Mst satisfying (i) and (ii), there
exists a pure 1-codimensional analytic subset Y ′ ⊂ Y containing a. This analytic
subset, which can be supposed irreducible, also satisfies the assumptions (i), (ii), so
assuming that the claim holds for n − 1, the existence of a subspace of dimension
n satisfying (i), (ii) leads to a contradiction.
3.3. Existence of a cycle on curves on class VII surfaces with b2 = 2. In
[Te4] we developed a program for proving existence of a cycle of curves on minimal
class VII surfaces and, using this program, we proved than any minimal class VII
surface with b2(X) = 2 has a cycle of curves. We explain briefly our program in the
general case (b2(X) arbitrary), and then we show how Theorem 3.7 can be used to
complete the proof in the case b2(X) = 2 in a new way. The case b2(X) > 2 will
be discussed in a forthcoming article.
Let X be a minimal class VII surface with b := b2(X) > 0, and let (e1, . . . , eb)
be a Donaldson basis of H2(X,Z)/Tors, i.e., a basis with the properties:
eiej = −δij , c1(KX) =
b∑
i=1
ei mod Tors .
(see [Te3]). For every index I ⊂ I := {1, . . . , b} we put eI :=
∑
i∈I ei. As in the
previous sections, let E be a differentiable rank 2 Hermitian bundle on X with
c2(E) = 0 and det(E) = KX (the underlying differentiable line bundle of KX).
The starting point of our program is the following simple remark which gives a
complete classification of all filtrable points in our moduli space (see Proposition
1.1. in [Te4]): If E is a holomorphic structure on E, L a holomorphic line bundle
and j : L → E a sheaf monomorphism with torsion free quotient, then j is a bundle
embedding (equivalently E/j(L) is a locally free) and there exists I ⊂ I such that
c1(L) = eI . An extension of the form
0→ L→ E → K ⊗ L∨ → 0
with c1(L) = eI will be called extension of type I. For instance, by definition, the
canonical extension A is an extension of type I (see (13)). If X is not an Enoki
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surface (which we will assume) there exists only finitely many extensions of type I
(see the proof of Lemma 2.1 in [Te4]).
Our general strategy to prove existence of a cycle on minimal class VII surfaces
with b2 > 0 is based on the following simple Remark (see Proposition 1.4 in [Te4]):
Proposition 3.8. If the middle term A of the canonical extension can be written
as an extension in a different way (with a different kernel), then X has a cycle of
curves.
The proof of this proposition is not difficult: one shows that if N is a holomor-
phic line bundle on X and i : N → A is a bundle embedding with im(i) 6= im(i0),
then the image of p0 ◦ i in OX is the ideal sheaf of a non-empty effective divisor
C ⊂ X with dualizing sheaf ωC = OC .
The existence of a cycle on X is proved by reductio ad absurdum. We fix a
Gauduchon metric g on X with degg(KX) < 0. This is always possible when X is
minimal. This is stated in Proposition 3.7 in [Te3] and Lemma 2.3 in [Te4], but this
result is due to N. Buchdahl and is based on Buchdahl positivity criterion [Bu]. For
such a Gauduchon metric the canonical kernel KX of the canonical extension does
not destabilize A, hence, by Proposition 3.8, if X has no cycle, A will be stable.
Using the notations introduced at the beginning of this section we obtain a point
a := [A] ∈ Mst. Supposing that X is not an Enoki surface, for such a metric we
have Mst =Mstreg (see Proposition 1.3 [Te4]).
The subset of Mst consisting of points represented by an extension of type I
will be denoted by MstI . The closure M¯∅ of M
st
∅ in M
st is always closed an open
(so a union of connected components) in Mst. Moreover, using the compacity of
M := MpstK (E), one can prove that the complement M
st \ M¯∅ is compact. The
point is that the closure of M∅ in the compact space M is open and contains the
whole space of reductions R =M\Mst. In other words M¯∅ contains all the ends
of Mst.
M¯∅ can be described explicitly in the case b2 = 2. The result is very simple
(see [Te4]): for every class c ∈ Tors(H2(X,Z)) consider a ruled surface Πc obtained
from D× P1 by applying a (possibly empty) sequence of blow ups above the origin
of the disk D. Therefore the fiber Tc of Πc over 0 ∈ D is a tree of rational curves.
One can construct a biholomorphism
Φ :
⋃
c∈Tors
(Πc \Rc)
≃−→ M¯∅ ,
where Rc is a circle contained in an irreducible component Ec of Tc. For a generic
Gauduchon metric this circle does not intersect the other irreducible components
of the tree Tc. One has
Φ(
⋃
c∈Tors
(Πc \ Tc)) =M
st
∅ , Φ(
⋃
c∈Tors
(Ec \Rc)) =M
st
{1} ∪M
st
{2} ∪ B ,
where B is a subset of the set of twisted reductions in the moduli space. By def-
inition, a point [E ] ∈ Mst is a twisted reduction if E ≃ E ⊗ L0, where [L0] is a
non-trivial square root of [OX ]. The bull-back of such a point to a suitable double
cover of X is split polystable. The set of twisted reductions in Mst is finite.
Using all these geometric properties and the non-existence Theorem 3.7 one can
now easily prove that the non-existence of a cycle on X leads to a contradiction.
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Indeed, using Proposition 3.8 it follows that the hypothesis “X has no cycle” implies
that the point a = [A] belongs neither to Mst∅ , nor toM
st
{1} ∪M
st
{2}, nor to the set
B. Therefore A belongs to either an irreducible component Fc 6= Ec of Tc or to a
connected component Y ofMst \ M¯∅ (which is compact). But, sinceM
st
I
is finite,
Fc and Y can contain only finitely many filtrable points, hence both cases would
contradict Theorem 3.7.
Remark 3.9. Theorem 3.7 concerns minimal class VII surfaces with arbitrary
b2 > 0. In order to generalize our method it remains to give a sufficiently explicit
description of the subspace M¯∅ of M
st for b2 > 2. More precisely it suffices to
prove that, as in the case b2 = 2 explained above, this subspace contains the union
∪I 6=IMstI , and has a stratification, each stratum being either a space of extensions,
or a space of twisted reductions, or a compact complex space whose generic point is
non-filtrable.
Note that, by a result of Nakamura [Na2], any minimal class VII surface with
b2 > 0 which contains a cycle of curves is a degeneration of a one-parameter family
of blown up primary Hopf surfaces, hence proving the existence of a cycle in the
general case would complete the classification of class VII surfaces up to deformation
equivalence.
4. Appendix
4.1. 1-parameter families of connections and connections in temporal
gauge. Let X be a connected differentiable manifold, L a Hermitian line bun-
dle on X and P the associated principal S1-bundle. Let A = (At)t∈R be smooth
1-parameter family of connections on L (or, equivalently, on the principal bundle
P ). Such a family can be regarded as a smooth map A : R → A(L) = A(P ).
The latter space is an affine space with model vector space iA1(X), hence one can
define the derivative A˙(t) ∈ iA1(X). Let A = (At)t∈R be a family as above; for any
t ∈ R denote by θt ∈ iA1(P ) the connection form of At. The product L˜ := R × L
(P˜ := R × P ) will be regarded as a Hermitian line bundle (respectively principal
S1-bundle) on R ×X . We denote by θ ∈ iA1(P˜ ) the 1-form which coincides with
θt on {t} × P and vanishes in the R-direction, i.e., on the subbundle p∗R(TR) of
TR×P . This form is the connection form of a connection A˜ on P˜ whose horizontal
space at (t, p) ∈ P˜ is Tt(R)⊕Htp, where H
t ⊂ TP := ker(θt) denotes the horizontal
distribution of the connection At. Using the terminology used in gauge theory (see
for instance [D] p. 15) A˜ is a connection “in temporal gauge” on the product bundle
P˜ := R× P , because the dt-component of its connection form vanishes.
The curvature form FA˜ of the connection A˜ is an imaginary 2-form on R × X
whose components with respect to the bundle decomposition
Λ2R×X = (p
∗
R(Λ
1
R)⊗ p
∗
X(Λ
1
X))⊕ p
∗
X(Λ
2
X) .
are
FRX
A˜
(
d
dt
, ξ
)
= A˙(t)(ξ) , FXX
A˜ {t}×X
= FAt .
Therefore the mixed term of the curvature of a connection A˜ in temporal gauge
has an important geometric interpretation: it determines the derivative of the 1-
parameter family of connections used in the construction of A˜.
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Conversely, let Q be an arbitrary principal S1-bundle on the product R×X and
B a connection on Q. Denote by P the S1-bundle on X defined by the restriction
Q {0}×X . Using parallel transport with respect to the connection B along the lines
R× {x} we obtain an identification
fB : P × R =: P˜
≃−→ Q ,
and the pull-back of B to P × R is just the connection A˜ associated with the
family of connections A = (At)t∈R, where At = ι
∗
B(B) {t}×P . An isomorphism
fB constructed as above (using parallel transport in the R-directions) is called a
temporal gauge for the connection B (because it identifies B with a connection in
temporal gauge). We have proved
Proposition 4.1. Let Q be a principal S1-bundle on R×X and let P be the prin-
cipal S1-bundle on X defined by the restriction Q {0}×X . Then for any connection
B on Q on R×X there exists
(1) a bundle identification fB : P × R =: P˜
≃−→ Q,
(2) a smooth family A = (At)t∈R of connections on P ,
such that f∗B(B) is induced by the family A via the construction above. In particular
one has
A˙(t) = ι d
dt
FRXB = ι d
dt
FB (regarded as a 1-form on X) .
A smooth 1-parameter family of Hermitian connections of type (1,1) on a com-
pact complex manifold X defines a path in Pic(X). The velocity of this path can
be computed using
Lemma 4.2. Suppose that X is a compact complex manifold, L a Hermitian line
bundle on X and A = (At)t∈R is a smooth family of Hermitian connections of type
(1,1) on L. Let Lt be the holomorphic line bundle defined by the Dolbeault operator
∂¯At on L and [Lt] the corresponding point in Pic(X). Then
d
dt
[Lt] = [A˙(t)
0,1] ∈ H1(X,OX) .
Proof. The claim is an easy consequence of the gauge theoretical interpretation of
Pic(X). We recall that a semiconnection on L is a C-linear first order operator
δ : A0(L)→ A0,1(L) satisfying the usual Leibniz rule with respect to multiplication
with smooth complex functions [LT]. A semiconnection δ on L is called integrable
(or a Dolbeault operator on L) if the 0-order operator F 0,2δ := δ ◦ δ ∈ A
0,2(X)
vanishes. An integrable semiconnection δ defines a holomorphic structure Lδ on L
whose associated locally free sheaf is given by
Lδ(U) := {σ ∈ Γ(U,L)| δσ = 0}
for open sets U ⊂ X . Putting c := c1(L), the connected component Pic
c(X) of
Pic(X) can be identified [LT] with the quotient
M(L) := H(L)
/
GC
, (14)
where H(L) is the space of integrable semiconnections on X and GC is the complex
gauge group acting on H(L) by
f · δ = f ◦ δ ◦ f−1 = δ − (∂¯f)f−1 .
20 ANDREI TELEMAN
Using suitable Sobolev completions and local slices for the GC-action, the quo-
tient H(L)/GC can be endowed with a natural structure of a complex manifold.
The tangent space Tδ(H) at H in δ ∈ H is the space Z
0,1
∂¯
of ∂¯-closed (0,1)-forms,
and the tangent space Tδ(GC · δ) at the orbit GC · δ is the subspace B
0,1
∂¯
of ∂¯-exact
(0,1)-forms. Therefore the tangent space T[δ](M(L)) can be naturally identified
with H1(OX) via the Dolbeault isomorphism. The point is that the obtained iso-
morphism T[δ](M(L)) → H
1(OX) is precisely the differential of the identification
M(L) ≃−→ Picc(X).
To complete the proof it suffices to note that, by definition, the line bundle Lt
coincides with L∂¯At , hence
d
dt
[Lt] =
[
d
dt
(∂¯At)
]
=
[(
d
dt
At
)0,1]
= [A˙(t)0,1] .
Combining Proposition 4.1 with Lemma 4.2 we obtain the following differential
geometric method to compute the differential of a holomorphic map induced by a
family of holomorphic line bundles. In order to state this result we introduce the
following notation: for two differentiable manifolds Y , X , a 2-form F on Y × X ,
a point y ∈ Y and a tangent vector v ∈ TyY we denote by ιvF the 1-form on X
defined by
ιvF (ξ) := F (v, ξ) ∀x ∈ X ∀ξ ∈ Tx(X) .
Proposition 4.3. Let X, Y be complex manifolds with X compact, L a holomor-
phic line bundle on Y × X and ϕ : Y → Pic(X) the induced holomorphic map.
Fix a Hermitian metric h on L and let FL,h ∈ iA1,1(Y × X) be the curvature of
the corresponding Chern connection AL,h. For any point y ∈ Y and tangent vector
v ∈ TRy Y one has (via the Dolbeault isomorphism)
dϕ(v) = [ιv(FL,h)
0,1] ∈ H1(X,OX) .
Proof. For y ∈ Y we denote by Ly the holomorphic line bundle on X defined by
the restriction of L to {y} ×X and by hy the Hermitian metric on Ly induced by
h. Therefore one has
ϕ(y) = [Ly] ∀y ∈ Y .
Let γ : R → Y be any differentiable path such that γ˙(0) = v and put f :=
γ × idX : R×X → Y ×X . The pull-back connection f∗(AL,h) is a connection on
the Hermitian line bundle f∗(L, h) on R ×X hence, by Proposition 4.1 it defines
a smooth family A = (At)t∈R of Hermitian connections on a fixed Hermitian line
bundle (L0, h0) on X . The point is that the explicit construction of this family
gives for every t ∈ R a Hermitian isomorphism
ft : (L0, h0)→ (Lγ(t), hγ(t))
such that (ft)∗(At) coincides with the Chern connection Aγ(t) of (Lγ(t), hγ(t)). In
particular the holomorphic structure defined by the Dolbeault operator (integrable
semiconnection) ∂¯At on L0 is isomorphic to Lγ(t). It suffices to apply Lemma 4.2
to the family A using the formula for A˙(t) given by Proposition 4.1.
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Let Y , X be arbitrary differentiable manifolds and ψ a closed 2-form on Y ×X .
We denote by ψX the map ψX : Y → Z2(X) obtained by restricting ψ to the fibers
{y} ×X ≃ X .
Remark 4.4. Let y ∈ Y and v ∈ TyY . Suppose that ψ is closed and d(ψX)(v) = 0.
Then the 1-form ιvψ on X is closed.
Indeed, choose tangent fields α, β ∈ X (X) with [α, β] = 0 and γ ∈ X (Y ) with
γy = v. Denoting by α˜, β˜, γ˜ the corresponding fields on Y ×X our assumptions
imply
0 = dψ(α˜, β˜, γ˜) = α˜(ψ(β˜, γ˜))− β˜(ψ(α˜, γ˜)) + γ˜(ψ(α˜, β˜))
0 = {d(ψX)(v)}(α, β) := v(ψ((α˜, β˜)) .
Restricting the first formula to {y} ×X we get
α(ιvψ(β)) − β(ιvψ(α)) = −v(ψ((α˜, β˜)) = 0 ,
hence d(ιvψ)(α, β) = 0.
Remark 4.5. In the conditions and with the notations of Proposition 4.3 suppose
that v ∈ TRy Y is tangent to a real submanifold Y0 ⊂ Y on which the map
y 7→ FLy ,hy ∈ iZ
2(X,R)
is constant. Then dϕ(v) belongs to the image of iH1(X,R) in H1(X,OX) via the
canonical map h, and the element in iH1(X,R) corresponding to dϕ(v) is the Rham
class of the imaginary 1-form ιv(FL,h) (form which is closed by Remark 4.4).
This is a direct consequence of Proposition 4.3 taking into account Lemma 2.2,
formula (2) and Remark 4.4.
4.2. Meromorphic maps with values in Grassmann manifolds associated
with a holomorphic vector bundle.
Proposition 4.6. Let Z be a compact complex manifold and F a rank r-holomorphic
vector bundle on Z. For every z ∈ Z let
evz : V := H
0(F)→ F(z) .
be the evaluation map at z. Suppose that ker(evz) 6= {0} for all z ∈ Z, and let
k := min{dim(ker(evz))| z ∈ Z} > 0
be the generic (hence the minimal) dimension of these kernels. Then the map
z 7→ ker(evz) defines a non-constant meromorphic map k : Z 99K Grk(V ) in the
Grassmann manifold of k-planes of V .
Proof. Let Z0 ⊂ Z be the Zariski-open subset of point z ∈ Z for which it holds
dim(ker(evz)) = k. We obtain a holomorphic map k0 : Z0 → Grk(V ) given by
k0(z) := ker(evz). The subset
Γ := {(z,W ) ∈ Z ×Grk(V )| W ⊂ ker(evz)}
of Z ×Grk(V ) is obviously analytic, proper over Z, and its Zariski open subset Γ∩
(Z0×Grk(V )) coincides with the graph graph(k0) of k0. The irreducible component
C of Γ which contains Γ ∩ (Z0 × Grk(V )) coincides with the closure of graph(k0),
and is an analytic subset Z × Grk(V ); this proves that k0 defines a meromorphic
map k : Z 99K Grk(V ). The analytic map k0 cannot be constant because if it were,
there would exist a k-plane W ⊂ V such that W ⊂ ker(evz) for every z ∈ Z. But
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this contradicts of course the obvious equality ∩z∈Z ker(evz) = {0} (a section of F
which vanish at every point of Z must be trivial).
Corollary 4.7. Let Z be a compact complex manifold, and F a holomorphic vector
bundle on Z such that ker(evy) 6= {0} for all y ∈ Z. Then a(Z) > 0.
Recall that the condition a(Z) > 0 means that Z has non-constant meromorphic
functions. Equivalently, Z is covered by effective divisors (see [CP] p. 331).
Proof. With the notations introduced in the proof of Proposition 4.6, denote by
Z ′ ⊂ Grk(V ) the projection on the Grk(V ) of the irreducible compact space C,
which is the graph of the meromorphic map k. In other words Z ′ is the image of k.
We have a surjective meromorphic map Z 99K Z ′, so, using Proposition 2.23 in p.
332 [CP], we obtain a(Z) ≥ a(Z ′). But a(Z ′) > 0 because Z ′ is algebraic projective
of non-vanishing dimension.
4.3. Families containing both filtrable and non-filtrable bundles. In this
section we will prove that if X is a compact complex surface with a(X) = 0, Z a
compact complex manifold and E a holomorphic rank 2-bundle on Z×X satisfying
certain properties, then a(Z) > 0. The main ingredient is Corollary 4.7 above,
which shows that the simple existence of a holomorphic rank 2-bundle on Z whose
space of sections has dimension ≥ 3 implies a(Z) > 0.
Proposition 4.8. Let X be a compact complex surface with a(X) = 0, Z a compact
connected complex manifold and F a holomorphic rank 2-bundle on Z×X such that
{z ∈ Z| Fz is filtrable} 6= ∅ , int{z ∈ Z| Fz is non-filtrable} 6= ∅ .
If (pX)∗(F) 6= 0 then there exists a point x ∈ X such that h0(Z,Fx) ≥ 3. In
particular, by Corollary 4.7, one has a(Z) > 0.
Proof. For x ∈ X denote by Fx the bundle on Z defined the restriction F Z×{x}
and for z ∈ Z denote as usually by Fz the bundle on X defined the restriction
F {z}×X .
Since the sheaf (pX)∗(F) is torsion free, the hypothesis implies that h0(Fx) > 0
for every x ∈ X . We will prove the claim by reductio ad absurdum. Therefore
suppose h0(Z,Fx) ≤ 2 for every x ∈ X .
Case 1. One has h0(Z,Fx) ≤ 2 for every x ∈ X , and h0(Z,Fx) = 2 for generic
x ∈ X .
By Grauert’s semicontinuity theorem it follows that in this case h0(Z,Fx) = 2
for every x ∈ X , so by Grauert’s local triviality theorem the sheaf S := (pX)∗(F)
is locally free of rank 2, and its fiber S(x) at x ∈ X is precisely H0(Fx). The
evaluation map e : p∗X(S) → F on Z ×X is a morphism of locally free sheaves of
rank 2. For any x ∈ X the restriction
ex := e Z×{x} : p
∗
X(S) Z×{x} = H
0(Fx)⊗OZ → F
x
of e to Z × {x} induces identity between the spaces of global sections so
ex 6= 0 ∀x ∈ X. (15)
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In particular e 6= 0, so the rank of e is either generically 2, or generically 1.
Case 1a . The rank of e is generically 2.
The first step is to remove the divisorial component of the zero locus V (e) of e.
The morphism e can be identified with a section σ in the homomorphism bundle
H := p∗X(S)
∨⊗F . Denoting by D0 the divisorial component of the vanishing locus
of σe, it follows that σe factorizes through a section σ
0
e in the subsheaf
H(−D0) = p
∗
X(S)
∨ ⊗ (F(−D0))
of H. The section σ0e defines a morphism
e0 : p∗X(S)→ F
0 := F(−D0)
whose vanishing locus V (e0) contains no divisorial component.
Note that the divisor D0 cannot contain any horizontal irreducible component
(i.e., a component of the form Z × D′′) because by (15) the set V (e) does not
contain any slice Z × {x}. Therefore, by Lemma 4.9 below, one has D0 = D′0 ×X
for an effective divisor D′0 ⊂ Z. This shows that
F0 ≃ F ⊗ p∗Z(OZ(−D
′
0)) , (16)
which implies
F0z ≃ Fz ∀z ∈ Z . (17)
In other words F , F0 are equivalent families of bundles on X parameterized by Z.
The morphism
det(e0) : ∧
2(p∗X(S))→ ∧
2(F0)
defines a nontrivial section of a holomorphic line bundle over Z ×X . Let ∆ be the
effective divisor defined by this section. Using Lemma 4.9 write
∆ = ∆′ ×X + Z ×∆′′
for effective divisors ∆′ ⊂ Z, ∆′′ ⊂ X . Restricting e0 to {z} ×X ≃ X for z 6∈ ∆′
we get a morphism
S → F0z ≃ Fz
whose restriction to X \∆′′ is an isomorphism. Therefore, for any z ∈ Z \∆′ the
bundles S, Fz have the same type (filtrable or non-filtrable). Since we assumed
that Fz is non-filtrable for any z in a non-empty open subset of Z, it follows that
S is necessarily non-filtrable.
If we take now a point z ∈ ∆′ we obtain a morphism
S → F0z ≃ Fz
whose rank this time is ≤ 1 (because det(e0) vanishes on ∆′ ×X), but is certainly
non-zero for generic z ∈ ∆′ because the vanishing locus of e0 contains no divisorial
component. Therefore, if ∆′ were non-empty, it would follow that S is filtrable,
because it contains the rank 1 kernel of the morphism S → F0z for generic z ∈ ∆
′.
This would lead to a contradiction, hence ∆′ = ∅. But this implies that Fz is
non-filtrable (as is S) for every z ∈ Z, which is impossible, because some of these
bundles are filtrable by hypothesis.
Case 1b . The rank of e is generically 1.
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In this case the morphism S → Fz obtained by restricting e to {z} ×X is non-
zero (and with rank 1 kernel) for generic z ∈ Z. But this would imply that the
bundles Fz are filtrable for generic z ∈ Z, which contradicts our hypothesis.
Case 2. One has h0(Z,Fx) ≤ 1 for generic x ∈ X .
In this case S := R0(pX)∗(F) is a torsion free rank 1 sheaf on X . Let X0 ⊂ X
the dense Zariski open subset of points x ∈ X for which h0(Fx) = 1. The sheaf S
is locally free of rank 1 on X0, and S(x) = H0(Fx) for every x ∈ X0 by Grauert’s
local triviality and base change theorems.
The restriction ex of the evaluation map e : p
∗
X(S) → F to Z × {x} is non-zero
for every x ∈ X0, hence the restriction e Z×X0 : S Z×X0 → F Z×X0 does not vanish
identically, hence its zero set is a proper analytic subset of Z × X0. This shows
that, for generic z ∈ Z, the induced map S X0 → Fz X0 is non-zero. Therefore, for
generic z ∈ Z, Fz contains the rank 1-subsheaf ez(S), so it is filtrable, which again
contradicts the assumption.
Lemma 4.9. Let Z, X be connected, compact, complex manifolds, and suppose
that X has only finitely many irreducible divisors. Then any irreducible effective
divisor D ⊂ Z ×X has either the form D′ ×X for an irreducible effective divisor
D′ of Z, or the form Z ×D′′ for an irreducible effective divisor D′′ of X.
In other words, any irreducible effective divisor D ⊂ Z ×X is either vertical or
horizontal.
Proof. If pZ(D) = Z, then the fiber of the map pZ D : D → Z is an effective divisor
of X for every z in a non-empty Zariski open subset Z0 ⊂ Z (see Theorem [Fi] p.
140). Therefore D ∩ (Z0 ×X) is flat over Z0 (see Lemma 1 [DT]), so it defines a
holomorphic map Z0 → Dou(X), which must be constant, because our assumption
on X implies that the Douady moduli space Dou(X) of effective divisors of X is
0-dimensional at every point. Let D′′ ⊂ X be the effective divisor corresponding
to this constant. We have Z0 ×D′′ = D ∩ (Z0 ×X) ⊂ D, hence (since D is closed)
one has Z ×D′′ ⊂ D. Since D is irreducible this implies that D′′ is irreducible and
Z ×D′′ = D.
If pZ(D) 6= Z the underlying analytic set of pZ(D) will be an irreducible analytic
subset H ⊂ Z of pure codimension 1. The underlying analytic set of D is contained
in H ×X , hence (since H ×D is irreducible) it coincides with it.
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