In [3] , a universal linear algebraic model was proposed for describing homogeneous conformal geometries, such as the spherical, Euclidean, hyperbolic, Minkowski, anti-de Sitter and Galilei planes ([6]). This formalism was independent from the underlying field, providing an extension and general approach to other fields, such as finite fields. Some steps were taken even for the characteristic 2 case.
Introduction
In [3] , a universal linear algebraic model was proposed for describing homogeneous conformal geometries. In particular, it provided a uniform description of spherical, Euclidean, hyperbolic geometries, as well as Minkowski's, anti-de Sitter and the Galilei plane ( [6] ), using quadratic forms on vector spaces. The model also gave a generalization of pseudo-Riemannian manifolds for arbitrary fields. As is usual with quadratic forms, the characteristic 2 case was mostly excluded from the article.
Preliminaries
Let us fix some field and denote it by K. Definition 2.1. A quadratic space is a pair (V, Q) consisting of a vector space and a quadratic form on it. It has an associated bilinear from defined as B(x, y) = Q(x + y) − Q(x) − Q(y). The radical of a quadratic form Q is the set of vectors v such that Q(v + u) = Q(u), and it is denoted by Rad Q. The direct sum of two quadratic spaces (V, Q) and
. An isometry is a linear map ϕ : V → V such that Q(ϕ(v)) = Q(v) for all v ∈ V . The group of isometries is denoted by Iso(V ). Definition 2.2. Let us denote the function u → B(v, u) by v * . A bilinear form is non-degenerate or regular if for every non-zero vector v ∈ V , the linear function v * is non-zero. A quadratic form is non-degenerate if its associated bilinear form is non-degenerate. Definition 2.3. A hyperbolic space of dimension 2 is a pair (Σ, B) is such that the bilinear form B takes the form B(u, v) = u 1 v 2 + u 2 v 1 in some basis. A hyperbolic space of dimension 2k is the orthogonal direct sum of k hyperbolic spaces of dimension 2 each.
Theorem 2.4. Given two subspaces U , V ≤ W of the same dimension such that neither of them contains degenerate vectors, any isometry between U and V extends into an isometry of W . (See [5] , Corollary 1.2.1.)
Let us turn towards the characteristic 2 case. First, let us recall the definition of a perfect fields. Definition 2.5. A field F is perfect if for any element in any finite field extension of F, it is a simple root of its minimal polynomial. Theorem 2.6. Every finite field is perfect.
We will not need all the properties of perfect fields, only the following: Lemma 2.7. If the characteristic of a field is p, polynomials of the form x p − a have a single solution.
In a perfect field K of characteristic 2, the equation x 2 = a has a unique solution in x for any a ∈ K. Alternatively, the map x → x 2 is a bijection and an automorphism of the additive group K + .
Over a perfect field of characteristic 2, polynomials of the form x 2 − a are always reducible, and the irreducible quadratic polynomials will take the form
The main issue with the characteristic 2 case is that in some dimensions there is no non-degenerate quadratic form. For example, for K = F 2 , there are nondegenerate quadratic forms only in even dimensions. However, by embedding an odd dimensional vector space inside an even dimensional quadratic space, we may salvage certain properties of quadratic spaces in the odd dimensional case as well.
Let us recall virtual quadratic spaces from [4] and a few related definitions.
Definition 2.8. A virtual quadratic space is a tuple (V, Q, U ) or (V, U ) for short, with U a subspace of a vector space V and Q a non-degenerate quadratic form on V . Its dimension is dim U . An isometry of the virtual quadratic space is an isometry of (V, Q) that fixes U ⊥ . The group of isometries is denoted by Iso(V, U ).
Two virtual quadratic spaces (V, Q, U ) and
The main result was the following: Theorem 2.9. Consider a quadratic space (Q U , U ). Then it can be embedded into a virtual quadratic space (V, Q V , U ), and for such an embedding, Iso(V, U ) depends only on Q U . In fact, such a V can always be chosen so that dim V = dim U + dim(U ∩ U ⊥ ), even as a subspace of some other virtual quadratic space
Lemma 2.10. In a perfect field K of characteristic 2, any non-degenerate virtual quadratic space
Corollary 2.11. In a perfect field K of characteristic 2, a non-degenerate virtual quadratic space is always of the form
A few further theorems are necesssary, which can be found in any reference book (see for instance [5] ). Definition 2.12. Given a non-degenerate quadratic space (V, Q) of dimension 2 over a field of characteristic 2 with basis e 1 , e 2 , the Arf invariant of V is defined as Arf(V ) := Q(e1)Q(e2) B(e1,e2) 2 , and if B(e 1 , e 2 ) = 0, it is defined as ∞. Given a non-degenerate quadratic space (V, Q) over a field of characteristic 2 such that it decomposes as an orthogonal sum into V 1 ⊕ · · · ⊕ V k with a corresponding basis e Lemma 2.13. Let us denote by H the operation H(x) = x + x 2 , which is an additive function over a field K of characteristic 2. Let us denote by H(K) the image of H over K.
Given a non-degenerate quadratic space (V, Q), its Arf invariant is independent from choice of basis, up to an additive term in H(K). Alternatively, the Arf invariant of a non-degenerate quadratic space is well defined as an element of the additive quotient group
This is the analogue in characteristic 2 of the lemma that the discriminant of a quadratic space is well defined as an element of the multiplicative quotient group K × /(K × ) 2 . When the underlying field is perfect, the Arf invariant completely describes the quadratic space. Theorem 2.14. Two non-degenerate quadratic spaces (V 1 , Q 1 ) and (V 2 , Q 2 ) of equal dimensions are isomorphic if and only if their Arf invariants differ in an element of H(K), or both are equal to ∞.
Before commencing with our geometric discussion, one more algebraic property is needed: Proof. Let the number of elements in K be 2 n . Then it can be checked that a ∈ H(K) if and only if p(a) = 0 for p(x) = n−1 i=0 x 2 i . Therefore H(K) is in fact the set of roots of p(x), all of which are simple roots.
Assume now that λ = 0. Since H(K) and λH(K) are both index 2 subgroups of K + , either the two are the same, or their intersection is in fact an index 4 subgroup. However, if they are the same, that means that the roots of p(x) and p(λx) are identical, which is only possible if λ = 1.
Universal conformal geometry
Let us recall a few key definitions from [3] . We will assume K to be a perfect field of characteristic 2 and the dimension of the geometry to be odd. Definition 3.1. A universal conformal geometry of dimension 2 ∤ n is a tuple (V, Q, P, L) where V is a vector space of dimension n + 3 over K, Q is a non-degenerate quadratic form with non-degenerate associated bilinear form B, and P , L ∈ PV are orthogonal.
We shall extend this definition such that V may be a non-degenerate virtual quadratic space. This is only relevant when the dimension of the geometry is even, in which case the virtual quadratic space is of the form (V, Ω ⊥ ) for some Ω ∈ V . Definition 3.2. A universal conformal geometry of dimension 2 | n is a tuple (V, Q, Ω, P, L) where V is a vector space of dimension n + 4 over K, Ω ∈ PV some vector up to scalar, (V, Q, Ω ⊥ ) a non-degenerate virtual quadratic space with Rad Q| Ω ⊥ = 0, with P , L ∈ PV are orthogonal.
We shall refer to the condition P ⊥ L as assumption (0). We will also assume that L, P , Ω are all linearly independent, and denote this condition by (1). Furthermore we shall assume that either Q(P ) = 0 or Arf Ω, P = ∞, and the same for L instead of P . This later condition shall be denoted by (2) .
Some further definitions: Definition 3.6. An isometry of the geometry is an isometry of (V, Q) that preserves P , L and Ω. An isometry of a hypercycle c is an isometry of the geometry that preserves c.
up to scalar multiple.
We will say for a class of geometries that the geometry is defined if all the geometries in the class are isometric.
Geometry in characteristic 2
Once again, K will denote a perfect field of characteristic 2, such as a finite field of 2 k elements, and we assume that (V, Q, Ω, P, L) is a universal conformal geometry.
Lemma 4.1. A quadratic space V 0 of dimension 3 can always be embedded into a non-degenerate quadratic space of dimension at least 6, and if the associated bilinear form is not constant 0 on V 0 , it can be embedded into a quadratic space of dimension 4 as well. Furthermore, the Arf invariant of the embedding space can be arbitrary.
Proof. First we shall prove that such an embedding exists for dimension 6. Let us fix a basis of V 0 , e 1 , e 2 , e 3 , and let V be direct sum of V 0 and U , where U is generated by the vectors f 1 , f 2 , f 3 . Let the quadratic form extend to V through B(e i , f i ) = 1, and any other B(e i , f j ) = B(f i , f j ) = Q(f i ) = 0 for i = j. This is a non-degenerate quadratic space, since for any non-zero vector of the form v + u where v ∈ V 0 and u ∈ U , B(v + u, f i ) = 0 for some i ∈ {1, 2, 3} if v = 0, otherwise B(v + u, e i ) = 0 since u = 0.
Assume now that the bilinear form is not constant 0. This means that there are two vectors e 1 and e 2 such that B(e 1 , e 2 ) = 0, and there is a linearly independent vector e 3 orthogonal to both of those. Then we may extend V 0 by a new vector e 4 such that B(e 3 , e 4 ) = 1, and the resulting quadratic space is non-degenerate. The Arf invariant of the whole space is Arf e 1 , e 2 +Arf e 3 , e 4 .
Finally, we shall prove that the Arf invariant can be set to be some arbitrary value a. Let us choose an embedding of V 0 into V with Arf invariant a 0 , and two vectors e and f in V such that a 1 = Arf e, f ∈ {0, ∞}. Such a pair of vectors always exists if dim V > 2, since we may choose an e such that Q(e) = 0, an f such that B(e, f ) = 0, and if Q(f ) = 0, we may replace f by f + f ′ where f ′ ∈ e, f ⊥ with Q(f ′ ) = 0. Furthermore, we may assume that e ∈ V 0 and f ∈ V 0 , the later because if by the previous construction f happens to be in V 0 , we may choose some vector f ′ ∈ e, f ⊥ such that Q(f ′ ) = Q(f ), and replace f with f + f ′ . We may replace Q with another Q ′ if we specify the values of the quadratic form and associated bilinear form on elements of a basis. Therefore let us extend e, f into a basis of V , and replace Q with Q ′ in a way such that the only difference is
Q(f ), which results in the expected Arf invariant.
Theorem 4.2. Assume that dim V ≥ 6 is fixed. Then the value Arf V , defined up to HK, and the values Arf Ω, P and Arf Ω, L define the geometry (this also holds if dim V = 4 unless Arf Ω, P = Arf Ω, L are both zero). We may also assume that Q(Ω) = 1.
Proof. Since Rad Q| Ω ⊥ = 0, Q(Ω) = 0. In a perfect field, we may scale Ω in a way such that Q(Ω) = 1, and this does not change the parameters Arf V , Arf Ω, P and Arf Ω, L . The subspace V 0 := Ω, P, L , which is of dimension 3 by assumption (1), and the restriction of the quadratic form is entirely determined by the value of the quadratic form and bilinear form on Ω, P , L and the pairs, respectively. By assumption (0), B(P, L) = 0. If Arf Ω, P = ∞, we may rescale P so that B(Ω, P ) = 1. Otherwise by assumption (2), we may rescale P so that Q(P ) = 1, since in a perfect field of characteristic 2, λ 2 = Q(P ) has a single solution. Given two geometries V and V ′ with identical Arf invariants, we identify the quadratic spaces (V, Q) and (V ′ , Q ′ ). Then the two generated subspaces V 0 and V ′ 0 are isometric, and this isometry extends into an isometry of V . Whenever Arf Ω, P and Arf Ω, L are fixed, this gives us a quadratic space V 0 , and by the previous lemma, we may always embed it into a quadratic space of the desired invariant. Hence such a geometry always exists.
We shall denote by Arf(x) := Arf Ω, x . From now on, we will concentrate on geometries of dimension 2, hence dim V = 6. Theorem 4.3. Let us denote by Σ a hyperbolic space of dimension 2. A nondegenerate geometry of dimension 2 is always isomorphic to one of the form (Σ ⊕ Σ ⊕ Σ, Ω).
Proof. Since it is non-degenerate, we have a line ℓ ⊥ L and a point p ⊥ P such that the point is on the line: p ⊥ ℓ, and neither of them are ideal, hence ℓ ⊥ P , p ⊥ L. Therefore ℓ, P and p, L are orthogonal hyperbolic spaces, and since the Arf invariant of the space is 0, V is isomorphic to Σ ⊕ Σ ⊕ Σ.
Let us assume that the geometry is of the above form. From a geometric point of view, fixing Arf(P ) and Arf(L) will distinguish between similar geometries. Note that the isometry group of a geometry depends only on the choice of P , L, and the subspace P, L, Ω , and that none of the objects defined thus far depend on the choice of Ω.
Definition 4.4. Two geometries (V, Q, P, L, Ω) and (V
are transformation equivalent if there is an isometry between them that sends P to P ′ , L to L ′ (up to scalar), and the subspace P, L,
We get transformation equivalent spaces by replacing Ω with some Ω ′ = Ω + αP + βL for some α, β ∈ K, assuming that Q(Ω ′ ) = 0.
Lemma 4.5. Let us replace Ω by Ω + αP + βL for some α, β ∈ K, assuming that the new Q(Ω) = 0. If either Arf(P ) or Arf(L) are 0 or ∞, both of their values shall remain the same. Otherwise, Arf(L) with the new Ω will become
and similarly for Arf(P ), only the occurences of α, P and β, L exchanged.
Proof. This is a simple calculation, using the definition of Arf and the fact that B(Ω ′ , P ) = B(Ω, P ).
Corollary 4.6. A class of transformation equivalent geometries, and thus the group of isometries of a geometry is identified by ρ :=

Arf(L)
Arf(P ) , by Arf(L) and Arf(P ) if either of them is 0 or ∞, and in case of ρ = 1, by Arf(L) + H(K).
Proof. Two geometries are related by the transformation established in the previous lemma. By the previous lemma, the statement of the corollary is clear if Arf(P ) or Arf(L) is 0 or ∞, otherwise ρ is preserved by the above transformation. Then it is enough to now ρ and Arf(L) to reconstruct the geometry.
Replacing α
B(Ω,L) by x and y, respectively, we get identical geometries with Arf(L) changing to Arf(L) + ρ −1 H(x) + H(y), assuming that Arf(L) ∈ {0, ∞}. If ρH(K) = H(K), then ρ −1 H(K) and H(K) are non-identical index 2 subgroups of K + , hence they generate K, and Arf(L) can take any value, but resulting in equivalent geometries. Otherwise, Arf(L) is defined up to H(K), which is only possible if ρ = 1 by 2.15.
Distance in characteristic 2
In [3] , distance was defined through fixing a line, and considering the isometry group that fixes the line. In dimension 2, a line is given through a single hypercycle ℓ orthogonal to L. First, we need to consider the case when ℓ is linearly dependent from Ω, L, and P . Definition 5.1. The group of isometries of a cycle c (respectively, that of a line ℓ) is the set of isometries of V that fix Ω, P , L and c (respectively, ℓ). We call a cycle c (respectively, a line ℓ) independent, if it is linearly independent from Ω, P , L as vectors in V . Proof. By (0), the first three are definitely linearly independent. We know that Q(ℓ) = 0 since it is a cycle, B(L, ℓ) = 0 since ℓ is a line, B(P, ℓ) = 0 since it is non-ideal, and that B(Ω, ℓ) = 0 since it is real. Assuming that ℓ is in the space generated by P , Ω, L, it can be written as a linear combination αP + βL + γΩ.
Then we may check all these conditions, among which 0 = B(P, ℓ) = γB(Ω, P ) means that γ = 0, and 0 = B(L, ℓ) = γB(Ω, L) means that B(Ω, L) = 0. The details are simple but technical, and are left to the reader.
Lemma 5.3. The group of isometries of an independent line ℓ is either isomorphic to the group of isometries of a dimension 2 quadratic space, or to
Proof. Let us consider the subspace V 0 = Ω, P, L, ℓ that is of dimension 4 by condition (1) . If the restricted bilinear form B| V0 is non-degenerate, then the group of isometries of the line is isomorphic to the group of isometries of the subspace V ⊥ 0 , which is of dimension 2, and is also a non-degenerate quadratic space.
If B| V0 is degenerate, we may show that dim Ker B| V0 = 2. Consider in general a non-degenerate quadratic space V with a subspace V 0 and a non-zero vector v ∈ Ker B| V0 . Then we may find a u ∈ V such that B(u, v) = 1, since the quadratic space V is non-degenerate. Then we may choose a subspace
is odd, hence it is a degenerate space, and the original dim Ker B| V0 > 1. On the other hand, repeating this method recursively, we can see that dim Ker B| V0 ≤ dim V − dim V 0 , which in our initial case was 2.
So we may assume that dim Ker B| V0 = 2 and choose e 1 , e 2 ∈ V 0 and e 1 , e 2 ∈ V such that B(e i , e i ) = 1, and every other pair evaluates to 0 under the bilinear form. Since V 0 , e 1 and e 2 generate the whole space V , an isometry is determined by the image of e 1 , e 2 . Furthermore, denoting U := e 1 , e 2 , e 1 , e 2 , since U ⊥ ⊆ V 0 , their images are linear combinations of these four vectors. Let us fix an isometry ϕ of U that fixes e i and e j . Since B(e i , e j ) = B(e i , ϕ(e j )), we have ϕ(e i ) = e i + α i e i + β i e i ′ where i ′ denotes the other index in the set {1, 2}. Since B(e 1 , e 2 ) = B(ϕ(e 1 ), ϕ(e 2 )), this means that β 2 1 = β 2 2 , and since we're in characteristic 2,
for i ∈ {1, 2}. This means that
, which when multiplied by Q(e 1 )Q(e 2 ) gives H(α 1 Q(e 1 )) = H(α 2 Q(e 2 )), hence α 1 Q(e 1 ) + α 2 Q(e 2 ) ∈ {0, 1}. By referring to this value as ε, the isometry is completely determined by the pair (α 1 , ε) ∈ K + × F + 2 , since β may be chosen uniquely due to the field being perfect.
It is easy to see, for instance by looking at the image of e 1 under isometries, that the map ϕ → (α 1 , ε) is in fact a group isomorphism. Proof. Since P , L, Ω and ℓ are fixed under such an isometry, the isometry group is completely determined by Arf ℓ, P, L, Ω ⊥ up to H(K). Let us consider an element ℓ ⊥ L, Q(ℓ) = 0, ℓ ⊥ P . Let us assume B(P, ℓ) = 1. Then ℓ, P is a hyperbolic space, and hence Arf ℓ, P ⊥ = 0. To extend {ℓ, P } into a basis, we need to project Ω and L onto ℓ, P ⊥ , the later of which is already inside due to assumption (0). Then Ω ′ = Ω + B(Ω, ℓ)P + B(Ω, P )ℓ is the projection of Ω.
Since Arf ℓ,
The isometry group depends on this value, up to H(K). When B(Ω, ℓ) = 0, this is simply Arf Ω, L .
The previous lemma suggests that we look at elements that are orthogonal to Ω separately. Definition 5.5. A real hypercycle (or real point) is a hypercycle (or point) c ∈ V such that c ⊥ Ω. A virtual hypercycle (or virtual point) is a hypercycle (or point) that is not real.
1
Note that this is the first definition that uses Ω directly, and thus the choice of real and virtual hypercycles distinguishes between otherwise transformation equivalent spaces.
Lemma 5.6. Given a cycle c ∈ V , the group of isometries that fix this cycle acts transitively on those non-ideal points p where
B(L,p) is a fixed value, and p is linearly independent from Ω, P , L, c.
Proof. For a non-ideal point p, we have B(L, p) = 0, and by rescaling we may assume that B(L, p) = 1. Note that this does not change the ratio
B(L,p) which is fixed up to scalar multiples. In fact, if B(L, p) = 1, it becomes equal to B(Ω, p 1 ) = B(Ω, p 2 ).
Assume given two non-ideal points p 1 and p 2 on the cycle c with the above condition and scaling, thus having B(Ω, p 1 ) = B(Ω, p 2 ). Then the subspaces Ω, P, L, c, p i are isometric for i ∈ {1, 2}. Therefore there is an isometry between these two subspaces that sends p 1 to p 2 and fixes the others, and this extends into an isometry of V .
The above lemma shows that just as for [3] , it is possible to define translations through lines for most pairs of points. To define distances, we need to talk about orientation, which is generally not well-defined in characteristic 2, since 1 = −1. However, the arising groups have some very useful properties.
Definition 5.7. Let us denote by Ort(α) the group of isometries of a quadratic space of dimension 2 whose Arf invariant is α, and let Ort(∞) be K + × F + 2 . In particular, Ort(0) is the group of isometries of the hyperbolic space.
Lemma 5.8. For any α ∈ K ∪ {∞}, there is an index 2 subgroup Ort(α)
+ of Ort(α) that acts transitively on the set of points of a certain non-zero norm.
, in which there is clearly a unique index 2 subgroup, isomorphic to K + (it is unique since K + is of odd order).
Let us fix a (not necessarily symmetric) bilinear form A such that Q(x) = A(x, x). Such a form always exists. Let M be an isometry, that is, Q(M (x)) = Q(x). Then A(M (x), M (y)) = A(x, y) + B M (x, y) for some anti-symmetric bilinear form B M , i. e. B M (x, x) = 0. In characteristic 2, every anti-symmetric bilinear form is a symmetric bilinear form as well.
Since the dimension of the space is 2, the dimension of the space of symmetric bilinear forms is 1, hence B M = λ M B for some λ M ∈ K dependent on M , where B is the associated bilinear form to Q.
Written in matrix form, we get Let us denote by Ort(α) + the set of matrices M where λ M = 0. It is fairly easy to see that this is in fact a subgroup of index 2.
Therefore we may define the distance in the following manner.
Definition 5.9. Given two non-ideal real points p 1 and p 2 on a non-ideal real line ℓ, the oriented distance of p 1 and p 2 is the unique element of the group of isometries fixing ℓ, a group isomorphic to Ort(Arf Ω, L ), that sends p 1 to p 2 . The oriented distance is of p 2 and p 1 is the group theoretic inverse of the oriented distance of p 1 and p 2 . The distance of two points p 1 and p 2 is then the equivalence class of the element quotiented by the group inversion, in Ort(Arf Ω, L )/{γ ∼ γ −1 }.
In a finite field of characteristic 2, the group K + /H(K) contains two elements, represented by 0 and e. Therefore, apart from Ort(∞), there are only two orthogonal groups: Ort(0), the isometries of the hyperbolic space, and Ort(e). Note that the quadratic space corresponding to Ort(e), with quadratic form x 2 + xy + ey 2 , is similar to the elliptic case in other finite fields, in particular that all orbits, apart from {0}, contain |K| + 1 points.
We get the following classification for uniform geometries in finite fields of characteristic 2, using the notation Arf Note the similarity to finite fields of other characteristics, where e would denote a quadratic non-residue (see [3] ): Note that unlike in the characteristic non-2 case, the values Arf(P ) and Arf(L) given up to H(K) do not define the geometry completely.
