Traditional largest normalize residual (LNR) test for bad data identification relies on state estimation residuals and thus can only be implemented after running Power System State Estimation (PSSE). LNR may fail to detect bad data in leverage point measurements and multiple interacting and conforming bad data. This paper proposes an optimization problem formulation for joint state estimation and bad data identification based on second-order cone programming (SOCP) convex relaxation. 1 -norm of the sparse residuals is added in the objective function of the state estimation problem in order to recover both bad data and states simultaneously. To solve the optimization problem in polynomial time, first, SOCP convex relaxation is applied to make the problem convex. Second, least squares error (LSE)-based semidefinite programming (SDP) cutting plane method is implemented to strengthen the SOCP relaxation of PSSE.
To have a robust PSSE algorithm, the estimator should be able to not only provide quality estimation of the states in polynomial time, but also identify bad data measurements and remove those corrupted data to ensure the accuracy of the results.
PSSE Solving Methods
PSSE is a nonlinear and nonconvex problem. The nonlinearity and nonconvexity of the PSSE originate from the nonlinearity and nonconvexity of the measurement functions which relate to the power injection and line flow equations of the system. Power flow calculation is NP-hard since it needs solving a set of nonlinear polynomial quadratic equations. Also, it is known that checking the feasibility of AC power flow problem for both transmission and distribution networks is NP-hard [2, 3] .
Traditionally nonlinear PSSE is formulated as a weighted least squares estimation (WLSE) and solved by iterative Gauss-Newton method [4, 1, 5] . The algorithm adapts Taylor's first-order expansion and is known to have the following issues.
• Gauss-Newton method finds a local optimum for a nonlinear WLSE problem [5] . Since nonlinear WLSE is a nonconvex optimization, it can have several local solutions. Gauss-Newton method guarantees a local solution, but not a global optimal solution.
• Sensitivity to the initialization and lack of a guaranteed convergence are the other main issues related to the Gauss-Newton method [6, 7] . It have been shown in [5] that Gauss-Newton algorithm may fail to converge due to nonlinearity or the relative large size of residual of the problem.
Hence, it is important to find more reliable solving techniques for nonlinear PSSE problems with the ability of approximating the global solution in polynomial time.
In recent years, convex optimization approach for solving nonlinear PSSE and OPF problems becomes popular. Two well-known convex relaxation methods are semidefinite programming (SDP) and second order cone programming (SOCP). SDP relaxation is first applied in OPF in [8] . Lavaei and Low have shown that SDP relaxation of OPF can provide a tight bound for OPF problems [9] . A summary report on the recent advances in convex relaxations of the OPF problem can be found in [10] and [11] .
Using SDP relaxation for PSSE problems has been seen in the literature [12, 7, 13, 14, 15, 16] . The disadvantage of SDP relaxation for PSSE problem is that it has scalability issue as demonstrated with computing experiments in [17] . For large-size power networks, computing time of the SDP relaxation is significant and decomposition techniques become an option [18] . The power networks used in [12] , [7] , [13] , [14] , and [15] are limited to a 14-bus system, a 30-bus system, a 6-bus system, a 6-bus system, and a 30-bus system, respectively.
To be able to handle large-size networks, distributed computing techniques are adopted for SDP relaxation of PSSE. For example, [19, 20, 21] adopted distributed optimization for SDP relaxation of PSSE. The main idea is to decompose a large-scale power network into subsystems. For each subsystem, an optimization problem will be solved. Among the subsystems, information will be exchanged and an iterative procedure will be carried out until convergence. For example, Lagrangian method is employed in [19] and alternating direction method of multipliers (ADMM) is adopted in [20, 21] . Distributed algorithms have also been applied to Gauss-Newton method, see [22, 23, 24] .
Besides distributed computing, more computationally efficient convex relaxations such as linear programming relaxation [25] , quadratic programming relaxation [26] , and SOCP relaxation [17] have the potentials to be applicable in PSSE. Among those methods, SOCP has demonstrated a great potential to achieve a tighter gap with more computational efficiency [17, 27] .
Using SOCP relaxation for solving power flow problems was first initiated in [28] and [29] . In [6] , SOCP relaxation for PSSE is investigated. To have the relaxation exact, the objective function of a WLSE problem is modified to include voltage phasor information of a spanning tree. Jabr and Pal used the technique of variable change similar to that in SOCP formulation to linearize the power flow equations in PSSE [30] .
SOCP relaxation was not adopted in [30] since SOCP relaxation can be weak for meshed networks [27, 31] .
Therefore, a nonconvex optimization problem is formulated in [30] and interior point method (IPM) solver is adopted to find a local optimal solution.
Recently, cycle based constraints have been introduced to enhance SOCP relaxation [27, 31] . In particular, [27] has suggested three approaches for strengthening SOCP relaxation for OPF problems using cycle based feasibility constraints. The SDP separation approach is claimed to provide the best strengthening effect. The main idea is to add linear inequality constraints to reduce the feasibility region.
In this paper we adopt a new strengthened SOCP relaxation method [32] for PSSE problems. In our method, affine inequality constraints instead of linear inequality constraints are used. Our strengthening method provides a similar strengthening effect. Detailed mathematic derivation and theoretic investigation on this algorithm can be found in the authors' paper [32] , where the algorithm was applied for OPF.
Bad data Detection
Corrupted data usually exist in power system measurements due to device failures, communication system problems or cyber attacks. PSSE is expected to detect and get rid of bad data to guarantee the accuracy of the estimation results. Bad data detection and identification have been widely reported in literature. Schweppe in [33, 34] has introduced PSSE and bad data detection with WLSE formulation.
Different methods such as weighted and normalized residuals, sum of squared residuals, and non-quadratic criteria for solving PSSE and bad data identification problems are introduced in [35] . In the literature, χ 2 test was introduced to show if there are bad data while Largest Normalized Residual (LNR) test shows exactly which measurement contains bad data [35, 1] .
There are three issues related to LNR tests.
• LNR test relies on the state estimation residuals and thus can only be implemented after running PSSE. In case of detecting any bad datum, PSSE has to run again after discarding that bad datum.
• LNR test may fail to detect multiple interacting conforming bad data [1] .
• If leverage measurements contain bad data, the LNR algorithm would not be able to detect it [1, 36, 37] .
In order to overcome the limitations of LNR in the detection of multiple interacting conforming bad data, several research works have been carried out in the literature. In [38] , hypothesis testing was introduced to identify multiple interacting bad data while decomposing scheme with least median squares estimation was suggested in [39] . More recently, [40] has suggested a modified LNR algorithm to specifically deal with multiple interacting bad data identification.
In the context of leverage points bad data detection, projection statistics algorithm has been introduced in [1] and [36] . Most recently Pal and Majumdar introduced diagnostic robust generalized potential algorithm in [37] for separating leverage measurements in power system.
The aforementioned research all rely on separated state estimation and bad data identification. Recently proposed robust state estimation methods [41, 7, 42] can conduct simultaneous state estimation and bad data identification through joint optimization problem formulation. In fact, the identification problem for both state variables and bad data (of the same dimension as the measurement vector) is an under-determined problem [7] . If the bad data are sparse signals, then the estimation problem becomes over-determined.
The application of sparse signal recovery for bad data identification gains lots of attentions in recent years. Sparse Residual Estimator (SRE) with 1 -norm optimization was first introduced in [43] for recovering sparse signals from unreliable sensors in the network by using sparse matrix characteristics to create an MHuber estimator. In [41] , SRE application has been expanded by using the method for developing joint linear state estimation and bad data identification. In [7] , SDP relaxation of the robust nonlinear state estimation problem is solved and the power network is limited to 30 buses. In [42] , Gauss-Newton type of iterative solver is employed to find the local solution of the robust state estimation problem. The test system is also limited to 30 buses.
The objective of this paper is to formulate a robust nonlinear PSSE problem to simultaneously identify state variables and bad data and further solve the problem for large-scale networks with approximate global solutions using strengthened SOCP relaxation.
Contributions
Motivated by [41, 7] and our previous research in strengthened SOCP relaxation based OPF [32] , we contrive convex optimization framework for PSSE problems using SOCP relaxation with cycle based constraints for the first time. Relating the feasibility constraints in SOCP relaxation of PSSE to every cycle in a cycle basis, makes it possible to generate valid affine inequalities (or cuts) to reduce the search space. The advantage of the proposed method for PSSE is demonstrated by comparing the suggested method with the traditional iterative Gauss-Newton algorithm.
Sparse residual estimator (SRE) has been used for introducing joint state estimation and bad data identification only for linear system in literature [43, 41] . In fact [42] showed that, in case of nonlinear and nonconvex measurement functions, there is no guarantee that SRE algorithm would recover sparse error.
Motivated by those research, joint PSSE and bad data identification algorithm is proposed in this paper by using SRE and strengthened SOCP relaxation formulation. The advantage of proposed method then compared with traditional WLSE-based PSSE and traditional LNR bad data detection. Two example test studies have been carried out to show the effectiveness of proposed joint optimization algorithm in the detection of leverage points bad data and multiple conforming bad data. Finally, the robustness of the method is tested against 13 NESTA V6.0 test cases from a 3-bus system to a 1354-bus systems [44] .
The rest of the paper is organized as follows. Section 2 presents state estimation formulation and introduces joint state estimation and bad data identification as a constrained optimization problem. SOCP relaxation of the problem is also presented. Section 3 presents the LSE based SDP cutting plane method that strengthens the SOCP relaxation. In Section 4, case studies are carried out to test and verify the effectiveness and robustness of the proposed algorithm. Finally Section 5 concludes the paper.
State estimation and the proposed co-optimization problem formulation
This section presents state estimation in its standard formulation with two types of objective functions.
SOCP relaxation is introduced, followed by joint state estimation and bad data identification as a constrained optimization problem. (1)). Consequently, the cost function of the PSSE problem can be represented by the 2 -norm of the errors between the measurement functions values and the measurements data. Thus, WLSE cost function is a quadratic convex function.
where
is the nonlinear function relating the state vector x to z i , r i represents the residual, σ i represents ith measurement's deviation.
Compared to WLSE, WLAV estimation minimizes the sum of the weighted absolute errors between measured values and measurement function outputs (see (2)). The objective function of WLAV is not differentiable.
There are additional constraints, e.g., zero-injection pseudo-measurement constraints (3a) and/or inequality constraints (3b) (e.g., constraints related to the direction of the power injection or flow which is only used in conjunction with the current magnitude measurements).
where P notates the set of the pseudo-measurement meters.
Measurements of the system usually consist of voltage magnitudes of the buses, real and reactive power injections, and real and reactive power flow of transmission lines. Since AC power flow is a nonlinear, non-convex problem, PSSE will be nonlinear and non-convex optimization as well. The power injection equations at Bus i can be written as (4a)-(4b).
The line flow equations at a branch connecting Bus i and Bus j are written as (5a)-(5b).
Superscripts g and d notate generation and load consumption respectively, and δ ij = δ i − δ j .
The state estimation problem will give estimate of the state: |V | vector and δ vector based on the measurement data consisting of voltage magnitude measurements, power injection measurements, and line flow meaurements.
SOCP relaxation of the state estimation
From equations (4a)-(5b), it can be observed that the polar form of voltage phasor expression leads to nonlinearity and non-convexity of the measurement functions. The voltage phasor will be expressed in the reactangular form:
The nonlinear terms can be converted to linear convex term by defining new variables T and S for all lines of the power network.
Substituting the new variables into the equations (4a)-(5b), the power injection equations can be represented as follows.
where a i is the set of the adjacent buses that have branches connected to Bus i. The line flow expressions at branch k connecting bus i and bus j are as follows.
The following relations between new introduced variables have to be held:
The last equation in (9a) is a surface of a cone and is a non-convex constraint. We can apply relaxation by changing this constraint from equality to inequality.
The above inequality describes a second-order cone, hence the name SOCP relaxation. The above relaxation was first introduced in [45] and [28] . The latter showed that the SOCP relaxation is exact for radial networks.
The SOCP relaxation of PSSE will give estimate of S and T based on the measurement data. A slight change is assumed for voltage magnitudes. Instead of directly using a voltage magnitude in the z vector, in the SOCP relaxation problem, we use its square in the measurement data. This gives us a linear measurement function:
where superscript meas notates measurement.
In the conventional state estimation problems, the voltage magnitude measurement's standard deviation is given based on the meter accuracy. Assume that |V | meas i = |V | true +e, where the error e is Gaussian noise with zero mean and variance as
A system's voltage is close to 1 pu. Hence we may assume that r is also a Guassian distribution with its deviation as 2σ.
The optimal solution for this problem may not be feasible and the relaxation is not exact due to two reasons.
• Constraint (10) is not binding, i.e., :
• For meshed networks with cycles, Kirchhoff's Voltage Law (KVL) of a loop is not satisfied. This can be manifested as the sum of the angle differences across a cycle is not zero [27] : (i,j)∈C tan
To take care of Kirchhoffs Voltage Law and make the relaxation exact for the meshed network, [29] proposed imposing following constraints to the SOCP formulation:
Note that, (11) contains tangent function which makes it a non-convex constraint. Therefore, the constraint has to be linearized in order to achieve convex SOCP relaxation of the alternative formulation. A heuristic iterative procedure is introduced in [29] to incorporate the linearized angle constraint. However, the introduced linear constraints may exclude feasible solutions and the final solution is only an approximation.
In Section III, we will show alternative ways to handle the issue related to meshed networks.
Proposed joint state estimation and bad data identification problem formulation
Nonlinear measurement function can be represented by the following equation:
where z is the measurement vector, x is the state variables vector, h(x) is the measurement function coefficient and w ∈ R m , w i ∼ N (0, 1) represents Gaussian noises of standard distribution. If corrupted data exist in the measurements, a sparse vector o can be added as an unknown vector which only has non-zero elements [42, 43, 41] . In this case, the new measurement model can be represented as (13) .
Joint estimation of x and o can reveal states while identifying the corrupted data. [42] shows that relying on the sparsity of o, if a list of τ 0 faulty measurements are expected, ideally a combination of 0 -pseudonorm and 2 -norm as shown in (14) could successfully recover x and o.
In the above equation, τ 0 is the number of corrupted measurements. The problem is 0 -pseudonorm in (14) , which renders NP-hard and makes it computationally impossible to solve the optimization problem for large scale systems. To make the problem computationally efficient, a well-known convex 1 -norm relaxation can be applied to above constraint [42] , [41] .
where τ 1 is a positive number and depends to the number of corrupted measurements and the probability distribution function of error in those measurements. The Lagrangian relaxation of the constraint leads to the co-optimization represented in (16) , which allows joint state estimation and bad data identification simultaneously.
(x,ô) ∈ arg min
where λ is a positive parameter. Based on the Lagrangian formulation in (16) , it can be anticipated that if λ → ∞, thenô becomes zero and the joint optimization reduces to WLSE. On the contrary, it has been shown in [46] and [47] that when λ → 0 + , the solution of the joint formulation coincides with WLAV.
Also it has been shown in the literature that for a finite λ > 0, joint formulation will respond to Huber's M-estimator; see [41] and [48] for more details. With the assumption that w relates to Gaussian noise, choosing λ = 1.34 makes the estimator 95% asymptotically efficient for uncorrupted measurements [4] . The sensitivity of the joint formulation to λ is further discussed by carrying out some examples in the case study section.
The above joint optimization is convex if the measurement functions h(.) are convex. In standard AC state estimation, measurement functions are nonlinear and non-convex as shown in equations (4a)-(5b). [42] showed that, in case of having nonlinear and nonconvex measurement functions, there is no guarantee for the joint optimization algorithm to recover sparse error. Therefore, for the first time, in this paper we have adopted SOCP relaxation to build a convex optimization problem with an 1 norm constraint to make it possible for the joint optimization formulation to be applied for nonlinear PSSE. Also, the use of our new LSE-based SDP cuts strengthens SOCP relaxation, avoids the need for a local solver or iterative linearization in joint optimization solving, and leads to a more accurate estimation and identification result. Note that the state variables in our constrained optimization problem are no longer voltage magnitudes and angles, instead, S and T .
Feasibility check and voltage phasor recovery
Two steps are followed after S and T are obtained from the strengthened SOCP relaxation of state estimation problem, with Step 1 to check if the solution is a feasible solution and Step 2 to recover the voltage phasor from S and T vectors.
In
Step 1, two feasibility indices err socp and err cycle are used for feasibility check. The first index checks if (9b) is satisfied while the second index checks if the sum of the phase angle differences across every cycle in the grid is zero. An error err_cycle_k = (i,j)∈C δ ij is defined for each cycle in the cycle basis of the power network.
If both indices are zero, the solution from the SOCP relaxation is a feasible solution.
Whether the solution is a feasible or not, we recover the voltage phasors. An infeasible solution can be used as the initial start for the Gauss-Newton method and a more accurate estimation can be obtained according to [12] .
To recover |V | and δ from the solution of the SOCP relaxation problem (S and T ), the following recovery steps will be adopted. For Bus i, the voltage magnitude |V i | can be computed from T ii :
For branch k connecting bus i and bus j, based on S ij and T ij , we are able to find the difference between these two voltage phasor angles:
Aggregating the equations related to all branches, we should arrive at a matrix/vector expression that relates the phase angle vector to the vector b ∈ R m , where m is the total number of branches in the power grid and b k = tan
where M ∈ R |L|×|B| is the branch to bus incidence matrix. For the k-th row of M , all components except those in the jth column and ith column are not zero.
if Branch k is connecting Bus i to Bus j. 3. Strengthening SOCP relaxation using LSE-based SDP cuts SOCP relaxation may be weak for meshed power networks due to its ignoring the feasibility constraints in (11) . On the other hand, SDP relaxation is known to produce very tight lower bound and providing quality guarantees for power flow optimization. However, SDP algorithms have scalability issues [31] . In order to have the benefit of efficient computing of SOCP relaxation together with the benefit of tight lower bound results of SDP relaxation, SDP cuts are introduced to strengthen SOCP relaxation.
The idea is to strength SOCP relaxation by adding inequality constraints to separate SOCP solutions from the feasible region of the SDP relaxation. This separation idea is first proposed in [27] . Linear inequality constraints are generated using the method proposed in [27] . In this paper, we use a method proposed in [32] to obtain affine inequality constraints using LSE-based method.
SDP relaxation
In SDP relaxation, rectangular expressions are used to represent the voltage phasors.
A matrix W is defined as follows
It is obvious to find the following characteristics:
W 0 means that this matrix is positive semi-definite.
The power injection constraints will be shown to be linear with the elements of W . Define
where |.| notates the cardinality of a set and B is the number of buses in the grid.
The above expressions indicate that the equality constraints of power injection are linear in terms of W . Without the rank 1 constraint rank(W ) = 1, this problem is a convex problem and a semidefinite programming (SDP) problem. This relaxation is named as SDP relaxation [8] .
SDP cuts
The variables utilized in SOCP relaxations are S and T and they have the following relations with W .
Based on above equations, For every T ij , S ij and T ii , we can express them to be the Frobenius product related to the matrix W by the following equation:
where • denotes Frobenious product.
Therefore, for any solution (T * , S * ) of SOCP relaxation, if we could find a positive semidefinite W * that satisfies equations in (21a)-(21c), then (T * , S * ) belong to the SDP feasible region and it is an optimal solution for SDP relaxation. On the contrary, if such W * does not exist, the optimal solution (T * , S * )
of SOCP relaxation does not belong to the SDP feasible region and thus, it is not a feasible solution for PSSE problem. Therefore, we can separate (T * , S * ) from SDP feasible region by adding a set of inequality constraints to the SOCP relaxation.
A challenge is that finding a full size W needs solving an SDP optimization with the matrix of the same size of the original SDP relaxation problem. This is a very time consuming task. Consequently, instead of full size matrix search, we can separate the solution to the SOCP relaxation problem over every cycle in a cycle basis. For any chordless cycle C belongs to the cycle basis, we are looking to find corresponding submatrixW of W . In this way, the separation will be very efficient and effective. The SDP feasible region we are looking for can be defined as follows.
To find proper inequality constraints to separate SOCP relaxation results from the SDP's feasible region,
we recently introduced a new LSE-based method. The philosophy is explained by Fig. 1 . For any optimal solution of SOCP relaxation z 0 that belongs to cycle C in a cycle basis, first, we will find the shortest distance from z 0 to the set S where z * , andW * are the corresponding variables found in S. Therefore, a small-scale LSE optimization problem over a cycle will give us the corresponding z * , and
whereW is a corresponding submatrix of W for Cycle C, L is the set of all indices of z. If the norm of z 0 − z * is zero, that means z 0 belongs to the SDP set and z 0 meets the requirement of cycle constraint.
Therefore, α = z 0 − z * = 0 and no cuts will be added to the SOCP relaxation problem. On the other hand, if z 0 does not belong to the SDP feasible region, then α ≡ 0 and α T (z −z * ) ≤ 0 inequality constraints will be added to the original SOCP problem. This procedure is applied for every cycle in a cycle basis. Therefore, in each iteration several cuts will add to the original problem. Our studies show that even 3 to 4 iterations are enough to reach to a quality result for PSSE with SOCP relaxation.
The mathematical details of the SDP cut-based strengthened SOCP were documented in [32] . Comparison of this approach and the strengthening method in [27] can also be found in [32] .
Case Study and Numerical results
In this section, case studies are presented to show the effectiveness of the proposed simultaneous state estimation and bad data identification algorithm. The algorithm is programmed and implemented using CVX toolbox of the MATLAB [49] . MATLAB have been running on a Core2Duo, 3.00 GHz PC with 6.00 GB of RAM. MOSEK solver [50] is used for solving convex optimization. In each scenario of case studies, power flow results from MATPOWER [51] have been used as the true values of the measurements. Also, MATPOWER's Gauss-Newton state estimation function run_se has been modified to provide comparison.
Noises are represented by random Gaussian distribution values with zero mean and standard deviation of 0.01 pu for power and 0.005 pu for voltage.
SOCP versus Strengthen SOCP for WLSE
The first test is conducted on IEEE 14-bus system for WLSE only. This system has 7 cycles in its cycle basis. The objective of this test is to demonstrate the advantage of strengthened SOCP over SOCP relaxation in providing a solution much closer to the feasible region. SOCP relaxation of WLSE is first solved. The solution is used to create 7 SDP cuts. The SOCP problem is now modified to include the 7 SDP cuts. This is the first iteration. Once we obtain the solution, we may create another 7 cuts and solve the strengthened SOCP with 14 cuts.
The feasibility indices from SOCP relaxation, SOCP relaxation with SDP cuts for one iteration, and SOCP relaxation with SDP cuts for two iterations are compared for 50 Monte Carlo runs of the WLSE problem in Fig. 2 . At each run, the measurement data were created by adding Gaussian noise on top of the true values.
It can be seen clearly that the strengthened SOCP relaxation provides a solution much closer to the feasible region.
Performance of the strengthened SOCP on WLSE-based PSSE
The proposed estimator based on strengthened SOCP relaxation with LSE-SDP cuts are tested on IEEE- 
RMS-VE =
where superscript true stands for true value and e stands for estimation. N is the number of buses in the network.
In order to ensure the observability of the system, the conventional measurement sets have been adopted from [30] . For the IEEE-118 bus system, the measurement set consists of (i) the real and reactive power flow for each end of transmission lines, (ii) the real and reactive power injection at every bus, and (iii) voltage magnitude at every bus. The performance indices are the Mean Square Error (MSE), the maximum of root mean square (RMS) voltage error (RMS-VE), and the maximum of RMS angle error (RMS-AE).
The results are presented in Figs. 3-5. For every system, 50 instances of measurement data were created.
The two algorithms were tested for the same measurement data at each run. It can be seen from the three figures that when the size of the network becomes larger, strengthened SOCP (with 3 iterations) shows better performance compared to the Gauss-Newton method.
Since the algorithm needs to be solved iteratively, its computational time is slightly higher than the Gauss-Newton method. The computational time of the two methods we tested are compared in Table 1 . 
Performance of the joint optimization problem formulation against multiple conforming bad data
This section investigates the effectiveness of the proposed joint optimization method in the presence of interacting and conforming multiple bad data. In order to do that, Example 5.5 of the reference [1] have been implemented on NESTA [44] three-bus system to simulate multiple interacting conforming bad data.
A brief definition of interacting conforming bad data [1] is also explained here. The measurement residual vector r can be expressed by the product of the sensitivity matrix S and the error vector e:
Consider the linearized measurement equations:
where e is assumed to have normal distribution: E(e) = 0, and cov(e) = R. Then the weighted least square (WLSE) estimator is:
The estimated value of ∆z is:
The residual vector r can then be expressed by the error vector.
If S ij is very small compared to S ii and S jj , then measurements i and j are noninteracting. That is, Fig . 6 shows the configuration of the 3-bus test system and its related measurements. Two bad data were implemented on the power flow measurement of the line (3 − 2) and the power injection measurement on bus 3. Two scenarios have been considered: (i) multiple interacting, non-conforming bad data; (ii) multiple interacting, conforming bad data. In both scenarios random Gaussian noises have been added to the uncorrupted measurements. PSSE is carried out in each scenario by both the proposed joint optimization and traditional Gauss-Newton method with LNR test. The result is presented in Table ? ?. As it can be seen, the proposed joint optimization algorithm is able to successfully identify the corrupted measurements even with the presence of interacting conforming bad data, while LNR method successfully identifies the bad data for nonconforming bad data but fails to detect any of them in the scenario when multiple interacting conforming bad data present. 
Performance of the joint optimization algorithm against leverage point bad data
This section investigates the effectiveness of the proposed joint optimization method in the presence of leverage point bad data. In order to do that, an 3-bus system example of leverage point bad data have been adapted from [36] and implemented on NESTA's 3-bus system to simulate leverage point bad data. In this example, the system has the same configuration as shown in Fig. 6 except that the power flow measurement on line 1-2 reads P F low12 instead of P F low21 . In this example all the line assumed to have zero resistance and near 1 pu. reactance except for line 1-2 which is shortened to have a reactance of 0.1 pu. It has been shown in [36] that power injection measurement at bus 1 (P inj1 ) and the measurement flow on line 1-2 (P F low12 ) become isolated leverage points. In order to investigate the effectiveness of joint optimization algorithm, two separate bad data have been added to the measurement flow 1-2 and power injection measurement 1. Table 2 shows the result of the test. The study clearly shows that joint optimization algorithm successfully identified leverage point bad data in both cases, while traditional LNR test fails to find either one.
Sensitivity of the joint optimization algorithm to the Lagrangian multiplier
Two case studies were carried out with λ = 10 6 and λ = 10 −6 . In both case the objective function of the joint optimization compared to 1 -norm and 2 -norm of z − h(x). The result has shown in Table ? ?.
It can be clearly seen that when λ = 10 6 , joint optimization objective function reduces to WLSE while when λ = 10 −6 it coincides to WLAV (at this case, o = z − h(x).) Therefore, for a positive λ, the joint optimization will respond to Huber's M-estimator and optimal λ can be chosen accordingly.
In the case study on NESTA 3-bus system, we have injected bad data on randomly selected real and 
More computing experiments
In this section, performance of the proposed algorithm (joint state estimation and bad data detection) and the traditional WLSE solved by Gauss-Newton method with LNR detection test (Gauss-Newton + LNR). For the traditional method, an WLSE problem is first solved by Gauss-Newton. Then the LNR is identified. This measurement is excluded and the WLSE problem is solved again. The performance metrics here are the RMS of angle error (RMS-AE) and the RMS of voltage error (RMS-VE).
Multiple bad data are injected in test case systems. 10% of the randomly selected real and reactive power injection and flow measurements will be corrupted by bad data in addition to Gaussian noise. In all cases, the bad data are simulated by multiplying the true measurement by 1.2 and all the measurements are assumed to have noise. Fig. 7 shows the voltage angle error of the two methods for NESTA's 14-bus system. It can be found that the joint optimization approach can give a much accurate estimation. The bolded fonts indicate bad data. Table 5 represents the result of the comparison. The joint optimization adopts 3 iterations for SDP cuts generation. As a total, one SOCP relaxation problem and three more strengthened SOCP relaxation problems are computed. The estimation result shows better performance of the joint optimization method compared to the traditional LNR test. The computing time is also listed. The joint optimization method consumes more computing time for majority of the test cases. However, for the 1354-bus system, the GaussNewton based method consumed more than an hour while the joint optimization method consumed 28 minutes. For this case, the Gauss-Newton method does not converge and the maximum iteration number 
Conclusion
A joint state estimation and bad data identification algorithm is introduced in this paper. The proposed algorithm uses the sparse signal characteristics to identify bad data. In order to be applied in AC network state estimation, our recently developed strengthened SOCP relaxation using LSE-based SDP cutting plane method is implemented to solve the joint state estimation and bad data identification problem. Numerical
results from case studies demonstrate more accurate results in SOCP relaxation of state estimation, success of the algorithm for simultaneous state estimation and bad data identification and improved performance compared to largest normalized residual tests.
