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年後の 2025年までにはスーパーマーケットで 54%，コンビニエンスストアで 21%まで上昇





















































































































































購買点数と来店間隔の関係は，Bucklin and Lattin (1991)に従うと，(1.1)式の通りに表せ
る．これは，図 1.1の家庭内在庫バランスを数式で表したものに等しい．
INVt = INVt 1 + Qt 1  CR  It 1;t (1.1)
購買機会 tにおける家庭内在庫量 INVtは，購買機会 t   1における家庭内在庫量 INVt 1に，
購買機会 t   1における購買量（購買点数）Qt 1を加えたものから，一日あたりの平均消費






















































































(1985)が提唱したものであるが，当初 Thaler (1980)は Mental Illusion1 と呼んでいた．そ
もそも，消費者は合理的であり，自身の効用が最大化されるよう意思決定するという前提































ケティングとマネジメントサイエンスの領域は，そもそも Thaler (1985) が心理会計を発
表したのがMarketing Science2であり，数理的な側面から心理会計を議論する研究が多い．






避は緩和されると主張する．Benartzi and Thaler (1999)は，このような消費者行動を近視眼
的損失回避 (myopic loss aversion)と呼び，老後資金を株式投資で運用することに関する調
査によると，長期運用利益を示すことで，株式運用意向率が 90%を上回ると報告している．
Erat and Bhaskaran (2012)は，ある商品に対して，付加価値を与える付属製品も販売されて
いる場合，本体製品の価値を引き上げて付属製品を購入する確率が高くなるという．消費
者は，付属商品による付加価値を本体製品に見出すことで，獲得時の取引効用も増加し，
付属製品の販売確率も高くなる．この効果を心理会計効果 (Mental Accounting Eect)と呼
び，製品の価格戦略に利用することが提案された．
ファイナンスと経済学の領域では，特に投資家行動を理解する際に，アノマリー (anomaly)







Barberis and Huang (2001)は，この消費者行動を数理モデルを用いて検証した．また，Koch
and Nafziger (2016)によれば，消費者は自己目標の設定において，考慮する選択肢を広げる











































































された．Schweidel and Fader (2009)は，Fader et al. (2004)の非定常モデルの発展形として，
購買レジームに試行レジームと定常レジームの異なる 2つのレジームを仮定し，変換点を
境に各指数分布のレートが切換わるモデルを構築した．Fader et al. (2004)で分析した同一
の実証データを用いてモデル評価したところ，レジームスイッチングを仮定したモデルの
有位性が確認された．




豆コーヒーカテゴリーでの計画購買の割合は 20%程度であった．Fong and DeSarbo (2007)
は，変換点および各状態の回帰係数に加えて，それぞれの状態となると変数の異質性も含
めて推定した．そして，米国市場における脳神経系医薬品の処方箋発行数に対して実証し















Carlin et al. (1992)は，英国内における過去に発生した炭鉱事故件数を，ポアソン過程に
基づくモデルで，発生件数の転換年と各レジームのポアソン分布レートをベイズ推定した．


































測に適用されてる．Bronnenberg et al. (2005)は，対象となる領域でポリシーに変更がなけ
れば，データ主導型で導出されたモデルの予測能力は高いが，ポリシーに変更が生じる状況






















たは高い (loss)と感じる価格帯に加えて，どちらでもない価格受容域 (LPA：Latitude of Price
Acceptance)と呼ばれる中立的な価格帯が存在するという同化対比理論 (assimilation-contrast
theory)に基づくモデルを提案した．Terui and Dahana (2006a)は，これら３つの知覚レジー
ムに対して，２つの変換点を閾値として定め，消費者ごとに異なる価格反応を有するブラン
ド選択を閾値プロビットモデルで実証した．インスタントコーヒーに対する ID-POSデータ
を用いて，マルコフ過程モンテカルロ法 (MCMC：Markov chain Monte Carlo)によりモデル
推定している．さらに，Terui and Dahana (2006b)のモデルには，ブランドロイヤリティー
および参照価格の構築に対しても構造モデリングが取り入れられ，参照価格の形成には前
回購買機会で購入した商品の金額が最も効果的であることを示した．Terui and Ban (2008)
は，TV広告効果が露出量に応じて有効となるポイントが存在するという仮定の下，マー








































































































































































































































































































































































































































































































二項分布 (NBD: Nagative Bionomial Distribution) が，Ehrenberg (1959) によって提案され
ると，消費者行動の非負離散データを扱う枠組みとして幅広く利用されてきた．Chatfield
et al. (1966) は，NBDに加えて，対数級数分布（LSD: Logarithmic Series Distribution）を
提案している． さらに，Sichel (1982) は，レートパラメータに一般逆ガウス分布を仮定









た．Cameron and Trivedi (1986)は，最尤推定 (ML : Maximum Likelihood)をベースに，擬
似最尤推定 (PML: puasi ML)，擬似一般化最尤推定 (QGPML: quasi-generalized PML)を提
案し，Ramaswamy et al. (1994)は EMアルゴリズムを用いてモデル推定している．また，








分布の混合分布として，ゼロ過剰ポアソン ZIP: (Zero-inflated Poisson)モデルを提案した．
それ以来，ゼロ過剰の非負離散データ分析の枠組みとして，様々な領域で ZIPが利用され




タで遭遇する．Lee et al. (2006)は，系列相関の存在するデータに対する ZIPの改良版を提
案し，子育てに従事する母親の母乳提供のデータを用いて実証分析した．さらに，Morgan
et al. (2013)は,同様の問題に異質性を導入して，総合失調症患者ごとに ZIPモデルで実証
分析した．
Cooil (1991) は，医療事故請求件数に対して，ポアソン分布のレートパラメータを医師
















Markov chain Monte Carlo method)で推定した．実証分析には，ケーキ生地とケーキフロス
トの補間財ペアを含めて分析するが，商品数が増加するとともに，補間財ペアの数も増大す
るため，小売業向けに拡張するには限界がある．Bermudez and Karlis (2011)は，対人や盗
難など異なる種類の保険請求を対象に多変量ポアソン回帰の枠組みで，同時請求の関連性
を含めて実証分析した．保険請求件数は，常時実施されるものでもなく，ゼロ過剰の問題
















































































の購買行動でランダム性が確認された．Allenby et al. (1999)は，金融商品の取引間隔は，
取引度合いに応じて３つのモードが存在することを前提に，３つのセグメントを有する混
合一般化ガンマ分布を仮定してモデル化した．さらに，消費者異質性を階層ベイズで構造



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































記している．また，記号の添え字に iと tiがついているものは，それぞれ消費者 iと購買機
会 ti に条件付けされた情報であることを示す．なお，各章の説明には，記号の右肩に括弧





l 累積購買集計期間 (= 1; 2; 3)
cumi;ti ti における累積購買金額；(cumi;ti ;1; cumi;ti ;2; cumi;ti ;3)
Mi; j 　 消費者 iの購買機会 jにおける購買金額　
i ロジット変換前の心的負荷構成パラメータ；((1)i ; (2)i )　
i ロジット変換後の心的負荷構成パラメータ；((1)i ; (2)i )　
CummMi;ti 心的負荷；(1)i cumi;ti ;1 + (2)i cumi;ti ;2 + (3)i cumi;ti ;3










i その他パラメータ；i, 2i , si いずれか　　
!i;ti 各レジームの分布パラメータ；(i;ti ; i); (i;ti ; 2i ); (i;ti ; si)いずれか
i 分布パラメータ構造化の回帰パラメータ　　
xi 分布パラメータ構造化の説明変数
'i;ti 被構造化パラメータ；xti;tii(= i;ti ; i;ti )または e
xti;ti
i (= i;ti )




 i 推定パラメータ；((1)i;1 5; (1)i ;(2)i;1 5; (2)i ;(3)i;1 5; (3)i ;(4)i;1 5; (4)i ; ln(cum;i); ln(inv;i))（第５章）
i 推定パラメータ；((1)i;1 6;(2)i;1 5; ln(cum;i))（第４章）
, ,, 階層モデルの線形結合行列（;  ; ; 各々に対応）
, ,, 階層モデルの分散共分散行列（;  ; ; 各々に対応）
X 全消費者説明変数行列；(x1;x2; : : : ;xH)
Y 全消費者目的変数行列；(y1;y2; : : : ;yH)
Z 全消費者属性変数行列；(z1;z2; : : : ;zH)
Cum 全消費者心的負荷行列；(cum1; cum2; : : : ; cumH)
Inv 全消費者在庫金額行列；(InvM1; InvM2; : : : ; InvMH)（第５章）
 全消費者推定パラメータ行列；(1;2; : : : ;H)（第３章）
	 全消費者推定パラメータ行列；( 1; 2; : : : ; H)（第５章）
 全消費者推定パラメータ行列；(1;2; : : : ;H)（第４章）






















心理会計と購買行動に関する先行研究として．Inman et al. (2009)は，消費者の心理的状












買点数を対象とする本研究とはその視点が異なっている．Bermudez and Karlis (2011)は，
対人や盗難など異なる保険請求を対象に多変量ポアソン回帰の枠組みでその構造を実証分
析した．Manchanda et al. (1999)および Bermudez and Karlis (2011)の両研究とも，予め分
析対象の商品カテゴリーを限定した分析であり，対象商品あるいはカテゴリーが多くなる
とモデル推定の負荷が大きくなり，SKU数の多い商品群を対象とした場合，現実的な対応




































l = 1 ) 前月 25日から今月 24日まで
l = 2 ) 前月 5 日から今月 4 日まで
l = 3 ) 前月 17日から今月 16日まで
(3.1)




j=1 Mi; j;l tran
l(ti) , 1
0 tranl(ti) = 1　
(3.2)
transl(ti)は，消費者 iの集計対象期間 lにおける集計起点日から ti までの来店回数を表





i cumi;ti;1 + 
(2)
i cumi;ti;2 + 
(3)
i cumi;ti;3 (3.3)









i )とする．(3.3)式の構造を，(1)i = 1となるシングルインカム（給料日 25日）
を例に説明する．消費者 iの当該期間中 n回目の訪問機会 tiを明示的に ti;nとするとき，毎月
25日以降の初回購買機会においては cumi;ti;1;1 = 0である．2回目の購買機会では，初回購買機
会での購買金額を用いて cumi;ti;2;1 = Mi;1;1となり，3回目では 2回目の購買金額Mi;2;1が加わり
cumi;ti;3;1 = Mi;1;1+Mi;2;1となる．n回目の購買機会では cumi;ti;n;1 = Mi;1;1+Mi;2;1+   +Mi;n 1;1
となる．次月 25日以降は上記を繰り返して cumi;ti;n;1が生成される．他の累積購買集計期間






















状波形は cumi;t;1 に，起点２から始まる鋸歯状波形は cumi;t;2 に相当する．これらは，同一
消費者世帯 iの購買履歴データにもとづくため，時刻 tにおける購買金額（Mi;t;l）は cumi;t;1
および cumi;t;2で同一である．しかしながら，累積購買金額の起点（毎月の給料日）が異な
るため，cumi;t;1 , cumi;t;2 である．異なる給料日の給与所得者が世帯に二人存在する場合，
時刻 (t)で購買金額 (Mi;t;l)が生じたとき，それぞれの保有残高にどれだけの心理的負担を及




3.3の各鋸歯状波形全体に，それぞれ (1)i ，(2)i 倍して得られる．ただし，(1)i + (2)i = 1
の条件を課すことにより，起点１および起点２とする累積購買金額を併せた際の時刻 (t)に















の心的負荷が軽減された状況をレジーム 2とする．レジーム 1とレジーム 2では，異なる
評価関数 1を有する．本研究では，yi;ti がカウントデータである点を考慮し，ポアソン分布
を用いて個体内モデルを定式化する．(3.4)式が，本研究における個体内モデルである．
Pr(Yi;ti = yi;ti j (1)i;ti ; 
(2)
i;ti










CummMi;ti < cum;i （レジーム２）　
(3.4)
(k)i;ti ; k = 1; 2は各レジームのレートパラメータであり，非負制約を有するため，ln(
(k)
i;ti
) = xt(k)i;ti 
(k)
i ;







)tおよび(k)i = ((k)i;1 ; (k)i;2 ;…; (k)i;pk )t，
k = 1; 2とし，pk は説明変数と回帰係数の次元である．消費者 iの総購買機会数を Ni とす
ると，cumi;l = (cumi;ti;1;l; cumi;ti;2;l; cumi;ti;3;l;…; cumi;ti;Ni ;l)t; l = 1; 2; 3であり，これらをまとめ
て cumi = (cumti;1; cumti;2; cumti;3)とする．また，レジームに関わらず，消費者 iの全購







し，時点 ti;n におけるレジームは CummMi;ti と cum;i の大小関係で決定され，明示的に kn
とした．次に，どちらのレジームに振り分けられたかの集合を示す記号 R(k)(k = 1; 2)を導
入する．ここで tiごとに kは，CummMi;ti と cum;iにより，（3.4）式のレジーム番号に対応
して割り当てられる．Ni に対応する時点を Ti とすると，(3.5)式が消費者 iの全購買機会
yi = (yi;ti;1 ; yi;ti;2 ;…; yi;Ti)t に対する尤度関数となる．
























































層モデルを示す．ポアソン回帰の回帰係数 (k)i ; k = 1; 2 と閾値パラメータ cum;i の対数を
あわせて，i = ((1)i ;(2)i ; log(cum;i)) と定義する．また，心的負荷モデルの構成パラメー








; k = 1; 2の逆変換として定義する．このとき，（3.7），（3.8）式が，















i  MVN(0;) (3.8)
i;iは，消費者 iの属性変数 zi = (zi;1; zi;2;…; zi;q)t と係数行列，の線形結合で表
し，qは属性変数の次元，， は，それぞれの分散共分散行列である．事前分布の設定
にあたっては，p(;) = p( j)p(); p(;) = p(j)p()の関係式を用い，
p( j); p(j)は多変量正規分布に，p(); p()は逆ウィッシャート分布を仮定す
る．（実証データによる推定で設定した事前分布については付録 A.2を参照．）
 = vec()  MVN(¯; 
A 1 )
  IW(;0;V;0) (3.9)
 = vec()  MVN(¯; 
A 1 )







消費者 iの購買時点 ti;ti における，本提案モデルから導出される有向非巡回グラフ（DAG：
Directed Acyclic Graph）である．図 3.7に示す DAGに基づき，消費者間の独立性を仮定す
ると，（3.11）式の事後分布を導出できる．
図 3.7: 提案モデルの有向非巡回グラフ




p(yiji;i;xi; cumi)p(ij;; zi)p(ij;; zi) (3.11)
ただし，  fig = (1;2; : : : ;H)，A  fig = (1;2; : : : ;H)，Z  fzig = (z1; z2; : : : ; zH)，












































































































た．なお，今回ランダムに抽出した消費者 1,000人の平均年齢は 55.3才，女性 81.8%（男




消費者 i 日 ti yi;ti 購買点数（被説明変数）
















採用したモデル（提案モデル）に対して DIC（Deviance Information Criterion）を比較した．





基本モデル 消費者購買レジームを仮定しないモデル 　 974,501
L1モデル 累積購買集計期間 l=1のみを用いたモデル 　 894,859
L2モデル 累積購買集計期間 l=2のみを用いたモデル 　 898,272
L3モデル 累積購買集計期間 l=3のみを用いたモデル 　 896,753
提案モデル 3つの累積購買金額の結合を採用したモデル 　 826,738
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3.5.3 回帰パラメータの検証








区分 統計量 (k)i;1 (k)i;2 (k)i;3 (k)i;4 (k)i;5 (k)i;6
平均値 1.9522 0.4906 1.5062 0.1792 0.1140 0.1441
レジーム１ 中央値 1.9577 0.5065 1.3344 0.1811 0.0911 0.1134
(k=1) 最大値 3.2192 7.1457 12.5072 2.2776 1.5465 1.6930
最小値 0.3291 -5.0787 -4.6191 -1.3913 -1.3191 -1.2099
標準偏差 0.4547 1.6834 2.5388 0.4701 0.3812 0.3608
平均値 2.0037 0.5366 1.7540 0.1210 0.1215 0.1188
レジーム２ 中央値 1.9795 0.5605 1.7048 0.1252 0.1091 0.1018
(k=2) 最大値 3.5483 7.9674 11.1798 1.6387 1.5013 1.3347
最小値 0.3658 -8.0389 -9.5910 -1.7144 -1.7587 -1.2896






品の割合に関して，(1)i;2 < (2)i;2 となる消費者は心的負荷が緩慢なほど商品を購入しやすく，
(1)i;2≧ (2)i;2 の場合は，その逆の傾向を示す．消費者行動の観点から考えれば，(1)i;2 < (2)i;2 が自
然であるが，心理会計の状況によって買物する商品の質に変化が生じている場合（例えば，
大パック 1個→安売りしている小分け複数など）を想定すれば，(1)i;2≧ (2)i;2 ということも起
こり得る．(1)i;3 < (2)i;3 は，前回購買からの経過時間が同じであれば，レジーム２の方が購買






間隔が長くなるほど購買点数は多くなる．(k)i;4 ; (k)i;5 ; (k)i;6 であるが，レジーム間で係数の大き
さには大差はない．これら 3つの係数は表 3.4で見ると，両レジームともに有意な推定値
の割合は 20%前後と低く，(k)i;2 ; (k)i;3 で 40-50%程度，(k)i;1 では 99%以上であるのとは異なる．
また，(k)i;1 ; (k)i;2 ; (k)i;3 の標準偏差は，レジーム２の方が大きいが，(k)i;4 ; (k)i;5 ; (k)i;6 は，レジーム間
で標準偏差に大きな差は見られず，消費者異質性も大差ない．
表 3.4: 5%有意な推定値の割合 (%)
区分 (k)i;1 (k)i;2 (k)i;3 (k)i;4 (k)i;5 (k)i;6
レジーム１（k=1） 99.7 59.5 69.4 38.4 34.0 43.8
レジーム２（k=2） 100 66.6 75.6 35.8 37.9 48.1
レジーム１,２とも有意である 99.7 39.7 51.7 15.4 15.2 22.0
レジーム１のみ有意である 0.0 19.8 17.7 23.0 18.8 21.8
レジーム２のみ有意である 0.3 26.9 23.9 20.4 29.8 26.1












図 3.9: 回帰係数 ((1)i;n ; (2)i;n ), n = 1; 2;    ; 6の散布図
表 3.5: 事後平均分布の基本統計量
統計量 閾値パラメータ (cum;i) 構成パラメータ 1 ((1)i ) 構成パラメータ 2 ((2)i )
平均値 0.1713 0.3538 0.3605
中央値 0.1073 0.0087 0.0079
最大値 1.8238 1.0000 1.0000
最小値 0.0055 0.0000 0.0000
標準偏差 0.2014 0.4347 0.4376
3.5.5 心的負荷パラメータの検証






全体的に見ればほぼ均等である．図 3.10には、(1)i ; (2)i の事後平均の分布状況を示した。
図中 (1,0)，(0,1)，(0,0)近傍のプロットは購買期間がそれぞれ 1，2，3のみ，(1) + (2) = 1
の直線上のプロットは購買期間が 1と 2，(1)軸上のプロットは購買期間が 2と 3，(2)軸
上のプロットは購買期間が 1と 3，図中の三角形内のプロットは全ての購買期間で構成さ
れるものであり，消費者ごとにその構成に差が生じている。
表 3.6: 5%有意な推定値の割合 (%)




ln(i;cum)が有意な場合 (1)i のみ有意である 2.7







ln(i;cum)が有意でない場合 (1)i のみ有意である 0.0













3cum;i および (k)i に関しては，推定に当たって変換をしているため，疑似 t-値を用いた頻度論的検定は意味を
有さない．ただし，ここではパラメータの推定値がある値の近傍に統計的な散らばりの範囲内で分布している否





心理的財布の構成 割合 (%) 平均構成比率（(1)i : (2)i : (3)i ）
購買期間１のみ 24.8 1.00 : 0.00 : 0.00
購買期間２のみ 24.6 0.00 : 1.00 : 0.00
購買期間３のみ 16.2 0.00 : 0.00 : 1.00
購買期間１と２ 8.4 0.58 : 0.42 : 0.00
購買期間２と３ 9.4 0.00 : 0.51 : 0.49
購買期間３と１ 9.3 0.52 : 0.00 : 0.48
全ての購買期間 7.3 0.32 : 0.36 : 0.32
















図 3.10: 構造パラメータ ((1)i ; (2)i )の分布
図 3.11 には，年間購買回数 191 回，年間累積購買金額 51 万円の消費者に対する心的
負荷の推定結果を示す．構成パラメータと閾値パラメータは，それぞれ  = (1:00; 0:00)，
cum = 0:224と推定され，心的負荷は累積購買集計期間が l = 1の場合の累積購買金額のみ
で構成される．このことは，この世帯の所得を得ている者の給料日が 25日であることを
示唆する．一方，図 3.12には，年間購買回数 175回，年間累積購買金額 24万円の消費者
53
に対する心的負荷の推定結果を示した．構成パラメータ = (0:52; 0:48)，閾値パラメータ






図 3.11: 心理的財布が購買期間 1のみで構成される
































変数　 係数　 LAGE 1 GNDR 2 OPPT 3 S PND 4
CNST (1)i 
(1)
i;1 0:3176 0.0745  0:1697 0:4496
(8.3543) (1.8180) (-4.7660) (12.8685)
CNST (2)i 
(2)
i;1 0:3237 0:1584  0:2027 0:4861
(8.5880) (3.8268) (-3.8268) (14.9055)
DCNT (1)i 
(1)
i;2 -0.1658 -0.1863 0:3198 -0.0817
(-1.1177) (-1.2051) (2.3634) (-0.6528)
DCNT (2)i 
(2)
i;2 0:3580 -0.0286 -0.0195 -0.2346
(2.0886) (-0.1475) (-0.1101) (-1.3742)
DRTN(1)i 
(1)
i;3 0.2177  1:0343  0:4982 1:2112
(1.1615) (-4.8047) (-2.6552) (6.5075)
DRTN(2)i 
(2)
i;3 0.2056 0.1688  0:6624 1:2550
(0.9077) (0.6613) (-2.9816) (5.9947)
T IME1i1)i 
(1)
i;4 0.0662 0:1593  0:1850 0:2134
(1.4568) (3.0995) (-3.7833) (4.2063)
T IME1(2)i 
(2)
i;4 -0.0377 -0.0401  0:0879 0:2262
(-1.0010) (-0.9534) (-2.3602) (6.4381)
T IME2(1)i 
(1)
i;5 -0.0181 0:0866  0:1169 0:2116
(-0.4667) (2.1068) (-3.2627) (4.7750)
T IME2(2)i 
(2)
i;5 -0.0010 -0.0578 -0.0396 0:1124
(-0.0292) (-1.5425) (-1.2417) (3.7714)
WKND(1)i 
(1)
i;6 -0.0041 -0.0502 0:1324  0:1382
(-0.1201) (-1.2394) (4.0119) (-4.1691)
WKND(2)i 
(2)
i;6 -0.0048 -0.0353 0.0392 -0.0079
(-0.1682) (-1.0783) (1.4007) (-0.2906)
対数変換後閾値パラメータ ln(cum;i)  0:6087 -0.1233  0:6870 1:1152
(-8.6145) (-1.5675) (-10.0341) (17.2960)
ロジット変換前構造パラメータ 1 (1)i -0.7767 -3.3294 -0.4673 1.7425
(-0.1410) (-0.5597) (-0.0871) (0.3512)
ロジット変換前構造パラメータ 2 (2)i 1.7786 -4.9633 -2.0568 1.2743









年齢 女性比率 購買回数 　購買金額 　閾値パラメータ
消費者セグメント (才) (%) (回/年) (万円/年) (10万円)
単一期間セグメント (N=656) 55.0 83.1 142.7 29.6 0.189
複合期間セグメント (N=344) 55.8 79.4 150.2 31.7 0.137
表 3.10: セグメントごとの事後平均分布の基本統計量
消費者セグメント 統計量 (k)i;1 (k)i;2 (k)i;3 (k)i;4 (k)i;5 (k)i;6
単一期間セグメント (N=656) 平均値 1.9496 0.4597 1.3356 0.1717 0.1126 0.1550
レジーム１ (k=1) 標準偏差 0.4471 1.6484 2.4518 0.4509 0.3614 0.3627
平均値 1.9836 0.5520 1.8143 0.1246 0.1197 0.1002
レジーム２ (k=2) 標準偏差 0.4695 2.1685 3.0886 0.3917 0.3333 0.2866
複合期間セグメント (N=344) 平均値 1.9572 0.5493 1.8316 0.1936 0.1166 0.1232
レジーム１ (k=1) 標準偏差 0.4694 1.7494 2.6705 0.5051 0.4169 0.3568
平均値 2.0420 0.5073 1.6391 0.1141 0.1248 0.1544
レジーム２ (k=2) 標準偏差 0.5057 2.2311 3.0331 0.3991 0.3659 0.3541






期間セグメントでは，この大小関係は逆転して (1)i;2≧ (2)i;2 となり，レジーム１では値引商品に
対するインセンティブは逆に高まる．(k)i;3 に関して，単一期間セグメントでは (1)i;3 < (2)i;3 で



















































































































l = 1 ) 前月 25日から今月 24日まで
l = 2 ) 前月 5 日から今月 4 日まで
l = 3 ) 前月 17日から今月 16日まで
(4.1)




j=1 Mi; j;l tran
l(ti) , 1
0 tranl(ti) = 1　
(4.2)
ここで，tiは各消費者で異なり，期間中の来店回数も全消費者で同一ではない．transl(ti)
は，消費者 iの集計対象期間 lにおける集計起点日から tiまでの来店回数であり，Mi; j;lは，消
費者 iの集計期間 l内の購買機会 jにおける購買金額である．例えば，給料日 25日の場合，消
費者 iの当該期間中 n回目の購買機会 tiを明示的に ti;nとするとき，毎月 25日以降の初回購買
機会においては cumi;ti;1;1 = 0である．2回目の購買機会では，初回購買機会での購買金額を
用いて cumi;ti;2;1 = Mi;1;1となり，3回目では 2回目の購買金額 Mi;2;1が加算されて cumi;ti;3;1 =
Mi;1;1 + Mi;2;1 となる．n回目の購買機会は，同様に cumi;ti;n;1 = Mi;1;1 + Mi;2;1 +    + Mi;n 1;1
である．次月 25日以降は上記を繰り返して cumi;ti;n;1 が生成される．(4.3)式が，本研究に





約を満たすパラメータであり，i = ((1)i ; (2)i )とする．例えば，(1)i = 1となる場合はシ
ングルインカム（給料日 25日），(1)i = (2)i = 0:5はダブルインカム（給料日 25日と 5日）
に対応しており，世帯における様々な家計の状況を表現できる．それぞれの例を図 4.1に
示す．ここで世帯とは，消費者が属する世帯を指し，本研究で消費者というとき，世帯の









i cumi;ti;1 + 
(2)
i cumi;ti;2 + 
(3)
i cumi;ti;3 (4.3)






















よる購買時点 ti;ni 1から ti;ni までの時間間隔 yi;ti = di;ti を，消費者 iに対する購買時点 tiに
対する購買間隔とする．本研究では，(4.3)式で示した消費者ごとの潜在変数である心的負





Pr(Yi;ti = yi;ti j (1)i;ti ; 
(2)
i;ti
; 2(1)i ; 
2(2)










fln(yi;ti)   (1)i;ti g2






fln(yi;ti)   (2)i;ti g2
1CCCCCA ;CummMi;ti < cum;i (レジーム２)
本研究では，位置パラメータ (k)i ; k = 1; 2に説明変数xi;tiと各レジームの回帰係数(k)i ; k = 1; 2
に回帰変換 (k)i;ti = xti;tt
(k)
i ; k = 1; 2による構造化を仮定する．（なお，構造化に関する詳細は
付録 B.1を参照．）3.3.2節と同様，(k)i は消費者 iに固有な係数であるのに対して，xi;tt は
購買時点に依存するため，(k)i;ti も購買時点によって異なる．
次に，消費者の各購買機会が，どちらのレジームに振り分けられたかの集合を示す記号
R(k)(k = 1; 2)を導入する．ここで kは，CummMi;ti と cum;iの大小関係により，(4.4)式のレ
ジームの番号に対応して割り当てられる．また，消費者 iの総購買機会数 Niに対応する時
点 ti;Ni を Tiとするとき，(4.5)式が消費者 iの全購買機会 yi = (yi;ti;1 ; yi;ti;2 ;…; yi;Ti)t に対する
来店間隔の尤度関数となる．






fk(yi;ti j xi;ti ;(1)i ;(2)i ; 2(1)i ; 2(2)i ; cum;i; cumi;ti ;i )
)
(4.5)
消費者同士が独立であると仮定すると，全消費者 (i = 1; 2; :::;H)に対する全体尤度は (4.6)
式の通りである．なお，具体的なモデル変数 (xi;ti)に関する説明は，表 4.1に後述する．

















を説明する．消費者 iに固有なパラメータベクトル (1)i ，(2)i および閾値パラメータ cum;iの
対数値をあわせて，i = ((1)i ;(2)i ; ln(cum;i))を定義する．階層モデルのパラメータ構成に
おいて，各レジームの分散パラメータ 2(1)i と2(2)i は階層モデルに含まれていない．その理
由は，推定アルゴリズムに起因し，確率分布に対数正規分布を仮定することで，目的変数
である来店間隔の対数値が正規分布に従い，分散パラメータ 2(1)i ，2(2)i は逆ガンマ分布か
64
らの完全条件付ギブスサンプリングが可能となるためである．（推定アルゴリズムの詳細は
付録 B.1参照．）また，心的負荷モデルの構成パラメータ i のロジット変換前のパラメー























i  MVN(0;) (4.8)
i;iは，消費者 iの属性変数 zi = (zi;1; zi;2;…; zi;q)t と係数行列，の線形結合で表し，
qは属性変数の次元，，は，それぞれの分散共分散行列である．なお， ;; ;
の事前分布は，（4.9）式，（4.10）式のように設定する．事前分布の設定にあたっては，
p(;) = p(j)p()，p(;) = p(j)p()の関係式を用い，p(j); p(j)
は多変量正規分布，p(); p()は逆ウィッシャート分布を仮定する．（実証データによる
推定で設定した事前分布については付録 B.2を参照．）
 = vec()  MVN(¯; 
A 1 )
  IW(;0;V;0) (4.9)
 = vec()  MVN(¯; 
A 1 )




消費者 iの購買時点 ti;ti における，本提案モデルから導出される有向非巡回グラフ（DAG：








p(yiji; (1)i ; (2)i ;i;xi; cumi)p(ij;; zi)p(ij;; zi) (4.11)
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図 4.2: 提案モデルの有向非巡回グラフ
ただし，  fig = (1;2; : : : ;H)，
(1)  f(2(1)i g = 2(1)1 ; 2(1)2 ; : : : ; 2(1)H )，

(2)  f(2(2)i g = 2(2)1 ; 2(2)2 ; : : : ; 2(2)H )，A  fig = (1;2; : : : ;H)，
Z  fzig = (z1; z2; : : : ; zH)，X  fxig = (x1;x2; : : : ;xH), Y  fyig = (y1;y2; : : : ;yH)，







































(i   zti)t 1 (i   zti)
)
(4.12)




































変数 記号 説明 平均値 標準偏差
yi;ti DRTNi;ti 購買間隔（被説明変数） 2.02 1.98
xi;ti CNSTi;ti 定数：1 1.00 0.00
PURCHi;ti 前回購買機会の購買点数 14.30 8.16
ITEMRi;ti 前回購買商品の日雑品・加工食品比率 0.66 0.21
DSCNTi;ti 日雑品・加工食品の店舗全体割引率 0.16 0.12
INSTMi;ti チラシの掲載商品点数の平方根 6.10 4.58
CummMi;ti CummMi;ti = 
(1)
i cumi;ti ;1 + 
(2)
i cumi;ti ;2 + 
(3)
i cumi;ti ;3 - -
(4.3)式の潜在変数，逐次推定値を用いる
入力時は，ln(CummMi;ti=1000 + 0:001)に変数変換
zi LPAIDi 平均購買金額/1000の対数値 0.43 0.17
WORK1i 就業形態ダミー（家事専業=1，それ以外=0） 0.30 0.46
WORK2i 就業形態ダミー（パート=1，それ以外=0） 0.55 0.50
WORK3i 就業形態ダミー（フルタイム=1，それ以外=0） 0.11 0.31



































基本モデル 対称モデル 非対称モデル 1 非対称モデル 2
DIC 52,152.26 44,374.50 39,813.53 39,981.00









における位置パラメータ (k)i の定数項 (1)i;1 であるが，説明変数からの影響が全て一定であ




買点数に対する反応が負であり，来店間隔を縮小する傾向を示す．これは，(1)i;3 < (2)i;3 が示
すように，心的負荷が高まると購買品目における生鮮食品の割合の影響も小さくなる傾向










消費者ごとに推定した心的負荷閾値 (cum;i)の事後平均分布の基本統計量と疑似 t-値 (事




行する．また，心的負荷閾値 (cum;i)と心的負荷による直接効果 ((1)i;6 )の関連性を理解する
3cum;i および (k)i に関しては，推定に当たって変換をしているため，疑似 t-値を用いた頻度論的検定は意味を
有さない．ただし，ここではパラメータの推定値がある値の近傍に統計的な散らばりの範囲内で分布している否




係数 平均値 中央値 最小値 最大値 標準偏差 有意割合
(1)i;1 0.4052 0.3900 -0.7397 1.4549 0.3760 82%
(1)i;2 -0.0068 0.0036 -0.5043 0.1586 0.0789 22%
(1)i;3 0.1499 0.1351 -0.8320 0.6743 0.2381 65%
(1)i;4 0.0577 0.0509 -0.7608 1.4232 0.4127 70%
(1)i;5 0.0142 0.0007 -0.2914 0.9730 0.1101 19%
(1)i;6 -0.0453 -0.0598 -0.3933 0.6258 0.1554 66%
(2)i;1 0.3724 0.3298 -0.6494 1.5750 0.4618 84%
(2)i;2 0.0502 0.0248 -0.3706 0.8450 0.1500 39%
(2)i;3 0.2434 0.2416 -1.2171 1.1805 0.4380 76%
(2)i;4 0.1151 0.1983 -0.9531 1.0491 0.4491 81%
(2)i;5 -0.0166 0.0012 -0.5850 0.5322 0.1557 31%
2(1)i 0.5962 0.5631 0.2455 1.0129 0.2160 81%
2(2)i 0.9263 0.9649 0.5981 1.0231 0.0949 10%
cum;i 11,649 7,554 440 111,679 14,887 100%
(1)i 0.3333 0.2600 0.0000 1.0000 0.3671 63%
(2)i 0.3341 0.3393 0.0000 1.0000 0.3464 67%




















































































トは，購買期間がそれぞれ 1，2，3のみ，(1) + (2) = 1直線上のプロットは購買期間が
1と 2，(1)軸上は購買期間 2と 3，(2)軸上は購買期間 3と 1，図中の三角形内は全購買
期間で心的負荷が構成される世帯を表す．
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心的負荷の構成 割合 平均構成比率（(1)i : (2)i : (3)i ）
購買期間１のみ 17% 1.00 : 0.00 : 0.00
購買期間２のみ 13% 0.00 : 1.00 : 0.00
購買期間３のみ 9% 0.00 : 0.00 : 1.00
購買期間１と２ 12% 0.54 : 0.46 : 0.00
購買期間２と３ 15% 0.00 : 0.54 : 0.46
購買期間３と１ 15% 0.33 : 0.00 : 0.67



















変数　 係数　 LPAID 1 WORK1 2 WORK2 3 WORK3 4 FOOT 5
CNST (1)i 
(1)
i;1 -0.3789 0.4861 0.5501 0.5762 0.0630
(-1.3331) (2.9693) (3.5088) (2.6924) (0.5763)
CNST (2)i 
(2)
i;1 0.4887 0.2409 0.0841 -0.0586 0.0432
(1.5085) (1.2736) (0.4682) (-0.2396) (0.3475)
PURCH(1)i 
(1)
i;2 -0.0177 0.0071 -0.0101 0.0127 0.0038
(-0.0834) (0.0570) (-0.0864) (0.0820) (0.0472)
PURCH(2)i 
(2)
i;2 -0.0229 -0.0210 0.0232 -0.0229 0.0793
(-0.1040) (-0.1638) (0.1891) (-0.1400) (0.9336)
ITEMR(1)i 
(1)
i;3 0.1583 0.1222 -0.0176 0.0267 0.0859
(0.6593) (0.8904) (-0.1352) (0.1524) (0.9257)
ITEMR(2)i 
(2)
i;3 0.1366 0.0840 0.1425 0.3939 0.0487
(0.4435) (0.4646) (0.8411) (1.6947) (0.4081)
DSCNT (1)i 
(1)
i;4 -0.2884 0.0893 0.0677 0.0996 0.1530
(-0.9787) (0.5107) (0.4116) (0.4542) (1.3387)
DSCNT (2)i 
(2)
i;4 -0.2109 0.1492 0.1219 0.5140 0.0617
(-0.6900) (0.8381) (0.7144) (2.2306) (0.5221)
INSTM(1)i 
(1)
i;5 0.0202 0.0160 0.0294 0.0086 -0.0266
(0.0930) (0.1264) (0.2500) (0.0539) (-0.3253)
INSTM(2)i 
(2)
i;5 -0.0052 0.0651 -0.0035 0.0372 -0.0535
(-0.0236) (0.5101) (-0.0282) (0.2269) (-0.6180)
CummM(1)i 
(1)
i;6 0.3398 -0.1828 -0.1709 -0.2140 -0.0261
(1.49834) (-1.4072) (-1.3974) (-1.2847) (-0.3051)
心的負荷閾値 ln(cum;i) 6.5761 6.0261 5.8488 5.9571 0.4514
(9.1862) (14.2456) (14.9221) (11.1372) (1.6039)
心的負荷構成 (1)i 4.6526 -36.8833 -17.3374 -43.1437 -4.6015
パラメータ 1 (1.9219) (-1.8747) (-0.9412) (-1.7569) (-0.35634)
心的負荷構成 (2)i 18.8939 -20.6767 -16.7853 -19.8601 1.9962
パラメータ 2 (0.5769) (-1.0864) (-0.9168) (-0.8128) (0.1534)










された 100世帯のうち，両来店レジームを占有するのは 78%と最も多く，レジーム 1のみ
17%，レジーム 2のみ 6%である．それぞれの来店反応に対する回帰パラメータの事後平均
分布の基本統計量を表 4.6，表 4.7，表 4.8に示す．各世帯セグメントの閾値パラメータの
大きさは，レジーム 2のみセグメントで最も高く，レジーム 1のみセグメントの閾値より
も 7倍以上の大きさである．これら世帯は，4.5.4節で検証した心的負荷の影響をあまり受















係数 平均値 中央値 最小値 最大値 標準偏差
(1)i;1 0.4313 0.3953 -0.3597 1.4549 0.3614
(1)i;2 0.0052 0.0036 -0.0329 0.0389 0.0131
(1)i;3 0.1755 0.1692 -0.2127 0.6743 0.2171
(1)i;4 0.0285 0.0494 -0.7496 1.0436 0.3941
(1)i;5 0.0042 0.0014 -0.036 1 0.0981 0.0228
(1)i;6 -0.0409 -0.0588 -0.3933 0.4964 0.1484
(2)i;1 0.3830 0.3232 -0.6372 1.5750 0.4669
(2)i;2 0.0383 0.0242 -0.2452 0.8450 0.1133
(2)i;3 0.2983 0.2510 -0.6315 1.1805 0.4135
(2)i;4 0.0876 0.1983 -0.9531 0.9830 0.4600
(2)i;5 0.0123 0.0063 -0.4714 0.5322 0.1136
2(1)i 0.6046 0.6019 0.2510 0.9843 0.1902
2(2)i 0.9244 0.9426 0.7172 1.0231 0.0764
cum;i 9,286 7,312 440 42,187 6,633
表 4.7: 　レジーム 1のみ占有する世帯の事後平均分布の基本統計量
係数 平均値 中央値 最小値 最大値 標準偏差
(1)i;1 0.4578 0.5059 -0.3088 0.9008 0.2977
(1)i;2 0.0072 0.0047 -0.0030 0.0267 0.0086
(1)i;3 0.0389 0.0159 -0.2255 0.4061 0.1799
(1)i;4 0.0950 0.0392 -0.7608 0.6171 0.3457
(1)i;5 -0.0021 -0.0028 -0.0165 0.0128 0.0081
(1)i;6 -0.0885 -0.0698 -0.2225 0.0364 0.0707
(2)i;1 0.1996 0.2782 -0.6494 0.7417 0.4109
(2)i;2 0.1253 0.1086 -0.3706 0.6838 0.2735
(2)i;3 -0.0398 0.0140 -1.2171 0.6737 0.5044
(2)i;4 0.1450 0.0459 -0.6489 0.8193 0.3794
(2)i;5 -0.1655 -0.2306 -0.5850 0.2873 0.2560
2(1)i 0.4001 0.3976 0.2455 0.6183 0.1097
2(2)i 1.0088 1.0095 1.0010 1.0120 0.0028
cum;i 7,257 5,105 1,646 20,271 5,239
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表 4.8: 　レジーム 2のみ占有する世帯の事後平均分布の基本統計量
係数 平均値 中央値 最小値 最大値 標準偏差
(1)i;1 -0.0746 -0.0019 -0.7397 0.4603 0.4761
(1)i;2 -0.2008 -0.2503 -0.5043 0.1581 0.2692
(1)i;3 0.1126 0.2709 -0.8320 0.4726 0.4986
(1)i;4 0.3408 0.1819 -0.4503 1.4232 0.7135
(1)i;5 0.1881 0.1090 -0.2914 0.9730 0.4394
(1)i;6 0.0124 -0.0502 -0.3189 0.6258 0.3368
(2)i;1 0.6950 0.6942 0.2895 1.2992 0.3692
(2)i;2 0.0035 0.0048 -0.0196 0.0263 0.0166
(2)i;3 0.2882 0.2735 -0.1011 0.7848 0.3101
(2)i;4 0.3926 0.3174 -0.1258 1.0491 0.4439
(2)i;5 0.0035 0.0049 -0.0164 0.0146 0.0116
2(1)i 1.0110 1.0111 1.0083 1.0129 0.0016
2(2)i 0.7319 0.6652 0.5981 0.9787 0.1459










消費者 位置パラメータ : (k)i 分散パラメータ : 2(k)i レジーム占有率 来店間隔 閾値
番号 (k=1) (k=2) (k=1) (k=2) (k=1) (k=2) (k=1) (k=2) cum;i
usr1 0.2525 2.1217 0.4109 1.0128 99.2% 0.8% 1.44 8.00 3,744
usr2 0.4178 1.3518 0.5095 0.9744 92.9% 7.1% 1.71 5.62 18,056
usr3 0.7312 1.0701 0.5095 0.8622 26.4% 73.6% 2.34 3.69 14,056
usr4 0.1038 - 0.3005 - 100% 0% 1.17 - 3,269
usr5 0.3885 - 0.4113 - 100% 0% 1.67 - 4,985
usr6 0.3584 - 0.4335 - 100% 0% 1.59 - 8,366
usr7 - 0.7772 - 0.6464 0% 100% - 2.62 3,744
usr8 - 0.8376 - 0.8382 0% 100% - 3.34 18,056


























































































































































デル構築はできない．それに対して，Ferreira (1975)，Geweke and Terui (1993)，Chen and
Lee (1995)，またマーケティング領域では Terui and Danaha (2006)と Terui and Ban (2008)
に代表される，連続混合モデルの一種である閾値変数と閾値パラメータを用いて生成モデ




















































l = 1 ) 前月 25日から今月 24日まで
l = 2 ) 前月 5 日から今月 4 日まで
l = 3 ) 前月 17日から今月 16日まで
(5.1)




j=1 Mi; j;l tran
l(ti) , 1
0 tranl(ti) = 1　
(5.2)
ここで，tiは各消費者で異なり，期間中の来店回数も全消費者で同一ではない．transl(ti)
は，消費者 iの集計対象期間 lにおける集計起点日から tiまでの来店回数であり，Mi; j;lは，消
費者 iの集計期間内の購買機会 jにおける購買金額である．例えば，給料日 25日の場合，消
費者 iの当該期間中 n回目の購買機会 tiを明示的に ti;nとするとき，毎月 25日以降の初回購買
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機会においては cumi;ti;1;1 = 0である．2回目の購買機会では，初回購買機会での購買金額を
用いて cumi;ti;2;1 = Mi;1;1となり，3回目では 2回目の購買金額 Mi;2;1が加算されて cumi;ti;3;1 =
Mi;1;1 + Mi;2;1 となる．n回目の購買機会は，同様に cumi;ti;n;1 = Mi;1;1 + Mi;2;1 +    + Mi;n 1;1
である．次月 25日以降は上記を繰り返して cumi;ti;n;1 が生成される．(5.3)式が，本研究に





約を満たすパラメータであり，i = ((1)i ; (2)i )とする．例えば，(1)i = 1となる場合はシ
ングルインカム（給料日 25日），(1)i = (2)i = 0:5はダブルインカム（給料日 25日と 5日）
に対応しており，世帯における様々な家計の状況を表現できる．ここで世帯とは，消費者
が属する世帯を指し，本研究で消費者というとき，世帯の代表者を意味する．また，本モ
デルにおける i = ((1)i ; (2)i )を推定することで，副次的であるが，各世帯の給料日推定
も可能となる．このように，消費者の心的負荷を，給料日からの累積購買金額で (5.3)式の
ようにモデル化することで，CummMi;ti が小さければ心的負荷が低い状態を，その値が大





i cumi;ti;1 + 
(2)







InvMi;ti = InvMi;ti 1 + Mi;ti 1  Cnsmi;ti (5.4)
消費者 iの購買機会 ti時点における在庫金額 InvMi;ti は，前回購買機会 ti   1時点におけ
る在庫金額 InvMi;ti 1 に購買金額 Mi;ti 1 を加算し，ti と ti 1 間の時間間隔 di;ti 中に消費し
た家庭内在庫の金額換算分Cnsmi;ti を減じて算出する．本研究では，Cnsmi;ti を，Cnsmi;ti =
min

InvMi;ti 1 +Mi;ti 1; di;ti  consmday;i
で定義する．各消費者の一日あたりの消費量は一






図 5.1はシングルインカムの心的負荷と在庫金額を，図 5.2には 2つの給料日が混合した
ダブルインカムの心的負荷と在庫金額を例示した．横軸は購買機会の回数である．














CummM       
InvM   
図 5.1: 心的影響要因（シングルインカムの例）



















CummM       





る購買時点 ti;ni 1から ti;ni までの時間間隔 yi;ti = di;ti を，消費者 iの購買時点 tiに対する購
買間隔とする．本研究では，(5.3)式および (5.4)式で示した消費者ごとの潜在変数と閾値パ




が，消費者 iの時点 ti における心的影響要因を考慮した来店間隔の個体内モデルである．






; cum;i; inv;i;i; cumi;ti ; InvMi;ti)
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
f1(yi;ti j !(1)i;ti ) CummMi;ti  cum;i; InvMi;ti  inv;i（レジーム 1）
f2(yi;ti j !(2)i;ti ) CummMi;ti < cum;i; InvMi;ti  inv;i（レジーム 2）
f3(yi;ti j !(3)i;ti ) CummMi;ti < cum;i; InvMi;ti < inv;i（レジーム 3）













メータと呼ぶことにする．回帰係数 (k)i は消費者 iに固有な時点に依存しないパラメータで
あるのに対し，説明変数 xi;ti は時点依存のため，被構造化パラメータは時点依存となること











; (k)i )となる．また，消費者 iに固






R(k)(k = 1; 2; 3; 4)を導入する．ここで kは，CummMi;ti と cum;i および InvMi;ti と inv;i の大
小関係により，(5.5) 式のレジームの番号に対応して割り当てられる．また，消費者 i の
総購買機会数 Ni に対応する時点 ti;Ni を Ti とするとき，(5.6) 式が消費者 i の全購買機会
yi = (yi;ti;1 ; yi;ti;2 ;…; yi;Ti)t，InvMi = (InvMi;ti;1 ; InvMi;ti;2 ;…; InvMi;Ti)t に対する来店間隔の尤
度関数である．






fk(yi;ti j xi;ti ;(k)i ; cum;i; inv;i; cumi;ti ;i ; InvMi;ti)
)
(5.6)
消費者同士は独立であると仮定すると，(5.7)式が，全消費者（i = 1; 2; : : : ;H）に対する全
体尤度になる．なお，具体的なモデル変数 (xi;ti)に関する説明は，表 5.1に後述する．













いて説明する．消費者 iに固有なパラメータベクトル(k)i のうち，その他パラメータ (k)i のみ
対数値としたベクトルを(k)i = ((k)i ; ln((k)i ))とする．このとき，(1)i ;(2)i ;(3)i ;(4)i と閾
値パラメータ cum;i; inv;iの対数値をあわせて， i = ((1)i ;(2)i ;(3)i ;(4)i ; ln(cum;i); ln(inv;i))
を定義する．また，心的負荷モデルの構成パラメータi のロジット変換前のパラメータベ







; k = 1; 2 の
逆変換として表せる．このとき，（5.8）式，（5.9）式が，消費者 iの階層モデルとなる．な
お，具体的な属性変数 (zi)に関する説明は，表 5.1に後述する．













i  MVN(0;) (5.9)
 i;iは，消費者 iの属性変数 zi = (zi;1; zi;2;…; zi;q)t と係数行列 ，の線形結合で表し，
qは属性変数の次元， ，は，それぞれの分散共分散行列である．なお， ;; ;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の事前分布は，（5.10）式，（5.11）式のように設定する．事前分布の設定にあたっては，
p( ; ) = p( j )p( )，p(;) = p(j)p()の関係式を用い，p( j ); p(j)
は多変量正規分布，p( ); p()は逆ウィッシャート分布を仮定する．（実証データによる
推定で設定した事前分布については付録 B.2を参照．）
 = vec( )  MVN(¯ ; 
A 1 )
  IW( ;0;V ;0) (5.10)
 = vec()  MVN(¯; 
A 1 )




消費者 iの購買時点 ti;ti における，本提案モデルから導出される有向非巡回グラフ（DAG：








p(yij i;i;xi; cumi; InvMi)p( ij ; ; zi)p(ij;; zi) (5.12)
ただし，	  f ig = ( 1; 2; : : : ; H)，A  fig = (1;2; : : : ;H)，Z  fzig = (z1; z2; : : : ; zH)，
X  fxig = (x1;x2; : : : ;xH), Y  fyig = (y1;y2; : : : ;yH)，Cum  fcumig = (cum1; cum2; : : : ; cumH)，



























( i   zti )t 1 ( i   zti )
)
(5.13)























パーマーケットの ID-POSデータを用いて実証分析を行う．2001年 1月 1日から 2001年
12月 31日までの期間中，欠損データのない消費者 1,325人のうち，年間 50回以上かつ毎

















変数 記号 説明 平均値 標準偏差
yi;ti DRTNi;ti 購買間隔（被説明変数） 2.02 1.98
xi;ti CNSTi;ti 定数：1 1.00 0.00
PURCHi;ti 前回購買機会における購買点数 14.30 8.16
ITEMRi;ti 前回購買商品の日雑品・加工食品比率 0.66 0.21
DSCNTi;ti 日雑品・加工食品の店舗全体割引率 0.16 0.12
INSTMi;ti チラシの掲載商品点数 58.18 55.51
zi LPAIDi 平均購買金額/1000の対数値 0.43 0.17
WORK1i 就業形態ダミー（家事専業=1，それ以外=0） 0.30 0.46
WORK2i 就業形態ダミー（パート=1，それ以外=0） 0.55 0.50
WORK3i 就業形態ダミー（フルタイム=1，それ以外=0） 0.11 0.31









































ルの対数周辺尤度と DICの算出結果は付録 C.4に示す．また，対数周辺尤度と DICの算出
に関しては，それぞれ Newton and Raery (1994)，Speigelhalter et al. (2002)を参照のこと．
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表 5.2: モデル評価（上段：上位 10モデル，下段：下位 10モデル）
(レジーム 1) (レジーム 2) (レジーム 3) (レジーム 4) 対数周辺尤度 DIC
対数ロジ 対数正規 対数正規 対数ロジ -19,960.52 40,181.10
対数ロジ 対数正規 対数正規 対数正規 -20,174.60 40,594.90
対数正規 対数ロジ 対数ロジ 対数正規 -20,195.41 40,602.67
対数正規 対数ロジ 対数正規 対数正規 -20,205.24 40,571.09
対数正規 対数正規 対数正規 対数正規 -20,209.42 40,728.59
対数正規 対数正規 対数正規 対数ロジ -20,287.09 40,835.99
対数ロジ 対数正規 対数正規 ワイブル -20,377.59 40,677.58
対数正規 対数ロジ ワイブル 対数正規 -20,404.75 41,013.38
対数正規 対数正規 対数正規 ワイブル -20,444.33 41,172.30
対数正規 対数正規 対数ロジ 対数正規 -20,475.74 41,198.28
(レジーム 1) (レジーム 2) (レジーム 3) (レジーム 4) 対数周辺尤度 DIC
ワイブル ワイブル 対数正規 対数正規 -22,647.01 45,611.82
ワイブル ワイブル 対数正規 ワイブル -22,676.10 45,642.32
ワイブル ワイブル 対数正規 対数ロジ -22,695.53 45,644.04
ワイブル 対数ロジ ワイブル 対数ロジ -22,713.09 45,628.13
ワイブル ワイブル 対数ロジ 対数正規 -22,893.35 46,107.90
ワイブル ワイブル ワイブル 対数正規 -22,931.24 46,137.21
ワイブル ワイブル 対数ロジ 対数ロジ -23,167.58 46,542.79
ワイブル ワイブル 対数ロジ ワイブル -23,172.62 46,610.77
ワイブル ワイブル ワイブル 対数ロジ -23,201.73 46,651.83
ワイブル ワイブル ワイブル ワイブル -23,297.69 46,693.70
（注）　ワイブル：ワイブル分布，対数正規：対数正規分布，対数ロジ：対数ロジスティック分布
　　　（レジーム 1）CummMi  cum;i，InvMi  inv;i 　（レジーム 2）CummMi < cum;i，InvMi  inv;i
　　　（レジーム 3）CummMi < cum;i，InvMi < inv;i 　（レジーム 4）CummMi  cum;i，InvMi < inv;i
表 5.3: １状態モデルの評価
ワイブル分布 対数正規分布 対数ロジスティック分布
対数周辺尤度 -24,722.54 -21,217.48 -22,669.34






































する商品は，通常値引き商品であり，本研究での i;4 の推定値は，レジーム 2以外は負と
推定されている．
表 5.4: 事後平均分布の基本統計量
区分 係数 平均値 中央値 最大値 最小値 標準偏差
(レジーム 1) (1)i;1 0.0618 0.0618 0.1115 0.0125 0.0238
(1)i;2 0.0167 0.0169 0.0533 -0.0194 0.0164
(1)i;3 0.0332 0.0325 0.0834 -0.0147 0.0237
(1)i;4 -0.0143 -0.0136 0.0331 -0.0632 0.0229
(1)i;5 0.0013 0.0014 0.0225 -0.0205 0.0091
(レジーム 2) (2)i;1 0.1194 0.1205 0.1684 0.0683 0.0248
(2)i;2 0.0210 0.0208 0.0425 -0.0003 0.0085
(2)i;3 0.0503 0.0500 0.0982 0.0051 0.0219
(2)i;4 -0.0150 -0.0160 0.0340 -0.0635 0.0235
(2)i;5 0.0028 0.0030 0.0103 -0.0048 0.0028
(レジーム 3) (3)i;1 0.1095 0.1096 0.1557 0.0611 0.0224
(3)i;2 0.0312 0.0319 0.0611 -0.0006 0.0137
(3)i;3 0.0874 0.0863 0.1367 0.0398 0.0230
(3)i;4 0.0312 0.0320 0.0802 -0.0203 0.0242
(3)i;5 0.0096 0.0096 0.0305 -0.0115 0.0094
(レジーム 4) (4)i;1 0.0034 0.0043 0.0507 -0.0444 0.0231
(4)i;2 0.0334 0.0331 0.0771 -0.0094 0.0200
(4)i;3 -0.0034 -0.0033 0.0434 -0.0496 0.0221
(4)i;4 0.0128 0.0130 0.0628 -0.0369 0.0243
(4)i;5 0.0181 0.0174 0.0534 -0.0161 0.0158
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表 5.5: 5%有意な推定値の割合
パラメータ レジーム 1 レジーム 2 レジーム 3 レジーム 4
i;1 83% 87% 85% 83%
i;2 50% 54% 86% 77%
i;3 81% 81% 80% 81%
i;4 85% 77% 81% 91%
i;5 24% 19% 46% 52%






変数　 　記号　 レジーム 1 レジーム 2 レジーム 3 レジーム 4
yi DRTNi 1.92 2.23 3.76 3.59
xi;1 CNSTi 1.00 1.00 1.00 1.00
xi;2 PURCHi 17.71 15.86 13.06 13.96
xi;3 ITEMRi 0.65 0.67 0.66 0.70
xi;4 DSCNTi 0.17 0.17 0.17 0.17
xi;5 INSTMi 54.87 55.78 45.75 55.35
占有割合 (%) 12.2 52.0 30.7 5.1
5.5.4 閾値パラメータの検証
消費者ごとに推定した心的負荷閾値（cum;i）と在庫金額閾値（inv;i）の事後平均分布の基
本統計量を表 5.7に示す．表 5.5に示す通り，擬似 t-値（事後平均/事後標準偏差）にもとづ
いて判定した 5%有意 3 な消費者の割合は 100%であり，閾値は安定的に推定されている．
3cum;i，inv;i および (k)i に関しては，推定に当たって変換をしているため，疑似 t-値を用いた頻度論的検定
は意味を有さない．ただし，ここではパラメータの推定値がある値の近傍に統計的な散らばりの範囲内で分布し













閾値 平均値 中央値 最小値 最大値 標準偏差 歪度 尖度
心的負荷閾値（cum;i） 32,735 29,057 3,777 113,580 19,515 1.14 4.86




ら変数は高い相関を示し，相関係数は  = 0:850である．また，切片なしの最小二乗法によ




























































ばならない．図 5.7には構成パラメータ ((1); (2))の散布図を示す．図中，(1,0)，(0,1)，
(0,0)近傍のプロットは，購買期間がそれぞれ 1，2，3のみ，(1) + (2) = 1直線上のプロッ
トは購買期間が 1と 2，(1)軸上は購買期間 2と 3，(2)軸上は購買期間 3と 1，図中の三
角形内は全購買期間で心的負荷が構成される世帯を表す．
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（事後平均/事後標準偏差）を用いて算出した 95%有意な推定値の割合は表 5.5の通り 2/3程
度の割合で有意である．表 5.9には，３つの代表的給料日を想定した購買期間を用いて推
定した，心的負荷構成パラメータの構成パターンと割合を示す．ここで，推定されたパラ











構成パラメータ 平均値 中央値 最小値 最大値 標準偏差
心的負荷構成パラメータ 1（(1)i ） 0.2621 0.0032 0.0000 1.0000 0.3551
心的負荷構成パラメータ 2（(2)i ） 0.3995 0.4161 0.0000 1.0000 0.3659
表 5.9: 構造パラメータの割合
心的負荷の構成 割合 平均構成比率（(1)i : (2)i : (3)i ）
購買期間１のみ 14% 1.00 : 0.00 : 0.00
購買期間２のみ 18% 0.00 : 1.00 : 0.00
購買期間３のみ 15% 0.00 : 0.00 : 1.00
購買期間１と２ 9% 0.39 : 0.61 : 0.00
購買期間２と３ 20% 0.00 : 0.48 : 0.52
購買期間３と１ 7% 0.52 : 0.00 : 0.48


















表 5.10: 階層モデル係数の事後平均 (その１)
変数　 係数　 LPAID 1 WORK1 2 WORK2 3 WORK3 4 FOOT 5
CNST (1)i 
(1)
i;1 -0.1806 0.1439 0.1875 0.0862 -0.0269
(-0.6005) (0.8210) (1.1376) (0.3891) (-0.2344)
CNST (2)i 
(2)
i;1 0.1260 0.0696 0.1375 0.1062 -0.0696
(0.4130) (0.3976) (0.8244) (0.4721) (-0.6034)
CNST (3)i 
(3)
i;1 -0.1685 0.1655 0.1202 0.1613 0.0685
(-0.5540) (0.9335) (0.7122) (0.7211) (0.5891)
CNST (4)i 
(4)
i;1 -0.0370 0.0585 0.0129 0.0435 -0.0281
(-0.1223) (0.3305) (0.0773) (0.1921) (-0.2432)
PURCH(1)i 
(1)
i;2 0.0532 -0.0280 -0.0120 -0.0165 0.0129
(0.1877) (-0.1685) (-0.0758) (-0.0787) (0.1181)
PURCH(2)i 
(2)
i;2 -0.0030 0.0206 0.0132 0.0406 0.0054
(-0.0107) (0.1238) (0.0848) (0.1977) (0.0501)
PURCH(3)i 
(3)
i;2 -0.0187 0.0399 0.0338 0.0311 0.0013
(-0.0656) (0.2356) (0.2129) (0.1449) (0.0117)
PURCH(4)i 
(4)
i;2 -0.0167 0.0154 0.0476 0.0471 0.0043
(-0.0578) (0.0901) (0.2964) (0.2184) (0.0381)
ITEMR(1)i 
(1)
i;3 -0.0668 0.1321 0.0244 -0.0039 0.0137
(-0.2185) (0.7461) (0.1445) (-0.0177) (0.1185)
ITEMR(2)i 
(2)
i;3 0.0333 0.1231 0.1038 0.0233 -0.1007
(0.1109) (0.7084) (0.6356) (0.1067) (-0.9018)
ITEMR(3)i 
(3)
i;3 0.0841 -0.0284 0.0338 -0.0174 0.0643
(0.2779) (-0.1608) (0.2018) (-0.0780) (0.5497)
ITEMR(4)i 
(4)
i;3 0.0262 -0.0253 0.0119 0.1116 -0.0381
(0.0868) (-0.1435) (0.0724) (0.4978) (-0.3235)
DSCNT (1)i 
(1)
i;4 0.2112 -0.0872 -0.0621 -0.2341 -0.0182
(0.6725) (-0.4776) (-0.3584) (-1.0143) (-0.1506)
DSCNT (2)i 
(2)
i;4 0.0851 -0.0307 -0.0343 -0.0623 -0.0281
(0.2880) (-0.1785) (-0.2088) (-0.2828) (-0.2431)
DSCNT (3)i 
(3)
i;4 0.0693 0.0322 -0.0056 -0.0235 -0.0001
(0.2313) (0.1845) (-0.0339) (-0.1062) (-0.0005)
DSCNT (4)i 
(4)
i;4 -0.0343 0.0707 0.0816 -0.1359 -0.0390




変数　 係数　 LPAID 1 WORK1 2 WORK2 3 WORK3 4 FOOT 5
INSTM(1)i 
(1)
i;5 -0.0188 0.0194 0.0123 0.0480 -0.0156
(-0.0661) (0.1187) (0.0790) (0.2258) (-0.1416)
INSTM(2)i 
(2)
i;5 -0.0007 -0.0041 0.0005 0.0273 0.0021
(-0.0026) (-0.0246) (0.0032) (0.1307) (0.0193)
INSTM(3)i 
(3)
i;5 0.0380 0.0124 0.0085 -0.1403 -0.0030
(0.1336) (0.0744) (0.0546) (-0.6621) (-0.0267)
INSTM(4)i 
(4)
i;5 0.0264 -0.0144 -0.0341 0.0116 0.0497
(0.0901) (-0.0858) (-0.2134) (0.0536) (0.4404)
その他 ln((1)i ) -0.3958 -0.2686 -0.3035 -0.2645 0.0361
パラメータ 1 (-1.1995) (-1.3997) (-1.6431) (-1.0882) (0.2843)
その他 ln((2)i ) -0.1642 -0.4092 -0.4627 -0.4524 -0.0754
パラメータ 2 (-0.4501) (-1.9447) (-2.3185) (-1.7096) (-0.5443)
その他 ln((3)i ) 0.2674 -0.4592 -0.3064 -0.1991 -0.0641
パラメータ 3 (0.8192) (-2.4445) (-1.7234) (-0.8185) (-0.5035)
その他 ln((4)i ) 0.3510 -0.2765 -0.2981 -0.2946 -0.0966
パラメータ 4 (1.0591) (-1.4232) (-1.6399) (-1.1948) (-0.7588)
心的負荷閾値 ln(cum;i) 6:4149 7:0704 7:0309 7:0146 0:7162
(7.4312) (13.8667) (14.8397) (10.9050) (2.0967)
在庫金額閾値 ln(inv;i) 5:1256 4:6950 4:7220 4:7108 0.3931
(8.5623) (13.3554) (14.3504) (10.5402) (1.6594)
心的負荷構成 (1)i 14.2748 -27.9157 -19.9226 -0.0531 21.7405
パラメータ 1 (0.4483) (-1.5136) (-1.1374) (-0.0023) (1.7772)
心的負荷構成 (2)i -8.918 4.2112 14.593 -5.745 -10.0511


















区分 係数 平均値 中央値 最小値 最大値 標準偏差
(レジーム 1) (1)i 0.6458 0.6463 0.6764 0.6146 1.0231
(レジーム 2) (2)i 0.5789 0.5781 0.6081 0.5523 1.0234
(レジーム 3) (3)i 0.7635 0.7624 0.8038 0.7274 1.0248




占め，次いでレジーム 1,2,3を占有する世帯セグメントが 29 %，レジーム 2,3およびレジー





レジーム 2が 52.0%，レジーム 3が 30.7%と高く，心的負荷が緩慢な状態の割合が 80%以




レジーム 1 レジーム 2 レジーム 3 レジーム 4 全体割合率
レジーム 1，2のみ 25.8% 74.2% - - 12%
レジーム 2，3のみ - 69.1% 30.9% - 16%
レジーム 1，2，3 10.6% 73.3% 16.1% - 29%
レジーム 1，2，4 43.4% 64.6% - 1.0% 5%
レジーム 2，3，4 - 13.4% 82.7% 3.9% 3%
全４レジーム 12.5% 20.0% 53.0% 14.0% 35%
























表 5.14: レジーム 2,3を占有する世帯の事後平均分布の基本統計量
区分 係数 平均値 中央値 最小値 最大値 標準偏差
(レジーム 1) (1)i;1 0.0101 0.0461 -0.3645 0.3414 0.1980
(1)i;2 0.0063 0.0219 -0.1867 0.2385 0.1221
(1)i;3 -0.0298 -0.0653 -0.2453 0.3406 0.1468
(1)i;4 -0.0840 -0.0789 -0.4446 0.4492 0.2391
(1)i;5 0.0224 -0.0059 -0.1178 0.1886 0.0873
(レジーム 2) (2)i;1 0.1190 0.1233 -0.2078 0.4808 0.1510
(2)i;2 0.0140 0.0036 -0.0012 0.1177 0.0292
(2)i;3 0.0159 0.0229 -0.3919 0.4468 0.1886
(2)i;4 0.0248 0.0300 -0.3696 0.2982 0.1799
(2)i;5 -0.0006 -0.0001 -0.0098 0.0020 0.0026
(レジーム 3) (3)i;1 0.0540 0.0950 -0.3364 0.3673 0.1818
(3)i;2 0.0494 0.0413 0.0088 0.1463 0.0361
(3)i;3 0.0858 0.0496 -0.2745 0.4350 0.1838
(3)i;4 0.0536 0.0391 -0.1325 0.2284 0.1125
(3)i;5 0.0160 -0.0001 -0.2364 0.2436 0.1039
(レジーム 4) (4)i;1 -0.0638 -0.0937 -0.3234 0.3010 0.1876
(4)i;2 0.0496 0.0337 -0.1176 0.2555 0.1090
(4)i;3 0.0554 0.0694 -0.3247 0.3229 0.1677
(4)i;4 -0.0261 -0.0282 -0.5113 0.4334 0.2296
(4)i;5 0.0181 0.0350 -0.2861 0.3257 0.1596
心的負荷閾値 cum;i 54,900 52,697 22,752 113,581 22,271
在庫金額閾値 inv;i 2,064 1,821 959 4,782 957
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表 5.15: 全レジームを占有する世帯の事後平均分布の基本統計量
区分 係数 平均値 中央値 最小値 最大値 標準偏差
(レジーム 1) (1)i;1 0.0712 0.0825 -0.4666 0.4279 0.2296
(1)i;2 0.0129 0.0085 -0.1569 0.2193 0.0529
(1)i;3 0.0819 0.0041 -0.5163 0.5714 0.2570
(1)i;4 -0.0233 -0.0121 -0.6722 0.6819 0.3133
(1)i;5 -0.0013 0.0007 -0.0912 0.0365 0.0186
(レジーム 2) (2)i;1 0.0078 0.0122 -0.3960 0.5115 0.2209
(2)i;2 0.0349 0.0256 -0.0111 0.1929 0.0371
(2)i;3 0.0101 0.0210 -0.4288 0.4240 0.2157
(2)i;4 -0.0123 -0.0315 -0.4214 0.3948 0.1753
(2)i;5 0.0074 0.0000 -0.0633 0.3067 0.0545
(レジーム 3) (3)i;1 0.2130 0.2130 -0.1178 0.6266 0.2028
(3)i;2 0.0511 0.0416 -0.0009 0.2421 0.0486
(3)i;3 0.1708 0.1660 -0.2170 0.5145 0.2141
(3)i;4 0.0300 0.0115 -0.3222 0.6672 0.2440
(3)i;5 0.0017 0.0011 -0.0013 0.0191 0.0035
(レジーム 4) (4)i;1 0.0398 0.0548 -0.5167 0.5382 0.2171
(4)i;2 0.0581 0.0498 -0.0537 0.2262 0.0520
(4)i;3 -0.0255 -0.0116 -0.4765 0.5131 0.2255
(4)i;4 -0.0231 -0.0013 -0.6045 0.6347 0.2735
(4)i;5 0.0036 0.0023 -0.1065 0.1046 0.0273
心的負荷閾値 cum;i 19,707 17,885 3,777 51,747 9,958
在庫金額閾値 inv;i 1,004 904 37 2,089 504
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表 5.16: レジーム 1,2,3を占有する世帯の事後平均分布の基本統計量
区分 係数 平均値 中央値 最小値 最大値 標準偏差
(レジーム 1) (1)i;1 0.0965 0.1042 -0.2761 0.3973 0.1772
(1)i;2 0.0283 0.0289 -0.0563 0.1495 0.0384
(1)i;3 0.0492 0.0104 -0.3013 0.3574 0.1806
(1)i;4 -0.0539 -0.0692 -0.2940 0.2297 0.1376
(1)i;5 -0.0009 -0.0003 -0.1039 0.1040 0.0331
(レジーム 2) (2)i;1 0.1649 0.1306 -0.1040 0.6222 0.1576
(2)i;2 0.0085 0.0059 -0.0073 0.0391 0.0122
(2)i;3 0.1037 0.0520 -0.0617 0.4953 0.1413
(2)i;4 -0.0169 -0.0144 -0.3047 0.3748 0.1619
(2)i;5 0.0001 0.0000 -0.0024 0.0037 0.0012
(レジーム 3) (3)i;1 0.0965 0.1172 -0.3947 0.4490 0.1710
(3)i;2 0.0533 0.0395 -0.1808 0.4510 0.1233
(3)i;3 0.0111 -0.0117 -0.3638 0.2938 0.1629
(3)i;4 0.0603 0.0479 -0.1549 0.3558 0.1322
(3)i;5 0.0400 0.0026 -0.2774 0.3295 0.1303
(レジーム 4) (4)i;1 0.0279 0.0357 -0.3337 0.4914 0.2040
(4)i;2 -0.0030 0.0332 -0.3779 0.3410 0.1687
(4)i;3 -0.0186 0.0092 -0.5668 0.5470 0.1958
(4)i;4 0.0501 0.0611 -0.6937 0.5790 0.2018
(4)i;5 0.0234 -0.0248 -0.1822 0.3943 0.1519
心的負荷閾値 cum;i 40,373 39,676 10,516 75,460 14,837
在庫金額閾値 inv;i 1,717 1,686 406 3,491 601
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表 5.17: レジーム 1,2を占有する世帯の事後平均分布の基本統計量
区分 係数 平均値 中央値 最小値 最大値 標準偏差
(レジーム 1) (1)i;1 0.0278 -0.0233 -0.3376 0.6436 0.2914
(1)i;2 0.0261 0.0215 -0.0006 0.0694 0.0206
(1)i;3 -0.1169 -0.0704 -0.4828 0.1920 0.1975
(1)i;4 0.1833 0.0850 -0.0845 0.6697 0.2405
(1)i;5 0.0008 0.0005 -0.0072 0.0070 0.0034
(レジーム 2) (2)i;1 0.3199 0.3297 -0.0320 0.7312 0.1970
(2)i;2 0.0209 0.0148 -0.0039 0.0694 0.0204
(2)i;3 0.0626 0.1059 -0.1832 0.2841 0.1511
(2)i;4 -0.0746 -0.0771 -0.6109 0.2714 0.2441
(2)i;5 0.0024 0.0014 -0.0006 0.0067 0.0024
(レジーム 3) (3)i;1 -0.1342 -0.0903 -0.4781 0.1453 0.1700
(3)i;2 -0.0314 0.0349 -0.4015 0.2249 0.2101
(3)i;3 0.0184 0.0026 -0.3703 0.4713 0.2685
(3)i;4 0.0199 0.0447 -0.3914 0.4137 0.2212
(3)i;5 -0.0557 0.0156 -0.5365 0.1971 0.2327
(レジーム 4) (4)i;1 -0.1452 -0.0821 -0.6222 0.3317 0.2484
(4)i;2 0.0296 -0.0146 -0.3965 0.3284 0.2114
(4)i;3 0.0396 0.0134 -0.6051 0.6462 0.3570
(4)i;4 0.1020 0.0629 -0.3044 0.6615 0.308
(4)i;5 0.0110 -0.0086 -0.2830 0.1992 0.1403
心的負荷閾値 cum;i 26,390 25,222 11,476 63,793 15,601











レジーム 1で平均来店間隔が短くなるのと整合的である．レジーム 1と 3において，代表
的消費者と消費者 1および 2のハザードはおよそ同様な特性を示しているが，レジーム 2
と 4では異質性が大きく，消費者 2はレジーム 2でのピークは急峻で，消費者 1のレジー




ジーム 1と 2に集中している消費者 5と 6のハザード関数を示す．これら消費者は，ほと
んどの購買機会で在庫金額の高い状態にある．このとき，さらに心的負荷も高まると，消





















レジーム 1 レジーム 2 レジーム 3 レジーム 4 inv;i :円 cum;i :円
代表的消費者：avg 12.2% 52.0% 30.7% 5.1% 1,459 32,735
消費者 1：usr1 7.2% 33.7% 55.1% 4.0% 1,077 29,926
消費者 2：usr2 12.7% 6.9% 53.9% 26.5% 351 17,885
消費者 3：usr3 0.0% 13.8% 86.2% 0.0% 959 38,170
消費者 4：usr4 0.0% 39.9% 60.1% 0.0% 1,220 35,521
消費者 5：usr5 48.5% 51.0% 0.0% 0.5% 1,898 22,659
消費者 6：usr6 46.8% 53.2% 0.0% 0.0% 1,358 11,476
消費者 7：usr7 0.6% 0.6% 66.7% 32.1% 780 18,427
消費者 8：usr8 0.4% 2.3% 82.4% 14.9% 1,798 33,344
消費者 9：usr9 3.3% 96.7% 0.0% 0.0% 1,690 45,101
消費者 10：usr10 2.9% 96.7% 0.4% 0.0% 1,722 42,917
消費者 11：usr11 1.8% 98.2% 0.0% 0.0% 2,363 63,793
消費者 12：usr12 0.0% 14.0% 86.0% 0.0% 997 22,752
消費者 13：usr13 0.0% 10.5% 87.4% 2.1% 527 15,092
消費者 14：usr14 0.6% 6.5% 91.7% 1.2% 1,924 34,137
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図 5.9: 来店レジーム 2と 3に集中するハザード関数
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図 5.10: 来店レジーム 1と 2に集中するハザード関数










































図 5.11: 来店レジーム 3と 4に集中するハザード関数
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機会 tiに対するレジーム kの回帰係数を (k)i = ((k)i;1 ; (k)i;2 ;…; (k)i;pk )t，k = 1; 2によりレジーム
を区別する．各レジーム回帰係数の次元 pk は，説明変数 xi;ti = (xi;ti;1; xi;ti;2;…; xi;ti;pk )t の次
元と同一であり，本モデルの実証分析データでは p1 = p2 = 6である．（以降，特に明記の
ない限り，iのように添え字 kのないものは，2レジームのいずれかの次元 pk の回帰係数
を指すものとする．）ポアソン分布の確率密度関数を (A.1)式に示す．ポアソン分布のレー
トパラメータは，時点ごとの説明変数 xi;ti と回帰係数 iの対数線形変換 ln(i;ti) = xti;tiiで
構造化され，非負制約を有して i;ti > 0となる．回帰係数 i は消費者 iごとに固定なパラ












1. 初期値 (0)i ;(0)i を設定する．
2. r = 1; 2;…について，次を繰り返す．
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(a) i = 1; 2; :…;Hについて，次を繰り返す．
i. 新しい候補 iを，(r 1)i が与えられたもとで，w  N(0; 2RWI)をサンプリ




i ) = min
8>><>>: p(yiji;i;xi)p(ij;; zi)p(yij(r 1)i ;i;xi)p((r 1)i j;; zi) ; 1
9>>=>>;
iii. 一様乱数 u  U(0; 1)をサンプリングして，次の通りに確率的選択を行う．
(r)i =
8>>>>><>>>>>:
i u < ai
(r 1)i 上記以外　
iv. 新しい候補 i を，(t 1)i が与えられたもとで，w  N(0; 2RWI)をサンプ




i ) = min
8>><>>: p(yiji;i;xi)p(ij;; zi)p(yiji;(r 1)i ;xi)p((r 1)i j;; zi) ; 1
9>>=>>;
vi. 一様乱数 u  U(0; 1)をサンプリングして，次の通りに確率的選択を行う．
(t)i =
8>>>>><>>>>>:
i u < ai
(r 1)i 上記以外　
(b) 　  = vec()， を次の通りに発生させる．
i. (r)  N(˜; 
 (Z tZ +A) 1)
ii. (r)  IW(;0 + H;V;0 + S)
但し，˜ = vec(˜)，˜ = (Z tZ +A) 1(Z tZˆ +A¯)，
ˆ = (Z tZ) 1Z t，S = PHi=1(i   ¯i)(i   ¯i)t
(c) 　  = vec()， を次の通りに発生させる．
i. (r)  N(˜; 
 (Z tZ +A) 1)
ii. (r)  IW(;0 + H;V;0 + S)
但し，˜ = vec(˜)，˜ = (Z tZ +A) 1(Z tZˆ +A¯)，
ˆ = (Z tZ) 1Z tA，S = PHi=1(i   ¯i)(i   ¯i)t
3. 十分に大きな rに対して，(r)i ;(r)i ; (r) ;(r) ; (r) ;(r) (r = N;N + 1; : : : )を記憶する．但
し，緩慢な事前分布を表現するために，照井 (2008)と同様，事前分布として次の通り設定
した．¯ = vec( ) = 0; ¯ = vec( ) = 0，A = 0:001I ;A = 0:001I，;0 = 17; ;0 = 6,
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V;0 = ;0I ;V;0 = ;0I．なお，ベイズ統計に関する理論については，Rossi et al.




##### me n t a l a c c o u n t i n g i t em s .R #####
l i b r a r y (MASS)
l i b r a r y (MCMCpack)
l i b r a r y ( bayesm )
s e t . s eed ( 555 )
##### d a t a f o rm a t t i n g f o r b a y e s i a n e s t i m a t i o n #####
da taZ <  r e ad . csv ( ” HBPoisson Z1KV5B . csv ” )
datayX <  r e ad . csv ( ” HBPoisson yX1KV7 . csv ” )
nva r1 <  6 ; nva r2 <  6 ; n z e t <  5 ; nace <  2 ; ngam <  1
n a l l <  nva r1+nva r2+ngam
nhh <  1000
nobs <  da taZ [ 1 : nhh , 2 ]
Z <  as . ma t r i x ( da t aZ [ 1 : nhh , 3 : ( 2+ n z e t ) ] )
hhda t a <  NULL
nob0 <  1 ; nob1 <  nobs [ 1 ]
f o r ( i i n 1 : nhh ) f
X <  as . ma t r i x ( datayX [ nob0 : nob1 , 3 : ( nva r1 +2 ) ] )
y <  as . ma t r i x ( datayX [ nob0 : nob1 , 2 ] )
cumm1<  as . ma t r i x ( datayX [ nob0 : nob1 , 1 0 ] )
cumm2<  as . ma t r i x ( datayX [ nob0 : nob1 , 1 1 ] )
cumm3<  as . ma t r i x ( datayX [ nob0 : nob1 , 1 2 ] )
hhda t a [ [ i ]]<  l i s t ( y=y ,X=X, cumm1=cumm1 , cumm2=cumm2 , cumm3=cumm3)
nob0<  nob1+1
nob1<  nob0+nobs [ i +1] 1
g
##### po i s s o n l i k e l i h o o d f u n c t i o n #####
l o g l i k e <  f u n c t i o n ( y ,X, b e t a ) f
l l <  y  (X%%be t a )  exp (X%%be t a )  l og ( f a c t o r i a l ( y ) )
sum ( l l )
g
#### b ay e s i a n p a r ame t e r s #####
R <  10000
ace0 <  c ( 0 . 3 5 , 0 . 3 5 )
gamma00 <  ma t r i x ( r ep ( 0 , nhh ) , nhh , 1 )
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f o r ( i i n 1 : nhh ) f
gamma00 [ i ] <  mean ( hhda t a [ [ i ] ] $cumm1 )
g
s <  0 .0001
A <  0 .001
nu <  n a l l +4
V <  nu d i ag ( c ( r ep ( 1 , n a l l   1 ) , 0 . 5 ) )
ADelta <  A d i ag ( n z e t )
D e l t a b a r <  ma t r i x ( r ep ( 0 , n z e t  n a l l ) , nze t , n a l l )
s a <  0 .01
Aa <  0 .001
nua <  nace+4
Vace <  nua  d i ag ( r ep ( 1 , nace ) )
ADel tace <  A d i ag ( n z e t )
De l t a b a c e <  ma t r i x ( r ep ( 0 , n z e t  nace ) , nze t , nace )
o l d b e t a s <  ma t r i x ( doub l e ( nhh  ( nva r1+nva r2 ) ) , nhh , nva r1+nvar2 )
oldgamma <  gamma00
old lgm <  l og ( oldgamma )
o l d t h e t a < cb ind ( o l d b e t a s , o ld lgm )
ace1 <  ma t r i x ( ace0 [ 1 ] , nhh )
ace2 <  ma t r i x ( ace0 [ 2 ] , nhh )
o l d a c e s <  cb ind ( ace1 , ace2 )
l a c 1 <  l og ( ace1 / (1   ace1 ace2 ) )
l a c 2 <  l og ( ace2 / (1   ace1 ace2 ) )
o l d l a c s <  cb ind ( l ac1 , l a c 2 )
oldV <  d i ag ( n a l l )
o ldVi <  d i ag ( n a l l )
o l dDe l t a <  ma t r i x ( doub l e ( n z e t  n a l l ) , nze t , n a l l )
o ldVace <  d i ag ( nace )
o l dVace i <  d i ag ( nace )
o l dDe l t a c e <  ma t r i x ( doub l e ( n z e t  nace ) , nze t , nace )
t h e t a d r aw <  a r r a y ( doub l e ( f l o o r (R) nhh n a l l ) , dim=c ( f l o o r (R) , nhh , n a l l ) )
be t ad r aw <  a r r a y ( doub l e ( f l o o r (R) nhh  ( nva r1+nva r2 ) ) , dim=c ( f l o o r (R) , nhh , nva r1+nva r2 ) )
gammadraw <  a r r a y ( doub l e ( f l o o r (R) nhhngam ) , dim=c ( f l o o r (R) , nhh , ngam ) )
r e g i d r aw <  a r r a y ( doub l e ( f l o o r (R) nhh 2 ) , dim=c ( f l o o r (R) , nhh , 2 ) )
accep td raw <  a r r a y ( doub l e ( f l o o r (R) nhh 2 ) , dim=c ( f l o o r (R) , nhh , 1 ) )
acedraw <  a r r a y ( doub l e ( f l o o r (R) nhh nace ) , dim=c ( f l o o r (R) , nhh , nace ) )
l l h a l l <  a r r a y ( doub l e ( f l o o r (R)  1 ) , dim=c ( f l o o r (R ) , 1 ) )
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cn t10 <  0 ; cn t20 <  0
f o r ( i i n 1 : nhh ) f
r e c s <  nobs [ i ]
cumm <  hhda t a [ [ i ] ] $cumm1
f o r ( j i n 1 : r e c s ) f
i f (cumm[ j ]>=gamma00 [ i ] ) f
cn t10 <  cn t10+1
g e l s e f
cn t20 <  cn t20+1
g
g
r e g i i n i t [ i ,1 :2] <   c ( cn t10 , cn t 20 )
cn t10 <  0 ; cn t20 <  0
g
###### mcmc loop s t a r t s ######
f o r ( i t e r i n 1 :R) f
l l h <  0
sV <  s V; sVace <  sa Vace
r o o t <  t ( c ho l ( sV ) ) ; r o o t a <  t ( c ho l ( sVace ) )
###### nnh loop s t a r t s ######
f o r ( i i n 1 : nhh ) f
r e c s <  nobs [ i ]
yy <  hhda t a [ [ i ] ] $y
XX <  hhda t a [ [ i ] ] $X
cumm1 <  hhda t a [ [ i ] ] $cumm1
cumm2 <  hhda t a [ [ i ] ] $cumm2
cumm3 <  hhda t a [ [ i ] ] $cumm3
t h e t a d <  o l d t h e t a [ i , 1 : n a l l ]
b e t ad1 <  t h e t a d [ 1 : nva r1 ]
be t ad2 <  t h e t a d [ ( nva r1 + 1 ) : ( nva r1+nvar2 ) ]
lgmd <  t h e t a d [ nva r1+nvar2 +1]
t h e t a n <  t h e t a d+ r o o t%%rnorm ( n a l l )
b e t an1 <  t h e t a n [ 1 : nva r1 ]
be t an2 <  t h e t a n [ ( nva r1 + 1 ) : ( nva r1+nvar2 ) ]
lgmn <  t h e t a n [ nva r1+nvar2 +1]
gammad <  exp ( lgmd ) ; gamman <  exp ( lgmn )
l a c d <  o l d l a c s [ i , 1 : 2 ]
l a c d1 <  l a c d [ 1 ] ; l a c d2 <  l a c d [ 2 ]
aced1 <  exp ( l a c d1 ) / ( 1+ exp ( l a c d1 )+ exp ( l a c d2 ) )
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aced2 <  exp ( l a c d2 ) / ( 1+ exp ( l a c d1 )+ exp ( l a c d2 ) )
l a c n <  l a c d+ r o o t a%%rnorm ( nace )
l a c n1 <  l a c n [ 1 ] ; l a c n2 <  l a c n [ 2 ]
acen1 <  exp ( l a c n1 ) / ( 1+ exp ( l a c n1 )+ exp ( l a c n2 ) )
acen2 <  exp ( l a c n2 ) / ( 1+ exp ( l a c n1 )+ exp ( l a c n2 ) )
cummd <  aced1 cumm1+aced2 cumm2+(1  aced1 aced2 )cumm3
cummn <  acen1 cumm1+acen2 cumm2+(1  acen1 acen2 )cumm3
###### reg ime d a t a g roup ing f o r t h e t a ######
cn t1d <  0 ; cn t2d <  0 ; cn t1n <  0 ; cn t2n <  0
y1d <  NULL; X1d <  NULL; y2d <  NULL; X2d <  NULL
y1n <  NULL; X1n <  NULL; y2n <  NULL; X2n <  NULL
f o r ( j i n 1 : r e c s ) f
i f ( cummd[ j ]>=gammad ) f
y1d <  r b i n d ( y1d , yy [ j ] )
X1d <  r b i n d (X1d ,XX[ j , 1 : nva r1 ] )
cn t 1d <  cn t1d+1
g e l s e f
y2d <  r b i n d ( y2d , yy [ j ] )
X2d <  r b i n d (X2d ,XX[ j , 1 : nva r2 ] )
cn t 2d <  cn t2d+1
g
i f ( cummd[ j ]>=gamman ) f
y1n <  r b i n d ( y1n , yy [ j ] )
X1n <  r b i n d (X1n ,XX[ j , 1 : nva r1 ] )
cn t 1n <  cn t1n+1
g e l s e f
y2n <  r b i n d ( y2n , yy [ j ] )
X2n <  r b i n d (X2n ,XX[ j , 1 : nva r2 ] )
cn t 2n <  cn t2n+1
g
g
###### s t o c h a s t i c p a r ame t e r s e l e c t i o n f o r t h e t a ######
l o go l d 1 <  0 ; l o go l d 2 <  0 ; l o go l d k <  0
lognew1 <  0 ; lognew2 <  0 ; lognewk <  0
logsum <  0
a l ph a <  NULL
lognewk <   0 .5 ( t ( t h e t a n ) Z[ i ,]%%o l dDe l t a )%%oldVi%%( t h e t a n   t (Z [ i ,]%%o l dDe l t a ) )
l o g o l d k <   0 .5 ( t ( t h e t a d ) Z[ i ,]%%o l dDe l t a )%%oldVi%%( t h e t a d   t (Z [ i ,]%%o l dDe l t a ) )
141
i f ( cn t1d >0) f
l o g o l d 1 <  l o g l i k e ( y1d , X1d , b e t ad1 )
g e l s e f
l o g o l d 1 <  0
g
i f ( cn t2d >0) f
l o g o l d 2 <  l o g l i k e ( y2d , X2d , b e t ad2 )
g e l s e f
l o g o l d 2 <  0
g
i f ( cn t1n >0) f
lognew1 <  l o g l i k e ( y1n , X1n , b e t an1 )
g e l s e f
lognew1 <  0
g
i f ( cn t2n >0) f
lognew2 <  l o g l i k e ( y2n , X2n , b e t an2 )
g e l s e f
lognew2 <  0
g
logsum <  lognew1+lognew2+lognewk  l ogo ld1   l ogo ld2   l o g o l d k
a l ph a <  exp ( logsum )
i f ( a l p h a==”NaN” )
a l ph a= 1
u <  r u n i f ( 1 )
i f ( u < a l ph a ) f
o l d t h e t a [ i , ] <  t h e t a n
gammad <  gamman
be t ad1 <  be t an1
be t ad2 <  be t an2
r e g i [ i , 1 : 2 ] <  c ( cn t1n , cn t 2n )
a c c e p t [ i , 1 ] <  1
g e l s e f
r e j e c t [ i , 1 ] <  r e j e c t [ i , 1 ]+1
r e g i [ i , 1 : 2 ] <  c ( cn t1d , cn t 2d )
a c c e p t [ i , 1 ] <  0
g
###### reg ime d a t a g roup ing f o r a l p h a ######
cn t 1da <  0 ; cn t 2da <  0 ; cn t 1na <  0 ; cn t 2na <  0
y1da <  NULL; X1da <  NULL; y2da <  NULL; X2da <  NULL
y1na <  NULL; X1na <  NULL; y2na <  NULL; X2na <  NULL
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f o r ( j i n 1 : r e c s ) f
i f ( cummd[ j ]>=gammad ) f
y1da <  r b i n d ( y1da , yy [ j ] )
X1da <  r b i n d ( X1da ,XX[ j , 1 : nva r1 ] )
cn t 1da <  cn t 1da+1
g e l s e f
y2da <  r b i n d ( y2da , yy [ j ] )
X2da <  r b i n d ( X2da ,XX[ j , 1 : nva r2 ] )
cn t 2da <  cn t 2da+1
g
i f ( cummn[ j ]>=gammad ) f
y1na <  r b i n d ( y1na , yy [ j ] )
X1na <  r b i n d ( X1na ,XX[ j , 1 : nva r1 ] )
cn t 1na <  cn t 1na+1
g e l s e f
y2na <  r b i n d ( y2na , yy [ j ] )
X2na <  r b i n d ( X2na ,XX[ j , 1 : nva r2 ] )
cn t 2na <  cn t 2na+1
g
g
###### s t o c h a s t i c p a r ame t e r s e l e c t i o n f o r a l p h a ######
l o go l d 1 a <  0 ; l o g o l d 2 a <  0 ; l o g o l d k a <  0
lognew1a <  0 ; lognew2a <  0 ; lognewka <  0
logsuma <  0
a l p h a c e <  NULL
lognewka <   0 .5 ( t ( l a c d ) Z[ i ,]%%o l dDe l t a c e )%%oldVace i%%(lacd   t (Z [ i ,]%%o l dDe l t a c e ) )
l o g o l d k a <   0 .5 ( t ( l a c n ) Z[ i ,]%%o l dDe l t a c e )%%oldVace i%%(lacn   t (Z [ i ,]%%o l dDe l t a c e ) )
i f ( cn t1da >0) f
l o g o l d 1 a <  l o g l i k e ( y1da , X1da , b e t ad1 )
g e l s e f
l o g o l d 1 a <  0
g
i f ( cn t2da >0) f
l o g o l d 2 a <  l o g l i k e ( y2da , X2da , b e t ad2 )
g e l s e f
l o g o l d 2 a <  0
g
i f ( cn t1na >0) f
lognew1a <  l o g l i k e ( y1na , X1na , b e t ad1 )




i f ( cn t2na >0) f
lognew2a <  l o g l i k e ( y2na , X2na , b e t ad2 )
g e l s e f
lognew2a <  0
g
logsuma <  lognew1a+lognew2a+lognewka  l ogo ld1a   l ogo ld2a   l o g o l d k a
a l p h a c e <  exp ( logsuma )
i f ( a l p h a c e==”NaN” )
a l p h a c e= 1
u <  r u n i f ( 1 )
i f ( u < a l p h a c e ) f
o l d l a c s [ i , ] <  l a c n
r e g i [ i , 1 : 2 ] <  c ( cn t1na , cn t 2na )
g e l s e f
r e j e c t a [ i ,1]<  r e j e c t a [ i , 1 ]+1
r e g i [ i , 1 : 2 ] <  c ( cn t1da , cn t 2da )
g
g ##### nhh loop end #####
##### l o g l i k e l i h o o d f o r a l l h ou s eho l d s #####
f o r ( i i n 1 : nhh ) f
r e c s <  nobs [ i ]
yy <  hhda t a [ [ i ] ] $y
XX <  hhda t a [ [ i ] ] $X
cumm1 <  hhda t a [ [ i ] ] $cumm1
cumm2 <  hhda t a [ [ i ] ] $cumm2
cumm3 <  hhda t a [ [ i ] ] $cumm3
t h e t a <  o l d t h e t a [ i , 1 : n a l l ]
b e t a 1 <  t h e t a [ 1 : nva r1 ]
b e t a 2 <  t h e t a [ ( nva r1 + 1 ) : ( nva r1+nvar2 ) ]
lgm <  t h e t a [ nva r1+nvar2 +1]
gamma <  exp ( lgm )
l a c <  o l d l a c s [ i , 1 : 2 ]
l a c 1 <  l a c [ 1 ]
l a c 2 <  l a c [ 2 ]
ace1 <  exp ( l a c 1 ) / ( 1+ exp ( l a c 1 )+ exp ( l a c 2 ) )
ace2 <  exp ( l a c 2 ) / ( 1+ exp ( l a c 1 )+ exp ( l a c 2 ) )
cumm <  ace1 cumm1+ace2 cumm2+(1  ace1 ace2 )cumm3
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###### reg ime d a t a g roup ing f o r b e t a ######
cn t 1 <  0 ; cn t 2 <  0
y1 <  NULL; X1 <  NULL
y2 <  NULL; X2 <  NULL
f o r ( j i n 1 : r e c s ) f
i f (cumm[ j ]>=gamma ) f
y1 <  r b i n d ( y1 , yy [ j ] )
X1 <  r b i n d (X1 ,XX[ j , 1 : nva r1 ] )
cn t 1 <  cn t 1+1
g e l s e f
y2 <  r b i n d ( y2 , yy [ j ] )
X2 <  r b i n d (X2 ,XX[ j , 1 : nva r2 ] )
cn t 2 <  cn t 2+1
g
g
###### s t o c h a s t i c p a r ame t e r s e l e c t i o n f o r b e t a ######
l l h 1 <  0 ; l l h 2 <  0 ; l l h <  0
i f ( cn t1 >0) f
l l h 1 <  l o g l i k e 2 ( y1 , X1 , b e t a 1 )
g e l s e f
l l h 1 <  0
g
i f ( cn t2 >0) f
l l h 2 <  l o g l i k e 2 ( y2 , X2 , b e t a 2 )
g e l s e f
l l h 2 <  0
g
l l h <  l l h+ l l h 1+ l l h 2
g
###### rm u l t i r e g ( o l d t h e t a , Z , De l t a b a r , ADelta , nu ,V) ######
n th = nrow ( o l d t h e t a )
mth = nco l ( o l d t h e t a )
k t h = nco l (Z )
RAth = cho l ( ADelta )
Wth = r b i n d (Z , RAth )
Zth = r b i n d ( o l d t h e t a , RAth%%De l t a b a r )
IR th = ba ck so l v e ( cho l ( c r o s s p r o d (Wth ) ) , d i a g ( k t h ) )
B t i l d e t h = c r o s s p r o d ( t ( IR th ))%%c r o s s p r o d (Wth , Zth )
S th = c r o s s p r o d ( Zth Wth%%B t i l d e t h )
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rwouth = r w i s h a r t ( nu+nth , c h o l 2 i n v ( cho l (V+Sth ) ) )
Bth = B t i l d e t h+ IR th%%ma t r i x ( rnorm ( mth k th ) , n co l=mth)%%t ( rwouth$CI )
o l dDe l t a <  Bth
oldV <  rwouth$IW
oldVi <  s o l v e ( oldV )
###### rm u l t i r e g ( o l d l a c s , Z , De l t abace , ADeltace , nua , Vace ) ######
nac = nrow ( o l d l a c s )
mac = nco l ( o l d l a c s )
kac = nco l (Z )
RAce = cho l ( ADel tace )
Wac = r b i n d (Z , RAce )
Zac = r b i n d ( o l d l a c s , RAce%%De l t a b a c e )
IRac = ba ck so l v e ( cho l ( c r o s s p r o d (Wac ) ) , d i a g ( kac ) )
B t i l d a c e = c r o s s p r o d ( t ( IRac ))%%c r o s s p r o d (Wac , Zac )
Sac = c r o s s p r o d ( Zac Wac%%B t i l d a c e )
rwouac = r w i s h a r t ( nua+nac , c h o l 2 i n v ( cho l ( Vace+Sac ) ) )
Bac = B t i l d a c e+IRac%%ma t r i x ( rnorm (mac kac ) , n co l=mac)%%t ( rwouac$CI )
o l dDe l t a c e <  Bac
oldVace <  rwouac$IW
o ldVace i <  s o l v e ( oldVace )
##### s t o r e e s t im a t e d r e s u l t s / draws ######
mkeep<  i t e r
lgmkeep <  o l d t h e t a [ , ( nva r1+nva r2 +1) ]
gammakeep <  exp ( lgmkeep )
l a c k e ep1 <  o l d l a c s [ , 1 ]
l a c k e ep2 <  o l d l a c s [ , 2 ]
acekeep1 <  exp ( l a c k e ep1 ) / ( 1+ exp ( l a c k e ep1 )+ exp ( l a c k e ep2 ) )
acekeep2 <  exp ( l a c k e ep2 ) / ( 1+ exp ( l a c k e ep1 )+ exp ( l a c k e ep2 ) )
t h e t a d r aw [mkeep , , ] <  o l d t h e t a [ , ]
be t ad r aw [mkeep , , ] <  o l d t h e t a [ , 1 : ( nva r1+nvar2 ) ]
gammadraw [mkeep , , ] <  gammakeep
acedraw [mkeep , , ] <  cb ind ( acekeep1 , acekeep2 )
r e g i d r aw [mkeep , , ] <  r e g i [ , ]
a c c ep t d r aw [mkeep , , ] <  a c c e p t [ , ]
l l h a l l [ mkeep , ] <  l l h






買機会 tiに対するレジーム kの回帰係数を (k)i = ((k)i;1 ; (k)i;2 ;…; (k)i;pk )t，k = 1; 2によりレジー
ムを区別する．各レジーム回帰係数の次元 pk は，説明変数 xi;ti = (xi;ti;1; xi;ti;2;…; xi;ti;pk )t の
次元と同一であり，本モデルの実証分析データでは p1 = 6，p2 = 5である．（以降，特に
明記のない限り，i のように添え字のないものは，2レジームのいずれかの次元 pk の回
帰係数を指すものとする．）対数正規分布の確率密度関数を (B.1)式に示す．対数正規分布
は，観測値 yi;ti の対数値が正規分布に従う分布関数である．消費者 iごとに固定とする分
散パラメータ 2i は非負制約を有するが，時点ごとの説明変数 xi;ti と回帰係数 iの線形変
換 i;ti = xti;tii で構造化する位置パラメータ i;ti には制約はないため，i > 0，i;ti は全て
















1. 初期値 (0)i ;(0)i を設定する．
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2. r = 1; 2;…について，次を繰り返す．
(a) i = 1; 2; :…;Hについて，次を繰り返す．
i. 新しい候補 i を，(r 1)i が与えられたもとで，w  N(0; 2RWI)をサンプ




i ) = min
8>><>>: p(yiji;i;xi)p(ij;; zi)p(yij(r 1)i ;i;xi)p((r 1)i j;; zi) ; 1
9>>=>>;
iii. 一様乱数 u  U(0; 1)をサンプリングして，次の通りに確率的選択を行う．
(r)i =
8>>>>><>>>>>:




iv. 新しい候補 i を，(t 1)i が与えられたもとで，w  N(0; 2RWI)をサンプ




i ) = min
8>><>>: p(yiji;i;xi)p(ij;; zi)p(yiji;(r 1)i ;xi)p((r 1)i j;; zi) ; 1
9>>=>>;
vi. 一様乱数 u  U(0; 1)をサンプリングして，次の通りに確率的選択を行う．
(t)i =
8>>>>><>>>>>:




2(1)i  IG(v(1)i =2; viS (1)i =2)




i )   zti(1)i )2
viii. 2(2)i を次の通りに発生させる．
2(2)i  IG(v(2)i =2; viS (2)i =2)




i )   zti(2)i )2
(b) 　  = vec()， を次の通りに発生させる．
i. (r)  N(˜; 
 (Z tZ +A) 1)
ii. (r)  IW(;0 + H;V;0 + S)
但し，˜ = vec(˜)，˜ = (Z tZ +A) 1(Z tZˆ +A¯)，
ˆ = (Z tZ) 1Z t，S = PHi=1(i   ¯i)(i   ¯i)t
(c) 　  = vec()， を次の通りに発生させる．
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i. (r)  N(˜; 
 (Z tZ +A) 1)
ii. (r)  IW(;0 + H;V;0 + S)
但し，˜ = vec(˜)，˜ = (Z tZ +A) 1(Z tZˆ +A¯)，
ˆ = (Z tZ) 1Z tA，S = PHi=1(i   ¯i)(i   ¯i)t
3. 十分に大きな rに対して，(r)i ;(r)i ; (r) ;(r) ; (r) ;(r) (r = N;N + 1; : : : )を記憶する．但
し，緩慢な事前分布を表現するために，照井 (2008)と同様，事前分布として次の通り設定
した．v0 = 100，S 0 = 0，¯ = vec( ) = 0, ¯ = vec( ) = 0，A = 0:001I ;A = 0:001I，
;0 = 16，;0 = 6;V;0 = ;0I ;V;0 = ;0I．なお，ベイズ統計に関する理論について




##### me n t a l a c c o u n t i n g d u r a t i o n 2 .R #####
l i b r a r y (MASS)
l i b r a r y (MCMCpack)
l i b r a r y ( bayesm )
s e t . s eed ( 555 )
##### d a t a f o rm a t t i n g f o r b a y e s i a n e s t i m a t i o n #####
da taZ1 <  r e ad . csv ( ” HBPD665 dataZ . csv ” )
da taZ2 <  r e ad . csv ( ” inv0consZ . csv ” )
datayX <  r e ad . csv ( ” HBPD675 datayX . csv ” )
da t aZ <  cb ind ( dataZ1 , da taZ2 )
nva r5 <  5 ; nva r6 <  6 ; nsgm <  2 ; ngam <  1 ; n z e t <  5 ; nace <  2
n a l l <  nvar5+nva r6+ngam
nhh <  100
nobs <  da taZ [ 1 : nhh , 2 ]
Z <  as . ma t r i x ( da taZ [ 1 : nhh , 3 : ( 2+ n z e t ) ] )
hhda ta <  NULL
nob0 <  1
nob1 <  nobs [ 1 ]
f o r ( i i n 1 : nhh ) f
X <  as . ma t r i x ( datayX [ nob0 : nob1 , 3 : 7 ] )
y <  as . ma t r i x ( datayX [ nob0 : nob1 , 2 ] )
cumm1 <  as . ma t r i x ( datayX [ nob0 : nob1 , 9 ] )
cumm2 <  as . ma t r i x ( datayX [ nob0 : nob1 , 1 0 ] )
cumm3 <  as . ma t r i x ( datayX [ nob0 : nob1 , 1 1 ] )
hhda t a [ [ i ]]<  l i s t ( y=y ,X=X, cumm1=cumm1 , cumm2=cumm2 , cumm3=cumm3)
nob0<  nob1+1
nob1<  nob0+nobs [ i +1] 1
g
##### log  normal : LN5 #####
LN5 <  f u n c t i o n ( y ,X, b e t a ) f
l l <   0.5 l og (2 p i )  l og ( y)  l og ( s q r t ( exp ( b e t a [ 6 ] ) ) )
 0 . 5  ( ( 1 / exp ( b e t a [ 6 ] ) ) )  ( l og ( y) X%%be t a [ 1 : 5 ] ) ˆ 2
sum ( l l )
g
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##### log normal : LN6 #####
LN6 <  f u n c t i o n ( y ,X, b e t a ) f
l l <   0.5 l og (2 p i )  l og ( y)  l og ( exp ( b e t a [ 7 ] ) )
 0 . 5  ( ( 1 / exp ( b e t a [ 7 ] ) ) ˆ 2 )  ( l og ( y) X%%be t a [ 1 : 6 ] ) ˆ 2
sum ( l l )
g
##### b ay e s i a n p a r ame t e r s #####
R <  50000
ace0 <  c ( 0 . 3 3 3 , 0 . 3 3 3 )
gamma0c <  ma t r i x ( r ep ( 0 , nhh ) , nhh , 1 )
f o r ( i i n 1 : nhh ) f
gamma0c [ i ] <  mean ( hhda t a [ [ i ] ] $cumm1 )
g
s <  0 .000001
A <  0 .001
nu <  n a l l +4
V <  nu d i ag ( r ep ( 1 , n a l l ) )
ADelta <  A d i ag ( n z e t )
D e l t a b a r <  ma t r i x ( r ep ( 0 , n z e t  n a l l ) , nze t , n a l l )
v0 <  100
S0 <  100
sa <  0 .0001
Aa <  0 .001
nua <  nace+4
Vace <  nua  d i ag ( r ep ( 1 , nace ) )
ADel tace <  Aa d i ag ( n z e t )
De l t a b a c e <  ma t r i x ( r ep ( 0 , n z e t  nace ) , nze t , nace )
o l d t h e t a <  ma t r i x ( r ep ( 0 , nhh n a l l ) , nhh , n a l l )
oldgammac <  gamma0c
old lgmc <  l og ( oldgammac )
o l d t h e t a [ , 1 2 ] <  old lgmc
o ld l sgm <  ma t r i x ( r ep ( 0 , nhhnsgm ) , nhh , nsgm )
ace1 <  ma t r i x ( ace0 [ 1 ] , nhh )
ace2 <  ma t r i x ( ace0 [ 2 ] , nhh )
o l d a c e s <  cb ind ( ace1 , ace2 )
l a c 1 <  l og ( ace1 / (1   ace1 ace2 ) )
l a c 2 <  l og ( ace2 / (1   ace1 ace2 ) )
o l d l a c s <  cb ind ( l ac1 , l a c 2 )
151
oldV <  d i ag ( n a l l )
o ldVi <  d i ag ( n a l l )
o l dDe l t a <  ma t r i x ( doub l e ( n z e t  n a l l ) , nze t , n a l l )
oldVg <  d i ag ( nsgm )
o ldVgi <  d i ag ( nsgm )
o l dDe l t a g <  ma t r i x ( doub l e ( n z e t nsgm ) , nze t , nsgm )
oldVace <  d i ag ( nace )
o l dVace i <  d i ag ( nace )
o l dDe l t a c e <  ma t r i x ( doub l e ( n z e t  nace ) , nze t , nace )
t h e t a d r aw <  a r r a y ( doub l e ( f l o o r (R) nhh n a l l ) , dim=c ( f l o o r (R) , nhh , n a l l ) )
gamacdraw <  a r r a y ( doub l e ( f l o o r (R) nhh 1 ) , dim=c ( f l o o r (R) , nhh , 1 ) )
lgmcdraw <  a r r a y ( doub l e ( f l o o r (R) nhh 1 ) , dim=c ( f l o o r (R) , nhh , 1 ) )
s igmadraw <  a r r a y ( doub l e ( f l o o r (R) nhhnsgm ) , dim=c ( f l o o r (R) , nhh , nsgm ) )
lsgmdraw <  a r r a y ( doub l e ( f l o o r (R) nhhnsgm ) , dim=c ( f l o o r (R) , nhh , nsgm ) )
acedraw <  a r r a y ( doub l e ( f l o o r (R) nhh nace ) , dim=c ( f l o o r (R) , nhh , nace ) )
l a cd r aw <  a r r a y ( doub l e ( f l o o r (R) nhh nace ) , dim=c ( f l o o r (R) , nhh , nace ) )
l l h a l l <  a r r a y ( doub l e ( f l o o r (R)  1 ) , dim=c ( f l o o r (R ) , 1 ) )
d e l t a d r aw <  a r r a y ( doub l e ( f l o o r (R) n z e t  n a l l ) , dim=c ( f l o o r (R) , nze t , n a l l ) )
d e l t a d r awa <  a r r a y ( doub l e ( f l o o r (R) n z e t  nace ) , dim=c ( f l o o r (R) , nze t , nace ) )
d e l t a d r awg <  a r r a y ( doub l e ( f l o o r (R) n z e t  nace ) , dim=c ( f l o o r (R) , nze t , nsgm ) )
r e j e c t <  a r r a y ( 0 , dim=c ( f l o o r (R ) , 3 ) )
coun t <  a r r a y ( 0 , dim=c ( f l o o r (R ) , 2 ) )
##### mcmc loop s t a r t s #####
f o r ( i t e r i n 1 :R) f
l l h <  0 ; c n t < c ( 0 , 0 )
sV <  s V; sVace <  sa Vace
r o o t <  t ( c ho l ( sV ) ) ; r o o t a <  t ( c ho l ( sVace ) )
##### nnh loop s t a r t s #####
f o r ( i i n 1 : nhh ) f
r e c s <  nobs [ i ]
yy <  hhda t a [ [ i ] ] $y
XX <  hhda t a [ [ i ] ] $X
inv <  hhda t a [ [ i ] ] $ inv
cumm1 <  hhda t a [ [ i ] ] $cumm1
cumm2 <  hhda t a [ [ i ] ] $cumm2
cumm3 <  hhda t a [ [ i ] ] $cumm3
XX[ ,5]<  s q r t (XX[ , 5 ] )
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t h e t a d <  o l d t h e t a [ i , 1 : n a l l ]
b e t ad1 <  t h e t a d [ 1 : nva r6 ]
be t ad2 <  t h e t a d [ ( nva r6 + 1 ) : ( nva r5+nva r6 ) ]
lgmcd <  t h e t a d [ n a l l ]
gamacd <  exp ( lgmcd )
t h e t a n <  t h e t a d+ r o o t%%rnorm ( n a l l )
b e t an1 <  t h e t a n [ 1 : nva r6 ]
be t an2 <  t h e t a n [ ( nva r6 + 1 ) : ( nva r5+nva r6 ) ]
lgmcn <  t h e t a n [ n a l l ]
gamacn <  exp ( lgmcn )
lsgmd <  o ld l sgm [ i , 1 : 2 ]
l a c d <  o l d l a c s [ i , 1 : 2 ]
l a c d1 <  o l d l a c s [ i , 1 ]
l a c d2 <  o l d l a c s [ i , 2 ]
aced1 <  exp ( l a c d1 ) / ( 1+ exp ( l a c d1 )+ exp ( l a c d2 ) )
aced2 <  exp ( l a c d2 ) / ( 1+ exp ( l a c d1 )+ exp ( l a c d2 ) )
l a c n <  l a c d+ r o o t a%%rnorm ( nace )
l a c n1 <  l a c n [ 1 ]
l a c n2 <  l a c n [ 2 ]
acen1 <  exp ( l a c n1 ) / ( 1+ exp ( l a c n1 )+ exp ( l a c n2 ) )
acen2 <  exp ( l a c n2 ) / ( 1+ exp ( l a c n1 )+ exp ( l a c n2 ) )
cummd <  aced1 cumm1+aced2 cumm2+(1  aced1 aced2 )cumm3
cummn <  acen1 cumm1+acen2 cumm2+(1  acen1 acen2 )cumm3
lcumd <  l og ( ( cummd /1000 )+0 . 0001 )
lcumn <  l og ( ( cummn /1000 )+0 . 0001 )
Xycd <  cb ind ( yy ,XX, cummd , lcumd )
Xycn <  cb ind ( yy ,XX, cummn , lcumn )
###### reg ime d a t a g roup ing f o r t h e t a
cn t1d <  0 ; cn t2d <  0
cn t1n <  0 ; cn t2n <  0
y1d <  NULL; y2d <  NULL; X1d <  NULL; X2d <  NULL
y1n <  NULL; y2n <  NULL; X1n <  NULL; X2n <  NULL
###### s t o c h a s t i c p a r ame t e r s e l e c t i o n f o r t h e t a ######
y1d <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd , s e l e c t=c ( 1 ) )
X1d <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 , 8 ) )
cn t 1d <  nrow ( y1d )
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y2d <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd , s e l e c t=c ( 1 ) )
X2d <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 2d <  nrow ( y2d )
y1n <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacn , s e l e c t=c ( 1 ) )
X1n <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacn , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 , 8 ) )
cn t 1n <  nrow ( y1n )
y2n <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacn , s e l e c t=c ( 1 ) )
X2n <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacn , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 2n <  nrow ( y2n )
be t ad1 <  c ( b e t ad1 [ 1 : 6 ] , lsgmd [ 1 ] )
b e t ad2 <  c ( b e t ad2 [ 1 : 5 ] , lsgmd [ 2 ] )
b e t an1 <  c ( b e t an1 [ 1 : 6 ] , lsgmd [ 1 ] )
b e t an2 <  c ( b e t an2 [ 1 : 5 ] , lsgmd [ 2 ] )
l o go l d 1 <  0 ; l o go l d 2 <  0 ; l o go l d k <  0
lognew1 <  0 ; lognew2 <  0 ; lognewk <  0
logsum <  0
a l ph a <  NULL
lognewk <   0 .5 ( t ( t h e t a n ) Z[ i ,]%%o l dDe l t a )%%oldVi%%(t h e t a n   t (Z [ i ,]%%o l dDe l t a ) )
l o g o l d k <   0 .5 ( t ( t h e t a d ) Z[ i ,]%%o l dDe l t a )%%oldVi%%(t h e t a d   t (Z [ i ,]%%o l dDe l t a ) )
i f ( cn t1d >0) f
l o g o l d 1 <  LN6( y1d , X1d , b e t ad1 )
g e l s e f
l o g o l d 1 <  0
g
i f ( cn t2d >0) f
l o g o l d 2 <  LN5( y2d , X2d , b e t ad2 )
g e l s e f
l o g o l d 2 <  0
g
i f ( cn t1n >0) f
lognew1 <  LN6( y1n , X1n , b e t an1 )
g e l s e f
lognew1 <  0
g
i f ( cn t2n >0) f
lognew2 <  LN5( y2n , X2n , b e t an2 )




logsum <  lognew1+lognew2+lognewk  l ogo ld1   l ogo ld2   l o g o l d k
a l ph a <  exp ( logsum )
i f ( a l p h a==”NaN” )
a l ph a= 1
u <  r u n i f ( 1 )
i f ( u < a l ph a ) f
o l d t h e t a [ i , ] <  t h e t a n
be t ad1 <  be t an1
be t ad2 <  be t an2
lgmcd <  lgmcn
gamacd <  gamacn
g e l s e f
r e j e c t [ i t e r , 1 ] <  r e j e c t [ i t e r , 1 ]+1
g
###### reg ime d a t a g roup ing f o r s igma ######
cn t1dg <  0 ; cn t2dg <  0
y1dg <  NULL; y2dg <  NULL; X1dg <  NULL; X2dg <  NULL
y1dg <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd , s e l e c t=c ( 1 ) )
X1dg <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 , 8 ) )
cn t1dg <  nrow ( y1dg )
y2dg <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd , s e l e c t=c ( 1 ) )
X2dg <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t2dg <  nrow ( y2dg )
n1 <  cn t1dg
cp1 <  c r o s s p r o d ( l og ( y1dg ) X1dg%%be t ad1 [ 1 : 6 ] )
v1 <  v0+n1
S1 <  v0S0+cp1
sgm1 <  rinvgamma ( 1 , v1 / 2 , S1 / 2 )
lsgmd1 <  l og ( sgm1 )
n2 <  cn t2dg
cp2 <  c r o s s p r o d ( l og ( y2dg ) X2dg%%be t ad2 [ 1 : 5 ] )
v2 <  v0+n2
S2 <  v0S0+cp2
sgm2 <  rinvgamma ( 1 , v2 / 2 , S2 / 2 )
lsgmd2 <  l og ( sgm2 )
o ld l sgm [ i , 1 : 2 ] <  c ( lsgmd1 , lsgmd2 )
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###### reg ime d a t a g roup ing f o r a l p h a ######
cn t 1da <  0 ; cn t 2da <  0 ; cn t 1na <  0 ; cn t 2na <  0
y1da <  NULL; y2da <  NULL; X1da <  NULL; X2da <  NULL
y1na <  NULL; y2na <  NULL; X1na <  NULL; X2na <  NULL
y1da <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd , s e l e c t=c ( 1 ) )
X1da <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 , 8 ) )
cn t 1da <  nrow ( y1da )
y2da <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd , s e l e c t=c ( 1 ) )
X2da <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 2da <  nrow ( y2da )
y1na <  s u b s e t ( Xycn , Xycn [ ,7] >= gamacd , s e l e c t=c ( 1 ) )
X1na <  s u b s e t ( Xycn , Xycn [ ,7] >= gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 , 8 ) )
cn t 1na <  nrow ( y1na )
y2na <  s u b s e t ( Xycn , Xycn [ ,7 ] < gamacd , s e l e c t=c ( 1 ) )
X2na <  s u b s e t ( Xycn , Xycn [ ,7 ] < gamacd , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 2na <  nrow ( y2na )
l o g o l d 1 a <  0 ; l o g o l d 2 a <  0 ; l o g o l d k a <  0
lognew1a <  0 ; lognew2a <  0 ; lognewka <  0
logsuma <  0
a l p h a c e <  NULL
lognewka <   0 .5 ( t ( l a c d ) Z[ i ,]%%o l dDe l t a c e )%%oldVace i%%(lacd   t (Z [ i ,]%%o l dDe l t a c e ) )
l o g o l d k a <   0 .5 ( t ( l a c n ) Z[ i ,]%%o l dDe l t a c e )%%oldVace i%%(lacn   t (Z [ i ,]%%o l dDe l t a c e ) )
i f ( cn t1da >0) f
l o g o l d 1 a <  LN6( y1da , X1da , b e t ad1 )
g e l s e f
l o g o l d 1 a <  0
g
i f ( cn t2da >0) f
l o g o l d 2 a <  LN5( y2da , X2da , b e t ad2 )
g e l s e f
l o g o l d 2 a <  0
g
i f ( cn t1na >0) f
lognew1a <  LN6( y1na , X1na , b e t ad1 )
g e l s e f
lognew1a <  0
g
i f ( cn t2na >0) f
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lognew2a <  LN5( y2na , X2na , b e t ad2 )
g e l s e f
lognew2a <  0
g
logsuma <  lognew1a+lognew2a+lognewka  l ogo ld1a   l ogo ld2a   l o g o l d k a
a l p h a c e <  exp ( logsuma )
i f ( a l p h a c e==”NaN” )
a l p h a c e= 1
u <  r u n i f ( 1 )
i f ( u < a l p h a c e ) f
o l d l a c s [ i , ] <  l a c n
l o go l d 1 <  lognew1a
l o go l d 2 <  lognew2a
cn t <  c n t+c ( cn t1na , cn t 2na )
g e l s e f
r e j e c t [ i t e r , 3 ] <  r e j e c t [ i t e r , 3 ]+1
cn t <  c n t+c ( cn t1da , cn t 2da )
g
l l h <  l l h+ l o g o l d 1+ l o g o l d 2
g###### nhh loop end ######
###### rm u l t i r e g ( o l d t h e t a , Z , De l t a b a r , ADelta , nu ,V) ######
n th = nrow ( o l d t h e t a )
mth = nco l ( o l d t h e t a )
k t h = nco l (Z )
RAth = cho l ( ADelta )
Wth = r b i n d (Z , RAth )
Zth = r b i n d ( o l d t h e t a , RAth%%De l t a b a r )
IR th = ba ck so l v e ( cho l ( c r o s s p r o d (Wth ) ) , d i a g ( k t h ) )
B t i l d e t h = c r o s s p r o d ( t ( IR th ))%%c r o s s p r o d (Wth , Zth )
S th = c r o s s p r o d ( Zth Wth%%B t i l d e t h )
rwouth = r w i s h a r t ( nu+nth , c h o l 2 i n v ( cho l (V+Sth ) ) )
Bth = B t i l d e t h+ IR th%%ma t r i x ( rnorm ( mth k th ) , n co l=mth)%%t ( rwouth$CI )
o l dDe l t a <  Bth
oldV <  rwouth$IW
oldVi <  s o l v e ( oldV )
###### rm u l t i r e g ( o l d l a c s , Z , De l t abace , ADeltace , nua , Vace ) ######
nac = nrow ( o l d l a c s )
mac = nco l ( o l d l a c s )
kac = nco l (Z )
RAce = cho l ( ADel tace )
Wac = r b i n d (Z , RAce )
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Zac = r b i n d ( o l d l a c s , RAce%%De l t a b a c e )
IRac = ba ck so l v e ( cho l ( c r o s s p r o d (Wac ) ) , d i a g ( kac ) )
B t i l d a c e = c r o s s p r o d ( t ( IRac ))%%c r o s s p r o d (Wac , Zac )
Sac = c r o s s p r o d ( Zac Wac%%B t i l d a c e )
rwouac = r w i s h a r t ( nua+nac , c h o l 2 i n v ( cho l ( Vace+Sac ) ) )
Bac = B t i l d a c e+IRac%%ma t r i x ( rnorm (mac kac ) , n co l=mac)%%t ( rwouac$CI )
o l dDe l t a c e <  Bac
oldVace <  rwouac$IW
o ldVace i <  s o l v e ( o ldVace )
##### s t o r e e s t im a t e d r e s u l t s / draws ######
mkeep <  i t e r
l a c k e ep1 <  o l d l a c s [ , 1 ]
l a c k e ep2 <  o l d l a c s [ , 2 ]
acekeep1 <  exp ( l a c k e ep1 ) / ( 1+ exp ( l a c k e ep1 )+ exp ( l a c k e ep2 ) )
acekeep2 <  exp ( l a c k e ep2 ) / ( 1+ exp ( l a c k e ep1 )+ exp ( l a c k e ep2 ) )
coun t [ mkeep , ] <  c n t /171188
t h e t a d r aw [mkeep , , ] <  o l d t h e t a [ , ]
lgmcdraw [mkeep , , ] <  o l d t h e t a [ , 1 2 ]
gamacdraw [mkeep , , ] <  exp ( o l d t h e t a [ , 1 2 ] )
lsgmdraw [mkeep , , ] <  o ld l sgm
sigmadraw [mkeep , , ] <  exp ( o ld l sgm )
acedraw [mkeep , , ] <  cb ind ( acekeep1 , acekeep2 )
l a cd r aw [mkeep , , ] <  cb ind ( l ackeep1 , l a c k e ep2 )
l l h a l l [ mkeep , ] <  l l h
d e l t a d r aw [mkeep , , ] <  o l dDe l t a [ , ]
d e l t a d r awa [ mkeep , , ] <  o l dDe l t a c e [ , ]
d e l t a d r awg [mkeep , , ] <  o l dDe l t a g [ , ]









において，消費者 iのレジーム kの回帰係数を(k)i = ((k)i;1 ; (k)i;2 ;…; (k)i;pk )t，k = 1; 2; 3; 4によりレ
ジームを区別する．各レジーム回帰係数の次元 pkは，説明変数 xi;ti = (xi;ti;1; xi;ti;2;…; xi;ti;pk )t
の次元と同一であり，本研究の実証分析では kの値に関わらず pk = 5である．（以降，特
に明記のない限り，iのように添字 (k)がないものは，4レジームいずれかの次元 pk の回
帰係数をさすものとする．）以下に，各分布パラメータの構造化について説明する．
C.1.1 ワイブル分布
ワイブル分布の確率密度関数を (C.1)式に示す．尺度パラメータ i;ti は非負制約を有する
ことから，レジームの説明変数xi;tiと回帰係数iの対数線形変換で構造化し，ln(i;ti) = xti;tii
とする．ここで，回帰係数 i は消費者 iごとに固定なパラメータであるが，説明変数 xi;ti
は時点にも依存して異なるため，尺度パラメータ i;ti は時点ごとに変化する．形状パラメー
タ i も非負制約を有するため，i;ti > 0，i > 0 となる．この分布パラメータベクトルは
































対数正規分布の確率密度関数を (C.3)式に示す．対数正規分布は，観測値 yi;ti の対数値が
正規分布に従う分布関数である．消費者 iごとに固定とする分散パラメータ 2i は非負制約
を有するが，時点ごとの説明変数 xi;ti と回帰係数 i の線形変換 i;ti = xti;tiln;i で構造化す
る位置パラメータ i;ti には制約はないため，i > 0，i;ti は全ての実数となる．回帰係数 i
は消費者 iごとに固定なパラメータであるが，説明変数 xi;ti は時点によって異なるため，位













観測値 yi;ti の対数値がロジスティック分布に従う分布関数である．消費者 iごとに固定で
ある尺度パラメータ si は非負制約を有するが，時点ごとの説明変数 xi;ti と回帰係数 i の
線形変換 i;ti = xti;tiln;i で構造化する位置パラメータ i;ti には制約はないため，si > 0，i;ti
は全ての実数となる．回帰係数 iは消費者 iごとに固定なパラメータであるが，説明変数
xi;ti は時点によって異なるため，位置パラメータ i;ti は時点ごとに変化する．この分布パラ



















るが，これは (C.4)式において， = e， = 1=sとした場合に同一である．但し，この場合
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ダムウォークM-H法を， ;; ; のサンプリングにはギブスサンプリングをそれ
ぞれ用いる．
1. 初期値  (0)i ;(0)i を設定する．
2. r = 1; 2;…について，次を繰り返す．
(a) i = 1; 2; :…;Hについて，次を繰り返す．
i. 新しい候補  i を， (r 1)i が与えられたもとで，w  N(0; 2RW I)をサンプ
リングし， i =  (r 1)i +wに従い発生させる．ただし，2RW = 0:001
ii. 次の採択確率を計算する．
a i ( i; 
(r 1)
i ) = min
8>><>>: p(yij i;i;xi)p( ij ; ; zi)p(yij (r 1)i ;i;xi)p( (r 1)i j ; ; zi) ; 1
9>>=>>;
iii. 一様乱数 u  U(0; 1)をサンプリングして，次の通りに確率的選択を行う．
 (r)i =
8>>>>><>>>>>:




iv. 新しい候補 i を，(t 1)i が与えられたもとで，w  N(0; 2RWI)をサンプ




i ) = min
8>><>>: p(yij i;i;xi)p(ij;; zi)p(yij i;(r 1)i ;xi)p((r 1)i j;; zi) ; 1
9>>=>>;
vi. 一様乱数 u  U(0; 1)をサンプリングして，次の通りに確率的選択を行う．
(t)i =
8>>>>><>>>>>:
i u < ai
(r 1)i 上記以外　
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(b) 　  = vec( )， を次の通りに発生させる．
i. (r)  N(˜ ; 
 (Z tZ +A ) 1)
ii. (r)  IW( ;0 + H;V ;0 + S )
但し，˜ = vec(˜ )，˜ = (Z tZ +A ) 1(Z tZˆ +A ¯ )，ˆ = (Z tZ) 1Z t	
S =
PH
i=1( i    ¯i)( i    ¯i)t 	 = ( 1; 2; : : : ; H)
(c) 　  = vec()， を次の通りに発生させる．
i. (r)  N(˜; 
 (Z tZ +A) 1)
ii. (r)  IW(;0 + H;V;0 + S)
但し，˜ = vec(˜)，˜ = (Z tZ +A) 1(Z tZˆ +A¯)，ˆ = (Z tZ) 1Z tA，
S =
PH
i=1(i   ¯i)(i   ¯i)t，A = (1;2; : : : ;H)
3. 十分に大きな r に対して，  (r)i ;(r)i ; (r) ;(r) ; (r) ;(r) (r = N;N + 1; : : : ) を記憶す
る．但し，緩慢な事前分布を表現するために，照井 (2008) と同様，事前分布とし
て次の通り設定した．¯ = 0; ¯ = 0，A = 0:001I ;A = 0:001I， ;0 = 30; ;0 = 6，
V ;0 =  ;0I ;V;0 = ;0I．なお，ベイズ統計に関する理論については，Rossi et al.




##### me n t a l a c c o u n t i n g d u r a t i o n 2 .R #####
l i b r a r y (MASS)
l i b r a r y (MCMCpack)
l i b r a r y ( bayesm )
s e t . s eed ( 555 )
##### d a t a f o rm a t t i n g f o r b a y e s i a n e s t i m a t i o n
da taZ1 <  r e ad . csv ( ” HBPD665 dataZ . csv ” )
da taZ2 <  r e ad . csv ( ” inv0consZ . csv ” )
datayX <  r e ad . csv ( ” HBPD675 datayX . csv ” )
datayXS <  r e ad . csv ( ” HBPD655 datayXS . csv ” )
p a i d 1x <  r e ad . csv ( ” p a i d 1x . csv ” )
i n v t b l <  r e ad . csv ( ” i n v t a b l e . c sv ” )
da t aZ <  cb ind ( dataZ1 , da taZ2 )
nva r <  5 ; nsgm1 <  1 ; nsgm2 <  1 ; nsgm3 <  1 ; nsgm4 <  1
n z e t <  5 ; nace <  2 ; ngam <  2
n a l l <  4 nva r+nsgm1+nsgm2+nsgm3+nsgm4+ngam
nhh <  100
nobs <  da taZ [ 1 : nhh , 2 ]
inv0 <  i n v t b l [ , 3 ]
cons <  i n v t b l [ , 2 ]
p a i d 1 <  pa i d 1x [ , 2 ]
nob0 <  1 ; nob1 <  nobs [ 1 ]
k t <  nrow ( datayX )
d a t a I n v <  a r r a y ( doub l e ( k t ) , dim=c ( kt , 1 ) )
f o r ( i i n 1 : nhh ) f
r e c s <  nobs [ i ]
consume <  cons [ i ]
d a t a I n v [ nob0 ] <  i nv0 [ i ]
f o r ( j i n 2 : r e c s ) f
i n v t <  d a t a I n v [ nob0 1+ j  1]+ p a i d 1 [ nob0 1+ j ]  consume  datayX [ nob0 1+ j , 2 ]
i f ( i n v t < 0) f
d a t a I n v [ nob0 1+ j ] <  0
g e l s e f




nob1<  nob0+nobs [ i +1] 1
g
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Z <  as . ma t r i x ( da taZ [ 1 : nhh , 3 : ( 2+ n z e t ) ] )
hhda t a <  NULL
nob0 <  1 ; nob1 <  nobs [ 1 ]
f o r ( i i n 1 : nhh ) f
i nv <  as . ma t r i x ( d a t a I n v [ nob0 : nob1 , 1 ] )
X <  as . ma t r i x ( datayX [ nob0 : nob1 , 3 : 7 ] )
y <  as . ma t r i x ( datayX [ nob0 : nob1 , 2 ] )
cumm1 <  as . ma t r i x ( datayX [ nob0 : nob1 , 9 ] )
cumm2 <  as . ma t r i x ( datayX [ nob0 : nob1 , 1 0 ] )
cumm3 <  as . ma t r i x ( datayX [ nob0 : nob1 , 1 1 ] )
hhda t a [ [ i ]]<  l i s t ( y=y ,X=X, cumm1=cumm1 , cumm2=cumm2 , cumm3=cumm3 , i nv= i nv )
nob0<  nob1+1
nob1<  nob0+nobs [ i +1] 1
g
##### log normal : LN #####
LN5 <  f u n c t i o n ( y ,X, b e t a ) f
l l <   0.5 l og (2 p i )  l og ( y)  l og ( exp ( b e t a [ 6 ] ) )   0 . 5  ( ( 1 / exp ( b e t a [ 6 ] ) ) ˆ 2 )  ( l og ( y )
 X%%be t a [ 1 : 5 ] ) ˆ 2
sum ( l l )
g
##### log  l o g i s t i c : LL #####
LL5 <  f u n c t i o n ( y ,X, b e t a ) f
l l <    l og ( y)  l og ( exp ( b e t a [ 6 ] ) )   ( 1 / exp ( b e t a [ 6 ] ) )  ( l og ( y) X%%be t a [ 1 : 5 ] )
 2 l og (1+ exp (   ( 1 / exp ( b e t a [ 6 ] ) )  ( l og ( y) X%%be t a [ 1 : 5 ] ) ) )
sum ( l l )
g
##### we i b u l l : WE #####
WE5 <  f u n c t i o n ( y ,X, b e t a ) f
l l <   ( exp ( b e t a [ 6 ] ) )  (X%%be t a [ 1 : 5 ] )+ l og ( exp ( b e t a [ 6 ] ) )+ ( exp ( b e t a [ 6 ] )  1 ) l og ( y )
 (y / exp (X%%be t a [ 1 : 5 ] ) ) ˆ exp ( b e t a [ 6 ] )
sum ( l l )
g
##### b ay e s i a n p a r ame t e r s #####
R <  50000
ace0 <  c ( 0 . 3 3 3 , 0 . 3 3 3 )
gamma0c <  ma t r i x ( r ep ( 0 , nhh ) , nhh , 1 )
gamma0i <  ma t r i x ( r ep ( 0 , nhh ) , nhh , 1 )
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f o r ( i i n 1 : nhh ) f
gamma0c [ i ] <  mean ( hhda t a [ [ i ] ] $cumm1 )
gamma0i [ i ] <  da taZ [ i , 9 ]
g
s <  0 .000001
A <  0 .001
nu <  n a l l +4
dcn t <  r ep ( 1 , n a l l  2)
V <  nu d i ag ( c ( dcn t , 0 . 5 , 0 . 5 ) )
ADelta <  A d i ag ( n z e t )
D e l t a b a r <  ma t r i x ( r ep ( 0 , n z e t  n a l l ) , nze t , n a l l )
s a <  0 .0001
Aa <  0 .001
nua <  nace+4
Vace <  nua  d i ag ( r ep ( 1 , nace ) )
ADel tace <  A d i ag ( n z e t )
De l t a b a c e <  ma t r i x ( r ep ( 0 , n z e t  nace ) , nze t , nace )
o l d b e t a s <  ma t r i x ( doub l e ( nhh  ( n a l l  2 ) ) , nhh , ( n a l l  2) )
oldgammac <  gamma0c
oldgammai <  gamma0i
o ld lgmc <  l og ( oldgammac )
o l d l gm i <  l og ( oldgammai )
o l d t h e t a <  cb ind ( o l d b e t a s , oldlgmc , o l d l gm i )
ace1 <  ma t r i x ( ace0 [ 1 ] , nhh )
ace2 <  ma t r i x ( ace0 [ 2 ] , nhh )
o l d a c e s <  cb ind ( ace1 , ace2 )
l a c 1 <  l og ( ace1 / (1   ace1 ace2 ) )
l a c 2 <  l og ( ace2 / (1   ace1 ace2 ) )
o l d l a c s <  cb ind ( l ac1 , l a c 2 )
oldV <  d i ag ( n a l l )
o ldVi <  d i ag ( n a l l )
o l dDe l t a <  ma t r i x ( doub l e ( n z e t  n a l l ) , nze t , n a l l )
o ldVace <  d i ag ( nace )
o l dVace i <  d i ag ( nace )
o l dDe l t a c e <  ma t r i x ( doub l e ( n z e t  nace ) , nze t , nace )
t h e t a d r aw <  a r r a y ( doub l e ( f l o o r (R) nhh n a l l ) , dim=c ( f l o o r (R) , nhh , n a l l ) )
gamacdraw <  a r r a y ( doub l e ( f l o o r (R) nhh 1 ) , dim=c ( f l o o r (R) , nhh , 1 ) )
gamaidraw <  a r r a y ( doub l e ( f l o o r (R) nhh 1 ) , dim=c ( f l o o r (R) , nhh , 1 ) )
acedraw <  a r r a y ( doub l e ( f l o o r (R) nhh nace ) , dim=c ( f l o o r (R) , nhh , nace ) )
l a cd r aw <  a r r a y ( doub l e ( f l o o r (R) nhh nace ) , dim=c ( f l o o r (R) , nhh , nace ) )
l l h a l l <  a r r a y ( doub l e ( f l o o r (R)  1 ) , dim=c ( f l o o r (R ) , 1 ) )
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d e l t a d r aw <  a r r a y ( doub l e ( f l o o r (R) n z e t  n a l l ) , dim=c ( f l o o r (R) , nze t , n a l l ) )
d e l t a d r aw2 <  a r r a y ( doub l e ( f l o o r (R) n z e t  nace ) , dim=c ( f l o o r (R) , nze t , nace ) )
r e j e c t <  a r r a y ( 0 , dim=c ( f l o o r (R ) , 2 ) )
coun t <  a r r a y ( 0 , dim=c ( f l o o r (R ) , 4 ) )
##### mcmc loop s t a r t s #####
f o r ( i t e r i n 1 :R) f
l l h <  0 ; c n t < c ( 0 , 0 , 0 , 0 )
sV <  s V; sVace <  sa Vace
r o o t <  t ( c ho l ( sV ) ) ; r o o t a <  t ( c ho l ( sVace ) )
##### nnh loop s t a r t s #####
f o r ( i i n 1 : nhh ) f
r e c s <  nobs [ i ]
yy <  hhda t a [ [ i ] ] $y
XX <  hhda t a [ [ i ] ] $X
inv <  hhda t a [ [ i ] ] $ inv
cumm1 <  hhda t a [ [ i ] ] $cumm1
cumm2 <  hhda t a [ [ i ] ] $cumm2
cumm3 <  hhda t a [ [ i ] ] $cumm3
t h e t a d <  o l d t h e t a [ i , 1 : n a l l ]
b e t ad1 <  t h e t a d [ 1 : ( 1  nva r+nsgm1 ) ]
be t ad2 <  t h e t a d [ ( 1  nva r+nsgm1 +1 ) : ( 2  nva r+nsgm1+nsgm2 ) ]
be t ad3 <  t h e t a d [ ( 2  nva r+nsgm1+nsgm2 +1 ) : ( 3  nva r+nsgm1+nsgm2+nsgm3 ) ]
be t ad4 <  t h e t a d [ ( 3  nva r+nsgm1+nsgm2+nsgm3 +1 ) : ( 4  nva r+nsgm1+nsgm2+nsgm3+nsgm4 ) ]
lgmcd <  t h e t a d [4 nva r+nsgm1+nsgm2+nsgm3+nsgm4+1]
lgmid <  t h e t a d [4 nva r+nsgm1+nsgm2+nsgm3+nsgm4+2]
t h e t a n <  t h e t a d+ r o o t%%rnorm ( n a l l )
b e t an1 <  t h e t a n [ 1 : ( 1  nva r+nsgm1 ) ]
be t an2 <  t h e t a n [ ( 1  nva r+nsgm1 +1 ) : ( 2  nva r+nsgm1+nsgm2 ) ]
be t an3 <  t h e t a n [ ( 2  nva r+nsgm1+nsgm2 +1 ) : ( 3  nva r+nsgm1+nsgm2+nsgm3 ) ]
be t an4 <  t h e t a n [ ( 3  nva r+nsgm1+nsgm2+nsgm3 +1 ) : ( 4  nva r+nsgm1+nsgm2+nsgm3+nsgm4 ) ]
lgmcn <  t h e t a n [4 nva r+nsgm1+nsgm2+nsgm3+nsgm4+1]
lgmin <  t h e t a n [4 nva r+nsgm1+nsgm2+nsgm3+nsgm4+2]
gamacd <  exp ( lgmcd )
gamaid <  exp ( lgmid )
gamacn <  exp ( lgmcn )
gamain <  exp ( lgmin )
l a c d <  o l d l a c s [ i , 1 : 2 ]
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l a c d1 <  o l d l a c s [ i , 1 ]
l a c d2 <  o l d l a c s [ i , 2 ]
aced1 <  exp ( l a c d1 ) / ( 1+ exp ( l a c d1 )+ exp ( l a c d2 ) )
aced2 <  exp ( l a c d2 ) / ( 1+ exp ( l a c d1 )+ exp ( l a c d2 ) )
l a c n <  l a c d+ r o o t a%%rnorm ( nace )
l a c n1 <  l a c n [ 1 ]
l a c n2 <  l a c n [ 2 ]
acen1 <  exp ( l a c n1 ) / ( 1+ exp ( l a c n1 )+ exp ( l a c n2 ) )
acen2 <  exp ( l a c n2 ) / ( 1+ exp ( l a c n1 )+ exp ( l a c n2 ) )
cummd <  aced1 cumm1+aced2 cumm2+(1  aced1 aced2 )cumm3
cummn <  acen1 cumm1+acen2 cumm2+(1  acen1 acen2 )cumm3
###### reg ime d a t a g roup ing f o r t h e t a ######
cn t1d <  0 ; cn t2d <  0 ; cn t3d <  0 ; cn t4d <  0
cn t1n <  0 ; cn t2n <  0 ; cn t3n <  0 ; cn t4n <  0
y1d <  NULL; y2d <  NULL; y3d <  NULL; y4d <  NULL
y1n <  NULL; y2n <  NULL; y3n <  NULL; y4n <  NULL
X1d <  NULL; X2d <  NULL; X3d <  NULL; X4d <  NULL
X1n <  NULL; X2n <  NULL; X3n <  NULL; X4n <  NULL
Xycd <  cb ind ( yy ,XX, cummd , i nv )
Xycn <  cb ind ( yy ,XX, cummn , i nv )
y1d <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 1 ) )
X1d <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t1d <  nrow ( y1d )
y2d <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 1 ) )
X2d <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t2d <  nrow ( y2d )
y3d <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 1 ) )
X3d <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t3d <  nrow ( y3d )
y4d <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 1 ) )
X4d <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t4d <  nrow ( y4d )
y1n <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacn & Xycd [ ,8] >= gamain , s e l e c t=c ( 1 ) )
X1n <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacn & Xycd [ ,8] >= gamain , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t1n <  nrow ( y1n )
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y2n <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacn & Xycd [ ,8] >= gamain , s e l e c t=c ( 1 ) )
X2n <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacn & Xycd [ ,8] >= gamain , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 2n <  nrow ( y2n )
y3n <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacn & Xycd [ ,8 ] < gamain , s e l e c t=c ( 1 ) )
X3n <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacn & Xycd [ ,8 ] < gamain , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t3n <  nrow ( y3n )
y4n <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacn & Xycd [ ,8 ] < gamain , s e l e c t=c ( 1 ) )
X4n <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacn & Xycd [ ,8 ] < gamain , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t4n <  nrow ( y4n )
###### s t o c h a s t i c p a r ame t e r s e l e c t i o n f o r t h e t a ######
l o go l d 1 <  0 ; l o go l d 2 <  0 ; l o go l d 3 <  0 ; l o go l d 4 <  0 ; l o go l d k <  0
lognew1 <  0 ; lognew2 <  0 ; lognew3 <  0 ; lognew4 <  0 ; lognewk <  0
logsum <  0
a l ph a <  NULL
lognewk <   0 .5 ( t ( t h e t a n ) Z[ i ,]%%o l dDe l t a )%%oldVi%%( t h e t a n   t (Z [ i ,]%%o l dDe l t a ) )
l o g o l d k <   0 .5 ( t ( t h e t a d ) Z[ i ,]%%o l dDe l t a )%%oldVi%%( t h e t a d   t (Z [ i ,]%%o l dDe l t a ) )
i f ( cn t1d >0) f
l o g o l d 1 <  LL5 ( y1d , X1d , b e t ad1 )
g e l s e f
l o g o l d 1 <  0
g
i f ( cn t2d >0) f
l o g o l d 2 <  LN5( y2d , X2d , b e t ad2 )
g e l s e f
l o g o l d 2 <  0
g
i f ( cn t3d >0) f
l o g o l d 3 <  LN5( y3d , X3d , b e t ad3 )
g e l s e f
l o g o l d 3 <  0
g
i f ( cn t4d >0) f
l o g o l d 4 <  LL5 ( y4d , X4d , b e t ad4 )
g e l s e f
l o g o l d 4 <  0
g
i f ( cn t1n >0) f
lognew1 <  LL5 ( y1n , X1n , b e t an1 )




i f ( cn t2n >0) f
lognew2 <  LN5( y2n , X2n , b e t an2 )
g e l s e f
lognew2 <  0
g
i f ( cn t3n >0) f
lognew3 <  LN5( y3n , X3n , b e t an3 )
g e l s e f
lognew3 <  0
g
i f ( cn t4n >0) f
lognew4 <  LL5 ( y4n , X4n , b e t an4 )
g e l s e f
lognew4 <  0
g
logsum <  ( lognew1+lognew2+lognew3+lognew4+lognewk )
 ( l o g o l d 1+ l o g o l d 2+ l o g o l d 3+ l o g o l d 4+ l o g o l d k )
a l p h a <  exp ( logsum )
i f ( a l p h a==”NaN” )
a l ph a= 1
u <  r u n i f ( 1 )
i f ( u < a l ph a ) f
o l d t h e t a [ i , ] <  t h e t a n
gamacd <  gamacn
gamaid <  gamain
be t ad1 <  be t an1
be t ad2 <  be t an2
be t ad3 <  be t an3
be t ad4 <  be t an4
g e l s e f
r e j e c t [ i t e r , 1 ] <  r e j e c t [ i t e r , 1 ]+1
g
###### reg ime d a t a g roup ing f o r a l p h a ######
cn t 1da <  0 ; cn t 2da <  0 ; cn t 3da <  0 ; cn t 4da <  0
cn t 1na <  0 ; cn t 2na <  0 ; cn t 3na <  0 ; cn t 4na <  0
y1da <  NULL; y2da <  NULL; y3da <  NULL; y4da <  NULL
y1na <  NULL; y2na <  NULL; y3na <  NULL; y4na <  NULL
X1da <  NULL; X2da <  NULL; X3da <  NULL; X4da <  NULL
X1na <  NULL; X2na <  NULL; X3na <  NULL; X4na <  NULL
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y1da <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 1 ) )
X1da <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 1da <  nrow ( y1da )
y2da <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 1 ) )
X2da <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8] >= gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 2da <  nrow ( y2da )
y3da <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 1 ) )
X3da <  s u b s e t ( Xycd , Xycd [ ,7 ] < gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 3da <  nrow ( y3da )
y4da <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 1 ) )
X4da <  s u b s e t ( Xycd , Xycd [ ,7] >= gamacd & Xycd [ ,8 ] < gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 4da <  nrow ( y4da )
y1na <  s u b s e t ( Xycn , Xycn [ ,7] >= gamacd & Xycn [ ,8] >= gamaid , s e l e c t=c ( 1 ) )
X1na <  s u b s e t ( Xycn , Xycn [ ,7] >= gamacd & Xycn [ ,8] >= gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 1na <  nrow ( y1na )
y2na <  s u b s e t ( Xycn , Xycn [ ,7 ] < gamacd & Xycn [ ,8] >= gamaid , s e l e c t=c ( 1 ) )
X2na <  s u b s e t ( Xycn , Xycn [ ,7 ] < gamacd & Xycn [ ,8] >= gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 2na <  nrow ( y2na )
y3na <  s u b s e t ( Xycn , Xycn [ ,7 ] < gamacd & Xycn [ ,8 ] < gamaid , s e l e c t=c ( 1 ) )
X3na <  s u b s e t ( Xycn , Xycn [ ,7 ] < gamacd & Xycn [ ,8 ] < gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 3na <  nrow ( y3na )
y4na <  s u b s e t ( Xycn , Xycn [ ,7] >= gamacd & Xycn [ ,8 ] < gamaid , s e l e c t=c ( 1 ) )
X4na <  s u b s e t ( Xycn , Xycn [ ,7] >= gamacd & Xycn [ ,8 ] < gamaid , s e l e c t=c ( 2 , 3 , 4 , 5 , 6 ) )
cn t 4na <  nrow ( y4na )
###### s t o c h a s t i c p a r ame t e r s e l e c t i o n f o r a l p h a ######
l o go l d 1 a <  0 ; l o g o l d 2 a <  0 ; l o g o l d 3 a <  0 ; l o g o l d 4 a <  0 ; l o g o l d k a <  0
lognew1a <  0 ; lognew2a <  0 ; lognew3a <  0 ; lognew4a <  0 ; lognewka <  0
logsuma <  0
a l p h a c e <  NULL
lognewka <   0 .5 ( t ( l a c d ) Z[ i ,]%%o l dDe l t a c e )%%oldVace i%%(lacd   t (Z [ i ,]%%o l dDe l t a c e ) )
l o g o l d k a <   0 .5 ( t ( l a c n ) Z[ i ,]%%o l dDe l t a c e )%%oldVace i%%(lacn   t (Z [ i ,]%%o l dDe l t a c e ) )
i f ( cn t1da >0) f
l o g o l d 1 a <  LL5 ( y1da , X1da , b e t ad1 )
g e l s e f
l o g o l d 1 a <  0
g
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i f ( cn t2da >0) f
l o g o l d 2 a <  LN5( y2da , X2da , b e t ad2 )
g e l s e f
l o g o l d 2 a <  0
g
i f ( cn t3da >0) f
l o g o l d 3 a <  LN5( y3da , X3da , b e t ad3 )
g e l s e f
l o g o l d 3 a <  0
g
i f ( cn t4da >0) f
l o g o l d 4 a <  LL5 ( y4da , X4da , b e t ad4 )
g e l s e f
l o g o l d 4 a <  0
g
i f ( cn t1na >0) f
lognew1a <  LL5 ( y1na , X1na , b e t ad1 )
g e l s e f
lognew1a <  0
g
i f ( cn t2na >0) f
lognew2a <  LN5( y2na , X2na , b e t ad2 )
g e l s e f
lognew2a <  0
g
i f ( cn t3na >0) f
lognew3a <  LN5( y3na , X3na , b e t ad3 )
g e l s e f
lognew3a <  0
g
i f ( cn t4na >0) f
lognew4a <  LL5 ( y4na , X4na , b e t ad4 )
g e l s e f
lognew4a <  0
g
logsuma <  ( lognew1a+lognew2a+lognew3a+lognew4a+ lognewka )
 ( l o g o l d 1 a+ l o g o l d 2 a+ l o g o l d 3 a+ l o g o l d 4 a+ l o g o l d k a )
a l p h a c e <  exp ( logsuma )
i f ( a l p h a c e==”NaN” )
a l p h a c e= 1
u <  r u n i f ( 1 )
i f ( u < a l p h a c e ) f
o l d l a c s [ i , ] <  l a c n
171
l o g o l d 1 <  lognew1a
l o go l d 2 <  lognew2a
l o go l d 3 <  lognew3a
l o go l d 4 <  lognew4a
cn t <  c n t+c ( cn t1na , cn t2na , cn t3na , cn t 4na )
g e l s e f
r e j e c t [ i t e r , 2 ] <  r e j e c t [ i t e r , 2 ]+1
l o go l d 1 <  l o g o l d 1 a
l o go l d 2 <  l o g o l d 2 a
l o go l d 3 <  l o g o l d 3 a
l o go l d 4 <  l o g o l d 4 a
c n t <  c n t+c ( cn t1da , cn t2da , cn t3da , cn t 4da )
g
l l h <  l l h+ l o g o l d 1+ l o g o l d 2+ l o g o l d 3+ l o g o l d 4
g ##### nhh loop end #####
##### rm u l t i r e g ( o l d t h e t a , Z , De l t a b a r , ADelta , nu ,V) #####
n th = nrow ( o l d t h e t a )
mth = nco l ( o l d t h e t a )
k t h = nco l (Z )
RAth = cho l ( ADelta )
Wth = r b i n d (Z , RAth )
Zth = r b i n d ( o l d t h e t a , RAth%%De l t a b a r )
IR th = ba ck so l v e ( cho l ( c r o s s p r o d (Wth ) ) , d i a g ( k t h ) )
B t i l d e t h = c r o s s p r o d ( t ( IR th ))%%c r o s s p r o d (Wth , Zth )
S th = c r o s s p r o d ( Zth Wth%%B t i l d e t h )
rwouth = r w i s h a r t ( nu+nth , c h o l 2 i n v ( cho l (V+Sth ) ) )
Bth = B t i l d e t h+ IR th%%ma t r i x ( rnorm ( mth k th ) , n co l=mth)%%t ( rwouth$CI )
o l dDe l t a <  Bth
oldV <  rwouth$IW
oldVi <  s o l v e ( oldV )
##### rm u l t i r e g ( o l d l a c s , Z , De l t abace , ADeltace , nua , Vace ) #####
nac = nrow ( o l d l a c s )
mac = nco l ( o l d l a c s )
kac = nco l (Z )
RAce = cho l ( ADel tace )
Wac = r b i n d (Z , RAce )
Zac = r b i n d ( o l d l a c s , RAce%%De l t a b a c e )
IRac = ba ck so l v e ( cho l ( c r o s s p r o d (Wac ) ) , d i a g ( kac ) )
B t i l d a c e = c r o s s p r o d ( t ( IRac ))%%c r o s s p r o d (Wac , Zac )
Sac = c r o s s p r o d ( Zac Wac%%B t i l d a c e )
rwouac = r w i s h a r t ( nua+nac , c h o l 2 i n v ( cho l ( Vace+Sac ) ) )
Bac = B t i l d a c e+IRac%%ma t r i x ( rnorm (mac kac ) , n co l=mac)%%t ( rwouac$CI )
o l dDe l t a c e <  Bac
oldVace <  rwouac$IW
o ldVace i <  s o l v e ( oldVace )
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##### s t o r e e s t im a t e d r e s u l t s / draws #####
mkeep <  i t e r
lgmckeep <  o l d t h e t a [ , 4  nva r+nsgm1+nsgm2+nsgm3+nsgm4+1]
lgmikeep <  o l d t h e t a [ , 4  nva r+nsgm1+nsgm2+nsgm3+nsgm4+2]
gamackeep <  exp ( lgmckeep )
gamaikeep <  exp ( lgmikeep )
l a c k e ep1 <  o l d l a c s [ , 1 ]
l a c k e ep2 <  o l d l a c s [ , 2 ]
acekeep1 <  exp ( l a c k e ep1 ) / ( 1+ exp ( l a c k e ep1 )+ exp ( l a c k e ep2 ) )
acekeep2 <  exp ( l a c k e ep2 ) / ( 1+ exp ( l a c k e ep1 )+ exp ( l a c k e ep2 ) )
coun t [ mkeep , ] <  c n t /171188
t h e t a d r aw [mkeep , , ] <  o l d t h e t a [ , ]
gamacdraw [mkeep , , ] <  gamackeep
gamaidraw [mkeep , , ] <  gamaikeep
acedraw [mkeep , , ] <  cb ind ( acekeep1 , acekeep2 )
l a cd r aw [mkeep , , ] <  cb ind ( l ackeep1 , l a c k e ep2 )
l l h a l l [ mkeep , ] <  l l h
d e l t a d r aw [mkeep , , ] <  o l dDe l t a [ , ]
d e l t a d r aw2 [mkeep , , ] <  o l dDe l t a c e [ , ]
g ### mcmc loop end of m e n t a l a c c o u n t i n g d u r a t i o n 2 .R ###
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