Cell locomotion can be directed by external gradients of diffusible substances leading to chemotaxis. Recently, the mechanisms of gradient sensing, the cell guidance system, came under scrutiny both in experimental analysis and computational modeling. Here, we review several recent computational models of gradient sensing in eukaryotic cells, demonstrating why some of them predict little sensitivity to changes in the gradient and response "locking," whereas others predict high gradient sensitivity at the expense of signal gain. We also propose a way to view chemotaxis regulation as a highly coupled combination of semiindependent control modules, leading to simplifying modeling of this complex cellular behavior.
Introduction
Chemotaxis, or directed cell motility in response to chemical gradients, has long attracted the attention of researchers as a phenomenon in which an apparently simple behavior is mediated by complex underlying mechanisms. Such control guarantees that a cell can, with an exquisite precision, determine where to move and how to accomplish that movement. Chemotaxis is observed in both prokaryotes and eukaryotes with some similar characteristics; this review, however is dedicated to eukaryotic chemotaxis, and, more specifically, to the control of gradient sensing in motile eukaryotic cells. Chemotaxis is a mode of life for many eukaryotic cell types, allowing a cell to change its position on the basis of information provided by an external signal source. Such shifts in cell position are an important factor in ensuring correct cell connectivity in developing embryonic tissues, workings of the immune system, wound healing, and cancer metastasis. An indication of an increased attention paid to chemotaxis research is the fact that it has been a central theme of two recently funded major interdisciplinary NIH "glue grants" (1, 2).
The ability to monitor single cells responding to an external signal in an easily measurable way has been a major impetus for attempts to describe this behavior mathematically. Evolution of these mathematical models over the last three decades has been intimately coupled with increasing understanding of the biochemical nature of the corresponding signaling mechanisms. This has represented one of the rare stories of a successful marriage of experimental and theoretical biology. Recently, new developments in both experiments and modeling have added to the explosive growth in this research area, significantly increasing our understanding of the underlying processes and leading to new open problems. Here, we will review the progress in modeling an important aspect of eukaryotic chemotaxis: chemoattractant gradient sensing. This cell guidance mechanism allows a moving or resting cell to detect the position of the source of chemoattractant and thus to determine the direction of cell locomotion. Before continuing, however, we will present an argument in favor of separating gradient sensing from other biochemical control systems involved in chemotaxis.
Modularity of Control in Eukaryotic Gradient Sensing and Chemotaxis
The movement of a eukaryotic cell (or a part of a cell, e.g., a growth cone of an axon) toward a target is a product of multiple control mechanisms. It is generally observed that a cell has to be primed for locomotion by polarization, that is, the development of leading and trailing edges of the cell that have distinct properties (3) . Polarization involves changes in cell morphology and asymmetrical redistribution of multiple proteins and lipids leading to a complete internal cell reorganization. The cell also has to be capable of performing locomotion through a series of regulated cycles of pseudopod and lamellopod extensions and retractions, as well as translocation of the cell body. Finally, and most important, the cell has to be able to determine the general direction of the signal source and to orient itself accordingly. All these processes are intimately coupled in a chemotactic cell and involve extensive and complex sets of intramolecular interactions. The complexity of these interactions is evident in the regulation of actin polymerization at the extending pseudopod. More than 60 families of actin regulatory proteins can affect the polymerization process, and at least five such factors are required for a minimal model of association and dissociation of actin monomers (4) . The complexity is further increased if one takes into account regulation of the microtubule cytoskeleton, asymmetric ion channel distribution, interaction of the cell with the extracellular matrix, and multiple other processes accompanying cell locomotion. In light of this complexity, attempts to incorporate all aspects of chemotaxis in one comprehensive model seem to be doomed. What then is the best strategy to approach this seemingly intractable problem?
One possibility is based on the assumption that regulation of chemotaxis is mediated by a few coupled functional "modules" controlling different aspects of chemotactic process and determining the main features of cell motility. Such a reductionist approach, perhaps a bit old-fashioned nowadays, can open the possibility of tackling the complexity associated with a dense biochemical regulatory network. Here, we suggest that such an approach can be applied to understanding chemotaxis and demonstrate how the individual control modules can be identified.
Chemotaxis requires cell polarization, highly regulated cell locomotion, and gradient sensing. Can these three requirements be satisfied separately, or they are always present simultaneously? Experiments show that for locomotion to occur, cells have to be polarized. On the other hand, there are multiple examples of cells capable of locomotion in the absence of gradient sensing. Cells that lose cell polarization and locomotion after poisoning of their actin cytoskeleton are still capable of gradient sensing (5). These results indicate that although cell locomotion requires cell polarization, both these processes can be uncoupled from gradient sensing. Thus, one can attempt to consider regulatory modules separately: for gradient sensing and for polarization and locomotion. If models of these Modeling the Cell's Guidance System Pablo A. Iglesias 1 and Andre Levchenko 2 * (Published 3 September 2002) modules are obtained, coupling of them might reconstitute an integrative model of chemotaxis.
The gradient-sensing module and the polarization and locomotion modules may be themselves "supermodules" that can be broken, in turn, into simpler modular components. Indeed, biochemical networks controlling cell polarization can be viewed as separate from those controlling locomotion, as not all polarized cells are motile. Arguably, the gradient-sensing module also subsumes at least two simpler modules: signal adaptation and signal amplification. As reviewed below, most of the current models of gradient sensing are in fact models of the amplification module. After reviewing the current models of gradient sensing, we will discuss how the individual regulatory modules can be coupled in a mutually noncontradictory manner and what further modeling work is required for this to occur.
The Amplification Module
Gain in Amplification and Its Mechanisms. Because the issue of gain or gradient amplification has received the most interest in modeling studies, it is worth considering what this gain represents and contrasting it with other usual notions of gain. In the engineering literature, signal amplification refers to the increase in the magnitude of the input signal (denoted here as S) relative to the magnitude of the output signal (denoted here as φ) (6). The amplification is characterized by gain defined as the ratio of output signal to input signal: σ = φ/S. To avoid signal distortion, ideal amplifiers are made (or assumed to be) linear, and, under the linearity assumption, the value of relative amplification σ is independent of the external signal and can be used to characterize the amplifier. For chemotactic systems, however, responses are thought to be nonlinear.
To characterize the gain in a nonlinear gradient-sensing system, suppose that a cell is placed in a medium where the intensity of the chemotactic stimulus varies along the length of the cell. We denote these concentrations of stimulus (chemoattractant molecules) as S f and S r at the front and rear, respectively, where the "front" refers to the point on the cell surface exposed to the highest concentration of stimulus. We also denote the mean concentration of stimulus S m . Let φ f , φ r , and φ m denote the respective concentrations of output molecules. The identity of these molecules will be discussed below.
It is commonly observed that various signaling pathways involved in chemoattractant gradient sensing exhibit "perfect adaptation," that is, they can adapt to persistent isotropic stimulation by always reverting to precisely the same value of the output baseline. It can be demonstrated that, in terms of gain, perfect adaptation means that chemotactic cells are able to transduce small differences between S f and S r into large differences between φ f and φ r and to do this irrespective of S m .
Although perhaps not the best, a possible measure of the gain of the system is the relative spatial signal amplification or sensitivity (Eq. 1). We say that a system is providing gain whenever σ > 1.
This metric of gain is justified in part because of the way gradients are commonly estimated in the literature. Although, to the best of our knowledge, precise measurements of the stimulus gradient have not been made, estimates are usually expressed as percentages of concentration in the front versus concentration in the back, i.e., the values are relative. For instance, on the basis of the diffusion of the chemoattractant from a pipette, it was estimated that cells can respond when (S f − S r )/(S f + S r ) is as low as 2.6% for yeast (7) , or 1% in neutrophils (8) and amoebae (9) . Similar gradients are predicted in (10) where measurements of fluorescence from green fluorescent protein (GFP) fused to the Dictyostelium pleckstrin homology (PH) domain-containing protein CRAC lead to estimates of φ f ≈ 200 and φ r ≈ 0 (arbitrary units). Thus, for this system, relative amplification on the order of 10 to 50 is predicted. In another experimental study, the value of σ was estimated to be no less than 6 (11) .
Because perfect adaptation has the effect of making output signals independent of the mean concentration of the input signal, gradients with the same absolute difference between front and rear but with different mean concentrations result in the same output values. However, using the formula given in Eq. 1 in this case gives different values for σ. This contradiction can be eliminated if we consider the ratio of absolute (rather than relative) differences between output and input molecule concentrations. Another possibility for characterizing system polarity is to compare the distance that it takes for the input and output concentrations to reach a certain percentage of their maximum values. For example, in a study of GFP fused to the PH domain of the AKT protein kinase (PHAKT) in neutrophils (11) , it was shown that the input decreased to half its maximum value over 30 µm, whereas the fluorescence intensity for PHAKT-GFP decreased to half its maximum value over 5 µm.
Sensitivity can be defined not only in the front and the rear of a cell but also at intermediate points. For such definition, Eq. 1 can be expressed as a logarithmic derivative (Eq. 2).
However, to use this formula, one must assume smooth profiles of both input and output signals, which may not be true in chemotactic systems. This relative gradient amplification is an example of a sensitivity function as used in the engineering literature. It is also a spatial analog of the sensitivity amplification defined for spatially homogeneous systems (12) . Because relative gradient amplification expressed in this way may not be well defined in some cases, we will adopt the definition in Eq. 1 in the rest of the review.
In order to provide gain in gradient sensing, a signal amplification mechanism must be present. Cooperativity is one means; however, for a Hill coefficient of 4, the maximum relative amplification that is possible is 24 (12) . It is therefore not likely that the gains demonstrated by chemotactic cells can be achieved through cooperativity alone. Other signal amplification means are possible, including zero-order ultrasensitivity
Eq. 1. Gain of the system expressed as the relative amplification or sensitivity.
Eq. 2. Equation 1 expressed as a logarithmic derivative.
(13), receptor clustering, and positive feedback [for example, (14) ]. In all models proposed so far, gain is achieved through different forms of positive feedback. Amplification in the Current Models of Gradient Sensing. Most mathematical and computational models have attempted to explain the high degree of signal gradient amplification observed as a chemotactic signal propagates in the cell. High signal amplification was expected because of the ability of cells to detect shallow gradients. The resultant minute changes in second messenger activities would need to be amplified in order to be translated into restructuring of cytoskeleton and other major changes in cell structure that accompany chemotaxis. These assumptions have been confirmed by experiments with fluorescently labeled markers of the activity of various signaling substances, in particular phosphoinositide 3-kinase (PI3K). The products of PI3K activity, phosphoinositides labeled on the 3 position, especially phosphatidylinositol-3,4,5-trisphosphate or PI(3,4,5)P 3 and phosphatidylinositol-3,4-bisphosphate or PI(3,4)P 2 , can serve as specific binding sites for proteins containing PH domains (Fig. 1) . Labeling a number of these proteins with GFP yielded several eff icient probes used to analyze PI3K signaling in cells exposed to potentially chemotactic signals. Assays with these probes carrying PH domains revealed that PI(3,4,5)P 3 and PI(3,4)P 2 are formed after changes in the receptor occupancy, and, moreover, that the relative amplitudes of the increases in the concentration of the phosphoinositides far exceed the relative amplitudes of changes in receptor occupancy. In cells exposed to chemoattractant gradients, PH domains are concentrated at the leading edge, reflecting an intracellular signaling gradient far exceeding extracellular ligand gradient. These studies suggest that, indeed, substantial signal amplif ication takes place in chemotactic cells.
A first attempt to account for signal amplification was made by Hans Meinhardt (15) (referred hereafter as the M model). In his view, the highly amplified response is created in a way similar to that in which biological patterns are thought to be created in tissue development and regeneration. Gradient sensing would thus be explained according to the Gierer-Meinhardt's theory (16, 17) [and, more generally, Alan Turing's theory (18) ] of pattern formation because of local self-activation and global inhibition of the signal. It is essential that in this theory an activator molecule can be activated by the external signal or by another activator molecule, thus creating a possibility of "self-locking" signaling, independent of the presence or the magnitude of an extracellular signal. Therefore, the potentially "runaway" local positive feedback coupled with a more diffuse negative feedback (the inhibitor is also activated by the activator but has a higher diffusion coefficient) can lead to a very stable local signaling pattern, even in the presence of highly variable external chemoattractant gradient. Thus, although pattern stability was an asset in establishing segmentation of developing tissues, it becomes a liability in gradient sensing when a single cell that has to continuously and very precisely readjust itself to changes in external signal. Meinhardt, realizing this problem, proposed the existence of another inhibitor with slow activation kinetics and lower diffusion coefficient, to periodically poison or destroy the stable activity peaks. The presence of the second inhibitor might lead to oscillations and waves in the signaling activity.
The M model is worth exploring a bit further as an example of why separation of the system controlling chemotaxis into functional modules can be a particularly useful idea. Indeed, the M model is suggested by the author to be valid in part because periodic self-locking of response in the absence of an external signal gradient may explain highly dynamic extensions and retractions of pseudopods in motile cells, also observed in the absence of a signal gradient. However, pseudopod formation is essentially based on actin polymerization, as are other highly dynamic periodic and wave-like processes observed in motile eukaryotic cells. As pointed out above, gradient sensing can be experimentally decoupled from actin polymerization by latrunculin A treatment. In actin-poisoned cells, no spontaneous signaling is observed in the absence of a chemoattractant gradient, whereas the response in the presence of a gradient is stable. In addition, introducing actin into a model of gradient sensing, however implicitly or phenomenologically, requires also accounting for other processes, such as distinction of cell repolarization from cell turning behavior, etc. We therefore suggest that although the M model may be applicable to some aspects of cell polarization and locomotion modules, explanation of spontaneous pseudopod formation should not serve as a criterion of correctness of a model of a gradient-sensing module. Moreover, a clear separation of models of gradient sensing and cell polarization-locomotion modules preceding their coupling may provide a clearer picture of how chemotaxis is actually controlled. Although Meinhardt's general mathematical scheme could explain the amplified gradient response, the evidence is not convincing for how this scheme is implemented biochemically in chemotactic cells. In particular, the suggestion that calcium can serve as both local activator and local inhibitor is not supported by experiments (19) . To provide a more realistic biochemical scheme to support the M model, Narang et al. proposed that candidates for the roles of activator and inhibitor(s) can be found in the metabolic phosphoinositide cycle, which controls the concentrations of various phosphoinositides in the plasma membrane (20) (referred to hereafter as the NSL model). The logic of the proposed scheme can be traced in Fig. 1 . It is assumed that activation of the receptor can lead directly to an increase in phosphatidylinositol-4,5-bisphosphate [PI(4,5)P 2 ], which, through its conversion by phospholipase C-β (PLCβ) into diacylglycerol (DAG) and inositol 1,4,5-trisphosphate (IP 3 ), leads to formation of local positive and global negative feedbacks. Indeed, biochemically, it is possible for DAG to be converted into phosphatidic acid (PA), which can both lead to increased activity of PI(4)P 5-kinase [PI(4)P5-K] and increase the delivery of PI(4)P5-K substrate phosphatidylinositol-4-phosphate [PI(4)P]. Thus, the positive feedback loop is closed. The negative feedback is actualized through depletion of the local phosphoinositide pool because of formation of IP 3 , a fast diffusing compound. It is also argued that IP 3 plays an active role in speeding up removal of PA from the plasma membrane. The local inhibitor could be calcium that upon release from the internal stores can further activate PLCβ and thereby disrupt the positive feedback loop. A relatively slow adaptation due to receptor down-regulation is proposed in this model.
The biochemical model interpretation proposed in the NSL model has almost all the components for a simpler explanation of how signal amplification and adaptation may take place. Indeed, the model recently proposed by us (L&I model) suggests yet another amplification scheme (21) . Formulation of L&I model assumes that an integral part of the amplifying positive feedback loop is a substrate delivery mechanism. This mechanism is activation of an enzyme mediating one of the reactions within the positive feedback loop, which indirectly leads to an increase in supply of the substrate for this reaction. Importantly, this mechanism allows one to avoid locking of the response into an activated state. Biochemical interpretation of the model takes advantage of the recent findings that small guanosine triphosphatases (GTPases) of the Rho family activate PI(4)P5-K (22, 23) . Small GTPases can themselves be activated by PI(3,4,5)P 3 (24) , leading to a putative positive feedback, in which PI3K activates production of PI(3,4,5)P 3 , which activates small GTPases thereby activating PI(4)P5-K and increased production of PI(4,5)P 2 , a substrate for PI3K. Thus, a substrate deliverymediated positive feedback loop is closed. This feedback is different from that assumed in the NSL model, in that regulation of PI(4)P5-K by small GTPases is assumed, whereas the role of PLCβ is downplayed. The positive feedback mechanism proposed in L&I has been recently supported experimentally (25) . The L&I model also assumes the presence of a negative regulator needed for adaptation and global inhibition in gradient sensing. Unlike the case in the M and NSL models, the response to a high value is not locked and only one inhibitor species is needed. This identity of this inhibitor is uncertain, but it is likely to be PTEN, a phosphatase acting directly to reverse phosphorylation by PI3K.
A conceptually different set of models of gradient amplification, from Postma and van Haastert (hereafter called "the PvH1 and PvH2 models"), retains the notion of local positive and global negative feedbacks as the amplification mechanism but proposes a simplified version of how these feedbacks can be effected (26) . Instead of assuming the existence of a separate inhibitor species, they suggest that signal inhibition can occur simply because signaling molecules are depleted at the trailing edge and in the bulk of a cell as they are accumulated predominantly at the leading edge [a conceptually similar way of effecting a negative feedback has also been proposed previously (17) ]. More specifically, it is suggested that activation of receptor leads to production of a slowly diffusing, membrane-bound molecule (for example, a phosphoinositide) that can serve as an anchor for an effector molecule, which, in turn, can induce more anchor molecule production. A positive feedback loop is thus closed, causing ever-increasing accumulation of both anchor and effector molecules at the leading edge. The concomitant depletion of the effector molecule from the rest of the cell increases the effector distribution gradient, significantly amplifying the receptor occupancy gradient. In another version of the model, even higher gain in gradient sensing can be explained by assuming that, in addition to the effector molecule, a second cytosolic "activator" is translocated to the plasma membrane by binding to the anchor molecule. This activator molecule is now required along with the effector molecule to create more anchor molecules. In this incarnation, in spite of a different mode of global inhibition (absence of a separate chemical inhibitor entity), the model suffers from the same sort of self-locking or "freezing" of the signaling gradient as the above variations of the Turing model. Indeed, if a sharp intracellular gradient of the anchor and effector molecules is created in response to an external chemoattractant gradient, but then the chemoattractant gradient is changed, formation of a new leading edge will be prevented because the effector and activator molecules are virtually absent anywhere other than at the existing leading edge.
Trade-Offs Between Signal Amplification and Self-Locking Behavior. In all of the models discussed above, a gradient of receptor occupancy can be amplified downstream in the pathway by various incarnations of the same principle: local positive feedback coupled with global negative feedback. However, in some of them the amplified internal signaling gradient becomes stabilized and is no longer sensitive to changes in the external chemoattractant gradient, whereas in the others, no response stabilization occurs, and the sensory system reacts rapidly and with great sensitivity to the changing environment. What are the reasons for such disparate types of behavior, and what are potential benefits of either of them?
The stabilization of a response depends on the exact assumptions made about the activator of the response participating in the positive feedback loop. Indeed, an analysis of the assumptions and the mathematical equations underlying the models reviewed above can be used to classify the models into two types: those with bistable behavior, effectively leading to self-locking or freezing of the signal (Fig. 2) (Eq. 3) and those with monostable behavior displaying no self-locking or freezing. Bistable behavior is characterized by the presence of two possible steady states in the response, that is, two different possible steady values of an output that a given system may attain, given enough time and a constant input. Bistable behavior is often characterized in engineering as corresponding to a "flip-flop" switch or in biology as an all-or-none response (27) . The particular states at which a system stabilizes over time are determined by the system's history. One important feature of such switch-like systems is that they require a considerable external perturbation in order to switch from one state to another. In other words, a system can become locked in one of the steady states by a transient external input and remain unresponsive to further changes in the input value.
Bistable, switch-like responses arising from positive feedback loops are very common and vitally important for regulation of signal transduction pathways, the cell cycle, and development of memory (28) . Although often not mentioned as such, Fig. 2. A simple model of a bistable switch. The following dimensionless model (Eq. 3) can be used to describe the autocatalytic reaction shown in (A). Here, x i is a spatially indexed activity of the cell. Steady-state values occur for values of x i that make f(x i ) = 0. Bistability will occur for certain ranges of four kinetic parameters. For pattern formation, it is desired that a portion of the cell be at the higher equilibrium while the majority of the cell is at the lower equilibrium value. This can be achieved by having different combinations of parameter values throughout the cell. For example, in (B), the same parameter values a = 2, b = 1, c = 11, n = 2 are used for all three curves. The curves differ as to the parameter d. When d = 12 (green) bistability occurs. For d = 11 (blue), the higher steady state is lost, whereas for d = 13 (red) it is the lower equilibrium point that is lost. If d i varies along the length of the cell, so that at the front of the cell only the higher equilibrium point exists, then spatial patterning will occur. Moreover, small changes in d i can effect large differences in the steady-state activity of x i . (C) In order to avoid locking the system into a pattern, one of the other parameters can be altered. For example, increasing c has the effect of eliminating bistability by removing the higher equilibrium value. If, in response to a stimulus, the parameter c increases, then the cell will return to lower levels of activity throughout. (D) Changes in the exponent can also have the effect of eliminating bistability. In these curves, the value n = 1 is used. (E) Saddle node bifurcation. The possible equilibria of the system are plotted as a function of the parameter d. For small values of d, only one stable equilibrium is possible (red). As d increases, both stable (blue) and unstable (green) equilibria appear. Large relative signal magnifications can be manifested in the system as the parameter d increases to the point where the red line ends (X). At this point, the system switches to the higher equilibrium value (Y). These systems will exhibit hysteresis, because decreasing d will not effect a change to the lower equilibrium point. (F) The same bifurcation diagram of (D), with c = 1.5. In this case, there is only one (stable) equilibrium. (G) The same diagram for the curves of (D). Note that, in addition to the existence of only one equilibrium point for each value of d, the response curve has lost its sharp inflection point. bistable responses are also thought to be important in biological pattern formation, in particular, in establishing boundaries between different tissue domains. Autocatalytic production of an essential tissue-response determinant is thought to lead to formation of complex spatial gene-expression patterns during development (13, 23) . Spatial variation of a system parameter (often interpreted as the inhibitor concentration) can guarantee that parts of the tissue will have very high-and other parts very low-expression of a gene-expression determinant (also called the activator). These models are inherently bistable, in part because locking of response is viewed as a convenient mechanism explaining essentially irreversible character of many developmental events. Moreover, the fact that a developing system can self-organize-producing considerable response to often weak and transient external influences-is also very attractive. However, such response stabilization is a liability rather than an asset in gradient sensing in chemotaxing cells. Bistability leads to two significant problems in gradient sensing. One problem is that response locks into two set values at the leading and trailing edges of the cell independent of the external signal gradient value. This means that a cell would not be able to sense a difference between shallow and sharp gradients, leading to a substantial loss of information about the localization of the signal source. Second, once the internal response gradient is frozen, the cell becomes insensitive to changes in the value and direction of the external gradient. Both these problems can be detrimental to the accuracy of signal perception. On the other hand, a monophasic amplification mechanism is both sensitive to the sharpness of the imposed gradient and to changes in the gradient magnitude and direction.
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Positive feedback regulation does not always lead to a bistable response. The existence of a switch is determined by the nature of the feedback regulation, in particular by the degree of its nonlinearity. In the models of developmental pattern formation discussed above, the autocatalytic reaction is commonly assumed to have a degree of cooperativity, with the rate of autocatalytic activator production depending on the concentration of the activator with the power greater than one (normally two). It is this assumption rather than just the statement that the activator is produced autocatalytically that leads to a bistable response and output freezing. If this and similar assumptions are not made, it is often possible to have a system with a positive feedback that displays considerable signal amplification but is not bistable. In such a system, variation of a system control parameter (for example, the inhibitor) can lead to multiple possible responses, not just two, creating a relatively graded response profile that reflects an amplified external signal. Such a response remains sensitive both to the presence and the magnitude of the external signal, which makes it attractive in accounting for a gradient-sensing response. A potential drawback of this amplification scheme is that it usually achieves much weaker amplification compared to that observed in the bistable switch scheme.
Viewed from this perspective, it is clear why some of the models of gradient sensing predict self-locking of the response and others do not. The models of Meinhardt and Narang et al. and the second model of Postma and van Haastert are set up in such a way that they display bistability in response, whereas the first model by Postma and van Haastert and our model are effectively monostable. As mentioned, models with bistability have the advantage of much higher signal amplification. This advantage is especially important because very shallow gradients are amplified to generate directional bias in chemotaxis, and the degree of amplification may reach values an order of magnitude greater than the signal applied. The gain (as defined above) of the monophasic response is in general always less than the gain of biphasic response, because in the latter response the difference of signaling output at the front and the rear of a cell is maximal, whereas in the former response it can take on intermediate values depending on the external gradient.
The Adaptation Module
A high degree of sensitivity due to a strong positive feedback present in an amplification module means that there is a relatively narrow range of inputs in which signals get amplified from minimal to maximal. This limited "dynamical range" of response necessitates a very precise adjustment of the baseline of the input signal in such a way that it is close to, but does not exceed, the amplification threshold. The baseline for the input signal intensity thus has to either be finely tuned or have extra regulatory mechanisms maintaining this baseline near the optimal level of performance. As described below, the perfect adaptation mechanism ensures that the baseline for the signal intensity at the input of the amplification module is maintained at the appropriate level.
Perfect adaptation of the chemotactic signaling networkwith the response returning to prestimulus values even in the continued presence of the signal-is a well-studied and modeled phenomenon in bacteria. Although it is also observed in eukaryotic cells, it has received much less attention by modelers in this context (29, 30) . In bacterial chemotaxis, adaptation is a robust mechanism; that is, the precision of adaptation is unchanged even when subject to large changes in the concentrations and kinetic rate constants of the constituent proteins (31, 32) . This property is significant, because it allows us to evaluate the integrity of existing models. One way of achieving perfect adaptation in a model is by fine-tuning parameters so as to achieve homeostasis in the system response. However, this is not a robust mechanism; when these parameters are allowed to deviate from the specially selected values, the desired system property-in this case, perfect adaptation-is lost. Engineers have appreciated this feature; it is well known that for perfect adaptation to be robust the system must incorporate "integral feedback"-where a signal proportional to the time integral, or the entire past of the output signal, is fed back into the input in the pathway (33) .
Published models (29, 30) that address perfect adaptation in eukaryotic pathways relevant to chemotaxis have achieved this property through fine-tuning of parameters. Although the robustness of eukaryotic chemotaxis systems has not been addressed explicitly by experimenters, it can be argued that most if not all biological regulatory systems, including those used in chemotaxis, need to be robust to common fluctuations in the values of parameters characterizing a system (34) (35) (36) (37) .
Of the four models being considered here, only two provide a means of achieving adaptation. The M model provides signalindependent adaptation by means of the second inhibitor, which ensures that the system response does not lock itself to a particular cell polarity. However, it does not explain perfect adaptation. In fact, when this model is used for simulations in which a spatially homogeneous and persistent signal is present, the amount of activity does not return to its basal level. That is, the equilibrium value is dependent on the magnitude of the stimulus.
In contrast, the L&I model achieves perfect adaptation by an interplay between two complementary signals. A fast, local acti-vation signal is followed by a slower, global inhibition signal, both of which are regulated by the external stimulus. For example, these processes could represent the catalytic actions of a kinase and phosphatase on a substrate. On stimulation of the cell through the receptor, a fast change in the catalytic activity of the kinase will cause the relative amount of phosphorylated substrate to increase transiently, although as the activation of the kinase eventually plateaus, the concentration of phosphorylated substrate peaks. At the same time, a slower, but equal, increase in the phosphatase will cause a decrease in the response. If the relative changes in kinase or phosphatase activities are both equal, then the amount of phosphorylated substrate will return to the prestimulus quantities. A simple mathematical model of this system, where the amounts of kinase and phosphatase activity are proportional to receptor occupancy, can demonstrate perfect adaptation. Moreover, the adaptation property is completely robust to changes of parameters. As expected from control theory, this model of the cell can be demonstrated to incorporate integral feedback.
Correspondence of the Models to Biochemical Signaling Networks
A critical test of any model is how well the assumptions made in the model correspond to the current knowledge of the underlying biochemistry. Most of the models of chemotaxis refer to experiments in amoebae D. discoideum and neutrophils, but we will also consider a more general statements pertaining to other chemotactic systems.
Chemoattractants are sensed in D. discoideum and neutrophils by receptors that activate heterotrimeric guanine nucleotide-binding proteins (G proteins) (Fig. 1) . The relevant pathways activated by the receptors have been extensively reviewed (5, 38, 39) . The emerging consensus among the experimentalists studying gradient sensing is that the central players in the sensory system are various phosphoinositides present in the plasma membrane. Thus, most of the models describe reactions involving modifications of phosphoinositides. Before considering these interpretations in more detail, we will address a different biochemical mechanism suggested in the M model.
Meinhardt suggested that autocatalytic activation constituting the postulated positive feedback can result from the process of calcium-induced calcium release. Calcium ions in the cytosol would be buffered by multiple chelating molecules and so would diffuse slowly. Calcium would also indirectly affect the cell's pH with protons suggested to serve (through an unidentified mechanism) as a fast diffusing inhibitor. Finally, although no specific molecular entity is suggested for a second, local inhibitor, it is proposed that the calcium channels involved in calcium-initiated calcium release can also be inhibited by excess calcium. Calcium, therefore, plays a central role in the M model. However, experimental data on this point have been somewhat contradictory. In growth cones of developing neurons undergoing chemotaxis, at low concentrations of total cytosolic calcium, creation of a gradient in the concentration of intracellular free calcium [Ca 2+ ] i is sufficient to make the cone turn to the direction of higher local calcium concentration. On the other hand, raising the total calcium concentration, but keeping the direction of the gradient the same, causes turning in the opposite direction (40) . In other cell types, the role of calcium seems to be even less well defined. Calcium is not required for chemotaxis in D. dictyostelium (19) . These data suggest that, although calcium may in some instances play a role in determining the direction of locomotion, it may not be a part of a more generally used guidance system. The NSL model focuses on a putative metabolic phosphoinositide regulation chain. Several aspects of the biochemical interpretation of this model correspond well to the observed experimental results. In particular, the authors stress the importance of increased production of both PI(4,5)P 2 and PI(3,4,5)P 3 occurring through activation of PI3K and PI(4)P5-K, in full accordance with recent findings. However, they also suggest that the positive feedback may operate through activation of PLCβ and subsequent production of PA. Such a role of PLCβ in chemotaxis and gradient sensing remains controversial. Depletion of PLCβ can lead to enhanced chemotaxis to some chemoattractants, but has no significant effect on chemotaxis toward other chemoattractants (41) . These findings contradict the assumption that PLCβ is an active participant in the positive feedback loop. Another potential difficulty of the model is that there is an assumption of precise adaptation through receptor modification. This assumption is contradicted by recent findings (42, 43) .
The L&I model is also interpreted in terms of phosphoinositide interconversions. Unlike the NSL model however, the L&I model centers on the role of PI3K and small GTPases. PI3Kγ is indispensable in gradient sensing (38, 44, 45) , which is an argument in favor of the proposed amplification mechanism. The proposed substrate-delivery-mediated feedback has been supported by recent findings Among deficiencies of the model is the lack of clear identification of the inhibitor of activation. Although PTEN is proposed as a candidate, no evidence has been obtained so far that this phosphatase is regulated on short time scales by receptor-associated G protein signaling. Recent data, however, provide further evidence for the importance of PTEN in gradient sensing (46) .
In the models PvH1 and PvH2, the phosphoinositide PI(3,4,5)P 3 is proposed to be the anchor molecule. The effector and activator molecules are proposed both to bind phosphoinositides and to increase production of the phosphoinositides. Obvious candidates for the roles of the effector and activator proteins would be PI3K and PI(4,)P5-K. Although both of these kinases translocate to the plasma membrane in response to G protein activation, there is no evidence to suggest that they are bound by phosphoinositides. Therefore, these amplification models still require further experimental validation.
The Combined Gradient-Sensing Module
The modules mediating signal amplification and adaptation can be coupled in a single gradient-sensing supermodule (Fig. 3) . It is intuitively obvious that the modules have to be in the sequence rather than parallel arrangement in signal processing.
The perfect adaptation module ensures that the system can operate in a wide range of absolute values of the external signals, reacting primarily to the signal gradient rather than the average signal. This "protective" role of the adaptation module makes it appropriate upstream rather than downstream of the amplification module. Indeed, if the amplification module was placed upstream of the adaptation module, even a relatively small sensory input would be amplified driving the sensory part of the pathway close to saturation. The adaptation module would then ensure that the system is unresponsive to any input.
Freezing or self-locking of signal activation seen in models with bistability is not absolute. In fact, the activity can be switched back to a lower steady-state value, if the input signal falls below the level required to switch the signal on. This difference of signal inputs for switching signaling on and off is termed hysteresis. If hysteresis is small, the corresponding bistable system can be switched off after adaptation upstream. However, if substantial gain is assumed in a bistable system, hysteresis is usually such that the system remains on even after adaptation. This is the reason why M, NSL, and PvH2 models assume that an additional negative feedback is needed to break the freeze. Thus, in cases of substantial bistability, placing the adaptation module upstream of the amplification module does not lead to adaptation by itself and requires auxiliary mechanisms. No such mechanisms are needed in L&I and PvH1 models.
The sequential arrangement of signal processing units (modules) has been proposed to improve the processes of both amplification and adaptation. Precise adaptation may result from two or more sequentially placed, partially adapting, modules (47) . Also, a greater amplification is observed in many cases as a result of sequentially placed amplifying modules (48, 49) . These control-engineering arguments in favor of sequential arrangement of different processing units can further shed light on the multilevel composition of most signaling pathways.
Connections Between Modules: A Bigger Picture
Although this review is concerned with models of the gradient-sensing module, it is instructive to consider how this module fits into the overall control apparatus for directed motility. A possible view is presented in Fig. 4 . Depending on circumstances, many cells with chemotactic potential can be found in several states: nonpolar; polarized but not moving; polarized and moving randomly; polarized and moving in a directed way in chemoattractant gradients; and nonpolar but exhibiting gradient sensing in chemoattractant gradients. These possibilities suggest that the gradient-sensing module can be separated from the locomotion module but, during chemotaxis, interacts with it. How does this interaction take place? The most likely candidate for a link between the regulation supermodules is the actin cytoskeleton. Poisoning of actin polymerization can stop locomotion and can depolarize a motile cell. Cell polarization is actin dependent, and cell locomotion depends on cycles of actin polymerization and depolymerization in pseudopods and lamellopods. Therefore, the cell polarization module is affected by and, in turn, af- The amplification module is assumed to have a steady-state sigmoidal input-output relationship. The role of the first gradient-sensing module is to ensure that the signal strength from the response regulator is just below the threshold of the amplification module's stimulus-response curve. (C) For homogeneous changes in the external stimulus X, the adaptation and gradient-sensing module ensures that the response regulator's signal Y adapts perfectly. In the amplification module, this is transduced to an external signal Z with a large transient that also adapts back to basal levels. (D) For inhomogeneous external stimuli, the response regulator also shows a graded, but shallow, response. For example, suppose that the external signal at the front (solid X) is somewhat higher than that of the rear (dashed X). These signal concentrations will cause corresponding signals in the response regulator at the front (Y solid) and rear (Y dashed) of the cell that adapt, although not perfectly. At steady state, small differences remain in their respective response-regulator activities. (E). The amplification module magnifies the small gradient observed in the response regulator. At the front of the cell, the response regulator's activity (Y F ) is now above the sharp inflection in the response curve of the amplification module. This effects a large response at the front in the external output (Z F ). However, at the rear of the cell, the response regulator's activity (Y R ) is below this threshold value, leading to low levels of activity in the external signal (Z R ). Thus, a small difference between Y F and Y R results in a large difference between Z F and Z R , and this difference can give rise to significant cell polarization.
fects actin cytoskeleton, leading to continued asymmetry in a polarized cell. This module is subsumed by the locomotion supermodule that again affects actin rearrangement in a dynamic manner and is affected by actin regulation. In the absence of chemoattractant gradients, the locomotion module leads to a random cell motility that is characterized in most cases by persistent movement in the direction of the vector of cell polarity, alternating with the periods of random cell reorientation (9) .
The gradient-sensing module provides for cell guidance by affecting the actin cytoskeleton and thus providing the cell with the information of another vector, the vector of the chemoattractant gradient. This information transfer is effected, in part, by a directed production of PI(4,5)P 2 and activation of small GTPases of the Rho family (in particular, Cdc42). Both these chemical agents can lead to an increased actin polymerization and thus can determine the direction of pseudopod extension and preferred cell orientation. Therefore, actin polymerization is affected locally by the overall architecture encoded in cell polarity and by dynamic changes mediated by cycles of actin polymerization and depolymerization that are regulated by the locomotion engine, as well as by the local events promoting actin polymerization in the direction of the external chemoattractant source. Chemotaxis is a product of all these regulatory mechanisms. There may be other inputs, such as the influence of cell adhesion to the extracellular matrix and of integrin signaling. In Fig. 4 , these possibilities are reflected by added input arrows for the locomotion supermodule.
Conclusions and Future Prospects
The true test of any mathematical or computational model comes from experiments designed to verify the model's predictions. Therefore, models can be truly useful only if they create a convenient framework within which experimental verification can take place. Ultimately, a continued cycle of model refinement and experimental validation is likely to result in a consensus model representing the current knowledge of the system (50) . The models presented are still very naïve in terms of the treatment of spatial aspects of signaling, dynamical changes in the gradient value and direction and probably in many biochemical details. A better understanding of the differences in distinct chemotactic systems will refine models further. Here, we were primarily concerned with relevance of models to the cases of chemotaxis of amoebae and neutrophils, two of the common experimental models of chemotaxis. However, the signaling systems underlying gradient sensing in chemotropism of yeast and nerve growth cones or chemotaxis toward sources of growth factors may be essentially different and require a different modeling approach.
Future model development will also aim at integrative modeling of chemotaxis, in which the role of actin-based cell polarization and locomotion will be explicitly treated. The M model discussed above attempted to explain effects related to the cytoskeleton, such as formation of multiple pseudopods and actin polymerization waves across the cell surface. However, the failure to separate cytoskeletonmediated processes and gradient sensing can lead to confusion in the initial steps of model development. Combined integral models of chemotaxis will have to tackle these and many other issues related to cell shape, the influence of the extracellular matrix, and so on.
Models of the cell guidance system have reflected the everincreasing understanding of the biochemical detail underlying this signaling network. The utility of the models is twofold. First, there is a hope that these models will be used by the experimental labs to help guide the studies of real chemotactic cells. The advantage of a computational model is in the possibility of formulating quantitative hypotheses that can be tested with continuously improving experimental tools. Second, the models of cell guidance can help us understand the logic and design of a gradient-sensing system honed by eons of evolution.
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Other signals ? Fig. 4 . The proposed structure of the chemotaxis control mechanism. This mechanism has modular structure, with the cell's guidance (gradient-sensing) supermodule coupled to the cell locomotion supermodule through regulation of actin. The cell's guidance supermodule is composed of serially placed modules for cell adaptation and signal amplification. The cell locomotion supermodule integrates a potentially separable cell polarization module and perhaps other control modules (shown as a dashed box). Cell polarization is actin-dependent and may, in turn, affect actin architecture. The locomotion engine regulates actin polymerization and depolymerization cycles and can, in turn, be affected by the state of the actin architecture. The locomotion supermodule potentially can also receive other inputs, such as signals from extracellular matrix.
It is not impossible to envision that, if understood, this extrasensitive and robust system can serve as a prototype for improved guidance of human-designed systems, especially in the exceedingly noisy and unpredictable environment often encountered on microscopic scales inside living tissues and organisms.
