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Abstract—This paper presents a high speed configurable FPGA-
based wideband channel sounder with signal bandwidths up to
200MHz and results of a study of dynamic urban picocell channel. The
use of FPGA allows the sounder to be adaptable for measurements
in different scenarios. Adaptable options include changes to the
waveform, bandwidth, channel sampling rate and real-time averaging
to improve signal-to-noise ratio in weak signal conditions. The
implemented architecture has led to a 60% reduction in size and weight
compared to sounders in use elsewhere making it ideal for mobile
channel measurements. The study of an urban picocell channel has
shown that dynamic variation due to automotive traffic introduces
average signal fades of up to 5 dB but causes frequency selective
fading with depths of up to 40 dB. Existing channel models assume
antenna heights of more than 6m and path lengths of more than
30m. Therefore there is a need for shorter path models and this paper
proposes a linear picocell channel model for static and dynamic urban
environment.
1. INTRODUCTION
Growth in wireless communication use has seen a shift in
telecommunication pricing model from connectivity to data rate and
quality of service model. The widespread use of smart-phones has
also accelerated growth in high data rate applications. Significant
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studies have been carried out in short-range indoor environment [1, 2].
However studies in short-range outdoor environment where most of
the mobile devices are used have received relatively little attention.
In outdoor urban environment many studies have focused on
macrocells [3].
Substantial research activities have produced numerous models
relating to a variety of wireless channels [4–10]. In outdoor urban
environment, a number of scenarios have been developed which can be
broadly categorised as over roof-tops with static or mobile receivers
for path lengths that are greater than 100m [11–13]. In fixed wireless
access channel models [14] where the transmitter and the receiver are
static, the transmitter to receiver distance is too large. In addition
to these, for distances less than 20m most models, including the
COST231-Walfisch-Ikegami-Model (COST231-WI), assume free-space
path loss [15, 16]. The antenna heights and distances are not typical of
current and future high data rate wireless access system set ups [17, 18].
Urban channels exhibit both spatial and temporal variations.
Studies of induced dynamic variations in the channels due to
movements within the urban picocell areas are limited. References
can be found for indoor channels in [19–22]. Temporal variation
of the channel can have significant impact on the performance of
wireless systems resulting in a burst of errors in digital systems.
Therefore, there is a need to understand the temporal variability of
the channel response in order to assess its impact on wireless data
rates [23]. Considerable studies have been carried out using Multiple-
Input Multiple-Output (MIMO) systems resulting in a large number
of publications of MIMO channel models [24]. A large study of spatial
channels with path lengths, mainly, from 30m up to 8 km have also
been undertaken under the 3GPP group for bandwidths of 5MHz [25].
This has been extended by the WINNER project for bandwidths up
to 100MHz and a number of models have been proposed for a range
of communication channels in urban and suburban environment [26].
The diversity of the urban environment and the dynamic nature
of the channels make the measurement and analysis approach critical
to ensure that results obtained are representative and can be applied
to similar channels. Wideband channel sounders are often used to
study broadband wireless channels. Channel sounding take many
forms and the systems that are used have evolved in parallel with
the interest in wireless communication [27–29]. Some techniques,
such as pulse or frequency swept transmissions, have been widely
used in many measurement studies [30–34]. Although simple to
construct and low cost, these techniques suffer from poor multipath
delay resolution and slow channel measurement rates. These make
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their use in the investigation of fast dynamic channels impractical.
When the received signal is digitised, the hardware complexity
becomes disproportionately high due to the spectral inefficiency of the
signals [35, 36].
Sounders based on the cross-correlation techniques have been
widely used over the years [37–41]. In this technique the received
signal is correlated with an identical transmitted sequence clocked at
a slower rate or at the same rate as in the transmitter but such that
the two sequences pass each other on a step-by-step basis rather than
continuously. Digital frequency synthesisers have also been used with
this technique to increase signal bandwidth, multipath resolution and
channel sampling speed. However the use of waveforms such as phase
codes and Chirp increases the complexity of the receiver [42].
Multitone channel sounders have recently become practical
with the advent of technology that enables complex waveform
generation [43]. Channel sounders that use multitone waveforms
have many advantages over other systems because of the spectral
efficiency of the waveforms which reduce hardware complexity. Further
advantages include the ability to operate without carrier acquisition
and code/carrier recovery circuitry, which is necessary when a Chirp
signal is used. However these systems require experience and expertise
to construct and are often expensive to purchase making them
unaffordable for most organisations.
There are a number of other channel sounders of differing
architectures that are commercially available [43–46]. In general
channel sounders are expensive, big and heavy with complex receiver
architectures. There are other channel sounding techniques that are
comparatively cheaper to implement [47, 48], although with limited
channel resolution, sampling rate and sensitivity. These highlighted
the need for the development of a simpler architecture that can be
adapted for different studies [49].
In this paper, the development of an adaptable wideband
channel sounder with signal bandwidths up to 200MHz based on the
transmission of a Pseudo Random Gaussian Noise (PRGN) waveform
is presented. The objective of the development was to build a system
which is compact and yet adaptable that addresses the problem
of restricted mobility, speed, range restriction and cost inherent in
many channel sounders. The sounder is designed to be configured to
implement real-time processing of data that improves the Signal-to-
Noise Ratio (SNR) by up to 30 dB in weak signal conditions. Channel
sampling rates up to 5.4 kHz can be achieved. This paper also presents
results of urban channel measurements designed to investigate spatial
channel variation over short path distances and temporal variations
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induced by automotive traffic. The processing approach used allows
the detection of induced channel variation as vehicles pass in close
proximity of the transmitter to receiver path, although they do not
traverse the path. The study is of benefit to researchers, system
designer and network providers who are working on the optimisation
of data rates and provision of wideband services in urban environment.
The papers is organised as follows; Section 2 describes the wideband
channel sounder that has been developed. The design objectives,
implementation and tests carried out to evaluate the performance of
the sounder are provided. Spatial and temporal channel variation
measurements are described in Section 3. This is followed by the results
of signal variations, analysis and description of a picocell outdoor urban
channel model in Section 4.
2. SYSTEM DESCRIPTION
The objective of the new sounder design was to overcome the
limitations of channel sounders in use, in general. Thus the design
objective was: “to developed a very compact, low cost and adaptable
sounder to measure the channel transfer function of a channel, over the
widest possible bandwidth in the shortest possible time and as often as
possible with the ability to improve the channel signal-to-noise ratio”.
This rendered most of the channel sounding implementation techniques
unsuitable.
The approach adopted in the development of the channel sounder
uses a synthesized multitone waveform called PRGN [50]. Field
Programmable Gate Array (FPGA) technology has been used, in
preference to Digital Signal Processors, to minimise the number
of discrete components in the system, enable adaptability and
provide real-time data processing capability [51–53]. The PRGN
characteristics include a rectangular spectrum which allows sampling
to be carried out at exactly the Nyquist frequency thereby minimising
the complexity of the receiver system.
2.1. Transmitter
The transmitter is made up of an Arbitrary Waveform Synthesizer
(AWS) and a Radio Frequency (RF) unit. The dual channel AWS
generates a PRGN signal with an optimised crest factor which has
a flat amplitude spectrum and low sidelobes outside the desired
bandwidth. The AWS can generate two independent simultaneous
waveforms with bandwidths of up to 150MHz from channel A and
200MHz from channel B, a capability that is important for co-located
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channel investigation. However for the study reported in this paper
only channel B was used. A simplified block diagram and the image
of the AWS that has been developed are shown in Figure 1. The
PRGN waveform used consists of 1024 spectral lines with 195.313 kHz
frequency resolution over a bandwidth of 200MHz [50]. The DAC is
driven by a 400MHz clock generated using FPGA from a 10MHz input
reference clock. The 200MHz PRGN time and frequency domain signal
that is generated by the AWS is shown in Figure 2. The transmitter
unit has been built to transmit at a carrier frequency of 2GHz. The
use of a phase-locked 10MHz reference signal that can be locked to a
GPS receiver eliminates the transmitter and receiver synchronisation
problem inherent in most channel sounding techniques. A simplified
block diagram of the transmitter and an image of the built system are
shown in Figure 3.
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Figure 1. (a) Simplified block diagram and (b) image of the arbitrary
waveform synthesizer card (10× 12 cm).
(a)
 
(b)
Time waveform
IP
SP
Figure 2. (a) PRGN time domain signal and (b) frequency magnitude
spectrum generated by the AWS.
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Figure 3. (a) Simplified block diagram and (b) the realised
transmitter unit.
2.2. Receiver
The receiver system is comprised of a RF unit, a 12-bit resolution
Analog-to-Digital Converter (ADC) [54], ADC carrier card, PCI
Mezzanine Card (PMC) [55, 56] and a computer. A simplified block
diagram of the receiver unit, ADC carrier card and built receiver unit
is shown in Figure 4. The ADC has sampling rates up to 400MS/s
and is used to sample the signal at an Intermediary Frequency (IF).
The sampled data is output through two channels thereby halving the
frequency. The PMC card is used to implement real-time averaging of
the sampled data using FPGA. The data is transferred to the computer
(a)
(b) (c)
Interface
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LPFBPF
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card
Hard
drive
Linux
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ADC carrier card
Interfac
Figure 4. (a) Simplified block diagram of the receiver unit, (b) ADC
carrier card and, (c) receiver unit.
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across the PCI data bus for storage using demand-mode direct memory
access. The acquisition time for each channel measurement (without
averaging) is 10.24µs. The user can select the number of real-
time averages to be preformed up to 1024. This gives a theoretical
improvement in SNR of between 3 dB and 30 dB. A block diagram
of the averaging process and the PMC is shown in Figure 5 and
illustrates how First-In-First-Out (FIFO) memory blocks are used in
the averaging process.
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Figure 5. (a) Simplified block diagram of averaging unit and, (b) PCI
Mezzanine Card.
2.3. Data Acquisition and Real-time Averaging
The developed software allows the user to implement a data acquisition
strategy that optimises the speed of channel measurements, the amount
of captured data and signal-to-noise ratio for the channel under
investigation. It provides the flexibility for the user to control the
data acquisition strategy by changing:
• the number of real-time averages to be carried out;
• time gap between successive channel transfer function measure-
ments;
• time gap between a continual block of successive measurements;
• the number of data files to be captured and hence, the duration
of the measurements; and
• when configured in conjunction with the transmitter, the
bandwidth and sequence length of the waveform.
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Periodic averaging is performed in real-time on the PMC card. This
helps to reduce the amount of data that needs to be transferred across
the PCI bus.
Tests were carried out to determine the sustainable data rates from
the ADC to the computer hard drive. They revealed that the average
PCI bus data rate was 55.7MB/s and the average hard disk write speed
was 40MB/s. When sampling at 400MS/s, the ADC generates 600MB
of data per second. With a hard disk write speed of 40MB/s, 15 times
reduction in data rate is required from the ADC to the computer hard
disk. This can be achieved as a consequence of performing real-time
averaging. The time taken to capture one averaged snapshot, Tas, is
given by Equation (1).
Tas =
NsNa
2fc
+ Tsg (1)
where Ns is the sequence length, Na is the number of averages, Tsg
is the time required to reset the counters and FIFO, and fc is the
sampling frequency in Hz. Due to timing constraints when using clock
frequencies greater than 390MHz, Tsg has been set to a minimum
value of 20.48µs. The quantity of data generated for each value of Na
is shown in Table 1. It shows that data can be captured continually
for number of averages greater than 16. For number of averages less
than 32, the quantity of data per second must be limited to 40MB.
This can be achieved by increasing the time gap (Tsg) between each
snapshot or continual measurements such that the number of channel
responses captured per second is less than 4882.
With a 200MHz bandwidth, the FPGA device speed grade used
on the PMC card is operating at a frequency that is close to its
limit. Thus, for different numbers of averages, the design had to
be individually optimised. This could be alleviated by using a faster
FPGA device. Fully adaptable data acquisition software has therefore
been developed for all number of averages, up to 1024, at bandwidths
up to 180MHz. For 200MHz bandwidth, the sounder has been
designed to be adaptable for 1, 16 and 1024 averages. Table 2 provides
details of the timing parameters for each number of averages (Na) for
200MHz signal bandwidth transmission.
The following terms are used to describe the data:
• snapshot: — a complete sequence (4096 sample long) of the PRGN
waveform;
• averaged snapshot: — a complete sequence (4096 sample long)
produced from the averaging process;
• data block: — 240 snapshots (averaged or not);
• data file: — 4 data block.
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Table 1. Number of averages, time to capture one channel response
and volume of data generated per second.
Na Tasms
No. of snapshot
per second
Data generated
per second (MB)
1 0.03072 97656 266.666
2 0.04096 48828 200.000
4 0.06144 24414 133.333
8 0.10240 12207 80.0000
16 0.18432 6103 44.4444
32 0.34816 3051 23.5294
64 0.67584 1525 12.1212
128 1.33120 762 6.15385
256 2.64192 381 3.10076
512 5.26336 190 1.55642
1024 10.5062 95 0.77972
Table 2. 200MHz bandwidth data acquisition; number of averages,
theoretical improvement in SNR and timing.
Na
number of averages
Theoretical
∆SNR dB
Tas (ms)
Channel sampling
rate (Hz)
1 0 0.18432 5425
16 12 0.18432 5425
1024 30 10.5062 95
The user can increase the number of averages (Na), the time between
snapshots (Tsg), and the time between data block (Tdbg) to suit the
environment under investigation. The resulting time to capture one
averaged snapshot (Tas), one data block (Tdb) and one data file (Tdf )
can be calculated using Equations (1), (2) and (3), respectively.
Tdb = 240Tas + 239Tsg (2)
Tdf = 4Tdb + 3Tdbg (3)
where,
T sg = Tdbg = Ng
(
2Ns
fc
)
(4)
andNg is the number of multiples of the time taken to reset all counters
and FIFOs used in the averaging process. Tsg and Tdbg are independent
of each other.
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For a 200MHz bandwidth signal the values of Tsg and Tdbg are
given by Equations (5) and (6).
T sg = 2Ts (5)
Tdbg = 0.2517− Tdb (6)
2.3.1. Data Processing and Calibration
Before the channel parameters can be estimated, each transfer function
is first down converted to baseband and calibrated to remove the
system response (magnitude and phase). These operations are done
in software. The down-conversion of the signal from IF to baseband
is realised by multiplying each sample of the measured sequence
by conceptual orthogonal phased oscillators for in-phase (7) and
quadrature-phase (8).
floI = sin
(
2pifc
4
)
(7)
floQ = cos
(
2pifc
4
)
(8)
The local oscillators (floI and floQ) are required to be one quarter of fc,
for down-conversion of the in-phase and quadrature-phase channels.
Each transfer function is then calibrated using a reference transfer
function measured with the channel sounder in an anechoic chamber.
The configuration of the measurement set-up used is shown in Figure 6.
From Figure 6, the relationship between the input PRGN
waveform, SPRGN , and the calibrated output, Gmea, is given by,
Gmea = SPRGN (HTxHantHchannelHantHRxHspuHcal) (9)
If a reference transfer function measured from the channel is G′ref , and
the corresponding ideal calibrated channel transfer function is H ′ref ,
then,
G′ref = SPRGN
(
HTxHantH
′
refHantHRxHspuHcal
)
(10)
G mea SPRGN
Transmitter Channel Receiver Averaging CalibrationAntenna
 
H Tx H ant H ant H Rx H spu H cal  H channel
Tx Channel Rx
Anten
na
Figure 6. Configuration for calibration measurements.
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Dividing (9) by (10) gives,
Gmea
G′ref
=
Hchannel
H ′ref
(11)
Since, H ′ref represents an ideal channel response measured under high
SNR condition and exhibits a flat spectrum, therefore,
Hchannel
H ′ref
≈ Hchannel (12)
All system responses (magnitudes and phases) are eliminated and the
transfer function, Hchannel, represents only the response associated
with the measured channel.
2.4. System Tests and Evaluation
Exhaustive tests were carried out to assess the functions and capability
of the sounder. The transmitter and receiver RF units were designed
to optimise the power sensitivity of the receiver and minimise
intermodulation products. In order to achieve this, measurement of
input and output power, and signal to intermodulation product ratios
were evaluated at every stage in the RF chain.
An example of the 200MHz PRGN spectrum at the output of
the AWS is shown in Figure 2(b). The arbitrary waveform contains
1024 discrete spectral lines in the range ±100MHz with a frequency
resolution of 195.313 kHz. The noise power associated with the
waveform is defined by the Signal-to-Intermodulation Ratio (SIR) or
the SNR. The total signal power (Ps) of the waveform is given by,
PS =
1024∑
i=1
PS = 1024PS (13)
where PS is the mean level of the wideband signal components.
Intermodulation products are coherent and hence cannot be
minimised by periodic averaging of the signal. The total power of
the intermodulation products and noise is given by,
PI =
∫ Bw
0
PI(f)df (14)
where PI(f) is the mean level of any intermodulation components
and/or noise at all frequencies within the bandwidth. Since it is
not possible to separate intermodulation products from noise, the
estimated mean level of the components represents an equivalent
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Signal-to-Intermodulation and Noise Ratio (SINR). Thus, the SINR
can be expressed as,
SINR = 10 log
(
PS
PI
)
(15)
If the value shown in Figure 2(b) is assumed to be the mean level of the
intermodulation components plus noise, the estimated SINR is 39 dB.
The transmitted power is 21 dBm. Figure 7 shows the PRGN spectrum
at the input of the ADC. The SINR is 28 dB. Without averaging, the
sensitivity of the receiver is −81 dBm.
-12 dB
- 40 dB
Figure 7. PRGN at the input to the ADC in the receiver.
2.4.1. Simulation of Channel Fading
Back-to-back tests were conducted to assess the performance of the
system under simulated flat fading and frequency selective fading
conditions using the set-ups shown in Figure 8. The delays and
magnitudes of the signals in the primary and secondary paths were
controlled using attenuators and different lengths of semi-rigid cables.
Figure 9 shows a photo of the laboratory set-up. Comparisons were
made between the measured improved SNR and the theoretical values.
Figures 10 and 11 show the measured transfer functions with 1
(no averaging) and 16 averages for flat fading and frequency selective
fading channels, respectively. The magnitude response of the system
was not calibrated out and can be seen in the spectrum. For frequency
selective fading, a 2-ray model was simulated.
The magnitudes of the components between the spectral lines
in the transfer function represent the level of noise plus any
intermodulation products. The estimated SINR is 23.4 dB, Figure 10.
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(b)
2 GHz carrier frequency
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Linux workstation
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Figure 8. Set-up for (a) flat fading and, (b) frequency selective fading
channel simulation.
Multipath
simulator ReceiverVariable AttenuatorTransmitter
Amplifier
Figure 9. Configuration of hardware for multipath simulation.
An improvement in SNR of 11.2 dB is achieved with 16 averages which
is 0.8 dB below the theoretical value of 12 dB. Figure 11(b) shows that
the processing gain enables the depth of the fade nulls within the
bandwidth to be determined.
Figure 12 shows the improvement in SNR for averages up to 1024
compared to the theoretical values. An improvement of 12.2 dB was
achieved with 32 averages, which is 2.8 dB below the theoretical value.
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Figure 10. Transfer function of simulated flat fading channel with;
(a) 1 averages and, (b) 16 averages.
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Figure 11. Transfer function of simulated 2-ray multipath channel
with: (a) 1 averages and, (b) 16 averages.
For higher number of averages, the measured SINR improvement
flattened out at approximately 18.6 dB for Na = 1024. Since any
intermodulation components present are coherent, signal averaging
will only be effective in integrating out the noise. Therefore, the
differences in levels between the SINRs for different number of averages
represent the corresponding improvement in SNR. In addition, the
theoretical improvement in SNR assumes that the noise is white
Gaussian uncorrelated noise.
Progress In Electromagnetics Research, Vol. 113, 2011 299
0 2 4 8 16 32 64 128 256 512 1024
0
3
6
9
12
15
18
21
24
27
30
Improvement in SNR
Number of averages
∆
SN
R 
(dB
)
 
 
Theoretical
Measured
Figure 12. Comparison of theoretical and measured improvements in
SNR for different number of averages.
3. CHANNEL MEASUREMENTS
In an outdoor wireless environment, the movement of people, objects
and vehicles cannot always be controlled. The movement and, hence,
position of the user and surrounding objects will vary and introduce
both spatial and temporal variations. To study these changes,
measurements were conducted in a position typical of an urban high
data rate wireless access hotspot. For long range or wide area
coverage transmissions, little or no attention is paid to short paths
variations. However as cell sizes have reduced, the ability to accurately
characterise path loss over specific short distances has become more
important than general models over larger distances, particularly in
high data rate wireless access environments.
Measurements were carried out in front of a building (Anglesea
Building) which is adjacent to a dual carriage road in an urban
area. The environment is typical of an urban area with relatively
high number of mobile wireless communication users and hence, a
most likely position for a high speed access hotspot. The area is
also similar in size to a bar, cafe or shop front where WLAN access
points are widely used. The speed at which the vehicles travel is
typically between 20 and 45 km/h and the distance of the traffic from
the transmitter to receiver path ranges from 3.5m to 15.1m. The
number of vehicles travelling in both directions varied throughout the
measurement period. Figure 13 provides an illustration of the routes
and, the positions of the transmitter and receiver.
Video recordings synchonised with the channel measurements were
made and used to corroborate the signal variations observed. The
transmitter antenna height was 2.5m and the receiver antenna height
was 1.6m. Omni-directional antennas were used.
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Figure 13. Measurement Set-up.
The distance between the transmitter and receiver was increased
from 2m to 20m in steps of 0.3m parallel to the direction of traffic.
At each receiver position, the channel was sampled for approximately
20 s, that is 19200 channel response measurements. Figure 14 shows
an example of the transmitter and receiver positions.
Receiver Transmitter
Figure 14. Transmitter and receiver position during measurement.
4. MEASUREMENT RESULTS
Observed temporal variations at each position were induced by moving
objects, vehicles, and not due to the movement of the transmitter or
receiver. In addition, no vehicles cross the transmitter to receiver path
during the study.
Figure 15 shows an example of signal power variation with time
and the impact of a vehicle on received signal. It shows that multipath
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components introduce significant variations in the signal levels with
deep fades. Figure 16 shows the channel transfer functions and
corresponding impulse responses when no vehicle was passing (static
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Figure 15. Averaged received power.
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Figure 16. Field measurements (a) transfer function and, (b) impulse
response with no vehicles, and (c) transfer function, and (d) impulse
response with a vehicles passing.
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channel) and when there was a vehicle travelling parallel to the
transmitter to receiver path. The static channel transfer function
(Figure 16(a)) exhibits small variations and very small fade depth.
However, the dynamic channel response shows rapid fading with large
fade depths due to multipath of up to 40 dB. The position of the nulls
within the bandwidth changes with vehicle position and direction due
to changes in the time delay of the multipath components. The impulse
response from the static channel shows only one dominant path, Line-
Of-Sight (LOS) path, as would be expected (Figure 16(b)). However,
when a vehicle is passing, the multipath component is very strong
(Figure 16(d)). Figure 15 shows smaller amplitude variations than fade
depths observed within the bandwidth because it is the average signal
power across the bandwidth which masks the severity of frequency
selective fading within the channel. The measured fade depths are
similar to results reported in [57].
A section of averaged received power is shown in Figure 17 and the
vehicles that were captured on video passing through the measurement
zone are indicated. The video recording showed that the speed of traffic
was between 30 km/h and 45 km/h. As the first vehicle in Figure 17 (3
door estate) moved through, the results show that the fade duration
was approximately 30ms. Examination of the data file showed that the
start of the event was not captured but data acquisition did continue
until the vehicle had left the measurement zone. The last vehicle to
pass was an estate car which was travelling in Lane 4 (Figure 13).
Results show that longer vehicles have longer lasting effects on the
received signal. An increase in the transmitter to receiver path length
also increases the duration of the fading. When the path length was
reduced to less than 6m, the duration of the effects of vehicles on the
channel was also reduced.
0 0.2 0.4 0.6 0.8 1
-15
-14
-13
-12
-11
Time (S)
Po
w
er
 (d
Bm
)
3 Door
Hatchback
Lane 1, 2
Lane 3, 4 Motor
Bike
3 Door
Hatchback
3 Door
Hatchback
5 Door
Hatchback
5 Door
Saloon
5
Door
EstateMulti-Purpose
Vehicle (MPV)
Figure 17. Averaged received power showing the impact of reflections
from vehicles (Tx-Rx distance: 12m).
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Considering the average signal power across the bandwidth, the
presence of a vehicle in the channel introduces fade depths of up to
4 dB. Because the vehicle is not traversing the transmitter to receiver
path, the decrease in the signal power is due to multipath fading caused
by scattered and reflected components. There is also an increase in
the standard deviation of the averaged signal power in the presence
of traffic. A further increase was observed as the number of vehicles
increased.
4.1. Path Loss Model
Most of the models published in open literature for urban environments
are either for path lengths greater than 1 km or assumptions have been
made about the prevailing propagation mechanisms. Models based on
prevailing propagation mechanisms cannot be directly applied to this
study because they are based on work in which the transmitter heights
were greater than 10m or the systems used transmitted narrow band
signals or very few measurements were taken at antenna separations
less than 30m.
The models published for short path lengths include the
COST231-Walfisch-Ikegami and Wideband Microcell (WM) [58, 59].
They proposed a log-distance model. The COST231-Walfisch-Ikegami
model uses free-space for distances less than 20m and assumes
transmitter antenna heights between 4 and 50m. The model is
described by (16). The WINNER project model for urban microcell is
described by (17) [26].
PLCOST231 W = 42.6 + 26 log10 d [km] + 20 log10 fc [MHz] (16)
PLWINNER = A log10 d [m] + C log10
(
fc [GHz]
5
)
+B (17)
where d is the distance between the antennas and fc is the carrier
frequency. For urban microcell environment (WINNER B1), the values
of A = 22.7, B = 41.0 and C = 20 and, the transmitting antenna is
assumed to be below surrounding buildings roof tops and in LOS. The
model has been developed to be valid for antenna separations from
10m. The values of A = 13.9, B = 64.4 and C = 20 have been
proposed for indoor channel (WINNER B3)for base station antenna
height of 6m and mobile antenna height of 1.5m for distances between
5m and 100m.
In this study, to evaluate the channel models, the data was
separated into measurements in the presence of traffic (dynamic) and
measurements when there was no vehicle passing (static). The results
of signal variation with distance are presented in Figure 18. They show
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Figure 18. Signal variation with distance for (a) static and, (b)
dynamic channels.
that at ranges up to 20m none of the channel models closely represents
the signal variation with distance. It was found that a linear model
provides a best fit. The signal loss with increased distance did not
decay logarithmically as predicted by the models.
Because of the short path length and absence of clutter, the
received signal was dominated by the LOS path. In the absence of
automotive traffic, multipath components were very weak. Linear
path loss was also obtained during dynamic channel variation, as
shown in Figure 18(b). However greater variations of signal power
which depended on the size, number and direction of vehicles passing
were observed. In general, the gradient of the path loss for each
measurement scenario was less than the values predicted by free space
path loss, WINNER and COST231-Walfisch-Ikegami models over short
path lengths.
4.1.1. Small-scale Variations
Small-scale variations of the signal have been computed from
measurement results. This has been used to calculate the signal power
distribution about its mean, across the bandwidth, in a narrow band
sense.
Results show that for dynamic channels, for path lengths up
to 10m, signal variation is best described by a Rician distribution.
However in a static channel the signal variation is best described by
a Normal distribution. Figure 19 shows results from measurements
at an antenna separation of 8m. At large antenna separations the
small-scale variations of a dynamic channel have been found to be
best described by a Nakagami distribution. Nakagami distribution
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Figure 19. Small-scale variation: (a) dynamic channel, (b) static
channel.
has Rice and Rayleigh distributions as extreme cases. The change in
statistical distribution with path length in the presence of traffic can be
attributed to an increase in multipath components due to reflection and
scattering. However, for measurement conducted in static environment
Normal distribution still gives the best results. Figure 20 shows typical
results from measurements at 20m.
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Figure 20. Small-scale variation: (a) dynamic channel, and (b) static
channel.
The signal power variations at short path lengths up to 10m
showed that moderate variations about the mean in a static channel
was generally within 2 dB. Overall an increase in signal variations with
antenna separations was observed due to greater contributions from
scattered components. This was more significant in dynamic channels
where standard deviation of up to 12 dB were obtained.
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The gradient of the average signal power is−0.45 for static channel
and −0.42 for a dynamic channel. The smaller gradient of dynamic
channel is due to average signal level enhancement by multipath
components. The picocell signal decay models for dynamic and static
channels are given by (18) and (19) respectively.
LapD(d) = −0.42d+ P0 (18)
LapS(d) = −0.45d+ P0 (19)
where d is the distance in meters and P0 is the signal power in dBm
at the reference distance d0. Given that the signal variation about the
mean at each measurement position can be described by a statistical
distribution, picocell channel models can be developed for static and
dynamic urban environments. The resulting static channel model can
be described using Equation (20);
LS (dB) = pno(x|xa) + LapS(d) 2 ≤ d ≤ 20 (20)
and the urban dynamic channel model by Equation (21).
LD (dB) =
{
pri(x|xa) + LapD(d) 2 ≤ d ≤ 10
pna(x|xa) + LapD(d) 10 < d ≤ 20 (21)
where pno(x|xa), pri(x|xa) and pna(x|xa) are the distributions
describing the variation in signal power about the average power xa at
each position. The signal power distributions are defined as follows,
pno(x|xa) = 1
σ
√
2pi
e
−
[
(x|xa−µ)2
2σ2
]
(22)
pri(x|xa) = (x|xa)
σ2
e
−
[
(x|xa)2+A2
2σ2
]
I0
(
(x|xa)A
σ2
)
(23)
pna(x|xa) = 2m
m
Γ(m)Ωm
(x|xa)2m−1e−mΩ (x|xa)2 (24)
where µ and σ are the mean and standard deviation of (x|xa); A is the
amplitude of the LOS component, I0 is the modified Bessel function
of the first kind and zero order, Ω is the scale parameter equal to the
mean value of (x|xa)2 and m is the Nakagami parameter.
5. CONCLUSIONS
A wideband channel sounder capable of capturing the evolving
response of a rapidly changing radio link has been described. It uses
a Pseudo Random Gaussian Noise waveform that has a rectangular
spectrum and negligible side-lobes. This allows the receiver to
sample the waveform at exactly the Nyquist frequency providing
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better sampling efficiency compared to other waveforms e.g., Chirp.
Configurable technology (FPGA) has been used which enables the
sounder to be adapted for measurements in different scenarios by
changing the waveform, bandwidth, channel sampling rate and number
of real-time averages. The use of FPGA improves the reliability of the
sounder and allows for compact design and future upgrades without
changing the architecture. The problem of transmitter and receiver
synchronisation has been eliminate by using frequency references
that can be obtained from GPS receivers or similar transmissions
thereby eliminating link path length restriction inherent in wideband
channel measurements. Back-to-back test results have shown that the
improvement in signal-to-noise ratio achievable with up to 16 periodic
averaging in the presence of random Gaussian noise can be represented
by 10 log10Na, where Na is the number of averages.
One of the main contributions of this paper is that the developed
channel sounder architecture has allowed a more than 60% reduction
in the size, weight and cost of the channel sounder systems whilst
providing more flexibility in channel measurement. The architecture
has been used to shift channel sounder system complexity from
hardware to software. The application of programmable technology
allows advantages to be taken of future faster devices in channel
characterisation without changing the fundamental architecture of the
sounder.
Measurements carried out in an urban environment has shown
that automotive traffic, although not bisecting the transmitter-to-
receiver path, can introduce frequency selective fading of up to 40 dB.
Results show that the duration of the fade and depth depend on
the size of the passing vehicle. Although the fade depths within the
bandwidth are large, the averaged received power across the bandwidth
exhibits relatively smaller variations. This shows that the impact of
dynamic variations on wideband signals within picocell environment
is dominated by the quality of the signal rather than signal strength.
The temporal nature of the impact of dynamic variation will introduce
error burst in digital receptions.
Channel models for urban microcell and picocell have largely
assumed large antenna heights and long path lengths. For small
distances less than 20m, free space path loss is assumed. Results
from the study reported in this paper show that for path length up
to 20m a linear path loss model with a gradient that is less than
1 dB/m can be used. The results also show that path loss is smaller
than predicted by the WINNER model for indoor channels (B3).
Overall, in static conditions, the small scale signal variation can be
modeled using a Gaussian distribution about the mean. However
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under dynamic conditions, signal variation is Rician distributed for
antenna separations up to 10m and Nakagami distributed for antenna
separations beyond 10m. This paper has produced useful results
relevant to system planning and design for urban picocell high data
rate transmissions. In particular, the results are relevant to high data
rate ad-hoc network systems which use short range transmissions.
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