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Self-assembled supramolecular aggregates are excellent candidates for the design of efficient exci-
tation transport devices. Both artificially prepared and natural photosynthetic aggregates in plants
and bacteria present an important degree of disorder that is supposed to hinder excitation trans-
port. Besides, molecular excitations couple to nuclear motion affecting excitation transport in a
variety of ways. We present an exhaustive study of exciton dynamics in disordered nanorings with
long-range interactions under the influence of a phonon bath and take the LH2 system of purple
bacteria as a model. Nuclear motion is explicitly taken into account by employing the Davydov
ansatz description of the polaron and quantum dynamics are obtained using a time-dependent vari-
ational method. We reveal an optimal exciton-phonon coupling that suppresses disorder-induced
localization and facilitate excitation de-trapping. This excitation transfer enhancement, mediated
by environmental phonons, is attributed to energy relaxation toward extended, low-energy excitons
provided by the precise LH2 geometry with anti-parallel dipoles and long-range interactions. An
analysis of localization and spectral statistics is followed by dynamical measures of coherence and
localization, transfer efficiency and superradiance. Linear absorption, 2D photon-echo spectra and
diffusion measures of the exciton are examined to monitor the diffusive behavior as a function of
the strengths of disorder and exciton-phonon coupling.
I. INTRODUCTION
Nanorings and other one-dimensional molecular aggre-
gates are of great interest in the design of sensors and
photovoltaic devices. The use of nano-structured rings
as a probe for precise thermometry of quantum sam-
ples have been proposed [1], with applications to various
branches of materials science, biology and physics. Engi-
neered quantum rings may also serve as highly sensitive
superabsorbing photonic sensors [2]. Artificial assem-
blies of chromophoric rings have also been considered, al-
though many attempts resulted in dynamics that can be
explained by incoherent hopping [3]. Yong et al. [4] have
recently successfully demonstrated exciton delocalization
in synthetic nanorings using porphyrin compounds.
Ring-shaped bacteriochlorophyll (BChl) aggregates
are naturally found in the intracellular photochromatic
membrane of purple bacteria showing hexagonal packing.
Photons are captured by ring shaped light-harvesting 2
(LH2) complexes in the form of an exciton that migrates
to the reaction center contained in larger ring structures
denominated light-harvesting 1 (LH1)[5–7]. Transfer of
the exciton to the reaction center, where charge sepa-
ration takes place proceeds with remarkable efficiency
[8]. These photosynthetic systems receive the name of
pigment-protein complexes because they are constituted
by photosensitive chromophores (BChl-a in the case of
purple bacteria) embedded in a protein environment that
is strongly coupled to the electronic excitations of the pig-
ment aggregate. The peripheral antenna complex LH2
∗Electronic address: YZhao@ntu.edu.sg
is a circular aggregate built from αβ-heterodimers. De-
pending on the species it presents C8 or C9 symmetry.
Each unit has a pair of α and β apoproteins, a carotenoid
and three bacteriochlorophylls-a (BChls a) molecules [9–
11]. The BChl-a molecules in the LH2 form two rings,
B800 and B850, named according to the wavelenghths
of their absorption peaks at 800 nm and 850 nm. The
chromophores of the B850 band are more tightly coupled
to each other giving rise to delocalized excitonic states,
while the chromophores in the B800 band are simply
modeled by excitation hopping from one site to another
[8]. In this work we will focus on exciton dynamics in
the B850 band on a disordered energy landscape under
environmental phonons.
Self-assembled artificial ring structures [4] and natural
photosynthetic aggregates often present a non-negligible
degree of structural deformation at each pigment. Re-
cent spectroscopic studies of the LH2 have shown that
relaxation processes are highly dependent on the realiza-
tion of disorder [12]. On the top of this inhomogeneous
broadening or static disorder, dynamic fluctuations such
as solvent effects, nuclear motion and pigment-protein in-
teractions are coupled to the electronic molecular excita-
tions leading to homogeneous broadening of the spectral
features. The transition dipole moments of the pigments
in the B850 band are aligned in a tangential, in-plane
configuration, with adjacent dipoles running in opposing
directions (Figure II). This configuration induces an op-
tical red-shift of the absorption band with respect to the
monomer absorption peak. The electronic coupling be-
tween adjacent dipoles are positive, while the long-range
interactions have alternating signs. Cyclic aggregates
such as the LH2 present a sharp distribution of oscil-
lator strengths where most of the optical activity is held
by a few superradiant, bright states [13]. Superradiance
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2relies on the cooperative effect of coupled chromophores,
where a single excitation can be shared among an ex-
tended patch of pigments, leading to an enhanced radia-
tive decay [14]. It is thus a quantum phenomenon, fully
dependent on the coherence between molecular excited
states. The optical activity under static disorder redis-
tributes, lowering their cooperative nature. In the clean,
non-disordered crystallographic structure of the LH2, all
the oscillator strength lies within the degenerate states
at the bottom of the exciton band k = ±1, immediately
above the lowest energy state k = 0, which is dark [15]. In
disordered rings, degeneracies are lifted and the oscilla-
tor strength redistributes, as revealed by single molecule
spectroscopy for the lost of degeneracy of the k = ±1
states[17]. Jang and Silbe [18, 19] have extensively stud-
ied the splitting energy dependence of the bright states,
concluding that both diagonal and off-diagonal disorder
may be required to reproduce experimental values of the
energy splitting. Additionally, static disorder induces lo-
calization of the wave functions and hinders diffusion in
a tight binding model, a mechanism first described by
Anderson [20, 21]. In contrast, delocalization originated
in long-range dipole-dipole interactions is more robust
against disorder [22]. Unsurprisingly, long-range elec-
tronic coupling is found to enhance exciton transfer in
comparison to a tight-binding model [23].
In the late 1990s, Zhao et al. calculated distributions
of cooperative radiative decay rates in photosynthetic ag-
gregates in the presence of static diagonal disorder, which
can be directly observed in single-molecule spectroscopy
[24]. Comparisons were also made with excitonic local-
ization due to self-trapping. Stru¨mpfer and Schulten
[25, 26] recently studied the dynamics of coherence in
the B850 band by means of a Hierarchy of Equations of
Motion (HEOM), finding an steady-state coherence size
of 11.2 pigments at 300 K for an initially localized state
in an 18-pigment LH2, although their model does not
address static disorder or the combined effect of static
disorder and exciton-phonon coupling on excitonic lo-
calization [27]. Freiberg et al. [28] performed spectro-
scopic studies concluding that the lowest-energy optical
excitations in the LH1 and LH2 antenna complex are
dominated by polaronic states. Static disorder may also
be responsible for the emergence of small-polaron states
in molecular aggregates [27]. The interplay of vibronic
interactions, energetic disorder and thermal activation
requires careful evaluation in order to establish a con-
sensus on excitation energy transfer in photosynthetic
systems. Recently, non-linear spectra of the LH2 has
been obtained through atomistic modeling and a com-
bination of quantum-classical methods [29]. Polaronic
effects in the LH2 at finite temperatures have been re-
cently analyzed [30], but the authors did not model exci-
tation transfer including dissipative terms and their anal-
ysis of static disorder is scarce. The single Davydov D2
trial wave function employed in that work is the sim-
plest form of soliton-like trial states and only yields reli-
able results in the strong exciton-phonon coupling regime
[31]. A recent analysis using the multiple-D2 trial state
[32] reveals that when the electronic coupling between
chromophores is strong, a superposition of up to 32 D2
ansa¨tze is required so that the accuracy of the trial state
remains close to that of a single Davydov D1 ansatz,
which is the variational state utilized in the present work.
We employ the Frenkel-Dirac time dependent variational
method with the Davydov D1 ansatz and study the ef-
fects of static disorder on the coherence and excitonic dy-
namics of the B850 ring with vibronic coupling to intra-
molecular modes. Due to the computational overload
of statistically meaningful disordered ensembles, we ex-
ploit the parallel architecture of Graphic Processor Units
(GPU) and deploy our dynamics simulations on this plat-
form. Further details on numerical considerations can be
found in Appendix E.
The rest of the paper is organized as follows. In Sec-
tion II we will explain the model under consideration, the
methodology employed and a justification for the choice
of system parameters. In Section III we will first ana-
lyze the disorder-induced localization in the absence of
the phonon environment, which is followed by results on
exciton dynamics for different strengths of disorder and
exciton-phonon coupling. In addition, we will study a
few measures of delocalization, and quantify the dephas-
ing effects of the bath. Next, we will verify that exciton-
phonon interactions in disordered nanorings do enhance
excitation transfer. Finally, the absorption spectra will
be derived and the mean squared displacement of exciton
diffusion will also be discussed. Conclusions are drawn
in Section IV.
II. THEORY
In this work we are going to model exciton dynamics in
the B850 band of the LH2 pigment-protein complex from
Rs. molischianum, whose crystal structure was resolved
using X-ray diffraction by Koepke et al. [10]. This aggre-
gate presents C8 symmetry and it is therefore constituted
by 16 pigments. Details about the structural parameters
can be found in Figure II. We adopt a one-dimensional
Holstein molecular crystal model [33, 34] with periodic
boundary conditions in order to describe exciton dynam-
ics in the LH2 embedded in a phonon bath. We have
successfully utilized this formalism in previous studies
for the analysis of polaron dynamics in purple bacteria
[23, 35, 36]. Polaron states have been recently proposed
to play a crucial role in the dynamics and directional-
ity of energy transfer in the LH2 [28, 37]. The Holstein
Hamiltonian may be written in the following form:
Hˆ = Hˆex + Hˆph + Hˆex−ph (1)
where Hˆex is the Frenkel-exciton Hamiltonian, Hˆph de-
notes the phonon Hamiltonian, and Hˆex−ph represents
the exciton-phonon interactions. Each term of the Hol-
3stein Hamiltonian can be written as
Hˆex =
∑
nm
Knmaˆ
†
naˆm (2)
Hˆph =
∑
q
ωqbˆ
†
qbˆq (3)
Hˆex−ph = − 1√
N
∑
nq
gqωqaˆ
†
naˆn
(
eiqnbˆq +H.c.
)
(4)
where the Planck’s constant h¯ has been set to one, aˆ†n
(aˆn) is the creation (annihilation) operator of a molecu-
lar excitation at the n-th site, b†q (bq) creates (destroys)
a phonon with momentum q and frequency ωq, gq deter-
mines the exciton’s coupling to phonons with momentum
q, and Knm is the Frenkel exciton Hamiltonian for the
ring:
Knm =

1 J1 W1,3 · · · J2
J1 2 J2 · · · W2,16
W3,1 J2 3 · · · ·
· · · · · · ·
· · · · 14 J2 W14,16
· · · · J2 15 J1
J2 · · · W16,14 J1 16

(5)
For the site energies i of the Hamiltonian, we neglect
the small differences between the chemical environments
of the α and β pigments and consider equal excitation
energies for every pigment unless otherwise specified:
i = 
′
i + δi i ∈ [1, N = 16] (6)
where we set ′i = 0 for simplicity and δi is the diagonal
disorder term. Dimerization in the electronic coupling
between nearest neighbors has been shown to affect the
excitation transfer dramatically [38]. We have extracted
these parameters from a semiempirical INDO/S analysis
[11]:
Ji = J
′
i + δJi i ∈ [1, 2] (7)
with the intra-dimer coupling constant J ′1 = 594 cm
−1
and the inter-dimer coupling constant J ′2 = 491 cm
−1.
The term δJi accounts for the off-diagonal disorder. In
accordance with an extensive analysis of static disorder
in the LH2 by Jang et al. [5] and single-molecule exper-
iments [17, 39] we will employ Gaussian distributions in
order to model both sources of disorder. It is believed
that both types of disorder are simultaneously present
in the LH2, with an estimated σ ranging from 100 to
200 cm−1 [5, 17, 40]. We have also corroborated that the
employed Gaussian distributions give rise to the same ap-
parent behaviour of the variables under consideration by
using geometrical distortion in the structural parameters.
Thus, both δi and δJi are sampled from independent
Gaussian distributions:
P (δi, δJj) =
1√
2piσ2E
1√
2piσ2J
exp
(
δ2i
2σ2E
+
δJ2j
2σ2J
)
(8)
where the standard deviations σE, σJ correspond to diag-
onal and off-diagonal disorder respectively. As a word
of caution, we remind the reader that ensembles of di-
agonal and off-diagonal disorder with equal standard de-
viations (σE = σJ) are not strictly comparable to each
other: for large values of σJ, off-diagonal disorder will ef-
fectively decouple the ring at random positions, acutely
affecting localisation and coherence. Besides, the sign of
some coupling elements may be reversed. This should be
kept in mind when interpreting the following results. The
long-range matrix elements Wij are assumed to arise from
dipole-dipole interactions between non-nearest neighbors
chromophores [23, 41]:
Wij = C
[
dˆi · dˆj
|rij|3 −
3(dˆi · rij)(dˆi · rij)
|rij|5
]
(9)
where C is the proportionality constant C =
640725A˚
3
cm−1 [11], rij is the distance vector between the
ith and jth monomers, and dˆi is a unit vector characteriz-
ing the transition dipole moment of the ith chromophore.
Regarding the phonon environment, we are going to
focus on a resonant intramolecular ω0 = 1670 cm
−1 ∼ 20
fs vibration which linearly couples to the electronic ex-
cited states of the LH2’s chromophores. This can be
clearly seen in the structure of the interaction Hamil-
tonian (Eq. 4). This form of interaction results in dy-
namic fluctuations of the optical transitions of each chro-
mophore, as shown in a combined quantum chemistry,
molecular dynamics study by Damjanovic´ et al. [42].
A recent atomistic calculation of the spectral density in
the LH2 also predicts resonant peaks around ω0 [43].
It is thus reasonable to expect a certain dispersion of
this mode in the aggregate. For this reason, we adopt
a linear dispersion with a tunable phonon bandwidth
W ∈ [0, 1] in accordance with previous studies of the
LH2. [23, 36, 44]:
ωq = ω0 + 2Wω0
( |q|
pi
− 1
2
)
(10)
where q = 2piN
(−N2 + (i+ 1)) i = 0, ..., N − 1. Einstein
phonons can be modelled by setting W = 0. The struc-
ture of the exciton-phonon interaction is captured by the
spectral density function:
Jnm(ω) ≡ 1
2pi
∫ ∞
−∞
〈Vˆm(t)Vˆn(0)〉pheiωtdt (11)
where
Vˆn =
1√
N
∑
q
gqωq(e
iqnbˆq + e
−iqnbˆ†q) (12)
and 〈· · ·〉ph is the thermal equilibrium for the ground
state. Substituting Eq. (12) into Eq. (11):
Jnm(ω) =
1
N
∑
q
g2qω
2
qe
iq(m−n)δ(ω − ωq) (13)
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Figure 1: Schematic of the orientation of the Qy transition
dipole moments in the B850 ring from Rs. molischianum
with C8 symmetry. The intra-dimer and inter-dimer dis-
tances are 9.1 A˚ and 8.9 A˚ repsectively and the radius is 23
A˚. The angles between transition dipole moments are 167.5◦
(intra-dimer) and 147.5◦ (inter-dimer) leading to a head-to-
tail configuration. Nearest neighbors coupling constants are
extracted by a semiempirical method [11]: J ′1 = 594 cm
−1
for intra-dimer pigments and J ′2 = 491 cm
−1 for inter-dimer
pigments. Long range interactions are calculated using dipole-
dipole assuming dipole-dipole interactions (Eq. 9).
Following Tanaka [44] and neglecting spatial correlations
[29, 43], we employ the following elliptic form of the spec-
tral density:
J00(ω) =
2Sω2
NpiW 2
√
W 2 − (ω − ω0)2 (14)
where the Huang-Rhys factor S determines the global
coupling strength of the exciton manifold to the nuclear
motion: 1N
∑
q g
2
qωq = Sω0 = Λ, where Λ is the reorga-
nization energy.
As a means of simulating the polaron dynamics we
made use of a family of time dependent wave functions
of the D1 type belonging to the Davydov ansatz family:
|D1(t)〉 =
∑
n
αn(t)aˆ
†
nUˆ
†
n(t) |0〉ex |0〉ph (15)
where αn is the amplitude of an exciton in the n
th site
of the ring and U†n is the displacement operator which
creates a product of coherent states at the n-th site:
Uˆ†n(t) ≡ exp
∑
q
[λnq(t)bˆq −H.c.] (16)
where H.c stands for Hermitian conjugate. We can ex-
tract the equations of motion for the variational parame-
ters from the Dirac-Frenkel Lagrangian formalism, which
is described in Appendix B:
d
dt
(
∂L
∂β˙∗n
)
− ∂L
∂β∗n
= 0, βn ∈ {αn, λnq} (17)
where the Lagrangian takes the following form:
L = 〈D1(t)| i
2
←→
∂
∂t
− Hˆ|D1(t)〉 (18)
Unless otherwise specified we will start with a local exci-
tation in the ring αn(0) = δn,8 with the vibrational bath
in the ground state λnq = 0. An initially localized ex-
citation is plausible scenario for the case of excitation
transfer from a surrounding carotenoid molecule, which
are known to be efficient donors in the LH2 [45, 46]. The
second assumption implies that our dynamics capture the
zero temperature limit: the resonant modes that we are
studying present frequencies which cannot be thermally
activated (1600 cm−1 >> 200 cm−1) and they will get
populated upon exciton injection. In a realistic system,
S = 0.5 [42] and σ is in the range of 100 ∼ 200 cm−1
[5, 17, 40].
III. RESULTS AND DISCUSSION
A. Localization and spectral statistics of a bare
exciton
Let’s investigate the impact of disorder in the absence
of the phonon environment. The purpose of this section
is to show that the systems under investigation present
robust delocalised states, beneficial for transport, around
the bottom of the band. These states are populated
by energy relaxation via environmental phonons. The
long-range, parallel-antiparallel structure of the Hamil-
tonian is crucial for the validity of the following re-
sults. In contrast, a model with nearest-neighbour inter-
actions (or parallel dipoles with long-range interactions)
would present highly localised states at the bottom of the
excitonic band, and phonon-mediated relaxation would
severely hinder excitation transfer.
A typical measure of localization is the inverse partic-
ipation ratio (IPR) [47]:
IPR(Ei) =
1∑
n |Ψin|4
(19)
where Ψin is the amplitude of the excitonic eigenstate
with energy Ei on site n. IPR = 1 if the state is lo-
calized on only one site, and IPR = N if the wave
function is equally distributed among all sites in an N
site system. We will complement this information with
an analysis of the repulsion parameter borrowed from
Random Matrix Theory (RMT), a common tool for the
analysis of wave localization and transport in disordered
quantum systems [48]. Specific scaling relations between
wave function localization and the repulsion parameter
in finite, disordered one-dimensional systems have been
proven [49–52]. In particular, the repulsion parameter
in one-dimensional systems is very sensitive to the ra-
tio (localization length)/(system size) and therefore we
can interpret the repulsion parameter as a complemen-
tary measure of wave function localization [52]. Further
information regarding the extraction of the repulsion pa-
rameter can be found in Appendix A.
We plot in Figure II the results of this disorder-induced
localization analysis. In the left column we display the
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Figure 2: (Left column) IPR (Eq. 19) as a function of
disorder strength and energy of the disordered excitonic
spectrum. Growing downwards, the values of disorder
are σ = 0, 50, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000
cm−1. The different panels correspond to diagonal disorder
(top), off-diagonal disorder (center) and both diagonal and
off-diagonal (bottom). (Right column) Repulsion parameter
as defined in Eq. A1. We have defined three different regions:
β > 0.9, chaotic region or diffusive (blue dots); 0.5 ≤ β ≤ 0.9,
intermediate region (light green dots); β < 0.5 localized or
regular region (red dots). These results have been obtained
after an ensemble average of 10000 realizations of disordered
Hamiltonians.
excitonic IPR for various disorder strengths for diagonal
disorder (top panel), off-diagonal disorder (center panel)
and both types of disorder simultaneously present (lower
panel). Since we assume the same excitation energy for
all sites in the ring, we have subtracted this value from
the eigenstates for easier illustration. The most imme-
diate effect of disorder is the breakdown of the dou-
bly degenerate structure of the excitonic spectrum (with
the exception of the ground state and the highest energy
state in the pristine system, all eigenstates come in de-
generate pairs). Each pair of degenerate states branches
into two separate states which diverge from each other
with increasing disorder. The localization properties
of the spectrum in the three cases show an asymmet-
ric IPR with robust, delocalised states at low energies.
For realistic values of disorder, where σ ranges between
50 and 200 cm−1, the IPR of the lowest excitonic states
ranges between 10 and 12 sites. This is in stark contrast
to a simple model with nearest-neighbour interactions,
where the IPR of these states would be at least 4 sites
lower, especially for strong disorder. In comparison with
the diagonal case, off-diagonal disorder widens slightly
the range of the spectrum. This may be understood by
considering the fact that the excitonic band gap is gen-
erally proportional to the inter-chromophoric coupling.
For large values of disorder, there appears a dip around
0 cm−1 in the off-diagonal case which is flattened when
diagonal disorder is also included. In all cases, localiza-
tion is very sensitive to the exciton’s energy, with the
highest energy states having around half the IPR value
of the low energy states.
As for the repulsion parameter β, which is proportional
to the localization length of wave functions [52], the re-
sults are shown in Figure II (right column) as a func-
tion of disorder strength and nearest neighbors spacing
si = (Ei+1 − Ei). We have distinguished three different
regions according to its value (Eq. A1): β > 0.9 chaotic
region or diffusive (blue dots), 0.5 ≤ β ≤ 0.9 intermediate
region (light green dots) and β < 0.5 localized or regu-
lar region (red dots). We observe how extended states
at low energies, corresponding to a diffusive regime sur-
vive even for large values of disorder in the three cases
of disorder. Localization affects more strongly high en-
ergy states, which rapidly become localized (red dots).
The extent of the localized region is larger in the diag-
onal disorder case. In the case of off-diagonal disorder,
the localized region gets reduced but the intermediate re-
gion also increases at the expense of reducing the extent
of the diffusive, delocalized region. When both diagonal
and off-diagonal disorder, the impact of diagonal disor-
der in the high energy states gets significantly reduced.
B. Polaron dynamics
Let us now analyze the dynamics of the exciton in a
disordered energy landscape for various exciton-phonon
coupling strengths. In analogy with the exciton popula-
tion |αn(t)|2, we can study the phonon environment by
6Figure 3: Real space dynamics of the exciton probability |αn(t)|2 and phonon displacement ξn(t). The left panels show the
results without any static disorder. The center panels are computed with diagonal disorder (σE=100 cm
−1) while the right
panels are given with off-diagonal disorder (σJ=100 cm
−1). Different rows correspond to increasing exciton phonon coupling
with corresponding Huang-Rhys factors of S = 0.0, S = 0.5, S = 1.0 and S = 1.5. The color scale for the exciton population is
0 for blue and red for 0.15, while regions with larger probability are white. The color code for the phonon displacements has
been ranged in every case to ξn ∈ [−0.5, 0.5] in order to stress the differences between weak and strong coupling cases. White
regions appear whenever the displacement is outside this region. The results have been averaged over 1000 samples.
introducing the phonon displacement ξn at site n:
ξn(t) = 〈D1(t)| bˆ
†
n + bˆn
2
|D1(t)〉
=
1
2
√
N
∑
q
∑
n′
|αn′(t)|2(e−iqnλ∗n′q + eiqnλn′q)
(20)
where bˆ†n = N
−1/2∑
q e
−iqnbˆ†q. The dynamics of exciton
probability |αn(t)|2 and phonon displacement ξn(t) are
shown in Figure 3, for a phonon bandwidth W = 0.5 and
fixed static disorder of σE = 100 cm
−1 (center panels)
and σJ = 100 cm
−1 (right panels). Calculations without
static disorder are shown at left for comparison. Figure
4 shows the same results for stronger static disorder with
σE = 300 cm
−1 or σJ = 300 cm−1. The main result of
this section is clearly illustrated in Figure 4 with σ = 300
cm−1, by comparing the first row (S = 0, no phonons)
with the second (S = 0.5) and third row (S = 1.0).
When no phonons are present, the wave packet remains
localized and it does not spread. When moderate cou-
pling to vibrations is turned on, the excitation is allowed
to diffuse. However, if the exciton-phonon coupling is
too large, dynamic localization of the exciton sets in and
the excitation is again localized. An optimal parameter
regime with the Huang-Rhys factor S around 0.5, corre-
sponding to a reorganization energy of 835 cm−1 is thus
expected and will be confirmed in the forthcoming sec-
tions. This is precisely the estimated value of the exction-
phonon coupling found in the LH2 [42]. Further increas-
ing the exciton-phonon coupling strength tends to slow
down the initial diffusion of the exciton. In the absence of
exciton phonon interactions (S = 0) we observe that pop-
ulation dynamics are somewhat symmetric with respect
to the initial site. In contrast, when moderate exciton-
phonon interaction takes place (S = 0.5), there appears
a preferred direction where the exciton travels from right
to left during the interval 30 to 120 fs. This behavior
endures for weak static disorder σE, σJ = 100 cm
−1 (Fig-
ure 3) but disappears for stronger disorder σE, σJ = 300
cm−1 (Figure 4). Regarding the phonon displacement,
the dominant V-shaped feature of the displacement re-
mains in the disordered case due to its own propaga-
tion pattern, which is determined by the employed linear
dispersion relationship (10). In particular, the phonon
bandwidth parameter W determines the group velocity
7of the phonon displacement which in the plots of Fig-
ures (3) and (4) translates into a steeper V-shape with
increasing W . Nevertheless, on the top of the dispersion
pattern there are phonon displacements which are due
to energy exchange between the exciton and the phonon
environment. The differences between diagonal disorder
and off-diagonal disorder are not very severe and over-
all they impact the exciton dynamics in similar manners.
When disorder is strong (Fig. 4), the off-diagonal case
benefits from exciton-phonon coupling in any case. For
diagonal disorder, an optimal value of S is found.
C. Coherence and Delocalization
Whenever we employ the term coherence, we will ex-
plicitly refer to coherence among the N localized molecu-
lar excited states {|n〉} with n ∈ [1,N] that conform the
site basis of the aggregate. This is an important remark
since in spectroscopic experiments, on the contrary, co-
herences are probed among excitonic eigenstates. In the
presence of static disorder, the excitonic wave functions
suffer Anderson localization that can lead to the suppres-
sion of diffusion [20]. Moderate exciton-phonon interac-
tions may help the exciton to surpass energetic barriers,
at the expense of destruction of coherence among dif-
ferent molecular excited states in the aggregate. In the
Holstein model, the localized states are linearly coupled
to the bath’s coordinate (see Hˆex−ph). A rough phys-
ical picture would be to interpret exciton-phonon scat-
tering processes as a leak of information of the exciton’s
state into the environment, destroying coherences among
excitonic states and leading to localization of the wave
functions in the site basis. In disordered networks, there
exists an optimal value of the exciton-phonon coupling
which enhances exciton diffusion and prevents localiza-
tion. Coherent localization due to disordered networks
will be loosen by scattering processes. Dynamical res-
onances among sites are created and extended exciton
states are formed. If the exciton-phonon interaction is
too strong, dynamical localisation of the excitonic po-
laron takes place. Quantum transport in disordered net-
works subject to a dephasing environment has been in-
vestigated thoroughly [53–58].
In the following we will study the dynamics of two
different variables which will help us to elucidate the dis-
tinction between coherent and incoherent transport as a
function of the exciton-phonon coupling strength and the
degree of disorder in the aggregate. Both measures are
functions of the reduced density matrix of the exciton:
ρˆnm = Tr[|D1(t)〉 〈D1(t)| aˆ†naˆm] (21)
Substituting the D1 ansatz (Eq. 15) into Eq.(21):
ρˆnm = α
∗
nαmSnm (22)
where Snm is the Debye-Weller factor which encompass
the dephasing effects of the exciton-phonon interaction
and is given by:
Snm(t) = exp
[∑
q
(
λ∗nq(t)λmq(t)
− 1
2
|λnq(t)|2 − 1
2
|λmq(t)|2
)]
(23)
where the variables λnq (λmq) characterize the coherent
state of the bath in the D1 ansatz (Eq. 15) related to
the displacement of the oscillator q at site n (m). Clearly
Snn = 1 and the diagonal elements of ρˆnn = |αn|2 corre-
sponds to the exciton populations in the site basis, while
the off-diagonal elements or coherences get generally sup-
pressed by the presence of the Debye-Weller factor Snm.
First, we will analyze the coherence size as a measure of
the amount of coherence among different pigments in site
basis. This measure receives contributions of both the
diagonal (populations) and off-diagonal (coherence) ele-
ments of the reduced density matrix. The coherence size
Lc(ρˆ) describes thus the size of a domain within which
the chromophores interact coherently. The definition of
Lc(ρˆ) in terms of the reduced density matrix (21) is [24]:
Lc(ρˆ) ≡ (
∑
nm |ρˆnm|)2
N
∑
nm |ρˆnm|2
(24)
where N is the number of total pigments in the ring.
In addition to a measure of quantum coherence among
chromophores, we want to characterize a measure of lo-
calization solely based on the information of exciton pop-
ulation at each site, regardless of coherences. In analogy
with the inverse participation ratio (Eq. 19), we define
the inverse population ratio:
IPR(ρˆ) =
1∑
n |ρˆnn|4
(25)
Let us consider three extreme cases to emphasize the dif-
ferences between the IPR(ρˆ) as defined in Eq. 25 and the
coherence size of Eq. 24. Firstly, let us consider a fully
localized state |ψ〉 = |m〉 in a certain site m. The corre-
sponding density matrix is: ρˆ = |m〉 〈m|. The IPR(ρˆ) in
this case is 1 and the coherence size is Lc(ρˆ) = 1/N . Sec-
ondly, we consider a purely statistical mixture without
any coherence, then ρˆ is diagonal with elements 1/N .
In this case the IPR(ρˆ) = N and the coherence size
Lc(ρˆ) = 1. Finally, if we have a maximally coherent
state, where ρˆnm = 1/N ∀ n,m then the IPR(ρˆ) is still
N as in the second case but the coherence size is now
Lc(ρˆ) = N .
The first two columns of Figure 5 show the coher-
ence size dynamics as a function of disorder and exciton-
phonon coupling strength. At t = 0, the coherence size is
equal to 1/16 because the exciton is completely localized
in one site. Subsequently the coherence size increases due
to the superposition of molecular excited states. Oscilla-
tions appear after the first period of oscillation around 20
fs. Following a transient signal, the coherence size reaches
8Figure 4: Real space dynamics of the exciton probability |αn(t)|2 and phonon displacement ξn(t). The left panels show the
results without any static disorder. The center panels are computed with diagonal disorder (σE=300 cm
−1) while the right
panels are given with off-diagonal disorder (σJ=300 cm
−1). Different rows correspond to increasing exciton phonon coupling
with corresponding Huang-Rhys factors of S = 0.0, S = 0.5, S = 1.0 and S = 1.5. The same color scheme of Figure 3 has been
employed.
an steady state value depending on the exciton-phonon
coupling and the strength of disorder. As expected, the
steady-state values of the coherence sizes decrease with
stronger exciton-phonon coupling and stronger static dis-
order. During the initial instants (t < 30 fs), an increase
in the Huang-Rhys factor slows down the growth of the
coherence size. At later times, the value of the coherence
size stays around 2-3 sites below in the former case. Con-
cerning the differences between diagonal and off-diagonal
disorder (first and second column), we clearly see that the
system with diagonal disorder presents significantly lower
values of the coherence size for moderate static disorder
(σE, σJ=300, 500, 700 cm
−1) while remaining very sim-
ilar in the weakly disordered case of σE, σJ=100 cm
−1.
This can be understood because when σJ is close or of the
same order as the nearest neighbors coupling (500 cm−1),
various sites will be strongly coupled together and will
interact coherently, increasing thus the coherence size.
The last two columns of Figure 5 show the dynamics
of the inverse population ratio IPR(ρˆ) as a function of
disorder and exciton-phonon coupling strength. In con-
trast to the coherence size Lc(ρˆ), the IPR(ρˆ) is maximum
for the case of weak to moderate coupling to the nuclear
motion. In the off-diagonal case, the IPR(ρˆ) at later
times, seems to benefit of exciton-phonon coupling for
all couplings S > 0. Even quite strong coupling S = 1.5
reaches a higher IPR than the uncoupled case S = 0.
Many regimes are possible with both coherent and inco-
herent features, measured by different pairs of Lc(ρˆ) and
IPR(ρˆ). In the case of diagonal disorder, the IPR(ρˆ) is
only enhanced for weak-moderate coupling (S = 0.5-1.0).
Both the coherence size Lc(ρˆ) and the inverse pop-
ulation ratio IPR(ρˆ) reach an steady state value af-
ter ∼100 fs. We have investigated the behavior of
the average steady state coherence (ASSC) and aver-
age steady state IPR (ASS-IPR) versus the disorder
strength σ/J and S where J denotes the average value
of the inter-dimer and intra-dimer coupling which is 542
cm−1. The considered values of disorder are therefore
σ/J = 0.18, 0.55, 0.92, 1.30 for σ = 100, 300, 500, 700
cm−1 respectively. Anderson localization typically oc-
curs for σ/J ∼ 1 [20] in a nearest-neighbour model. A
bird’s-eye view of both the ASSC and the ASS-IPR are
shown in Figures 6, 7 respectively. Diagonal disorder
is given by the blue mesh while off-diagonal disorder is
given by the red one. The tendency of the ASSC (Fig. 6)
agrees with our previous discussion: without exception,
the ASSC decreases with both increasing values of the
exciton-phonon coupling and the disorder strength. It is
notorious that the ASSC remains quite high (4-5 sites)
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Figure 5: Lc(t) for different Huang-Rhys factor (exciton-phonon coupling strength) S with a bandwidth parameter of W = 0.5.
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Figure 6: Bird view plot of the average steady state coher-
ence size ASSC. The results have been averaged over 1000
samples for a single ring system with W = 0.5.
even in the case when σ = 700 cm−1. In contrast, the
ASS-IPR (Fig. 7) exhibits lower values in the case of zero
coupling (S = 0) to the phonon environment due to a
heavily localised spectrum. The unusually large value of
12 chromophores for weak disorder and very strong cou-
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Figure 7: The 3D-plot of the average steady-state IPR. The
results have been averaged over 1000 samples for a single ring
system with W = 0.5.
pling S = 1.5 is not necessarily beneficial for transport
as we will see in later sections. In redcomparison with a
realistic system, where S = 0.5 [42] and σ ∼ 100 − 200
cm−1 [5, 17, 40], our results show a good compromise
between sufficient coherence and exciton delocalization
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encompassing around 7 sites of the aggregate in agree-
ment with other estimates based on experimental data
[61]. Other dephasing mechanism arising from solvent
effects not taking here into account will reduce slightly
the amount of delocalization.
In closed, purely excitonic systems, delocalization is
unequivocally related to coherence between the chro-
mophores in the aggregate. When the exciton is embed-
ded in a dephasing environment, the delocalized nature
of the exciton picture is perturbed and mixed states with
a broad distribution of the population may now emerge
in the absence of coherence. The later won’t benefit from
the interference effects that enhance and suppress differ-
ent excitation transfer paths which are thought to influ-
ence dramatically the transfer efficiency [59]. Nonethe-
less, fully coherent dynamics presents strict destructive
interference and noise processes that can be character-
ized by the presence of invariant subspaces of the Hamil-
tonian leading to exciton trapping [60]. As we will see
in the next section, this phenomena may also be under-
stood by the existence of subradiant states which remain
trapped in the network albeit being dissipative.
Due to the dephasing nature of the phonon envi-
ronment, we have seen how the coherence size Lc(ρˆ)
steadily decreases with increasing exciton-phonon cou-
pling strength. Lc(ρˆ) also decreases for an increasing
disorder because the quasi-momentum ceases to be a
good quantum number and the symmetry of the excitonic
spectrum is lost. Differently, the inverse population ratio
IPR(ρˆ) in disordered aggregates will increase in the pres-
ence of weak coupling to the vibrational motion as com-
pared to no exciton-phonon interaction at all, because
the noisy environment suppresses the disordered-induced
localization phenomena, which relies on wave coherence.
By comparing the coherence size and the inverse popu-
lation ratio we can explore different regimes that inter-
polate between the coherent and incoherent regimes of
transport.
D. Excitation Transfer and Energy Relaxation
Due to the superradiant nature of the bright states in
the LH2, the efficiency of energy transfer is found to be
highly dependent on the initial state [59]. As an exam-
ple, for a tight-binding ring in the presence of uniform
and coherent coupling γ to a single dissipative channel,
only the superradiant state has a non-zero decay width
Γ = Nγ, being N the total number of chromophores
in the ring [62]. If the exciton is required to be trans-
ferred along this channel, the presence of superradiance
enhances dramatically the transfer rate as compared to
the decay width of an isolated site, a phenomena called
supertransfer [63–66], a corollary companion of superra-
diance. Superradiance in cyclic aggregates and its ro-
bustness to static disorder has been extensively studied
[13, 24, 62, 67, 68]. The even number of pigments in
the LH2 ring provides constructive interference between
the left-travelling and right-travelling wave, which has
been shown to enhance the excitation transfer in LH2 as-
semblies [23]. In this work we will investigate excitation
transfer to a dissipative channel for different initial con-
ditions and regimes of static disorder and exciton-phonon
coupling strength. All information about excitonic su-
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Figure 8: Superradiance enhancement factor Ls(ρ) (in units
of the radiative decay rate of a single chromophore γ) as a
function of exciton-phonon coupling and static disorder (left
and right column, diagonal disorder with σE = 100, 300 cm
−1
respectively). Two initial conditions are considered: a super-
radiant state k = −1 with a radiative decay (and oscillator
strength) of 8 pigments and an initially localized excitation
at the center of the ring.
perradiance (along with the system’s geometry) [69] is
contained within the reduced density matrix. The effi-
ciency of excitation transfer is intimately related to the
superradiance enhancement factor, which is defined in
terms of the reduced density matrix and the orientation
of dipoles in the system:
Ls(ρˆ) =
∑
n,m
µn · µm ρnm =
Γ(ρˆ)
γ
(26)
where γ is the radiative decay of a single pigment and
µn is the transition dipole moment of chromophore n.
The superradiance enhancement factor Ls(ρ) measures
the radiative decay rate of an aggregate, given by Γ(ρ)
in Eq. (26), in units of the radiative decay rate of a
single chromophore γ. We remind that the clean, ho-
mogeneous system presents two superradiant, degener-
ate states neighbouring the bottom of the exciton band.
Each of them carries an oscillator strength of N/2, in
our case 8 dipoles because there are 16 pigments in our
system. These superradiant states each presents a su-
perradiance enhancement factor of 8 dipoles: their decay
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Figure 9: Probability at the sink Psink(t) as a function of the
exciton-phonon coupling S for an initially localized excitation
(site 8, bath at the ground state) exiting at the opposite site
of the ring with fixed diagonal disorder (upper panel σE), off-
diagonal disorder (middle panel, σJ) and both diagonal and
off-diagonal disorder (lower panel σE = σJ). The dissipation
rate is set to γ = 0.1 ω0 and Qnm = δn0.
rate is 8 times faster than that of a single chromophore.
We have plotted in Figure III D the dynamics of Ls(ρˆ)
for different initial conditions. If the initial state corre-
sponds to one of the superradiant states neighbouring the
bottom of the exciton band, exciton-phonon interactions
will slow down the decay rate and reduce the superradi-
ance coherence factor. It may be argued that the bright
states of the disordered Hamiltonian do not correspond
to those of the homogeneous one but as we can see in
Figure III D for the case S = 0, the superradiance en-
hancement factor is still very close to N/2 = 8 dipoles,
and we may assume that this state is robust to the pres-
ence of realistic values of static disorder. For an initially
localized state we see that the environmental phonons
enhance the radiative decay. We expect therefore that
when the disordered ring is open to a population sink, an
initially localized excitation will exit the network faster
in the presence of some environmental dephasing, due to
the decay rate enhancement.
We will model exciton transfer by attaching our ring
to a single dissipative channel, by means of an effective
non-hermitian Hamiltonian which will leak probability
out of the single-exciton manifold. We thus substitute
the excitonic term (Eq. 2) of the complete Hamiltonian
(1) by:
Hˆeff = Hˆex − iγ
2
Qˆ (27)
where the operator Qˆ determines the structure of the cou-
pling between the electronic system and the dissipative
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Figure 10: Exciton transfer in site space (1st and third
columns) and momentum space (2nd and 4th columns) for
various exciton-phonon coupling strengths (from top to bot-
tom: S = 0, 0.5, 1.0, 1.5) and diagonal disorder strengths
(σE = 100, 300 cm
−1 for left, right panels respectively). The
dissipation rate is set to γ = 0.1 ω0 and Qnm = δn0.
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Figure 11: Energy dynamics in the B850 band with σE =100
cm−1 for an initially localized state. Simulation parameters
are a phonon bandwidth of W = 0.5 and an exciton-phonon
coupling of S = 0.5 (solid curves) and S = 1 (dashed curves).
The expressions for the exciton energy (squares), bath’s en-
ergy (circles) and the interaction energy (down-triangles) can
be found in Appendix B (Eqs. B4, B5, B6). A quantity de-
noted “deviation amplitude” ∆(t) (Eq. D2, plus sign markers)
is introduced as a variable which measures the optimality of
the variational ansatz (see Appendix). The total energy is
indeed conserved (up-triangles). All these quantities are in
units of the phonon characteristic frequency ω0=1670 cm
−1.
The on-site energy n has been subtracted from Eex and Etot.
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channel [62]. This new dissipative term in the Hamilto-
nian induces a non-conserving term in the evolution of
the excitonic amplitudes:
α˙n(t) =
i
h¯
(
Tn + αnRn +
iγ
2
∑
m
αmQnmSnm
)
(28)
where the operators Tn and Rn are the norm-conserving
terms defined in the appendix and Snm is the Debye-
Weller factor. Dynamic and static disorder will disrupt
the invariant subspaces of the Hamiltonian that can lead
to exciton trapping [60].
Let us consider a case where a local excitation is trans-
ferred to the opposite side of the ring. We create an
excitation at site 8 and connect the opposite site to a
population sink Qnm = δn0. We have plotted in Figure
III D the probability of successful transfer to the target
sink for various values of disorder. In concordance with
the previous analysis of the superradiance enhancement
factor, we observe that the excitation transfer efficiency
is maximized by the presence of weak to moderate envi-
ronmental phonons as compared to the disordered bare
exciton case. In particular, when S = 0.5 (green tri-
angles) the transfer efficiency is in any case superior to
that of the uncoupled, disordered ring. We can under-
stand this environmentally assisted transport in terms of
exciton dynamics in the momentum basis of the original,
non-disordered exciton Hamiltonian. The population of
electronic momentum k under the influence of the de-
phasing environment can be computed in the following
way by means of the reduced density matrix (Eq. 21):
nk = 〈aˆ†kaˆk〉 =
1
N
∑
n,m
eik(n−m)ρnm (29)
Figure III D shows the exciton populations in the site and
momentum basis when the ring is opened with the same
dissipation parameters of Figure III D. Rows correspond
to different exciton-phonon coupling strenghts (S = 0,
0.5, 1.0, 1.5). The first two columns refer to diagonal
disorder with σE = 100 cm
−1 and the rest to σE = 300
cm−1. Phase noise in the site basis becomes amplitude
noise in the excitonic basis and a relaxation mechanism
is enabled under the action of the phonon environment
[70]. We clearly observe that when the exciton interacts
with the phonon environment, the exciton rapidly relaxes
at the bottom of the exciton band (k = pi) [15], which cor-
responds to those states with the highest delocalization
properties and belong to the chaotic, diffusive regime,
as discussed in Section III-A. This result is consistent
with recent pump-probe experiments on the LH2 where
it was reported that exciton relaxation is completed in
300 fs with a steady-state wave packet where the exci-
ton resides in the three lowest energy states [12]. The
distribution of population in different momentum states
gets broader with an increased exciton-phonon coupling
strength, leading to exciton localization. Li et al. [71] as-
cribe this enhancement of efficiency to a “rejuvenation”
of momentum states with a high group velocity. Similar
results are obtained for off-diagonal disorder (not shown).
Let us look into the dynamics of the energy terms of
the Hamiltonian (1) in order to emphasize the relaxation
mechanism in the exciton manifold (Figure 11) when
there is no excitonic leakage (Qnm = 0 ∀ n,m). The ex-
pressions for the exciton energy (squares), bath’s energy
(circles) and the interaction energy (down-triangles) can
be found in the Appendix (Eqs. B4, B5, B6). Further-
more, a quantity denoted “deviation amplitude” ∆(t)(eq.
D2, plus sign markers in Fig. 11) is introduced as a vari-
able which measures the optimality of the variational
ansatz (see Appendix). All these quantities are in units
of the phonon characteristic frequency ω0=1670 cm
−1.
We have started with an initially localized excitation
and therefore the electronic kinetic energy of the exci-
ton [72] is equal to the excitation energy of a single site,
in our case, it corresponds to the excitation energy of
the Qy transition of a BChl a molecule. We have sub-
tracted this energy from Eex and Etotal for illustration.
The total energy is indeed conserved (up-triangles) as
guaranteed by our variational formalism. The phonon
bath experiences a transient displacement upon exciton
injection which induces relaxation of the kinetic energy
in the exciton manifold. As we have foreseen in the mo-
mentum analysis, this relaxation is more effective in the
case of weak exciton-phonon coupling (compare solid blue
squares with S = 0.5 and dashed blue squares with S =
1 in Figure 11). After a period of non-equilibrium the
exciton energy reaches a steady state value around 250
fs. Both the interaction and the phonon energy oscillate
with a frequency dependent on the phonon characteris-
tic frequency and its bandwidth W . These oscillations
are more persistent in the case of strong exciton-phonon
coupling. A detailed analysis of energy relaxation in the
Holstein one-dimensional model can be found in Ref. [72].
E. Spectroscopy
In this section we will investigate the two-dimensional
(2D) photon-echo spectra of the LH2 (Fig. 12) computed
from a time-dependent perspective [73]). The details of
the derivation are shown in Appendix B. Due to the
high efficiency of the D1 Ansatz method, we can eas-
ily perform the calculation of 2D spectra even in the
presence of diagonal (off-diagonal) disorder [74, 75]. A
secondary, low-frequency thermal bath that accounts for
solvent effects and protein motion is included by means
of an overdamped brownian oscillator model [12, 76–
78]. This thermal bath is specified by three parame-
ters: the reorganization energy Λ0, the solvent’s relax-
ation time γ−10 and temperature T . The case without
disorder is plotted in Fig. 12(a). The main peak corre-
sponding to the zero phonon line transition is located at
ωτ = ωt ≈ −1.08 ω0 (in units of the phonon characteristic
frequency ω0). The monomer transition energy has been
set to zero and therefore the peak’s shift from zero is due
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Figure 12: 2D spectra (sum of the real part of the rephasing
and non-rephasing pathways, in units of the phonon charac-
teristic frequency ω0) with γ0 = 35 cm
−1, λ0 = 100 cm−1,
S = 0.5 and W = 0.5 at T=77 K for (a) no disorder, (b) di-
agonal disorder strength σE = 100 cm
−1 and (c) off-diagonal
disorder strength σJ = 100 cm
−1. The results of (b) and (c)
have been averaged over 200 samples for a single ring sys-
tem. And the waiting time is Tw = 0. (d)Linear absorption
spectra.
to the reorganization energy and excitonic coupling be-
tween monomers. The 2D spectra of the LH2 is very sim-
ilar to that of a two-level system, since a doubly degener-
ate bright state dominates the absorption at the bottom
of the B850 band and the weak exciton-phonon coupling
S = 0.5 is not strong enough to show a clear vibronic pro-
gression. When the system is not disordered, the peak
shape is elliptical and homogeneously broadened. Both
diagonal and off-diagonal disorder (Figs. 12 b, c, respec-
tively) round the elliptical features of the non-disordered
spectra and elongate them along its diagonal. Both di-
agonal and off-diagonal disorder give rise to similar 2D
spectra, although the later shows slightly stronger broad-
ening for the values considered (σE = σJ =100 cm
−1).
The linear absorption spectra can be read out from the
diagonal (ωτ = ωt) part of the 2D spectrum at Tw = 0,
as shown in Fig. 12(d). The off-diagonal disorder case
indeed exhibits a stronger inhomogeneous broadening in
comparison to the other two cases. The experimental
2D spectra of LH2 rings shows energy transfer between
the B850 and B800 bands [79, 80], being the former cor-
rectly characterized by our model. Low-lying energy dark
states in the LH2 have been hypothesized to constitute
charge transfer states and polaron pairs that may play an
important role in the dynamics of energy transfer [81].
F. Exciton Transport
Quantum transport in noisy networks has received
much attention [53–58]. In the case of a free parti-
cle, wave coherence leads to ballistic transport with the
mean squared displacement scales with time squared
〈x2(t)〉 ∼ t2. In the presence of scattering sources the dif-
fusion becomes classical 〈x2(t)〉 ∼ t at later times. These
scattering events may originate from impurities, a disor-
dered energy landscape or environmental phonons. Thus,
the environment obtains information about the particle’s
position by means of scattering processes, a phenomenon
denominated noise-induced diffusion [57]. When the ini-
tial state corresponds to a fully localized excitation, we
can measure the mean squared displacement (MSD) from
the origin:
MSD(t) =
∑
n
ρnn(t)(x(t)− x0)2 (30)
=
∑
n
(dn)
2ρnn(t) ∼ Dtγ
where dn is the distance between the initial site and site n
and the parameters D, γ are the mobility coefficient and
diffusion exponent parameters, respectively, that char-
acterize the diffusive behavior of the exciton transport
during the initial evolution.
We plot in Figure 13 the mean squared displacement
during the first 50 fs for various forms of static disor-
der and exciton-phonon coupling (blue squares S = 0,
green circles S = 0.5, red down-triangles S = 1.0, cyan
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Figure 13: Mean squared displacement (MSD, in units of
nm2) during the first 50 fs for diagonal disorder (first row) and
off-diagonal disorder (second row) as a function of exciton-
phonon coupling (blue squares S = 0, green circles S = 0.5,
red down-triangles S = 1.0, cyan up-triangles S = 1.5) and
disorder strength (columns). The MSD diffusion exponent γ
as defined in Eq. 30 is shown correspondingly at each legend
where the fit has been taken at the interval 1.6 fs < t <16 fs.
up-triangles S = 1.5). We have extracted the diffusion
exponent γ during the first 16 fs. These curves present
an initial growth of the MSD with a slope that is de-
pendent on the exciton-phonon coupling strength. When
the exciton explores the totality of the ring, a maximum
value is reach. The time required for the exciton to reach
its maximum MSD is dependent on the Huang-Rhys fac-
tor S. For example, for σE = 100 cm
−1, the maximum is
reach at 25 fs for S = 0, 40 fs for S = 0.5, 60 fs for S =
1.0 and 120 fs for S = 1.5. If the exciton-phonon value
is strong and the static disorder too, the MSD remains
with a low value as an indication of exciton localization
or trapping. As expected, the diffusion exponent is γ ∼ 2
when the exciton-phonon interaction is shut down (blue
squares, S = 0), and it is significantly decreased in the
presence of the dephasing environment. In particular,
when the interaction with the phonon environment is too
strong (cyan-up triangles, S = 1.5), transport becomes
sub-diffusive (γ < 1) as a result of dynamic localization.
IV. CONCLUSION
In this work we have investigated quantum transport
in disordered nanorings embedded in a phonon envi-
ronment. The B850 band of the LH2 complex from
Rs. molischianum with long-range interactions and anti-
parallel dipoles has been employed as a prototype [10].
First, we have studied the localization properties of a dis-
ordered nanoring by analyzing the spectral statistics of
their Hamiltonians finding that localization is highly de-
pendent on energy. In particular, thanks to the specific
geometry of the LH2, extended states are found at low
energies even at high values of disorder. These states, in
assistance of intra-molecular vibrations, dominate the re-
laxation dynamics in the LH2. We monitor the dynamics
of these vibronic excitons as a function of various forms
of static disorder and exciton-phonon coupling strength,
finding an optimal, exciton-phonon coupling (S ∼ 0.5,
835 cm−1) that facilitates exciton transfer in the pres-
ence of disorder. We corroborate these findings by ana-
lyzing several measures of delocalization which ease the
separation of coherent and incoherent transport regimes.
According to our results, the average coherence length
within our realistic model of the LH2 extends over 7 pig-
ments, neglecting additional thermal dephasing that will
further decrease this value by a few sites [13, 24]. In
addition, we have studied the case of a disordered ring
coupled to a dissipative channel and verified that indeed
excitation transfer in disordered rings can be enhanced
by the presence of environmental phonons, opening up
a relaxation mechanism that funnels the exciton to the
bottom of the excitonic band. We have utilized time-
dependent variational dynamics in combination with the
Davydov D1 trial state ansatz, and exploited the par-
allel architecture of Graphic Processor Units (GPU) to
perform our numerical simulations.
Acknowledgments
Support from the Singapore National Research Foun-
dation through the Competitive Research Programme
(CRP) under Project No. NRF-CRP5-2009-04 is grate-
fully acknowledged. This work also was supported
by Spanish MINECO project FIS2012-34479 and CSIC
project I-Link0938. One of us (K.W.S.) also thanks
NNSF of China (Nos. 11404084, 11574052) for partial
support.
Appendix A: Spectral Statistics
The repulsion parameter is extracted from the be-
haviour of the nearest neighbour spacing distribution
near degeneracy: P (s) ∼ sβ (s → 0), where si =
(Ei+1 − Ei) and Ei are the energies of the Hamiltonian
ordered from lowest to highest value. Integrable systems
present a Poissonian profile of the spacing distribution
with β = 0 while chaotic systems show level repulsion,
avoiding degeneracies with β ∼ 1. In order to study the
repulsion parameter β of spectral statistics, we fit the
nearest neighbor spacing distribution to the phenomeno-
logical Brody distribution [82] which has been used suc-
cesfully for similar purposes in many areas related to lo-
calization in disordered systems or quantum chaos [83–
87]:
P (s) = A(β + 1)sβ exp(−Asβ+1). A = Γ
[
β + 2
β + 1
]β+1
(A1)
where the constant A is needed for proper normaliza-
tion and Γ is the Gamma function. For localized sys-
tems, level repulsion is diminished as neighboring levels
tend to localize in non-overlapping spatial regions, β = 0
and the nearest neighbor spacing distribution is equal to
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the Poisson distribution P (s) = exp (−s). In systems
of disordered but extended states the form of P (s) can
be obtained from RMT and can be approximated by the
Wigner-Dyson distribution which is equal to the Brody
distribution with β = 1, P (s) = (pi/2) exp (−pis2/4) [48].
The Brody distribution interpolates smoothly between
these two limits. Previous to the computation of the
P (s), the unfolding of the spectra to unit spacing is
needed. The unfolding procedure filters the smooth part
of the spectrum by performing a local average on the
nearest neighbor distances [88]. Due to the small num-
ber of individual levels we need to resort to an ensemble
unfolding procedure [89], the average spacing at each en-
ergy is taken from the ensemble average. This procedure
has been proven to provide correct results for the Ander-
son disordered model.
Appendix B: Derivation of polaron dynamics
The Lagrangian in the Dirac-Frenkel time-dependent
variational approach takes the following form:
L = 〈D1(t)| ih¯
2
→∂
∂t
−
←
∂
∂t
−H |D1(t)〉 (B1)
Terms of the Lagrangian involving time derivatives can
be expressed as:
〈D1|
→
∂t |D1〉 =
∑
n
(
α∗nα˙n (B2)
+ |αn|2
∑
q
(
˙λnqλ
∗
nq − ˙λnq
∗
λnq)
2
))
〈D1|
←
∂t |D1〉 =
(
〈D1|
→
∂t |D1〉
)∗
(B3)
The other term 〈D1(t)|H |D1(t)〉 corresponds to the ex-
pected value of the total energy, which is a conserved
quantity and can be split in three contributions:
〈D1|Hex|D1〉 =
∑
nn′
α∗nαn′Jnn′Snn′ (B4)
〈D1|Hbath |D1〉 =
∑
n
∑
q
h¯ωq|αn|2|λnq|2 (B5)
〈D1|Hex−ph |D1〉 =
=
∑
n
|αn|2
(
− 2√
N
∑
q
h¯ωqgnq Re(e
−iqnλ∗nq)
)
(B6)
where Snm is known as the Debye-Weller factor:
Snm = exp
[∑
q
{
−
( |λnq|2
2
+
|λmq|2
2
)
+ λ∗nqλmq
}]
(B7)
Given the Lagrangian (B1), the Euler-Lagrange equa-
tions can be readily obtained:
d
dt
(
∂L
∂α˙∗n
)
− ∂L
∂α∗n
= 0 (B8)
d
dt
(
∂L
∂λ˙∗nq
)
− ∂L
∂λ∗nq
= 0 (B9)
resulting in the following equations of motion for the vari-
ational parameters:
α˙n =
i
h¯
[
Tn + αnRn
]
(B10)
˙λnq =
i
h¯
[
Ωnq
αn
+
1√
N
h¯ωqgnqe
−iqn − h¯ωqλnq
]
(B11)
where:
Tn = −
∑
m
αmJnmSnm (B12)
Ωnq =−
∑
n′
αn′Jnn′
(
λn′q − λnq
)
Snn′ (B13)
Rn = Re
∑
q
(
ωnq +
1√
N
h¯ωqgnqe
−iqn
)
λ∗nq (B14)
= Re
∑
q
(
− Ωnq
αn
+
1√
N
h¯ωqgnqe
−iqn
)
λ∗nq
ωnq = ih¯ ˙λnq − h¯ωqλnq + 1√
N
h¯ωqgnqe
−iqn (B15)
Appendix C: Derivation of 2D Spectra
To simulate the 2D spectra of the system, we add to
Eq. (1) an additional Hamiltonian term representing the
light-matter interaction:
HL = −
N∑
m=1
[
E(r, t) · µma†m +E(r, t)∗ · µ∗mam
]
, (C1)
Here, E is the external electric field and can be described
by:
E(r, t) = E1(r, t) +E2(r, t) +E3(r, t)
E1(r, t) = e1E1(t− τ1)eik1·r−iω1t+iφ1
E2(r, t) = e2E2(t− τ2)eik2·r−iω2t+iφ2
E3(r, t) = e3E3(t− τ3)eik3·r−iω3t+iφ3 , (C2)
where ea, ka, ωa, Ea(t), and φa (a = 1, 2, 3) denote the
polarization, wave vector, carrier frequency, dimension-
less envelope, and initial phase. It is common to define
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the pulse arrival times in the system-field Hamiltonian
(C1) as follows:
τ1 = −Tw − τ, τ2 = −Tw, τ3 = 0, (C3)
where τ (the so-called coherence time) is the delay time
between the second and the first pulse, and Tw (the so-
called population time) is the delay time between the
third and the second pulse. Before the optical excitation
(t −Tw − τ) the system is assumed to be in its global
ground state |g〉|0〉ph (|0〉ph is the vacuum state of the
prime phonons), while the heat bath is in thermal equi-
librium at temperature Teq. For the short pulse limit, we
have Ea(t) = E0δ(t). µm is the dipole matrix element.
The polarization operator Pˆ is given by:
Pˆ =
N∑
m=1
µm(a
†
m + am), (C4)
The one-exciton response functions are given by:
R1(τ, Tw, t) =
∑
mm1m2m3
µ∗m2(e1 · µm3)(e∗2 · µ∗m)
(e3 · µm1)α∗m1m(Tw)αm2m3(τ + Tw + t)
e−
1
2
∑
q(|λm1q(Tw)|2+|λm2q(τ+Tw+t)|2)
eλ
∗
m1q
(Tw)λm2q(τ+Tw+t)e
iωqt
F I1 (τ, Tw, t),
R2(τ, Tw, t) =
∑
mm1m2m3
µ∗m2(e
∗
1 · µ∗m)(e2 · µm3)
(e3 · µm1)α∗m1m(τ + Tw)αm2m3(Tw + t)
e−
1
2
∑
q(|λm1q(τ+Tw)|2+|λm2q(Tw+t)|2)
eλ
∗
m1q
(τ+Tw)λm2q(Tw+t)e
iωqt
F I2 (τ, Tw, t),
R3(τ, Tw, t) =
∑
mm1m2m3
µ∗m2(e
∗
1 · µ∗m)(e2 · µm1)
(e3 · µm3)α∗m1m(τ)αm2m3(t)
e−
1
2
∑
q(|λm1q(τ)|2+|λm2q(t)|2)
eλ
∗
m1q
(τ)λm2q(t)e
iωq(Tw+t)
F I3 (τ, Tw, t),
R4(τ, Tw, t) =
∑
mm1m2m3
µ∗m(e1 · µm3)(e∗2 · µ∗m2)
(e3 · µm1)α∗m1m(−t)αm2m3(τ)
e−
1
2
∑
q(|λm1q(−t)|2+|λm2q(τ)|2)
eλ
∗
m1q
(−t)λm2q(τ)e−iωqTwF I4 (τ, Tw, t),
(C5)
where αm1m(t) represent the probability amplitude at a
time t for the exciton at the site m1 with the initial state
|m〉, and λm1q(t) are the corresponding displacement of
phonon. F I1−4(τ, Tw, t) are the lineshape factors of the
response functions R1−4. The dissipative and dephasing
effects of the low-frequency bath are enclosed in the line-
broadening function g(t),
g(t) =
∫ ∞
0
dω
JBath(ω)
ω2
[
coth
h¯ω
2kBT
(1− cosωt) (C6)
+ i(sinωt− ωt)
]
which provides spectral broadening of sharp features in-
troducing a dephasing of the multi-dimensional response
functions. We will assume the line-broadening function
of the whole aggregate equals the one for a single chro-
mophore by virtue of the global nature of the thermal
bath. In this expression, JBath(ω) is the bath’s spectral
density, kB is the Boltzmann’s constant and T is the tem-
perature. Regarding the structure of the bath, we use
a brownian oscillator model of the Drude-Lorentz type
whose spectral density is the following:
JBath(ω) = 2λ0
ωγ0
ω2 + γ20
(C7)
with reorganization energy λ0 and relaxation time γ0.
The corresponding line-broadening function can be read-
ily calculated:
g(t) =
λ0
γ0
cot
(
h¯βγ0
2
)[
e−γ0t + γ0t− 1
]
(C8)
+
4λ0γ0
h¯β
∞∑
n=1
e−νnt + νnt− 1
νn(ν2n − γ20)
− iλ0
γ0
[
e−γ0t + γ0t− 1
]
where νn = 2pin/h¯β are the so-called Matsubara frequen-
cies and β = 1/kBT is the inverse temperature. As-
suming that the system-bath coupling is the same for
all excitons, we can obtain the lineshape factors within
the second-order cummulant expansion. They are deter-
mined by [73]:
F I1 (τ, Tw, t) = exp[−g∗(t)− g(τ)− g∗(Tw) + g∗(Tw + t)
+g(τ + Tw)− g(τ + Tw + t)],
F I2 (τ, Tw, t) = exp[−g∗(t)− g∗(τ) + g(Tw)− g(Tw + t)
−g∗(τ + Tw) + g∗(τ + Tw + t)],
F I3 (τ, Tw, t) = exp[−g(t)− g∗(τ) + g∗(Tw)− g∗(Tw + t)
−g∗(τ + Tw) + g∗(τ + Tw + t)],
F I4 (τ, Tw, t) = exp[−g(t)− g(τ)− g(Tw) + g(Tw + t)
+g(τ + Tw)− g(τ + Tw + t)]. (C9)
In addition, we can define
Cm,m1,m2,m3 = (e1µm)(e2µm1)(e3µm2)(e4µm3) (C10)
which are the geometrical factors which must be averaged
over the orientations of the transition dipole moments
µm. By assuming, for simplicity, that all laser beams
possess the same polarization, we obtain
C¯m,m1,m2,m3 =
1
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((µmµm1)(µm2µm3)
+(µmµm2)(µm1µm3) (C11)
+(µmµm3)(µm2µm1)).
(C12)
In the calculation of Eqs. (C5), we have used the average
coefficients C¯.
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Appendix D: Accuracy of the variational state
The accuracy of the variational Davydov wave function
has been extensively analyzed in the past [90, 91] and
multiple Davydov trial states have been recently proved
to provide [32, 92] accurate results comparable with nu-
merically exact methods such as HEOM. The addition
of static disorder does not impact the performance of
the variational formalism in any noticeable way and the
reader is referred to Ref. [90, 91] for an extensive survey.
Accuracy is tested as a measure of the deviation of the
trial wave function from the Schro¨dinger equation:
|δ(t)〉 = i d
dt
|D1〉 −H |D1〉 (D1)
The norm of the deviation vector is thus helpful to anal-
yse the accuracy of the variational solution:
∆(t) =
√
〈δ(t)|δ(t)〉 (D2)
The accuracy of the ansatz is finally measured by the
relative deviation, defined by:
σ ≡ max ∆(t)
avg Eph(t)
t ∈ [0, tmax] (D3)
where tmax is the total simulation time. The accuracy
of the ansatz improves with stronger coupling due to the
inability of coherent states to capture the plane wave-like
behaviour of phonon wave functions in the low coupling
regime.
Appendix E: Numerical Considerations
The approach that we follow for quantum dynamics
in this work includes explicitly the bath degrees of free-
dom through the coherent states of the Davydov ansatz.
Each site of the LH2 is coupled to a multiplicity of
modes, which makes ensemble averages of single trajec-
tories computationally demanding. The main advantage
of GPU computing is its efficiency in dealing with high
dimensional systems, as we did for the chlorosome in a
previous work [93]. The LH2 ring is a relatively small
system, when compared to other photosynthetic systems
such as the chlorosome. In the present context, we exploit
GPU computing to simulate a disordered ensemble con-
sisting of thousands of Hamiltonians running simultane-
ously in parallel, outperforming CPU calculations where
individual trajectories are run in series. Regarding the
complexity scaling of the algorithm, we can provide fur-
ther details: Within the framework of the D1 ansatz, the
total number of variational parameters in a system of N
chromophores is N2 +N . For instance, the simulation of
200 fs dynamics in system of 360 sites (approximately 130
000 equations of motion) is accomplished in 5 hours (in-
cluding energy dynamics, coherence size and error anal-
ysis calculations), while this same calculation in a CPU
would take more than one day to be completed.
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