Physics-informed neural networks (PINNs) were recently proposed in [1] as an alternative way to solve partial differential equations (PDEs). A neural network (NN) represents the solution while a PDE-induced NN is coupled to the solution NN, and all differential operators are treated using automatic differentiation. Here, we first employ the standard PINN and a stochastic version, sPINN, to solve forward and inverse problems governed by a nonlinear advection-diffusion-reaction (ADR) equation, assuming we have some sparse measurements of the concentration field at random or pre-selected locations. Subsequently, we attempt to optimize the hyper-parameters of sPINN by using the Bayesian optimization method (meta-learning), and compare the results with the empirically selected hyper-parameters of sPINN. In particular, for the first part in solving the inverse deterministic ADR, we assume that we only have a few high-fidelity measurements whereas the rest of the data is of lower fidelity. Hence, the PINN is trained using a composite multifidelity network, first introduced in [2], that learns the correlations between the multi-fidelity data and predicts the unknown values of diffusivity, transport velocity, and two reaction constants as well as the concentration field. For the stochastic ADR, we employ a Karhunen-Loève (KL) expansion to represent the stochastic diffusivity, and arbitrary polynomial chaos (aPC) to represent the stochastic solution. Correspondingly, we design multiple NNs to represent the mean of the solution and learn each aPC mode separately whereas we employ a separate NN to represent the mean of diffusivity and another NN to learn all modes of the KL expansion. For the inverse problem, in addition to stochastic diffusivity and concentration fields, we also aim to obtain the (unknown) deterministic values of transport velocity and reaction constants. The available data correspond to seven spatial points for the diffusivity and 20 space-time points for the solution, both sampled 2,000 times. We obtain good accuracy for the deterministic parameters of the order of 1% − 2%, and excellent accuracy for the mean and variance of the stochastic fields, better than three digits of accuracy. In the second part, we consider the previous stochastic inverse problem and we use Bayesian optimization to find five hyper-parameters of sPINN, namely the width, depth and learning rate of two NNs for learning the modes. We obtain much deeper and wider optimal NNs compared to the manual tuning, leading to even better accuracy, i.e., errors less than 1% for the deterministic values, and about an order of magnitude less for the stochastic fields.
Introduction
In classical inverse problems we assume that we have a lot of measurements for the state variables, and we aim to obtain some unknown parameters or space/time-dependent material properties by formulating appropriate objective functions and employing the necessary regularization techniques. However, in many practical problems, e.g., in subsurface transport [3, 4] , we have to deal with a mixed problem, as we typically have some measurements on the material properties and some measurements on the state variables. Here, we consider such "mixed" problems for a nonlinear advectiondiffusion-reaction (ADR) describing a concentration field, and we formulate new algorithms inspired by recent developments in machine learning. In particular, we will assume that we have a stochastic diffusivity field, which is partially known only at a few points, and hence we aim to determine the entire stochastic field from only sparse measurements of the concentration field. Moreover, we will assume that the constant transport velocity in the advection term is unknown and that the reaction term is parametrized by two unknown parameters. Hence, the problem set up we consider is as follows: determine the entire stochastic diffusivity and stochastic concentration fields as well three (deterministic) parameters from a few multi-fidelity measurements of the concentration field at random points in space-time. For simplicity we will refer to this "mixed" problem as "inverse" problem in the following.
The aforementioned problem set up could be tackled by using Bayesian optimization methods as we have done in previous work for other problems, e.g., see [5, 6] , but to overcome open issues related to strong nonlinearity and scalability, here we will employ neural networks (NNs) following the works of [7, 8, 9, 10, 11] , and in particular the physics-informed neural network (PINN) approach introduced in [1] . In addition, we have to model stochastic fields and in order to avoid optimizing expensive Bayesian NNs, we will instead model stochasticity using polynomial chaos expansions following the work of [12] . Another important consideration is how to fuse data of variable fidelity, as some data may be collected by a few high-resolution sensors whereas the majority of the data may be collected by lower fidelity sensors. This, in turn, implies that we have to train the NN or the PINN with multi-fidelity data, and to this end we will employ a new composite network recently proposed by [2] . Finally, because of the complexity of the proposed NNs, we also introduce an automated method to optimize the hyper-parameters of PINN using a simple version of meta-learning, i.e., Bayesian optimization, e.g., see [13, 14, 15] .
In order to make progress towards the final goal and to evaluate each of the algorithmic steps separately, we will use a hierarchical approach by introducing complexity incrementally. We will start with multi-fidelity deterministic problems using PINNs and subsequently we will introduce randomness in the data and present the stochastic formulation. This will require us to design multiple NNs that learn in modal space. Subsequently, we will formulate an additional optimization problem for five of the most important hyper-parameters of the multi-NN design, and compare its performance with the performance obtained previously by manual tuning.
The organization of this paper is as follows. In Section 2, we introduce the PINN to solve the deterministic partial differential equation and the sPINN to solve the stochastic partial differential equation. In Section 3, we present the results of PINN for solving the inverse problem of the deterministic ADR equation. In Section 4, we provide the results of the sPINN method for both the forward and inverse problem. Finally, we employ meta-learning for the last stochastic inverse problem, and we conclude with a short summary.
Methodology

PINNs: Physics-informed neural networks for deterministic PDEs
First, we briefly review the type of deep neural networks (DNNs) to solve deterministic partial differential equations (PDEs) and the corresponding inverse problem [1, 16] . The PDE can have the general form:
with the initial and boundary conditions:
where u(x, t) denotes the solution, u 0 (x) is the initial condition,ũ(x, t) is the boundary condition, N [·] is a nonlinear differential operator, η is the parameter in the PDE, D is a subset of R, and ∂D is the boundary of D. The solution, denoted by u N N (x, t; w, b), is constructed as a neural network approximation of u(x, t); DNN has the weights (w) and biases (b). We can couple it to another DNN induced by the PDE residual f N N computed based on the NN solution u N N (x, t; w, b) and corresponding to Equation (1); also, the residual f (x, t) is given by Equation (1), i.e.,
The inputs of the DNN are the spatial coordinates and time (x, t) while the output is u N N , which has the same dimension as the input. For the output of u N N , we use automatic differentiation techniques to compute all derivatives of the nonlinear differential operator (physics part). There are two restrictions on u N N . First, the solution of u N N should be close to the observations u at the training points. Second, every u N N should comply with the physics imposed by Equation (1) . The second part is achieved by defining a residual network:
which is computed from u N N straightforwardly with automatic differentiation. This residual network network f N N , shares the same parameters (w, b) with the network for u N N and should output a value close to 0 for any input (x, t) ∈ D ×[0, T ]. During training, the shared parameters (w, b) are adjusted by back-propagating the error obtained by minimizing a loss function that is the weighted sum of the above two constraints. A sketch of the PINN, consisted of the physics-uninformed and physics-informed DNNs is shown in Fig. 1 . The PINN loss function is defined as:
where
Here, (
denote the initial and boundary conditions of u for the forward problem as well as the training data of u for the inverse problem. The data u(x i , t i ) are the observation data of u while {(x j , t j )} N f j=1 denote the residual points for penalizing f (x, t).
sPINNs: Physics-informed neural networks for stochastic PDEs
Next, we briefly review a stochastic version, based on the arbitrary polynomial chaos [17, 18] to represent stochasticity and combine it with a PINN, following the method first introduced in [12] . We consider the following stochastic PDE (SPDE):
Here Ω is the random space. In the following, we describe how to use sPINN to solve stochastic inverse problems since for the forward problem the method is straightforward. We assume that we have N k sensors for k(x; ω) placed at {x
that are used to compute the residual of Equation (7) . We assume that the observation data of k are {k(x i ; ω s )} (denoted by {k i s } ), where i = 1, 2, ..., N k , and s = 1, 2, ..., N . The observation data of u is {u(x j , t j ; ω s )} (denoted by {u j s } ), where j = 1, 2, ..., N u , and s = 1, 2, ..., N . Here N denotes the number of samples available for a specific location, and for simplicity we take that to be the same both for k(x; ω) and for u(x, t; ω) for all locations.
One of the key questions for the inverse stochastic problem is what type of randomness we encounter in the data and how we represent the stochastic fields. We consider a general setting, i.e., instead of the classical inverse problem where we are given data on u(x, t; ω) but not on k(x; ω), here we assume that we have some data on u and some data on k. Hence, in order to choose the type of the distribution required to represent our random variables so that we employ arbitrary polynomial chaos (aPC), we use the data samples of either u or k. Here we assume that we have N k = 7 sensors for k so we can determine the random variables ξ from the k-data, as we explain below.
We choose M sensors of k to compute the random variables ξ, where M ≤ N k . Denote the observations of k as k 1 = (k 1 (i, j)), where the element of k 1 (i, j) is the value of k(x i ; ω j ), and the size of k 1 is M ×N , where N is the number of samples. K be the M × M covariance matrix for the observation data of k 1 , i.e.
Let λ i and υ i be the i-th eigenvalue and its corresponding normalized eigenvector of K. Using principal component analysis (PCA) we obtain
where V = [υ 1 , υ 2 , ..., υ M ] is an orthonormal matrix and Λ = diag(λ 1 , λ 2 , ..., λ M ) is a diagonal matrix. The random variable ξ satisfies the following equation
wherek 1 is the mean of k 1 . Hence
where each row of ξ is an uncorrelated random vector, and the size of ξ is M × N .
In the continuous case, the diffusion term k(x; ω) can be approximated by:
Correspondingly, the solution u at the j-th snapshot can be approximated by
where {ψ α } P α=1 are the set of multivariate orthonormal polynomial basis and the highest polynomial order is r. The parameter P , r and M satisfy the following formula
Similar to the PINN method, we construct the residual network via automatic differentiation and by substituting u(t, x; ω) and k(x, ω) in Equation (7) with u N N (x, t; ω) and k N N (x; ω). A sketch of the stochastic PINN (sPINN) is shown in Fig. 2 . The loss function is defined as:
Results for the deterministic PDE
We start with a deterministic PDE to demonstrate how can we infer some of the unknown parameters using PINNs. We will assume that we have different types of data of variable fidelity, and we will also demonstrate how we can make use of data of lower fidelity as well using the composite neural network (NN) first introduced in [2] . We consider the following nonlinear ADR equation:
We define the residual f = u t −ν 1 u xx +ν 2 u x −g(u). The L 2 error of a function h is defined as E h = ||h N N − h true || L2 , and the relative L 2 error is defined as
Single-fidelity data
First, we will use single-fidelity data to infer different parameters and at the same time obtain the solution u. We consider the initial condition u 0 (x) = exp(−10x) and the reaction term g(u) = λ 1 u λ 2 . We aim to infer the parameters ν 1 , ν 2 , λ 1 , λ 2 given some sparse measurements of u in addition to initial and boundary conditions. The correct values for the "unknown" parameters are:
We employ the following loss function in the PINN:
denote the training data for u(t, x), and N u = 64, N f = 1089, and u i is the "reference solution", which is computed by the second-order finite difference method (∆x = π 1024 and ∆t = 1 1600 ). We use 4 hidden layers and 20 neurons per layer for the deep neural network (DNN). The error of the parameters is defined as
In the following, we will investigate four different ways to choose the training points as shown in Fig. 3 . For case I, the training data come from two snapshots at t = 0.1 and t = 0.9. For case II, the training data come from three snapshots at t = 0.1, t = 0.9, and x = π 2 . For case III, we choose the training data randomly. For case IV, we assume that we have the training data on a regular lattice in the x − t domain. In all cases we have 64 training points, and for the weights in the loss function we investigate both the case with w ∇u = 0 and also the case with w ∇u = 1. In the latter case, we assume that we also have available the gradients of the field u. We present the parameter evolution predictions as the iteration of the optimizer progresses in Fig. 4 . The convergence is faster if we include the gradient penalty term (w ∇u = 1 ). We summarize the results in terms of the error of the solution u(x, t) and of the parameters in Table 1 .
Taken together, the results indicate that even with very few sensors very accurate inference of the parameters as well as the field u is obtained using PINN. Moreover, penalizing the gradient of the measurements when possible leads to better accuracy for u although the improvement in the inference of the parameters is mixed.
Multi-fidelity data
In many real-world applications, the training data is small and possibly inadequate to obtain even a rough estimation of the parameters. Here, we demonstrate how we can resolve this issue by resorting to supplementary data of lower fidelity that may come from cheaper instruments of lower resolution or from some computational models. We will refer to such data as "lowfidelity" and we will assume that we have a large number of such data points unlike the high-fidelity data. Here, we will employ a composite network inspired by the recent work on multi-fidelity NNs in [2] . The estimator of the high-fidelity model (HF) using the correlation structure to correct the low-fidelity model (LF), can be expressed as
where h is a correlation map to be learned, which is based on the correlation between the HF and LF data. Similarly, we have two NN for low-and highfidelity, respectively, as follows:
We use 4 hidden layers and 20 neurons per layer for N N LF and 2 hidden layers with 10 neurons for N N HL . The learning rate is 5 * 10 −5 . We infer the same parameters as in the single-fidelity case and the field u by minimizing the mean-squared-error loss function:
are the residual points where we penalize the residual f . We choose N f = 1024 for the tests here.
We choose the reaction term g(u) = λ 1 u λ 2 , and set the true parameters ν 1 = 1, ν 2 = 1, λ 1 = −1 and λ 2 = 2. Here the low-fidelity training data is obtained by the second-order finite difference solution of (17) with erroneous parameter values, i.e., ν 1 = 1.25, ν 2 = 1.25, λ 1 = −0.75, and λ 2 = 2.5, where ∆x = π 32 and ∆t = 1 32 ; we choose 64 point of low-fidelity of u, i.e., N LF = 64. The positions of low-fidelity are denoted by the red point in Fig. 5 . The high-fidelity data is obtained by the numerical solution of (17) when ν 1 = 1, ν 2 = 1, λ 1 = −1, and λ 2 = 2 where ∆x = π 1024 and ∆t = 1 1024 . The positions of high-fidelity data are shown by the green points in Fig. 5 . We choose 12 high-fidelity training data (N HF = 12) in Fig. 5 (a) and 6 data as the high-fidelity training data (N HF = 6) in Fig. 5(b) .
To test the effect of the low-fidelity data, we compare the PINN and multifidelity PINN results in Table 2 . As we can see, the parameter inference using the multi-fidelity PINN is much better than the single-fidelity predictions. Moreover, if we have a small number of HF data, e.g. N HF = 6, the results of the multi-fidelity PINN are still quite accurate.
Results for the stochastic case
Next, we test the effectiveness of sPINN for solving forward and inverse problems by considering the following stochastic nonlinear ADR equation: Here x 0 = 0, x 1 = 1, Ω is the random space, and the stochastic diffusivity is modeled as log(k(x; ω)) ∈ GP (k 0 (x), Cov(x, x )), hence it is a non-Gaussian random process with mean k 0 (x) = sin(π(x+1)/2)/5, and covariance function Cov(x, x ) = σ 2 * exp(− (x−x ) 2 l 2 c ) with l c = 1 (GP stands for Gaussian Process here); σ = 0.1. We also define the residual f = u t −(k(x; ω)u x ) x +ν 2 u x −g(u). We consider the reaction term g(u) = λ 1 u λ 2 and f (x, t) = 2. The true parameter values are ν 2 = 1, λ 1 = 1, and λ 2 = 3.
Forward problem
We use a sPINN with 4 hidden layers and 20 neurons per layer for the modes of u, i.e., u l , 0 ≤ l ≤ P . The learning rate is 5 * 10 −4 .
We minimize the following mean-squared-error loss function:
where M SE I and M SE B are the loss functions for the initial and boundary conditions, respectively, and are computed as follows:
We set M = 4, N = 1000, N I = 101, N B = 101 and N f = 441 in the loss function. We use the first-order (r = 1, P = 4), second-order (r = 2, P = 14) and third-order (r = 3, P = 34) aPC expansion for u in this subsection. In Table  3 we present the L 2 and relative L 2 errors of the mean and variance of u at t = 0.5; using the higher order aPC expansion, we obtain better results. We present in Fig. 6 the DNN predictions of the u mean and variance at t = 0.5, where the reference solutions are calculated by the Qusi-Monte Carlo (QMC) method (more details are shown in Appendix). We also present in Fig. 7 the sPINN prediction of a few modes of u at t = 0.5. Taken together, the results show that sPINN can solve forward stochastic problems accurately for more complex (nonlinear and time-dependent) stochastic PDEs than the ones considered in the original paper of [12] . 
Inverse problem
Next, we will infer the stochastic process k(x, ω) as well as the parameters ν 2 , λ 1 , λ 2 and the solution u(x, t, ω). We use 2 hidden layers and 4 neurons per layer for the k-mean and k i (x), (i = 1, ...M ) neural networks, and 4 hidden layers and 20 neurons per layer for the u α (x, t), (α = 0, 1, ...P ) neural networks, and the learning rate is 5 * 10 −4 ; we choose N = 2, 000, N u = 20, N k = 7, N f = 441, w u = 100 and w k = 16. These values of weights were chosen based on experimentation and also taken into account the order of magnitude of the various quantities, e.g. mean versus standard deviation.
We minimize the following mean-squared-error loss function: where
We assume that we have measurements of u at the positions indicated in Fig.  8 ; the positions where k is known are shown directly in the inference plots. We use the first-order (r = 1 and P = 4), second-order (r = 2 and P = 14) and third-order (r = 3 and P = 34) aPC expansions. The errors of the mean and variance of u and k are shown in Table 4 . The errors of the parameters are shown in Table 5 . Overall, the results improve by using a higher order aPC expansion.
The predicted mean, standard deviation and the modal functions of k are shown in Fig. 9 . The predicted mean, standard deviation and the modal functions of u are shown in Fig. 10 . The results for the solution u are good but the inaccuracy of the first mode of k affects the accuracy of the standard deviation. We have used a very small NN for k as we observed problems with over-fitting, hence in order to improve the overall learning of k in modal space, we will introduce the meta-learning method next to search for better NN architectures for k but also for u. 
Meta-learning
To reduce the empiricism of selecting the sPINN architecture, in this section we employ Bayesian Optimization (BO) to learn the optimum structure of the NNs. We use d K hidden layers and w K neurons per layer for k mean neural network, and d U hidden layers and w U neurons per layer for k i (x), (i = 1, ...M ) and u α (x, t), (α = 0, 1, ...P ) neural network. The learning rate is l r . The target is
So the target is a function: χ → R, and χ = {d K , w K , d U , w U , l r }. Table 6 gives the range of the hyper-parameters we choose. We use the log-transform for the width of the NN and the learning rate. The top 10 good results are shown in Table 7 ; the * result denotes that we do not use the log-transform. These results suggest that we need a larger neural network for both k and u. Next, we use the best structure of the neural network and learning rate to re-compute the previous stochastic inverse problem, i.e. the depth of k mean neural network is 3, and the width is 23. For the neural network of the k modal functions, the u mean and the u modal functions, the depth is 10 and the width is 113. The learning rate is 10 −3.5670 . The results are shown in Figs. 12-13.
Summary
We addressed here a special inverse problem governed by a stochastic nonlinear advection-diffusion-reaction (ADR) equation, where given some samples of the solution u(x, t; ω) at a relatively few locations (here 4 spatial locations and 5 time instants) but also given some samples of the stochastic diffusivity k(x; ω) at 7 locations, we aim to obtain the full stochastic fields for u and k as well as 3 other unknown parameters. We designed composite neural networks (NNs), including NNs induced by the stochastic ADR equation, and relied on spectral expansions to represent stochasticity in order to deal with the sparsity in data. We also presented a Bayesian Optimization method for learning the hyper-parameters of this composite NN as it is time consuming to find the proper NNs by trial and error. We followed a hierarchical approach in testing the various components of the NNs, including training from multi-fidelity data, investigating possible good locations in space-time for collecting the training data, and evaluating different weights in the loss functions for the multiple terms representing data and physics. To the best of our knowledge, this is the first time that such a study is undertaken with the purpose of evaluating the potential of NNs to learn from sparse data of variable-fidelity and with uncertainty. An important component missing in our study is quantifying the uncertainty of the NN approximation as was first done in related work in [12] addressing the total uncertainty. This is a serious but complex issue requiring the use of multiple methods to interpret this uncertainty in an objective way, and we will pursue this line of research in future work. The present work is also the first study that uses meta-learning for PINNs, i.e., to optimize the composite NN, which in our case consists of multiple NNs, as would be the case in simulating multi-physics dynamics. In addition to the Bayesian opti- mization employed here, one could also consider using several other methods, including genetic algorithms [19] , the greedy method [20] , hyperband [21, 22] as well as blended versions of the aforementioned methods or even another NN, like an RNN in conjunction with reinforcement learning [23] , to search for the best architecture. This has already been done for classification work and it is part of AutoML [24] but not for regression tasks. converges much faster than the MC method. For our examples, we use 2,000 QMC samples for training data, and to obtain the reference solutions we use 10,000 samples. 
