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Abstract
Analysis of seismic reﬂection amplitudes versus oﬀset (AVO) is one of common tech-
niques widely exploited in the industry for reservoir characterization. For the last
two decades a lot of approaches to analysis, inversion and interpretation of AVO data
have been developed. Existing modiﬁcations valid for weak-contrast interfaces were
successfully employed for conventional reservoirs. The growing interest of the indus-
try to unconventional reservoirs, such as stiﬀ-carbonate reservoirs, heavy oil traps and
reservoirs close to salts domes - associated with strong-contrast interfaces and critical
angles - implies the development of AVO techniques valid prior and beyond the crit-
ical angle. It has been reported in literature that near- and post-critical reﬂections
have a potential to be employed as an additional source of information about the
media. However, the use of these reﬂections is limited by the inability of well-known
Zoeppritz equations to explain phenomena observed around and beyond the critical
angle.
The aim of the thesis is to investigate phenomena observed at the reﬂected data
around and beyond the critical angle, understand their potential from the AVO anal-
ysis and inversion point of view and develop a long-oﬀset AVO inversion approach
valid for strong-contrast interfaces. The theory of eﬀective reﬂection coeﬃcients is ex-
ploited as a mathematical apparatus providing an adequate description of phenomena
observed at near- and post-critical reﬂections.
The thesis consists of ﬁve papers, where four major issues are addressed. The sensi-
tivity of the reﬂection coeﬃcient to isotropic and HTI media parameter changes prior
to and beyond the critical angle is studied. The long-oﬀset AVO inversion approach
valid prior to and beyond the critical angle, strong-contrast and curved interfaces is
developed and tested on synthetic data obtained for models with a single interface
of various curvatures. Frequency eﬀects in pre- near- and post-critical domains ob-
served on the data of physical modeling are studied from the point of view of potential
exploiting. Finally, the sensitivity of long-oﬀset AVO inversion to errors related to
overburden velocity misinterpretation is analyzed.
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Chapter 1
Introduction
This chapter contains a motivation for this thesis and involves the reader in the
topic of reﬂections beyond the critical angle. It brieﬂy summarises the basic ideas
behind conventional AVO for elastic media and covers some aspects related to post-
critical reﬂections: physics of phenomena, ideas of applications and challenges of
implementations.
1.1 Conventional AVO inversion
The usefulness of analyzing amplitude versus oﬀset behavior was discussed by Os-
trander (1984). He linked AVO anomalies to changes in Poisson’s ratio and revealed
that such anomalies have a potential as direct hydrocarbon indicators.
To provide quantitative estimates of media parameters from AVO data, several AVO
inversion techniques are developed. All these techniques exploit reﬂection coeﬃcients
for locally plane wavefronts and interfaces derived by Zoeppritz (1919), as a basis.
However, due to their complexity, exact Zoeppritz equations do not provide straight-
forward insight of the inﬂuence of a particular model parameter on the reﬂection re-
sponse. Therefore, most existing AVO inversion techniques exploit linear or quadratic
approximations of plane-wave reﬂection coeﬃcients, which are more convenient for
interpretation. Although these approximations are based on diﬀerent physical under-
standings and allow recovery of diﬀerent characteristics of the media (Poisson’s ratio,
impedances, velocity contrasts across the interface, etc.), they are derived under the
same basic assumptions:
1
Chapter 1. Introduction
• The relative changes in the P- and S-wave velocities and density across the
interface are small.
• The incidence angle is suﬃciently small.
A most convenient approximation of the reﬂection coeﬃcient for elastic isotropic
media, suitable for interpretation is given by Shuey (1985) as follows:
RisoPP (θ) = A + B sin
2 θ + C sin2 θ tan2 θ, (1.1)
where θ is typically the incidence angle of the incoming wave.
Analysis of equation 1.1 as a function of sin2 θ allows a straightforward interpretation
of coeﬃcients A, B and C. A is the reﬂection coeﬃcient at zero oﬀset (or intercept), B
represents the initial slope of the reﬂection coeﬃcient (or gradient) and is important
for small or moderate incidence angles ( up to 200) and C is the curvature term and
is important for angles larger than 200.
The dependence of terms A, B and C on media parameters has several representations
(Shuey, 1985; Wright, 1986). A practical relation is given by Wright (1986) and
rewritten by Thomsen (1990) in the following form:
A =
1
2
(
ΔVP
VP
+
Δρ
ρ
)
,
B =
1
2
{
ΔVP
VP
−
(
2VS
VP
)2
Δμ
μ
}
,
C =
1
2
ΔVP
VP
,
(1.2)
where m = 1
2
(m1 +m2) is the vector of background media (or average) parameters;
Δm = m1−m2 is the vector of contrast media parameters; mi = (VP i, VS i, ρi, μi) is
a vector of media parameters above (i = 1) and below (i = 2) the interface; VP i, VS i
are P-and S-wave velocities, respectively; ρi is density (Figure 1.1); and μi = ρiV
2
S i is
shear modulus.
According to equations 1.1-1.2, the intercept (A) represents the P-wave impedance.
Reﬂections at small and moderate oﬀsets (B) contain information about S-wave ve-
locity, while reﬂections at larger oﬀsets (C) are sensitive to P-wave velocity.
It is also obvious that AVO inversion, based on equations 1.1-1.2, can retrieve a
maximum of three parameters. However, practically, the recovery of the third term in
equation 1.1 is challenging, and therefore, often only a two-parameter AVO inversion
is successful.
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Figure 1.1: Explanation of terms used in equation 1.2
Ru¨ger (2001) extended equations 1.1-1.2 for transversely isotropic media with a ver-
tical symmetry axis (VTI media) and a horizontal symmetry axis (HTI media). In
his approximations, the form of equation 1.1 is preserved, while terms A, B and C
become functions of anisotropy parameters , δ and γ (Thomsen, 1986). For VTI
media, equation 1.2 transforms to the following:
A =
1
2
(
ΔVP
VP
+
Δρ
ρ
)
,
B =
1
2
{
ΔVP
VP
−
(
2VS
VP
)2
Δμ
μ
+ Δδ
}
,
C =
1
2
{
ΔVP
VP
+ Δ
}
,
(1.3)
where vector of model parameters is mi = (VP i, VS i, ρi, μi, i, δi), VP i and VS i are
vertical P-and S-wave velocities.
Equation 1.3 shows that the PP-reﬂection coeﬃcient contains information about
anisotropy parameter δ at small incident angles, while larger oﬀset amplitudes are
more sensitive to the anisotropy parameter .
HTI media coeﬃcients A, B and C become azimuthally dependent and have the
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following form:
A =
1
2
(
ΔVP
VP
+
Δρ
ρ
)
,
B =
1
2
{
ΔVP
VP
−
(
2VS
VP
)2
Δμ
μ
+
[
Δδ(V ) + 2
(
2VS
VP
)2
Δγ
]
cos2 φ
}
,
C =
1
2
{
ΔVP
VP
+ Δ(V ) cos4 φ + Δδ(V ) sin2 φ cos2 φ
}
,
(1.4)
where mi =
(
VP i, VS i, ρi, μi, 
(V )
i , δ
(V )
i , γi
)
,i = 1, 2; VP i, VS i are P- and S-wave
velocities in the isotropic plane; 
(V )
i , δ
(V )
i are anisotropy parameters in HTI notation
(Ru¨ger, 2001); γi is the shear wave Thompson anisotropy parameter; φ is the azimuth
angle.
According to equations 1.4, reﬂection amplitudes at small and moderate oﬀsets de-
pend on anisotropy parameters δ(V ) and γ, while larger oﬀsets contain information
about δ(V ) and (V ) in addition to the P-wave velocity.
Despite equations 1.3 and 1.4 containing a larger number of model parameters, AVO
inversion based on approximation 1.1 can still retrieve the maximum three parameters.
To estimate more parameters, a priori information or additional data (for example,
reﬂections of converted waves) are required.
Prior to AVO inversion, the data has to be pre-processed. This is a complex process,
where the main challenge is to preserve the relative amplitude content. Normally, the
pre-processing workﬂow includes removal of unwanted energy, relocation and com-
pensation of energy and reﬂection coeﬃcient restoring, deﬁned as follows:
• Removal of unwanted energy implies the elimination or suppression of multiples
and other systematic noise. One has to be careful to preserve amplitudes of the
primary reﬂection as much as possible.
• Reallocation and compensation of energy aims to move the energy to its correct
subsurface position, as it potentially can come from diﬀerent reﬂection points.
Additionally, this procedure corrects for energy loss that occurs during prop-
agation, such as spherical divergence (or geometrical spreading), absorption,
dissipation of energy, etc. This step is often handled by the AVO/AVA-oriented
pre-stack migration algorithm.
• The reﬂection coeﬃcient restoration implies oﬀset-to-angle conversion and scal-
ing of amplitudes. Oﬀset-to-angle conversion can be handled by the migration
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algorithm, if it generates output gathers directly into the reﬂection angle do-
main. Otherwise, ray tracing from the reﬂection point to the receiver is needed.
Normally, a straight ray approach is employed. To obtain a true reﬂection coef-
ﬁcient suitable for the inversion, the amplitude scaling is performed by applying
the global scaling factor. Usually, this factor is estimated with additional well
log information.
1.2 Critical angle
Although the conventional methods in AVO inversion are proved to be successful
in many case studies, their application is limited to weak contrast interfaces and
small oﬀsets. The growing interest of the industry to unconventional reservoirs (stiﬀ-
carbonates, heavy oil traps, salt domes) with large changes in media parameters across
the interface and a continuous increase of length in modern acquisition setups causes
problems in application of conventional AVO methods due to basic assumptions.
Unconventional reservoirs are characterized by the suﬃcient P-wave velocity increase.
For example, the P-wave velocity increase for the top of a stiﬀ-carbonate reservoir is
around 700 m/s (Landrø, 2006), for the top of a shallow heavy oil reservoir, it is 1100
m/s (Hansteen et al., 2011); for the top of a salt body, it is 1400 m/s (Muerdter and
Ratcliﬀ, 2001). The velocity contrast across the interface, consequently, aﬀects the
critical angle (or critical oﬀset), likely captured by modern acquisition. The larger
the contrast is, the smaller the critical angle (or critical oﬀset) is expected, as it is
seen from Snell’s law:
sin (θcr) =
VP1
VP2
, (1.5)
where θcr is the critical angle.
In the case of anisotropic media, the critical angle depends on the phase-velocities and
is sensitive to the velocity anisotropy. Snell’s law thus transforms into the following
form (Landrø and Tsvankin, 2007):
sin (θcr) =
VP1 (θcr)
VP2, hor
, (1.6)
where θcr is the critical angle, VP1 (θcr) is the phase velocity in the upper layer, and
VP2, hor is the horizontal phase velocity in the lower media. If phase velocities are
azimuthally dependent, then the critical angle becomes sensitive to the azimuth.
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The existence of the critical angle results in a non-zero complex component of the
reﬂection coeﬃcient and suﬃcient changes in the amplitude and phase of the re-
ﬂection signal. These changes in reﬂection response might be an additional source
of information about the media in AVO inversion. However, working with near- and
post-critical reﬂections implies refusing existing linearizations of reﬂection coeﬃcients
and exploiting non-linear inversion methods.
Lavaud et al. (1999) investigated the potential of the near- and post-critical reﬂections
in AVO inversion. His investigations are based on exact Zoeppritz equations and
synthetic data generated by ray tracing. He conﬁrmed that near- and post-critical
reﬂections inherit more information about the media than only pre-critical reﬂections.
AVO inversion based on the exact Zoeppritz equation can retrieve a maximum of
four parameters, as it contains four dimensionless parameters (Lavaud et al., 1999;
Kurt, 2007). It is one parameter more than in the case of conventional AVO inver-
sion. The result is consistent with the fundamental Buckingham Pi-theorem (Bluman
and Kumei, 1989), which states that the number of independent parameters of the
expression corresponds to the number of dimensionless parameters.
1.3 Seismic waves from the point source
Although the usefulness of post-critical reﬂections in AVO inversion is conﬁrmed,
the approach described by Lavaud et al. (1999) cannot be applied to seismic data.
The reason is that Zoeptritz equations are not adequate around and beyond the
critical angle (Downton and Ursenbach, 2006), as the assumption about a locally
plane wavefront results in non-physical discontinuity of reﬂection coeﬃcients at the
critical angle. An experimental study performed by Alhussain (2007) showed that the
reﬂection response does not have an abrupt amplitude increase at the critical angle.
The amplitude gradually increases and reaches its maximum beyond the critical angle.
This fact is also conﬁrmed by the experiments done by Ortiz-Osornio and Schmitt
(2011).
From a ray theory point of view, Zoeptritz equations can be interpreted as reﬂec-
tion/transmission of the wave at inﬁnite frequency. Seismic waves, however, contain
ﬁnite frequencies and are not plane, since they are normally generated by a point
source. These wave characteristics result in a signiﬁcant Fresnel zone eﬀect at the
interface, where the reﬂection at one point of the interface is inﬂuenced by reﬂections
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from neighboring points. Consequently, this results in reﬂection amplitude depen-
dency on frequency and wavefront curvature.
The critical ray is associated with a new wave appearance, called a head (or refracted)
wave. Beyond the critical angle, part of the seismic energy starts propagating along
the interface with the velocity of the underburden. According to the Huygens princi-
ple, excited points of interface act as secondary sources and produce a wave propagat-
ing towards the receiver. This wave illuminates the discontinuity between reﬂected
and transmitted wavefronts beyond the critical angle. The head wave has a conical
wavefront tangential to the reﬂected wavefront at the critical ray and coincident with
the transmitted wavefront at the interface. Propagating towards the receiver with
some phase shift relative to the reﬂected wave, the head wave creates interference
with reﬂected wave. It aﬀects the reﬂection amplitudes beyond the critical angle.
Cˇerveny´ (1961) was among the ﬁrst who studied amplitude curves around and be-
yond the critical angle, considering spherical harmonic waves reﬂected from the plane
interface. He theoretically showed that, indeed, the amplitude maximum does not
coincide with the critical angle and appears beyond it and the amplitude function
does not have a discontinuity at the critical angle. The position of this maximum
depends on the wavefront curvature and frequency. These parameters enter the equa-
tion for reﬂection amplitude as a dimensionless quantity kP1r =
ωr
VP1
, where kP1 is the
wavenumber in the upper layer, ω is the angular frequency and r is the wavefront ra-
dius (reciprocal to the wavefront curvature). This quantity shows the linear trade-oﬀ
between frequency and wavefront curvature. A frequency increase results in the same
eﬀect on the amplitude curves as a wavefront curvature increase. Cˇerveny´ (1961) also
described the interference between reﬂected and head waves.
Later, Ursenbach et al. (2007) developed so-called spherical reﬂection coeﬃcients for
impulse reﬂections by involving the wavelet spectrum of the incident wave into the
equations of the spherical wave, reﬂected from the plane interface (Aki and Richards,
2002). As a result, he obtained reﬂection coeﬃcients that correctly describe the AVO
response, containing a particular wavelet signature. In practical applications, the
wavelet can contain an arbitrary frequency spectrum, which results in some limitations
of the spherical coeﬃcients application.
Ayzenberg et al. (2007) and Ayzenberg et al. (2009) developed so-called eﬀective re-
ﬂection coeﬃcients for acoustic and elastic media. In contrast to spherical reﬂection
coeﬃcients, they are designed for harmonic waves. In contrast to the representation
given by Cˇerveny´ (1961), eﬀective reﬂection coeﬃcients depend on the modiﬁed di-
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mensionless parameter kP1r
∗, where r∗ is a function of wavefront and the interface
curvatures. Eﬀective reﬂection coeﬃcients thus are not restricted by the plane inter-
faces and wavelet spectrum. These equations are valid also for waves reﬂected from
the interface between heterogeneous media.
1.4 Challenges and potential beyond the critical
angle
Although phenomena created by the critical ray are fully understood, and theoretical
apparatus describing amplitudes around and beyond the critical angle is developed,
post-critical reﬂections have not been extensively used in AVO studies so far. One
of the attempts is devoted to a 4D study of long oﬀset data from the Valhall ﬁeld
(Mehdi Zadeh et al., 2011), where the authors exploited the maximum amplitude
position shifts to estimate P-wave velocity changes, caused by production.
In the study of amplitudes beyond the critical angle, the crucial attention needs to
be devoted to eﬀects caused by the argument kP1r
∗. The dependency of the eﬀec-
tive reﬂection coeﬃcient on this additional dimensionless argument gives a potential
for AVO inversion to retrieve ﬁve parameters instead of four, as it is in case of exact
Zoeppritz equations (Lavaud et al., 1999). In addition, it might change the sensitivity
of the reﬂection coeﬃcient to the layer parameter changes. The dependency of the
argument kP1r
∗ on the interface curvature is a nice tool to understand how the in-
terface curvature aﬀects the reﬂection amplitudes. The dependency of this argument
on the frequency deserves an attention for fractured reservoirs, where the frequency
content along and across the fractures diﬀers (Chapman and Liu, 2003).
The dependence of the critical angle on the horizontal velocity in the underburden
indicates that post-critical reﬂections might be useful for reservoirs with azimuthal
anisotropy. Additionally, the strong dependence of post-critical oﬀsets on anisotropy
parameters, as it is shown by Ayzenberg et al. (2009) for the VTI case, might be
useful in the estimation of anisotropy parameters.
Involving the post-critical oﬀsets into AVO inversion is challenging from the AVO-
oriented data pre-processing point of view. Seismic data at post-critical oﬀsets are
often distorted by the systematic noise, such as water column noise (Mehdi Zadeh,
2011). One has to be careful when removing this noise and seeking to achieve preserva-
tion of the reﬂection amplitude at the same time. This topic is omitted in this thesis.
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Another challenge is related to migration algorithms for long oﬀset data. Existing
algorithms are not valid for reﬂections beyond the critical angle. A common assump-
tion in migration is that there are only reﬂected waves. The post-critical domain,
however, contains two types of waves. A possible way to overcome this problem is
to correct for geometrical spreading and include a propagation term into the eﬀective
reﬂection coeﬃcient. The latter step is necessary, as interference between reﬂected
and head waves changes during propagation and cannot be compensated for by ge-
ometrical spreading. Obtaining the amplitudes from the data at post-critical oﬀsets
meets obstacles due to phase changes. There are two ways to overcome this problem:
obtaining amplitudes in time or in frequency domains with an appropriate weighting
of the eﬀective reﬂection coeﬃcients. The problem of accessing correct geometrical
spreading and oﬀset-to-angle conversion for the velocity-dependent overburden is ac-
tual, not only for post-critical but also for pre-critical oﬀsets, and has to be taken
into account.
The main objective of this thesis is to understand the potential of the post-critical
reﬂections in AVO inversion and AVO analysis. This will enable us to assess perspec-
tives of working with long oﬀset data and allow us to think beyond the critical angle.
The study is carried out for a simple model, where two homogeneous halfspaces are
divided by one interface (plane or curved). Anisotropic study is done on the analysis
of amplitudes reﬂected from HTI media and by using the experimental data obtained
by Alhussain (2007).
1.5 Thesis content
The thesis consists of six chapters including this introduction and an additional Ap-
pendix. All chapters can be considered independent papers with their own abstract,
motivation, introduction, conclusions and appendixes. Therefore, some introductory
and background material presented in diﬀerent chapters may coincide.
The potential of eﬀective reﬂection coeﬃcients in application to the long oﬀset AVO
inversion for single plane interface is explored in Chapter 2. The theoretical back-
ground of two diﬀerent approaches to ERC-based AVO inversions is developed. Ap-
proaches diﬀer by the method of extracting AVO data (time domain or frequency do-
main) and diﬀerent frequency content. These versions of ERC-based AVO inversion
are compared with the AVO inversion approach based on exact Zoeppritz equation
and show their adequacy in application to the data generated by the point source,
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especially in near- and post-critical domains. The results of this chapter have been
presented at the ROSE Meeting, Trondheim, Norway, April 2008 and 2009; the 70th
EAGE Conference & Exhibition, Rome, Italy, June 2008; and the 71th EAGE Con-
ference & Exhibition, Amsterdam, Netherlands, June 2009. The paper was accepted
in Geophysics in July 2011.
In Chapter 3, eﬀects of the interface curvature on long-oﬀset AVO inversion are inves-
tigated. Examples of synthetic modeling carried out for two homogeneous halfspaces
divided by an anticlinal interface conﬁrm a strong eﬀect of the interface curvature
on the amplitude strength and position of the amplitude maximum, associated with
the head wave appearance. To explain the interface curvature eﬀect on the ampli-
tude strength, the theory of geometrical spreading for curved interfaces developed
by Cˇerveny´ et al. (1974) is used. To explain the interface curvature eﬀect on the
position of the amplitude maximum, a semi-heuristic approach for correcting the ef-
fective reﬂection coeﬃcient for the interface curvature dependent propagation term is
developed. The quantitative estimates of the interface curvature eﬀect on the AVO
data are provided by the ERC-based AVO inversion. The work has been presented at
the ROSE Meeting, Trondheim, Norway, April 2010 and the 72th EAGE Conference
& Exhibition, Barcelona, Spain, June 2010. This paper is submitted to Geophysics.
The potential of the AVO inversion at post-critical oﬀsets for HTI media is inves-
tigated in Chapter 4. The eﬀective reﬂection coeﬃcients are adopted for the solid
isotropic/HTI interface. The paper demonstrates the beneﬁts of post-critical reﬂec-
tions in the analysis of azimuthal anisotropy. The sensitivity study of reﬂection coef-
ﬁcient to anisotropy parameters (V ), γ(V ), δ(V ), P- and S-wave velocities, density in
underburden and azimuthal angle is performed for diﬀerent oﬀset ranges. The results
show diﬀerent sensitivity of the reﬂection coeﬃcients to model parameters at diﬀer-
ent oﬀset ranges. The analysis for optimal acquisition setup is also carried out and
shows acquisition setup has blind zones, where AVO inversion for any oﬀset range
is expected to be poor. The results of this work are presented at the 73th EAGE
Conference & Exhibition, Vienna, Austria, May 2011. The paper is submitted to
Geophysics.
The frequency eﬀects of the reﬂection amplitudes observed on the multi-azimuth ex-
perimental data (Alhussain, 2007) are studied in Chapter 5. The data show that
the frequency dependency of the amplitude and phase at pre-, near- and post-critical
oﬀsets reveals azimuthal variation. The attempt to explain observed phenomena is
carried out under HTI model assumption. The synthetic datasets generated by the
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two independent modeling algorithms (reﬂectivity and ERC) capture frequency phe-
nomena in near- and post-critical domains. The example of synthetic modeling shows
that frequency dependence in a post-critical domain can be utilized for azimuthal
anisotropy analysis. This study was presented at the ROSE Meeting, Trondheim,
Norway, May 2011 and the 73th EAGE Conference & Exhibition, Vienna, Austria,
May 2011. The work is submitted to Geophysical Journal International.
The inﬂuence of the traveltime analysis on the AVO inversion results is investigated in
Chapter 6. The paper aims to show that the wrong interpretation of traveltime param-
eters aﬀects the oﬀset-to-angle conversion and geometrical spreading correction. The
comparison between a two-parameter constant velocity model and a three-parameter,
depth-dependent velocity models is provided. The eﬀect of misinterpretation is quan-
tiﬁed by the AVO inversion results provided for two diﬀerent oﬀset ranges. One
oﬀset range includes only pre-critical reﬂections, another contains pre-, near- and
post-critical oﬀsets. The study is carried out for a synthetic dataset generated by
ray tracing. The work was presented at the ROSE Meeting, Trondheim, Norway,
April 2008 and SEG 78th Annual Meeting, Las-Vegas, USA, November 2008. It was
published in Geophysics in 2009.
The Appendix reviews the potential improvement in reservoir monitoring using per-
manent seismic receiver arrays. My part of this work is dedicated to the ultra-frequent
acquisition setup, which is most likely to be applied in permanent installations. On
the example of the synthetic modeling provided by the propagation matrix method
the beneﬁts of such a setup to minor 4D variations and random noise issues are shown.
The results of my part of the work were presented at the 70th EAGE Conference &
Exhibition, Rome, Italy, June 2008 and published in The Leading Edge in December
2008. The study is not related to post-critical reﬂection issues and is therefore placed
in the Appendix.
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Chapter 2. Long-offset AVO inversion of PP reflections from plane interfaces using effective
reflection coefficients
2.1 Abstract
A conventional AVO inversion is based on geometrical seismics which exploits plane-
wave reﬂection coeﬃcients to describe the reﬂection phenomenon. Widely exploited
linearizations of plane-wave coeﬃcients are mostly valid at pre-critical oﬀsets for me-
dia with almost ﬂat and weak-contrast interfaces. Existing linearizations do not
account for the seismic frequency range by ignoring the frequency content of the
wavelet, which is a strong assumption. Plane-wave reﬂection coeﬃcients do not fully
describe the reﬂection of seismic waves at near-critical and post-critical oﬀsets, be-
cause reﬂected seismic waves are typically generated by point sources. We propose
an improved approach to AVO inversion, which is based on eﬀective reﬂection coef-
ﬁcients. Eﬀective reﬂection coeﬃcients generalize plane-wave coeﬃcients for seismic
waves generated by point sources and therefore more accurately describe near-critical
and post-critical reﬂections where head waves are generated. Moreover, they are
frequency-dependent and incorporate the local curvatures of the wavefront and the
reﬂecting interface. In our study, we neglect the eﬀect of interface curvature and
demonstrate the advantages of our approach on synthetic data for a simple model
with a plane interface separating two isotropic halfspaces. A comparison of the in-
version results obtained with our approach and the results from an AVO inversion
method based on the exact plane-wave reﬂection coeﬃcient suggests that our method
is superior, in particular for long oﬀset ranges which extend to and beyond the critical
angle. We thus propose that long oﬀsets can be successfully exploited in an AVO in-
version under the correct assumption about the reﬂection coeﬃcient. Such long-oﬀset
AVO inversion shows the potential of outperforming a conventional moderate-oﬀset
AVO inversion in the accuracy of estimated model parameters.
14 Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva
Chapter 2. Long-offset AVO inversion of PP reflections from plane interfaces using effective
reflection coefficients
2.2 Introduction
AVO inversion converts the measured amplitude of a reﬂected event into physical
medium parameters. The ultimate goal of a deterministic AVO inversion is to estimate
the medium parameters through minimization of the misﬁt between the AVO data
extracted from the target reﬂection and its theoretical description. A successful AVO
inversion captures most of the phenomena contained in the observed waveﬁeld.
A reﬂected event at the receiver can generally be described by the product of a
propagation operator through the overburden and a reﬂectivity function at the target
interface. The propagation operator includes the respective phenomena that occur
during wave propagation, such as energy ﬂux along ray tubes, focusing, attenuation,
transmission losses, diﬀraction, etc. The propagation eﬀects are usually compensated
for through dedicated pre-processing of the AVO data.
The reﬂectivity function widely exploited in conventional AVO inversion is based on
linearizations of the plane-wave reﬂection coeﬃcient (PWRC) given by the Zoeppritz
equations (Aki and Richards, 2002; Shuey, 1985). An underlying assumption is that
the contrast in the seismic parameters across the reﬂecting interface is weak and
the incidence angle is small. This limits the applicability of an AVO inversion to
pre-critical oﬀsets. The growing industry interest in reservoirs with strong-contrast
interfaces (salt domes, heavy oil ﬁelds, basalts, etc.) and increased oﬀset ranges in
seismic acquisition lead to increased interest in near-critical and post-critical reﬂec-
tions in the data. These are associated with rapid amplitude variations and cannot
be described by the linearized plane-wave reﬂection coeﬃcients. Conventional ap-
proaches to AVO inversion cannot be applied in such circumstances. However, there
is a potential for enhancing the accuracy of AVO inversion by incorporating and
exploiting the near-critical and post-critical oﬀsets.
Riedel and Theilen (2001) and Downton and Ursenbach (2006) were the among the
ﬁrst authors who have realized the power of long-oﬀset AVO inversion. They exploited
the exact Zoeppritz equations to describe the AVO data and showed that they are
inadequate at long oﬀsets. The main reason is that the respective equations honor the
plane incident waves, when the original AVO data is caused by the non-plane waves
and contains head waves. Van der Baan and Smit (2006) suggested to exploit the
τ − p transform in order to reduce the original AVO data to the plane-wave domain,
where the constituting plane waves can be correctly described by PWRCs for small
incidence angles. Although this has proven to enhance the quality of AVO inversion,
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the approach is limited to near-critical oﬀsets and is prone to data sampling issues.
Because a typical seismic source emits a wave which is almost spherical and has ﬁnite
frequency band, a qualitative and quantitative improvement in AVO inversion can
be achieved by incorporating the Fresnel volume which surrounds the reﬂected ray
(Favretto-Cristini et al., 2009). This will automatically include the seismic frequency
range and capture the eﬀect of transversal energy diﬀusion. It is also natural to expect
that the Fresnel zone surrounding the reﬂection point has equally strong impact on
the reﬂection strength as the reﬂection point itself. Cˇerveny´ (1961) and Brekhovskikh
(1960) derived reﬂection coeﬃcients that incorporate the Fresnel zone and are valid
for point sources and ﬁnite frequencies. Later, Ursenbach et al. (2007) proposed the
so-called spherical-wave reﬂection coeﬃcients which depend on the wavelet form and
are valid only for homogeneous media, plane reﬂectors and spherical waves.
To generally describe the reﬂection of arbitrary waves at curved reﬂectors in inhomo-
geneous media, De Santo (1983) and Kennett (1984) suggested the implicit local re-
ﬂection and transmission operators as numerical solutions for acoustic and elastic me-
dia. Klem-Musatov et al. (2004) suggested a general rigorous reﬂection-transmission
theory for scalar waves at curved interfaces between heterogeneous media. Later,
Aizenberg et al. (2005) extended the theory for acoustic waves. Based on their re-
sults, Ayzenberg et al. (2007) and Ayzenberg et al. (2009) developed an explicit
approximate description of the reﬂection at curved interfaces in the form of eﬀective
reﬂection coeﬃcients (ERCs) for acoustic and elastic waves.
Similarly to the spherical-wave reﬂection coeﬃcients, ERCs incorporate reﬂections
from the interface points located inside the Fresnel zone. ERCs relax the assump-
tions of plane wavefront and locally plane reﬂecting interface implicit in PWRCs.
ERCs thus generalize PWRCs and the spherical-wave reﬂection coeﬃcients for curved
reﬂectors and are adequate within the seismic frequency range. They capture the as-
sociated phenomena at the near-critical and post-critical oﬀsets. Moreover, they do
not depend on the wavelet form, unlike the spherical-wave reﬂection coeﬃcients.
In this paper, we introduce the background theory for the new approach to long-
oﬀset AVO inversion based on ERCs. We test the approach on synthetic data for a
simple model, where two homogeneous elastic halfspaces are separated by a horizontal
plane interface. We propose to exploit two ways of extracting the amplitudes from
the data, which we refer to as the single-frequency and the band-limited AVO data,
and introduce their respective theoretical descriptions. We perform AVO inversion
for diﬀerent oﬀset ranges and assess the performance of our approach at long oﬀsets.
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By comparing the results of our AVO inversion with the results obtained from AVO
inversion based on exact PWRCs, we demonstrate the superiority of our inversion
with increasing oﬀset range.
The paper is divided in three parts. Part 1 introduces the statement of the AVO
inversion problem for long-oﬀset data. We review ERCs and discuss their properties
in detail. Part 2 is devoted to the new approach to AVO inversion based on ERCs.
We study the impact of the frequency content on AVO inversion. We then proceed
to comparing the ERC-based and the PWRC-based AVO inversions. Part 3 demon-
strates the advantages of performing a long-oﬀset AVO inversion on a synthetic PP
dataset for various oﬀset ranges. In Discussion we cover some aspects connected with
the possibility to exploit ERC-based AVO inversion in practice. In Appendix 2.9 we
derive an approximation of the PP reﬂected waveﬁeld at a receiver in terms of the
eﬀective reﬂection coeﬃcient.
2.3 Deterministic AVO inversion
We consider a deterministic AVO inversion approach which consists in updating the
model parameters through the minimization of the misﬁt function between the ob-
served AVO data and its theoretical description:
F (v) =
√√√√ N∑
n=1
[AV Oobs (xn)− AV Otheo (xn)]2 → min , (1)
where AV Oobs (xn) is the observed AVO data, AV Otheo (xn) represents the theoretical
description of the observed AVO data, v is the vector of required parameters, xn (n =
1, 2, . . . , N) are the receiver coordinates, N denotes the number of receivers. The
dimension of vector v is equal to the number of unknown parameters.
Extraction of the AVO data by picking the amplitude maximum fails at long oﬀsets
because of the phase rotation which occurs at the near-critical and post-critical oﬀsets
(Riedel and Theilen, 2001). Lavaud et al. (1999) showed that taking the RMS value
of the reﬂected event in the ﬁxed time window along the moveout is appropriate to
long-oﬀset data, because it is insensitive to the phase changes.
Figure 2.1 shows the AVO data extracted from a 3D synthetic dataset computed using
reﬂectivity modeling (Kennett, 1983). The theoretical plane-wave description of this
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Figure 2.1: AVO data and its theoretical description based on the PWRC.
data is deﬁned by:
AV Otheo (xn) =
|RPP (θ (xn, m))|
1
N
∑N
n=1 |RPP (θ (xn) , m)|
, (2)
where RPP (θ (xn) , m) is the exact PWRC, xn is the receiver coordinate, θ (xn) is
the reﬂection angle, m =
(
ρ2
ρ1
, VP2
VP1
, VS1
VP1
, VS2
VP2
)
is a dimensionless parameter vector,
as introduced by Petrashen (1957), Lavaud et al. (1999) and Kurt (2007), ρ1 and ρ2
are the densities above and below the reﬂecting interface, VP1 and VP2 are the P-
wave velocities, and VS1 and VS2 are the S-wave velocities. We observe a good match
between the AVO data and the theoretical description only at the pre-critical oﬀsets.
The deviation of the plane-wave theoretical description from the AVO data becomes
substantial at the near-critical and post-critical oﬀsets. This is explained by the
sphericity of the wavefront and the interference of the reﬂected and head waves near
and beyond the critical incidence angle. The dependence of the theoretical plane-wave
description in equation 2 on four dimensionless parameters allows unique recovery of
a maximum of four parameters, as stated by the Buckingham pi-theorem (Bluman
and Kumei, 1989).
A successful AVO inversion implies an adequate theoretical description of the phe-
nomena contained in the AVO data. One way is to apply the τ − p transform to the
data and exploit AVO inversion based on plane-wave reﬂection coeﬃcients (PWRCs)
(Van der Baan and Smit, 2006). Another way is to account for non-planar wave-
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fronts by exploiting other reﬂection coeﬃcients than PWRCs. Eﬀective reﬂection
coeﬃcients (ERCs) represent an alternative to PWRCs for waves generated by point
sources (Ayzenberg et al., 2007, 2009).
Although ERCs are valid for curved interfaces and inhomogeneous media, we leave
the general ERCs outside the scope of this paper and consider only the particular case
of plane interfaces. For a particular case of spherical incident waves, plane reﬂectors
and homogeneous media, ERCs are similar to the spherical-wave reﬂection coeﬃcients
introduced by Ursenbach et al. (2007). The diﬀerence is that the former are deﬁned at
the interface and the latter are deﬁned at the receiver point. Moreover, ERCs do not
depend on the wavelet form unlike the spherical-wave reﬂection coeﬃcients. Taking
into account the potential of extending ERCs to curved interfaces and arbitrary shapes
of wavefronts, we exploit them to introduce long-oﬀset AVO inversion.
2.3.1 Eﬀective reﬂection coeﬃcients for PP-waves
The PP-wave ERC for a horizontal plane interface between two homogeneous elastic
halfspaces is deﬁned as (Ayzenberg et al., 2009)
χPP [θ (sn) , kP r
∗
PP (sn), m] =
u∗PP norm (sn) cos θ (sn) + u
∗
PP tan (sn) sin θ (sn)[
i
kP r
∗
PP
(sn)
− 1
k2
P
r∗2
PP
(sn)
]
eikP r
∗
PP
(sn)
, (3)
where sn = (s1n, s2n) is the reﬂection point, kP = ω/VP1 is the wavenumber in
the overburden, r∗PP (sn) is the apparent radius of the wavefront at the reﬂection
point, θ (sn) is the incidence angle, u
∗
PP norm (sn) and u
∗
PP tan (sn) are the dimensionless
normal and tangential components of the displacement vector. A general form of the
radius r∗PP (sn) is introduced by Ayzenberg et al. (2007). For plane interfaces between
homogeneous media, r∗PP (sn) reduces to the distance l (sn) between the source and
the reﬂection point. The components of the dimensionless displacement vector have
the following form:
u∗PP norm (sn) =−
∫ +∞
0
RPP (ζ, m) e
i α(sn)
√
1−ζ2J0 [β (sn) ζ] ζdζ,
u∗PP tan (sn) =−
∫ +∞
0
RPP (ζ, m)
iei α(sn)
√
1−ζ2√
1− ζ2 J1 [β (sn) ζ] ζ
2dζ,
(4)
where RPP (ζ, m) is the exact PWRC, α (sn) = kP r
∗
PP (sn) cos θ (sn), β (sn) =
kP r
∗
PP (sn) sin θ (sn), ζ is the horizontal component of the unit P-wave ray vector
in the overburden, J0 and J1 are the Bessel functions of the zeroth and ﬁrst orders.
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We observe that because of the plane-wave decomposition in equations 3 and 4, the
plane waves belonging to the Fresnel zone of the reﬂection point contribute to the
ERC in formula 3 at this reﬂection point. ERCs thus represent a generalization of
PWRCs for waves with the wavefronts other than plane.
In contrast to PWRC, equations 3 and 4 depend on an additional dimensionless
argument kP r
∗
PP (sn) =
ω0r∗PP (0)
VP1
ω
ω0
r∗
PP
(sn)
r∗
PP
(0)
, where ω0 is the dominant frequency. The
argument is a hyperbolic function of oﬀset and has a minimum at zero oﬀset. It
describes the frequency and wavefront curvature dependence of the ERC. Depending
on the value of kP r
∗
PP (0), we distinguish three domains: a near-ﬁeld domain (<
1), a transition zone (1-10), and a far-ﬁeld domain (> 10). Assuming a seismic
frequency range of 8-60 Hz, an interface depth range of 1-4 km, P-wave velocity in
the overburden of 2 km/s, we estimate that kP r
∗
PP (0) at zero oﬀset changes from 25
to 750. The values of kP r
∗
PP (sn) increase with increasing oﬀset.
Figure 2.2 shows the eﬀect of kP r
∗
PP (sn) on the amplitude and phase of the ERC. The
P-wave velocities in upper and lower layers are 2.0 km/s and 2.8 km/s, the values
of kP r
∗
P (0) are 25 and 400, which are equivalent to interface depths of 1 km and
frequencies of 8 Hz and 128 Hz or frequency of 32 Hz and interface depths of 240
m and 4 km. Comparison of the ERC with the corresponding PWRC shows that
the frequency and wavefront curvature aﬀects the amplitude and phase of the ERC
mostly at the near-critical and post-critical oﬀsets. Although kP r
∗
PP (0) belongs to
the far-ﬁeld domain, we still observe its eﬀect at the pre-critical oﬀsets, where the
phase deviates from zero. The diﬀerence between the ERC and the PWRC decreases
for larger kP r
∗
PP (0), which is equivalent to higher frequencies or smaller wavefront
curvatures. However, the ERC will still oscillate in the post-critical domain even for
unrealistically large values of kP r
∗
PP (0). ERCs describe the interference between the
reﬂected and head wave around the critical angle and are thus convenient for AVO
inversion in the interference domain.
Argument kP r
∗
PP (sn) depends on the velocity, frequency and wavefront curvature. It
is therefore impossible to discriminate between the three parameters in the absence
of additional information. To illustrate the sensitivity of ERCs and PWRCs to the
model parameters, we compute their normalized partial derivatives for a model with
the following parameters; VP1 = 2000 m/s, VS1 = 1100 m/s, ρ1 = 1800 kg/m
3 in the
overburden and VP2 = 2800 m/s, VS2 = 1600 m/s, ρ2 = 2100 kg/m
3 in the under-
burden. The diﬀerences between the normalized derivatives of the ERC calculated
for an interface at a depth of 1 km and frequencies of 8, 32 and 128 Hz and the
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Figure 2.2: ERC as function on the incidence angle for kP r
∗
P (0) = 402 (High) and
kP r
∗
P (0) = 25 (Low): (a) Amplitude; (b) Phase. PWRC is shown for comparison.
corresponding PWRC are plotted in Figure 2.3. Figure 2.3a predicts a high sensi-
tivity at the near-critical and post-critical oﬀsets. Each panel represents the change
in one parameter while the other parameters are set to the true model parameters.
A larger diﬀerence between the derivatives means a more accurate estimate of the
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Figure 2.3: (a) Diﬀerence in sensitivity curves between the ERC and the PWRC; (b)
Zoom of Figure (a) for an angle range of 0− 300. Each panel shows the sensitivity to
one parameter while the rest of the parameters are set to the true model parameters.
The ERC is calculated for frequencies 8, 32 and 128 Hz and an interface depth of 1
km.
respective parameter. The highest sensitivity is observed for the P-wave velocities.
This conﬁrms a common understanding that the P-wave velocity can be accurately
inverted for. The least accuracy is expected for densities. We notice also that the
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ERC is more sensitive to the P-wave and S-wave velocities in the lower layer than
in the upper layer. The diﬀerences becomes smaller with increasing frequency. Fig-
ure 2.3b is the zoom of Figure 2.3a at the pre-critical oﬀsets. We observe that the
diﬀerence between the derivatives of the ERC and PWRC is not zero and increases
with decreasing frequency, which indicates that the results of the ERC-based and
the PWRC-based AVO inversion will be diﬀerent even at the pre-critical oﬀsets. We
observe a generally higher sensitivity of the ERC to the P-wave velocities, while the
sensitivity to the other parameters is somewhat lower.
According to the Buckingham pi-theorem (Bluman and Kumei, 1989), we can the-
oretically recover ﬁve parameters from an ERC-based AVO inversion, because ERC
depends on ﬁve dimensionless parameters ρ2
ρ1
, VP2
VP1
, VS1
VP1
, VS2
VP2
,
ω0 r∗PP (0)
VP1
. Assuming the
dominant frequency and the r∗PP (0) in last parameter to be known, we can decouple
and resolve all four velocities VP1, VS1, VP2, VS2. Densities can be decoupled only if
one of them is available.
2.4 Long-oﬀset AVO inversion
2.4.1 Approximate description of a single reﬂection at the
receiver
Ayzenberg et al. (2009) have shown that the reﬂected seismic waveﬁeld at a curved
interface can be approximately described in terms of ERCs. Skopintseva et al. (2007)
have numerically veriﬁed that the P-wave reﬂected at a plane interface can be de-
scribed in terms of ERCs both at the interface and at the receiver. We derive a
seismic-frequency approximation of the reﬂected P-wave at the receiver in terms of
the ERC and show that it has a form convenient for AVO studies (Appendix 2.9):
uPP (xn, ω) ∼= χPP [xn, ω] i
VP 1
S (ω)
ei kP l(xn)√
JPP (xn)
ePP (xn) (5)
where χPP [xn, ω] = χPP [θ (xn) , kP r
∗
PP (xn) , m] is the ERC deﬁned at the receiver,
l (xn) = l (xn, sn) + l (sn) is the distance between the source and receiver xn along
the ray, l (xn, sn) is the distance between the reﬂection point and the receiver, l (sn)
is the distance between the source and the reﬂection point, JPP (xn) = [l (xn)]
2 is the
geometrical spreading of the reﬂected P-wave, S (ω) is the wavelet spectrum, ePP (xn)
is the polarization vector of the reﬂected P-wave. Equation 11 resembles the waveﬁeld
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representation from asymptotic ray theory, where the PWRC is substituted by the
ERC at the receiver. Extrapolation of the ERC from the interface to the receiver is
performed with help of the relation r∗PP (xn) = r
∗
PP (sn) [1 + l (xn, sn) /l (sn)].
Equation 11 in the time domain has the following form:
UPP (xn, t) ∼= i
VP1
ePP (xn)√
JPP (xn)
∫ +∞
−∞
χPP [xn, ω]S (ω) e
i{kP l(xn)−ωt}dω, (6)
where UPP (xn, t) = (UPPX (xn, t) , 0, UPPZ (xn, t)) is the displacement vector, and
ePP (xn) = (sin θ (xn) , 0, cos θ (xn)) is the polarization vector.
2.4.2 Band-limited AVO data and its theoretical description
We further consider the pre-processed AVO data, where the geometrical spreading is
removed:
U˜PP (xn, t) =
√
JPP (xn) UPP (xn, t) ,
u˜PP (xn, ω) =
√
JPP (xn) uPP (xn, ω) .
(7)
Based on the property u˜PP (xn,−ω) = ¯˜uPP (xn,+ω) of the spectrum of a real function,
we write Parseval’s theorem for the reﬂected waveﬁeld U˜PP (xn, t) and its spectrum
u˜PP (xn, ω) (Korn and Korn, 1968):∫ ∞
−∞
[
U˜PP j (xn, t)
]2
dt = 2
∫ ∞
0
u˜PP j (xn, ω) ¯˜uPP j (xn, ω) dω, (8)
where the bar denotes a complex conjugation, j = X,Z for the
X− and Z−components of the reﬂected waveﬁeld U˜PP (xn, t) =(
U˜PPX (xn, t) , 0, U˜PPZ (xn, t)
)
. The left part of the equation represents the
squared RMS value over an inﬁnite time window. We deﬁne a ﬁnite time window
[t1 (xn) , t2 (xn)] which follows the moveout of the reﬂected event. Substituting equa-
tion 11 and 7 to 8, we represent the RMS amplitudes for the X− and Z−components
of the reﬂected waveﬁeld though the ERC:(∫ t2(xn)
t1(xn)
[
U˜PP j (xn, t)
]2
dt
) 1
2
=
√
2
VP1
|ePP j (xn)|
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP [xn, ω] |2 dω.
(9)
Equation 9 incorporates all ERCs whose frequencies are within the frequency range
[ωmin, ωmax]. Moreover, the ERCs are weighted with the amplitude spectrum of the
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Figure 2.4: A scheme explaining the process of computing the theoretical description
of the band-limited AVO data. From left to right: ERCs for three diﬀerent frequencies,
amplitude spectrum of the source wavelet, the result after weighting and averaging.
wavelet. Figure 2.4 shows the eﬀect of weighting for three randomly chosen frequencies
of the wavelet. We observe that the main contribution is obtained from the ERC
calculated for the dominant frequency ω0. The ERCs for the neighboring frequencies
aﬀect only the oscillations at the post-critical angles. The oscillations are suppressed
when a wider frequency range is involved in the weighting.
The factor
√
2/VP1 in equation 9 does not depend on the oﬀset and can be eliminated
through a normalizing procedure over the full oﬀset range. Applying the normalizing
procedure to the left and right parts of equation 9, we obtain the AVO data and its
corresponding theoretical description:
AV Oobs j (xn) =
(∫ t2(xn)
t1(xn)
[
U˜PP j (xn, t)
]2
dt
) 1
2
1
N
∑N
n=1
(∫ t2(xn)
t1(xn)
[
U˜PP j (xn, t)
]2
dt
) 1
2
AV Otheo j (xn) =
|ePP j (xn)|
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP [xn, ω] |2 dω
1
N
∑N
n=1
(
|ePP j (xn)|
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP [xn, ω] |2 dω
) ,
(10)
where j = X, Z for the X− and Z−components of the reﬂected P-wave. Based on
these equations, AVO inversion can be performed on either component of the reﬂected
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P-wave data. If both components are available, equations 10 can be represented as
AV Oobs (xn) =
(∫ t2(xn)
t1(xn)
[
U˜PP (xn, t)
]2
dt
) 1
2
1
N
∑N
n=1
(∫ t2(xn)
t1(xn)
[
U˜PP (xn, t)
]2
dt
) 1
2
AV Otheo (xn) =
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP [xn, ω] |2 dω
1
N
∑N
n=1
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP [xn, ω] |2 dω
,
(11)
where U˜PP (xn) =
√
U˜2PP X (xn) + U˜
2
PP Z (xn) is the magnitude of the displacement
vector. AV Otheo (xn) in this case does not require computation of the polarization
vector.
We note that the theoretical description of the AVO data in equations 10 and
11 requires knowledge about the wavelet spectrum S (ω). We ﬁnd the X− and
Z−components of the power spectrum of the reﬂected waveﬁeld in terms of the wavelet
spectrum from equations 11 and 7:∣∣SDj (xn, ω)∣∣ =√u˜PP j (xn, ω) ¯˜uPP j (xn, ω) = |ePP j (xn)|VP1 |S(ω)| |χPP [xn, ω]| , (12)
where j = X, Z and u˜PP (xn, ω) = (u˜PP X (xn, ω) , 0, u˜PP Z (xn, ω)).
Figure 2.5 demonstrates the frequency dependence of the ERC magnitude for three
chosen oﬀsets corresponding to pre-critical, near-critical and post-critical domains.
We observe that the ERC weakly depends on the frequency at the pre-critical oﬀsets,
while the frequency dependence becomes more prominent at the near-critical and
post-critical oﬀsets. We can therefore exploit the power spectrum
∣∣SD(xpre, ω)∣∣ at
any pre-critical oﬀset in equations 10 and 12 instead of the wavelet spectrum |S (ω)|.
This does not aﬀect the result, because of the following relationship:∣∣SDj (xpre, ω)∣∣ = |ePP j (xpre)|VP1 |S(ω)| |χPP [xpre, ω]| ≈ C |S(ω)| , (13)
where C is a constant which is eliminated through a normalization procedure. The
power spectrum of the data can only serve as a proxy for the spectrum of the wavelet
if there is no signiﬁcant frequency dependence in the ERC at the pre-critical oﬀsets.
This may be not the case in attenuative media.
Because the considered AVO data includes all frequencies present in the reﬂected
waveﬁeld, we refer to AV Oobs (xn) and AV Otheo (xn) as the band-limited AVO data
and its theoretical description, respectively.
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Figure 2.5: ERC as function of frequency for pre-critical, near-critical and post-critical
oﬀsets.
2.4.3 Single-frequency AVO data and its theoretical repre-
sentation
An alternative way to obtain AVO data from the surface seismic data is based on
equation 12. Applying the normalization procedure to the left and right parts of
equation 12, we obtain the representation of the AVO data for each component of the
reﬂected waveﬁeld and their theoretical description in the frequency domain:
AV Oobs j (xn, ω) =
√
u˜PP j (xn, ω) ¯˜uPP j (xn, ω)
1
N
∑N
n=1
√
u˜PP j (xn, ω) ¯˜uPP j (xn, ω)
AV Otheo j (xn, ω) =
|ePP j (xn)| |χPP [xn, ω]|
1
N
∑N
n=1 |ePP j (xn)| |χPP [xn, ω]|
.
(14)
Similarly to equation 11, equation 14 can be rewritten in terms of displacements
u˜PP (xn, ω) =
√
u˜2PP X (xn, ω) + u˜
2
PP Z (xn, ω) in the frequency domain:
AV Oobs (xn, ω) =
√
u˜PP (xn, ω) ¯˜uPP (xn, ω)
1
N
∑N
n=1
√
u˜PP (xn, ω) ¯˜uPP (xn, ω)
AV Otheo (xn, ω) =
|χPP [xn, ω]|
1
N
∑N
n=1 |χPP [xn, ω]|
.
(15)
AVO data from equations 14 and 15 can be obtained for an arbitrary frequency
within the range [ωmin, ωmax]. This gives us the freedom to extract AVO data from
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the reﬂected waveﬁeld for particular frequencies. The theoretical description of AVO
data is simpler, as it does not require any knowledge about the wavelet spectrum. It
can be interpreted as a normalized ERC. The absence of integration allows to reduce
the computational cost of the AVO inversion.
We refer to AV Oobs (xn, ω) and AV Otheo (xn, ω) as the single-frequency AVO data and
its theoretical description.
2.5 AVO inversion of long-oﬀset synthetic data
To test the described AVO inversion approach, we use a 3D long-oﬀset synthetic
PP data obtained from elastic reﬂectivity modeling. The tests are carried out for two
models with a ﬂat horizontal interface between two homogeneous isotropic halfspaces.
We generate the seismograms for the X- and Z-components. For simplicity we con-
sider common-shot gathers, which in the case of a plane interface are equivalent to
CDP gathers with half the distance between the source and the receivers. The source
and receiver array are located at the surface. The receiver sampling is 25 m.
We exploit an omni-directional source with the wavelet S (t) =
− ∂
∂t
exp−((2πft)/π)
2
sin(2πft), where t is time and f = ω/2π is the linear fre-
quency. The wavelet has an amplitude spectrum S (f) with a bell-like envelop,
the frequencies ranging from fmin = 3 Hz to fmax = 62 Hz, and a dominant linear
frequency of 39 Hz.
2.5.1 Model 1
The ﬁrst test is performed for an interface located 1 km below the source. The
upper half-space is described by the parameters VP1 = 2000 m/s, VS1 = 1100 m/s,
ρ1 = 1800 kg/m
3, and the lower half-space is described by the parameters VP2 = 2800
m/s, VS2 = 1600 m/s, ρ2 = 2100 kg/m
3. The critical angle for this model is equal
to 45.60, and the critical oﬀset is xcr = 2041 m. The oﬀsets vary from 0 m to
5000 m and cover pre-critical, near-critical and post-critical reﬂections.The value of
argument kP r
∗
PP (xn) at minimal frequency 3 Hz changes from 18 at zero oﬀset to
60 at oﬀset 5000 m, respectively. The value of this argument at maximal frequency
60 Hz changes from 584 at zero oﬀset to 1246 at oﬀset 5000 m, respectively. The
argument kP r
∗
PP (xn) at dominant frequency of 39 Hz changes from 245 to 784 at
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zero and maximum oﬀsets, respectively.
The seismogram of the Z-component obtained by reﬂectivity modelling is shown in
Figure 2.6a. We observe a signiﬁcant amplitude increase at the oﬀsets above 2000
m. A weak head wave is present on the seismogram and separates from the reﬂected
wave at long oﬀsets. The amplitude of the wavelet spectrum is shown in Figure 2.6b.
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Figure 2.6: (a) Z-component of the reﬂected P-wave obtained from the reﬂectivity
modeling; (b) Wavelet spectrum.
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Figure 2.7: Single-frequency AVO data.
AVO data and its theoretical representation
To obtain the band-limited AVO data, we apply the ﬁrst equation in 11 to the X−
and Z−components of the data compensated for the geometrical spreading.
To obtain the single-frequency AVO data, we apply the temporal Fourier transform to
the X- and Z-components of the seismogram corrected for the geometrical spreading
and use the ﬁrst equation in 15. Figure 2.7 shows the single-frequency AVO data for all
frequencies contained in the wavelet spectrum. The eﬀect of the critical angle becomes
prominent for the oﬀsets above 2000 m. The rapid oscillations at the post-critical
oﬀsets are explained by the interference of the reﬂected and head waves. Moreover,
we observe that the position of the amplitude maximum at the post-critical oﬀsets
depends on the frequency and tends to the critical oﬀset with increasing frequency,
while the amplitude at the pre-critical oﬀsets is close to being frequency-independent.
Figure 2.8 shows the slice of the single-frequency AVO data for a frequency of 32 Hz,
the band-limited AVO data and the corresponding theoretical descriptions calculated
for the true model parameters. The ERC-based theoretical descriptions are obtained
from the second equations in 15 and 11. In equation 15, we assume that the wavelet
spectrum |S (ω)| is unknown and use the amplitude spectrum ∣∣SD(xpre, ω)∣∣ from the
data at a pre-critical oﬀset of 1500 m. We show also the PWRC-based theoretical
description (equation 2) for comparison.
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Figure 2.8: AVO data and their theoretical descriptions calculated for the true model
parameters. (a) Single-frequency AVO data for 32 Hz (circles), ERC-based single-
frequency theoretical description for 32 Hz (solid line) and PWRC-based theoretical
description (dashed line); (b) Band-limited AVO data (circles), ERC-based band-
limited theoretical description (solid line) and PWRC-based theoretical description
(dashed line).
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The single-frequency AVO data exhibits strong oscillations at the post-critical oﬀsets,
whereas such oscillations are absent in the band-limited AVO data because of the av-
eraging over frequencies, as illustrated in Figure 2.4. The ERC-based theoretical de-
scription resembles the AVO data at all oﬀsets, whereas the PWRC-based description
coincides with the AVO data only at the pre-critical oﬀsets and substantially deviates
from it at the near-critical and post-critical oﬀsets. Based on this observation, we
may expect that the PWRC-based inversion will produce similar level of errors in
parameter estimates to the ERC-based inversion at pre-critical oﬀsets. At the same
time, we expect a diﬀerent behavior of errors with oﬀset due to kP r
∗
PP (xn), which
enhances the sensitivity of the ERC to media parameters compared to the PWRC. We
may expect that the ERC-based inversion will outperform the PWRC-based inversion
at the near-critical and post-critical oﬀsets.
Analysis of the objective functions
We examine the shape of the objective functions in order to understand the poten-
tial of the ERC-based and PWRC-based AVO inversions for parameter recovery at
diﬀerent oﬀset ranges.
Figure 2.9 shows 2D cross-plots of the objective function F (v) (equation 1), where
we vary only two parameters while the rest are set to the true model parameters.
The deviation of varying parameters from their true value is ±20%. The ﬁrst two
columns represent maps of F (VP1, ρ1) and F (VS2, ρ1) computed from the ERC-based
band-limited AVO data and the band-limited theoretical description. The last two
columns show the same maps computed from the single-frequency AVO data and its
ERC-based theoretical description (equation 15). The ﬁrst row represents the maps
computed for the pre-critical oﬀset range 0 − 1500 m (0− 360), whereas the second
one shows the maps computed for the full oﬀset range 0 − 5000 m (0− 680). The
circles denote the minimum of the objective function, while the squares indicate the
true model parameters.
We observe that the behavior of the objective functions is diﬀerent for the pre-critical
and the full oﬀset ranges. The objective function does not have well deﬁned minima
for the pre-critical oﬀset range, whereas they become more isometric with increasing
oﬀset range. This is explained by the diﬀerent sensitivity of the ERC to parameters
at diﬀerent oﬀsets ranges. Stronger amplitudes at long oﬀsets contribute more to the
objective functions. We observe also that all the functions are most uncertain in the
ρ1-direction. This may result in higher uncertainties of the density estimates.
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Figure 2.9: Cross-sections of the ERC-based objective functions. The band-limited
and single-frequency theoretical descriptions are used for evaluation of the band-
limited and single-frequency AVO data. Squares denote true model parameters and
circles denote minima of the objective functions.
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Figure 2.10: Cross-sections of the PWRC-based objective functions. The PWRC-
based theoretical description is used for evaluation of the band-limited and single-
frequency AVO data. Squares denote true model parameters and circles denote min-
ima of the objective functions.
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Figure 2.11: 1D cross-sections of the objective functions based on the ERC and the
PWRC. The objective functions are calculated for the band-limited AVO data at
pre-critical oﬀset range (0-1500 m).
The objective functions are V -shaped and stretched in the ρ1-direction for the pre-
critical oﬀsets. The minima of the objective functions coincide with the true model
parameters on almost all the maps, except for the F (VP1, ρ1) for the single-frequency
AVO data, where the deviation in the VP1-direction is less than in the ρ1-direction.
This can probably be explained by the computational errors in the data at short
oﬀsets. We do not observe signiﬁcant deviations for the band-limited case, because
the band-limited theoretical data AV Otheo is more robust to the computational errors
because of averaging over frequencies. Such behavior of the objective functions and
the deviation of the minima may lead to unstable inversion results at the pre-critical
oﬀsets. We also expect more accurate results from the band-limited AVO inversion
than from the single-frequency AVO inversion. The objective functions for the full
oﬀset range exhibit a good ﬁt between the minima of the objective functions and the
true model parameters. We therefore claim that the near-critical and post-critical
oﬀsets will increase the accuracy of parameter estimation.
We additionally analyze maps of the objective functions F (VP1, ρ1) and F (VS2, ρ1)
evaluated using the PWRC-based theoretical description instead of the band-limited
and single-frequency descriptions (Figure 2.10). The deviation of varying parameters
from their true value is ±40%. In this case, we observe a more complex behavior of
the objective functions than those in Figure 2.9. The misﬁts between the minima of
the objective functions and the true model parameters at the pre-critical oﬀsets are
explained by the wavefront curvature present in the data while it is not accounted for
in the PWRC-based theoretical description. This will lead to less accurate parameter
estimates. We observe also that incorporation of the near-critical and post-critical oﬀ-
sets does not improve the shapes of the objective functions. There are still signiﬁcant
deviations of the positions of the minima from the true model parameters.
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Figure 2.11 compares the ERC-based and the PWRC-based one-dimensional objective
functions for band-limited AVO data in the vicinity of their minimum. The compu-
tation is carried out for a pre-critical oﬀset range of 0-1500 m. Despite the fact that
the amplitudes of the ERC and the PWRC are almost equal, we observe that the
PWRC-based objective function is asymmetric and its minimum is shifted from the
true value. This conﬁrms that the ERC-based and the PWRC-based AVO inversions
will perform diﬀerently even at the pre-critical oﬀsets.
AVO inversion results
To include post-critical oﬀsets in the inversion, we use the exact reﬂection coeﬃcients
(ERCs or PWRCs), which imply nonlinear inversion methods. Among the existing
optimization methods, we chose the nonlinear optimization method of Nelder-Mead
for minimizing the objective function in equation 1 (Himmelblau, 1972). The method
is computationally simple and eﬀective, because it does not require calculation of
partial derivatives. However, we need to provide an initial guess for the estimated
parameters. A good starting model ensures fast convergence of the inversion to the
ﬁnal result. An initial guess is typically obtained from the low-frequency velocity
trends and rock-physical relationships. In our case the objective function has only
one minimum for the parameter deviation within 20%. The initial guess can therefore
belong to this range.
We carried out AVO inversion for oﬀset ranges varying from 0-250 m to 0-5000 m with
an increment of 250 m. We allowed for a 20% variation in the estimated parameters.
The initial guess deviates by 15% from the true model parameters. Figure 2.12
illustrates the results of the single-frequency ERC-based AVO inversion, where we
invert for the ﬁve parameter vector v = (VP1, VS1, VP2, VS2, ρ1) assuming the density
ρ2 in the underburden to be known. The inversion results are plotted as functions
of the oﬀset range. As expected, we see that increase in the oﬀset range generally
improves the inversion results. All the parameters are estimated more accurately
when the post-critical oﬀsets are involved in the inversion. The best accuracy is
achieved for the P-wave velocities and the density ρ1, while the S-wave velocities are
less accurate. At pre-critical oﬀset ranges (until 2000 m), the S-wave velocity and
P-wave velocity in the underburden and density are estimated better than the other
two parameters. The accuracy of VP2 is higher than the accuracy of VP1 at the pre-
critical oﬀsets, whereas the accuracy of their estimates is approximately the same at
the post-critical oﬀsets.
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Figure 2.12: Relative errors in the ﬁve-parameter single-frequency (32 Hz) ERC-based
AVO inversion for Model 1 as function of oﬀset range.
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Figure 2.13: Normalized derivatives of the single-frequency ERC-based objective func-
tion with respect to the model parameters for diﬀerent oﬀset ranges. A higher value
of the derivative with respect to a parameter corresponds to a higher sensitivity of
the objective function to this parameter.
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We illustrate the sensitivity of the objective function for the single-frequency AVO
inversion to the model parameters by showing its normalized derivatives at diﬀerent
oﬀset ranges (Figure 2.13). A larger derivative is associated with a better estimate of
the inverted parameter. We observe that the derivatives with respect to VS2 and VP2
at short oﬀset ranges forecast an accurate estimate of these parameters. The rapid
increase of the derivative with respect to VP1 and VP2 at the near-critical and post-
critical oﬀsets conﬁrms the ability of the inversion to resolve the P-wave velocities
better than other parameters. The sensitivity to the densities becomes larger than
the sensitivity to VS1 when the post-critical oﬀsets are included in the computation.
This indicates that the post-critical oﬀsets contain additional information about the
densities. These observations correlate well with the inversion results in Figure 2.12.
We additionally observe a zone between 2000 - 3000 m, where the relative behavior
between the derivative curves changes and the objective function is almost equally
sensitive to both P-wave velocities. This area corresponds to a local drop in the quality
of estimated parameters (Figure 2.12). We observe that in this particular interval
there is a strong correlation between the sensitivities to the two P-wave velocities.
Although the Buckingham pi-theorem states that ﬁve parameters can be retrieved
from the ERC-based inversion, the uniqueness of the ﬁve-parameter inversion for this
particular interval is questionable and requires further study. Figure 2.13 explains
some of the inversion results. However, it does not provide a full picture, because
a nonlinear inversion is a nontrivial search for the minimum of a multidimensional
objective function.
To demonstrate the improvement in the results obtained from the ERC-based AVO
inversion, we compare it with the PWRC-based AVO inversion. We perform four-
parameter inversions because the PWRC-based AVO inversion allows recovery of only
four parameters (Lavaud et al., 1999). We assume VP2 and ρ2 to be known and recover
the parameter vector v = (VP1, VS1, ρ1, VS2).
Figure 2.14 illustrates the results of the four-parameter ERC-based AVO inversion
as a function of the oﬀset range. Figures 2.14a and 2.14b correspond to the single-
frequency and the band-limited AVO inversions. We observe that in both cases the
accuracy of parameter estimation generally increases with increasing oﬀset range. The
results obtained at the pre-critical oﬀset ranges are least accurate and least stable,
in particular because of the short oﬀsets and numerical errors. When proceeding
from the pre-critical oﬀsets to the near-critical oﬀsets, the accuracy of all estimated
parameters increases. We observe an increase in the error in the estimated S-wave
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Figure 2.14: Relative errors in the four-parameter AVO inversion as function of the
oﬀset range for Model 1. (a) ERC-based single-frequency AVO inversion for 32 Hz;
(b) ERC-based band-limited AVO inversion.
velocities an oﬀset range of 2000-3000 m. The eﬀect weakens outside this zone. This
is well correlated with the local minima and maxima observed in Figure 2.13. The
P-wave velocity estimate appears to be most accurate and robust at the near-critical
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and post-critical oﬀsets. The estimated S-wave velocities exhibit similar trends, but a
somewhat lower accuracy. The lowest accuracy is achieved for the S-wave velocity VS1
in the overburden. The density estimates appear to be surprisingly good, in particular
when the near-critical and post-critical oﬀsets are included in the inversion.
Taking into account that the synthetic data contain numerical errors, we obtain an
insight into the sensitivity of the ERC-based AVO inversion to the irregular noise.
We observe from Figures 2.14a and 2.14b that the errors in the single-frequency AVO
inversion at the pre-critical oﬀsets are larger than those for the band-limited AVO
inversion. It indicates that the latter inversion is more robust to irregular noise than
the former. However, the band-limited AVO inversion implies an increase in the
computational cost because of averaging over frequencies. The single-frequency AVO
inversion, on the contrary, is faster and less accurate.
Figure 2.15 shows the inversion results obtained from the PWRC-based AVO inver-
sion. Figures 2.15a and 2.15b correspond to the single-frequency and the band-limited
AVO inversions. We observe that the PWRC-based AVO inversion generally produces
less accurate results than the ERC-based AVO inversion. Despite the similarities
between the ERC and the PWRC at the pre-critical oﬀsets, we observe diﬀerent be-
haviors of the relative errors in parameters estimates. The range of errors for both
inversions varies between 2-12%. The diﬀerences are explained by the diﬀerent sen-
sitivities of the reﬂection coeﬃcients to the parameters because of the additional
argument kP r
∗
PP (xn). This explanation is supported by the shapes of the objective
functions and the sensitivity study. We observe an abrupt decrease in the accuracy
of all estimated parameters at the near-critical oﬀsets. This is explained by a strong
inconsistency of the plane-wave description to the AVO data at the near-critical oﬀ-
sets. Whenever the post-critical oﬀsets are involved in the inversion, the error curves
become ﬂat. This indicates that increase in the oﬀset range will not improve the qual-
ity of estimated parameters. We note also that the S-wave velocity in the overburden
is least accurately estimated regardless of the oﬀset range. We suspect that S-wave
velocities are more sensitive to errors at post-critical oﬀsets than other parameters.
Although multi-component seismics continue to increase in popularity, single-
component data is still widely acquired in the industry. We therefore provide the
AVO inversion results obtained from only from the Z-component (Figure 2.16). We
exploit equations 12 and perform the ERC-based band-limited AVO inversion. We
observe that the accuracy of the parameter estimates decreases, especially at the
near-critical and post-critical oﬀsets.
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Figure 2.15: Relative error in the four-parameter AVO inversion as function of the
oﬀset range for Model 1. (a) PWRC-based single-frequency AVO inversion for 32 Hz;
(b) PWRC-based band-limited AVO inversion.
The reason for a decreased accuracy is the approximation in the polarization vec-
tor of the reﬂected P-wave, which causes larger errors with increasing oﬀset range.
This consequently causes a shift in the minimum of the objective function. The error
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Figure 2.16: Relative error in the inversion results for the band-limited ERC-based
AVO inversion of the Z−component AVO data.
curves at the pre-critical oﬀsets resemble those for the two-component AVO inver-
sion, however, they are nearly constant at the near-critical and post-critical oﬀsets.
Although the accuracy of the P-wave velocity estimation remains high, the errors in
VS2 and ρ1 increase to 8% and 3%, respectively. The S-wave velocity VS1 in the upper
layer is not resolved, because the error exceeds the 20% limit used as a starting point
for the inversion. The accuracy curves show qualitatively the same behavior as the
accuracy curves in Figure 2.13. A comparison of the one-component ERC-based and
PWRC-based AVO inversions shows that the former outperforms the latter.
2.5.2 Model 2
To illustrate the validity of the ERC-based AVO inversion, we perform an additional
test on a model with two critical angles. An interface located 0.5 km below the source
separates the two half-spaces with the parameters VP1 = 1300 m/s, VS1 = 800 m/s,
ρ1 = 1800 kg/m
3 in the overburden, and VP2 = 2400 m/s, VS2 = 1700 m/s, ρ2 = 2100
kg/m3 in the underburden. The ﬁrst critical angle θcr1 = 32.8
0 (corresponding to
a critical distance of xcr1 = 644 m) generates a PPP-type head wave. The second
critical angle θcr1 = 49.9
0 (corresponding to a critical distance of xcr2 = 1187 m)
creates a converted PSP-type head wave. The receiver oﬀsets vary from 0 m to 2500
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Figure 2.17: Band-limited AVO data for Model 2 and the corresponding theoretical
descriptions calculated for the true model parameters.
m and cover the pre-critical, near-critical and post-critical reﬂections. The value of
argument kP r
∗
PP (xn) at minimal frequency 3 Hz varies from 14 at zero oﬀset to 38
at oﬀset 2500 m. The value of this argument at maximal frequency 60 Hz varies from
299 at zero oﬀset to 779 at oﬀset 2500 m. The value of this argument at dominant
frequency of 39 Hz changes from 188 to 490 at zero and maximum oﬀsets, respectively.
Figure 2.17 presents the band-limited AVO data and its ERC-based and PWRC-
based theoretical descriptions. The behavior of the AVO data is more complex than
that for Model 1. The ﬁrst maximum in the AVO data is associated with the PPP-
type head wave arrival, while the second maximum corresponds to the PSP-type head
wave. Despite the complexity of the AVO data, the ERC-based theoretical description
exhibits a good ﬁt to the AVO data, while the PWRC-based description substantially
deviates from it.
Figures 2.18a and 2.18b show the results of the four-parameter band-limited ERC-
based and PWRC-based AVO inversions. The results generally resemble those ob-
tained for Model 1 (Figure 2.14b), but the overall accuracy is almost twice as high.
We suspect this is explained by the presence of an additional critical point which
increases the sensitivity of the theoretical description to all the parameters. The
PWRC-based AVO inversion produces relatively poor results for the oﬀsets below the
second critical point and almost constant errors behind the second critical point. VS1
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is still undeﬁned, while the accuracy of the estimated VS2 increases considerably.
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Figure 2.18: Relative error in the four-parameter AVO inversion as function of the
oﬀset range for Model 2. (a) ERC-based band-limited AVO inversion; (b) PWRC-
based band-limited AVO inversion.
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2.6 Discussion
We show that the ERC-based AVO inversion greatly improves the accuracy of esti-
mated parameters as compared to the PWRC-based AVO inversion. The improve-
ment is especially apparent when the near-critical and post-critical oﬀsets come into
play. This is explained by the wavefront curvature eﬀect, which is captured by the
ERC and ignored by the PWRC. We show also that incorporation of several frequen-
cies rather than one enhances the accuracy of the ERC-based AVO inversion.
Although a signiﬁcant improvement is observed when switching from the PWRC-
based AVO inversion to the ERC-based AVO inversion, the computational eﬀort is
greater. The ERC-based AVO inversion, in particular the band-limited version of it, is
CPU-demanding. The computational cost of band-limited AVO inversion is 15 times
higher than single-frequency AVO inversion and it exhibits a non-linear dependency
on the number of frequencies involved in the inversion. There is therefore a trade-oﬀ
between the desired quality of the inversion and its computational cost.
The proposed approach and a conventional way of performing AVO inversion in the
industry are essentially diﬀerent. A typical setup for an inversion implies the applica-
tion of a weak-contrast plane-wave reﬂection coeﬃcient, which is written in terms of
the contrasts in elastic parameters. Such an inversion will therefore estimate the con-
trasts in the parameters across the reﬂecting interface. We incorporate post-critical
oﬀsets and strong parameter contrasts across the interface. ERCs cannot be easily
linearized in a similar way as PWRCs. Our inversion therefore performs a somewhat
broader task of estimating the absolute values of seismic parameters. We show that
ERCs provide the possibility of deﬁning ﬁve absolute parameters while PWRCs are
capable of estimating only four parameters.
In our tests, we recovered parameters both in the overburden and the underburden,
by assuming two parameters in the underburden to be known. In principle, the ERC-
based inversion allows retrieval of ﬁve parameters. However, one needs to carefully
choose the estimated parameters because the objective function may not be equally
sensitive to all the parameters, at least for some oﬀset ranges. The inversion does
not in general allow recovering of the densities independently. Nevertheless, we can
recover the full set of seismic parameters in the underburden if the density in the
overburden is known. It is also natural to perform a combination of a traveltime
inversion and an AVO inversion to improve the quality of parameter estimation above
and below the target interface. The only information we may miss is the density
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estimate in the overburden.
We have shown examples of inverting multi-component as well as single-component
synthetic data. We realize that multi-component data may not be available in the
real-world tasks. However, we like to illustrate the diﬀerence in the performance of
the inversion workﬂow for both cases. As we show in our examples, the quality of the
inversion generally increases when we reconstruct the displacement along the ray. The
comparison of one-component ERC-based AVO inversion with the multi-component
PWRC-based inversion shows that the former is still better than the latter.
Given that in marine surveys we obtain scalar omni-directional pressure ﬁeld, AVO
data and its theoretical descriptions obey equations 11 and 15. We thus expect the
inversion results to perform as good as in case of a multi-component inversion.
Our numerical tests are performed for one plane interface, although the theory of
ERCs can be extended for curved reﬂectors and layered overburden. We concen-
trated on the simplest model of one plane interface between two homogeneous halfs-
paces in order to demonstrate that ERCs help to signiﬁcantly enhance the inversion
performance. The initial results provide motivation for further studies.
We have also avoided the topic of irregular noise in the data, although some noise
is brought in because of the numerical errors of the modeling algorithm in the pre-
critical domain. Systematic noise such as residual multiples, water-column noise and
ground-roll, which might tune with the data at the post-critical oﬀsets (Landrø and
Tsvankin, 2007), deserve an additional study.
Last but not least important is the issue of quality of data processing prior to per-
forming the inversion. There are particular requirements imposed on the processing
sequence in order to condition the data for AVO inversion. One of the steps in such
a sequence oftentimes is true amplitude imaging, which aims to remove the eﬀects
of wave propagation through the overburden in order to obtain the true reﬂection
amplitudes at the target interfaces. The data after imaging become more regular
with a better S/N ratio. However, the existing imaging algorithms assume that the
interface is located in the far ﬁeld and do not account for the reﬂections near and
beyond the critical angle. In order to apply the ERC-based AVO inversion directly
to imaged data, we need more advanced imaging techniques, which account for the
wave phenomena associated with the critical angle. If the migration algorithm could
properly account for post-critical reﬂections, we could directly exploit ERCs deﬁned
at the interface. At the current stage, we limit our work to non-imaged data. This
issue needs a further investigation.
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2.7 Conclusions
We show that long-oﬀset data can signiﬁcantly improve the performance of AVO
inversion. It is however not enough to just increase the oﬀset range. An adequate
theoretical description of the observed AVO data is crucial for recovering the seismic
parameters at long oﬀsets. We propose to use the eﬀective reﬂection coeﬃcient (ERC)
instead of the plane-wave reﬂection coeﬃcient (PWRC). The ERC correctly describes
the reﬂection of waves generated by point source at all oﬀsets.
The synthetic tests show that including the near-critical and post-critical oﬀsets in
the AVO inversion based on PWRCs does not improve its quality and decreases the
accuracy of S-wave velocity estimates in certain circumstances. Long-oﬀset ranges
increase the accuracy of parameter estimates in the AVO inversion based on ERCs.
We achieve an error level of approximately 1% when including a wide range of oﬀsets.
One of the advantages of our approach is the ability to recover ﬁve parameters, because
of the presence of the additional dimensionless parameter
ω0 r∗PP (0)
VP1
. Although the
quality of the ﬁve-parameter AVO inversion is somewhat lower than the quality of
the four parameter inversion, it still recovers the desired parameters with a high
accuracy at the post-critical oﬀsets.
Among the considered versions of the AVO inversion based on ERCs, we found the
band-limited inversion to perform the best. The single-frequency AVO inversion pro-
duces on average less accurate results.
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2.9 Appendix A:
Reﬂected PP-waveﬁeld at the receiver in
terms of eﬀective reﬂection coeﬃcient
To theoretically describe the AVO data, we need to establish a link between the re-
ﬂected waveﬁeld and the ERC. There are three approaches to the description of the
waveﬁelds reﬂected from plane interfaces between two homogeneous media (Cˇerveny´
and Ravindra, 1971); a numerical representation, a local high-frequency asymptotic
description and a rigorous plane-wave decomposition. The numerical representation is
irrelevant for us, since we seek an analytical form of the solution. The high-frequency
asymptotic solution represents the reﬂected wave and the head wave around the criti-
cal ray using the Weber-Hermite functions. This approximation does not describe the
interference between the two waves at the near-critical and post-critical oﬀsets and
does not therefore ﬁt our purpose. We use the rigorous plane-wave decomposition and
exploit the results of Ayzenberg et al. (2009) to introduce the reﬂected waveﬁeld at
the receiver in terms of ERCs. We consider a model with two homogeneous halfspaces
separated by a horizontal plane interface.
The interface given by equation x3 (x1, x2) = −h in the global Cartesian system. We
assume for simplicity that the source is located at the origin (0, 0, 0), the receiver
is placed on the same side of the interface as the source and has coordinates x =
(x1, x2, x3).
The reﬂected P-waveﬁeld at the receiver can be represented by the Kirchhoﬀ propa-
gation integral
uPP (x, ω) =
∫∫
S
PP (x, s, ω) uPP (s, ω) ds (A-1)
where the reﬂected P-waveﬁeld at the interface is represented by the convolutional
reﬂection integral
uPP (s, ω) =
1
2π
∫∫
S′
RPP (s− s′, ω) u∗P (s′, ω) ds′ =
=
1
2π
∫∫
S′
RPP (s
′, ω) u∗P (s− s′, ω) ds′,
(A-2)
u∗P (s
′, ω) = HPP (s
′, s˜, ω)uP (s˜, ω); HPP (s
′, s˜, ω) is a matrix operator which trans-
forms the polarization vector eP (s˜) at point s˜ to polarization vector ePP (s
′) at point
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s′; uP (s˜, ω) is the incident P-waveﬁeld at point s˜ of the interface; s
′ is a point in the
Fresnel zone; PP (x, s, ω) is the propagation operator, RPP (s
′, ω) is the reﬂection
operator, ds = ds1 ds2, ds
′ = ds′1 ds
′
2. Waveﬁeld u
∗
P (s
′, ω) can be considered as the
incident wave generated by the apparent source, which is a mirror image of the actual
source with respect to the interface. The apparent source has coordinates (0, 0,−2h).
The waveﬁeld generated by the apparent source diﬀers from actual incident waveﬁeld
only by the polarization vector which coincides with the polarization vector of the
reﬂected wave.
The wave propagation process described by equation A-1 is sketched in Figure 2.19a.
There are two diﬀerent mechanisms for energy propagation; the propagation along
the ray tube, which has been discussed in detail in ray theory (Cˇerveny´, 2001) and
the energy diﬀusion across the ray tube (Klem-Musatov et al., 2008). Figure 2.19b
illustrates reﬂection given by equation A-2. The operator decomposes the incident
waveﬁeld to plane waves at every point s˜ of the interface, rotates the polarization
vector with respect to the interface normal, multiplies each plane wave with the
corresponding PWRC and then sums the obtained values at point s of the interface.
The reﬂected ﬁeld obtained at point s includes the contributions from all points s˜.
Substituting equation A-1 to A-2, we obtain the four fold integral:
uPP (x, ω) =
∫∫
S
PP (x, s, ω)
⎧⎨⎩ 12π
∫∫
S′
RPP (s
′, ω) u∗P (s− s′, ω) ds′
⎫⎬⎭ ds
(A-3)
The integral in A-3 can be evaluated in the seismic frequency range using ERCs
(Ayzenberg et al., 2009). We rearrange the integrals in A-3 to show this. It is known
that for plane interfaces the following is valid: PP (x, s, ω) = PP (x− s′, s, ω). We
thus obtain:
uPP (x, ω) =
1
2π
∫∫
S′
RPP (s
′, ω) u∗P (x− s′, ω) ds′ (A-4)
where the vector integrand is represented by the propagation integral
u∗P (x− s′, ω) =
∫∫
S
PP (x− s′, s, ω) u∗P (s, ω) ds
=
∫∫
S
PP (x, s, ω) u
∗
P (s− s′, ω) ds.
(A-5)
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Exploiting the convolutional property for the reﬂection operator and deﬁning the new
variable x′ = x− s′, we obtain:
uPP (x, ω) =
1
2π
∫∫
X˜′
RPP (x− x′, ω) u∗P (x′, ω) dx′ , (A-6)
where x′ represents a point in the Fresnel zone located at the observation surface.
Equation A-6 says that the reﬂected waveﬁeld at the receiver is the convolution of
the waveﬁeld originating at the apparent source and evaluated at the receiver and the
reﬂection operator deﬁned at the receiver.
Within the seismic frequency range, the spherical wave u∗P (x
′, ω) can be represented
by the approximation:
u∗P (x
′, ω) ∼= i
VP 1
S (ω)
ei kP l(x
′)
l (x′)
ePP (x
′) , (A-7)
where l (x′) is the distance between the apparent source and point x′, S (ω) is the
wavelet spectrum, kP is the wavenumber, VP 1 is the P-wave velocity in the overburden,
ePP (x
′) is the polarization vector at the receiver.
Substituting equation A-8 to equation A-6 and applying the approach proposed by
Ayzenberg et al. (2009), we obtain the reﬂected PP-waveﬁeld in terms of ERCs:
uPP (x, ω) ∼= χPP [x, ω] i
VP 1
S (ω)
ei kP l(x)√
JPP (x)
ePP (x) (A-8)
where χPP [x, ω] = χPP [θ (x) , kP r
∗
PP (x), m] is the ERC deﬁned at the receiver,
r∗PP (x) is the apparent wavefront radius at the receiver, l (x) is the distance between
the apparent source and the receiver, JPP (x) = [l (x)]
2 is the geometrical spreading
of the reﬂected PP-wave. Equation A-9 was heuristically obtained and tested on
synthetic data modelled by the ﬁnite-diﬀerence method by Skopintseva et al. (2008,
2009). It represents a seismic frequency approximation, which is similar to high-
frequency approximation, when the ERC is replaced by the PWRC. However, the
ERC takes into account the interference between the reﬂected and the head waves in
the near-critical and the post-critical domains. For homogeneous media with plane
interfaces, we obtain: l (x) = l (s) + l (x, s), where l (s) is the distance between the
actual source and the reﬂection point, l (x, s) is the distance between the reﬂection
point and the receiver.
From the deﬁnition of ERCs in media with plane interfaces, we obtain that r∗PP (x) =
l (x). The ERC at the receiver is thus diﬀerent from the one at the interface. The ERC
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at the interface is deﬁned for reﬂection angle θ (s) and apparent radius r∗PP (s). The
ERC at the receiver depends on reﬂection angle θ (x) and apparent radius r∗PP (x).
The position of amplitude maximum and the oscillations at the post-critical oﬀsets
are diﬀerent for the two ERCs. Indeed, when the reﬂected waveﬁeld propagates from
the interface to the receiver, the interference between the reﬂected wave and the head
wave changes because of the diﬀerent nature of their propagation. This causes the
energy diﬀusion across ray tube during propagation (Figure 2.19a). Quantity r∗PP (x)
controls the diﬀusion. Representing the r∗PP (x) through r
∗
PP (s), we ﬁnd the link
between the two ERCs:
r∗PP (x) = r
∗
P (s)
(
1 +
l (x, s)
l (s)
)
. (A-9)
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Figure 2.19: Scheme of (a) propagation and (b) reﬂection of the wave generated by a
point source.
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3.1 Abstract
Widely exploited in the industry AVO inversion techniques are based on weak-contrast
approximations of the plane-wave reﬂection coeﬃcients. These approximations are
valid for plane waves reﬂected at almost ﬂat interfaces with weak contrasts in seismic
parameters and for reﬂection angles below the critical angle. Regardless the underly-
ing assumptions, linearized coeﬃcients provide a simple and physically adequate tool
to accurately invert AVO data for seismic parameters at pre-critical angles. However,
the accuracy of linearized coeﬃcients drastically decreases with increasing incidence
angle. Limitations occur around and beyond the critical ray, where the eﬀect of
wavefront curvature becomes prominent and thus can no more be neglected. The ef-
fective reﬂection coeﬃcients generalize the plane-wave reﬂection coeﬃcients for waves
generated by point sources and reﬂected at curved interfaces. They account for the
wavefront curvature and are adequate at any incidence angle. Our previous studies
have shown that including the reﬂections around and beyond the critical angle in the
AVO inversion signiﬁcantly improves the accuracy of estimated parameters. However,
the interface curvature must also have its contribution to the long-oﬀset AVO inver-
sion. We ﬁnd that the interface curvature aﬀects the energy propagation along the
ray tube and the energy diﬀusion across the ray tube. The energy propagation along
the tube is characterized by the geometrical spreading which is strongly aﬀected by
interface curvature. The transverse diﬀusion is captured by the eﬀective reﬂection
coeﬃcients which are less inﬂuenced by interface curvature. The long-oﬀset AVO in-
version is thus sensitive to interface curvature through a combination of several wave
propagation factors.
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3.2 Introduction
Conventional AVO inversion techniques exploit weak-contrast approximations of the
plane-wave reﬂection coeﬃcient (PWRC) described by the Zoeppritz equation (Aki
and Richards, 2002). Such linearized reﬂection coeﬃcients inherit the main underly-
ing assumption of the Zoeppritz equation, which deﬁnes the ratio of the amplitudes
of reﬂected and incident plane waves at a ﬂat reﬂecting interface separating two ho-
mogeneous halfspaces. The assumption of a planar wavefront limits the applicability
of the PWRC-based AVO inversion, because PWRCs do not account for wavefront
curvature (Cˇerveny´ et al., 1964; Cˇerveny´ and Ravindra, 1971). The limitations of the
assumption of plane interfaces for a seismic frequency range is studied and discussed
by Ayzenberg et al. (2007).
Linearized reﬂection coeﬃcients exhibit a remarkably good match to the observed
reﬂection amplitudes for the media where the near-critical and post-critical reﬂec-
tions are not registered by the acquisition or muted during processing. In complex
media containing interfaces with strong velocity contrasts, the critical incidence angle
appears at relatively small oﬀsets and the accompanying phenomena are observed in
the data. In such circumstances, the eﬀects associated with wavefront curvature and
the interference between reﬂected and head waves play a vital role in the deﬁnition of
the AVO behavior. This results in the inadequacy of PWRCs in the AVO inversion.
Several authors address the eﬀect of wavefront curvature on the reﬂections around
and beyond the critical angle (Downton and Ursenbach, 2006; Alhussain et al., 2008;
Haase, 2004). However, the local interface curvature has never been considered a
factor aﬀecting the AVO curve.
Ayzenberg et al. (2007, 2009) introduced eﬀective reﬂection coeﬃcients (ERCs) which
generalize PWRCs for waves generated by point sources. The ERCs account for
the wavefront curvature and the frequency range of the wavelet and thus naturally
incorporate the Fresnel volume surrounding the specular ray. The ERCs also describe
the interference between reﬂected and head waves beyond the critical ray and are
adequate at any incidence ray. Skopintseva et al. (2011) developed an AVO inversion
approach based on the ERCs and valid for plane interfaces. They showed that the
a signiﬁcant improvement in the accuracy of estimated parameters can be achieved
through the incorporation of the data from near-critical and post-critical oﬀsets. The
ERCs also approximately account for local interface curvature, which relaxes the
assumption of locally plane interfaces.
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Interface curvature strongly aﬀects the reﬂection response. Cˇerveny´ et al. (1974) and
Hubral (1979) studied the impact of interface curvature on the energy propagation
along the ray tube. They introduced the equations for the geometrical spreading
dependent on interface curvature within the high-frequency approximation. Favretto-
Cristini et al. (2009) showed that the interface curvature aﬀects the size of the Fresnel
zone and cannot be neglected. The ERCs are introduced in a way that naturally
incorporates the Fresnel zone and, as a consequence, interface curvature (Ayzenberg
et al., 2007, 2009).
The post-critical reﬂections additionally exhibit a more complex phase interference
between the reﬂected and head waves. The phase interference characterizes the dif-
fusion across the ray tube and, consequently, aﬀects the post-critical amplitudes.
Skopintseva et al. (2011) state the importance of accounting for the phase interfer-
ence for long-oﬀset AVO inversion at plane interfaces, where the phase interference
is deﬁned solely by wavefront curvature. Jin and Yin (2008) showed that interface
curvature strongly aﬀects the wavefront curvatures of reﬂected and head waves. This
will result in phase interference aﬀected by both wavefront and interface curvatures.
In this paper, we extend the ERC-based AVO inversion approach for curved interfaces
and include a factor describing the transverse diﬀusion across the ray tube. We study
the eﬀect of interface curvature on the energy propagation along the ray tube and the
transverse diﬀusion using synthetic modeled data. We show that the eﬀect of interface
curvature on the energy propagation can be accurately described by ray theory. The
description of the transverse diﬀusion, however, requires an accurate approximation
in the form of ERCs. We investigate the inﬂuence of interface curvature on the
AVO inversion and show that including of interface curvature in the geometrical
spreading signiﬁcantly improves the accuracy of parameter estimates. Including of
interface curvature in the transverse diﬀusion across the ray tube brings a minor
improvement. We consider the interface curvature to be known a priori and leave the
topic of accuracy of estimating interface curvature outside the scope of this paper.
The paper is divided in ﬁve parts. Part 1 describes our approach to the deterministic
AVO inversion. In Part 2, we review the properties of ERCs at curved interfaces
and introduce an approximate formula for the phase interference valid for curved
interfaces. Part 3 is devoted to synthetic modelling, where we obtain data both at
interface and at receiver for various interface shapes and azimuthal distributions of
receiver arrays. In Part 4, we analyze the eﬀect of interface curvature on the reﬂection
response. In Part 5, we provide the results of the AVO inversion of synthetic data
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and elaborate on the eﬀect of interface curvature on geometrical spreading and ERCs.
Finally, we discuss the aspects of applicability of the ERC-based AVO inversion for
curved reﬂectors in practice. We derive a heuristic approximation of the P-waveﬁeld
reﬂected at curved interface in terms of ERCs in Appendix 3.11. Appendix 3.12
summarizes auxiliary equations used in the paper.
3.3 Deterministic ERC-based AVO inversion
We consider a curved interface between two isotropic elastic halfspaces. A point source
in the upper halfspace generates an incident P-waveﬁeld, which hits the interface
and produces a reﬂected waveﬁeld UPP (xn, t) = (UPPX (xn, t) , 0, UPPZ (xn, t)) at
receivers xn = (x1 n, x2 n, x3 n) located in the upper halfspace. The receivers are
numbered by n = 1, 2, . . . , N , and N is the number of receivers. The variable
t denotes time. For simplicity, we consider only one horizontal component of the
reﬂected waveﬁeld.
A deterministic AVO inversion can be deﬁned as the estimation of the sought-for
model parameters through the minimization of misﬁt function between observed and
modeled AVO data:
F (v) =
√√√√ N∑
n=1
[Aobs (xn)− Amod (xn, v)]2 → min , (1)
where v is the vector of unknown model parameters. Vector v consists of the velocities
and one of the densities (density ratio) and its length is deﬁned by the number of
unknown parameters.
According to Skopintseva et al. (2011), the observed AVO data can be represented as
Aobs (xn) =
(∫ t2(xn)
t1(xn)
[
U˜PP (xn, t)
]2
dt
) 1
2
1
N
∑N
n=1
(∫ t2(xn)
t1(xn)
[
U˜PP (xn, t)
]2
dt
) 1
2
, (2)
where U˜PP (xn) =
√
U˜2PP X (xn) + U˜
2
PP Z (xn) is the magnitude of displacement vector
U˜PP (xn, t) =
√
JPP (xn) UPP (xn, t) corrected for geometrical spreading
√
JPP (xn),
and [t1 (xn) , t2 (xn)] is a time window of constant length containing the reﬂected
event.
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Figure 3.1: Spreading of the ray tube. Black dashed line indicates the specular ray.
Gray solid lines show the ray tube in the case of reﬂection from a plane interface;
gray dashed lines show the ray tube in the case of reﬂection from a curved interface.
We illustrate in Figure 3.1 the eﬀect of interface curvature on the cross-section of
the ray tube, which is proportional to the geometrical spreading. The cross-section
of the ray tube at the receiver for reﬂection from a curved interface is considerably
larger than the one from a plane interface. This indicates that the recorded reﬂection
amplitude from interfaces of diﬀerent local curvature will diﬀer signiﬁcantly. The
eﬀect of interface curvature in the geometrical spreading cannot thus be neglected.
Although Skopintseva et al. (2011) introduced equation 2 only for plane interfaces,
it can be extended for curved interfaces by correcting the geometrical spreading for
interface curvature, as shown in Appendix 3.12 (Cˇerveny´ et al., 1974; Hubral, 1979).
The modeled AVO data has the following form (Skopintseva et al., 2011):
Amod (xn, v) =
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP (xn, ω)|2 dω
1
N
∑N
n=1
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP (xn, ω) |2 dω
, (3)
where |S (ω) | is the wavelet spectrum amplitude for the displacement ﬁeld, ω is the
angular frequency, ωmin and ωmax are the lowest and highest frequencies contained in
the reﬂection event, χPP (xn, ω) = χPP [θ (xn) , kP r
∗
PP (xn), m] is the ERC deﬁned
at the receiver xn, θ (xn) is the incidence angle, m = (VP1, VP2, VS1, VS2, ρ1, ρ2) is
the vector of model parameters, VP1 and VP2 are the P-wave velocities, VS1 and VS2
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are the S-wave velocities, ρ1 and ρ2 are the densities above and below the reﬂecting
interface. Vector v of the unknown parameters is a subset of vector m. Skopintseva
et al. (2011) showed that the maximum dimension of vector v is ﬁve, because ERCs
contain only ﬁve independent parameters (the four velocities and one of the densities).
Dimensionless argument kP r
∗
PP (xn) controls the wavefront curvature and frequency
dependencies in the ERCs, kP = ω/VP1 is the wavenumber in the upper halfspace,
r∗PP (xn) is the apparent wavefront curvature at the receiver (Ayzenberg et al., 2007).
On the example of plane interface, Skopintseva et al. (2011) showed that parameter
r∗PP (xn) contains a propagation term controlling a phase change caused by the in-
terfering reﬂected and head waves, which is associated with the diﬀusion across the
ray tube. Although equation 3 is derived for plane interfaces, it can be extended for
curved interfaces by modifying parameter r∗PP (xn), as interface curvature aﬀects the
wavefront curvatures of the reﬂected and head waves (Jin and Yin, 2008).
To deﬁne parameter r∗PP (xn), we consider an auxiliary problem where the receivers
are placed at reﬂection points sn = (s1n, s2n) at the interface. By converging xn to
sn in equations 1-3, the inversion reduces to:
F (v) =
√√√√ N∑
n=1
[Aobs (sn)− Amod (sn, v)]2 → min , (4)
where
Aobs (sn) =
(∫ t2(sn)
t1(sn)
[
U˜PP (sn, t)
]2
dt
) 1
2
1
N
∑N
n=1
(∫ t2(xn)
t1(sn)
[
U˜PP (sn, t)
]2
dt
) 1
2
, (5)
Amod (sn, v) =
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP (sn, ω) |2 dω
1
N
∑N
n=1
√ ∫ ωmax
ωmin
|S (ω) |2 |χPP (sn, ω) |2 dω
, (6)
U˜PP (sn, t) is the magnitude of displacement vector U˜PP (sn, t) =√
JPP (sn) UPP (sn, t) at reﬂection point sn, χPP (sn, ω) =
χPP [θ (sn) , kP r
∗
PP (sn), m] is the ERC deﬁned at reﬂection point sn of the
interface, θ (sn) = θ (xn), and r
∗
PP (sn) is the apparent wavefront radius at the
interface (Ayzenberg et al., 2009).
Equations 4-6 do not contain propagation terms from the interface to the receiver.
Geometrical spreading JPP (sn) does not depend on the interface curvature (Figure
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3.1). The ERC is thus not aﬀected by the diﬀusion phenomena across the ray tube
of the reﬂected wave. However, the ERC depends on the wavefront and interface
curvatures. We study this dependence in detail in the next chapter.
3.4 Eﬀective reﬂection coeﬃcients
3.4.1 PP-wave eﬀective reﬂection coeﬃcients at interface
Ayzenberg et al. (2009) deﬁned the approximation for the PP-wave ERC at reﬂection
point sn at a curved interface separating two homogeneous elastic halfspaces as
χPP (sn, ω) =
u∗PP norm (sn) cos θ (sn) + u
∗
PP tan (sn) sin θ (sn)[
i
kP r
∗
PP
(sn)
− 1
k2
P
r∗2
PP
(sn)
]
eikP r
∗
PP
(sn)
, (7)
where u∗PP norm (sn) and u
∗
PP tan (sn) are the dimensionless normal and tangential to
the interface components of the displacement vector:
u∗PP norm (sn) =−
∫ +∞
0
RPP (ζ, m) e
i α(sn)
√
1−ζ2J0 [β (sn) ζ] ζdζ,
u∗PP tan (sn) =−
∫ +∞
0
RPP (ζ, m)
iei α(sn)
√
1−ζ2√
1− ζ2 J1 [β (sn) ζ] ζ
2dζ,
(8)
where RPP (ζ, m) is the exact PWRC, α (sn) = kP r
∗
PP (sn) cos θ (sn) and β (sn) =
kP r
∗
PP (sn) sin θ (sn), ζ is the horizontal component of the P-wave ray vector in the
overburden, J0 and J1 are the Bessel functions of the zeroth and ﬁrst orders.
Ayzenberg et al. (2007) noticed that ERCs drastically diﬀer from PWRCs, especially
at the near-critical and post-critical oﬀsets. The diﬀerence is controlled by argument
kP r
∗
PP (sn) and is more pronounced for smaller values of the argument. An essential
constituent of this argument is the apparent wavefront radius r∗PP (sn), which we will
study in more detail. Ayzenberg et al. (2007) derived an explicit approximation of
parameter r∗PP (sn) for interfaces of arbitrary shape and spherical incident waves. We
rewrite parameter r∗PP (sn) through the wavefront curvatures of reﬂected and head
waves, which is more convenient for further analysis (see Appendix 3.11):
r∗PP (sn) =
1 + cos2 θ (sn)
cos2 θ (sn)
[
K˜11 (sn)− δK˜11 (sn)
]
+ K˜22 (sn)
, (9)
60 Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva
Chapter 3. Effect of the interface curvature on the reflections for long offset data
where
K˜11 (sn) =
1
l (sn)
− 2 D11 (sn)
cos θ (sn)
,
K˜22 (sn) =
1
l (sn)
− cos θ (sn)D22 (sn)
(10)
are the main wavefront curvatures of the apparent reﬂected waveﬁeld at the interface,
δK˜11 (sn) = − D11 (sn)
cos θ (sn)
(11)
is the wavefront curvature of the apparent head wave at reﬂection point sn in the
incidence plane, l (sn) is the distance between the source and the reﬂection point,
1
l(sn)
is the curvature of the spherical incident wave, D11 (sn) and D22 (sn) are the main
local interface curvatures. For simplicity, we assume that D11 (sn) and D22 (sn) are
deﬁned in the incidence plane and out of incidence plane, respectively.
Interface
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Figure 3.2: Propagation of the incidence (IW), reﬂected (RW), transmitted (TW)
and head (HW) waves for various interface shapes. (a) Plane interface, (b) Anticlinal
interface, (c) Synclinal interface. The point source is marked by a star.
The wavefront curvatures of the reﬂected and head waves entering equation 9 are
aﬀected by interface curvatures D11 (sn) and D22 (sn) (Figure 3.2). Although we
exaggerate the inﬂuence of interface curvature on the wavefront curvatures in Figure
3.2 by showing wavefronts propagating away from the interface, the trend is also valid
for the reﬂection point. For plane interfaces (D11 (sn) = D22 (sn) = 0), the wavefront
of the reﬂected wave is spherical (K˜11 (sn) = K˜22 (sn) =
1
l(sn)
). The wavefront of
the head wave is tangential to the spherical wavefront at the critical ray (δK˜22 (sn) =
K˜22 (sn)) and has conical shape with zero curvature in the incidence plane (δK˜11 (sn) =
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0). For curved interfaces, the reﬂected and head wavefronts are no longer spherical
(K˜11 (sn) = K˜22 (sn) = 1l(sn)) and conical (δK˜11 (sn) = 0). Their phases interfere
diﬀerently in the incidence plane, even at reﬂection point sn. The phase interference
is controlled by the term K˜11 (sn)− δK˜11 (sn) in equation 9. The wavefront of the
head wave remains tangential to the wavefront of the reﬂected wave at the critical
ray (δK˜22 (sn) = K˜22 (sn)) and the phase interference out of incidence plane remains
unchanged. The apparent wavefront radius r∗PP (sn) can be interpreted as the distance
r*<l
r*
l
s
n
(a)
r*
l
r*>l
s
n
(b)
r*
r*<0
l
s
n
(c)
Figure 3.3: The apparent wavefront radius r∗P (sn) (gray line) and the actual distance
l (sn) between the source and the reﬂection point (black line) for various interface
shapes. (a) Anticlinal interface, (b) Synclinal interface with the curvature radius
larger than l (sn), (c) Synclinal interface with the curvature radius less than l (sn).
between reﬂection point sn and an apparent source. The location of apparent source
is chosen such that the wavefront curvature of the apparent spherical incident wave
with respect to the tangential plane interface is equal to the wavefront curvature
of the actual incident wave with respect to the actual curved interface (Ayzenberg
et al., 2007). The ratio of the apparent wavefront radii to the distance between the
source and the reﬂection point for diﬀerent interface curvatures is shown in Figure
3.3. For anticline interfaces, the apparent distance is shorter than the actual one
(r∗PP (sn) < l (sn)). For syncline interfaces with curvature radius exceeding l (sn), it
appears that the wave comes from a larger distance (r∗PP (sn) > l (sn)). For syncline
interfaces with the radius of curvature less than l (sn), the apparent wave comes from
the opposite side of the interface (r∗PP (sn) < 0). When the radius of curvature of
the interface coincides with the distance between the actual source and the reﬂection
point, the apparent wave arrives from the inﬁnity and is represented by a plane wave.
In this degenerate case, the ERC coincides with the PWRC.
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3.4.2 PP-wave eﬀective reﬂection coeﬃcients at receiver
To introduce r∗PP (xn) at receiver xn, we need to include propagation from the inter-
face to the receiver in the equation for r∗PP (sn). Figure 3.2 shows that propagation
from the interface to the receiver changes the wavefront curvatures of the reﬂected
and head waves. For plane interfaces, the propagation aﬀects only the wavefront cur-
vature of the reﬂected wave, while the wavefront curvature of the head wave in the
incident plane remains unchanged. Skopintseva et al. (2011) showed that for plane in-
terfaces equation for r∗PP (xn) has a simple form: r
∗
PP (xn) = r
∗
PP (sn)
(
1 + l(sn, xn)
l(sn)
)
=
l (sn, xn) + l (sn), where
1
l(sn, xn)+l(sn)
is the wavefront curvature of the reﬂected wave
at the receiver, l (sn, xn) is the distance between the reﬂection point and the receiver.
For curved interfaces, we modify the wavefront curvatures K˜11 (sn), K˜22 (sn) and
δK˜11 (sn) of the reﬂected and head waves by the propagation factor l (sn, xn). After
tedious derivations shown in Appendix 3.11, the equation for the apparent wavefront
radius at receiver xn has a form similar to equation 9:
r∗PP (xn) =
1 + cos2 θ (xn)
cos2 θ (xn)
[
K˜∗11 (xn)− δK˜11 (xn)
]
+ K˜∗22 (xn)
. (12)
where the main wavefront curvatures of the apparent reﬂected wave at the receiver
are
K˜∗11 (xn) =
K˜11 (sn) + G
1 + l (sn, xn)
{
K˜11 (sn) + K˜22 (sn) + G
} ,
K˜∗22 (xn) =
K˜22 (sn) + G
1 + l (sn, xn)
{
K˜11 (sn) + K˜22 (sn) + G
} ,
G =
[
K˜11 (sn) K˜22 (sn)− K˜212 (sn)
]
l (sn, xn)
(13)
K˜12 (sn) = −D12 (sn), D12 (sn) is the mixed interface curvature, and the wavefront
curvature of the head wave in the incidence plane at the receiver is
δK˜11 (xn) =
[
l (sn, xn)− D11 (sn)
cos θ (sn)
]−1
. (14)
The ERC at the receiver is obtained by substituting r∗PP (sn) by r
∗
PP (xn) in equations
7-8. The ERC at the receiver thus accounts for the phase interference between the
reﬂected and head waves. The ERCs at the interface and at the receiver are compared
with the PWRCs in Figure 3.4. The diﬀerent reﬂection coeﬃcients diﬀer mainly at the
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Figure 3.4: The ERC at the interface and the receiver calculated for a frequency of
32 Hz and a plane interface located at a depth of 1 km. The parameters of the upper
half-space are VP1 = 2 km/s, VS1 = 1.1 km/s, ρ1 = 1.8 g/cm
3, and the parameters of
the lower half-space are VP2 = 2.8 km/s, VS2 = 1.6 km/s, ρ2 = 2.1 g/cm
3. Plane-wave
reﬂection coeﬃcient (PWRC) is given for a comparison.
near-critical and post-critical oﬀsets. The amplitude of the PWRC abruptly increases
and reaches its maximum at the critical angle. The amplitudes of the ERCs increase
smoothly in the vicinity of the critical angle and reach their maximum beyond it.
Oscillations of the ERCs beyond the critical angle are induced by the interference
of the reﬂected and head waves. The diﬀerence between the two ERCs at the near-
critical and post-critical angles is associated with the transverse diﬀusion across the
ray tube. The changing frequency of oscillations is explained by the changes in the
interference between the reﬂected and head waves. Equations 12 and B-10 allow to
generalize deterministic AVO inversion given by equations 1-3 for curved interfaces.
3.5 Synthetic modeling
The X and Z components of a 3D synthetic PP data are generated by the
tip wave superposition method (TWSM) (Klem-Musatov et al., 2008; Ayzenberg
et al., 2009). We use an omni-directional point source with the wavelet S (t) =
− ∂
∂t
[
exp−((2πft)/π)
2
sin(2πft)
]
. The wavelet has a bell-shaped amplitude spectrum
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Figure 3.5: Wavelet spectrum for synthetic modeling.
S (f) with a dominant linear frequency f = ω/2π of 39 Hz (Figure 3.5).
Simulations are performed for a model represented by two isotropic half-spaces sep-
arated by a curved interface. The medium parameters for the upper and lower half-
spaces are VP1 = 2 km/s, VS1 = 1.1 km/s, ρ1 = 1.8 g/cm
3, VP2 = 2.8 km/s, VS2 = 1.6
km/s, ρ2 = 2.1 g/cm
3. The critical angle for the PP reﬂection is about 450.
The interface of a Gaussian shape has the following form in the global Cartesian
coordinates (x1, x2, x3) (axis x3 points upward):
x3 = B + A exp
(−Cx21 −Dx22) , (15)
where B is chosen negative, C and D are the positive parameters controlling the
interface steepness, and A is the maximal elevation or lowness of the interface. An-
ticlinal interfaces are characterized by positive values of A while synclinal interfaces
are described by negative A.
To decrease the amount of computations dictated by the lateral extent of model, we
consider only anticlinal interfaces as they generate relatively small Fresnel zones. We
choose B = −0.7 km and A = 0.2 km in all tests. To avoid the smearing eﬀect of
reﬂection point within a CMP gather, we choose only one reﬂection point with the
coordinates x1 = x2 = 0, x3 = −0.5 km. The modeling is performed for two extreme
types of interface; an isometric anticlinal interface with equal steepness parameters
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(C = D = 1 km−2), and a linear anticlinal interface, where C = 1 km−2and D = 0
km−2. The interface geometries are shown in Figure 3.6.
The data is recorded at six diﬀerent seismic lines; across the linear anticlinal inter-
face, along the linear anticlinal interface and for the isometric anticlinal interface,
as sketched in Figure 3.6. Lines 1, 2, 3 have common sources with lines 1a, 2a, 3a,
respectively (lines with stars). Each source line consists of 53 point sources located
at x3 = 0 with a separation of 25 m. To monitor the inﬂuence of the propagation
factor on the reﬂected waveﬁeld, the data are recorded at two diﬀerent depth levels.
Receivers for lines 1, 2, 3 are located at x3 = 0 km, receivers for lines 1a, 2a, 3a are
buried at x3 = −0.4 km (lines with triangles). Receiver lines consist of 53 receivers
with a separation of 25 m (lines with x3 = 0 km) and 5 m (lines with x3 = −0.4 km).
The diﬀerent separations ensure same reﬂection angles for all lines. For all acquisition
geometries, the minimum oﬀset is zero. The synthetic data are obtained for a wide
range of oﬀset spread over the pre-critical, near-critical and post-critical domains.
Although the reﬂection angles are preserved for all the lines, the source-receiver oﬀsets
are diﬀerent for the buried and non-buried receivers. This limits comparison of the
data recorded at diﬀerent depth levels. It is therefore convenient to analyze data
versus source-zero oﬀset h, as this distance is uniform for all the lines and proportional
to the tangents of the reﬂection angles.
The main interface curvatures at the reﬂection point are D11 = −0.4 km−1 and
D22 = 0 km
−1 for lines 1 and 1a, D11 = 0 km
−1 and D22 = −0.4 km−1 for lines 2
and 2a, D11 = D22 = −0.4 km−1 for lines 3 and 3a. D11 is an interface curvature
along the shooting direction (in-line), while D22 is an interface curvature across the
shooting direction (cross-line). The depth-interface curvature radius ratio for these
models is 0.2, which is an indicator of a model with moderate interface curvatures.
Figure 3.7 shows fragments of the Z-component seismograms in the interference zone
between the reﬂected and head waves for lines 1, 2 and 3. We observe that inline and
crossline interface curvatures aﬀect the amplitude strength and separation distance
of the reﬂected and head waves. The weakest amplitude is registered when both the
crossline and inline interface curvatures are non-zero (line 3). The strongest amplitude
is observed for zero inline interface curvature (line 2). The shortest distance to the
point of separation of reﬂected and head waves is observed when the crossline interface
curvature is zero (line 1), whereas the longest distance to the separation point is
noticed when the inline interface curvature is zero (line 2). The interface curvature
also aﬀects the angle between the moveouts of the reﬂected and head waves. This
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Figure 3.6: The anticlinal interfaces and acquisition geometry used for synthetic mod-
eling. (a) A strongly asymmetric linear anticlinal interface, (b) An isometric anticlinal
interface. Triangles denote receivers, stars denote sources.
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Figure 3.7: Fragments of seismograms for lines 1 (left), 2 (middle) and 3 (right) in
the interference zone of the reﬂected and head waves. Arrows point to the head wave.
h is source-zero oﬀset distance.
results in diﬀerent interferences between the two waves.
3.6 Data analysis
The RMS of the displacement vector magnitude UPP (xn) =√
U2PP X (xn) + U
2
PP Z (xn) for lines 1, 2 and 3 calculated in a ﬁxed time win-
dow are shown in Figure 3.8. The time window is chosen to be the same for all
seismograms, which ensures comparable RMS amplitudes for all the lines. We
observe that the strength of RMS amplitudes and position of RMS maximum diﬀers.
Diﬀerent RMS amplitudes for lines 1, 2 and 3 are explained by the energy loss along
the ray tube associated with diﬀerent interface curvatures. The strongest energy loss
is observed for line 3, where both inline and crossline interface curvatures are non-
zero. This eﬀect is pronounced at any h. The energy loss is approximately the same
for lines 2 and 3 at small oﬀsets (0-0.5 km), while it is signiﬁcantly less for line 2,
where the inline interface curvature is zero.
The diﬀerent positions of the maximum peak of the RMS curves are associated with
the energy diﬀusion across the ray tube. The amplitude peak is related to the inter-
ference region of the reﬂected and head waves. The position of salient points behind
the peak is correlated with the head wave separation in Figure 3.7. The width of
the RMS amplitude peak is controlled by the separation angle between the reﬂected
and head waves. A larger separation angle results in a narrower peak width. It is
explained by the phase interference between the reﬂected and head waves. We observe
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Figure 3.8: RMS amplitudes of the displacement vector for lines 1, 2 and 3
that the RMS amplitudes for the linear anticlines (lines 1 and 2) correspond to the
two extreme cases in the maximum RMS positions and the width of their peak.
In the two following chapters, we analyze compensation of the contribution of interface
curvature on the energy loss along the ray tube and the energy diﬀusion across the
ray tube.
3.6.1 Energy propagation along the ray tube
Figure 3.9 illustrates the geometrical spreading for the six receiver lines compared to
the geometrical spreading for the plane interface tangential to the actual interface at
the reﬂection point computed at the receivers corresponding to depths of x3 = −0.4
km and x3 = 0 km. The geometrical spreading increases faster for the anticlinal inter-
face than for the plane interface. The inline interface curvature aﬀects the geometrical
spreading more than the crossline interface curvature. This is especially pronounced
at long oﬀsets (above 0.5 km). Interface curvature has strongest impact on the geo-
metrical spreading for the isometric anticlinal interface (lines 3a and 3). Geometrical
spreadings for lines 1, 2 and 1a, 2a coincide at the pre-critical oﬀsets (0-0.5 km). This
conﬁrms earlier observations in Figure 3.8. Figure 3.10 shows the extracted AVO
data Aobs obtained by compensating the RMS amplitudes for the energy propagation
along the ray tube using equation 2. The AVO data obtained at x3 = −0.4 km and
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Figure 3.9: Geometrical spreading for the acquisition setup in Figure 3.6 for lines 1,
2 and 3 compared with geometrical spreading for the plane interface tangential to
the actual curved interface at the reﬂection point (Pl). The geometrical spreading is
calculated for receivers located at (a) x3 = −0.4 km, (b) x3 = 0 km.
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Figure 3.10: The observed AVO data Aobs obtained from the synthetic seismograms.
(a) x3 = −0.4 km, (b) x3 = 0 km.
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at x3 = 0 km are shown in Figures 3.10a and 3.10b. The curvature dependence on
the amplitude strength is successfully compensated and the AVO data coincide in the
pre-critical domain (0-0.5 km) and in the post-critical domain (above 0.9 km).
3.6.2 Energy diﬀusion across the ray tube
The diﬀerences in the AVO data in Figure 3.10 result from the inﬂuence of the inline
and crossline interface curvatures on the phase interference of the reﬂected and head
wave. The diﬀerences are especially visible around the amplitude peak. A comparison
of Figures 3.10a and 3.10b suggests that this inﬂuence is stronger at x3 = 0 km
than at x3 = −0.4 km. This is explained by the contribution of the propagation
factor l (sn, xn) to the wavefront curvatures and, consequently, the interference of
the reﬂected and head waves. The interference zone is smaller for larger values of
the propagation factor. The amplitude peaks in Figures 3.10b are therefore narrower
than the amplitude peaks in Figure 3.10a.
Figure 3.11 displays the apparent wavefront radii in equation 12 for the six lines.
These are compared with the apparent wavefront radii for the plane interface calcu-
lated for x3 = −0.4 km and x3 = 0 km. We observe that the presence of inline and
crossline interface curvatures reduces the apparent wavefront radii for x3 = −0.4 km.
This is consistent with Figure 3.3a. The strongest decrease in the apparent wavefront
radius is observed for non-zero inline interface curvature (lines 2a and 3a). The small-
est wavefront radius corresponds to non-zero inline and crossline interface curvatures
(line 3a). A non-zero crossline interface curvature results in a decrease of the wave-
front radius, while a non-zero inline interface curvature results in an increase of the
wavefront radius relative to the one for the plane interface. The apparent wavefront
radius for for the isometric anticlinal interface (line 3) lies between the radii for the
linear anticlinal interface (lines 1 and 2). Figure 3.12 displays the modeled AVO data
Amod obtained from equation 3. The apparent wavefront radii in Figure 3.11 are used
in the calculations. We observe that the relative shift in the position of amplitude
peaks and the width of the amplitude peaks in Figure 3.12 are similar to those shown
in Figure 3.10. We may therefore conclude that the approximations made in equa-
tions 3 and 12 qualitatively capture the main eﬀects caused by inline and crossline
interface curvatures and the propagation factor l (sn, xn). However, the eﬀect of the
interface curvatures is quantitatively underestimated, since the shifts in the position
of the amplitude peaks in the modeled AVO data are considerably smaller than the
ones in the observed AVO data. This can be explained by the approximations in
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Figure 3.11: The apparent wavefront radius r∗P (xn) for the acquisition setup in Figure
3.6 compared with the wavefront radius for the plane interface tangential to the curved
interface at the reﬂection point. (a) x3 = −0.4 km, (b) x3 = 0 km.
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Figure 3.12: Modeled AVO data Ateo for the models in Figure 3.6 for receiver levels
(a) x3 = −0.4 km, (b) x3 = 0 km.
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equation 12.
The relative misﬁt between the extracted AVO data and the modeled AVO data is
given by the formula
Δ (xn) =
AV Oobs (xn)− AV Omod (xn)
AV Oobs (xn)
. (16)
Here we assume that AV Oobs (xn) = 0. The misﬁt is smaller for the data acquired at
the x3 = −0.4 km than at x3 = 0 km (Figure 3.13). A 5% error at the pre-critical
oﬀsets (0-0.5 km) observed in Figure 3.13a can be explained by the numerical errors in
the modeling algorithm for short distances between the interface and the receiver. We
neglect such errors in our analysis and consider only the errors caused by misposition-
ing of the slopes of rapid amplitude changes and the amplitude peaks. Positive errors
appear at the oﬀsets where Aobs > Amod, which indicates that the apparent radius is
underestimated in our approximation. A comparison between diﬀerent lines in Figure
3.13a shows that the values of r∗PP (xn) are underestimated for the non-zero inline in-
terface curvature (lines 1a and 3a), and are overestimated for the zero inline interface
curvatures and the non-zero crossline interface curvatures (line 2a). The relative mis-
ﬁt varies between 1.5% and 5%. At x3 = 0 km (Figure 3.13b), the apparent wavefront
radius is underestimated for line 1 and overestimated for the other two lines. The
smallest relative misﬁt of 5% is observed for the isometric anticlinal interface (line
3). Since the best accuracy is achieved for the isometric anticlinal interface, we use
this interface to monitor the behavior of the extracted AVO data Aobs for various
curvatures (Figure 3.14a). We vary the steepness parameters C = D = 1, 2, 4 km−2
and the main interface curvatures D11 = D22 = −0.4, −0.8, −1.6 km−1. The depth
to interface curvature radius ratio is 0.2, 0.4, 0.8. The data is recorded at x3 = 0 km.
For the three parameter values, the position of the amplitude peak in the observed
AVO data shifts toward smaller h and the width of the amplitude peak becomes nar-
rower with increasing curvature. This indicates that the apparent wavefront radius
increases with curvature. Figure 3.14b shows that the relative misﬁt between the ob-
served and the modeled AVO data in equation 16 increases with increasing interface
curvature. This shows that the accuracy of our approximations in equations 3 and 12
decreases with increasing interface curvature.
Figures 3.13 and 3.14b illustrate that the ERCs corrected for the propagation term
only partly account for interface curvature. There are two reasons for this. One
source for systematic errors is related to the wavefront astigmatism, which is the
half-diﬀerence between the main apparent wavefront curvatures. Ayzenberg et al.
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Figure 3.13: Relative misﬁt between the observed AVO data Aobs and the modeled
AVO data Ateo at receiver levels (a) x3 = −0.4 km, (b) x3 = 0 km.
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Figure 3.14: (a) Observed AVO data Aobs from the synthetic seismograms for the
isometric anticlinal interface with diﬀerent steepness parameters at receiver level x3 =
0 km, (b) Relative misﬁt between the observed AVO data Aobs and the modeled AVO
data Ateo.
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(2007) neglected the astigmatic term in their derivations of the ERC. We also ne-
glect the astigmatic term. The astigmatism is however incorporated in the synthetic
data and its eﬀect increases with increasing propagation term. The relative misﬁt
between the observed and modeled AVO data is therefore larger at x3 = 0 km than
at x3 = −0.4 km (Figure 3.13). The wavefront astigmatism is aﬀected by the inline
and crossline interface curvatures. Figure 3.13 illustrates a somewhat higher impact
of the astigmatism for linear interface than for the isometric interface, as the misﬁt
between the observed and the modeled AVO data is larger for the linear interface.
Figure 3.14b indicates that the wavefont astigmatism increases with increasing inter-
face curvature. All the examples thus show that astigmatism can not be neglected for
strongly asymmetric interfaces and isometric interfaces, where the depth to interface
curvature radius ratio is greater than 0.2.
Another source of errors is the approximate way of including the propagation term in
the ERC. We assume that the apparent wavefront curvature matrices are frequency
independent and assume ray theory (Appendix 3.11). In practice, the data is recorded
within a ﬁnite seismic frequency band. Our approach to model the AVO data is
thus a hybrid of ray theory used to include the propagation term and seismic wave
theory used to describe the phenomena around the critical ray (Klem-Musatov et al.,
2004). The combination provides a reasonably accurate approximation of the diﬀusion
phenomena across the ray tube. The computational cost of the proposed method is
relatively low.
3.7 AVO inversion of long-oﬀset synthetic data
To assess the importance of compensation of interface curvature in the observed and
the modeled AVO data (equations 2 and 32), we perform AVO inversion for three
diﬀerent scenarios. In scenario 1, we assume that no information about the interface
curvature is available such that the geometrical spreading correction and the modeled
AVO data are computed for zero inline and crossline interface curvatures. In scenario
2, we compute the geometrical spreading for the true interface curvatures, but the
modeled AVO data are still computed for the plane interface. The purpose of this
test is to assess the impact of incorrectly modeled AVO data, while the geometrical
spreading is computed properly. In scenario 3, we compute the geometrical spreading
and the modeled AVO data for true inline and crossline interface curvatures.
We exploit the nonlinear optimization method of Nelder-Mead to minimize the objec-
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tive function in equation 1 (Himmelblau, 1972). An initial guess for estimated media
parameters is chosen within ±20% of parameter deviations from true values, as the
objective function is an unimodal function within this range (Skopintseva et al., 2011).
In order to investigate the eﬀect of interface curvature only, a noise-free inversion is
performed and the seismic parameters in the overburden are assumed to be known.
We estimate the remaining parameters VP2, VS2 and ρ2.
The available range of oﬀsets is 0-1.3 km. We set the minimal oﬀset to hmin = 0
km and vary hmax between 0.1 km and 1.3 km with an increment of 0.075 km. The
initial guess for each parameter deviates by 15% from the true model value. Figure
3.15 illustrates the relative errors in the AVO inversion results for the data in Figure
3.10b. The least stable estimates are obtained for the oﬀset ranges with hmax varying
between 0.1 km and 0.5 km. These oﬀsets characterize pre-critical reﬂections. The use
of near-critical and post-critical reﬂections decreases the relative errors and stabilize
the parameter estimates. The error levels for scenarios 1 and 2 show that inaccurate
geometrical spreading mostly aﬀects the inversion results in the post-critical domain
0.6 < hmax < 1.3 km for the models with non-zero inline interface curvatures (lines 1
and 3). A signiﬁcant improvement in the parameter estimates is achieved with accu-
rate geometrical spreading correction. However, accurate geometrical spreading does
not aﬀect the inversion results for the non-zero crossline and zero inline curvatures
(line 2). It is explained by the oﬀset-independent ratio of the our geometrical spread-
ing to the conventional geometrical spreading (Figure 3.9). Application of a more
accurate or the conventional geometrical spreading results in the same AVO data for
line 2, because all the oﬀset-independent terms are removed during the normalization
in equation 2.
The inversion can be further improved by including interface curvature in the modeled
AVO data (scenario 3 in Figure 3.15). We observe that diﬀerent lines provide diﬀerent
levels of errors in parameter estimates, which is explained by the approximations in
equations 3 and 12. An overestimated apparent wavefront radius in the modeled AVO
data results in an underestimated P-wave velocity in the underburden (lines 2 and
3), while an underestimated apparent wavefront radius results in an overestimated P-
wave velocity. Figure 3.16 (left) displays the relative misﬁt between the observed and
the modeled AVO data calculated for the true VP1, VS1, ρ1, VS2, ρ2 and the estimated
VP2. The P-wave velocities are inverted for an oﬀset range 0-1.3 km (Table 3.1).
Comparison of Figures 3.16 (left) and 3.13b shows that the P-wave velocity mainly
controls the AVO behavior in the zone of rapid amplitude increase (0.6 < h < 0.9
km). The increased relative misﬁts at moderate oﬀset ranges (0.2 < h < 0.6 km) in
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Figure 3.15: Relative error in the inversion results for scenarios 1, 2 and 3. The
steepness parameters are C = D = 1 km−2 for line 3 and C = 1; D = 0 km−2 for line
1 and line 2. Negative errors correspond to larger values in parameter estimates com-
pared with the true model parameters, while positive errors represent underestimated
model parameters.
Figure 3.16 (left) and their absense in Figure 3.16 (middle) indicates that the zone
of moderate oﬀsets is mainly controlled by VS2. In Figure 3.16 (middle), we keep
the true values of VP1, VS1, ρ1 and ρ2, whereas the values for VP2 and VS2 are taken
from Table 3.1. We conclude that the positive relative misﬁt between observed and
modeled AVO data in Figure 3.16 (left) results in an underestimated VS2, while the
negative relative misﬁt overestimates VS2. We ﬁnd from Figures 3.16 (middle) and
3.16 (right) that the AVO data are sensitive to the density for 0 < h < 0.2 km and
h > 0.9 km. In Figure 3.16 (right), we keep the true values for VP1, VS1, ρ1 and assign
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the inverted values to VP2, VS2, ρ2 (Table 3.1). The positive relative misﬁt between
the observed and the modeled AVO data at 0 < h < 0.2 km and the negative misﬁt
at h > 0.9 km result in an overestimated density, and vice versa.
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Figure 3.16: Relative misﬁt between the observed AVO data Aobs and the modeled
AVO data Amod. Left: AVO data calculated for the true values of VP1, VS1, ρ1, VS2
and ρ2 and the inverted value of VP2 in Table 3.1. Middle: AVO data calculated for
the true values of VP1, VS1, ρ1, ρ2 and the inverted values of VP2 and VS2 in Table 3.1.
Right: AVO data calculated for the true values of VP1, VS1, ρ1 and the inverted values
of VP2, VS2 and ρ2 in Table 3.1.
Table 3.1: Parameter estimates performed by AVO inversion for oﬀset range 0− 1.3
km
VP2, km/sec ΔVP2, % VS2, km/sec ΔVS2, % ρ2, kg/m
3 Δρ2, %
line 1 2830 -1.1 2745 -2.2 2038 2.9
line 2 2745 1.9 1526 4.6 2114 -0.7
line 3 2795 0.14 1612 -0.01 2077 1.9
The errors in the AVO inversion results for the isometric anticlinal interface with
various curvatures are displayed in Figure 3.17. We consider scenarios 2 and 3.
Similarly to Figure 3.15, the accuracy of parameter estimates is unstable for oﬀsets
0.1 < hmax < 0.5 km. The accuracy stabilizes when the near-critical and post-critical
oﬀsets are included in the inversion. The error in parameter estimates increases with
increasing interface curvature. A negligible improvement of the in the inversion re-
sults is achieved for scenarios 2 and 3 when interface curvature is included in the
diﬀusion across the ray tube.
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Figure 3.17: Relative errors in the inversion results for the isometric anticlinal in-
terface with diﬀerent interface curvatures for scenarios 2 and 3. Negative errors
correspond to overestimated parameters and positive errors represent underestimated
model parameters.
The relative behavior of the errors in estimated parameters in Figure 3.17 is simi-
lar to the ones for line 1 in Figure 3.15. The inversion of the post-critical oﬀsets
overestimates P-wave and S-wave velocities and underestimates the density in the
underburden. This happens because of the underestimated apparent wavefront radii
in the vicinity of amplitude peak (Figure 3.14b).
3.8 Discussion
Analysis of AVO data reﬂected at curved interfaces is not a straightforward task.
Three facts need to be taken into consideration, namely the capabilities of the ac-
quisition system to record suﬃcient aperture and spatial sampling of the data, the
following processing which provide us with the data to invert, and the limitations of
the theory describing the observed data which will contribute to the objective function
in a deterministic inversion.
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A potential pitfall for the majority of AVO inversion methods including our technique
is the presence of shadow zones within the Fresnel zone of the specular ray. Shadow
zones will result in cascade diﬀraction, which has a diﬀerent physical nature than
the specular reﬂections which we use as the basis for our AVO inversion approach.
We avoided the topic of shadow zones in our tests by limiting the ratio of the in-
terface depth to the interface curvature radius to a range of 0 to 0.8. We did not
intend to study the eﬀect of shadow zones on AVO response and thus avoided models
where synthetic seismic modeling would produce unreliable that would be diﬃcult to
interpret.
The input data to AVO inversion is usually time-migrated. This partly compensates
for the eﬀects of wave propagation, in particular removes the geometrical spreading.
A true-amplitude imaged data (see, for example, Arntsen et al. (2010)) can be directly
inverted for seismic parameters based on equations 4-6. However, conventional true-
amplitude migration algorithms are not valid for the near-critical and post-critical
angles as they are designed for the reﬂected waves only, and do not treat the ampli-
tudes of the head waves correctly. The data at large oﬀsets are often muted because
of the interference between the reﬂected and head waves and low signal-to-noise ratio.
Prior to being used in a long-oﬀset AVO inversion, the data has to be exposed to a
dedicated pre-processing.
Another important issue is related to the availability of information about interface
curvatures. Interface curvatures can theoretically be obtained from structural image
of the subsurface. Today we are able to estimate local interface slopes with suﬃcient
accuracy, while estimation of local interface curvatures is a tedious and highly un-
certain problem. We, however, believe that the current challenges of data processing
should not stop the development of advanced methods for AVO inversion of long-oﬀset
data.
The method we develop captures the major eﬀects of wave propagation in the modeled
AVO data, such as the geometrical spreading of the ray tube as function of interface
curvature. We show that these are strongly dependent on the local reﬂector geom-
etry and should not be neglected. However, in our approximations we neglect some
of the eﬀects which may also contribute to the AVO behavior. One of them is the
asymmetry of the wavefront which consider as a second-order eﬀect and it was there-
fore disregarded for the sake of simplicity of the formulas and reduced computational
time. This motivates us for further search for improved approximations of the ERC.
We believe that a more comprehensive study of the diﬀusion phenomena aﬀecting the
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phase interference of the reﬂected and head waves and, as a consequence, the ERC
should be conducted.
3.9 Conclusions
Interface curvature is encoded in AVO data and aﬀects both the amplitude and the
phase of reﬂected wave. We show that these eﬀects become prominent for ratios
of depth to interface curvature radius greater than 0.2 and are observable at both
short, moderate and long oﬀsets. Interface curvature shall not be neglected, as this
signiﬁcantly reduces the accuracy of the AVO inversion.
We found that interface curvature is manifested both in the energy loss along the
ray tube and in the transverse energy diﬀusion across the ray tube. The energy loss
along the direction of propagation is described with suﬃcient accuracy by ray theory
an the dynamic ray tracing equations. Geometrical spreading plays a vital role in
the recovery of true amplitudes and its accuracy is therefore of high importance. The
AVO inversion tests clearly show that an incorrect geometrical spreading results in
lower accuracy of the inversion results.
The transverse energy diﬀusion across the ray tube is contained in the phase inter-
ference of the reﬂected and head waves and is to a large extent captured by the ERC
(eﬀective reﬂection coeﬃcient). Based on a detailed study of the ERC, we conclude
that interface curvature mostly aﬀects the near-critical and post-critical oﬀsets, i.e.
the zone of interference of the reﬂected and head waves. The ERC qualitatively de-
scribes the position of the amplitude peak as function of interface curvature. The
actual approximation neglects the wavefront astigmatism and is reasonably accurate
for moderate interface curvatures. It should therefore be used with care.
Our numerical tests show that despite all the approximations, the ERC-based AVO
inversion provides stable estimates of the model parameters when the near-critical
and post-critical oﬀsets are incorporated. Although the relative error in the inversion
results varies within a few percent limit for various acquisition directions and oﬀset
ranges, the ﬁgures show obvious beneﬁts of using the ERC and oﬀsets beyond the
critical angle in the AVO inversion. This motivates us for further search for improved
approximations of the ERC. We believe that a more comprehensive study of the
diﬀusion phenomena aﬀecting the phase interference of the reﬂected and head waves
and, as a consequence, the ERC should be conducted.
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3.11 Appendix A:
Reﬂected PP-waveﬁeld in terms of ERC
Here we derive an approximate description for the P-wave reﬂected at a curved in-
terface between two homogeneous isotropic half-spaces. Our aim is to ﬁnd a form
which resembles the ray-theoretical formula, includes the ERC and is valid for a ﬁnite
frequency bandwidth (Ayzenberg et al., 2007, 2009).
The reﬂected PP-waveﬁeld at receiver can be represented by the Kirchhoﬀ propagation
integral
uPP (x) =
∫∫
S
PP (x ; s) uPP (s) ds , (A-1)
where PP (x ; s) is the kernel of operator based on the Green function, s and x are
the coordinates of the reﬂection point and receiver in the global Cartesian system of
coordinates (x1, x2, x3), and ds = ds1 ds2 . The reﬂected PP-waveﬁeld at interface
is given by the reﬂection integral of convolutional type
uPP (s) =
1
2π
∫∫
S′
RPP (s
′) u∗P (s− s′) ds′, (A-2)
where u∗P (s− s′, ω) is the incident waveﬁeld generated by the apparent source, which
is located below the interface such that its polarization coincides with the polarization
of the actual reﬂected waveﬁeld, RPP (s
′) is the reﬂection operator for PP-waves, s′ is
a point at the interface, ds′ = ds′1 ds
′
2. More details about equations A-1 and A-2 can
be found in Skopintseva et al. (2011).
There are two diﬀerent mechanisms for energy propagation described in equation
A-1; the propagation along the ray tube (Cˇerveny´, 2001) and the energy diﬀusion
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across the ray tube (Klem-Musatov et al., 2008). These mechanisms are sketched in
Figure 3.18a. Figure 3.18b illustrates the action of operator RPP (s
′) in equation A-2.
Operator RPP (s
′) acts as the summation of the plane waves constituting the incident
waveﬁeld and weighted by the corresponding PWRC. Reﬂected ﬁeld uPP (s) contains
contributions from all points s′.
Equation A-2 can be approximately rewritten as (Ayzenberg et al., 2009)
uPP (s) ∼= χPP [s, ω] i
VP1
S (ω)
ei kP l(s)√
JPP (s)
ePP (s) , (A-3)
where S (ω) is the wavelet spectrum for the displacement waveﬁeld, VP1 is the
P-wave velocity in the underburden, JPP (s) is the geometrical spreading at the
reﬂection point, ePP (s) is the polarization vector of the reﬂected ﬁeld, l (s) is
the distance between the actual source and the reﬂection point, χPP [s, ω] =
χPP [θ (s) , kP r
∗
PP (s), m] is PP-wave ERC at the interface, θ (s) is the incidence an-
gle. The apparent wavefront curvature radius r∗PP (s) has the following form (Ayzen-
berg et al., 2007):
r∗PP (s) =
1 + cos2 θ (s)
cos2 θ (s)
[
1
l(s)
− D11(s)
cos θ(s)
]
+
[
1
l(s)
− cos θ (s)D22 (s)
] , (A-4)
where D11 (s) and D22 (s) are the main interface curvatures in and out of the incidence
plane deﬁned in the local Cartesian coordinates (z1, z2, z3) (Appendix 3.12). For plane
interfaces, r∗PP (s) = l (s).
Skopintseva et al. (2011) obtained an approximate formula the reﬂected waveﬁeld A-1
at the receiver for plane interfaces:
uPP (x) ∼= χPP [x, ω] i
VP1
S (ω)
ei kP (l(s)+l(x, s))√
JPP (x)
ePP (s) . (A-5)
where χPP [x, ω] = χPP [θ (x) , kP r
∗
PP (x), m] is the PP-wave ERC at the receiver,
l (x , s) is the distance between the reﬂection point and the receiver, JPP (x) is the
geometrical spreading at the receiver, r∗PP (x) = l (s) + l (x, s) is the apparent wave-
front radius at the receiver. Equation A-5 resembles the well-known equation from
asymptotic ray theory. The diﬀerence is the reﬂection coeﬃcient, where the PWRC is
replaced with the ERC. We also observe that the structure of equation A-5 is similar
to that of equation A-3.
Equation A-5 follows from the analytical evaluation of integral A-1 with the boundary
conditions A-3. For plane interfaces, equation A-1 is given by a convolutional integral.
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Figure 3.18: Scheme of (a) propagation and (b) reﬂection of the wave generated by a
point source.
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We are thus able to evaluate this integral analytically by permutation of integrals A-1
and A-2. For curved interfaces, integral A-1 is no longer a convolutional integral. Its
exact analytical evaluation with the boundary values A-3 is yet unknown. To obtain
analytical representation of the reﬂected PP-waveﬁeld through the ERC, we cannot
apply numerical or high-frequency asymptotic methods. We use instead a heuristic
approach based on the similarity between the structures of reﬂected and head waves
in the vicinity of the reﬂection point and the receiver. We also notice that the forms of
equations A-3 and A-5 are similar and the number of independent parameters in these
equations is the same. These similarities allow us to assume that the form of equation
A-5 is valid for curved interfaces, according to Buckingam pi-theorem (Bluman and
Kumei, 1989).
According to equations A-3 and A-4 and Cˇerveny´ (2001), interface curvatures aﬀect
χPP [x, ω] and JPP (x) in equation A-5. The equation for the geometrical spreading
for curved interfaces is derived by Cˇerveny´ (2001) and summarized in Appendix 3.12.
The form of χPP [x, ω] is controlled by parameter r
∗
PP (x), which is to be deﬁned.
We recall that the incident waveﬁeld is a spherical P-wave, while the reﬂected wave-
ﬁeld is an interference of the reﬂected PP-wave and the PPP-head wave. For plane
interfaces, the wavefronts of the reﬂected and head waves are spherical and conical.
The phase interference of the two waves is deﬁned by the diﬀerence of their wave-
front curvatures only in incidence plane, as it is zero in the plane orthogonal to the
incidence plane. On one hand, curvature 1
r∗
PP
(s)
of the reﬂected wavefront is equal to
the curvature of the incident wavefront. On the other hand, curvature 1
r∗
PP
(s)
of the
reﬂected wavefront represents the diﬀerence between the wavefront curvatures of the
reﬂected and head waves within the incidence plane, where the wavefront curvature
of the head wave is equal to zero. Similarly, the wavefront curvature 1
r∗
PP
(x)
of the
apparent reﬂected wave at the receiver can be considered as the diﬀerence between
the wavefront curvatures of the reﬂected and head waves at the receiver.
We assume that the properties of the wavefronts of the reﬂected and head waves are
known for plane interfaces and are valid for curved interfaces. The wavefronts are
tangent in the vicinity of the critical ray, and have diﬀerent phases in the interference
zone. The interface curvature at the reﬂection point results in a deviation of the
wavefronts of the reﬂected and head waves from spherical and conical shapes. We
thus need to compensate for these deviations in quantities r∗PP (s) and r
∗
PP (x).
We introduce a matrix describing the distortion of the wavefront of the head wave at
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the reﬂection point by representing matrix D (s) of interface curvatures in the form
D (s) = D1 (s) +D2 (s) , (A-6)
where
D1 (s) =
[
D11 (s) 0
0 0
]
, D2 (s) =
[
0 D12 (s)
D12 (s) D22 (s)
]
.
Equation A-6 is deﬁned in the local Cartesian coordinates (Appendix 3.12). The
incidence plane coincides with the plane of the maximum phase diﬀerence between
the wavefronts of the reﬂected and head waves. We therefore consider
δF˜ (s) = − cos θ (s) D1 (s) (A-7)
as the matrix representing the deviation of wavefront of the head wave from conical.
For simplicity of derivations, we consider the curvature matrices in the ray-centered
coordinates. We rotate matrix A-7 by angle θ (s):
δK˜ (s) = G [θ (s)]−1 δF˜ (s)G [θ (s)]−1 =
=
[
− D11(s)
cos θ(s)
0
0 0
]
,
(A-8)
where G [θ (s)] is the rotation matrix (Appendix 3.12). In the special case of cylin-
drical interface with non-zero curvature in the incident plane, it is easy to see that
A-8 describes bending of the conical wavefront of the head wave along the interface.
By rewriting equation A-4 using equations A-8 and B-5, we obtain
r∗P (s) =
1 + cos2 θ (s)
cos2 θ (s)
[
K˜11 (s)− δK˜11 (s)
]
+ K˜22 (s)
, (A-9)
where term K˜11 (s)− δK˜11 (s) is the phase diﬀerence between the reﬂected and head
waves in the incidence plane. This explains the choice of the matrix form in equation
A-7.
By separating the reﬂected waveﬁeld B-4 at the reﬂection point from the part related
to head wave, we ﬁnd the matrix of relative curvatures for the reﬂected P-wave at the
reﬂection point:
F˜∗ (s) = G [θ (s)] K˜ (s) G [θ (s)] + cos θ (s) D2 (s) =
=
[
cos2 θ(s)
l(s)
− 2 cos θ (s) D11 (s) − cos θ (s) D12 (s)
− cos θ (s) D12 (s) 1l(s) − cos θ (s) D22 (s)
]
,
(A-10)
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which has the following form in the ray-centered coordinates:
K˜∗ (s) = G [θ (s)]−1 F˜∗ (s) G [θ (s)]−1 =
=
[
1
l(s)
− 2 D11(s)
cos θ(s)
− D12 (s)
− D12 (s) 1l(s) − cos θ (s) D22 (s)
]
.
(A-11)
To obtain r∗PP (x) at the receiver, we need to separately propagate the curvature
matrices A-8 and A-11 along the ray. We ﬁnd from equations B-6:
δK˜ (x) =
⎡⎣ 1l(s, x)− cos θ(s)D11(s) 0
0 0
⎤⎦ , (A-12)
K˜∗ (x) = {R∗ (x)}−1 = {R∗ (s) + l (s, x) I}−1 =
{[
K˜∗ (s)
]−1
+ l (s, x) I
}−1
.
(A-13)
Since the receiver position is usually deﬁned in the global Cartesian coordinate system,
we rotate matrices A-12 and A-13 by angle θ(x) and obtain:
δF˜ (x) = G [θ (x)] δK˜ (x) [θ (x)]
=
[
cos2 θ (x) δK˜11 (x) 0
0 0
]
=
=
⎡⎣ cos2 θ(x)l(s, x)− cos θ(s)D11(s) 0
0 0
⎤⎦ ,
(A-14)
F˜∗ (x) = G [θ (x)] K˜∗ (x) G [θ (x)] =
=
[
cos2 θ (x) K˜∗11 (x) cos θ (x) K˜
∗
12 (x)
cos θ (x) K˜∗12 (x) K˜
∗
22 (x)
]
.
(A-15)
The mean curvature of the wavefront projection of the reﬂected waveﬁeld on the
receiver surface is:
h (x) = tr
[
F˜∗ (x)− δF˜ (x)
]
= cos2 θ (x)
[
K˜∗11 (x)− δK˜11 (x)
]
+ K˜∗22 (x) . (A-16)
The mean curvature of the wavefront projection of the apparent spherical PP-wave
has the following form:
h∗ (x) =
1 + cos2 θ (x)
r∗PP (x)
, (A-17)
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where r∗PP (x) is the required quantity. By assuming that h
∗ (x) = h (x), we obtain
the radius of curvature of the apparent reﬂected waveﬁeld at the receiver:
r∗PP (x) =
1 + cos2 θ (x)
cos2 θ (x)
[
K˜∗11 (x)− δK˜11 (x)
]
+ K˜∗22 (x)
. (A-18)
We observe that lim
x→s
r∗PP (x) = r
∗
PP (s).
3.12 Appendix B:
Equations of dynamic ray tracing for re-
ﬂected wave
Here we recall the known formulas of dynamic ray tracing which are used in our
derivations. The formulas are related to wave propagation in homogeneous media
with curved reﬂectors (Cˇerveny´, 2001; Hubral, 2002).
A curved interface can be described by equation z3 =
1
2
Dij (s) zi zj, where
D (s) =
[
D11 (s) D12 (s)
D12 (s) D22 (s)
]
is the matrix of interface curvatures relative to the
plane Z tangential to the interface at point s and described by the local Cartesian
coordinates (z1, z2, z3). Coordinates (z1, z2) parameterize plane Z, while the normal
coordinate z3 is orthogonal to this plane.
Wavefront propagation in dynamic ray tracing is traditionally considered in the ray-
centered coordinates tied to the ray. Coordinates q1 and q2 of this system are or-
thogonal to the ray, while coordinate q3 is tangential to it. Without restricting the
generality, we can assume that the directions of the projections of q1 and q2 coincide
with directions of coordinates z1 and z2. The curvature of spherical wavefront in
homogeneous media is controlled by the distance l (s) traveled by the ray:
K (s) =
[
1
l(s)
0
0 1
l(s)
]
. (B-1)
When the incident wave hits a smooth curved interface, its wavefront deforms in
accordance with the interface curvature. We rotate the matrix K (s) of wavefront
curvatures by the rotation matrix
G [θ (s)] =
[
cos θ (s) 0
0 1
]
, (B-2)
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and ﬁnd the incident wavefront curvature at point s in the local Cartesian coordinates
is
F (s) = G [θ (s)] K (s) G [θ (s)]− cos θ (s) D (s) =
=
[
cos2 θ(s)
l(s)
− cos θ (s) D11 (s) − cos θ (s) D12 (s)
− cos θ (s) D12 (s) 1l(s) − cos θ (s) D22 (s)
]
.
(B-3)
The wavefront curvature of the reﬂected wave at point s also depends on the interface
curvature but with the opposite sign. Assuming that incident and reﬂected angles
are the same, we write equation for the wavefront curvature of the reﬂected wave:
F˜ (s) = G [θ (s)] K˜ (s) G [θ (s)] + cos θ (s) D (s) , (B-4)
where K˜ (s) is the wavefront curvature of the reﬂected wave in the ray-centered co-
ordinates with the origin at point s. The matrices of wavefront curvatures at the
interface are continuous, i.e. F (s) = F˜ (s). We ﬁnd the elements of matrix K˜ (s):
K˜ (s) =
[
1
l(s)
− 2 D11(s)
cos θ(s)
− 2 D12 (s)
− 2 D12 (s) 1l(s) − 2 D22 (s) cos θ (s)
]
(B-5)
To propagate the matrix of curvatures from the reﬂection point to the receiver, we
exploit the known equations:
K (s) = {R (s)}−1 ,
R (x) = R (s) + l (s, x) I,
(B-6)
where R (s) and R (x) are the matrices of wavefront radii at the reﬂection point and
at the receiver in the ray-centered coordinates, l2 (s, x) is the distance between the
reﬂection point and the receiver, I is the unit matrix. Matrix K˜ (x) at the receiver
thus has the following form:
K˜ (x) = {R (x)}−1 = {R (s) + l (s, x) I}−1 =
{[
K˜ (s)
]−1
+ l (s, x) I
}−1
. (B-7)
It is convenient to use the global Cartesian system (x1, x2, x3) at the observation plane.
In this coordinate system, the matrix F˜ (x) of wavefront curvatures of the reﬂected
wave at the receiver is obtained by rotating matrix K˜ (x) by emergence angle θ (x):
F˜ (x) = G ([θ (x)]) K˜ (x) G ([θ (x)]) =
=
[
cos2 θ (x) K˜11 (x) cos θ (x) K˜12 (x)
cos θ (x) K˜12 (x) K˜22 (x)
]
.
(B-8)
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The relative geometrical spreading of the PP-wave for a single reﬂection has the
following form:
JP (s)
JPP (x)
=
ΔS (s)
ΔS (x)
, (B-9)
where ΔS (x) and ΔS (s) are the cross-sections of the ray tube at the receiver and at
the reﬂection point, respectively. Taking into account that ΔS(s)
ΔS(x)
= detR(s)
detR(x)
, we obtain
the geometrical spreading in terms of wavefront curvatures:
JP (s)
JPP (x)
=
detR (s)
detR (s) + trR (s) l (s, x) + [l (s, x)]2
=
=
{
1 +
trR (s)
detR (s)
l (s, x) +
[l (s, x)]2
detR (s)
}−1
=
=
{
1 + tr K˜ (s) l (s, x) + det K˜ (s) [l (s, x)]2
}−1
,
(B-10)
where
tr K˜ (s) = 2
[
1
l (s)
−H ′ (s)
]
,
det K˜ (s) =
[
1
l (s)
]2
− 2
l (s)
H ′ (s) + 4 detD (s) ,
H ′ (s) =
D11 (s)
cos θ (s)
+ cos θ (s) D22 (s) .
(B-11)
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Chapter 4. An analysis of AVO inversion for post-critical offsets in HTI media
4.1 Abstract
Azimuthal variations of the waveﬁeld characteristics, such as traveltime or reﬂection
amplitude, play an important role in the identiﬁcation of fractured media. Trans-
versely isotropic media with a horizontal symmetry axis (HTI media) is the simplest
azimuthally anisotropic model typically used to describe one set of vertical fractures.
There exist many techniques in the industry to recover anisotropic parameters based
on moveout equations and linearized reﬂection coeﬃcients using such a model. How-
ever, most of the methods have limitations in deﬁning properties of the fractures
due to linearizations and physical approximations used in their development. Thus,
azimuthal analysis of traveltimes based on normal moveout (NMO) ellipses recovers
a maximum of three media parameters instead of the required ﬁve. Linearizations
made in plane-wave reﬂection coeﬃcients limit amplitude-versus-oﬀset (AVO) analy-
sis to small incident angles and weak-contrast interfaces. Azimuthal AVO inversion
at small oﬀsets has challenges in estimating anisotropy parameters due to nonuniqui-
ness problems. Extending the AVO analysis and inversion to and beyond the critical
angle increases the amount of information recovered from the medium. However,
well accepted plane-wave reﬂection coeﬃcients are not valid in the vicinity of the
critical angle and beyond it, due to frequency and spherical wave eﬀects. Recently
derived spherical and eﬀective reﬂection coeﬃcients methods overcome this problem.
We extend the eﬀective reﬂection coeﬃcients approach to HTI media to analyze the
potential of near- and post-critical reﬂections in azimuthal AVO analysis. From the
sensitivity analysis, we show that eﬀective reﬂection coeﬃcients are sensitive to dif-
ferent sets of parameters prior and beyond the critical angle, which might be a nice
feature for joint inversion. Additionally, the resolution of the parameters depends
on a healthy azimuthal coverage in the acquisition setup, with the most stable AVO
results achieved with a separation in angle that exceeds 45 degrees.
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4.2 Introduction
The role of anisotropy has dramatically increased over the past two decades due to
advances in acquisition setups, data quality, data processing and parameter estima-
tion. It has been demonstrated countless times that including anisotropy in the data
analysis considerably reduces uncertainty in interpretation. Fracture identiﬁcation
and fracture direction and fracture density estimation became possible with the use
of multi-azimuth acquisition setup and multi-azimuth data analysis. Although, often
we see that fractured reservoirs often adhere to the orthorhombic symmetry (Grechka
et al., 2006) representation, the azimuthal analysis based on HTI symmetry is widely
exploited for a vertical set of fractures detection, as HTI is a the simplest azimuthally
anisotropic model (Ru¨ger, 2001).
One of the most widely exploited approaches in fracture identiﬁcation is the azimuthal
analysis of reﬂection traveltimes based on the concept of NMO ellipse (Grechka et al.,
1999). Although P-wave azimuthal moveout analysis is practically eﬀective in pre-
dicting the fracture direction (Lynn et al., 1999; Tod et al., 2007), the NMO ellipse
constrains only three combinations of the medium parameters, which results in a
three-parameter inversion (Al-Dajani and Alkhalifah, 2000). Azimuthally dependent
P-wave traveltime inversion recovers vertical P-wave velocity, anisotropy parameter
δ(V ) (or anellipticity parameter η (Alkhalifah and Tsvankin, 1995)) and the symme-
try axis direction. It is, however, not enough for deﬁning the physical properties of
the fractures, as ﬁve parameters are required to fully characterize the HTI model.
Additional sources of information are required.
Reﬂection coeﬃcients contain valuable information about the local medium proper-
ties on both sides of an interface. Therefore, analysis of amplitude variations with
incidence angle or oﬀset is often used in reservoir characterization (Avseth et al.,
2001). Generally, AVO analysis has higher vertical resolution than traveltime meth-
ods. Existing in industry AVO inversion techniques are based on the linearizations
of plane-wave reﬂection coeﬃcients, made under the assumption of weak contrast
interfaces (Ostrander, 1984). As a consequence application of these linearizations is
limited to small oﬀsets, where a reasonably good match with real data is achieved. Ap-
plication of azimuthally-dependent approximations (Ru¨ger, 2001) in azimuthal AVO
inversion, however, is hindered by nonuniqueness in parameter estimation. Practi-
cally, azimuthal variations of AVO response are exploited in the recovery of fracture
azimuth with a 900 uncertainty (Hall and Kendall, 2003). Despite this ambiguity,
azimuthal AVO analysis has been successful in many cases (Gray et al., 2002; Hall
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and Kendall, 2003; Xu and Tsvankin, 2007).
Because azimuthal AVO inversion works for small oﬀsets associated with pre-critical
reﬂections, there are some attempts to extend AVO analysis to longer oﬀsets, where
post-critical reﬂections appear. Such AVO analysis can, thus, be applied to the reser-
voirs with high contrast in media parameters across the interface, such as stiﬀ car-
bonate reservoirs, heavy oil traps or salt domes. The drawback of the long-oﬀset
approach is that the existing linearizations of reﬂection coeﬃcients have to be disre-
garded as they are not valid for long oﬀsets. The analysis of the exact plane-wave
reﬂection coeﬃcients for diﬀerent azimuths (Hall and Kendall, 2003) showed strong
sensitivity of the critical angle to the azimuth and fracture content. Using the weak-
anisotropy approximation for azimuthal horizontal phase velocities in orthorhombic
media, Landrø and Tsvankin (2007) conﬁrmed the sensitivity of the critical angle to
the azimuth and showed the potential of exploiting the critical angle in anisotropy
parameter estimations.
Despite that the critical angle is well deﬁned from the exact plane-wave reﬂection
coeﬃcient, its identiﬁcation on the data generated by a point source is not obvious, as
in this case the critical angle position is not marked by the special reﬂection amplitude
features. These amplitude features appear beyond the critical angle and depend on
the wavefront radius and frequency (Cˇerveny´, 1961). The physical and reﬂectivity
modeling made by Alhussain (2007) conﬁrms these observations, which implies the
invalidity of the exact plane-wave reﬂection coeﬃcients near- and beyond the critical
angle. To overcome this problem spherical and eﬀective reﬂection coeﬃcients are
developed (Ursenbach et al., 2007; Ayzenberg et al., 2007, 2009). These coeﬃcients
adequately describe amplitude behavior beyond the critical angle and thus can be
exploited for long oﬀset amplitude analysis. The beneﬁts of the post-critical reﬂections
in AVO inversion are shown on the example of a reﬂection from isotropic/isotropic
interface (Skopintseva et al., 2011). Eﬀective reﬂection coeﬃcients developed for
a horizontal isotropic/VTI interface show their suﬃcient sensitivity to anisotropy
parameters in the post-critical domain (Ayzenberg et al., 2009). It motivates us to
study azimuthal eﬀects of post-critical reﬂections.
In this paper, we investigate the potential of using post-critical reﬂections in az-
imuthal AVO analysis and inversion. For this purpose, we extend eﬀective reﬂection
coeﬃcient technique to work for an isotropic/HTI interface and compare their az-
imuthal dependence prior and beyond the critical angle. We show that the amplitude
maximum observed beyond the critical angle can be utilized in anisotropy parameters
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estimation. We provide the sensitivity analysis of the underburden parameters to the
reﬂection coeﬃcient changes prior and beyond the critical angle for the multi-azimuth
acquisition coverage with minimal number of survey lines (three). Obtained results
indicate that pre- and post-critical domains are sensitive to diﬀerent sets of parame-
ters. In addition, we provide analysis for optimal acquisition setup which results in
better stability of the inversion.
4.3 Phase velocity surface vs critical angle surface
Consider a two-layer model with a plane interface, where the upper halfspace is
isotropic, and lower halfspace represents HTI media. The velocity of the isotropic
halfspace is lower than the phase velocity of the HTI medium for any azimuthal direc-
tion. Assume that the P-wave generated in the upper halfspace hits the isotropic/HTI
interface at the critical angle. When incidence angle is critical, part of the energy re-
ﬂects from the interface and part of the energy starts propagating along the interface
with velocity of the lower medium (Figure 4.1), and generates head waves. Noticing
that the velocity in the lower halfspace depends on the angle between incidence plane
and symmetry axis of HTI media ϕ and transmitted angle θt, the critical angle obeys
the modiﬁed Snell’s law (Landrø and Tsvankin, 2007):
sin θcr (ϕ) =
VP1
V hP2 (ϕ)
, (1)
where ϕ is the azimuthal angle between symmetry axis and survey line, θcr (ϕ) is the
critical reﬂection angle along the vertical plane deﬁned by ϕ, V hP2 (ϕ) is the horizontal
phase P-wave velocity for the HTI medium as a function of azimuth, V hP2 (0) is the
phase velocity along the symmetry axis, V hP2 (90) = VP2 is the phase P-wave velocity in
isotropic plane. The plot in Figure 4.1 deﬁnes the angles involved for two orthogonal
incidence planes. Plane II is located along the symmetry axis of HTI media, and
plane ⊥ coincides with the isotropic plane of HTI media. The horizontal velocity
in plane II is less than one for plane ⊥. It, consequently, results in a larger critical
angle in the plane along the symmetry axis than that for the isotropic plane. The
reciprocal proportionality of the sinus of the critical angle to the horizontal phase
velocity (equation 4) shows that the azimuthal dependence of the critical angle is the
source of additional information about the underburden media.
Azimuthal dependency of the horizontal P-wave phase velocity surface for HTI media
is equivalent to the P-wave phase velocity surface for VTI media in vertical plane, as
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Figure 4.1: A schematic plot depicting the model setting considering here. The
ray curves corresponds to a reﬂection at the critical angle from the horizontal
isotropic/HTI interface.
HTI media is equivalent to VTI media rotated by 90 degrees in the vertical plane.
According to well-known acoustic approximations for the phase velocity in VTI media,
the azimuthally dependent horizontal phase velocity for HTI media has the following
form:
V h 2P2 (ϕ) = V
2
P2
[
1
2
+ (V ) cos2 ϕ+
+
1
2
√
1 + 4 cos2 ϕ
[
(V ) cos 2ϕ + 2δ(V ) sin2 ϕ
]
+ 4(V ) 2 cos4 ϕ
]
,
(2)
where (V ) and δ(V ) are anisotropy parameters in HTI notation (Ru¨ger, 2001).
Substituting equation 4 into 5 and exploiting the three azimuthal directions corre-
sponding to ϕ = 00, 450 and 900 yields equations for anisotropy parameters in terms
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of their critical angles:
(V ) =
sin2 θcr (90)− sin2 θcr (0)
2 sin2 θcr (0)
δ(V ) =
sin2 θcr (90)
[
sin2 θcr (45)− 2 sin2 θcr (0)
] [
sin2 θcr (45)− 2 sin2 θcr (90)
]
2 sin2 θcr (0) sin
4 θcr (45)
− 1
2
.
(3)
To obtain anisotropy parameter (V ), we need information about the critical angles in
the incidence planes along and across the symmetry axis of HTI media. Anisotropy
parameter δ(V ) requires additional knowledge about the critical angle for an azimuth
of 45 degrees. Equation 7 implies that the symmetry axis direction is known.
4.4 Eﬀective reﬂection coeﬃcient for
isotropic/HTI interface
Here, we extend the eﬀective reﬂection coeﬃcients for the isotropic/HTI case. We
choose the incidence plane coinciding with the (x1, x3) plane of the global coordinate
system (x1, x2, x3) and forming an angle ϕ with symmetry axis of HTI media. A point
source exciting a spherical P-wave is located in the upper halfspace. The eﬀective
reﬂection coeﬃcient for the isotropic/HTI interface at the point of a receiver has the
following form:
χPP [x, ω, g] =
u∗PP norm (x, g) cos θ (x) + u
∗
PP tan (x, g) sin θ (x)[
i
kP r
∗
PP
(x)
− 1
k2
P
r∗2
PP
(x)
]
eikP r
∗
PP
(x)
, (4)
where matrix x = (x1, x2, ..., xN) consists of N receivers with co-
ordinates xN = (x1 N , x2 N , x3 N), ω is angular frequency, g =(
VP1, VS1, ρ1, VP2, VS2, 
(V ), γ(V ), δ(V ), ϕ, ρ2
)
is the vector of model parame-
ters; VP1, VS1 are P- and S-wave velocities of the isotropic halfspace; VP2 and VS2 are
P- and S-wave velocities of the HTI model in the isotropic plane; ρ1, ρ2 are densities
of the upper and lower halfspaces, respectively; (V ), γ(V ), δ(V ) are anisotropy
parameters in HTI notation (Ru¨ger, 2001); kP =
ω
VP1
is the wavenumber in the
overburden, θ (x) is the incidence/reﬂection angle, r∗PP (x) is the apparent radius of
the wavefront at the receiver. A general form of the radius r∗PP (x) is introduced
by Skopintseva et al. (2010). For a plane interface, r∗PP (x) is the distance between
the source and the receiver along the ray (Skopintseva et al., 2011). u∗PP norm (x)
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and u∗PP tan (x) are the dimensionless normal and tangential components of the
displacement vector, which have the following form:
u∗PP norm (x, g) =−
∫ +∞
0
RPP (ζ, g) e
i α(x)
√
1−ζ2J0 [β (x) ζ] ζdζ,
u∗PP tan (x, g) =−
∫ +∞
0
RPP (ζ, g)
iei α(x)
√
1−ζ2√
1− ζ2 J1 [β (x) ζ] ζ
2dζ,
(5)
where RPP (ζ, g) is an exact plane-wave reﬂection coeﬃcient for the isotropic/HTI
interface derived by Schoenberg and Protazio (1992) (Appendix 4.11), α (x) =
kP r
∗
PP (x) cos θ (x), β (x) = kP r
∗
PP (x) sin θ (x), ζ is the horizontal component of the
unit P-wave ray vector in the overburden, J0 and J1 are the Bessel functions of the
zeroth and ﬁrst order.
Figure 4.2 shows the amplitude of the normalized eﬀective reﬂection coeﬃcient (ERC)
A (x, ϕ) = χ (x, ϕ) /χ (x1, ϕ) in comparison with amplitudes of the normalized
plane-wave reﬂection coeﬃcient (PWRC) AR (x, ϕ) = RPP (x, ϕ) /RPP (x1, ϕ) and
one obtained from reﬂectivity modeling using technique described by Skopintseva
et al. (2011). Reﬂection coeﬃcients are calculated for the model where VP1 = 1.484
km/s, VS1 = 0 km/s, ρ1 = 1 g/cm
3, VP2 = 2.709 km/s, VS2 = 1.382 km/s ρ2 = 1.2
g/cm3, (V ) = −0.0019, δ(V ) = −0.0069, γ(V ) = −0.0439, ϕ = 300, the frequency
is 218 Hz, and the interface depth is 240 m. ERC and PWRC curves coincide at
pre-critical angles, while they are diﬀerent around and beyond the critical angle. The
ERC has a gradual amplitude increase with angle and reaches its maximum beyond
the critical angle, whereas the PWRC has an abrupt amplitude increase at the critical
angle. Additionally, the ERC has oscillations in the post-critical domain, while these
are absent for PWRC. Eﬀects observed at the ERC around and beyond the critical
angle occur due to the inﬂuence of the dimensionless argument kP r
∗
PP (x) in equa-
tions 2-3. This argument represents the wavefront curvature and frequency eﬀects on
the reﬂection process. The perfect match of the ERC with the reﬂection coeﬃcient
extracted from the synthetic data shown by Skopintseva et al. (2011) conﬁrms the
soundness of the observed phenomena described by the eﬀective reﬂection coeﬃcients.
The synthetic data are obtained by reﬂectivity modeling.
The wavefront curvature and frequency have a linear tradeoﬀ with each other as
they are coupled in equations 2-3 by the argument kP r
∗
PP (x). A frequency increase
has the same eﬀect as a wavefront curvature decrease (the reciprocal of r∗PP (x)).
The value of the argument kP r
∗
PP (x) controls the amplitude maximum shift and
oscillation frequency in the post-critical domain (Figure 4.3). The larger the argument
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Figure 4.2: Comparison between normalized eﬀective reﬂection coeﬃcient (ERC),
plane-wave reﬂection coeﬃcient (ERC) and reﬂection response obtained from the
reﬂectivity modeling (RM).
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Figure 4.3: Amplitude of normalized eﬀective reﬂection coeﬃcients in the isotropic
plane ϕ = 900 for kP r
∗
P (0) = 402 (High) and kP r
∗
P (0) = 25 (Low). The normalized
plane wave reﬂection coeﬃcient (PWRC) is given for comparison. Model parameters
are: VP1 = 2 km/s, VS1 = 1.1 km/s, ρ1 = 1.8 g/cm
3, VP2 = 2.8 km/s, VS2 = 1.6 km/s
ρ2 = 2.1 g/cm
3, (V ) = −0.1 δ(V ) = −0.05, γ(V ) = −0.1.
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kP r
∗
PP (x) is, the closer the amplitude maximum is to the critical angle, and the faster
the oscillations beyond the critical angle. These oscillations are associated with the
interference between reﬂected and head waves, which appears at the critical angle.
Figures 4.4 and 4.5 show maps of azimuthal distributions of the normalized reﬂection
coeﬃcients for diﬀerent anisotropy parameters (V ), δ(V ), γ(V ). The model parameters
are VP1 = 2 km/s, VS1 = 1.1 km/s, ρ1 = 1.8 g/cm
3, VP2 = 2.8 km/s, VS2 = 1.6 km/s
ρ2 = 2.1 g/cm
3, an interface depth of 1 km, and a frequency of 32 Hz. For each row
we change only one anisotropy parameter, while others are set to zero. Left column
represents the weak anisotropy eﬀect, while the right column corresponds to strong
anisotropy. Color indicates the amplitude strength. The oﬀset increases in the radial
direction from the center. The circle of 1 km corresponds to the incident/reﬂection
angle of 30 degrees (if anisotropy parameters are zeros), which is normally a limit
for conventional AVO studies. The circle of 2 km corresponds to the critical angle, if
anisotropy parameters are zeros. Azimuthal angle ϕ changes from 00 to 3600. Oﬀset
range in Figure 4.4 corresponds to pre-critical domain, while it captures pre-, near-
and post-critical domains in Figure 4.5.
In the isotropic media case, we expect a uniform amplitude response with azimuth
for any oﬀset range. The inﬂuence of anisotropy results in the deviation from this
azimuthal dependence of amplitude. Figure 4.4 shows that the parameter (V ) does
not cause much azimuthal changes in amplitude within the circle of 1 km. Its eﬀect
appears at larger oﬀsets, speciﬁcally when incident angle reaches the critical angles.
The inﬂuence of the parameter δ(V ) is stronger within the circle of 1 km, but larger
oﬀsets are more inﬂuenced by this parameter. The largest eﬀect on the azimuthal
distribution of amplitudes in Figure 4.4 is caused by the anisotropy parameter γ(V ).
The amplitude strength deviates from the circle at all oﬀset within the range 0-2 km.
Despite that the position of the amplitude maximum does not coincide with the
critical angle, Figure 4.5 indicates that post-critical reﬂections contain additional
information about the media below the interface. The post-critical domain is clearly
deﬁned by the amplitude maximum contour. The sensitivity of post-critical domain
to the anisotropy parameters (V ) and δ(V ) is clearly observed, while its sensitivity
to parameter γ(V ) is not obvious. Changes in anisotropy parameter (V ) controls
the amplitude maximum deviation from the isotropic circle in the symmetry axis
direction (ϕ = 00). Parameter δ(V ) inﬂuences the amplitude maximum deviations in
the oblique direction (ϕ = 450), as well amplitude strength for ϕ = 00 and ϕ = 900.
These observations are consistent with the equations 7, where (V ) is a function of the
104 Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva
Chapter 4. An analysis of AVO inversion for post-critical offsets in HTI media
 	
0.15 
V
  
  1
  2
30
210
60
240
90
270
120
300
150
330
180 0
 	
0.05 
V
  
  1
  2
30
210
60
240
90
270
120
300
150
330
180 0
 	
 0.05 
V
  
  1
  2
30
210
60
240
90
270
120
300
150
330
180 0
 	
 0.15 
V
  
  1
  2
30
210
60
240
90
270
120
300
150
330
180 0
 	
 0.05
V
  
  1
  2
30
210
60
240
90
270
120
300
150
330
180 0
 	
 0.15
V
  
  1
  2
30
210
60
240
90
270
120
300
150
330
180 0
0.4 0.6 0.8 1 1.2
Figure 4.4: Maps of the normalized azimuthal eﬀective reﬂection coeﬃcients prior to
the critical oﬀset (2km in the isotropic plane ϕ = 900) for diﬀerent anisotropy pa-
rameters. Radial direction corresponds to the source-receiver oﬀset, angular direction
corresponds to the angle between the survey line and the symmetry axis direction.
Each row represents changes in one of the anisotropy parameters, while the others
are set to zero.
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Figure 4.5: Maps of the normalized azimuthal eﬀective reﬂection coeﬃcients prior
and beyond the critical oﬀset for diﬀerent anisotropy parameters. Radial direction
corresponds to the source-receiver oﬀset, angular direction corresponds to the angle
between the survey line and symmetry axis direction. Each row represents changes
in one of the anisotropy parameters, while the others are set to zero.
106 Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva
Chapter 4. An analysis of AVO inversion for post-critical offsets in HTI media
critical angles along and across the symmetry axis and δ(V ) is a function of critical
angles for three azimuths (ϕ = 00, 450, 900), and γ(V ) is independent of the critical
angle.
4.5 Critical oﬀset vs amplitude maximum oﬀset
From Figure 4.2, it is seen that the critical angle (oﬀset) cannot be clearly deﬁned, as
it is not associated with special amplitude features of the reﬂection coeﬃcient. How-
ever, azimuthal dependence on oﬀset, where the maximum amplitude is observed,
can be exploited for anisotropy parameters detection. Assume that the deviations
of the amplitude maximum position from the critical oﬀset are controlled only by
parameter kP r
∗
PP (x) and are weakly dependent on the anisotropy parameters. Then
the azimuthal dependence of the critical oﬀset is proportional to the azimuthal de-
pendence of the amplitude maximum oﬀset:
xcr (ϕ) = nxm (ϕ) , (6)
where n is azimuthally independent proportionality coeﬃcient xcr (ϕ) is the
azimuthally-dependent critical oﬀset, and xm (ϕ) is the azimuthally-dependent am-
plitude maximum oﬀset.
Exploiting equation 6 and relation sin θ2cr =
x2cr
h2+x2cr
, where h is the interface depth, we
rewrite equations 7 in terms of the amplitude maximum oﬀset xm:
(V ) = cos2 θcr (90)
[
x2m (90)− x2m (0)
2x2m (0)
]
δ(V ) = −M1 cos2 θcr (90) + M2 cos2 θcr (90) cos 2θcr (90) ,
(7)
where
M1 =1− x
2
m (90)
2x2m (45)
− x
4
m (90)
x4m (45)
+
x4m (90)
2xm (0)
2 x2m (45)
M2 =
1
2
− 3x
2
m (90)
2x2m (45)
+
x4m (90)
x4m (45)
+
x2m (90)
2xm (0)
2 −
x4m (90)
2xm (0)
2 x2m (45)
,
(8)
Despite that equations 11-12 are functions of the maximum oﬀsets, the information
about critical angle in the isotropic plane is still needed. This information can be
retrieved from the AVO inversion in the isotropic plane (Skopintseva et al., 2011).
Relative errors in anisotropy parameter estimates obtained from the diﬀerent types
of data are shown in Figure 4.6. The three datasets are exploited for estimations:
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Figure 4.6: Relative errors in the anisotropy parameter (V ) (a) and δ(V ) (b) estimates
obtained from velocity, critical angle and oﬀsets corresponding to the maximum am-
plitudes.
azimuthal dependency of the horizontal phase velocity V hP2 (ϕ), azimuthal dependency
of the critical angle θcr (ϕ), and azimuthal dependency of the maximum amplitude
oﬀset xm (ϕ). The most accurate estimates are obtained for the anisotropy parameter
(V ). The error level is within 1% for any type of data. The error level in δ(V ) estimates
increases up to 10%. The reason for such inaccuracies is the acoustic approximation
of phase velocity used in anisotropy parameter estimates. This approximation is least
accurate at azimuth of ϕ = 450. This consequently results in errors for all types of
data. In general, the amplitude maximum oﬀset provides simular level of errors as
the critical angle and thus has a potential to be utilized for anisotropy analysis.
4.6 Sensitivity analysis and parameter depen-
dency
Observations made in the previous section have the potential for anisotropy parameter
analysis only in the case of a full azimuthal coverage. In this situation the direction
of the symmetry axis is easily deﬁned from the azimuthal dependence of amplitude
maximum position as seen in Figure 4.5. However, it is quite often, when there is a
lack of full azimuth coverage, data are available only for several azimuth directions.
Then, the symmetry axis direction identiﬁcation becomes not obvious.
To understand the potential for using post-critical reﬂections in this situation, we
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Figure 4.7: A plan view of three 2D survey lines over a horizontal HTI layer with the
arbitrary symmetry axis direction from the chosen global coordinate system.
provide a sensitivity analysis for the multi-azimutal acquisition coverage with minimal
number of lines, which create angles ψ1, ψ2 and ψ3 with a chosen global coordinate
system (Figure 4.7). The symmetry axis direction forms the angle φ with axis x1.
For simplicity, we assume that the azimuthal separation between the survey lines
Δψ is equal and, thus, satisﬁes Δψ = ψ3 − ψ2 = ψ2 − ψ1. Assuming that the
parameters of the isotropic overburden are known, we investigate the sensitivity of
the normalized reﬂection coeﬃcients for isotropic/HTI interface to the changes in the
medium parameters related to the HTI halfspace only. To conduct the sensitivity
analysis, we exploit techniques described by Al-Dajani and Alkhalifah (2000) and
build up the following Jacobian matrix:
JT = (d (ψ1, x) d (ψ2, x) d (ψ3, x)) , (9)
where
d =
(
VP2∂VP2A
A
,
VS2∂VS2A
A
,
ρ2∂ρ2A
A
,
∂	(V )A
A
,
∂δ(V )A
A
,
∂γ(V )A
A
,
2π∂φA
A
)
(10)
are submatrices of derivatives of the normalized reﬂection coeﬃcient A (x, θ − φ) with
respect to the medium parameters for a particular survey line; T indicates the trans-
pose of a matrix. The derivatives with respect to velocity and density are normalized
to allow for direct comparison with the dimensionless anisotropic parameters.
As a result, the resolution matrix M = JTJ provides information on the linear de-
pendency of the parameters and the strength of their resolution. A perfect resolution
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matrix is the identity matrix, which indicates that all parameters are resolvable within
the linear limit and do not have tradeoﬀs between each other. However, the resolution
matrix only allows for a linearized analysis of the sensitivities valid at a point in the
model space and depending on the level of nonlinearity can be representative of the
general behavior.
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Figure 4.8: Resolution matrices of parameters for the HTI layer for diﬀerent values
of (V ) and δ(V ). Other parameters remain constant: VP2 = 2.8 m/s, VS2 = 2.8 km/s,
ρ2 = 2.8 kg/m
3, γ(V ), φ = 00. Acquisition parameters are: ψ2 = 30
0, Δψ = 600.
Parameters of the upper isotropic halfspace are: VP1 = 2.0 km/s, VS1 = 1.1 km/s,
and ρ1 = 1.8 g/cm
3.
Figure 4.8 represents the resolution matrix M for all underburden model parameters
for pre-critical (top row) and post-critical (bottom row) oﬀsets for the following ac-
quisition setups: ψ2 = 30
0 and Δψ = 600. Medium parameters in the isotropic upper
layer are VP1 = 2.0 km/s, VS1 = 1.1 km/s, and ρ1 = 1.8 g/cm
3. The parameters
of the underburden are chosen to be VP2 = 2.8 km/s, VS2 = 1.6 km/s, ρ2 = 2.1
g/cm3, γ(V ) = −0.1, and φ = 00. Each column corresponds to diﬀerent combina-
tions of anisotropy parameters (V ) and δ(V ). Higher diagonal values indicate higher
sensitivity of the normalized reﬂection coeﬃcients to the particular parameter, which
consequently results in higher resolution of this parameter in the inversion. Non-zero
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oﬀ-diagonal element reveal the tradeoﬀ between parameters related to this element.
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Figure 4.9: Dependence of some diagonal values of the resolution matrix on the
acquisition parameters ψ2 and Δψ2. The HTI medium is given by the following
parameters VP2 = 2.8 m/s, VS2 = 2.8 km/s, ρ2 = 2.8 g/cm
3, (V ) = −0.13, δ(V ) =
−0.08, γ(V ) = −0.1, φ = 00.
Generally, we observe that the sensitivity of medium parameters is model dependent,
but there are common trends for diﬀerent combinations of (V ) and δ(V ). Normalized
eﬀective reﬂection coeﬃcients are sensitive to diﬀerent sets of parameters at pre- and
post-critical oﬀsets. Exploiting only pre-critical domain results in resolving P- and
S-wave velocities with reasonable tradeoﬀ, and anisotropy parameters δ(V ) and γ(V )
with some tradeoﬀ between them, as well. The sensitivity of the reﬂection coeﬃcients
to the symmetry axis direction in the pre-critical domain is highly dependent on
the strength of anisotropy. In the post-critical domain, the vertical P-wave velocity
remains highly resolved with less tradeoﬀ with the shear wave velocity, whereas the
resolution of δ(V ) and γ(V ) decreases. Instead, the resolution of density, anisotropy
parameter (V ) and the symmetry axis direction increases considerably. We observe
tradeoﬀs between VP2 and ρ2; φ , 
(V ) and VP2. However, it is important to note
that the symmetry axis resolution is high with minor tradeoﬀ with other parameters,
which implies the importance of the post-critical reﬂection coeﬃcients in resolving
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the symmetry axis direction.
Figure 4.9 gives an idea of how azimuth ψ2 and separation angle between the survey
lines Δψ aﬀect the resolution of some parameters in the pre-critical (top row) and the
post-critical (bottom row) domains. Only diagonal values of the matrix M = JTJ
corresponding to VP2, 
(V ), δ(V ) and φ are exploited for this purpose. The calculations
are made for the model, where parameters of the isotropic halfspace are the same
as in Figure 4.8 and parameters of the HTI halfspace are given in the caption of
Figure 4.9. The largest eﬀect of the azimuth ψ2 and angle separation Δψ on the
resolution of media parameters is achieved in the post-critical domain than in the
pre-critical domain. Moreover, diﬀerent combinations of acquisition parameters aﬀect
the resolution of diﬀerent sets of parameters. Thus, 450 < ψ2 < 135
0 and Δψ < 450
results in the best resolution of VP2 in the post-critical domain, as this acquisition
setup provides the best coverage of the isotropic plane. The best resolution of the
anisotropy parameter (V ) is achieved, when one of the survey lines is close to the
symmetry axis direction (ψ2 ≈ Δψ). Although the normalized eﬀective reﬂection
coeﬃcient in the post-critical domain is less sensitive to the anisotropy parameter
δ(V ), its best resolution is observed, when one or more acquisition lines are close to the
direction of 450 from the symmetry axis (|ψ2 −Δψ| ≈ 450). The highest resolution of
the symmetry axis direction is achieved, when survey lines deviate from the symmetry
axis and isotropy plane. It is interesting that the direction of the symmetry axis φ
has less blind regions than other parameters, and therefore has more chances to be
resolved with acquisition setup, where Δψ > 450.
4.7 Stability of the inversion
To gain insights on the feasibility of applying an inversion for all or some of the param-
eters, we exploit the reciprocal of the condition number (Al-Dajani and Alkhalifah,
2000) κ−1 =
√
|λmin|
|λmax|
, where λmin and λmax are the minimum and maximum eigenval-
ues of the matrix M = JTJ, respectively. Larger κ−1 values indicate better stability
in the inversion. The value of κ−1 depends on the number of unknown parameters
used in the inversion. To increase κ−1, we have to assume some of the parameters
known.
Here we focus on the assessment of the inversion stability for the most useful HTI
parameters in practice: VP2, 
(V ), and φ. It implies that the matrix M = JTJ
consists of derivatives of the normalized eﬀective reﬂection coeﬃcients with respect
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Figure 4.10: The reciprocal of the condition number (κ−1) as a function of oﬀset, ψ2
and Δψ. Model parameters are given in Figure 4.9.
to these three parameters only and therefore represents a 3× 3 matrix. Figure 4.10
shows κ−1 as a function of oﬀset, azimuth ψ2 and separation angle Δψ. Cold color
is associated with poor parameter resolution and represents blind zone, while the
warm color indicates good resolution. Horizontal slices, corresponding to pre-, near-
and post-critical oﬀsets, show the best resolution of all three parameters when post-
critical oﬀsets are involved in the matrix M evaluation. However, the inﬂuence of the
azimuth angle and the separation angle in parameter resolution cannot be disregarded
and one has to be careful with acquisition setup. The location of the survey line
around the isotropic plane (450 < ψ2 < 135
0, Δψ < 450) results in blind zones. For
optimal acquisition setup separation angles of larger than 45 degrees (Δψ > 450) are
preferable. This observation is consistent with Figure 4.9.
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Figure 4.11: 2D cross-plots of the objective function for diﬀerent oﬀset ranges for
model parameters given in Figure 4.9. Squares denote true model values; circles
indicate a minima in the objective function.
To conﬁrm the previous observations and obtain some insights into the changes in the
accuracy of parameter recovery process beyond the linear limit, we monitor changes
of the shape of the objective function using post-critical reﬂections. For this purpose,
we exploit objective functions for a single azimuth, given by equation:
F =
√√√√ N∑
n=1
[AD (xn)− A (xn)]2 (11)
where AD (xn) is the normalized reﬂection coeﬃcient obtained from the data (Skopint-
seva et al., 2011) for a chosen azimuth, A (xn) is the normalized eﬀective reﬂection
coeﬃcient.
Figure 4.11 shows 2D cross-plots of the objective function for an azimuth of 45 de-
grees. For calculations, we exploited the model with parameters given in Figure 4.9.
For each plot we vary only two parameters by 20%, while the rest of the parameters
remain constant corresponding to their true values (the minima of the objective func-
tion). Top row represents the objective function for only pre-critical oﬀsets, whereas
the bottom row represents the objective function with information from near- and
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post-critical oﬀsets included. Although Figure 4.11 does not represent the whole set
of possible 2D cross-sections, the eﬀect of post-critical oﬀsets on the shape of the
objective function is obvious. We note that the shape of the objective function is gen-
erally smooth, which implies that our linearized observations in Figures 4.8-4.10 can
be generalized. Figure 4.11 (top row) show strong tradesoﬀs between the anisotropy
parameters. Speciﬁcally, the shape of the objective function along the φ and (V )
directions is stretched indicating their larger uncertainty compared with parameters
VP2, δ
(V ), γ(V ). This observation is consistent with the resolution matrix. When the
post-critical oﬀsets are involved into the objective function, its shape signiﬁcantly
changes, indicating better resolution of φ and (V ).
4.8 Discussion
Analysis of the reﬂection coeﬃcients for an isotropic/HTI interface shows that post-
critical reﬂections contain additional information about the underburden compared
to pre-critical reﬂections. Pre-critical reﬂections have higher sensitivity to P- and S-
wave velocities and anisotropy parameters γ(V ) and δ(V ). Sensitivity analysis of post-
critical reﬂections shows that they can potentially recover the P-wave velocity, the
symmetry axis direction, the anisotropy parameter (V ) with small uncertainties, and
the anisotropy parameter δ(V ) with a larger uncertainty. Despite that the pre-critical
reﬂections are sensitive to the direction of symmetry axis, which is observed in some
cases, the sensitivity of the post-critical reﬂections to this parameter is much higher.
This is explained by the proportionality of the critical angle to the horizontal velocity
of the underburden. Inversion of azimuthal traveltimes (Al-Dajani and Alkhalifah,
2000) also allows the retrieval of a set of parameters, similar to post-critical reﬂection.
The diﬀerence between these two approaches is that inversion of azimuthal traveltimes
provides information about the overburden, while azimuthal post-critical reﬂections
answers questions of local properties of underburden.
Some insights about the anisotropy strength can be gained in the azimuthal analysis
of the amplitude maximum observed beyond the critical angle. Our investigations
show the proportionality between the the critical oﬀset (not angle!) and the position
of the amplitude maximum. Although, it is obvious that the diﬀerence between the
critical oﬀset and position of the amplitude maximum is controlled by the argument
kP r
∗
PP (x), explicit link between these two characteristics is not fully understood.
Despite that the sensitivity analysis and assessment of the inversion stability is per-
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formed for the multi-azimuth coverage with only three survey lines for simplicity, we
gain some insights on the eﬀect of the acquisition setup on parameter estimation.
The azimuthal distribution of the survey lines in the vicinity of the isotropic plane
results in a reduced stability in the inversion. An increase in the number of survey
lines, distributed azimuthally well, might improve stability of the inversion. However,
stability of the inversion, where post-critical reﬂections are involved, is expected to
be better than when only pre-critical reﬂections are used.
An analysis of the objective function for a potential inversion of parameters reveals the
post-critical reﬂections inﬂuence on its shape. Noticing that the reﬂection coeﬃcient
has varying sensitivities to the inverted parameters prior and beyond the critical angle,
the joint azimuthal inversion of pre- and post-critical reﬂections looks promising.
Involving the azimuthal traveltime information into the inversion has a potential to
reduce uncertainty in parameter estimates. It implies a requirement of further more
detailed investigations of the objective functions.
Our analysis demonstrates the potential of post-critical reﬂections in exploiting the
azimuthal analysis. However, their practical application might be befogged by noise
in the data. This topic is not covered in this paper, but deﬁnitely deserves special
attention.
4.9 Conclusions
Azimuthal analysis of the eﬀective reﬂection coeﬃcients for horizontal isotropic/HTI
interface shows that the reﬂections beyond the critical angle are highly aﬀected by
the azimuthal variations in the horizontal velocity and therefore contain additional
information about the anisotropy of underburden. The simple link between the
azimuthally-dependent critical angle and the azimuthally-dependent horizontal ve-
locities provides an opportunity to use post-critical reﬂections in the recovery of
anisotropy parameters, however it is not practically applicable, as it is diﬃcult to
retrieve the critical angle from the data. The position of the amplitude maximum
beyond the critical angle can be utilized instead.
Sensitivity analysis of the eﬀective reﬂection coeﬃcients for isotropic/HTI interface
shows that the resolution of media parameters is highly dependent on the on the
critical angle. Reﬂections prior the critical angle are more sensitive to anisotropy
parameters δ(V ) and γ(V ), while reﬂections beyond the critical angle provide better
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resolution of the anisotropy parameter (V ) and the symmetry axis direction.
The acquisition setup plays an important role in parameter resolution especially in
the post-critical domain. Our investigation performed for an acquisition with mini-
mal multi-azimuthal coverage (three survey lines with constant angle of separation)
show that poor resolution is obtained when all survey lines are located close to the
isotropic plane. The optimal acquisition setup, which implies better resolution of
media parameters, should have a separation angle between survey lines more than 45
degrees or alternatively larger number of survey lines.
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4.11 Appendix A:
Plane-wave reﬂection coeﬃcients for horizon-
tal isotropic/HTI interface
Here, we present the derivation of the exact plane-wave reﬂection coeﬃcients for a
horizontal interface between an isotropic medium in the upper halfspace and an HTI
medium in lower halfspace. We associate the (x, y) - plane with the interface and let
the z-axis be positive with depth. Consider (x, z)-plane as a wave propagation plane.
Down-going P-wave propagating in upper halfspace, hits interface and generates three
up-going waves in the isotropic half-space (P, SV, SH) and three down-going wave in
the HTI halfspace (qP, qSV, qSH).
In the isotropic halfspace, P-wave polarization coincides with the propagation direc-
tion, SV-wave polarization is perpendicular to the propagation vector and is in the
incidence plane, while SH-wave polarization is perpendicular both to the propagation
vector and the incidence plane. Deﬁning P-wave velocity as VP1, SV- and SH-wave ve-
locities as VS1 and the horizontal slowness as p, the vertical P- and S-wave slownesses
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are given by
q
(1)
P =
1
VP1
√
1− V 2P1p2,
q
(1)
S =
1
VS1
√
1− V 2S1p2.
(B-1)
The propagation directions of the down-going and up-going P-waves and up-going SV
and SH waves are:
n
d (1)
P =
(
pVP1, 0, q
(1)
P VP1
)
,
n
u (1)
P =
(
pVP1, 0,−q(1)P VP1
)
,
n
u (1)
SV =
(
pVS1, 0,−q(1)S VS1
)
,
n
u (1)
SV = n
u (1)
SH ,
(B-2)
where d denotes down-going waves, u denotes up-going waves, (1) corresponds to the
upper halfspace. The polarization vectors of down-going and up-going P-waves and
up-going SV and SH waves are:
l
d (1)
P = n
d (1)
P ,
l
u (1)
P = n
u (1)
P ,
l
u (1)
SV =
(
−q(1)S VS1, 0,−pVS1
)
,
l
u (1)
SH = (0, −1, 0) ,
(B-3)
where the signs of the components of the polarization vectors are chosen according
to Schoenberg and Protazio (1992). The stress vectors at the element of the interface
in the isotropic halfspace have the following form:
tk (1)m =
⎛⎜⎜⎝
V 2S1ρ1
[
l
k (1)
m 3 p + l
k (1)
m 1 q
(1)
m
]
V 2S1ρ1l
k (1)
m 2 q
(1)
m
V 2P1ρ1
[
l
k (1)
m 1 p + l
k (1)
m 3 q
(1)
m
]
− 2V 2S1ρ1lk (1)m 1 p
⎞⎟⎟⎠ , (B-4)
where m = P, SV, SH and k = d, u.
In the HTI halfspace, velocities qP-, qSV- and qSH-wave propagation is azimuthally
dependent, and the polarization vectors deviate from the propagation direction (for
qP-wave) and the plane perpendicular to the propagation direction (for qSV and qSH
waves).
When the horizontal symmetry axis of the HTI medium is in the propagation plane
and coincides with x-axis the stiﬀness tensor in Voigt notation has the following form
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(Musgrave, 1970):
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
c11 c13 c13 0 0 0
c13 c33 c33 − 2c44 0 0 0
c13 c33 − 2c44 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c66 0
0 0 0 0 0 c66
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (B-5)
When the horizontal symmetry axis has an angle ϕ with the incidence plane, the
stiﬀness matrix can be written as:
C′ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
c′11 c
′
12 c
′
13 0 0 c
′
16
c′12 c
′
22 c
′
23 0 0 c
′
26
c′13 c
′
23 c
′
33 0 0 c
′
36
0 0 0 c′44 c
′
45 0
0 0 0 c′45 c
′
55 0
c′16 c
′
26 c
′
36 0 0 c
′
66
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (B-6)
where matrix components are functions of azimuth and stiﬀness components in old
coordinates from equation B-2:
c′11 =c11 cos
4 ϕ + 2(c13 + 2c66) cos
2 ϕ sin2 ϕ + c33 sin
4 ϕ,
c′22 =c33 cos
4 ϕ + 2(c13 + 2c66) cos
2 ϕ sin2 ϕ + c11 sin
4 ϕ,
c′33 =c33,
c′44 =c44 cos
2 ϕ + c66 sin
2 ϕ,
c′55 =c66 cos
2 ϕ + c44 sin
2 ϕ,
c′66 =
1
8
(c11 − 2c13 + 4c66 + c33 − (c11 − 2c13 − 4c66 + c33) cos 4ϕ),
c′16 =
1
4
(c11 − c33 + (c11 − 2c13 − 4c66 + c33) cos 2ϕ) sin 2ϕ,
c′26 =−
1
4
(−c11 + c33 + (c11 − 2c13 − 4c66 + c33) cos 2ϕ) sin 2ϕ,
c′36 =(−c11 + c13 + 2c66) cosϕ sinϕ,
c′12 =
1
8
(c11 + 6c13 − 4c66 + c33 − (c11 − 2c13 − 4c66 + c33) cos 4ϕ),
c′13 =c13 cos
2 ϕ + (c11 − 2c66) sin2 ϕ,
c′23 =(c11 − 2c66) cos2 ϕ + c13 sin2 ϕ.
(B-7)
The vertical slowness components q(2) ((2) denotes lower half-space) are obtained
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from the eigenvalues of the Christophel equation:
det
∣∣∣∣∣∣∣
c′11p
2 + c′55
(
q(2)
)2 − ρ2 c′16p2 + c′45 (q(2))2 (c′13 + c′55) p2
c′16p
2 + c′45
(
q(2)
)2
c′66p
2 + c′44
(
q(2)
)2 − ρ2 (c′36 + c′45) pq(2)
(c′13 + c
′
55) p
2 (c′36 + c
′
45) pq
(2) c′55p
2 + c′33
(
q(2)
)2 − ρ2
∣∣∣∣∣∣∣ = 0
(B-8)
and have the following form:
q
(2)
P =
1
2
√
K1 −
√
K21 −K2
q
(2)
SV =
1
2
√
K1 +
√
K21 −K2
q
(2)
SH =
√
ρ2 −
[
c66 cos2 ϕ + c44 sin
2 ϕ
]
p2
c44
,
(B-9)
where
K1 =
1
c66c33
[
2 (c33 + c66) ρ1
+ 2
(
c213cos
2ϕ− c11c33cos2ϕ
)
p2
+ 4c66
(
c13cos
2ϕ− c33 sin2 ϕ
)
p2
]
,
K2 =
4
c66c33
[
4ρ22
− 4p2 (ρ2 − c66p2cos2ϕ) (c33 + c11cos2ϕ)
− 4p2c66
(
ρ2 − c33p2 sin2 ϕ
)
+ p4 sin2 2ϕ (−c13 (c13 + c66) + c33 (c11 − 2c66))
]
.
(B-10)
The phase velocities are obtained from equations:
Vj 2 =
1√(
q
(2)
j
)2
+ p2
,
(B-11)
where j = qP, qSV, qSH. It yields vectors of wave propagation n
d (2)
j =(
pVj 2, 0, q
(2)
j Vj 2
)
.
The eigenvectors of the Christophel equation B-5 yield the polarization vectors. The
analytical solution is very cumbersome and we thus do not obtain its actual form here.
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Generally, polarization vectors do not coincide with the direction of wave propagation
or plane perpendicular to the wave propagation and deviate from the incident plane:
l
d (2)
j =
(
l
d (2)
j 1 , l
d (2)
j 2 , l
d (2)
j 3
)
, j = qP, qSV, qSH. To choose signs of the components
for polarization vectors, sign convention extended for the three-dimensional case,
given by Schoenberg and Protazio (1992), is used here.
Stress vectors at the element of interface in HTI media have the following form:
t
d (2)
j =
⎛⎜⎝ c
′
55l
d (2)
j 3 p + c
′
55l
d (2)
j 1 q
(2)
j + c
′
54l
d (2)
j 2 q
(2)
j
c′54l
d (2)
j 3 p + c
′
54l
d (2)
j 1 q
(2)
j + c
′
44l
d (2)
j 2 q
(2)
j
c′13l
d (2)
j 1 p + c
′
63l
d (2)
j 2 p + c
′
33l
d (2)
j 3 q
(2)
j
⎞⎟⎠ . (B-12)
Using boundary conditions at the isotropic/HTI interface z = 0, which states that the
normal and tangential components of the displacement and stress traction components
are continuous, we obtain the following system of equations:
b = AX, (B-13)
where
b =
(
l
d (1)
P , t
d (1)
P
)T
,
A =
(
−lu (1)P −lu (1)SV −lu (1)SH ld (2)qP ld (2)qSV ld (2)qSH
−tu (1)P −tu (1)SV −tu (1)SH td (2)qP td (2)qSV td (2)qSH
)
,
X =(RP P , RP SV , RP SH , TP qP , TP qSV , TP qSH)
T ,
(B-14)
RP P , RP SV , RP SH are reﬂection coeﬃcients, TP qP , TP qSV , TP qSH are transmission
coeﬃcients, T is the transpose sign.
Solving the system of equations B-10, we obtain plane-wave reﬂection and transmis-
sion coeﬃcients for an isotropic/HTI interface. For our purpose we focus on reﬂection
coeﬃcients for PP-reﬂections.
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Chapter 5. Frequency effects at pre-, near- and post-critical offsets observed on water-plexiglas
interface
5.1 Abstract
The frequency dependence of the reﬂection coeﬃcients can be an important interpreta-
tional tool in detecting and analyzing seismic anisotropy. We perform such analysis on
experimental data containing multi-azimuth reﬂections from a simple water-plexiglas
interface, where the underburden is designed to represent a medium with vertical
fractures. We show that the frequency dependency of the amplitude and phase at
pre-, near- and post-critical oﬀsets reveals azimuthal variation. We attempt to ex-
plain the observed frequency phenomena within a transversely isotropic model with
a horizontal symmetry axis (HTI). For this purpose we introduce eﬀective reﬂection
coeﬃcients valid for horizontal water/HTI interface. These coeﬃcients account for
wavefront curvature and frequencies and thus provide adequate description of phe-
nomena generated at the critical angle. We show that our approach explains some
of the frequency dependence of the experimental data. Furthermore, we show that
the post-critical domain is useful for the analysis of the anisotropy properties of HTI
media, as it is sensitive to the anisotropy parameters and the symmetry axis direction.
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5.2 Introduction
Detecting fractures and their azimuth direction is one of the useful but still challeng-
ing tasks in the industry. It provides information crucial to drilling and injection
strategies. We should, therefore, seek all potential sources of information to improve
our ability to predict fracture density and fracture direction.
One source of information is the frequency dependency of seismic data, which could
provide some insights into the physics of wave propagation in such media. There is sig-
niﬁcant amount of work dedicated to the frequency dependence of attenuation and the
dispersion phenomena. Carcione (2007), for example, derived plane-wave reﬂection
coeﬃcients for an elastic anisotropic media. Chapman and Liu (2003) showed that
fracture density and ﬂuid saturation have an inﬂuence on frequency characteristics of
the seismic waveﬁeld and developed plane-wave frequency-dependent reﬂection coef-
ﬁcients describing these phenomena. Nevertheless, plane-wave reﬂection coeﬃcients
are not capable of describing reﬂection phenomena accurately at near- or post-critical
domains, where the critical angle comes into play and produces head waves, resulting
in the associated interference between head waves and the reﬂected wave.
Clearly, the analysis of near- and post-critical oﬀsets has the potential to bring ad-
ditional information about the medium. Landrø and Tsvankin (2007) analyzed az-
imuthal dependence of the critical angle and showed that long-oﬀset reﬂections have
the potential to improve the quality of our interpretation of anisotropic data. Down-
ton and Ursenbach (2006) and Ayzenberg et al. (2009) derived reﬂection coeﬃcients
for isotropic and VTI media, which are valid prior and beyond the critical angle.
They showed that the frequency dependence of these coeﬃcients is associated with
non-planar wavefronts. Skopintseva et al. (2011) showed that exploiting near- and
post-critical reﬂections improves the quality of AVO inversion for isotropic media.
In this paper, we analyze frequency dependence of the reﬂected waveﬁeld from an
experiment performed by Alhussain (2007), which includes reﬂections from pre-, near-
and post-critical oﬀsets. He acquired data for a horizontal planar water-plexiglas
interface, where the underburden is set once to imitate isotropic media (Alhussain
et al., 2008) and second time to imitate media with vertical fractures. The latter
medium was covered by multi-azimuth survey lines with 15 degrees of separation
angle. We divide the waveﬁeld into amplitude and phase components and show that
they have similar features.
To explain the observed frequency eﬀects, we extend the theory of eﬀective reﬂection
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coeﬃcients (Ayzenberg et al., 2009) for an HTI model and show that this approach
can explain a big part of the observed phenomena. However, results of the inde-
pendent synthetic modeling conﬁrm the presence of phenomena not related to the
HTI model. We associate these phenomena with diﬀraction from the edge of the
model. Additionally, we provide an analysis of the special features of the reﬂected
data in post-critical domain and show their dependence on azimuth and anisotropy
parameters.
5.3 Theory
We consider a two-layer model with a horizontal plane interface, where the underbur-
den is represented by HTI or isotropic media, and the overburden is a water layer. For
non-attenuative media, the reﬂected waveﬁeld from a point source in the frequency
approximation has the following form (Skopintseva et al., 2011):
uPP (x, ω) ∼= χPP [x, ω, g] i
VP 1
S (ω)
ei kP l(x)√
JPP (x)
ePP (x) (1)
where χPP [x, ω, g] is the eﬀective reﬂection coeﬃcient (ERC) deﬁned at the receiver,
ω is angular frequency, g =
(
VP1, ρ1, VP2, VS2, 
(V ), γ(V ), δ(V ), ϕ, ρ2
)
is the model
parameter vector, VP1 is the overburden P-wave velocity, ρ1 and ρ2 are densities in
overburden and underburden, respectively; VP2 and VS2 are P- and S-wave velocities
of underburden in isotropic plane; (V ), γ(V ), δ(V ) are anisotropy parameters in HTI
notation (Ru¨ger, 2001), ϕ is the azimuth angle between the survey line and the
symmetry axis, l (x) is the distance between the source and receiver along the ray,
JPP (x) = [l (x)]
2 is the geometrical spreading of the reﬂected PP-wave, kP =
ω
VP1
is
the wavenumber in the overburden, ePP (x) is the polarization vector and S (ω) is the
source wavelet. The vector x = (x1, x2, ..., xN ) contains the receiver coordinates. The
coordinate system is chosen in such a way that x-axis coincides with the survey line.
Originally, ERC at the interface is derived by Ayzenberg et al. (2007) for acoustic
media and Ayzenberg et al. (2009) for VTI media. Skopintseva et al. (2011) extrapo-
lated ERC to the receiver surface for the case of plane interface. Here, we adopt ERC
at the receiver for a model consisting of a water layer overlying an HTI media. It has
the following form:
χPP [x, ω, g] =
u∗PP norm (x, g) cos θ (x) + u
∗
PP tan (x, g) sin θ (x)[
i
kP r
∗
PP
(x)
− 1
k2
P
r∗2
PP
(x)
]
eikP r
∗
PP
(x)
, (2)
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where θ (x) is the reﬂection angle, u∗PP norm (x) and u
∗
PP tan (x) are the dimension-
less normal and tangential components of the displacement vector, which have the
following form:
u∗PP norm (x, g) =−
∫ +∞
0
RPP (ζ, g) e
i α(x)
√
1−ζ2J0 [β (x) ζ] ζdζ,
u∗PP tan (x, g) =−
∫ +∞
0
RPP (ζ, g)
iei α(x)
√
1−ζ2√
1− ζ2 J1 [β (x) ζ] ζ
2dζ,
(3)
and RPP (ζ, g) is the exact plane-wave reﬂection coeﬃcient for the water/HTI inter-
face (Appendix 5.11), α (x) = kP r
∗
PP (x) cos θ (x), β (x) = kP r
∗
PP (x) sin θ (x), r
∗
PP (x)
is the apparent radius of the wavefront at the receiver, ζ is the horizontal component
of the unit P-wave ray vector in the overburden, J0 and J1 are the Bessel functions
of the zeroth and ﬁrst order. A general form of the radius r∗PP (x) is introduced by
Skopintseva et al. (2011). For plane interfaces, r∗PP (x) reduces to the distance l (x)
between the source and the receiver along the ray. Equations 2 and 3 can be easily
adopted for water-isotropic solid interface though substituting the appropriate reﬂec-
tion coeﬃcient RPP (ζ, g) in equation 3, where g = (VP1, ρ1, VP2, VS2, ρ2)(Appendix
5.10).
In addition to the dependence on media parameters g, the reﬂection coeﬃcient is a
function of an additional argument kP r
∗
PP (x), which describes the wavefront curvature
and the frequency eﬀects on the reﬂection amplitudes. Ayzenberg et al. (2007) showed
that these eﬀects are mostly pronounced in near- and post-critical domains, where
head waves appear and interfere with the reﬂected wave. The value of the argument
kP r
∗
PP (x) aﬀects the slope of rapid amplitude increase in the near-critical domain, the
position of amplitude maximum and the frequency of oscillations in the post-critical
domain. The larger the argument kP r
∗
PP (x) is, the steeper the slope of amplitude
increase, the smaller the oﬀset of amplitude maximum, and the higher the frequency
of the observed oscillations.
Rewriting equation 1 in terms of amplitude and phase components, we obtain:
uPP (x, ω) ∼= |χPP [x, ω, g]| |S (ω)|
VP 1
√
JPP (x)
ei[ωt(x)+ϕ(x, ω, g)+Φ(ω)+
π
2 ]ePP (x) (4)
where |χPP (x, ω, g)| and ϕ (x, ω, g) are the magnitude and phase of the eﬀective
reﬂection coeﬃcient, respectively, |S (ω)| and Φ (ω) are the magnitude and phase of
the incidence wavelet, t (x) is the traveltime.
The magnitude of the reﬂected waveﬁeld, compensated for geometrical spreading
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JPP (x) is:
|uPP (x, ω)| ∼= |χPP [x, ω, g]| |S (ω)|
VP 1
. (5)
Normalizing equation 5 by the magnitude of the reﬂected waveﬁeld at minimum oﬀset,
we remove the eﬀect of the incidence wavelet and obtain a normalized magnitude of
the reﬂected waveﬁeld coeﬃcient:
|uPP (xn, ω)|norm =
|uPP (xn, ω)|
|uPP (x1, ω)| =
|χPP [xn, ω, g]|
|χPP [x1, ω, g]| , (6)
n = 1, 2, . . . , N . This equation indicates that |uPP (x, ω)|norm is equivalent to the
normalized magnitude of the reﬂection coeﬃcient. We thus deﬁne |uPP (x, ω)|norm as
AVO data.
Taking the imaginary part of the normalized derivative of the waveﬁeld in equation
4, we obtain the following equation:
Im
[
1
uPP (x, ω)
∂uPP (x, ω)
∂ω
]
= t (x) +
∂ϕ (x, ω, g)
∂ω
+
∂Φ (ω)
∂ω
(7)
Assuming that the water layer representing the overburden is homogeneous, the fre-
quency independent traveltime t (x) obtained from ray theory can be easily removed
from equation 7. Noticing that the phase of the wavelet is oﬀset independent, it can
be removed through subtracting data at minimum oﬀset:
T (xn, ω)norm =
∂ϕ (xn, ω, g)
∂ω
− ∂ϕ (x1, ω, g)
∂ω
(8)
The obtained function in equation 8 represents an extra traveltime caused by the
phase rotation of the eﬀective reﬂection coeﬃcient between two oﬀsets.
Equations 6 and 8, thus, allow us to focus on the frequency eﬀects of the reﬂected
waveﬁeld. As water is incompressible and considered to be homogeneous, the associ-
ated frequency eﬀects will only occur in the underburden.
5.4 The experiment
We analyze data from the physical modeling provided by Alhussain (2007), where
he acquired pre-, near- and post-critical reﬂections from a horizontal plane interface
between water in the overburden and plexiglas in the underburden.
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Figure 5.1: Isotropic (left) and fractured (right) samples of plexiglas used in the
Experiment. (Figure courtesy of Alhussain (2007)).
He exploited two types of plexiglas media: solid, imitating an isotropic medium, and
a stack of 2 mm thick plates, imitating media with vertical fractures ( Figure 5.1).
The medium parameters are obtained from transmission measurements of P- and S-
wave velocities, where omni-directional P-wave and S-wave transducers with dominant
frequencies of 220 and 500 kHz, respectively, are used. Parameters measured for the
isotropic plexiglas are VP2 = 2.724 km/sec, VS2 = 1.384 km/sec, and ρ2 = 1.2 g/cm
3.
Parameters measured for the fractured plexiglas are VP2 = 2.709 km/sec, VS2 = 1.382
km/sec, ρ2 = 1.2 g/cm
3, ε(V ) = −0.0019, δ(V ) = −0.069, γ(V ) = −0.0439 (Alhussain,
2007).
The scheme of the reﬂection experiment is shown in Figure 5.2. The plexiglas is
submerged into water with parameters VP1 = 1.484 km/sec, ρ1 = 1 g/cm
3. Omni-
directional P-wave transducers with a dominant frequency of 220 kHz are placed in
the water 24 cm above the water-plexiglas interface. The dominant wavelength of the
P-wave in the water layer is 6.7 mm, which is approximately 3.5 times larger than
the thickness of the plexiglas plates. To carry out the AVO study, one CMP gather is
acquired for the model with isotropic plexiglas. To provide an AVO azimuth study,
seven CMP gathers, corresponding to diﬀerent azimuth angles, are acquired for the
model with fractured plexiglas. The azimuth separation between these survey lines is
15 degrees and angle ϕ corresponds to 0, 15, 30, 45, 60, 75, 90 degrees. The minimum
oﬀset is 2 cm and the source and receiver were moved apart from each other with
an increment of 2 mm. The maximum oﬀset is 54 cm. Each CMP gather consists
of 270 traces. The critical angle (oﬀset) is approximately the same for both types of
interfaces, when survey lines are located in isotropic plane, and is 330 (31 cm). It is
equivalent to oﬀset-to-depth ratio x/h = 1.29.
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A
B
Figure 5.2: Scheme of the acquisition setup used in the Experiment (Figure courtesy
of Alhussain (2007)). A is the reﬂection point, B is the edge point of the plexiglas.
Figure 5.3: Example of seismogram obtained from experiment (Figure courtesy of
Alhussain (2007)).
130 Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva
Chapter 5. Frequency effects at pre-, near- and post-critical offsets observed on water-plexiglas
interface
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
Isotropic
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
00
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
150
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
300
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
450
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
600
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
750
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
900
0.1 0.2 0.3 0.4 0.5
200
250
300
350
0
0.5
1
1.5
Figure 5.4: Normalized to the minimum oﬀset amplitude spectra of the target re-
ﬂection (AVO data) for isotropic and fractured media for various azimuthal angles
(ϕ = 0, 15, 30, 45, 60, 75, 900), obtained by the physical modeling.
An example of the acquired CMP gather is shown in Figure 5.3. We observe a clear
reﬂection from the water-plexiglas interface at traveltime 3.2× 10−4 sec. The length
of the wavelet impuls is around 2 × 10−5 sec. The next weak event related to the
reﬂection from the bottom of plexiglas piece has a traveltime 3.6 × 10−4 sec at the
nearest oﬀset. The target water/plexiglas reﬂection is thus well separated from the
bottom reﬂection and is considered in the analysis.
5.4.1 Experimental AVO data
Figure 5.4 shows AVO signatures for the isotropic and fractured media, extracted from
the experimental data according to equation 6. The computations are made for the
target water/plexiglas reﬂection registered with traveltime 3.2×10−4 at nearest oﬀset
within the 2×10−5 sec time window. In general, we observe strong amplitudes at near-
critical oﬀsets (0.3 − 0.4 m), and oscillating weak amplitudes at post-critical oﬀsets
(> 0.4 m). These oscillations are interpreted as interference between the reﬂected
and the head waves (Skopintseva et al., 2011). Amplitude at near-critical oﬀsets
periodically changes and tends to increase with frequency and depends on azimuth.
The position of amplitude maximum in near-critical domain shifts towards smaller
oﬀsets with the frequency increase. The amplitude at pre-critical oﬀsets (< 0.3 m)
has a complex behavior both for the fractured and the isotropic cases. There are
relatively strong oﬀset-dependent periodical variations with frequency. The strength
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Figure 5.5: The slices of AVO data for diﬀerent azimuths of fractured media (Figure
5.4 ) taken at pre-, near- and post-critical oﬀsets with oﬀset-to-depth ratios of 0.4,
1.25 and 5, respectively.
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Figure 5.6: Maps of phase related traveltimes T (xn, ω)norm (equation 8) for diﬀerent
azimuths of fractured media at pre-, near- and post-critical oﬀsets with oﬀset-to-depth
ratios of 0.4, 1.25 and 5, respectively. The units of color scale are given in seconds.
of the ﬁnger shaped phenomena depends on the azimuth and the weakest dependence
is observed for an azimuth of 45 degrees. A minor ﬁngering phenomenon is also
observed for the isotropic case.
Figure 5.5 shows slices of the amplitude as a function of azimuth for certain oﬀsets
corresponding to pre-, near- and post-critical oﬀsets, where oﬀset-to-depth ratios are
0.4, 1.25, 5, respectively. Despite the noise, we observe systematic periodical behavior
of the amplitude with azimuth with a full cycle as the azimuth varies from 0 to 90
degrees. The amplitude is inﬂuenced mainly by the fracturing as it approaches the
azimuth of 45 degrees. This phenomenon is most pronounced at post-critical oﬀsets.
Figure 5.6 represents the quantity T (x, ω)norm obtained from the experimental data
according to equation 8. Slices, corresponding to oﬀset-to-depth ratios of 0.4, 1.25
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and 5, reﬂect fracture eﬀect on the phases of the reﬂections. The features in Figure
5.6 are similar to the ones in Figure 5.5. Isochrones of T (x, ω)norm periodically vary
with azimuth and frequency. These variations describe a full cycle as a function of
azimuth with maximum frequencies across (00) and along (900) the fracture directions
for pre- and near-critical domains and with minimum frequencies at 00 and 900 for
post-critical domain. T (x, ω)norm for a ﬁxed azimuth, has two or more cycles of the
strength changes.
5.5 Forward modeling of AVO data
To explain the frequency dependence of the experimental AVO data, we compare these
data with AVO data obtained from modeling. For this purpose, the values for the
media parameters described in the previous section are used to describe the fractured
plexiglas in an HTI model. Despite the dominant wavelength of the incident wave
is just 3.5 times larger than the distance between fractures, we investigate frequency
eﬀects which HTI model is able to describe.
The modeling is performed by two independent methods. The ﬁrst approach is based
on equation 6, where we calculate eﬀective reﬂection coeﬃcients, given by equations
2 and 3 for diﬀerent frequencies. The second method is based on 3D reﬂectivity
modeling. The reﬂectivity modeling is used to verify the ERC-based modeling and to
conﬁrm eﬀects related to HTI model.
5.5.1 ERC-based modeling
Figure 5.7 shows eﬀective reﬂection coeﬃcients calculated for the setup of the physical
modeling. According to equation 6, all coeﬃcients are normalized by the amplitude at
nearest oﬀset. Color scale is preserved as in Figure 5.4. Generally, similar amplitude
behavior in near- and post-critical domains are observed. Large amplitudes in near-
critical domain gradually increase with frequency, position of the amplitude maximum
shifts towards smaller oﬀsets with frequency increase and weak amplitudes in the post-
critical domain contain frequency-dependent oscillations. However, the pre-critical
domain does not contain strong ﬁnger shaped phenomena and is associated with
frequency-independent amplitudes. The maximum amplitude and variations of its
position with azimuth are generally weaker than those observed in the experimental
data.
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Figure 5.7: Normalized to the minimum oﬀset magnitude of eﬀective reﬂection coeﬃ-
cients calculated for isotropic and HTI model parameters estimated from the physical
modeling.
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Figure 5.8: The slices of normalized to the minimum oﬀset magnitudes of eﬀective
reﬂection coeﬃcients for diﬀerent azimuths of HTI model (Figure 5.7 ) taken at pre-,
near- and post-critical oﬀsets with oﬀset-to-depth ratios of 0.4, 1.25 and 5, respec-
tively.
Figure 5.8 shows 2D oﬀset slices of the normalized eﬀective reﬂection coeﬃcients as
a function of frequency and azimuth for oﬀset-to-depth ratios of 0.4, 1.25, and 5.
The color scale is preserved as in Figure 5.5 for comparison. The normalized eﬀec-
tive reﬂection coeﬃcients do not depend on the azimuth and frequency in pre- and
near-critical domains, while this dependence is obvious in the post-critical domain.
However, the behavior of the isochrones of the normalized eﬀective reﬂection coef-
ﬁcients with azimuth does not fully coincide with Figure 5.5 as it has a maximum
frequency for azimuth of 450 and minimum frequencies for azimuths 00 and 900, while
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experimental data have minimum frequencies for all three azimuths.
The azimuthal frequency dependency of amplitudes in post-critical domain shows
that long-oﬀset reﬂections are useful in detecting fracture directions, as the frequency
content of the reﬂection coeﬃcient reaches a minimum at the symmetry and normal
to the symmetry axis directions.
5.5.2 Reﬂectivity modeling
The reﬂectivity modeling is carried out for an acquisition setup scaled by a factor of
1000, where the interface depth is 240 m and the dominant frequency of the Ricker
wavelet is 220 Hz. The source-receiver distance varies from 5 to 600 m with increment
of 10 m. Modeled seismograms contain 60 traces. Despite that the model size and the
frequency content are changed, it does not aﬀect the reﬂection coeﬃcient, because the
vector of model parameters g and the argument kP r
∗
PP (0) in equations 2 and 3 remain
unchanged. The modeling, thus, provides an appropriate comparison between AVO
data from reﬂectivity modeling and AVO data based on eﬀective reﬂection coeﬃcient.
Figure 5.9 shows AVO data obtained from synthetic seismograms using equation 6.
Generally, there is a good match between the reﬂectivity modeling and the normalized
ERCs shown in Figure 5.7. Azimuthal frequency dependence of the synthetic AVO
data in pre-, near- and post-critical domains shown in Figure 5.10 represents similar
features as in Figure 5.8: zero, minor and signiﬁcant frequency eﬀects, respectively.
Minor deviations of synthetic AVO data in the post-critical domain from normalized
ERCs are explained by the spatial aliasing due to less dense acquisition setup used in
the reﬂectivity modeling.
The consistency between AVO data obtained from reﬂectivity modeling and normal-
ized eﬀective reﬂection coeﬃcients derived for water/HTI interface indicates that the
frequency dependence of the experimental AVO data in the pre-critical domain is not
related to the HTI model.
5.5.3 The edge diﬀraction eﬀect
The experimental model was performed in a ﬁnite space that includes edges. With the
wavelengths considered in the experiment, the diﬀractions from these edges induces
frequency dependent tuning eﬀects. So to explain the oﬀset-dependent frequency
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Figure 5.9: Synthetic AVO data for isotropic and HTI model for various azimuthal
angles (ϕ = 0, 15, 30, 45, 60, 75, 900) provided by the reﬂectivity modeling. The
model parameters estimated in the experiment are used in the reﬂectivity modeling.
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Figure 5.10: Frequency and azimuth dependence of the synthetic AVO data at pre-,
near- and post-critical oﬀsets
variation in the pre-critical domain, we ﬁrst examine the traveltime diﬀerences be-
tween the desired reﬂection and those resulting from an additional edge. Figure 5.11
shows traveltimes calculated for a main reﬂected wave and wave diﬀracted from the
edge point of the model (point B in Figure 5.2). The edge diﬀraction comes to the
receiver 1× 10−5 sec later than the target reﬂected event. Since the wavelet impulse
is about 2× 10−5 sec, the target event interferes with the edge diﬀraction waves. The
interference between the two waves is oﬀset-dependent as the diﬀerence between the
two moveouts decreases with oﬀset.
To model the eﬀect of the edge diﬀracted wave on the AVO data, a simple con-
volutional modeling procedure is used, where the traveltimes for the two cases are
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Figure 5.11: Traveltimes of the wave reﬂected from the point A and wave diﬀracted
from edge point B shown in Figure 5.2.
convolved with a Ricker wavelet with frequency of 220 kHz. For simplicity, we dis-
regard the oﬀset-dependent amplitude eﬀect by omitting reﬂection coeﬃcients. The
amplitude of the edge reﬂection event is assumed to be 5 times weaker than the
amplitude of the reﬂected event.
Figure 5.12(a) illustrates AVO data obtained from the convolution modeling by the
recipe given in equation 6. The frequency and oﬀset dependent amplitudes are clearly
observed for the whole oﬀset range. Comparison of the frequency oscillating ampli-
tudes with the ﬁnger-shaped features on experimental AVO data in 5.12(c) and Figure
5.12(d) shows a similarity in oﬀset dependent periodical changes.
Figure 5.12 (b) illustrates the eﬀect of the edge diﬀraction event when added together
with the on reﬂection amplitudes. The diﬀraction event modeled by the convolution
of the Ricker wavelet with the dominant frequency of 220 Hz and corresponding
traveltime of the wave diﬀracted from the edge point B (Figure 5.2) is added to the
synthetic seismogram obtained for isotropic model by reﬂectivity method. Figure
5.12 (b) shows amplitude behavior similar to the one observed in Figures 5.12(c)
and Figure 5.12(d). It indicates that the ﬁnger-shaped features are caused by the
edge diﬀractions. However, slopes of modeled and observed ﬁnger-shaped phenomena
slightly diﬀer. It might be due to disregarding the eﬀect of neighboring edge diﬀraction
points with suitable traveltime and correct diﬀraction amplitudes, aﬀecting the phase
and, consequently, the slope of ﬁnger-shaped phenomena.
Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva 137
Chapter 5. Frequency effects at pre-, near- and post-critical offsets observed on water-plexiglas
interface
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
Mod (Dif)
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
H
z
Offset, km
Mod (Dif+Ref)
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
Exp (Isotropic)
0.1 0.2 0.3 0.4 0.5
200
250
300
350
Fr
eq
ue
nc
y,
 k
H
z
Offset, m
Exp (900)
0.1 0.2 0.3 0.4 0.5
200
250
300
350
0
0.5
1
1.5
a b
dc
Figure 5.12: Comparison of normalized to the minimum oﬀset amplitude spectra for
modeled and experimental data. (a) diﬀraction eﬀect from the edge point on the tar-
get reﬂection with uniform amplitude. Modeling is performed by simple convolution.
(b) diﬀraction eﬀect from the edge point on the target event with correct amplitudes.
Diﬀraction event is modeled by convolution method, target event is modeled by re-
ﬂectivity modeling. Model is scaled by factor of 1000. (c) Data of physical modeling
obtained for water/isotropic plexiglas. (d) Data of physical modeling obtained for
water/fractured plexiglas for azimuthal direction coinciding with symmetry plane.
Although the survey lines for the data observed in 5.12(c) and Figure 5.12(d) are
located in isotropy planes, a strength and behavior of ﬁnger-shaped phenomena diﬀer.
This likely can be explained by the eﬀect of the Fresnel zone related reﬂection points,
as reﬂections fractured interface are expected to be diﬀerent than reﬂections from
isotropic interface.
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5.6 RMS data Analysis
We also analyze RMS curves for the experimental and synthetic data in order to
compare azimuthal dependences of the amplitude data in post-critical domain. We
calculate RMS values in a time window containing the target event for each oﬀset.
The time window remains constant along the reﬂection moveout. The extracted RMS
curves are normalized by their values at the nearest oﬀset. Amplitudes obtained in
this fashion contain information about the whole frequency spectrum of the wavelet,
which may aﬀect the amplitude shape in near- and post-critical domain (Skopintseva
et al., 2007, 2011).
Figure 5.13 illustrates the normalized RMS data obtained from the experiment and
the reﬂectivity modeling. Despite that the wavelet spectra of these two datasets are
diﬀerent, it does not aﬀect the relative azimuthal behavior. Comparison between Fig-
ures 5.13a and 5.13b shows that the azimuthal dependence of the experimental data is
stronger than that of the synthetic data and is well observed in azimuthal variations
of maximum amplitude values and slopes of rapid amplitude changes. Moreover, az-
imuthal dependence of the experimental RMS data is well deﬁned for incidence angles
between 20 and 30 degrees, while it is not seen on synthetic RMS data.
The azimuthal dependence of the special characteristics of the RMS curves is shown
in Figure 5.14. Figure 5.14a indicates an average shift in the slope of rapid amplitude
changes with respect to the reference RMS curve Δθ. The reference RMS curve
has the slope of rapid amplitude changes at the smallest angles. The comparison
between Δθ for the experimental and synthetic datasets show that the HTI model
underestimates Δθ for an azimuth of 45 degrees by 50 percent, despite that the curves
have similar shapes. Figure 5.14b represents shifts of maximum amplitudes relative
to the reference RMS curve ΔA. The reference RMS curve has the smallest value
of maximum amplitude. Analysis of Figure 5.14b shows that the HTI model does
not explain azimuthal dependence of ΔA obtained from the experimental data, as
they provide the smallest maximum amplitude for an azimuth of 45 degrees, while
the smallest maximum amplitude for synthetic data is observed for an azimuth of 0
degrees.
To assure that the diﬀerence between experimental and synthetic Δθ and ΔA are
not related to the choice of HTI model, we investigate how these two quantities are
aﬀected by diﬀerent values of the anisotropy parameters (V ), δ(V ) and γ(V ). For this
purpose, ERC-based modeling is exploited, where RMS data are imitated by weighting
Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva 139
Chapter 5. Frequency effects at pre-, near- and post-critical offsets observed on water-plexiglas
interface
0 10 20 30 40 50
0
0.5
1.0
1.5
A
m
pl
itu
de
Incident angle (degrees)
00
150
300
450
600
750
900
Δ θ
Δ A
(a)
0 10 20 30 40 50
0
0.5
1.0
1.5
A
m
pl
itu
de
Incident angle (degrees)
00
150
300
450
600
750
900
Δ A
Δ θ
(b)
Figure 5.13: Normalized RMS curves obtained from (a) experimental and (b)synthetic
data for diﬀerent azimuths. RMS data are computed within 2×10−5 sec time window.
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Figure 5.14: Azimuthal variations in the position of the rapid amplitude changes at
post-critical oﬀsets (a) and maximal amplitude (b) of the experimental and synthetic
data
0 10 20 30 40 50
0.0
0.5
1.0
1.5
Incident angle (degrees)
A
m
pl
itu
de
RM
ERC
Figure 5.15: Comparison of normalized RMS curve obtained from the reﬂectivity
modeling with ERC-based RMS curve. The azimuthal direction is 45 degrees.
the eﬀective reﬂection coeﬃcients for diﬀerent frequencies with the wavelet spectrum
(Skopintseva et al., 2011). Exploiting the same wavelet spectrum as in the reﬂectivity
modeling, a perfect match between the ERC-based and the RM-based RMS curves is
achieved (Figure 5.15). It allows us to exploit the ERC-based approach in the analysis
of the anisotropic features at near- and post-critical oﬀsets. The approach is more
straightforward and does not require calculations of synthetic seismograms with the
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Figure 5.16: Azimuthal variations in the position of the rapid amplitude changes at
post-critical oﬀsets (a) and maximal amplitude (b) of the ERC based AVO data for
diﬀerent anisotropy parameters (V ), δ(V ), γ(V ).
following processing.
Figure 5.16 shows azimuthal dependence of Δθ and ΔA for diﬀerent anisotropy pa-
rameters. We observe that the shape of Δθ and ΔA is strongly dependent on the
anisotropy parameters. We ﬁnd that large values of the parameter γ(V ) might result
in a better ﬁt of Δθ. However any reasonable set of anisotropy parameters does not
result in a minimal value of ΔA at azimuth 45 degrees. This observation additionally
conﬁrms that HTI model is not a best choice to explain all features in the experimental
data.
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5.7 Discussion
The HTI model only partly explains the frequency and azimuth behavior observed
in the physical experiment. It describes the frequency dependence of the amplitudes
and oscillations in the near- and post-critical domains. However, the HTI model
does not predict frequency-dependent amplitudes in the pre-critical domain. We ﬁnd
that within the HTI model the post-critical domain might be exploited for fracture
direction detection, as frequency-dependent post-critical reﬂections shows suﬃcient
sensitivity to azimuth. Azimuthal dependence of frequency-dependent amplitudes in
the near-critical domain seems to be weak.
Missing the periodical frequency dependence of amplitudes and phases in pre- and
near-critical domains are probably associated with edge diﬀractions. Although re-
ﬂection coeﬃcients are not taken into account, a simple convolution modeling test
qualitatevely indicates that edge diﬀraction eﬀect cannot be disregarded in the data
analysis. The modeling analyzes the eﬀect of refraction from one edge point of the
plexiglas. Other points of the other edges with suitable traveltimes will result in sim-
ilar phenomena of frequency dependent tuning, aﬀected the slopes of ﬁnger-shaped
phenomena.
The azimuthal analysis of RMS data shows that the mismatch of the special ampli-
tude characteristics (maximum amplitude, slope of rapid amplitude changes) in the
post-critical domain between experimental and synthetic data are not related to the
choice of anisotropy parameters. It shows that the HTI model does not fully explain
all eﬀects observed in the physical modeling. A discrepancy between ﬁnger shaped
phenomena for isotropic model and HTI model corresponding to wave propagation
in isotropic plane (ϕ = 900) indicates diﬀerent inﬂuence of the points related to the
Fresnel zone on the reﬂection at the receiver. Noticing that the wavelength is ap-
proximately 3.5 times larger than the distance between fractures in the plexiglas, the
alternative model, describing reﬂection from a stack of layers of ﬁnite thickness rela-
tive to the wavelength has to be considered. Chapman and Liu (2003) developed a
plane-wave reﬂection coeﬃcients for this model and showed that fractured media is
frequency and azimuthal dependent in pre-critical domain. Their approach automat-
ically describes azimuthally dependent attenuation and dispersion eﬀects. Extending
this theory for non-plane waves might be a good quantitative tool for fracture den-
sity and fracture direction detection for any oﬀset range and might explain azimuthal
behavior of special features of amplitude characteristics (ΔA, Δθ).
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In the data analysis we do not consider the eﬀect of the reﬂection from the bottom of
the plexiglas. Data show that this event is well separated from the target reﬂection at
small oﬀsets and its amplitude is weak. However, the traveltime modeling shows that
reﬂection from the bottom plexiglas interferes with the reﬂection from water/plexiglas
interface in post-critical domain. Although the amplitude in post-critical domain is
weak, the eﬀect of bottom reﬂection might aﬀect the amplitude oscillations.
5.8 Conclusions
Analysis of the experimental data for an interface between ﬂuid and solid, where the
underburden imitates media with vertical fracturing, reveals the complex dependency
of the reﬂected waveﬁeld on frequency, azimuth and oﬀset. The periodical frequency
changes of the reﬂection coeﬃcients and phases at any oﬀset range could potentially
play an important role in fracture direction determination.
We use the eﬀective reﬂection coeﬃcients derived for an HTI model and the inde-
pendent reﬂectivity modeling to verify and understand the observations made in the
physical experiment. We ﬁnd that the two approaches share the same amplitude
dependency with frequency and azimuth. It conﬁrms the consistency of our method
and allows for exploiting the anisotropic eﬀective reﬂection coeﬃcients further in the
investigation of anisotropy related eﬀects, especially in near- and post-critical oﬀsets.
Careful analysis of the reﬂection coeﬃcients in the post-critical domain for HTI me-
dia shows the potential of post-critical oﬀsets in detecting the anisotropic behavior
including the fracture direction.
The attempt to describe frequency eﬀects of the data within the HTI model, however,
was partly successful. We are able to explain the general behavior of the reﬂection
coeﬃcients such as the frequency dependent amplitude increase at near-critical oﬀsets
and the rapid decrease of the amplitude at post-critical oﬀsets with frequency depen-
dent oscillations. The strong frequency dependence at pre-critical oﬀsets is attributed
with edge diﬀractions overlaying the target event.
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5.10 Appendix A:
Plane-wave reﬂection coeﬃcient for liquid-
solid interface
Here, we write plane-wave reﬂection coeﬃcient for liquid-solid interface (See, for ex-
ample, Ikelle and Amundsen (2005)). The source emitting plane wave is located in
the water halfspace. Assume that the water velocity is VP1 and density is ρ1. The
solid media represents homogeneous isotropic halfspace with P- and S-wave velocities
VP2 and VS2, respectively, and density ρ2. The P-wave reﬂection coeﬃcient has the
following form:
RP P =
A1ρ2qP1 + A2qP1qP2 − ρ1qP2
A1ρ2qP1 + A2qP1qP2 + ρ1qP2
, (A-1)
where
A1 =
(
1− 2p2V 2S2
)2
,
A2 =4p
2ρ2V
4
S2qS2,
(A-2)
p is horizontal slowness, qj =
√
V −2j − p2, j = P1, P2, S2 are vertical slownesses of
P- and S-waves.
5.11 Appendix B:
Plane-wave reﬂection coeﬃcient for water-
HTI interface
Here, we introduce the derivation of the exact plane-wave reﬂection coeﬃcient for
the horizontal interface between water in upper halfspace and HTI media in lower
halfspace, where incident P-wave propagates in upper halfspace. We associate the
(x, y) - plane with the interface and let the z-axis be positive with depth. Consider
(x, z)-plane as a wave propagation plane.
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The wave propagation in water halfspace is associated with P-waves only. Deﬁning
the P-wave velocity as VP1 and horizontal slowness as p, we ﬁnd the vertical slowness:
q
(1)
P =
1
VP1
√
1− V 2P1p2. (B-1)
The directions of down-going and up-going wave propagation in the water are thus
n
d (1)
P =
(
pVP1, 0, q
(1)
P VP1
)
and n
u (1)
P =
(
pVP1, 0,−q(1)P VP1
)
, respectively. Here, d
denotes down-going wave, u denotes up-going wave, (1) states for upper halfspace.
The polarization vectors coincide with propagation vectors: l
d (1)
P = n
d (1)
P , l
u (1)
P =
n
u (1)
P . The stress vector at the element of the interface in the water halfspace has
only normal non-zero component: t
(1)
P = (0, 0, VP 1ρ1).
The wave propagation in HTI halfspace is associated with quasi P-, SV-, and SH-waves
(qP, qSV and qSH). Generally, the polarization of qP-wave does not coincide with the
propagation direction and polarizations of qSV and qSH waves are not orthogonal to
the propagation direction. Moreover, the wave propagation is azimuth-dependent.
When horizontal symmetry axis of HTI media is in the propagation plane and coin-
cides with x-axis the stiﬀness tensor in Voigt notation has following form (Musgrave,
1970):
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
c11 c13 c13 0 0 0
c13 c33 c33 − 2c44 0 0 0
c13 c33 − 2c44 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c66 0
0 0 0 0 0 c66
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(B-2)
When horizontal symmetry axis has an angle ϕ in respect to the x-axis, the stiﬀness
matrix can be written as:
C′ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
c′11 c
′
12 c
′
13 0 0 c
′
16
c′12 c
′
22 c
′
23 0 0 c
′
26
c′13 c
′
23 c
′
33 0 0 c
′
36
0 0 0 c′44 c
′
45 0
0 0 0 c′45 c
′
55 0
c′16 c
′
26 c
′
36 0 0 c
′
66
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (B-3)
where matrix components are functions of azimuth and stiﬀness components in old
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coordinates from equation B-2:
c′11 =c11 cos
4 ϕ + 2(c13 + 2c66) cos
2 ϕ sin2 ϕ + c33 sin
4 ϕ,
c′22 =c33 cos
4 ϕ + 2(c13 + 2c66) cos
2 ϕ sin2 ϕ + c11 sin
4 ϕ,
c′33 =c33,
c′44 =c44 cos
2 ϕ + c66 sin
2 ϕ,
c′55 =c66 cos
2 ϕ + c44 sin
2 ϕ,
c′66 =
1
8
(c11 − 2c13 + 4c66 + c33 − (c11 − 2c13 − 4c66 + c33) cos 4ϕ),
c′16 =
1
4
(c11 − c33 + (c11 − 2c13 − 4c66 + c33) cos 2ϕ) sin 2ϕ,
c′26 =−
1
4
(−c11 + c33 + (c11 − 2c13 − 4c66 + c33) cos 2ϕ) sin 2ϕ,
c′36 =(−c11 + c13 + 2c66) cosϕ sinϕ,
c′12 =
1
8
(c11 + 6c13 − 4c66 + c33 − (c11 − 2c13 − 4c66 + c33) cos 4ϕ),
c′13 =c13 cos
2 ϕ + (c11 − 2c66) sin2 ϕ,
c′23 =(c11 − 2c66) cos2 ϕ + c13 sin2 ϕ.
(B-4)
The vertical slowness components q(2) ((2) denotes lower halfspace) are obtained from
the eigenvalues of Christophel equation:
det
∣∣∣∣∣∣∣
c′11p
2 + c′55
(
q(2)
)2 − ρ2 c′16p2 + c′45 (q(2))2 (c′13 + c′55) p2
c′16p
2 + c′45
(
q(2)
)2
c′66p
2 + c′44
(
q(2)
)2 − ρ2 (c′36 + c′45) pq(2)
(c′13 + c
′
55) p
2 (c′36 + c
′
45) pq
(2) c′55p
2 + c′33
(
q(2)
)2 − ρ2
∣∣∣∣∣∣∣ = 0
(B-5)
and have the following form:
q
(2)
P =
1
2
√
K1 −
√
K21 −K2
q
(2)
SV =
1
2
√
K1 +
√
K21 −K2
q
(2)
SH =
√
ρ2 −
[
c66 cos2 ϕ + c44 sin
2 ϕ
]
p2
c44
,
(B-6)
Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva 147
Chapter 5. Frequency effects at pre-, near- and post-critical offsets observed on water-plexiglas
interface
where
K1 =
1
c66c33
[
2 (c33 + c66) ρ1
+ 2
(
c213cos
2ϕ− c11c33cos2ϕ
)
p2
+ 4c66
(
c13cos
2ϕ− c33 sin2 ϕ
)
p2
]
K2 =
4
c66c33
[
4ρ22
− 4p2 (ρ2 − c66p2cos2ϕ) (c33 + c11cos2ϕ)
− 4p2c66
(
ρ2 − c33p2 sin2 ϕ
)
+ p4 sin2 2ϕ (−c13 (c13 + c66) + c33 (c11 − 2c66))
]
.
(B-7)
The phase velocities are obtained from equations:
Vj 2 =
1√(
q
(2)
j
)2
+ p2
,
(B-8)
where j = qP, qSV, qSH. It yields vectors of wave propagation directions n
d (2)
j =(
pVj 2, 0, q
(2)
j Vj 2
)
.
The eigenvectors of the Christophel equation B-5 yield the polarization vectors. The
analytical solution is very cumbersome and we thus do not represent its explicit form
here. When the wave propagation plane does not coincide with symmetry planes of
HTI media, the polarization vectors are not located within the propagation plane:
l
d (2)
j =
(
l
d (2)
j 1 , l
d (2)
j 2 , l
d (2)
j 3
)
, j = qP, qSV, qSH. To choose signs of the components
for polarization vectors, we exploit sign convention extended for three-dimensional
case given by Schoenberg and Protazio (1992).
Stress vectors at the element of interface in HTI media have the following form:
t
d (2)
j =
⎛⎜⎝ c
′
55l
d (2)
j 3 p + c
′
55l
d (2)
j 1 q
(2)
j + c
′
54l
d (2)
j 2 q
(2)
j
c′54l
d (2)
j 3 p + c
′
54l
d (2)
j 1 q
(2)
j + c
′
44l
d (2)
j 2 q
(2)
j
c′13l
d (2)
j 1 p + c
′
63l
d (2)
j 2 p + c
′
33l
d (2)
j 3 q
(2)
j
⎞⎟⎠ (B-9)
Using boundary conditions at the water-HTI interface z = 0, which states that the
normal component of the displacement and stress traction components are continuous,
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we obtain the following system of equations:
b = AX, (B-10)
where
b =
(
l
d (1)
P 3 , 0, 0, VP 1ρ1
)T
,
A =
⎛⎜⎜⎜⎝
−lu (1)P 3 ld (2)qP 3 ld (2)qSV 3 ld (2)qSH 3
0 t
d (2)
qP 1 t
d (2)
qSV 1 t
d (2)
qSH 1
0 t
d (2)
qP 2 t
d (2)
qSV 2 t
d (2)
qSH 2
−VP 1ρ1 td (2)qP 3 td (2)qSV 3 td (2)qSH 3
⎞⎟⎟⎟⎠ ,
X =(RP P , TP qP , TP qSV , TP qSH)
T ,
(B-11)
RP P is reﬂection coeﬃcient, TP qP , TP qSV , TP qSH are transmission coeﬃcients, T is
the transpose sign.
Solving the system of equations B-10, we obtain plane-wave reﬂection coeﬃcient for
water-HTI interface. Note that incident wave generates one reﬂected wave and two
transmitted waves with polarization within the incidence plane only if incidence plane
coincides with symmetry planes of HTI media.
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6.1 Abstract
Amplitude-variation-with-oﬀset (AVO) analysis is strongly dependent on interpreta-
tion of the estimated traveltime parameters. In practice, we can estimate two or three
traveltime parameters that require interpretation within the families of two- or three-
parameter velocity models, respectively. Increasing the number of model parameters
improves the quality of overburden description and reduces errors in AVO analysis.
We analyze the eﬀect of two- and three-parameter velocity model interpretation for
the overburden on AVO data and have developed error estimates in the reservoir
parameters.
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6.2 Introduction
Variations of seismic reﬂection coeﬃcients with oﬀset (amplitude variation with oﬀset,
or AVO)or incident angle (amplitude variation with angle, or AVA) play an important
role in seismic interpretation as gas or hydrocarbon indicators (Ostrander, 1984; Swan,
1993). AVO/AVA attributes obtained by two- (Shuey, 1985) or three-term (Aki and
Richards, 1980) AVO/AVA inversion are widely used in industry.
However, quality and accuracy of the inversion are aﬀected by various factors. For
example, Mora and Biondi (2000) investigate the sensitivity of AVO attributes to
uncertainty in migration velocity. They consider various eﬀects, including modeling,
overburden, migration, velocity anomalies and velocity errors. Xu et al. (1993) show
that an inhomogeneous overburden interpreted as homogeneous in velocity analysis
causes signiﬁcant errors (up to 13%) in the results in AVA inversion results.
Conventional velocity analysis assumes that all moveouts are hyperbolic and therefore
only two traveltime parameters (zero-oﬀset two-way traveltime and normal moveout
velocity) can be estimated during NMO correction. Applying the Dix equation (Dix,
1955) results in two model parameters (thickness and velocity of the layer) that de-
scribe a constant velocity layer.
However, in real media the velocity distribution in the overburden is more complex.
Hyperbolic velocity analysis results in wrong velocity reconstruction in the overburden
that leads to incorrect raypath trajectory and oﬀset-to-angle conversion, the source
of error in AVA inversion. Moreover, errors in the raypath trajectory cause errors in
the geometrical spreading correction on the amplitude data that additionally aﬀect
inversion results.
Nonhyperbolic velocity analysis that uses additional traveltime parameters called het-
erogeneity coeﬃcients (Fomel and Grechka, 2001) improves velocity proﬁle descrip-
tion. Practically, we can estimate only one additional traveltime parameter because
of the quality of the seismic data and limited oﬀset spread. Therefore, velocity recon-
struction is limited to the family of three-parameter models (Stovas, 2008, 2009).
In this article, we investigate eﬀects on AVA data caused by hyperbolic and non-
hyperbolic velocity analysis. For simplicity, we consider a two-layer model, whose
upper layer has a linear gradient in the P-wave velocity and whose lower layer is a
constant-velocity reservoir. We compare two- and three-parameter power-gradient
velocity model (Stovas, 2009) interpretations for this model and verify which inter-
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pretation gives more accurate AVA inversion results. For illustration, we provide the
results of AVA inversion and AVA attribute estimation.
6.3 Theory
Consider a vertically heterogeneous velocity model for the overburden, with the target
interface represented by a horizontal reﬂector. From this interface, we record the
reﬂection with traveltime t(x) and amplitude function R(x) . To perform the AVA
inversion from these data, we ﬁrst need to compute the traveltime parameters from
moveout t(x) and then invert them for the model parameters.
The expansion of the reﬂection moveout squared in the Taylor series with respect to
oﬀset can be given in terms of heterogeneity coeﬃcients (Fomel and Grechka, 2001;
Taner and Koehler, 1969):
t2(x) = t20
[
1 + x˜2 +
(1− S2)
4
x˜4 +
(2S22 − S2 − S3)
8
x˜6 + . . .
]
, (1)
where x˜ = x/ (vnmot0) is the normalized oﬀset, t0 is zero-oﬀset two-way traveltime,
vnmo is the normal moveout velocity, and S2 and S3 are the heterogeneity coeﬃcients
of the second and third orders, respectively (Fomel and Grechka, 2001). Heterogene-
ity coeﬃcients introduce a degree of heterogeneity in the media and are deﬁned in
Appendix 6.11. To compute the traveltime parameters t0, vnmo, and the heterogeneity
coeﬃcients, we need to perform the velocity analysis.
Conventional velocity analysis uses the hyperbolic approximation for reﬂection travel-
time, a two-parameter approximation that consists of the ﬁrst two terms in the series
1. For the hyperbolic velocity analysis, we assume that nonhyperbolicity related to
vertical heterogeneity is negligibly small with respect to the maximum recorded oﬀset.
In this case, the heterogeneity coeﬃcients are equal to one. We call this velocity model
the constant-velocity (CV). The model parameters (thickness H and velocity v0) can
be computed easily from the traveltime parameters (t0, vnmo) using the standard Dix
(Dix, 1955) inversion. Nonhyperbolic velocity analysis includes one more traveltime
parameter S2 and is based on the diﬀerent nonhyperbolic traveltime approximations
(shifted hyperbola, rational and generalized approximations). The shifted hyperbola
approximation requires no additional information about the velocity model, whereas
the rational and generalized traveltime approximation are based on the given velocity
model.
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In this paper, we use the power-gradient velocity model with four model parameters:
layer thickness H; velocity v0 at the top of the layer; ratio between velocities at the
bottom and at the top of the layer γ = v (H) /v0; and parameter n, which controls
the curvature of velocity function (Stovas, 2009).
The power-gradient velocity model is given by
vn (z) = vn0
(
1 +
γn − 1
H
z
)
. (2)
Note that for n = 0, equation 2 reduces to the v (z) = v0γ
z/H (Stovas, 2009). To
obtain the parameters for this model, four independent traveltime parameters must
be estimated in the velocity analysis: t0, vnmo, S2 and S3. Equations for traveltime
parameters are given in Appendix 6.11. In practice, the third-order heterogeneity
coeﬃcient is impractical to estimate because of seismic noise, limited oﬀset spread
and nonuniqueness of the traveltime parameters.
In the following analysis, we use the set of the velocity models deﬁned by equation
2 with n = −2,−1, 0, 1, 2. Therefore, we consider the velocity models with three
independent traveltime parameters: t0, vnmo and S2. From these parameters we
estimate H, γ and v0. We also establish the relation between oﬀset and incident angle
at interface (to convert AVO data into AVA data). Then we compute the geometrical
spreading factor and apply it for the recorded amplitude function. Finally, we perform
the AVA inversion and show how these results depend on the chosen parameter n.
6.4 Kinematically equivalent models
Stovas (2008) introduces the family of the kinematically equivalent velocity distribu-
tions that have a limited number of equal traveltime parameters.
To invert traveltime parameters within the framework of the three-parameter model,
we are free to choose any model from the family of three-parameter kinematically
equivalent velocity distributions that have the same traveltime parameters t0, vnmo
and S2. Ignoring S2 reduces to the two-parameter family of kinematically equivalent
models.
The three-parameter family of velocity models is suﬃcient to account for all possible
models (−∞ < n < ∞). The parameter n describes the curvature of the velocity
function v (z). So, for n = 1, the curvature of the velocity function is zero. In general,
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the sign of the curvature is deﬁned by sign(1− n). The sign of the curvature in the
velocity function indicates behavior of the sedimentation that can be described by
the rate of sedimentation, porosity, size of grains, etc. Thus, zero curvature implies
uniform changes in sedimentation behavior, positive curvature indicates small changes
in sedimentation parameters at large depths with large changes at shallow depths, and
negative curvature corresponds to large changes in sedimentation behavior at large
depths with small changes at shallow depths. Therefore, any geologic information
regarding sedimentation behavior can be useful for choosing a model.
We consider ﬁve analytical kinematically equivalent models of the three-parameter
family by setting n = −2,−1, 0, 1, 2 in equation 2, where n = −2, 0, 1 correspond
to well-known linear sloth velocity, exponential velocity, and linear velocity models,
respectively. We also consider the constant velocity model (CV) by keeping only two
traveltime parameters (this model can be obtained from equation 2 by taking the
limits n→ ±∞). The two- and three-parameter kinematically equivalent models have
diﬀerent equations for traveltime parameter inversion (Appendix 6.11). Therefore, the
same traveltime parameters t0, vnmo and S2 result in diﬀerent model parameters H,
v0 and γ, depending on the value of parameter n. The three-parameter kinematically
equivalent models have diﬀerent values for heterogeneity coeﬃcients with orders larger
than two. This can be illustrated by the expansion of higher order heterogeneity
coeﬃcients in terms of the second order heterogeneity coeﬃcient (Appendix 6.11)
Sk = 1 +
k (k − 1)
2
(S2 − 1) + k (k − 1) (k − 2) (3 + 3k − 4n)
40
(S2 − 1)2 + . . . , (3)
where k = 3, 4, . . .. The ﬁrst-order coeﬃcient in series 3 does not depend on n, but
the higher-order coeﬃcients do n; thus they are diﬀerent for diﬀerent models from
the family of the three-parameter equivalent velocity models. Decreasing the ratio γ
between the velocities at the bottom and top of the layer decreases all heterogeneity
coeﬃcients and the lessens eﬀect of n on the higher order heterogeneity coeﬃcients
Sk, k = 3, 4, . . ..
The layer thickness in the series with respect to the second-order heterogeneity coef-
ﬁcient is given by (combining series A-8 and A-9)
H =
vnmot0
2
[
1− 1
8
(S2 − 1) + 3 (9− 8n)
640
(S2 − 1)2 + . . .
]
. (4)
One can see that the main contribution comes from the ﬁrst-order term. For vertically
heterogeneous velocity models, S2 ≥ 1. So it is easy to see from equation 4 that layer
thickness is less than in the case of a constant-velocity model (standard Dix equation).
This follows from the inequality derived by Stovas (2009), γ−1 ≤ 2H/ (vnmot0) ≤ 1.
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6.5 Ray tracing
To transform the data from AVO to AVA requires an oﬀset-to-angle conversion. In
a CV model, this equation is simple because of the straight rays in the medium. In
the three-parameter media, the seismic rays have diﬀerent curved trajectories that
result in diﬀerent incidence angles at zero-depth and target-depth levels. At target
level z = H, the incident angle is deﬁned by
sin (θH) = pvH = γ sin (θ0) , (5)
where θH and vH are angle and velocity at the target level, respectively; θH is the
incidence angle at the top of the layer. Consider the expansion of the relation between
the sine of the incident angle at target level sin (θH) and the normalized oﬀset. From
Appendix 6.12 we obtain
sin (θH) = γλ
[
x˜− 1
2
S2x˜
3 +
3
4
(
S22 −
1
2
S3
)
x˜3 + . . .
]
, (6)
where λ = v0/vnmo which implies the inequality, γ
−1 ≤ λ ≤ 1 (Stovas, 2009). The
parameter λ can be expanded into the series with respect to the second-order hetero-
geneity coeﬃcient (Appendix 6.11):
λ = 1−
√
3
2
(S2 − 1)1/2 + 3− 2n
8
(S2 − 1) + n (1− 3n)
80
√
3 (S2 − 1)3/2 + . . . . (7)
The velocity ratio γ can also be expressed as a series with respect to the second-order
heterogeneity coeﬃcient (Appendix 6.11):
γ = 1 +
√
3 (S2 − 1)1/2 + 3
2
(S2 − 1)− n (5 + 3n + n
2)
40
3
√
3 (S2 − 1)3/2 + . . . . (8)
The series for the product γλ results in
γλ = 1 +
√
3
2
(S2 − 1)1/2 + 3− 2n
8
(S2 − 1)− n (1− 3n)
80
√
3 (S2 − 1)3/2 + . . . . (9)
Among all heterogeneity coeﬃcients in series 6 only S2 is the same for all models
because of kinematic equivalence, whereas Sk, k = 3, 4, . . . are model dependent.
This results in variable oﬀset-to-angle relationships that impose an oﬀset-dependent
stretching factor on the AVA data.
Series 6 shows that the discrepancy between kinematically equivalent models results
in diﬀerent stretching factors and ampliﬁes with increasing oﬀset and velocity ratio
γ.
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6.6 Geometrical spreading
The velocity models deﬁned in equation 2 have ray trajectories that depend on the
parameter n. This aﬀects the geometrical spreading factor. Assuming that the source
and receiver are placed at the same depth, the relative geometrical spreading is (Ursin,
1990; Stovas and Ursin, 2009):
L (x) = cos θ0
[
1
x
dt
dx
d2t
dx2
]−1/2
= cos θ0
[
x
p
dx
dp
]1/2
, (10)
where θ0 is the incidence angle at the top of the layer. The ﬁrst and second terms
in equation 10 can be expanded in a series with respect to the normalized oﬀset
(Appendix 6.12)
cos2 (θ0) = 1− λ2
[
x˜2 − S2x˜4 + 7S
2
2 − 3S3
4
x˜6 + . . .
]
[
x
p
dx
dp
]1/2
= v2nmot0
[
1 + S2x˜
2 +
9
8
(
S3 − S22
)
x˜4 + . . .
]
.
(11)
Note that the series 11 are valid for arbitrary vertically heterogeneous medium. The
series show that geometrical spreading depends on the higher-order heterogeneity co-
eﬃcients and λ. The three-parameter kinematically equivalent models have diﬀerent
λ and Sk, k = 3, 4, . . .. The discrepancy in geometrical spreading among these models
is more pronounced for large oﬀset. Being applied in true-amplitude AVO-oriented
processing, the geometrical spreading factor imposes an oﬀset-dependent scaling on
the data.
6.7 Numerical examples
To illustrate the theory, we consider a two-layer model, whose overburden has the
P-wave velocity distribution given in equation 2 for n = 1 (linear velocity model)
and whose reservoir is a constant velocity layer with properties: VP2 = 2850 m/s,
VS2 = 1600 m/s and ρ2 = 2100 kg/m
3. Parameters of the overburden are: v0 =
VP1 (0) = 1800m/s, γ = 1.5, H = 1000m, VS1 (H) = 1380m/s and ρ1 = 1800kg/m
3.
We consider PP reﬂections only. The distribution of S-wave velocity and density in
the overburden can be arbitrary because they do not aﬀect on P-wave propagation -
only their contrast at the target level is important for AVO inversion.
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Figure 6.1: Synthetic seismogram. Estimated traveltime parameters are shown in the
box.
The synthetic seismogram for this model is computed using the ray tracing for an
oﬀset range from 0 to 3500m (Figure 6.1). Assume that three traveltime parameters
are estimated accurately in the velocity analysis with the values t0 = 0.901 s, vnmo =
2235 m/s and S2 = 1.054. Figure 6.2 shows the real part of the reﬂection amplitude
R (x). Reﬂection amplitude changes polarity between 1500 − 2100 m, and critical
reﬂection is at the oﬀset of 2900 m.
Velocity interpretation is performed for the ﬁve three-parameter models and one two-
parameter CV model mentioned above. We analyze diﬀerent P-wave velocity models
in the overburden, assuming that S-wave velocity and density distributions are the
same in all cases. The model parameters are computed from the inverting traveltime
parameters (equation A-6) for the given value of n. To perform the inversion for
the two-parameter CV model, we ignore the value of heterogeneity coeﬃcient S2 and
use the standard Dix equations. Figure 6.3 shows kinematically equivalent velocity
distributions computed in the inversion. The three-parameter velocity models (n =
−2,−1, 0, 1, 2) are close to the ideal model (n = 1), but the parameters for the CV
model have the largest deviation. The error in depth estimation is largest for the CV
model (ΔH = 6.9 m); the three-parameter velocity models result in an error of less
than 0.5 m (Figure 6.4).
Figure 6.5 shows the true-amplitude correction factor computed from geometrical
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Figure 6.2: AVO response obtained from the seismogram in Figure 6.1
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Figure 6.3: Kinematically equivalent overburden velocity models computed by in-
verting the traveltime parameters. The red line corresponds to the CV model (the
value for heterogeneity coeﬃcient is ignored).Lines in other colors correspond to three-
parameter velocity models.
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Figure 6.4: Errors in estimation of the depth for diﬀerent velocity models.
spreading. The correction factor is the ratio of geometrical spreading calculated for
the interpreted velocity model compared to the true model (n = 1). When the ve-
locity interpretation is close to the true model, the correction factor is equal to one.
The inﬂuence of this factor is very small for three-parameter models at near oﬀset
and increases at large oﬀsets, where the reﬂected wave becomes a diving wave. At
this oﬀset, the caustic singularity appears and creates a region, where geometrical
spreading becomes inﬁnite. Because the position of the caustic singularity is model
dependent, its inﬂuence on geometrical spreading is also model dependent. For the
two-parameter velocity distribution, the deviation of the correction factor dramati-
cally increases with oﬀset. A similar trend in the deviation from the exact velocity
model is observed in the oﬀset-angle plot (Figure 6.6).
Figure 6.7 shows model-dependent true-amplitude AVA curves computed from the
AVO response obtained from the seismogram (Figure 6.1). Two diﬀerent eﬀects are
evident: the scaling eﬀect from geometrical spreading correction and the stretching
eﬀect from oﬀset/incident angle conversion. These eﬀects are most signiﬁcant for CV
models and are observed for all incident angles. Analysis of Figures 6.5- 6.7 shows
that stretching eﬀect for the three-parameter model is evident for all angles, whereas
scaling eﬀect mostly takes place at large incident angles where post-critical reﬂection
is generated. Therefore, the three-parameter velocity models are very similar for the
pre-critical range of incident angles.
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Figure 6.5: Errors in relative geometrical spreading for diﬀerent velocity models nor-
malized with the velocity model(n = 1).
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Figure 6.6: Model-dependent oﬀset-to-angle conversion.
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Figure 6.7: Model-dependent true-amplitude AVA curves computed from the origi-
nal AVO response (Figure 6.2) using diﬀerent velocity models. Note the eﬀect of
stretching and scaling factors.
6.8 AVA inversion
To quantify the errors imposed by velocity misinterpretation (the wrong choice of
velocity model), we solve the AVA inverse problem. Only the parameters of the target
layer are estimated. We assume that the velocities in the overburden are computed
from the kinematic interpretation described above, and the density for the overburden
is known.
We consider two inversion methods: the least-squares method, where the AVA at-
tributes are computed, and the nonlinear Nelder-Mead method (Himmelblau, 1972),
with estimation of the medium parameters. The ﬁrst method is widely used in the
industry for conventional AVA inversion where only small incidence angles are in-
volved; the second method is free of these restrictions. We use model-dependent
true-amplitude AVA curves shown in Figure 6.7 as input data in the inversion.
The least-squares method is based on the approximation of the reﬂection coeﬃcient
(Aki and Richards, 1980):
R (θH) ≈ R (0) + G sin2 (θH) + K sin4 (θH) , (12)
where R (0), G, K denote the intercept, gradient and curvature of the reﬂection
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Figure 6.8: Pre-critical true-amplitude AVA dependences from Figure 6.7 plotted
versus sine squared of the incident angle.
coeﬃcient and where θH is the angle of incidence. This approximation is valid up
to 50 degrees in incident angle, so we limited the source-to-receiver distance up to
2500 m to guarantee only pre-critical reﬂections.
Figure 6.8 shows the true-amplitude AVA dependences plotted against sin2 (θH).
Stretching and scaling are observed; however, the stretching eﬀect is more evident
than the scaling eﬀect. The attributes deﬁned in equation 12 diﬀer, depending on
the velocity model; however, intercept R (0) is very close to the true intercept for all
considered curves. The shape of the AVA-dependent curves indicates that using the
CV model will produce the largest errors in G and K. The errors in AVO-attributes
are plotted in Figure 6.9. As expected, the largest errors are obtained for the CV
model. Note that the errors in attributes increase with their order, regardless of the
velocity model. Intercept estimates are most accurate, gradient has medium accuracy,
and curvature has the largest error. It is easy to see that all curves have practically
the same AVO intercept, whereas the AVO gradient and AVO curvature are diﬀerent
for the diﬀerent velocity models. The results from the three-parameter interpretation
are more accurate than the two-parameter one. Error values have some symmetry
relative to the true model (n = 1). The closer velocity interpretation is to the true
model, the more accurate solution obtained.
Optimization with Nelder-Mead method does not require any approximations of the
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Figure 6.9: Errors in AVO attributes (intercept, gradient and curvature) for diﬀerent
velocity models.
reﬂection coeﬃcient and uses exact Zoeppritz equation. We performed inversion for
two oﬀset ranges: pre-critical (up to 2500m) and an extended range that includes post-
critical reﬂections (up to 3575 m). We used the real part of the reﬂection coeﬃcient
for the ﬁrst case and the magnitude of the reﬂection coeﬃcient for the latter.
Figure 6.10a shows the relative errors in the reservoir parameters computed from
pre-critical incident angles only. In general, errors gradually increase with parameter
deviation from the true model. The most inaccurate estimates in reservoir parameters
are obtained for the CV case, and they are three times larger than for the three-
parameter velocity models. Among reservoir parameters, P-wave velocity estimates
have the best accuracy for all considered models, whereas S-wave velocity estimates
have small errors only for the three-parameter models. The largest error from the
applying the CV model (the least accurate case) is in reservoir density, which is
about 12%. The largest error from the application of three-parameter models is in
S-wave velocity (about 3%) for the model with n = −2.
Figure 6.10b shows the relative error in reservoir-parameter estimates from AVA in-
version; post-critical incident angles are included. We observe a similar trend in
parameter estimation for diﬀerent classes of the velocity models. The most inaccu-
rate estimates are obtained for the two-parameter model, whereas estimates for the
three-parameter models become more precise closer to the true model. Comparison
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Figure 6.10: Relative errors in reservoir parameter estimates from AVA inversion,
where (a) only pre-critical angles and (b) both pre-critical and post-critical angles are
included.
with the results for pre-critical reﬂections (Figure 6.10a) shows that including post-
critical reﬂections increases errors in S-wave velocity estimation but improves P-wave
velocity and density estimates. This is because distortions from velocity analysis at
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the post-critical region are more signiﬁcant than at pre-critical oﬀsets. When we use
only the PP reﬂection coeﬃcient, we obtain very good estimates for P-wave velocities
but less precise estimates for S-wave velocity. Diﬀerent behavior in accuracy among
reservoir parameters for two- and three-parameter models in Figures 6.10b and 6.10a
is probably because scaling and stretching eﬀects have the largest inﬂuence on AVA
dependences for the two-parameter case, making these results more unstable.
6.9 Conclusions
Wrong velocity interpretation of estimated traveltime parameters has two major ef-
fects on amplitude data: stretching from oﬀset-to-angle conversion and scaling from
geometrical spreading correction. Results show that these eﬀects are signiﬁcant for
the two-parameter velocity interpretation even for small oﬀsets, whereas they decrease
signiﬁcantly for three-parameter velocity interpretation and distort mostly amplitudes
at far oﬀsets. However, the family of three-parameter velocity models describes a va-
riety of velocity distributions. Geologic information might be useful for estimating
the parameter n and could improve quality of the inversion.
AVA inversion for attributes showed that intercept estimates are not aﬀected by the
choice of the velocity model, whereas accuracy of gradient and curvature signiﬁcantly
improves for three-parameter models. AVA inversion for reservoir parameters at pre-
critical oﬀsets gives three times better estimates of parameters for three-parameter
velocity models than for CV model. Including post-critical oﬀsets improves P-wave ve-
locity and density estimates but impairs S-wave velocity accuracy for three-parameter
models; estimates for CV are unstable.
Investigations have been made under the assumption that traveltime parameters are
precisely estimated. Therefore, the presence of additional errors in the AVA inversion
caused by uncertainties in traveltime-parameters estimation requires further analysis.
We expect that three-parameter velocity models will produce better estimates of the
reservoir parameters than the two-parameter model.
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6.11 Appendix A:
The power-gradient velocity model
The parametric form of the time-oﬀset relationship for the vertically heterogeneous
velocity model v (z), z ∈ [0, H] can be written as the parametric equations:
x (p) = 2
∫ H
0
pv (z) dz√
1− p2v2 (z)
t (p) = 2
∫ H
0
dz
v (z)
√
1− p2v2 (z) ,
(A-1)
where p is the ray parameter or horizontal slowness. Substituting the power-gradient
velocity model from the equation 2 into the oﬀset-traveltime equations A-1 results
in the analytic expressions given by the hypergeometric functions (Stovas, 2009):
x (p) =
2pv0Hn
(γn − 1) (n + 1)
[
γn+12F1
(
n + 1
2
,
1
2
,
n + 3
2
, p2v20γ
2
)
−
−2F1
(
n + 1
2
,
1
2
,
n + 3
2
, p2v20
)]
t (p) =
2Hn
(γn − 1) (n− 1) v0
[
γn−12F1
(
n− 1
2
,
1
2
,
n + 1
2
, p2v20γ
2
)
−
−2F1
(
n− 1
2
,
1
2
,
n + 1
2
, p2v20
)]
(A-2)
where 2F1 (a, b, c, x) is the hypergeometric function. Equations A-2 can be expanded
into Taylor series in terms of horizontal slowness
x (p) =
2pv0Hn (γ
n+1 − 1)
(γn − 1) (n + 1)
[
1 +
1
2
p2v20
n + 1
n + 3
(γn+3 − 1)
(γn+1 − 1) +
3
8
p4v40
n + 1
n + 5
(γn+5 − 1)
(γn+1 − 1)+
+ . . . +
1 · 3 · . . . · (2k − 1)
k!2k
p2kv2k0
n + 1
n + 1 + 2k
(
γ2k+1 − 1)
(γn+1 − 1) + . . .
]
t (p) =
2Hn (γn−1 − 1)
(γn − 1) (n− 1) v0
[
1 +
1
2
p2v20
n− 1
n + 3
(γn+1 − 1)
(γn−1 − 1) +
3
8
p4v40
n− 1
n + 5
(γn+3 − 1)
(γn−1 − 1)+
+ . . . +
1 · 3 · . . . · (2k − 1)
k!2k
p2kv2k0
n− 1
n− 1 + 2k
(
γ2k−1 − 1)
(γn−1 − 1) + . . .
]
(A-3)
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To compute the traveltime parameters in vertically heterogeneous media v (z), z ∈
[0, H], we need to deﬁne the velocity moments (Fomel and Grechka, 2001):
Im =
∫ H
0
vm (z) dz, m = −1, 1, 3. (A-4)
Then the traveltime parameters can be expressed by combinations of the velocity
moments
t0 = 2I−1,
v2nmo =
I1
I−1
,
S2 =
I3I−1
I21
,
S3 =
I5I
2
−1
I31
,
. . . ,
Sk =
I2k−1I
k−1
−1
Ik1
.
(A-5)
In a homogeneous medium, t0 = 2H/v0, vnmo = v0 and all heterogeneity coeﬃcients
are equal to one, i.e. Sk = 1, k = 2, 3 . . .. The expressions for the traveltime param-
eters in terms of the model parameters can be obtained by substituting equation 2
into equations A-4 and A-5. Explicitly, the traveltime parameters have the following
form (Stovas, 2009).
t0 =
2H
v0
n
(n− 1)
γn−1 − 1
γn − 1 ,
v2nmo = v
2
0
(n− 1)
(n + 1)
γn+1 − 1
γn−1 − 1 ,
S2 =
(n + 1)2
(n + 3) (n− 1)
(γn+3 − 1) (γn−1 − 1)
(γn+1 − 1)2 ,
S3 =
(n + 1)3
(n + 5) (n− 1)2
(γn+5 − 1) (γn−1 − 1)2
(γn+1 − 1)3 ,
. . . ,
Sk =
(n + 1)k
(n− 1 + 2k) (n− 1)k−1
(
γn−1+2k − 1) (γn−1 − 1)k−1
(γn+1 − 1)k .
(A-6)
Note that limm→0
γm−1
m
= ln γ.
By substituting equations A-6 into equations A-3, we obtain the parametric moveout
Long offset reflections in AVO inversion and AVO analysis - Lyubov Skopintseva 169
Chapter 6. Overburden dependent AVA inversion
expression in terms of traveltime parameters:
x (p) = pt0v
2
nmo
[
1 +
∞∑
m=2
qmSm (pvnmo)
2m−2
]
,
t (p) = t0
[
1 +
∞∑
m=2
qmSm−1 (pvnmo)
2m−2
]
,
(A-7)
where qm =
1·3·...·(2m−3)
2·4·...·(2m−2)
, m = 2, 3 . . . and S1 = 1. Expanding the traveltime parame-
ters from equation A-6 in the Taylor series at γ = 1, we obtain
t0 =
2H
v0
[
1− 1
2
(γ − 1)− 1
12
(γ − 5) (γ − 1)2 + 1
8
(γ − 3) (γ − 1)3 + . . .
]
,
v2nmo = v
2
0
[
1− (γ − 1) + 1
6
n (γ − 1)2 + 0 + . . .
]
,
S2 = 1 +
1
3
(γ − 1)2 + 1
3
(γ − 1)3 + 1
60
(
n2 + 2n− 20) (γ − 1)4 + . . . ,
S3 = 1 + (γ − 1)2 + (γ − 1)3 + 1
60
(
3n2 + 10n− 72) (γ − 1)4 + . . . ,
. . . ,
Sk = 1 +
1
6
k (k − 1) (γ − 1)2 + 1
6
k (k − 1) (γ − 1)3 +
+
1
360
k (k − 1) (54 + 3k2 + 2n− 3n2 − 3k − 4kn) (γ − 1)4 + . . . .
(A-8)
We consider three-parameter kinematically equivalent models, with the traveltime
parameters t0, vnmo and S2 the same but Sk, k = 3, 4, . . . diﬀerent; so it is important
to express the higher-order heterogeneous coeﬃcients through the heterogeneous co-
eﬃcient of the second-order S2. Then we can analyze the inﬂuence of n. Inverting the
series for the second-order heterogeneous coeﬃcient from equation A-8, we obtain
the series for the velocity contrast γ as follows:
γ = 1 +
√
3 (S2 − 1)1/2 + 3
2
(S2 − 1) + 5 + 3n + n
2
40
3
√
3 (S2 − 1)3/2 + . . . . (A-9)
Note that n appears in the third-order coeﬃcient of the series. Using equation A-9,
we can express the higher-order heterogeneous coeﬃcients from equation A-8 in terms
of the second-order coeﬃcient (see equation 3). Substituting the series A-9 into the
second expression in equation A-8 results in the series for parameter λ = v0/vnmo
(see equation 7).
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6.12 Appendix B:
Series for the relative geometrical spreading
Let us introduce the normalized oﬀset as a function of slowness
x˜ (p) =
x (p)
vnmot0
. (B-1)
Substituting the expression for oﬀset from equation A-7 into equation B-1 and
performing the inversion of the series, we obtain the series for slowness in terms of
normalized oﬀset
p (x˜) =
1
vnmo
[
x˜− q2S2x˜3 +
(
3 (q2S2)
2 − q3S3
)
x˜5 + . . .
]
. (B-2)
Substituting equation B-2 into the equation 11 for the radiation pattern results in
cos (θ0) =
√
1− (pv0)2 =
√
1− λ2
[
x˜2 − S2x˜4 + 7S
2
2 − 3S3
4
x˜6 + . . .
]
, (B-3)
where λ = v0/vnmo. Expansion of equation B-3 into Taylor series gives
cos (θ0) =1− 1
2
λ2x˜2 − λ
4 − 4S2λ2
8
x˜4−
− 14S
2
2λ
2 − 6S3λ2 − 4λ4S2 + λ6
16
x˜6 − . . . ,
(B-4)
Substituting equation B-2 into the relation for the incident angle from equation 5
at the target level results in
sin (θH) =pv (H) =
sin (θ0)
v0
v (H) =
=γλ
[
x˜− 1
2
S2x˜
3 +
3
4
(
S22 −
1
2
S3
)
x˜5 + . . .
] (B-5)
The second term in equation 11 for the relative geometrical spreading can be written
similarly. By using the expression for the oﬀset from equation A-3, expanding the
second term into the Taylor series, and substituting the equation B-2, we obtain[
x
p
dx
dp
]1/2
=v2nmot0
[
1 + S2p
2v2nmo +
1
8
(
9S3 − S22
)
p4v4nmo + . . .
]
=
=v2nmot0
[
1 + S2x˜
2 +
9
8
(
S3 − S22
)
x˜4 + . . .
]
.
(B-6)
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Chapter 7
Concluding remarks
The reﬂections in the post-critical domain are associated with amplitude increase,
phase shifts, head wave interference and frequency eﬀects, which bring additional
information about the media parameters. This thesis is focused on exploring the
beneﬁts of exploiting reﬂections around and beyond the critical oﬀsets in AVO studies
for isotropic and HTI models. The entire study is carried out for one interface between
two elastic halfspaces. The formulation of a long oﬀset AVO problem is based on the
theory of eﬀective reﬂection coeﬃcients (Ayzenberg et al., 2007, 2009) since it provides
an adequate description of reﬂection amplitudes around and beyond the critical angle,
which captures interference between the reﬂected and head wave.
The reﬂection coeﬃcients have diﬀerent sensitivities to the changes in model pa-
rameters prior to and beyond the critical angle, which provides a potential for joint
inversion. For isotropic media post-critical reﬂections are most sensitive to the P-wave
velocities. They also have a better sensitivity to densities than to S-wave velocity of
underburden. For azimuthally-anisotropic media, post-critical reﬂections are addi-
tionally more sensitive to anisotropy parameter (V ) and symmetry direction, while
pre-critical reﬂections shows better sensitivity to anisotropy parameters δ(V ) and γ(V ),
and P- and S-wave velocities.
Eﬀective reﬂection coeﬃcients inherit frequency, wavefront curvature and interface
curvature information combined in additional argument kP r
∗. This argument results
in the appearance of amplitude characteristic, such as the amplitude maximum, rep-
resentative for the post-critical domain. The analysis of the amplitude maximum
position with azimuth can be a useful tool for symmetry axis detection in fractured
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media or interface shape detection in media with curved interfaces. A mismatch
of the amplitude maximum position with the critical oﬀset, controlled by the kP r
∗,
however, does not allow straightforward estimation of P-wave velocities or anisotropy
parameters.
Representation of AVO data can be done in time and in frequency domains. AVO data
obtained in a time domain contain information about all frequencies of the wavelet
and might be more robust to the irregular noise. AVO data obtained in the frequency
domain can be used for analysing the frequency dependencies of the data. Such
analysis might be useful to highlight regular noise, which is diﬃcult to analyse in a
time domain. Additionally, the azimuthal changes of frequency dependent amplitude
in a post-critical domain can be employed for fracture direction identiﬁcation.
Two AVO inversion approaches based on eﬀective reﬂection coeﬃcients and AVO data
representation in time and frequency domains are developed. The inversion of long
oﬀset AVO data provides suﬃcient improvement in parameter estimates compared
with the inversion of reﬂections in pre-critical oﬀsets. The dependence of an eﬀective
reﬂection coeﬃcient on the additional argument kP r
∗ allows recovery of ﬁve medium
parameters instead of four as in the case of plane-wave reﬂection coeﬃcients.
This thesis represents mainly theoretical studies. The results can be used as a moti-
vation for further development in theoretical and practical aspects.
The important issue is the development of approximations of reﬂection coeﬃcients
valid around and beyond the critical angle. The ﬁrst attempt is made recently by
Alulaiw and Gurevich (2011), where they derived a weak-contrast approximation,
valid beyond the critical angle. Considering the growing interest of industry to the
strong contrast reservoirs, alternative approximations have to be found.
It is interesting to explore the possibility of exploiting the argument kP r
∗. The equiv-
alence of the argument kP r
∗ to the product of the frequency and reﬂection traveltime
ωt for plane interfaces is way of combining reﬂection traveltime and amplitude infor-
mation in the joint inversion. An explicit relation between the amplitude maximum
and critical oﬀset as a function of the argument kP r
∗ should simplify an estimation
of P-wave velocities and anisotropy parameters (V ) and δ(V ).
An application of long-oﬀset AVO analysis and inversion to the real data is associated
with many challenges in data processing and theoretical aspects. Interference of
reﬂections from diﬀerent layers and inﬂuence of regular noise, such as water-column
noise in a post-critical domain requires extending the one-interface AVO approach to
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the multi-layered model and developing appropriate ﬁlters. The important issue in
AVO pre-processing is the data imaging. The existing imaging techniques are not
valid in post-critical domain. Post-critical reﬂections, therefore, are often muted in
the standard data pre-processing. The application of long-oﬀset AVO techniques thus
requires an advanced imaging technique.
Although the reﬂections around and beyond the critical angle are associated with a
large amount of obstacles in processing and a lack of theoretical framework, the author
believes that exploiting the post-critical reﬂections in AVO analysis and inversion
might be a useful tool in reservoir characterization.
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A.1 Abstract
Although interest in permanent instrumentation for monitoring hydrocarbon ﬁelds
is increasing, we have not seen a boom in this technologyU˚especially for massive
seismic monitoring. Only a few examples have followed the ﬁrst implementation at
Valhall Field oﬀshore Norway in 2003. BP has acquired 11 surveys using a network
of seaﬂoor cables that covers 70% of the entire ﬁeld since that installation, and the
quality of these 4D data is excellent. So why is the adoption of the permanent seismic
acquisition system so slow? A commonly accepted explanation is the diﬃculties and
uncertainties associated with the cost-beneﬁt analysis for new ﬁelds. The smaller
a ﬁeld, the less the beneﬁt compared to the up-front cost to establish a permanent
receiver array. Another explanation is that repeated conventional streamer surveys
are often regarded as suﬃcient (e.g., Norne Field). Therefore, geophysicists are often
confronted by the question: Is the improvement gained from the permanent array
suﬃcient to risk high up-front costs compared to the conventional technology that
often is suﬃcient? Several additional beneﬁts can be obtained from a permanent
seismic array, and some will be discussed in this paper, although this is not an attempt
to cover all of them. For instance, the extra information obtained from passive seismic
in a 4D mode is not yet fully explored. The main objective of this paper is to draw
attention to some possibilities oﬀered by permanent instrumentation that have not
been extensively discussed previously. In 4D seismic analysis, we are always seeking
the optimal, clean 4D signal, and we think that permanent receivers oﬀer a multiplicity
of possibilities to enhance this signal.
A.2 Increased shot-time interval
A 2008 paper by Landrø shows that the signal-to-noise ratio increases as the time
between successive shots is increased. Figure 1 shows how the signal-to-noise ratio
varies as a function of shot-time interval for a calibrated synthetic model. An increase
in the shot-time interval from 10 to 15 s corresponds to an increase in the SNR from
12.5 to 18.8. It should be noted that SNR in this case is deﬁned in a strictly narrow
manner: The noise is considered to be only that generated by the decaying signal
from the previous shot; all other noise sources are neglected. Th is means that if,
for instance, the weather noise is above the noise generated by the previous shot
after, say, 13 s of recording time, the full beneﬁt of the increased shot-time interval
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Figure A.1: Signal-to-noise ratio (considering only the noise from the previous shot
as the noise contribution) as a function of shot-time interval.
will not be gained. Therefore, the curve in Figure A.1 should be used with care.
In practice, other noise sources have to be considered, and the combined study of all
noise sources should be done prior to choosing a diﬀerent shot-time interval. However,
the main purpose of this section is to stress that for highly repeatable 4D seismic
data, it might be beneﬁcial to increase the shot-time interval because for permanent
receiver arrays, the extra cost of increasing the shot-time interval is far less than for
a conventional streamer survey. Figure A.2 shows that the SNR generated by the
previous shot can be increased by increasing the source strength. For 4D purposes,
we will therefore argue that the source should be of signiﬁcant strength to ensure that
the SNR is deﬁned by other noise sources rather than the signal generated by previous
shots. It is interesting to note that these suggestions seem to contradict some ideas
presented in the July 2008 issue of TLE, where simultaneous sources are cited for
improving acquisition time and the illumination for seismic imaging. However, the
increased shot-time interval and source strength suggested here are meant to improve
4D signal analysis, not necessarily for improved imaging of the reservoir. Accurate
imaging of the reservoir is always an important part of a 4D study and, for permanent
monitoring, it might be possible to acquire complementary repeated surveys, where
imaging (by using several sources and wide azimuths) is the focus for some surveys
and repeatability is the focus of other surveys.
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Figure A.2: Signal-to-noise ratio versus source strength (using the same calibrated
model as in Figure A.1). The diamonds show measured data from Haltenbanken,
oﬀshore Norway.
A.3 Dense shooting close to injectors
Close to injectors it might be of interest to monitor ﬂuid or pressure changes during
a relatively short time interval (e.g., weeks or maybe 1-2 months). In such cases
a semipermanent acquisition pattern might be used. Deploying nodes close to the
injector well (or instrumenting the well itself by permanent sensors), and shooting
several surveys over the area might achieve a nice way of monitoring the early stages
of the ﬂow. Figure A.3 shows an example from Gullfaks Field (using conventional-
streamer data) where the ﬂow of gas turns out to be more complex that initially
expected. The 4D seismic data reveal that the gas migration path from the injector
well (A-42) is southwest and that a local structural high (at tip of the ﬁrst red arrow)
ﬁlls up with gas and spills over so that the gas migrates northeast and reaches the
producer (A-9H). In this case, gas breakthrough in the producer was observed some
months after injection started. Approximately 470 million cubic meters of gas were
injected. The major advantage of a semipermanent (or permanent) array in such
a case would be to determine the major directions of gas ﬂow and to estimate the
velocity of the ﬂuid front. Another challenge is to determine how much oil the gas
has pushed toward the producer, and we think that multiple, ultrafrequent seismic
acquisition close to the injector well will be of signiﬁcant value for such detailed 4D
analysis.
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Figure A.3: Interpreted pathway for gas injection in well A-42 at Gullfaks. Gas
breakthrough in well A-9H was observed after some months of injection (courtesy of
StatoilHydro).
A.4 Ultrafrequent acquisition
Ultrafrequent 4D seismic acquisition (Skopintseva and Landrø, 2008) is particularly
interesting for a ﬁeld equipped with permanent receivers. Normally, 4D analysis in-
cludes 2-3 monitor surveys that are compared to the base data. One major limitation
of conventional time-lapse seismic analysis is to detect changes from thin sections
within a reservoir unit (Amundsen and Landrø, 2007). By ultrafrequent acquisition
we mean typically several hundreds of repeated surveys. The purpose of this ultra-
frequent sampling in time is two-fold: to monitor short term-reservoir changes (as
discussed in the previous section) and to improve the 4D detectability by exploiting
the multiplicity of the 4D data in an eﬃcient way. Ultrafrequent 4D acquisition is
most likely to be applied in permanent installations, when the cost of extra shoot-
ing is low. Here we use zero-oﬀ set data as a simplistic example. For land seismic
monitoring, Meunier et al. (2001) showed that it is indeed possible to detect minor
time-lapse changes using permanent sources and receivers and ultrafrequent surveys.
For marine 4D seismic data, ultrafrequent 4D acquisition will face some additional
challenges (such as temperature variations in the water layer, tidal eﬀects, and re-
peatability issues of the source array). We use a horizontally layered model with
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Figure A.4: 1D model, with a thin oil zone overlaying a thicker water zone, used to
test ultrafrequent 4D acquisition.
layer parameters as indicated in Figure A.4. Note that the target zone is an oil layer
with a thickness of 5 m. Figure A.5 (far left) shows two events and the diﬀerence
trace where the monitor event corresponds to fully water-saturated zone properties
in the oil zone (100% sweep eﬃciency). For the next three traces, we have added 10%
random noise to the data. One can see that this amount of random noise distorts
the 4D diﬀerence signal signiﬁcantly within the target zone. Since the random noise
introduces high-frequency noise outside the normal bandwidth of the seismic data, a
band-pass ﬁlter was applied (next three traces in Figure A.5). There is a signiﬁcant
diﬀerence between the ’correct’ 4D diﬀerence (trace number 3 in Figure A.5) and the
corresponding diﬀerence after adding noise and bandpass ﬁltering (trace 9 in Figure
A.5). However, if we exploit the increased signal-to-noise ratio gained from the ul-
trafrequent acquisition (i.e., by stacking), the 4D signal (trace 12 in Figure A.5) is
close to the desired 4D anomaly (trace 3). We assume that the acoustic properties
in the oil zone gradually change toward water-zone properties by 0.01% every day,
and we do a survey every day. Finally we have 680 seismic simulated measurements.
For instance, the relative P-wave velocity and density increase from 0 on day 1 to
6.8% on day 680. To increase the SNR, we stack traces in a sliding window (width of
80 traces). Figure A.6 illustrates how the 4D diﬀerence signal improves as more and
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Figure A.5: Synthetic 1D modeling: noise-free data (far left), with 10% random noise
using two surveys only (left), after applying a band-pass ﬁlter (right), and, ﬁnally,
the ultrafrequent version (far right)
more surveys are stacked and calendar time elapses. The technique described above
eliminates the eﬀect of random noise. However, in reality, other factors also have
signiﬁcant distortion eﬀects on the diﬀerence signal- seasonal temperature changes in
the water layer (leading to velocity changes), tidal variations, source signature varia-
tions, sea surface roughness changes, and changing weather noise. We have simulated
seasonal water velocity changes as described by Hatchell et al. (2007). Such changes
introduce severe systematic errors in the estimated 4D diﬀerences. However, we ﬁnd
that it is possible to correct for these systematic changes in water velocity by using
a crosscorrelation technique for the seabed reﬂection. The crosscorrelation technique
is used to estimate the 4D time shift caused by the water velocity change and, hence,
the 4D data can be corrected accordingly. Simulations show that we can detect 2%
property changes in reservoir zone certainly when 10% random noise is added. We are
currently working on a more comprehensive paper on this issue, where the systematic
noise types listed above will be discussed in more detail.
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Figure A.6: 4D diﬀerence sections using ultrafrequent stacking (sliding window of 80
traces) as a function of calendar time: noise-free data (top) and 10% random noise
(bottom).
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A.5 Calibration by varying the source strength
At SEG’s 2008 Annual Meeting, Landrø (Landrø, 2008) presented a new method for
calibrating the 4D signal by varying the source strength in a controlled manner for
the repeat survey. We think that this method is well suited for permanent receiver
arrays, since the source boat is easier to control and adjust for such a set-up (the
source vessel does not worry about towing streamers). The steps in this method are:
• For a selected 2D line (or sailing line in a 3D survey), gradually reduce the
source strength from 100% to say 50% at the end of the line.
• Process the test line and the original (base line) 2D line in the same way as the
planned 4D seismic data will be processed.
• Subtract the two processed lines and try to establish a threshold for how big
the amplitude change within the reservoir (or below) needs to be in order to be
detectable.
This can then be used both as a feasibility study and (probably more important)
as a calibration and guide for which 4D anomalies that can be trusted and which
anomalies that are more likely to be below the detection threshold. As an example,
we have analyzed an inline (taken from the 3D seismic cube at Gullfaks) and assumed
that, for the test line, the source strength is gradually decreased from 100% at the
beginning of the line to 50% at the end. In this example we have added random
noise to the data (SNR = 5) in order to include the nonrepeatable noise (Figure
A.7). In a second example, the diﬀerence section between the 1996 and 1985 data
from Gullfaks was used to simulate the nonrepeatable noise, and the result using this
(more realistic) noise level is shown as the bottom section in Figure A.7. The typical
NRMS (normalized RMS diﬀerence) is between 60 and 70% for the Gullfaks 4D data.
More recent 4D surveys (Osdal et al., 2006) show much lower nrms values, around 20-
30%. Therefore the example shown in Figure A.7 (bottom) represents a relatively high
nonrepeatable noise level. It is also interesting to notice that the shallow part of the
diﬀerence section in Figure A.7 (bottom) shows high-amplitude levels for low scaling
(upper left of this section). This is typical and is due to the fact that such sections are
less repeatable for shallow data. Furthermore, we observe that the reservoir-related
amplitude anomalies are visible (red arrows) when the source strength is reduced by
approximately 20%, an indication that amplitude changes for the Gullfaks 4D data
(using 1985 and 1996 data sets) above 20U˝30% should be detectable at reservoir
level. However, for the shallower horizon at approximately 1 s (black arrow in the
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bottom section), we observe that an amplitude eﬀect of close to 40% is needed. For
a ﬁeld equipped with permanent sensors and a dedicated source vessel, it should be
possible to use this calibration method for various locations in the ﬁeld to determine
the amount of amplitude changes needed to be above the 4D detection threshold. The
expected amplitude change caused by a ﬂuid or pressure change might be computed
by conventional rock physics. The huge advantage compared to more traditional
4D feasibility studies is that this calibration method includes the 4D background
noise, since the calibration is done directly at the ﬁeld. A possible extension of this
method is to do the calibration procedure for various weather conditions and test how
robust the expected 4D signal is to various levels of weather noise. Also, other noise
types can be tested in a similar manner, for instance interference noise from other
seismic acquisitions or ship traﬃc. In the simulations shown in the previous section,
it is assumed that the source strength can be varied so that a linear trend can be
achieved along a 2D line. Th is will not be possible in practice, since various source
positions will be assigned to the same common midpoint position. Nevertheless, this
smearing eﬀect should not complicate the interpretation of the processed data too
much. Near-oﬀset stacks will have less of this smearing eﬀect and probably give more
precise information for the proposed calibration. The source strength can be varied
gradually in several ways. One is to gradually reduce the ﬁring pressure for all air
guns in the source array. There are some concerns associated by this method, since
for instance the bubble time period will change as the ﬁring pressure of the air gun
is decreased. Another way to change the source strength is to build arrays that are
composed of several identical subarrays, and then drop subarrays one by one as the
acquisition proceeds. GI-gun arrays oﬀer a third alternative, since such arrays can
be composed of several, identical air guns. Since each air gun takes care of its own
bubble, there is no need for clustering or using various gun volumes to attenuate the
unwanted bubble signal that is common for air guns. As an example, an air-gun
array consisting of 24 GI guns can be gradually scaled by dropping out single guns
during a survey, obtaining a smooth decrease in the source strength. For land surveys
using dynamite or other explosive sources, it should be straightforward to adjust the
source strength. For land vibrators (hydraulic), the most obvious way is to change
the hydraulic force. In arctic areas (with snow or ice cover), it is common to use
explosives as sources, so in such areas it should also be straightforward to vary the
source strength systematically along a 2D line.
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Figure A.7: Simulating the eﬀect of varying the source strength for 4D calibration.
(top to bottom) Inline from the Gullfaks Field (1985); after gradual scaling (from 1.0
to 0.5 at the end); diﬀerence between the original line and the scaled line; the scaled
1985 data subtracted from the 1996 data. Prior to the subtraction of the third proﬁle,
random noise (SNR = 5) was added to the base line data; this was not done when the
scaled 1985 data were subtracted from the 1996 data. Observe that the diﬀerences at
reservoir level (red arrows) become apparent for approximately 20% reduction in the
source strength for the two bottom sections (which are scaled twice as much as the
two top sections). Horizontal distance is 7.5 km, and time interval for all sections is
0U˝3 s.
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A.6 Continuous monitoring of background noise
A permanent receiver array may be used to monitor the background noise on the ﬁeld
continuously. The various noise sources as discussed above can vary considerably with
production time. An example is shown in Figure A.8 where the RMS level of three
sets of noise records is compared. All records contain 120 traces with 7 s of data,
and the RMS level is the average for all traces. The weather conditions for the three
data sets are listed in Table A.1. All data were recorded, with the low-cut ﬁlter in,
by M/V Bernier in 1988 oﬀshore Norway (Haltenbanken area) as a part of a research
project focusing on various types of noise and their impact on seismic data.
Table A.1: Weather conditions for three data sets
Data set Swell Wind Sea state
58-62 1 m No 0.5
63-67 1-2 m 16 kts 4
68-72 0.5 m 17 kts 3
Note that there is apparently no correlation between the sea state (or the wind
strength) and the average RMS level. In fact, the data set with calmest sea and
wind conditions (records 58-62) has a signiﬁcantly higher rms level (around 3 micro-
bar) than the two other data sets (around 1.5 microbar). As an example on how such
continuous noise monitoring might be used, let us assume that the dashed line in
Figure A.8 represents a possible 4D signal strength of 2 microbar caused by injection
of gas. In 4D analysis, we often observe that new seismic events are created by gas
injection. One such example from the well-known CO2 injection at Sleipner Field
oﬀshore Norway is shown in Figure A.9, where we clearly see a new seismic event
(enhanced by blue on the 2001 data). The interpretation is that the injected CO2 is
trapped below a very thin shale layer which is below seismic resolution and therefore
not visible on the 1994 data set. However, after injection of CO2, the contrast between
the CO2 layer and the surrounding sand and shale is signiﬁcant and, therefore, a new
strong seismic event appears below the thin shale. In such cases, the question is not
to observe a change at a given interface (which is the classic 4D anomaly) but rather
to detect a new event at a depth with a weak (or even without) a seismic signal on the
base survey. For the hypothetical example displayed in Figure A.8, we observe that
the ﬁrst noise records (58-62) are well above the 4D detection threshold of 2 microbar,
and the conclusion might therefore be that 4D is not possible with this background
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Figure A.8: The RMS amplitude of noise records from conventional streamer data.
Records 58-62, 63-67, and 68-72, acquired during three diﬀerent time periods, show
considerable diﬀerence in RMS level. Data were acquired by M/V Bernier in 1988 oﬀ
shore Norway, and consisted of 120 channels and 7 s recording time.
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Figure A.9: Example of a new 4D event. Injected CO2 is trapped below a thin shale
layer (not visible on the 1994 pre-injection data to the left) and appears as a strong
reﬂection in 2001 (blue on the post-injection data to the right).
noise level. For a permanent receiver system (as for a conventional streamer), it is
possible to exploit the multichannel layout to detect other features of the noise by, for
instance, f-k analysis. For the present example, the f-k analysis (FigureA.10) reveals
that the noise source is directive with an apparent velocity of approximately 5500 m/s
and, hence, it is possible to attenuate the noise by applying a simple fan ﬁlter in the
f-k domain. The huge advantage for a permanent receiver system is, however, that
it is cheap to record the background noise level, and to use the observed changes in
the background noise level directly to enhance the 4D signal. One example might be
the one described above (apply directional ﬁlters), and another might be to delay the
seismic acquisition until the noise source moves away or simply attenuates (weather
noise, rig noise, or ship traﬃc).
A.7 Source stability
With the present repeatability of 4D seismic data (between 10-40% measured in nor-
malized rms error), the stability of the seismic source (assumed on the order of 5-10%)
is not a major bottleneck. However, and especially for ﬁelds equipped with perma-
nent sensors, one might expect in the future that source stability will become more
critical. If this is the case, it is interesting to note that stacking two shot gathers
might improve the 4D repeatability signiﬁcantly. A zero-oﬀ set VSP study of Troll
Field (Andorsen and Landrø, 2000) found that the NRMS error decreases from 16 to
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Figure A.10: The f-k contour plot of noise records 58-62 (shown in FigureA.8), which
clearly indicates that a major part of the noise is directional with an average apparent
velocity of 5500 m/s. This noise can be easily attenuated by a fan ﬁlter.
6% by simply stacking two succeeding shots (Figure A.11). It should be noted that
this is for a VSP experiment, where the source array used has signiﬁcantly less gun
volume than a conventional air-gun array. The source stability increases as the array
increases (less inﬂuenced by small variations in each gun), and therefore one must
expect less improvement for a normally sized air-gun array. Normal streamer data
also have higher fold, so some of the expected gain from stacking in the shot domain
will be reduced when we try to employ the results of this VSP experiment on a ﬁeld
equipped with permanent receiver arrays. However, if it is established that the source
stability is a critical issue for 4D monitoring of the ﬁeld, it might be worth considering
if one should acquire two base surveys and two repeats to build a ’super-repeatable’
4D data set. As a result of the increased use of 4D seismic, the focus on each ele-
ment of the seismic acquisition chain has led to improved source stability. Therefore
we might expect that the source arrays being used in future surveys at ﬁelds with
permanent receivers are highly repeatable.
A.8 Discussion and conclusions
Fields equipped with permanent seismic receivers can use more sophisticated mon-
itoring and normally more expensive methods than conventional monitoring. For
instance, a single shooting vessel is much easier and cheaper to operate than a 3D
marine seismic vessel towing many long cables. The most obvious advantage with
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Figure A.11: Stacking of successive shot gathers for a zero-oﬀset VSP experiment.
No stacking to the left and stacking of up to 50 shots on the right (green line). For
comparison, the standard 1/
√
N is shown by the blue line. (From Andorsen and
Landrø (2000))
permanent receivers is that the positioning issue is resolved for the receiver side, and
all attention related to repeating the position is focused on the source side. For such
an instrumented hydrocarbon ﬁeld, it is possible to acquire ultrafrequent seismic sur-
veys, either close to a desired location or for a limited period. For instance, if a survey
is acquired every day for a period of some weeks, the multiplicity in such a data set
can enhance the 4D signal as well as detect rapid changes in the ﬂow or pressure prop-
erties in a certain area. The most critical challenges for such a method are to reduce
or attenuate the eﬀect of varying sea-water temperature, changes in weather-related
noise, or environmental noise that is varying with calendar time. The source strength
is an important factor in all seismic surveys. There are two obvious ways to reduce
the inﬂuence of the previous shot on seismic data: increase the shot-time interval or
increase the source strength. For an instrumented oil ﬁeld, both options are possible
and realistic. It is proposed that varying the source strength in a controlled manner
for a repeated 2D line or a small area of the ﬁeld can directly quantify how big an
amplitude change is needed to be detected by 4D seismic data. If this calibration
technique is done for diﬀerent types of background noise (such as weather noise, rig
noise, ship traﬃc, interference noise), it will be very useful for the analysis of the
time-lapse data. It should be possible to use this technique to guide the interpre-
tation and distinguish between real and false anomalies in a more precise manner.
Permanent seismic arrays can monitor the background noise level continuously, and
this knowledge can be used to attenuate the background noise or optimize the timing
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for the repeated seismic surveys (avoid time periods with high background noise level
on the ﬁeld). The challenge for the geophysicist is to handle enormous amounts of
data in an eﬃcient way.
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