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Abstract
In this paper, we give some new characterizations of words which are ﬁnite factors of Sturmian words. An enumeration formula
for primitive ﬁnite Sturmian words is given. Moreover, we provide two linear-time algorithms to recognize whether a ﬁnite word is
Sturmian.
© 2006 Elsevier B.V. All rights reserved.
MSC: 68R15
Keywords: Sturmian word; Standard word; Central word
1. Introduction
As is well known (cf. [3]), an inﬁnite word is Sturmian if for any n0 the number of distinct factors (or blocks) of
length n is exactly n + 1. This implies that inﬁnite Sturmian words are over a two-letter alphabet {a, b}.
A ﬁnite word is called a ﬁnite Sturmian word if it is a factor of an inﬁnite Sturmian word. A ﬁnite Sturmian word
can also be deﬁned by the following combinatorial property, usually called balance condition (see for instance [3]).
A word w over {a, b} is balanced if for all factors u and v of w having the same length, one has
||u|a − |v|a| 1, (1)
where |u|a and |v|a denote the number of occurrences of the letter a in u and v, respectively. The set of all ﬁnite
Sturmian words coincides with the set of balanced words on the alphabet {a, b}.
In this paper, we give two new characterizations (cf. Theorems 10 and 15) of ﬁnite Sturmian words, which we
summarize in the following main theorem. For a nonempty word w over any ﬁnite alphabet, we denote by zw its
fractional root, by w = |zw| its minimal period, and by Rw the minimal integer k such that w has no right special
factor of length k.
Theorem 1. Let w be a nonempty word. The following conditions are equivalent:
(1) w is a ﬁnite Sturmian word,
(2) the fractional root of w is a conjugate of a standard Sturmian word,
(3) w = Rz2w + 1.
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It is noteworthy that, differently from the balance conditionwhich is concernedwith the composition (i.e., the number
of a or b) in all equally long factors of a given word w, our characterizations are based on properties of the fractional
root, which determine the “periodical structure” of the word. From these arguments, a simple formula enumerating
the ﬁnite Sturmian words which are primitive is also derived.
From the applicative point of view, the interest of Theorem 1 lies in the possibility of implementing two new and
simple algorithms recognizing whether a ﬁnite word of length n is Sturmian, with time complexity O(n).
2. Preliminaries
In the following, A will denote an arbitrary ﬁnite alphabet and A∗ the free monoid over A. The elements of A are
called letters and those of A∗ words. Let w = a1a2 · · · an ∈ A∗ be a word, with ai ∈ A for i = 1, 2, . . . , n. The integer
n is called the length of w and is denoted by |w|. The identity element of A∗ is called empty word and denoted by ;
the length of  is conventionally 0. By alph(w) we denote the set of letters of A occurring in w.
We recall that a positive integer p is a period of w = a1 · · · an if whenever 1 i, jn one has
i ≡ j (mod p) ⇒ ai = aj .
We denote by w the minimal period of w, assuming  = 1. The word w is unbordered if its minimal period equals
its length, that is, if w = |w|. If w is nonempty, the fractional root of w is its preﬁx zw of length |zw| = w.
If w = a1 · · · an ∈ A∗ is a word, the reversal of w is the word w∼ = an · · · a1. One sets ∼ = . A word w ∈ A∗ is
a palindrome if w = w∼.
A word u is a factor of w if w = rus for some words r, s. In the special case r =  (resp., s = ), we call u a preﬁx
(resp., sufﬁx) of w. A factor u of w is proper if u = w. The factor u of w is called median if |r| = |s|. The set of factors
of a word w is denoted by Fact(w). For any X ⊆ A∗, one sets
Fact(X) = ⋃
w∈X
Fact(w).
Given two words w,w′ ∈ A∗, an overlap of w with w′ is a sufﬁx of w which is also a preﬁx of w′. One says that w
and w′ overlap if there exists a nonempty overlap of w with w′ or of w′ with w.
A factor u of w is called right special if there exist two letters a, b ∈ A, a = b, such that ua and ub are both factors
of w. We denote by Rw the smallest integer k such that w has no right special factor of length k (and we set R = 0).
The following noteworthy inequality (cf. [7]) relates the minimal period w of a word w and Rw:
wRw + 1. (2)
Two words u, v ∈ A∗ are conjugate if there exist ,  ∈ A∗ such that u =  and v = . Conjugacy is an equivalence
relation in A∗.
A word w is primitive if it cannot be written as a power w = uk with k > 1; we denote by (A∗) the set of all
primitive words over A. As is well known (cf. [15]), for any nonempty word w there exists a unique primitive word u
such that w = uk , with k1. We remark that the fractional root of any nonempty word is primitive.
Suppose that the alphabet A is totally ordered. One can extend this order to A∗ by the lexicographic order (cf. [15]).
A word is called a Lyndon (resp., anti-Lyndon) word if it is primitive and minimal (resp., maximal) in its conjugacy
class, with respect to the lexicographic order.
In the sequel, we shall need the two following simple lemmas; we report the proofs for the sake of completeness.
Lemma 2. A word w ∈ A∗ has the period p |w| if and only if all its factors having length p are in the same
conjugacy class.
Proof. The casew =  is trivial. Then suppose that p is a period ofw = a1 · · · an, ai ∈ A, i = 1, . . . , n. Let u be a factor
of w of length p. By the deﬁnition of period, there exists a positive integer ip such that u = aiai+1 · · · apa1a2 · · ·
ai−1, so that u is a conjugate of a1a2 · · · ap.
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The converse is an easy consequence of the following fact: if x, y ∈ A and u ∈ A∗, then xu is a conjugate of uy if
and only if x = y. Therefore, if all factors of w of length p are conjugate, one derives that ai = ai+p for all i such that
1 in − p. 
Lemma 3. If w is a primitive word, then w2 = |w|.
Proof. By contradiction, suppose w2 has a period q < |w|. Since |w| is a period of w2 and |w2| = 2|w| > |w|+ q, by
the periodicity theorem of Fine and Wilf [15], w2, as well as w, has also the period d = gcd(q, |w|). Thus w = u|w|/d
for some u, which is absurd as |w| > q implies |w|/d > 1. 
2.1. Standard and central Sturmian words
In the following, A will denote the binary alphabet A = {a, b}. Let
c0, c1, . . . , cn, . . .
be any sequence of integers such that c00 and ci > 0 for i > 0. One can deﬁne inductively the sequence of words
(sn)n0 where
s0 = b, s1 = a and sn+1 = scn−1n sn−1 for n > 1. (3)
The sequence (sn)n0 converges to an inﬁnite Sturmian word called standard. We shall denote by Stand the set of all
the words sn, n0 of any sequence (sn)n0 constructed by the previous rules. Any word of Stand is called (ﬁnite)
standard Sturmian word or simply standard word.
A word w is called central if it is a palindromic preﬁx of an inﬁnite standard Sturmian word. It has been proved (see
for instance [3]) that a word w is central if and only if it has two periods p and q which are coprime and |w| = p+q−2.
The set of all central words is usually denoted by PER. The following remarkable relation exists between Stand and
PER (cf. [10]):
Stand = A ∪ PER{ab, ba}, (4)
i.e., any standard word which is not a single letter is obtained by appending ab or ba to a central word and conversely,
any central word is obtained by deleting the last two letters of a standard word.
As is well known [3], the set St of ﬁnite Sturmian words is equal to the set of factors of Stand, i.e.,
St = Fact(Stand). (5)
Moreover, from (4) one derives also that St = Fact(PER).
The following properties of central words will be used in the sequel:
Proposition 4 (see Pirillo [18]). A word w is central if and only if wab and wba are conjugate.
Now let us suppose that the alphabet A is totally ordered by setting a < b.
Proposition 5 (see Berstel and de Luca [1]). The set A ∪ aPERb is equal to the set of all Lyndon words which
are Sturmian.
In a similar way, the set of anti-Lyndon Sturmian words coincides with A ∪ bPERa.
Proposition 6 (see Harju and Nowotka [11]). A Sturmian word is unbordered if and only if it is a Lyndon or anti-
Lyndon word.
From Propositions 4 and 5, one derives the following interesting characterization of words conjugate of a
standard word.
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Proposition 7. A primitive word, which is not a single letter, is a conjugate of a standard word if and only if the Lyndon
and the anti-Lyndon words in its conjugacy class have the same proper median factor of maximal length.
Proof. Let z be a primitive word of length |z| > 1. Let s be a standard word conjugate to z. By (4), s can be written
as s = vxy, with v ∈ PER and {x, y} = A. By Proposition 4, one derives that z is a conjugate of avb and bva. From
Proposition 5, avb and bva are, respectively, a Lyndon and an anti-Lyndon word, so that the necessity is proved.
Conversely, let z ∈ A∗ and suppose that the Lyndon and the anti-Lyndon words in the conjugacy class of z can be
written, respectively, as atb and bta, with a, b ∈ A and a < b. By Proposition 4, one has that t ∈ PER, so that by (4),
z is a conjugate of tab ∈ Stand . 
3. Finite Sturmian words
In this section, we give two characterizations of ﬁnite Sturmian words. We need some preliminary propositions. The
ﬁrst gives some characterizations of the words w such that w2 ∈ St (such words have been called cyclic balanced in
[6]). The equivalence of some of the conditions in Proposition 8 has recently been proved in [6] (see also [12]). We
report here a more direct and simple proof for the sake of completeness.
Proposition 8. Let w be a word. The following conditions are equivalent:
(1) w2 ∈ St ,
(2) w∗ ⊆ St ,
(3) every conjugate of w2 is Sturmian,
(4) every conjugate of w is Sturmian,
(5) w is a Sturmian word, and it is either non-primitive or a conjugate of a standard Sturmian word.
Proof. 1 ⇒ 2. Let n > 2. Any two factors of wn of length k > |w|/2 overlap, thus it sufﬁces to verify the balance
condition (1) only for factors of wn of length k |w|/2, which is satisﬁed because such words are also factors of
w2 ∈ St .
2 ⇒ 3. This is trivial, since any conjugate of w2 is a factor of w3.
3 ⇒ 4. This is trivial too, because the square of a conjugate of w is just a conjugate of w2.
4 ⇒ 5. We have to prove that if w is primitive, then it has a conjugate which is a standard word. Indeed, there exists
a unique conjugate of w which is a Lyndon word, say u. Since u is Sturmian, by Proposition 5 one has that u is either
a letter or a word avb with v ∈ PER. In the former case, the desired standard conjugate is u itself; in the latter case,
one can take vba.
5 ⇒ 1. If w is not primitive, it can be written as w = uk with u ∈ A∗ and k > 1. Hence u2 ∈ St , and the result
follows because 1 ⇒ 2 and w2 ∈ Fact(u∗). If w is primitive and v is a standard word in its conjugacy class, from
Eqs. (3) and (5) one derives that v2 ∈ St . Since 1 ⇒ 3 and w2 is a conjugate of v2, one has w2 ∈ St . 
Let w, u ∈ A∗ with w unbordered; the word wu is called a Duval extension of w if no unbordered factor of wu is
longer than w.
Proposition 9 (see Mignosi and Zamboni [17]). Every Duval extension wu of a Sturmian unbordered word w has
the period |w|.
We are now in the position of giving our ﬁrst characterization of ﬁnite Sturmian words.
Theorem 10. A nonempty word is Sturmian if and only if its fractional root is a conjugate of a standard word.
Proof. Let w be a word. If its fractional root zw is a conjugate of a standard word, then by Proposition 8, z∗w ⊆ St , so
that w ∈ Fact(z∗w) ⊆ St .
Conversely, let s be an unbordered factor of w ∈ St of maximal length. One has w = usv for suitable u, v ∈ A∗.
The word sv is a Duval extension of s, by the maximality of s. Since s∼ is unbordered too, and again by the maximality
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of s, the word s∼u∼ = (us)∼ is a Duval extension of s∼. From Proposition 9, one gets that both sv and (us)∼ have the
period |s|. This implies that also us has the period |s|.
By Lemma 2, all factors of us and sv having length |s| are conjugates of s. Since any factor of w of length |s| is
either a factor of us or of sv, and s is a factor of both, we deduce from Lemma 2 that the whole w has the period |s|.
Moreover, such period is minimal, because
|s| = sw |s|.
By Lemma 2, zw is a conjugate of s; since s is an unbordered Sturmian word, by Proposition 6 it is a Lyndon (or
anti-Lyndon) word, and therefore, by Proposition 5 it is in the set A ∪ aPERb ∪ bPERa. Hence s, as well as zw, is a
conjugate of a standard word, which proves the assertion. 
Example 11. Let w be the word aababaa. Its fractional root zw = aabab is a conjugate of the standard word ababa,
so that w is Sturmian.
Let r = baabb. In the conjugacy class of its root zr = baab there is no standard word, so that r is not Sturmian.
Corollary 12. Let w be a nonempty word and zw be its fractional root. Then w is a ﬁnite Sturmian word if and only if
so is z2w.
Proof. This is a straightforward consequence of the preceding theorem and of Proposition 8. 
The following proposition has been proved in [8]. We report here a simpler proof for the sake of completeness.
Proposition 13. Let w be a word. If w = Rw + 1, then w is Sturmian.
Proof. Let w ∈ A∗. If w = 1, the result is trivially true. Thus we assume w = Rw +1 > 1, so that there exists a right
special factor s of w such that |s| = w − 2. Hence, there exist letters a, b ∈ A such that a = b and sa, sb ∈ Fact(w).
The words sa and sb cannot be both sufﬁxes of w, so we suppose, without loss of generality, that sa is not. Therefore,
one has either saa ∈ Fact(w) or sac ∈ Fact(w) with c = a. Since |saa| = |sac| = w, these two possibilities imply,
respectively,
w ∈ Fact((saa)∗) (6)
or
w ∈ Fact((sac)∗). (7)
We ﬁrst show that (6) cannot hold. By contradiction, assume that it does hold. Since sb is a factor of w, it has to be a
factor of saas as well. We clearly have sb = sa, thus there exist u, v ∈ A∗ and x ∈ A such that saas = uxsbv. The
words u and v are, respectively, a preﬁx and a sufﬁx of s, and |u| + |v| = |saas| − |xsb| = 2|s| + 2 − |s| − 2 = |s|.
Therefore, s = uv and vaau = xuvb. But this is a contradiction, because |vaau|a > |xuvb|a .
Eq. (7) is then satisﬁed. Let u = sacsa. The word sb ∈ Fact(w) has to be a factor of u; since sb is not a sufﬁx
of u, one has either sba ∈ Fact(u) or sbx ∈ Fact(u), with x = a. By Lemma 2, the latter is impossible, because
|sac| = |sbx| = w is a period of u, and |sac|a > |sbx|a . Thus sba is a factor of u, and by Lemma 2 it is a conjugate of
sac. Therefore c = b; by Proposition 4 and Eq. (4) one derives that sab is a standard word of length w. By Lemma 2,
zw is a conjugate of sab, so that by Theorem 10 one obtains w ∈ St . 
For any word w, a factor u of w is called left special if there exist two distinct letters a and b such that au and bu are
factors of w. One can deﬁne Lw as the minimal integer k for which w has no left special factor of length k. We remark
that, by symmetrical arguments, one can prove a result analogous to Proposition 13, namely, if w = Lw + 1, then
w ∈ St .
Example 14. The word w = abbab has minimal period w = 3 and Rw = 2, therefore it is Sturmian. The word
v = aabba is not Sturmian, and indeed v = 4 > 3 = Rv + 1 = Lv + 1. However, for u = aabab ∈ St one has
u = 5 > 4 = max{Ru,Lu} + 1.
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Theorem 15. A ﬁnite nonempty word w is Sturmian if and only if
w = Rz2w + 1. (8)
Proof. Assume (8) holds. By Lemma 3, one has z2w = |zw| = w = Rz2w + 1, so that from Proposition 13 it follows
z2w ∈ St . As w ∈ Fact(z∗w), one obtains w ∈ St by Proposition 8.
Conversely, let w ∈ St . The result is trivial if w = 1, so assume |zw| > 1. By Theorem 10, zw is a conjugate of a
standard word. Since all conjugates of zw are factors of z2w, by (4) and Proposition 4 there exists v ∈ PER such that
vab and vba are factors of z2w, of length w. This means that v is a right special factor of z2w of length w − 2; thus
Rz2w
z2w − 1. By (2), one has z2wRz2w + 1, hence w = z2w = Rz2w + 1 as desired. 
We remark that in the case of palindromes, condition (8) in the preceding theorem can be replaced by the equa-
tion w = Rw + 1. This is a consequence of Proposition 13 and of a property of Sturmian palindromes proved
in [9].
Proposition 16. Let w be a word having minimal period w > 1 and v be its shortest preﬁx such that v = w. Let
ux (x ∈ A) be the sufﬁx of v of length w − 1. One has w ∈ St if and only if there exists a letter y = x such that uy is
a factor of z2w.
Proof. If uy ∈ Fact(z2w), then u is a right special factor of z2w of length w − 2, so that wRz2w + 1. By (2) one has
w = z2wRz2w + 1; thus w = Rz2w + 1 and by Theorem 15 it follows w ∈ St .
Conversely, as shown in the proof of Theorem 10, any word of St has an unbordered factor of maximal length, whose
value is the minimal period of the word. Therefore, one can write v as v = tx with x ∈ A and t < w and t cannot
have unbordered factors of length w since the maximal length of these factors is t . Since v ∈ St , it has an unbordered
factor r of maximal length |r| = v = w. This factor has to be necessarily a sufﬁx of v. Since r is unbordered and
|r| = w > 1, from Propositions 5 and 6 one has r = yux with u ∈ PER and {x, y} = A. By Lemma 2, zw is conjugate
of yux and, by Proposition 4, of xuy. Since xuy ∈ Fact(z2w), the result follows. 
Example 17. Let w = aababaa ∈ St . One has w = 5, z2w = aababaabab, and Rz2w = 4, so that w = Rz2w + 1. The
shortest preﬁx v of w such that v = w is v = aabab. Its sufﬁx of length w − 1 is ub = abab, and ua = abaa is a
factor of z2w.
Let r = baabb /∈ St. One has r = 4, z2r = baabbaab, and Rz2r = 2, so that r > Rz2r + 1. In this case, the shortest
preﬁx v such that v = r is v = r . The sufﬁx ub of v of length 3 is abb, and aba /∈ Fact(z2r ).
3.1. Enumeration of primitive Sturmian words
As an application of preceding results, we give a formula which counts for any n > 1 the ﬁnite primitive Sturmian
words of length n. We need the following:
Lemma 18. The number of words of length n > 0 which are conjugate of standard Sturmian words is 2 if n = 1 and
n(n) for n > 1, where  is Euler’s totient function.
Proof. For n = 1 the result is trivial since the only two words conjugate of standard words are a and b. Let
us suppose n > 1. As is well known (see for instance [3]), the number of standard words of length n > 1 is
given by 2(n). If s is a standard word, by (4) we can write s = vxy with {x, y} = {a, b} and v ∈ PER.
By Proposition 4, s′ = vyx ∈ Stand is a conjugate of s. In the conjugacy class of s there is no other stan-
dard word. Indeed, if t = uxy is a conjugate of s, with u ∈ PER, then |t |a = |s|a and |t |b = |s|b, so that t
and s have the same “slope”; from this it follows that u = v (see for instance [1,3]). Hence, in each conjugacy
class of a standard word of length n > 1 there are exactly two standard words. Thus, the number of these conju-
gacy classes is (n). Since any standard word is primitive, in any class there are n words. From this the assertion
follows. 
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Proposition 19. For any n > 1, the number of primitive ﬁnite Sturmian words of length n is given by
n∑
i=1
(n + 1 − i)(i) − ∑
d|n
d =n
d(d).
Proof. Let w be a non-primitive Sturmian word of length n > 1. The word w can be written uniquely as w = uk , with
u ∈ (A∗) and k > 1. Moreover, from Lemma 3 one has zw = u; by Theorem 10, u is a conjugate of a standard word.
Since |w| = k|u|, the integer |u| is a proper divisor of n. Conversely, if u is a conjugate of a standard word, then by
Proposition 8 one has that uk ∈ St for any k.
The number of primitive Sturmian words of length n is then obtained by subtracting from card(St ∩An) the number
of words conjugate of a standard word whose length is a proper divisor of n. It is well known (see for instance [3]) that
the number of all ﬁnite Sturmian words of length n is given by the following formula:
card(St ∩An) = 1 +
n∑
i=1
(n + 1 − i)(i).
From Lemma 18 it follows
card(St ∩ (A∗) ∩An) = 1 +
n∑
i=1
(n + 1 − i)(i) −
⎛
⎜⎝ ∑
d|n
d =n
d(d) + 1
⎞
⎟⎠ ,
which proves the assertion. 
4. Algorithms recognizing ﬁnite Sturmian words
The problem of ﬁnding efﬁcient algorithms for testingwhether a ﬁnite word is Sturmian is of fundamental importance
in discrete geometry for several applications such as pattern recognition, image processing, and computer graphics.
Several linear-time algorithms have been found by different authors, using various concepts and techniques (cf. [4] and
references therein). In particular, in [5] a linear algorithm which uses methods of elementary number theory is given,
and in [2,13] linear algorithms based on methods of discrete geometry are provided. In these latter works an essential
role is played by a suitable representation of ﬁnite Sturmian words by triplets of integers introduced in [14].
In this section, we give two new and simple linear algorithms for the recognition of Sturmian words, which are based
on the combinatorial results on words obtained in the previous section.
A ﬁrst algorithm to recognize whether a word w of length n is Sturmian can be carried out, by Proposition 7 and
Theorem 10, in the following three steps.
(1) Determine the fractional root zw of w.
(2) Compute the Lyndon word  and the anti-Lyndon word ′ in the conjugacy class of zw.
(3) Compare  and ′ and check whether they have the same proper median factor of maximal length.
Step 1 can be executed in linear time; in fact, there exists an algorithm to determine the minimal period w (as well
as the minimal periods of all preﬁxes of w) which runs in linear time [16]. Therefore, also the fractional root zw
can be generated in linear time. As regards to step 2, to determine the Lyndon word in the conjugacy class of zw
requires O(|zw|) time (see [16]). The same occurs for the anti-Lyndon word. Step 3 trivially requires O(|zw|) time. In
conclusion, the preceding algorithm allows one to recognize whether a word is Sturmian or not in linear time.
A second algorithm can be developed as follows, by using Proposition 16.
(1) Determine the fractional root zw of w.
(2) If |zw| = 1, then w ∈ St ; if alph(zw) contains more than two letters, then w /∈ St .
(3) Find the shortest preﬁx v of w such that v = w.
(4) Take the sufﬁx ux of v of length w − 1, with x ∈ alph(zw).
(5) Verify if uy (with y ∈ alph(zw), y = x) is a factor of z2w.
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As we have already discussed, steps 1 and 3 can be executed in linear time. Steps 2 and 4 trivially require O(n) time,
and step 5 can be carried out by a linear-time pattern matching procedure (see for instance [16]). In conclusion, the
proposed algorithm runs in linear time.
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