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Abstract 
Sign language animations can lead to better accessibility of information and services for people who 
are deaf and have low literacy skills in spoken/written languages.  Due to the distinct word-order, 
syntax, and lexicon of the sign language from the spoken/written language, many deaf people find it 
difficult to comprehend the text on a computer screen or captions on a television.  Animated characters 
performing sign language in a comprehensible way could make this information accessible.  Facial 
expressions and other non-manual components play an important role in the naturalness and 
understandability of these animations.  Their coordination to the manual signs is crucial for the 
interpretation of the signed message.  Software to advance the support of facial expressions in 
generation of sign language animation could make this technology more acceptable for deaf people. 
In this survey, we discuss the challenges in facial expression synthesis and we compare and 
critique the state of the art projects on generating facial expressions in sign language animations.  
Beginning with an overview of facial expressions linguistics, sign language animation technologies, 
and some background on animating facial expressions, a discussion of the search strategy and criteria 
used to select the five projects that are the primary focus of this survey follows.  This survey continues 
on to introduce the work from the five projects under consideration.  Their contributions are compared 
in terms of support for specific sign language, categories of facial expressions investigated, focus range 
in the animation generation, use of annotated corpora, input data or hypothesis for their approach, and 
other factors.  Strengths and drawbacks of individual projects are identified in the perspectives above.  
This survey concludes with our current research focus in this area and future prospects. 
   4 
1 Motivation 
Deaf adults who use sign language as a primary means of communication may have low literacy skills 
in written languages due to limited spoken language exposure and other educational factors.  For 
example, in the U.S., standardized testing has revealed that a majority of deaf high school graduates 
(students aged 18 and older) perform at or below fourth-grade English reading level (typically age 10) 
(Traxler, 2000).  If the reading level of the text on websites, television captioning, or other media is too 
complex, these adults may not comprehend the conveyed message despite having read the text.  While 
more than 500,000 people in the U.S. use American Sign Language (ASL) as a primary means of 
communication (Mitchell et al., 2006), the number of people using sign language as their first language 
worldwide rises to 70 million (World Federation of the Deaf, 2014).  Fluency in sign language does 
not entail fluency in the written language; sign languages are distinct natural languages with a different 
word order, syntax, and lexicon from spoken and written languages.  Therefore, technology to 
automatically synthesize grammatically correct and natural looking sign language animations from 
written text can benefit this population. 
While videos of human signers are often incorporated in media for presenting information to 
deaf users, there are several reasons to prefer animated sign language avatars.  It is often prohibitively 
expensive to re-film a human performing sign language for information that is frequently updated, thus 
leading to out-of-date information.  Automatically synthesized animations allow for frequent updating 
as well as presenting content that is dynamically generated from a database query.  Assembling video 
clips of individual signs together into sentences does not produce high-quality results.  Animation 
offers additional flexibility through customized signing speed/style, avatar appearance, and view 
perspective.  It preserves author anonymity through the use of avatars and enables the collaboration 
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between multiple authors for scripting a message in sign language.  For these reasons, many 
accessibility researchers favor sign language animations for presenting information to deaf users.  For 
example, Adamo-Villani et al. (2005) investigated digital lessons annotated with ASL animation and 
signing avatars to improve the mathematical abilities of deaf pupils, and many researchers used 
animations for the output of their spoken/written to sing language translation system (e.g. Krnoul et al., 
2008; San-Segundo et al., 2012).  However, it is still challenging for modern sign language animation 
software to support accurate and understandable signing via virtual human characters. 
State of art sign language animation tools focus mostly on accuracy of manual signs rather than 
facial expressions.  However, the production of grammatical facial expressions and head movements 
coordinated with specific manual signs is crucial for the interpretation of signed sentences.  For 
example, in ASL there is a significant difference in deaf users’ comprehension of animations when 
linguistically and emotionally meaningful facial expressions are supported (Huenerfauth et al., 2011). 
This survey reviews the literature on facial expression synthesis for animations of sign languages 
from different countries and regions, with the goal of understanding state of the art methods presented 
in the selected papers.  The rest of this section introduces the reader to different facial expression 
categories encountered in sign language and briefly discusses animation technologies for sign 
language.  Section 2 provides background on main aspects for synthesis of facial expressions in sign 
language animations such as parameterization of the avatar’s face, extraction techniques for obtaining 
facial features from native signers, and evaluation methodologies.  Both sections 1 and 2 familiarize 
the reader with the vocabulary in this research area and they outline the axes of our analysis with a 
comparison of the projects examined in this literature survey.  Section 3 describes the literature search 
strategy and the evaluation criteria for the selection of the projects and their representative papers, 
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which are the primary focus of this survey.  The five projects under consideration are introduced in 
Section 4; they are further compared in terms of support for specific sign language, categories of facial 
expressions investigated, focus range in the animation generation, use of annotated corpora, input data 
or hypothesis for their approach, and other factors.  Finally, Section 5 presents conclusions and future 
prospects. 
1.1 Facial Expressions in Sign Language  
This section will provide an overview of facial expressions categories in sign language.  In order to 
critique facial expression synthesis technologies for sign language animations in the next sections of 
this survey, it is useful to define several types of facial expressions that occur in signing and provide 
the reader with few examples for each category to better understand their dynamics and their 
coordination to the manual signs.  It is often their difference in the scope of manual signs and the way 
they synchronize with them that make them also differ in the challenges one faces when synthesizing 
an animated performance.  Facial expressions, such as furrowed or raised eyebrows, pursed lips, and 
movements of the head and upper body, reveal significant linguistic information in most sign 
languages.  They may also indicate the grammatical status of phrases or entire sentences.  In particular 
we can group these non-manual behaviors of the signer into four classes based on their linguistic level 
(e.g. for ASL Reilly and Anderson, 2002).  We use an example from American Sign Language to 
demonstrate each of the cases. 
Lexical: A lexical facial expression usually involves mouthing, mouth patterns derived from the 
spoken language.  The co-occurrence of such an expression distinguishes the meaning of two or more 
identical single lexical signs.  E.g. the only difference between the ASL signs NOT-YET and LATE is 
the use of the ‘TH’ facial expression where the tongue is slightly protruding between the teeth (Reilly 
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and Anderson, 2002).  Figure 1 illustrates both signs as performed in the HANDSPEAK.COM 
dictionary. 
 
Figure 1: Example of ASL facial expression in lexical level (a) NOT-YET and (b) LATE signs.  (source: 
www.handspeak.com) 
Modifier or Adverbial: This facial expression often co-occurs with a predicate to semantically 
modify the meaning of the manual predicate.  E.g. the mouth morpheme ‘OO’, ‘MM’, and ‘CHA’ can 
describe the size small, average, and huge, respectively.  Figure 2 illustrates an example of these 
modifiers in the phrase while describing the size of a book. 
 
Figure 2: Example of adverbial ASL facial expressions: (a) ‘OO’ the book has a small number of pages, (b) ‘MM’ 
the book has an average number of pages, and (c) ‘CHA’ the book is thick in pages.  (source: www.handspeak.com) 
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Syntactic: This type of expression conveys grammatical information during entire syntactic 
phrases in a sign language sentence and is thus constrained by the timing and scope of the manual 
signs in a phrase (Baker-Shenk, 1983).  A sequence of signs performed on the hands can have different 
meanings, depending on the syntactic facial expression that co-occurs with a portion of the sentence.  
E.g., the only way that a yes/no-question, a topic, or a negation (in sentences where the NOT sign is 
not used) is conveyed in ASL is with non-manual components, such as the face and head movement, as 
illustrated in Figure 3.  Non-manual components are also important when performing a WH-word 
question (question phrases like ‘who,’ ‘what,’ etc.) or a negation with the NOT sign. 
 
Figure 3: Still images with each image illustrating a moment when a particular facial expressions is occurring: (a) 
YN-Question, (b) Topic, and (c) Negation. 
Figure 4 shows an example where two ASL sentences with identical sequence of manual signs 
are interpreted differently based on the accompanying facial expressions illustrated in Fig. 3. 
       
Figure 4: Differentiating (a) an ASL statement from: (b) an ASL question, (c) an ASL question with topic the 
doctor, (d) an ASL question with negation based on the associated facial expression. 
Paralinguistic: This group of facial expressions includes affective behaviors (e.g. emotions) and 
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prosodic behaviors such as emphasis and presentation of new information and old information.  These 
facial expressions are not linguistically constrained in time by the manual signs and their scope can 
vary over the signed passages. 
 
Figure 5: Still images with each image illustrating a moment when a particular facial expressions is occurring: (a) 
angry, (b) sad, and (c) ironic. 
1.2 Animation Technologies in Sign Language 
Animations of sign language refer to coordinated simultaneous 3D movements of an animated human-like 
character’s body such as hands, shoulders, head, and face while conveying a message in sign language.  
One way to produce sign language animations would be for a skilled animator (fluent in that language) to 
create a virtual human using general-purpose 3D animation software based on motion capture data a native 
signer, as illustrated by the example in Fig. 6a.  Since this is time-consuming and largely dependent on the 
3D animator’s skill, researchers study automated techniques.  The most automated approach is to develop 
“generation” software to automatically plan the words of a sign language sentence based on some input.  
For instance, in an automatic translation system, the input could be a written text or the output of a speech 
recognition system, which must be translated into sign language.  While some researchers have investigated 
sign language generation and translation technologies (e.g. Lu, 2013), the state-of-the-art is still rather 
limited due to the linguistic challenges inherent in planning sign language sentences (Huenerfauth and 
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Hanson, 2009).  A less automated approach for producing sign language animation is to develop 
“scripting” software allowing a human to efficiently “word process” a set of sign language sentences, 
placing individual signs from a dictionary onto a timeline to be performed by an animated character.  Such 
tools, e.g., VCom3D (DeWitt et al., 2003), EMBR (Heloir and Kipp, 2009), and JASigning (Jennings et al., 
2010), can make use of pre-built dictionaries of sign animations.  They incorporate software for automating 
selection of the transition movements between signs, and other detailed, and time-consuming to specify, 




Figure 6: Example of ASL animations produced by (a) a 3D animation artist using motion capture data over a few 
months (source: Hurdich, 2008) and (b) an ASL signer using the VCOM3D “scripting” software within a few minutes. 
The linguistic complexity of sign languages and their use of the 3D space makes developing 
animation technologies challenging e.g., classifiers (e.g., Huenerfauth, 2006), inflective verbs (e.g., Lu, 
2013), role shifting (e.g., McDonald et al., 2014), and facial expressions that communicate essential 
information during sentences, which are the topic of this survey.  There has been recent work by 
several groups to improve the state-of-the-art of facial expressions and non-manual signals for sign 
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language animation.  For example, Wolfe et al. (2011) used linguistic findings to drive eyebrow 
movement in animations of interrogative (WH-word) questions with or without co-occurrence of 
affect.  Schmidt et al. (2013) used clustering techniques to obtain lexical facial expressions.  Gibet et 
al. (2011) used machine-learning methods to map facial motion-capture data to animation blend-
shapes.  These papers and others will be the primary focus of this literature survey, with the main 
discussion beginning in Section 4. 
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2 Background on Synthesis of Facial Expression Animations 
Recall that the primary goal of this document is to survey state of the art facial expression synthesis 
systems for sign language animation.  In order to critique and compare these systems (Section 4), we 
provide some background information about facial animations, how they can be driven by data 
extracted from native signers, and how they can be evaluated. 
When synthesizing sign language animations, we often need to generate a novel animation by 
assembling a sequence of individual glosses (stem form of English one-word equivalents for each ASL 
sign) from a prebuilt dictionary; each gloss usually has its own typical duration, which together with 
intervening pauses is used to determine a timeline for the full performance.  It is important to 
emphasize that, for most expressions, adding facial expression performance to such animation is not a 
simplistic stretching or compressing of some recorded features for a human’s face, such as motion-
capture.  Instead, careful synchronization of the two timelines is required.  For example, there is 
additional intensity of the facial expression and head movements at the ending gloss ‘WHAT’ in the 
wh-word question ‘YOUR NAME WHAT’.  Many phrases with syntactic facial expressions begin, 
end, or include a word/gloss that has a special relationship to the facial expression being performed.  
This requires a good facial parameterization allowing detailed control of the face in a timeline as well 
as a good technique for extracting facial features from recordings of native signers.  Moreover, 
researchers must incorporate a good evaluation methodology involving native signers for assessing 
modeling and synchronization. 
This chapter will discuss key background topics (parameterization, facial features tracking, and 
evaluation methods) providing some nuance for the literature survey in chapter 4.  In that later chapter, 
the terminology and background concepts introduced in this chapter will be used to critique prior 
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research on sign language facial expression animation. 
2.1 Facial Parameterization 
By the term “facial parameterization,” we refer to a method of representing the configuration of a 
human face, using a particular set of values to specify the configuration.  Some parameterizations are 
more intuitive or elegant, and some use a more concise set of variables.  Facial parameterization plays 
an important role for both the quality of data extracted from human recordings and the level of controls 
for the 3D avatar in the animations.  A mapping between the two is required to directly drive 
animations from recordings of human signers. 
This could be achieved manually, by animators creating equivalent facial controls, similar to 
“rigging,” in which a particular value is defined which has a pre-determined effect on a set of vertices 
that are on a region of the geometric mesh of the surface of the virtual human’s face.  The process of 
defining a subset of vertices that are affected by one of these rigging controls (and how they are 
affected) is often referred to as “creating a blendshape” for an animated face.  Skilled 3D animation 
artists are able to define these relationships between a rigging control and a region of a virtual human’s 
face such that the resulting movements are useful for animation and appear natural. 
Alternatively, a parameterization could be determined automatically, by learning the weights of 
the blendshapes for each of the extracted features and their corresponding deformations.  A 
characteristic example in the area of sign language is the work of Gibet et al. (2011), which is 
discussed in greater detail in Section 4.2.  It is important that the level of parameterization should be 
detailed enough to allow for modeling of co-occurring facial expressions and allow synchronization 
with the head, torso, and manual movements. 
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2.1.1 Facial Action Coding System (FACS) 
FACS, adopted by Ekman and Friesen (1978), describes the muscle activity in a human face using a 
list of fundamental actions units (AUs).  AUs refer to the visible movements affecting facial 
appearance and are mapped to underlying muscles in a many-to-many relation.  For example, AU12 is 
named Lip Corner Puller and corresponds to movements of the zygomaticus major facial muscle as 
shown in Fig. 7.  FACS has been adopted by many facial animation systems (e.g. Weise et al., 2011).  
However, in computer vision, automatic detection of AUs receives low scores in the range of 63% 
(Valstar et al., 2012).  Some inherent challenges of FACS are a) some AUs affect the face in opposite 
direction thus conflicting with each other, and b) some AUs hide the visual presence of others. 
a      b  
Figure 7: A FACS action unit example: (a) AU12 Lip Corner Puller (source: ISHIZAKI Lab) mapped to (b) 
zygomaticus major facial muscle (source: Wikipedia). 
2.1.2 MPEG-4 Facial Animation (MPEG-4 FAPS) 
The MPEG-4 compression standard (ISO/IEC 14496-2, 1999) includes a 3D model-based coding for 
face animation specified by 68 Facial Animation Parameters (FAPs) for head motion, eyebrow, nose, 
mouth, and tongue controls that can be combined for representing natural facial expressions.  The 
values of these parameters are defined as the amount of displacement of characteristic points in the 
face from their neutral position (Fig. 8a) normalized by scale factors (Fig. 8b), which are based on the 
proportions of a particular human (or virtual human) face.  Thus, the use of these scale factors allows 
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for interpretation of the FAPs on any facial model in a consistent way.  For example, FAP 30 is named 
“raise_l_i_eyebrow” and is defined as the vertical displacement of the feature point 4.1 (visible in Fig. 
8a) normalized by the scale factor ENS0 (Fig. 8b).  MPEG-4 facial animation allows for an integrated 
solution for performance-driven animations, where facial features are extracted from the recording of 
multiple humans and applied across multiple MPEG-4 compatible avatars. 
a b  
Figure 8: MPEG-4 facial animation (a) feature points and (b) scale factors. 
2.1.3 Proprietary Facial Parameterization 
Driven by particular research questions and phenomena to be investigated, researchers have often 
adopted proprietary parameters to describe facial movements.  For example, some sign language 
linguists have used normalized eyebrow height without distinguishing between the left and right 
eyebrow or between the inner, middle, and outer points of the eyebrow (Grossman and Kegl, 2006).  
Computer science researchers investigating the facial movement during lexical facial expressions have 
adopted similar approaches.  Schmidt et al. (2013) tracked higher level of facial features such as mouth 
vertical and horizontal openness, left and right eyebrow states.  A limitation was the sensitivity of the 
features to the facial anatomy of the recorded person. 
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2.2 Facial Features Extraction 
The discussion above focused on parameterization of the face from the perspective of synthesizing an 
animation; however, for much research on sign language facial expressions, it is also important to 
consider techniques for analyzing the performance of human signers and automatically extracting 
facial movement features.  To analyze facial expressions in videos of native signers, researchers have 
adopted marker and marker-free techniques that allow extraction of facial features and their dynamic 
changes in time. 
Motion capture is one representative approach for obtaining facial features in 3D space using 
markers, which are typically small reflective or specially colored dots that are affixed to key locations 
on the performer’s face.  Gibet et al. (2011) have favored this approach to drive animations with facial 
expressions in French Sign Language.  One drawback of this approach is that it prevents reuse of 
videos of native signers because the video recordings that are collected require that “dots” are affixed 
to the human performer’s face, thereby making these videos ill-suited to some types of research uses.  
Given the scarcity of video corpora for sign language, it is desirable that collected video corpora be 
suitable for many types of research. 
There are some marker-free approaches for tracking the face of a human performer in a video to 
extract key movement features.  At the most manual end of the spectrum, many linguists have watched 
videos of native signers and manually recorded the changes in the performers’ face e.g. Grossman and 
Kegl (2006), and Weast (2008).  Advances in the field of computer vision have made it possible to 
automate this process using statistical modeling and machine learning techniques.  Schmidt et al. 
(2013) used active appearance models to obtain mouth patterns for lexical facial expressions in 
German Sign Language.  Some limitations of this approach are that it requires training for each person, 
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the results are not signer independent, and it does not compensate for obstacles in front of the face, a 
frequent phenomenon in sign language with the hands performing in the face area.  Quick recovery 
from temporary loss of track due to occlusion has been investigated for ASL (Neidle et al., 2014) and 
MPEG-4 compliant face tracking systems are often adopted for signer independent data (e.g. Visage 
Technologies, 2014). 
2.3 Evaluation of Facial Expressions in Sign Language Animations 
Evaluation approaches are one of the main comparison axis for the papers described in this survey.  
This section discusses the importance and challenges in user studies evaluating synthesized facial 
expressions thus setting the critique ground for Section 4 to follow.  The overall objective of research 
on facial expression generation in sign language animation is to increase the naturalness and 
understandability of those animations, ultimately leading to better accessibility of information for 
people who are deaf with low English literacy.  A common agreement among researchers is the 
importance of involving native signers in the evaluation process (Gibet et al., 2011; Wolfe et al. 2011; 
Kipp et al., 2011b).  However, sign language synthesis is a relatively new field; therefore few 
researchers have explicitly discussed methodological aspects when evaluating their work.  To evaluate 
their animation synthesis approaches, they typically ask native signers to view stimuli animations and 
then answer subjective Likert-scale questions (e.g., Wolfe et al., 2011), respond to comprehension 
questions (e.g., Huenerfauth, 2008), provide comments (e.g., Ebling and Glauert, 2013), write down 
the perceived message (e.g., Cox et al., 2002), or re-perform the perceived sign language passage (e.g., 
Kipp et al., 2011a).  A side-by-side comparison between animations under different conditions (e.g. 
Huenerfauth and Lu, 2010) or between videos and animations (e.g. Krnoul et al., 2008) is often 
adopted. 
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There are a few challenges tied specifically to the evaluation of facial expressions in sign 
language animations.  First, signers may not consciously notice a facial expression during a sign 
language passage that serves as stimuli in the user study (Huenerfauth et al., 2011).  While participants 
may understand the meaning of the sentence as conveyed by both the manual signs and the face, they 
may not be overtly conscious of having seen the particular categories of facial expressions involved.  
Second, some of the facial expressions described in Section 1.1 can affect the meaning of sign 
language sentences in subtle ways (Kacorri et al., 2013c), thereby making it difficult to invent stimuli 
and questions that effectively probe a participant’s understanding of the information conveyed 
specifically by the signer’s face.  This is often the case when measuring whether the participants have 
successfully understood the correct degree for facial expressions that can convey information in 
matters of degree by controlling the intensity of facial movements, e.g. for emotional facial 
expressions.  Another challenging case is when a facial expression may affect the implications that can 
be drawn about the sentence but not the superficial meaning of the sentence.  For example, two 
different implications can be made when an ASL signer performs “I didn’t order a pizza” while the 
basic information is the same.  With facial prominence on the sign “pizza,” it could indicate that the 
signer placed an order, but for something else.  On the other hand, if the sign “I” is performed with a 
cluster of non-manual behaviors (including frowning and head tilt,) it could indicate that the signer 
believes someone else ordered the pizza. 
We summarize the main methodological issues related to the evaluation of facial expression 
synthesis in sign language animations: 
! Screening Protocols: How do we screen for participants that are native signers? A first approach is 
to ask them directly.  However, this could be challenging given that signing fluency is often 
misinterpreted as being a member of the Deaf Community.  Instead, researchers elicit participants’ 
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signing skills through detailed questions about the age they first started signing and other sign 
language exposure factors such as education, family members, and social groups (e.g. Huenerfauth 
et al., 2008) 
! Stimuli Design: How do we invent short scripts of sign language stimuli that contain specific 
linguistic phenomena of interest? This methodological aspect poses questions about the degree and 
the phases of the design process where native signers are involved.  A challenging requirement is 
that the meaning of the script must be disambiguated when the facial expression is performed 
correctly and perceived as thus by the participants.  Difference in participants comprehension can 
be observed between stimuli that are invented originally as sign language sentences and those 
invented first as written/spoken language and then translated in sign language (e.g. Kacorri et al., 
2013c). 
! Comprehension Questions Design: How do we engineer comprehension questions that capture 
participants misunderstanding of the stimuli if the facial expression is not correctly perceived? This 
methodological issue is closely tied to the stimuli design process.  It is important that the format of 
the comprehension questions and the answer choices be accessible to the participants.  
Comprehension questions are often presented as sign language animations or video recordings of a 
native signer (e.g., Schnepp and Shiver, 2011; Huenerfauth and Lu, 2010).  The answer could be 
multiple choices in a range from “Definitely Yes” to “Definitely No” (e.g., Huenerfauth and Lu, 
2010), images and photos to enable participation by signers with limited English skills 
(Huenerfauth and Lu, 2012), or open-ended answers performed in sign language (Schnepp and 
Shiver, 2011). 
! Upper Baseline: What type of upper baseline should be presented in the evaluation study? For 
more meaningful results that are independent of the difficulty of comprehension and subjective 
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questions, researchers often compare their synthesized animations to those produced manually by 
native signers or video recordings of human signers.  Both are considered as a sought “ideal” to be 
achieved with their synthesis approach.  However, the choice of this upper baseline may affect the 
obtained results (Kacorri et al., 2013b).  For example, the comparison of animations focusing on 
the synthesis of the face to videos that incorporate other linguistic phenomena not under evaluation 
could be unfair and thus direct participants’ attention in the wrong direction. 
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3 Literature Search Strategy  
Sign language animation synthesis from a computer science perspective is still in its initial stages and 
involves a research community of a small size.  One faces two main challenges when surveying such a 
narrow topic as the facial expression generation within this area. 
First, it is difficult to locate publications in sign language animation that contain enough details 
about facial expressions.  This is partially because to date few researchers investigate facial expression 
generation in depth as a separate topic.  Often advancement in this subarea is sparsely mentioned 
through multiple documents and as a part of a bigger system or new approach in sign language 
animations.  Traditional sign language animation work focuses on different linguistic aspects of 
manual movements and machine translation of spoken languages into sign language within a restricted 
domain.  A three-step literature search strategy identified relevant studies published from 2000 to 
2014.  First, searches in online libraries (e.g. ACM) and publications search engines (e.g. Google 
scholar) were conducted.  The search terms used were facial expressions, non-manuals, sign language, 
animation, synthesis, and evaluation.  Second, the reference list from every item identified in these 
searches was reviewed for any additional references that were not found in the search.  Third, manual 
searches for dissertations, patents, tutorials, and presentations related to terms of interest found in the 
above items (such as authors names and project titles) were conducted for more detailed description of 
the approach adopted and data sources used. 
A second challenge faced by our survey was identifying the research boundaries based on which 
facial animation research in the literature would qualify for a coherent presentation and critique.  We 
narrowed the pool of related research work that had been located in the literature by screening the 
papers and their projects according to criteria such as the linguistic level of supported facial 
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expressions, details on facial parameterization, use of data from recordings of native signers, 
adaptation of experimental procedures for the evaluation of their approaches, and other aspects 
discussed in the preliminary sections of this survey.  Superficial differences such as a particular sign 
language, domain, or animation technology were not included in the research boundaries used to 
screen the papers. 
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4 Critique and Comparison of Selected Work 
To the author’s knowledge, currently, there are five notable sign language animation generation 
projects that incorporate facial expression; these projects have been based in the United Kingdom, 
United States, France, Germany, and Austria.  In the following discussions, this survey will compare 
and critique representative papers from these projects, which fit the selection criteria presented in the 
previous sections of this survey.  To help manage the paper discussion, the papers will be grouped and 
assigned a nickname (in bold font below) based on their project’s name or a prominent feature of their 
approach.  They will be discussed in the following order: 
• HamNoSys-based: Elliott et al. (2004), Jennings et al. (2010), and Ebling and Glauert (2013) 
focus on automatically synthesizing sign language animations from a high-level description of 
the signs and facial expressions in terms of HamNoSys transcription system. 
• VCOM3D: DeWitt et al. (2003) patent is about a character animation system with support for 
facial expressions that allows a human to efficiently “word process” a set of ASL sentences. 
• DePaul: Wolfe et al. (2011) and Schnepp et al. (2012) used linguistic findings to drive eyebrow 
movement in animations of syntactic facial expressions with or without co-occurrence of affect; 
• SignCom: Gibet et al. (2011) used machine-learning methods to map facial motion-capture 
data from sign language performance to animation blend-shapes; 
• ClustLexical: Schmidt et al. (2013) used clustering techniques to automatically enhance a 
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Table 1: Comparison of state-of-the art approaches on sign language animation with facial expressions. 
Project	   HamNoSys-­‐based	   VComD	   DePaul	   SignCom	   ClustLexical	  
Which	   sign	  
language?	  
Sign	   Language	  
(language	  
independent)	  
American	   Sign	  
Language	  
American	   Sign	  
Language	  
French	   Sign	  
Language	  
German	   Sign	  
Language	  
What	   is	   the	  
linguistic	   level	   of	  
the	   supported	  
facial	  
expressions?	  
Lexical,	   Modifiers,	  
Syntactic	   and	  
Paralinguistic	   Facial	  
Expressions	  
Modifiers,	   Syntactic	  
and	   Paralinguistic	  
Facial	  Expressions	  
Syntactic	   and	  
Paralinguistic	  








Lexical	   Facial	  
Expressions	  
What	   portion	   of	  
the	   animation	  
pipeline	   process	  
is	   this	   project	  
focusing	  on?	  
Generates	   facial	  
expressions	   given	   a	  
higher	   level	   of	  
description	   for	   their	  
shape	  and	  dynamics.	  
Generates	   static	   or	  
repetitive	   facial	  
expressions	   as	   a	  
parallel	   track	   to	   the	  
manual	  signs.	  
Generates	   facial	  
expression	   based	  
on	   linguistic-­‐
driven	  models.	  	  	  
Maps	   motion	  
capture	   data	   to	  
facial	  
blendshapes.	  
Selects	   a	  
representative	   video	  
of	  a	  human	  signer	  to	  
drive	   the	  
corresponding	  
animation.	  
What	   corpus	  was	  
used?	  
N/A	   N/A	   No	   corpus	   (pre-­‐
existing	   linguistic	  
analysis	   of	  
videos)	  
SignCom	   corpus	  
(3	   long	   dialogues	  
with	   narrow	  
vocabulary)	  
RWTH-­‐Phoenix-­‐
Weather	   corpus	  
(annotated	   glosses	  
and	  translations)	  
What	  is	  the	   input	  
for	   the	   modeling	  
of	   facial	  
expressions?	  
Manual	   user	  
selection	   from	   a	   set	  
of	   available	   facial	  
controls.	  
We	   believe	  




Motion	   capture	  
data	   from	   one	  
native	  signers	  
Extracted	   features	  
from	  video	   of	   native	  
signers	   using	   Active	  
Appearance	  Models	  




Mix	   of	   proprietary	  
and	   SAMPA.	   (E.g.	  
both	   eyebrows	  
raised,	   frown,	   left	  
eye	  almost	  closed)	  
Proprietary	  
High	   level	   of	   facial	  
expressions	  
Proprietary	  
(E.g.	   eyebrow	  
height,	  
wrinkling)	  
Facial	   morphs	  
FACS-­‐like	  
Facial	   morphs	  
MPEG-­‐4-­‐like	  
How	   is	   the	   facial	  
expression	   time-­‐
adjusted	   to	   the	  
manual	  signs?	  
User	  defined	   Static	   key-­‐frame	   or	  
repetitive	   with	  
proprietary	  
transition	  rules.	  
Linear	   time	  
warping	   is	  
indicated.	  




were	  not	  animated	  
How	   were	   Deaf	  
people	   involved	  
in	   the	   design	  
process	   or	   their	  
team?	  
Native	   signers	   are	  
involved	   in	   the	  
annotation	   of	   the	  
corpus	   and	   conduct	  
of	  user	  studies.	  
Their	   linguist	   is	   a	  
native	  signer.	  
One	   of	   the	  
authors	   is	   a	  
native	  signer.	  
Composition	  
scenarios	   design	  
by	   a	   sign	  
language	  linguist.	  
Native	   signers	   were	  
involved	   in	   corpus	  
annotation.	  
How	   was	   the	  
approach	  
evaluated?	  
There	   were	   2	  
independent	   user	  
studies	   including	  
comprehensibility	  of	  
facial	  expressions.	  
User	   Study	  
(Information	   about	  
stimuli.,	   experiment	  
setup,	   evaluation	  
metrics,	   etc.	   were	  
N/A)	  
User	  study	   User	  study	   Similarity	   Based	  
Score	   without	   user	  
feedback.	  
Table 1 highlights the similarities and differences of the projects along 9 axes: support for 
specific sign language, categories of facial expressions investigated, the portion of the animation 
generation process studied, use of annotated corpora, input data or hypothesis for their approach, 
details on face parameterization, synchronization of facial expressions to the manual movements, level 
of involvement of Deaf people in the projects, and assessment with and without users.  While Section 1 
and Section 2 discuss the alternatives along most of these axes, it is important to emphasize the level of 
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contribution of Deaf people in the research team.  For example, the early involvement of native signers 
in the stimuli design process can affect the evaluation results (Kacorri et al., 2013c). 
 
Figure 9: Organization of critique of the selected projects on sign language facial expression synthesis. 
Since facial expression synthesis is not the primary research goal for all the projects, we 
merged related information and details of their work from multiple sources such as scientific papers, 
patents, tutorials, and presentations.  For ease of comparison we review their contributions and critique 
their work based on the data sources they used, their approach to support facial expression synthesis, 
and the evaluation methodology and results (Fig. 9). 
4.1 HamNoSys-based 
To represent their data resources, many European projects in sign language synthesis such as ViSiCast 
(Elliott et al., 2004), eSign (Elliott et al., 2007), DictaSign (Efthimiou et al., 2010) have adopted the 
Hamburg Notation System (HamNoSys) (DGS-KORPUS, 2014), a notation system for sign language 
transcription at a “phonetic” level.  The stream of symbols is then parsed into an XML representation, 
Signing Gesture Markup Language (SiGML) (Elliott et al., 2000) that allows further processing of the 
signs to be synthesized in 3D animated avatars.  The incorporation of the facial expressions into this 
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scheme was not part of the original design and begun in the last version (4.0) of HamNoSys.  
Researchers are working on how to best represent the non-manual channel in SiGML and the 
animation software that supports it, e.g. JASigning (Ebling and Glauert, 2013; Jennings et al., 2010).  
Despite their progress, their work always assumes an input describing the sequence of facial 
expressions and changes over one or more signs; so far they have not focused on automatic synthesis 
through inference from multiple data/instances. 
4.1.1 Approach 
Gestural SiGML is an XML representation of the linear HamNoSys notation, with a structure similar 
to that of abstract syntax trees, containing additional information about the speed or duration of 
signing.  In HamNoSys, a sign is transcribed linearly with iconic symbols, extending from 5 to 25 
symbols from 200 “sub-lexical” units that are not language specific, describing its hand shape, 
orientation, location in the 3D space, and a number of actions as illustrated in Fig. 10. 
 
Figure 10: An example of the HAMBURG sing transcribed in HamNoSys.  (source:  Hanke, 2010) 
In HamNoSys 4.0, non-manual information is supported in additional tiers synchronized to the 
manual movements and separated by: Shoulders, Body, Head, Gaze, Facial Expression, and Mouth.  
SiGML follows a similar structure for the representation of non-manuals.  In particular, focusing on 
the face only, the Facial Expression category includes information about the eyebrows, eyelids, and 
nose (Fig. 11a), and the mouth category includes a set of static mouth pictures based on the Speech 
Methods Phonetic Alphabet (SAMPA) (Wells, 1997) to be used for lexical facial expressions, and a 
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second set of mouth gestures irrelevant for speech, e.g. pursed lips, puffing cheeks, that could be used 
for adverbial facial expressions, emotions, and other linguistic and paralinguistic expressions involving 
the mouth (Fig. 11b).  The grouping of the eyebrows, eyelids, and nose in the same tier could 
complicate the modeling of facial expressions where these parts of the phase are not moving in parallel 
and could pose restrictions in co-occurring facial expressions that share some of the parts of the face.  
For example both a happy face and a wh-question involve movements of the eyebrow defined by 
different models. 
a    
b   
Figure 11: Face movement options in JASigning organized by alphanumeric tags for: (a) eyebrows and nose, and (b) 
mouth gestures.  (source:  San-Segundo Hernández, 2010)  
The facial controls available in JASigning (Fig. 11) are manually mapped to a set of detailed 
facial deformations of the avatar (e.g. Fig. 12), called morphs or blendshapes, with information about 
the morphs involved, the amount they should be applied compared to their maximum, and timing 
characteristics such as onset, hold, and release times (Jennings, 2010).  The onset and release of the 
facial movements can be defined as normal, fast, slow, sudden stop, or tense in HamNoSys and 
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similarly in SiGML.  In JASigning these timing profiles are mapped to different parameterized 
interpolations (Kennaway, 2007). 
 
Figure 12: Morph target or blendshape controlling the upper lip movements of a JASigning avatar.  (source: 
Jennings, 2010) 
It seems that the capabilities of SiGML are not fully implemented.  For example, JASigning does 
not allow facial expressions to be applied over multiple signs and does not automatically time-warp 
mouthing to the manual activity of the sign.  In their work Ebling and Glauert (2013) suggested manual 
synchronization of the lower level face controls (morphs) separately for each of the signs to overcome 
the multiple signs coverage issue.  For mouth time-warping problem they had to manually speed-up the 
mouthing over the manual actions of a sign and stretch out the duration of the sign. 
4.1.2 Data Resources 
The preexistence of the sign language corpus transcribed in HamNoSys drove SiGML and the sign 
language animation tools developed around it.  The collection of videos in these corpora is often 
domain oriented, e.g. train announcements (Ebling and Glauert, 2013).  In the last project, Dicta-Sign, 
corpus tasks evolve from transportation route description, description of places and activities, to more 
interactive content such as story telling, discussion, and negotiation (Dicta-Sign, 2014) that have a 
higher presence of facial expressions.  However, as of today, these projects have not focused on 
modeling and automatic synthesis of facial expressions; instead, they have focused on synthesizing 
animations based on human description of each particular facial expressions and manual 
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synchronization with the hand movements.  For example, if you have an ASL sentence and you want it 
to be a Yes/No Question, then you should have the linguistic knowledge on how to select detailed 
movements of the different tiers of the nonmanuals (e.g., the precise tilt of the head and changes on the 
face) and how to synchronize them with the manual signs.  It seems that a corpus, where the facial 
expressions are solely annotated in HamNoSys, cannot be used directly to train models of facial 
movements given that a more fine-grained description of these movements is required over the time 
axis.  For example in HamNoSys, the eyebrow height in a wh-question is described as raised, lowered, 
or neutral over each of the signs in the sentence without specifying dynamic changes within the 
duration of a sign.  To model data-driven natural movements of eyebrows in a wh-question, a greater 
precision to the dynamic changes in eyebrow vertical position at a fine-grained time scale is needed.  
The authors could benefit from computer vision techniques (see Section 2.2) that would allow them to 
extract this information from the training examples in their corpus. 
4.1.3 Evaluation 
Few researchers have conducted user studies to evaluate the results of their SiGML animations with 
facial expressions.  Ebling and Glauert (2013) collected feedback from 7 native signers in a focus-
group setting.  The participants watched 9 train announcements that included facial expressions such as 
rhetorical questions; however, the comprehensibility of the animations was not evaluated (i.e., no 
comprehension questions were asked after displaying the animations).  The study indicated time 
synchronization issues between the facial expressions and the hand movements.  In other work, Smith 
and Nolan (2013) conducted a user study (15 participants) to evaluate emotional facial expressions in 
Irish Sign Language.  They extended JASigning with 7 high level facial morphs corresponding to the 7 
emotions to be evaluated in their study such as happiness, sadness, anger, disgust, contempt, fear and 
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surprise.  The participants watched 5 story segments, originally transcribed in HamNoSys, and 
performed by two avatars with and without facial expressions and answered comprehension questions.  
They found that the enhancement of the avatars with facial expressions did not increase 
comprehensibility (a small decrease was observed instead though not significant).  This could be due to 
the facial movements being inaccurate or due to a lack of other linguistic phenomena such as syntactic 
facial expressions, etc.  The results of their study would have been more useful for future researchers if 
they had included an upper baseline (e.g. the original video of a human signer performing the same 
stimuli) or if they had included some side-by-side comparison.  The addition of such elements would 
have made it easier for future researchers to compare their results to the animation quality of these 
authors. 
4.2 VCOM3D 
VCom3D has designed a commercially available American Sign Language authoring tool, Sign Smith 
Studio (DeWitt et al., 2003; Hurdich, 2008), which allows users to produce animated ASL sentences 
by arranging a timeline of animated signs from a vocabulary (scripted).  The tool offers a list of facial 
expressions that users can arrange in a track parallel to the manual signs.  While this list covers 
adverbial, syntactic, and emotional categories of facial expressions, none of them is flexible in 
intensity nor can they be combined or co-occur, thus limiting the types of fluent ASL sentences that 
can be produced with this software. 
4.2.1 Approach 
Sign Smith Studio includes a library of ASL facial expressions that can be applied over a single sign or 
multiple manual signs one at a time.  Their facial expressions usually consist of one key frame (Fig. 
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13b) or a repetitive movement of few key-frames that are interpolated during the animation (Fig. 13c).  
The time warping of the single key frame facial expression is simply a static face throughout the 
performance of the manual signs.  The facial expressions with two or more key frames are either 
looped or performed once and the last key-frame is held static for the rest of the duration.  The authors 
have a slightly sophisticated approach for the transitions.  The software sentence-scripting interface 
graphically suggests that the start and end time points of a facial expression are aligned with start and 
end points of manual sign(s).  Given that this is not in agreement with ASL, their software applies 
internal transitions rules.  E.g. we notice that syntactic facial expressions start a bit before the first 
manual sign and repetitive facial expressions continue to loop on holds of the manual signs (Fig. 14).  
However, the details of this rules and their inference method are not mentioned in peer-reviewed 
publications. 
Hurdich’s (2008) paper mentions the modeling of 60 facial expressions from VCom3D that vary 
in intensity and that can be combined to form a bigger set of ASL facial expressions.  However, details 
to this implementation and version of the software are not published.  Originally in their patent, the 
mesh model for the face of the avatar is really sparse in vertices as shown in Fig. 13a and this can 
result in poor 3D animations.  For example, in the MPEG4 standard 500 is the minimum number of 
vertices required to support facial expressions (Pandzic and Forchheimer, 2002). 
a   b    c    
Figure 13: VCom3D (a) deformable mesh model of the avatar’s head (source: DeWitt et al., 2003), (b) a topic facial 
expression consisted of one key-frame pose, and (c) a negation consisted of few key-frames in a looping mode. 
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The main limitation of VCom3D’s approach to facial expressions is the lack of sufficient 
expressive control for the facial expressions in their sentence-scripting interface.  The system does not 
allow for overlapping or co-occurring facial expressions.  For example, an animated ASL sentence 
where a yes/no question facial expression applied throughout the sentence cannot convey emotion at 
the same time, include adverbial facial expressions, or a negation.  Such combinations are necessary in 
fluent ASL sentences. 
 
Figure 14: An example of a timing diagram that shows how a facial expression consisted of three key-frames is 
applied to the movements of the hands (linear interpolation between the key-frames, looped time warping, transitions, and 
holds).  (source:  DeWitt et al., 2003) 
4.2.2 Data Resources 
The authors do not explicitly mention the data sources they used to create the facial expressions, 
though it is likely that it was an animator who created them with the guidance of ASL videos where 
these facial expressions were performed and the support of a native ASL signer in the VCOM3D team. 
U.S. Patent Mar. 18,2003 Sheet 12 0f 28 US 6,535,215 B1 
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4.2.3 Evaluation 
Evaluation details are sparsely mentioned in published work from the authors.  From indirect allusions 
to their evaluation that were suggested in several of their publications, it was possible to conclude that 
they tested ASL animations generated by their system in a classroom setting with children of age 5-6 at 
the Florida School for the Deaf and Blind (Sims, 2000).  They mention that English comprehension 
among young Deaf learners was shown to improve from 17% to 67% (Sims and Silverglate, 2002).  
However, the details of this user study are not available in their published work.  In order to obtain 
theses details about their evaluation of the system, this author needed to consult multiple non-peer 
reviewed papers (Sims, 2000; Sims and Silverglate, 2002; Hurdich, 2008) and read between the lines 
to infer what type of evaluations efforts have occurred on this project.  It would be beneficial for the 
field of sign language animation if more of these details were in an easily available, peer-reviewed 
publication. 
4.3 DePaul 
Wolfe et al. (2011) and Schnepp et al. (2010, 2012) focus on American Sign Language facial 
expression synthesis using linguistic-based rules.  An important aspect of their work is that they build 
models for the dynamic eyebrow movements of the facial expressions to be investigated.  However, 
they make no use of raw motion-capture data of facial expressions from recordings of native signers; 
nor do they use statistical analysis or machine learning techniques to drive their animation models and 
algorithms.  Instead, the authors use previous linguistic findings to produce a natural exemplar to 
describe the eyebrow motion in those facial expressions.  In particular, they study brow height in two 
categories of syntactic facial expressions (yes/no questions and wh-word questions) with and without 
the co-occurrence of affective facial expressions such as happiness and anger. 
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4.3.1 Approach 
Given two animation controls for the avatar’s eyebrow movement, ‘brows up’ and ‘brows down’ with 
min and max values (0, 1), an artist created animations that follow exemplar curves that describe the 
motion of the eyebrows separately for wh-question, yes/no-question, happy affect, and angry affect 
based on the researcher’s reading of prior ASL linguistic studies.  Fig. 15 illustrates an example of an 
ASL sentence, where a wh-question follows a topic facial expression.  In the case of co-occurrence of 
the syntactic facial expressions with the affective ones, both curves contribute to the final eyebrow 
movement with 25% compression for the values of the syntactic facial expressions.  The authors 
mention that these curves are not constrained as to length, which indicates that linear time-warping 
may apply when the animation has a different time duration.  However, it seems that the authors have 
not considered all the cases for the syntactic facial expressions.  For example, a wh-question may 
spread over one or multiple glosses, in the beginning or the end of an ASL sentence of varying length, 
and could be affected by the preceding or succeeding facial expression, as well as a co-occurring one 
(Watson, 2010). 
A limitation of their approach to facial expressions is that the authors assume that the eyebrow 
movements are completely symmetrical for both left and right eyebrows.  Further, the authors’ controls 
are not detailed enough, e.g., they do not have separate control for inner, middle, and outer eyebrow 
points, which is needed to produce the full variety of eyebrow movements in ASL.  Also, the authors 
do not mention horizontal movements of eyebrows, which are important e.g. for eyebrow furrowing in 
wh-questions and affection.  To compensate for these limitations, the authors used artistic facial 
wrinkling, which can reinforce the signal being produced by the eyebrows, as illustrated in Fig. 15.  In 
addition, the authors only discuss their work on eyebrow height controls: beyond eyebrow movements, 
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syntactic facial expressions also involve other facial and head parameters, such as head position, head 
orientation, and eye aperture.  For example, while topic and yes/no-questions share similar eyebrow 
movements, they can be differentiated based on the head movements.  However, the authors have not 
extended their animations models for these controls. 
 
Figure 15: The ASL sentence “How many books do you want?” (source: Wolfe et al., 2011) 
4.3.2 Data Resources 
In addition to discussing earlier ASL linguistic research (e.g., Boster, 1996; Wilbur, 2003; and 
Crasborn et al. 2006) that had investigated the contribution of eyebrow movements and their intensity 
in syntactic and affective facial expressions, the authors consolidated the work of Grossman and Kegl 
(2006) and Weast (2008) that provide a greater precision to the dynamic changes in eyebrow vertical 
position (an example is shown in Fig. 16). 
Grossman and Kegl (2006) recorded 2 native signers performing 20 ASL sentences in 6 different 
ways based on the facial expression category to be investigated such as neutral, angry, surprise, 
quizzical, y/n question, and wh-question.  Then they averaged the common eyebrow vertical 
movements (among other features) for each of the facial expression category.  One limitation of 
Grossman and Kegl’s approach (as used by the DePaul researchers), is that Grossman and Kegl could 
have benefited from applying time warping techniques before averaging, since their sentences under 
consideration had different time durations. 
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Wolfe et al. (2011) also based their animation algorithm for handling co-occurrence of syntactic 
and emotional facial expression on the findings of Weast (2008), who found that in the presence of 
some types of emotional affect, the eyebrow height range for the yes/no-questions and wh-questions is 
compressed.  However, it seems that the selection of the numerical compression factor in Wolfe et al. 
(2011) animation algorithm was arbitrary. 
 
Figure 16: Eyebrow height on wh-questions, angry, and quizzical expressions.  (source: Grossman and Kegl, 2006) 
4.3.3 Evaluation 
To test the feasibility of their approach, the authors conducted a user study (Schnepp et al. 2010, 2012) 
with an ASL sentence (shown in Fig. 15) where the wh-question co-occurred with a positive emotion, 
such as happiness, and a negative emotion, such as anger.  Participants were asked to repeat the 
sentence and assign a graphical Likert-scale score for the emotional state and a 1-5 Likert-scale score 
for its clarity.  Both studies were limited to the same, single short stimulus.  A bigger cardinality and 
diversity in the stimuli set (different length sentences, different location of the wh-word, etc.) would be 
a requirement for a statistical analysis.  The authors could also have benefited by including in their 
study a lower baseline to compare with their animations, e.g. a wh-question with neutral emotion state, 
or by including videos of a native signer as an upper baseline for comparison.  These enhancements to 
the study design would have made their results more comparable with future work.  Another 
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methodological concern is that it appears that in Schnepp et al. (2012), the facial expressions of the 
two stimuli (happy vs. angry) did not differ only in their eyebrow position and wrinkling.  They also 
differed in the mouth shapes that conveyed the emotion (Fig. 17).  This would make it rather difficult 
to conclude that the participants perceived the intended affect in animations solely due to the quality of 
the author’s co-occurrence algorithm for the eyebrow movements.  The mouth, a point on the face 
where Deaf people tend to focus during signing (Emmorey et al., 2009), could have driven the results 
instead. 
 
Figure 17: Co-occurrence of wh-question with emotions (source: Schnepp et al., 2012). 
4.4 SignCom 
The SignCom project seeks to build an animation system that combines decomposed motion capture 
data from human signers in French Sign Language.  The system architecture, proposed by Gibet et al. 
(2011), incorporates a multichannel framework that allows for on-line retrieval from a motion-capture 
database of independent information for each of the different parts of the body (e.g., hands, torso, 
arms, head, and facial features) that can be merged to compose novel utterances in French Sign 
Language.  Their focus on synthesis of facial expressions lies at the level of mapping facial mocap 
markers to values of animation controls in the avatar’s face (these puppetry controls for the face are 
sometimes referred to as “blendshapes”), which are designed by an animator to configure the facial 
geometry of the avatar, e.g. vertical-mouth-opening, left-eye-closure. 
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Translating from English to American Sign Language (ASL) 
requires an avatar to display synthesized ASL.  Essential to the 
language are nonmanual signals that appear on the face.    
Previous avatars were hampered by an inability to portray 
emotion and facial nonmanual signals that occur at the same time. 
A new animation system addresses this challenge.  Animations 
produced by the new system were tested with 40 members of the 
Deaf community in the United States. For each animation, 
participants were able to identify both nonmanual signals and 
emotional states.  Co-occurring question nonmanuals and affect 
information were distinguishable, which is particularly striking 
because the two processes can move an avatar’s brows in 
opposing directions.  
Categories and Subject Descriptors 
I.2.7  [Artificial  Intelligence]:  Natural  Language  Processing  –  
language  generati n,  machine  translation;  K.4.2  [Computers 
and Society]:  Social  Issues  –  assistive technologies for persons 
with disabilities.  
General Terms 
Design, Experimentation, Human Factors, Measurement. 
Keywords 
Accessibility Technology, American Sign Language  
 
1. INTRODUCTION 
An automatic English-to-ASL translator would help bridge the 
communication gap between the Deaf and hearing communities. 
Text-based translation is incapable of portraying the language of 
ASL. A video-based solution lacks the flexibility needed to 
dynamically combine multiple linguistic elements. A better 
approach is the synthesis of ASL as animation via a computer-
generated signing avatar. Several research efforts are underway to 
portray sign language as 3D animation [1][2][3][4], but none of 
them have addressed the necessity of portraying affect and facial 
nonmanual signals simultaneously. 
2. FACIAL NONMANUAL SIGNALS 
Facial nonmanual signals appear at every linguistic level of ASL 
[5]. Some nonmanual signals carry adjectival or adverbial 
information.  Figure 1 shows the adjectival nonmanuals OO 
(small) and CHA (large) demonstrated by our signing avatar. 
 
Nonmanual OO – “small size” Nonmanual CHA – “large size” 
Figure 1: Nonmanual signals indicating size 
 
Other nonmanuals operate at the sentence level [6]. For example, 
raised brows indicate yes/no questions and lowered brows indicate 
WH-type (who, what, when, where, and how) questions.   
Affect is another type of facial expression which conveys emotion 
and often occurs in conjunction with signing. While not strictly 
considered part of ASL, Deaf signers use their faces to convey 
emotions [7].  Figure  demonstrates how a face can convey affect 
and a WH-question simultaneously.   
  
WH-question, happy WH-question, angry 
Figure 2: Co-occurrence 
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4.4.1 Approach 
The authors recorded the facial movement of native signers with 43 facial motion capture markers 
(Fig. 18a) resulting in 123 features when considering the marker’s values in the 3D space.  The values 
of the markers (calculated in a common frame) were normalized based on their relative distance to the 
upper nose sensors considered by the authors to remain unchanged during most of the face 
deformations.  To map these features to the values of 50 blendshapes in the geometrical model of their 
avatar the authors considered probabilistic inference and used Gaussian Process Regression to learn the 
corresponding blendshape weights from the mocap values.  As discussed in Section 2, this approach 
wouldn’t be necessary had the facial features been extracted in an MPEG-4 format and used to drive an 
MPEG-4 compatible avatar.  It is also unclear whether this approach would require motion data 
recorded from different signers (different face geometry, signing style, etc.) to be treated separately.  
Also, the use of motion capture sensors is a time consuming approach for recording a big corpus of 
facial expressions when compared to the alternative of applying computer-vision software to pre-
existing video recordings of native signers. 
a       
b  
Figure 18: (a) Motion-capture sensors on a native signer’s face and (b) blended faces of the avatar driven by the 
values of the facial markers.  (source: Gibet et al., 2011) 
6:8 S. Gibet et al.
Fig. 2. Left, our native signer poses with motion capture sensors on her face and hands; right, our virtual
signer in a different pose.
whether or not it cont cts another part of the hand. This calls for notable accuracy in
the motion capture and data animation processes.
Nonmanual components. While much of our description focuses on hand configuration
and motion, important nonmanual components are also taken into account, such as
shoulder motions, head swinging, changes in gaze, or facial mimics. For example, eye
gaze can be used to recall a particular object in the signing space; it can also be
necessary to the comprehension of a sign, as in READ(v), where the eyes follow the
motion of fingers as in reading. In the case of facial mimics, some facial expressions
may serve as adjectives (i.e., inflated cheeks make an object large or cumbersome, while
squinted eyes make it thin) or indicate whether the sentence is a question (raised
eyebrows) or a command (frowning). It is therefore very important to preserve this
information during facial animation.
3.3. Data Conditioning and Annotation
The motion capture system used to capture our data employed Vicon MX infrared
camera technology at frame rates of 100 Hz. The setup was as follows: 12 motion
capture cameras, 43 facial markers, 43 body markers, and 12 hand markers. The photo
at left of Figure 2 shows our signer in the motion capture session, and at right we show
the resulting virtual signer.
In order to replay a complete animation and have motion capture data available for
analysis, several postprocessing operations are necessary. First, finger motion was re-
constructed by inverse kinematics, since only the fingers’ end positions were recorded.
In order to animate the face, cross-mapping of facial motion capture data and blend-
shape parameters was performed [Deng et al. 2006a]. This technique allows us to
animate the face directly from the raw motion capture data once a mapping pattern
has been learned. Finally, since no eye gazes were recorded during the informant’s
performance, an automatic eye gaze animation system was designed.
We also annotated the corpus, identifying each sign type found in the mocap data
with a unique gloss so that each token of a single type can be easily compared. Other
annotations follow a multitier template which includes a phonetic description of the
signs [Johnson and Liddell 2010], and their grammatical class [Johnston 1998]. These
phonetic and grammatical formalisms may be adapted to any sign language and there-
fore the multimodal animation system, which uses a scripting language based on such
linguistics models, can be used for other sign language corpora and motion databases.
ACM Transactions on Interactive Intelligent Systems, Vol. 1, No. 1, Article 6, Pub. date: October 2011.
The SignCom System for Data-Driven Animation of Virtual Signers 6:15
Fig. 10. Results of the facial animation system. Some examples of faces are shown, along with the corre-
sponding markers position projected in 2D space.
In our approach, unknown sites correspond to new facial marker configurations (as
prod ced by the previously described composition process), and the corresponding es-
timated value is a vector of blendshape weights. Since the dimensions of the learning
data are rather large (123 for marker data and 50 for the total amount of blendshapes
in the geometric mo el e used), we rely on an o line approximation method of the
distribution that allows for a sparse representation of the posterior distribution [Csató
and Opper 2002]. As a preprocess, facial data is expressed in a common frame that
varies minimally with respect to face deformations. The upper-nose point works well
as a fixed point relative to which the positions of the other markers can be expressed.
Secondly, both facial mocap data and blendshape parameters were reduced and cen-
tered before the learning process.
Figure 10 shows an illustration of the resulting blended faces along with the different
markers used for capture.
4.5. Eye Animation
Our capture protocol was not able to capture the eye movements of the signer, even
though it is well-known that the gaze is an important factor of nonverbal communica-
tion and is of assumed importance to signed languages. Recent approaches to model
this problem rely on statistical models that try to capture the gaze-head coupling
[Lee et al. 2002; Ma and Deng 2009]. H wever, those metho s only work for a limited
range of situations and are not adapted to our production pipeline. Other approaches,
like the one of Gu and Badler [2006], provide a computational model to predict visual
attention. Our method follows the same line as we use a heuristic synthesis model that
takes the neck’s motion as produced by the composition process as input and generates
eye gazes accordingly. First, from the angular velocities of the neck, visual targets are
inferred by selecting times when the velocity passes below a given threshold for a given
time period. Gazes are then generated according to those targets such that eye motions
anticipate neck motion by a few milliseconds [Warabi 1977]. This anticipatory mech-
anism provides a baseline for eye motions, to which glances towards the interlocutor
(camera) are added whenever the neck remains stable for a given period of time. This ad
hoc model thus integrates both physiological aspects (modeling of the vestibulo-oc lar
reflex) and communication elements (glances) by the signer. Figure 11 shows two ex-
amples of eye gazes generated by our approach. However, this simple computational
model fails to reproduce some functional aspects of the gaze in signed languages, such
as r fere cing elements in the signing space. As suggested in the foll wing eval at on,
this factor was not critical with regards to the overall comprehension and believ-
ability of our avatar, but can be an area of enhancement in the next version of our
model.
ACM Transactions on Interactive Intelligent Syste s, Vol. 1, No. 1, Article 6, Pub. date: October 2011.
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In our understanding, the authors are not capturing or rendering any tongue movements that are 
important for the understandability of lexical facial expressions that involve mouthing.  Even though 
the authors used 12 motion capture cameras, marker-occlusion may occur and thus this is a limitation 
to the quality of the retrieved data.  The focus of their work in facial expressions is limited to playing 
pre-recorded face motion in their avatar (puppetry) and does not include any synthesis aspect or 
statistical modeling of the recorded facial expressions. 
4.4.2 Data Resources 
The facial expressions were obtained from the SignCom corpus (Duarte and Gibet, 2010), a collection 
of three scripted elicitation sessions, each including about 150-200 signs with a narrow vocabulary 
(~50 unique signs).  The narratives were designed to obtain multiple occurrences of particular signs.  
However, the authors do not refer to details of the facial expressions covered, e.g. types of facial 
expressions and their co-occurrence.  Another limitation of this corpus is that only one native signer is 
recorded performing all the sentences.  Thus, the facial performances that are obtained from the dataset 
could be peculiar to this signer’s facial movement style. 
4.4.3 Evaluation 
The authors conducted a web-based user study with 25 participants to evaluate the facial expressions 
that were directly driven by the motion capture data using Gaussian Process Regression.  They 
compared their animation to manually synthesized facial expressions (as an upper baseline) and to a 
neutral static face without facial expressions (as a lower baseline).  Given three FSL passages, 
participants were shown three pairs of animations and were asked to select the one they preferred and 
to explain their choice.  When comparing their approach to the upper baseline, the authors did not 
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notice an important difference.  However, the authors do not mention which categories of facial 
expressions were included in the stimuli.  For example, the lack of syntactic meaningful facial 
expressions in the stimuli could explain why the scores for animations with facial expressions were not 
that different from the one with a static face.  A limitation of this study is the small number of stimuli 
used.  Given a greater cardinality and diversity in the set of stimuli used in the study, the results 
obtained could be considered more generalizable to sentences beyond those specifically appearing in 
the study.  Last but not least, their user study did not include comprehension questions, an evaluation 
approach that is often adopted in user studies of sign language animation synthesis (discussed in 
Section 2.3) 
4.5 ClustLexical 
Schmidt et al. (2013) is the most sophisticated study among the five selected projects in this survey 
from a facial expression synthesis perspective.  One important characteristic of this study is that it uses 
machine learning techniques, such as clustering, to obtain a representative video of a native signer 
from which features can be extracted for avatar animation.  This paper is restricted only to lexical 
facial expressions in German Sign Language (GSL), which are facial expressions that specially appear 
during particular signs.  In GSL, these facial expressions involve mouth patterns that often derive from 
spoken German, and they can distinguish signs with identical manual movements (details in Section 
1.1).  Compared to syntactic facial expressions, lexical facial expressions pose fewer difficulties 
because:  
i) lexical facial expressions can be investigated without manually annotating a corpus of full 
sentences of German Sign Language,  
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ii) the underlying variation of signs corresponding to the lexical facial expression is limited (usually 
one),  
iii) in German Sign Language, the mouth movements of lexical facial expressions are closely tied to 
sounds of the spoken German language and thus well investigated mouth formations in the 
literature, and  
iv)  the mouthing does not co-occur in other linguistically meaningful facial expressions. 
4.5.1 Approach 
Starting from a set of German Sign Language videos that each contained only a single sign, the authors 
performed automatic cluster techniques based on the similarity of the signer’s facial features in the 
videos.  Specifically, the authors focused on German Sign Language signs that are disambiguated by 
the lexical mouthing that occurs during the sign.  Each video was labeled with an ID-gloss (a label for 
the sign based on its manual component only) and a German translation of the sign based on the 
context (which is suggested by the facial expression and mouthing that occurs).  Thus, the sign for 
“mountain” and the sign for “Alps” would be labeled with identical ID-glosses but different 
translations; these signs consist of identical manual movements but different facial expressions and 
mouthing.  The video that is found to be the central element of the biggest cluster for a particular (ID-
gloss, translation) pair is then selected as the representative video from which the mouth movements 
can be extracted for avatar animation.  Their clustering approach uses Hidden Markov Models 
(HMMs) to estimate the similarity between the pairs, and the Adaptive Medoid-Shift1 approach 
                                                
1 Adaptive medoid-shift modifies the medoid-shift clustering algorithm (Sheikh et al., 2007).  
Both are nonparametric and perform mode-seeking to determine clusters.  Data points are assigned to 
clusters by following local gradients to the modes.  The number of clusters is computed automatically 
without any initialization, and it can work on non-linearly separable data. 
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(Asghar and Rao, 2008) for the selection of the representative video.  To define the distance between 
two videos, they train a HMM in the facial features of one video and calculate the Viterbi path on the 
facial features of the second video.  Given that the speed of the same sign may vary across sentences 
and across signers, it is likely that the authors would have had better results if they had first applied 
some time warping in the time series of facial features for each of the videos.  For example (Oates et 
al., 1999) suggests that Dynamic Time Warping (DTW) can help for the initialization for HMM 
clustering.  Also it would have been interesting if the authors had investigated whether an averaging 
approach would have worked better than the selection of a centroid, since averaging could have 
eliminate some noise.  E.g., the authors could apply DTW between all the other videos in the cluster 
and the centroid to get the same timing and then average (e.g., using weights based on the distance). 
4.5.2 Data Resources 
The short videos and the (gloss, translation) pairs were obtained from the RWTH-Phoenix-Weather 
corpus, a gloss-annotated video corpus with weather forecasts in German sign language consisting of 
2711 sentences with a rather limited vocabulary of 463 ID-glosses collected over 7 native signers.  The 
corpus was annotated with the ID-glosses, their time boundaries in the video, corresponding translation 
in the spoken language, and time boundaries of the translated sentences in the video.  The authors used 
the open-source toolkit GIZA++ (Och and Ney, 2003) to automatically obtain the pairs (ID-gloss, 
translation) from the aligned German Sign Language and spoken German sentences in the corpus as 
shown in Fig.  19. 
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Figure 19: An example of ID-glosses alignment to the spoken language words and variants extraction.  (source: 
slides of Schmidt et al., 2013) 
The authors used Active Appearance Models (described in Section 2.1) to extract high-level 
facial features used in the clustering approach such as vertical and horizontal openness of the mouth, 
distances of the lower lip to chin and upper lip to nose, states of the left and right eyebrow and, the gap 
between eyebrows as shown in Fig. 20.  However, they did not include any features describing tongue 
positions, which are important for lexical facial expressions in German Sign Language that involve 
mouthing.  Also, as mentioned in section 2.2, appearance based modeling does not generalize well 
across different human signers in videos and would provide poor results when the hands are in front of 
the face, which is a common occurrence during signing.  The authors might have had better results if 
they had employed a state-of-art solution for MPEG-4 feature extraction (e.g. Visage Technologies, 
2014), which is a face-tracking technique that is less specific to the appearance of a single human, or 
other approaches that allow for quick recovery from temporary loss of track due to occlusion (e.g. Yu 
et al., 2013). 
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Figure 3: High-level feature extraction
Top left: the grid of fitted AAM points
Top right: rotated and normalized AAM points
Bottom: high-level feature values over time
this lack of detail with regard to facial features and mouthing
implies that the resulting avatar animation could not pro-
duce these features, because the information is not contained
in the annotation. A gloss would be animated with the same
facial expression and mouthing irrespective of its context.
An optimal solution to this granularity problem would be
the manual refinement of the annotation, but this process
would be both time-consuming and expensive. Moreover, as
one focuses on more and more aspects of sign language, the
annotators would need to refine the annotation again and
again.
In this work, we want to automate the refining process by
providing the computer with facial features and performing
an automatic clustering of the glosses based on these fea-
tures. Moreover, for the task of text-to-avatar translation,
the facial expressions and mouthing which accompany the
signing are based on the source sentence of the spoken lan-
guage, and consequently we use the source text information
to select suitable facial features for the avatar animation.
Since the mouthings of a sign often mimic the words of the
spoken language, providing the spoken word as a context can
help to select a sign with a specific mouthing. We therefore
align the glosses to the spoken language text in order to
obtain the meaning of a gloss in a given context. We use the
open-source toolkit GIZA++ to align each gloss to at most
one word. This process leads to a set of (gloss,translation)
pairs. For each instance of such a pair, we also have the
corresponding video of the persons signing. To extract the
facial features and mouthing for such a pair, we need to
select a representative video from this set of videos. This
leads to two problems. First, one (gloss,translation) pair
might have several variants with respect to facial expression
and mouthing. The variants might be caused by regional
dialects or personal preferences. Second, some videos might
be of a poor quality and not suitable for extracting features,
e.g. if the mouth is occluded by the signing hands. To solve
both problems, we cluster the videos with respect to to their
AAM-based facial features.
Facial expressions and mouthings are seen as changing de-
scriptors in a time series of images. We use the publicly
available open source speech recognition system RASR [16]
to model these sequences. This approach allows us to auto-
matically calculate the degree of similarity between all gloss
instances present in the data and store it in a global distance
matrix.
We model each facial feature by a separate Hidden Markov
model (HMM), which constitutes a stochastic finite state
automaton. The number of states is chosen based on the
actual frame length of the original feature sequence. Co-
articulation e↵ects are accounted for by a single state garbage
model which can optionally be inserted at the beginning
or end of a sequence. Single Gaussian densities, a glob-
ally pooled covariance matrix, global state transition penal-
ties and the EM-algorithm with Viterbi approximation and
maximum likelihood criterion are employed for training the
models in a nearest neighbor fashion. The free HMM param-
eters, such as the time distortion penalties, are optimized in
an unsupervised manner using the German translation as
weak labels.
A trained set of HMMs is then used to calculate the distance
between all pairs of gloss instances. By using an adaptive
medoid-shift algorithm, we find several modes based on the
distances. These modes are calculated for a given German
context. By selecting the biggest cluster, we avoid outliers
which are separated into smaller clusters. Moreover, we se-
lect the medoid of the biggest cluster to obtain a video which
is representative of the whole cluster. The facial features of
this video can then be used to drive the animation of an
avatar system.
As described in Section 4, we labelled a subset of the glosses
to evaluate the quality of the clustering algorithm. More-
over, we also want to evaluate the quality of the medoid by
checking whether the medoid, i.e. the representative video,
has the same mouthing as the glosses in the same cluster.
The external evaluation results of the clustering algorithm
can be seen in Figure 4. The plots show the distribution of
precision, recall and f-measure between the clusters provided
by the algorithm and the hand-labelled mouthings for each
(gloss,translation) pair. On the average, about two thirds of
the (gloss,translation) pairs are correctly classified.
Besides the quality of the clustering, we are mainly inter-
ested in whether the adaptive medoid-shift algorithm selects
a good representative video. For this, we also labelled the
medoids resulting from the above clustering. The accuracy
of the selected medoids is the fraction of the labelled data
which has the same label as the medoid of the cluster they
are in. The distribution of the accuracy is presented in Fig-
ure 5. On average, the algorithm has an accuracy of 78.4%,
which means that in about four of five cases, the algorithm
selects a good representative facial expression or mouthing.
Figure 6 shows two image sequences extracted from the cor-
pus. The upper sequence shows the sign “Allgäu” (a hilly
Active Appearance Models
I track salient points on the face
I extract high-level facial features:
. mouth vertical openness
. mouth horizontal openness
. lower lip to chin distance
. upper lip to nose distance
. left eyebrow state
. right eyebrow state
. gap between eyebrows
I necessary: labeled data
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b   
Figure 20: High-level feature extraction with Active Appearance Models.  (source: Schmidt et al., 2013) 
4.5.3 Evaluation 
While Schmidt et al. (2013) described an approach for selecting representative videos of native signers 
for the purpose of driving animations of sign language requiring lexical facial expressions, the authors 
never actually produced any such animations.  Further, the authors did not evaluate their results in a 
study with native signers.  Instead, they evaluated their system against a collection of manually labeled 
pairs of (ID-gloss, translation).  In particular they performed the following calculations: 
Cluster Evaluation: They evaluated the quality of the clustering algorithm using a subset of 
manually labeled pairs of glosses by calculating precision, recall, and F-measure between the 
clusters provided by the algorithm and the manually labeled mouthings for each (gloss, 
translation) pair.  They found that about two thirds of the pairs were correctly classified, on 
average. 
Medoid Evaluation: They also evaluated the quality of the representative video, selected as the 
medoid of the cluster, compared to the other glosses in the same cluster.  They defined 
accuracy to be the fraction of the labeled videos that have the same label as the medoid of the 
cluster they belong to.  They found an average accuracy of 78.4%. 
It would have been preferable if the authors had been able to demonstrate that a good 
representative video can actually be used to drive natural and understandable animations of sign 
language as perceived by native signers (especially since driving animations of facial expression was 
Figure 3: High-level feature extraction
Top left: the grid of fitted AAM points
Top right: rotated and normalized AAM points
Bottom: high-level feature values over time
this lack of detail with regard to facial features and mouthing
implies that the resulting avatar animation could not pro-
duce these features, because the information is not contained
in the annotation. A gloss would b animated with the same
facial expression and mouthing irrespective of its context.
An optimal solution to this granularity problem would be
the manual refinement of the annotation, but this process
would be both time-consuming and expensive. Moreover, as
one focuses on more and more aspects of sign language, the
annotators would need to refine the annotation again and
again.
In this work, we want to automate the refining process by
providing the computer with facial features and performing
an automatic clustering of the glosses based on these fea-
tures. Moreover, for the task of text-to-avatar translation,
the facial expressions and mouthing which accompany the
signing are based on the source sentence of the spoken lan-
guage, and consequently we use the source text information
to select suitable facial features for the avatar animation.
Since the mouthings of a sign often mimic the words of the
spoken language, providing the spoken word as a context can
help to select a sign with a specific mouthing. We therefore
align the glosses to the spoken language text in order to
obtain the meaning of a gloss in a given context. We use the
open-source toolkit GIZA++ to align eac gloss to at most
one word. This process leads to a set of (gloss,translation)
pairs. For each instance of such a pair, we also have the
corresponding video of the persons signing. To extract the
facial features and mouthing for such a pair, we need to
sele a representative video fr m this set of videos. This
leads to two problems. First, one (gloss,translation) pair
might have several variants with respect to facial expression
and mouthing. The variants might be caused by regional
dialects or personal preferences. Second, some videos might
be of a poor quality and not suitable for extracting features,
e.g. if the mouth is occluded by the signing hands. To solve
both problems, we cluster the videos with respect to to their
AAM-based facial features.
Facial expressions and mouthings are seen as changing de-
scriptors in a time series of images. We use the publicly
available open source speech recognition system RASR [16]
to model these sequences. This approach allows us to auto-
matically calculate the degree of similarity between all gloss
instances present in the data and store it in a global distance
matrix.
We model each facial feature by a separate Hidden Markov
model (HMM), which constitutes a stochastic finite state
automaton. The number of states is chosen based on the
actual frame length of the original feature sequence. Co-
articulation e↵ects are accounted for by a single state garbage
model which can optionally be inserted at the beginning
or end of a sequence. Single Gaussian densities, a glob-
ally pooled covariance matrix, global state transition penal-
ties and the EM-algorithm with Viterbi approximation and
maximum likelihood criterion are employed for training the
models in a nearest neighbor fashion. The free HMM param-
eters, such as the time distortion penalties, are optimized in
an unsupervised manner using the German translation as
weak labels.
A trained set of HMMs is then used to calculate the distance
between all pairs of gloss instances. By using an adaptive
medoid-shift algorithm, we find several modes based on the
distances. These modes are calculated for a given German
cont xt. By selecting the biggest cluster, we avoid outliers
which are separated into smaller clusters. Moreover, we se-
lect the medoid of the biggest cluster to obtain a video which
is representative of the whole cluster. The facial features of
this video can then be used to drive the animation of an
avatar system.
As described in Section 4, we labelled a subset of the glosses
to evaluate the quality of the clustering algorithm. More-
over, we also want to evaluate the quality of the medoid by
checking whether the medoid, i.e. the representative video,
has the same mouthing as the glosses in the same cluster.
The external evaluation results of the clustering algorithm
can be seen in Figure 4. The plots show the distribution of
precision, recall and f-measure between the clusters provided
by the algorithm and the hand-labelled mouthings for each
(gloss,translation) pair. On the average, about two thirds of
the (gloss,translation) pairs are correctly classified.
Besides the quality of the clustering, we are mainly inter-
ested in whether the adaptive medoid-shift algorithm selects
a good representative video. For this, we also labelled the
medoids resulting from the above clustering. The accuracy
of the selected medoids is the fraction of the labelled data
which has the same label as the medoid of the cluster they
are in. The distribution of the accuracy is presented in Fig-
ure 5. On average, the algorithm has an accuracy of 78.4%,
which means that in about four of five cases, the algorithm
selects a good representative facial expression or mouthing.
Figure 6 shows two image sequences extracted from the cor-
pus. T e upper sequence shows the sign “Allgäu” (a hilly
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listed as a motivation for their work).  If they had conducted such an animation, this might have also 
shed light on whether the authors should have applied time warping to the facial features extracted 
from the video in their approach. 
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5 Conclusions 
This survey examined modern techniques in the field of facial expression generation in sign language 
animations over the past fifteen years with a detailed critique of five representative projects and their 
related papers.  Strengths and drawbacks of these projects were identified in terms of: their support for 
a specific sign language, the categories of facial expressions investigated, the portion of the animation 
generation process studied, use of annotated corpora, input data or hypothesis for each approach, and 
other factors.  This conclusions section will summarize the main observations, across all of the papers 
in this literature survey, in regard to these factors. 
Most of the projects focus on a specific sign language such as American, French, and German 
Sign Languages, and only one of them is a sign-language-independent approach based on a “phonetic” 
level notation.  The categories of facial expressions supported in these projects extend over linguistic 
facial expressions such as lexical, modifiers, and syntactic, to paralinguistic ones such as affection. 
One of the main differences between these approaches was the portion of the facial expression 
animation pipeline they focus on.  In three out of five projects, the animation of the facial expressions 
was driven by a description of their shape and dynamics, either manually animated as a single static 
frame or few repetitive frames, or driven by a native signer wearing motion capture equipment.  The 
other two projects present the most interesting approaches in this perspective.  The first introduces 
linguistically driven modeling of eyebrow movements for wh-question facial expressions.  The second 
uses machine learning approaches, such as clustering, for the selection of a representative video, whose 
facial features could drive the animations for lexical facial expressions. 
A limitation of the surveyed work is that, despite attempts to collect and annotate data from 
recordings of native signers, there is still need for additional corpora including video recordings from 
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multiple signers and of multiple performances of facial expressions of multiple linguistic categories.  
To support future research on sign language facial expression animation, these corpora would also 
need: linguistic annotation and detailed and signer-independent feature extraction.  Therefore, given 
these current resource limitations, it is still difficult to make use of statistical machine learning 
techniques to synthesize animations of all the types of facial expressions, combined transitions, or co-
occurrence (because too few examples of these combinations appear in the corpora). 
The input type for the modeling of facial expressions also varied among the surveyed projects.  
Researchers obtained facial features from native signers either manually, where linguists observe 
videos and note down changes in the signers’ face e.g. using HamNoSys, or automatically using 
motion capture or computer vision techniques. 
The facial parameterization for both the extracted facial features and the facial controls of their 
avatars were often proprietary and specific to the project tasks.  In some cases, similarities to the FACS 
or MPEG-4 Facial Animation standards were observed.  An interesting approach was the incorporation 
of artistic artifacts such as wrinkling to reinforce the signal being produced by the facial movements. 
Overall, the time-adjustment of the generated facial expressions to the manual movements of 
the avatar, a critical quality for sign language animations, has not been thoroughly addressed by the 
sign language animation research community. 
A common aspect of the surveyed projects is the involvement of native signers in their team 
during steps like corpus annotation, linguist insights, design of composition scenarios, conduct of user 
studies, etc.  Further, this survey has discussed the main methodological issues and challenges related 
to the evaluation of facial expression synthesis in sign language animations.  To assess their 
animations researchers typically conducted user studies with native signers.  Their evaluation 
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approaches diverge in stimuli design, experimental setup, evaluation metrics, and other aspects, such 
that a comparison between their results is not feasible. 
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6 Future Prospects 
While the main purpose of this survey is to determine good and bad practices that can be learned from 
prior research in facial expressions synthesis for sign language animation, the process of conducting 
this literature survey has also suggested opportunities for future researchers in the field, such as: 
(i) investigating methodological aspects when evaluating sign language animations with facial 
expressions, and 
(ii) data-driven modeling of sign language facial expressions that are time-adjusted to the manual 
signs. 
As one research group in the community of sign language synthesis, the LATLab at CUNY and 
RIT has been working on a project modeling and evaluating synthesized syntactic facial expressions 
such as wh-questions, yes/no-questions, negation, and topic.  The above two challenges revealed by 
this survey have been the main research focus of the project, where American Sign Language is the 
case study. 
6.1 Evaluation of Synthesized Facial Expression Animations 
In this survey, we have argued that while user studies are necessary to advance research in the field of 
sign language animation, the evaluation of synthesized facial expressions is still challenging due to the 
subtle and complex manner in which facial expressions affect the meaning of sentences.  Evaluation 
methodologies and stimuli design approaches that address these challenges would be of value for 
animation researchers improving generation of facial expression in sign language.  We found that 
designing stimuli in English and then translating them into ASL was not an effective methodology for 
designing a sign-language facial expression evaluation study; involvement of native signers early in 
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the stimuli design process is critical (Kacorri et al. 2013c).  We shared with the research community a 
collection of ASL stimuli including Likert-scale and comprehension question for the evaluation of 
emotion and syntactic facial expressions such as negation, rhetorical questions, yes/no questions, wh-
word questions, and topic (Huenerfauth and Kacorri, 2014).  Both the stimuli and the comprehension 
questions were engineered in such a way so that could probe whether human participants watching an 
ASL animation have understood the information that should have been conveyed by facial expressions. 
One of the research questions our lab has also focused is how to measure users’ reactions to 
animations without obtrusively probing their attention to the facial expressions e.g. by using eye-
tracking technologies (Kacorri et al., 2013a; Kacorri et al., 2014).  Researchers would benefit from 
eye-tracking, as a complementary or an alternative way of evaluating models for the synthesis of facial 
expressions, as discussed in Section 2.3.  Another methodological aspect we have examined is whether 
the experiment design affects comprehension and subjective scores collected (Lu and Kacorri, 2012; 
Kacorri et al., 2013b).  We quantified the effects of changing the mode of presentation (video vs. 
animation) of two elements of a study: the upper baseline stimuli and the comprehension questions.  
Awareness of such effects is important so that future researchers can make informed choices when 
designing new studies and so that they can fairly compare their results to previously published studies, 
which may have made different methodological choices. 
Lastly, we are investigating automatic scoring approaches that correlate with users perception 
about the quality of the facial expressions.  In particular we are looking into how the similarity of 
facial movements of the avatar to the facial features extracted from a video of native signer could 
reveal participants’ feedback in a user study.  We believe such an automatic scoring algorithm would 
benefit researchers in estimating progress on a frequent basis (e.g. weekly) during the development of 
their synthesis software. 
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6.2 Data-driven Models for Syntactic Facial Expressions 
The future of facial expression synthesis in sign language lies in combining linguistic knowledge of 
sign language and data resources from native signers in order to achieve both intelligible and natural 
facial movements.  A challenge identified in this survey was that there is still no consensus as to the 
best modeling technique to handle the unique linguistic phenomena of facial expressions in sign 
language, including how to represent the synchronization of the face to the manual movements. 
From this survey, we have identified that an annotated sign language corpus (for both the manual 
and non-manual signs) could be combined with facial feature extraction techniques, statistical 
modeling, machine learning, and an animation platform with detailed facial parameterization to 
generate linguistically meaningful facial expressions.  This is the direction we are currently following 
in our work for ASL.  We have found that MPEG-4 parameterization is sufficient for the animation of 
syntactic facial expressions in ASL (Kacorri and Huenerfauth, 2014).  Our project is a collaboration of 
LATLab with teams from Rutgers University and Boston University that are focusing on facial feature 
extraction in video corpora of ASL with multiple occurrences of syntactic facial expressions (Carol et 
al., 2014).  These data resources will allow us to automatically build models of face and head 
movement for each category of syntactic facial expression in ASL that are synchronized with the 
manual signs.  Two approaches that we are currently considering are: (i) use of linguistic insights to 
identify features needed to select the best representative video in a collection and time-warping of the 
recording to produce a new animation, and (ii) use of machine learning, e.g.  clustering approaches to 
obtain a representative video or generative approaches such as Restricted Boltzman Machines 
(Smolensky, 1986; Hinton and Salakhutdinov, 2006). 
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