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1. Introduction
Throughout the paper, Γ is the full modular group SL2(Z), k is an even integer and Mk(Γ ) (resp.
Sk(Γ )) is the space of modular forms (resp. cusp forms) of weight k for Γ .
For z ∈H := {z | (z) > 0} and k 2, deﬁne the Eisenstein series of weight k for Γ by
Ek(z) := 1− 2kBk
∑
n1
σk−1(n)qn,
where q = e2π iz , σt(n) =∑d|n,d1 dt for t ∈ N and Bk is the k-th Bernoulli number. It is well known
that for k  4, Ek(z) ∈ Mk(Γ ) and (z) := E4(z)3−E6(z)21728 is the unique normalized Hecke eigen cusp
form in S12(Γ ). But for k = 2, the Eisenstein series
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∑
n1
σ1(n)q
n
is not a modular form though it plays a very signiﬁcant role in the theory of modular forms. For
example, it is required while studying the differential operator on modular forms or for the theory of
l-adic modular forms (see [25]). Recall that, though the Eisenstein series E2 is a holomorphic function
on H, periodic with period 1, holomorphic at ∞ but it does not transform correctly under S := ( 0 −1
1 0
)
.
In fact, for an arbitrary γ = ( a b
c d
) ∈ Γ and z ∈H, E2 transforms as (see [2, page 19])
E2(γ .z) = (cz + d)2E2(z) + 6c
π i
(cz + d).
In [13], Kaneko and Zagier introduced the notion of quasi-modular forms, a generalization of the
notion of modular forms, which includes the Eisenstein series E2. See [2, pages 58–59] for a detailed
description. In [13], Kaneko and Zagier proved that a quasi-modular form f for Γ of weight k and
depth  p can be written as
f (z) = f0(z) + f1(z)E2(z) + · · · + f p(z)Ep2 (z),
where z ∈H, f i ∈ Mk−2i(Γ ) for 0 i  p and p ∈ N. We denote the space of quasi-modular forms of
weight k and depth  p for Γ by M˜pk (Γ ) and the ring of quasi-modular forms for Γ by M˜∗(Γ ) :=⊕
k M˜
p
k (Γ ). Ramanujan observed the following:
Theorem 1.1 (Ramanujan). The ring M˜∗(Γ ) is closed under differentiation. In particular, one has
E ′2 =
E22 − E4
12
, E ′4 =
E2E4 − E6
3
, E ′6 =
E2E6 − E24
2
, (1)
where f ′ := 12π i . dfdz .
It is well known that if f ∈ Mk(Γ ), the function
θ( f ) = f ′ − k
12
E2 f , (2)
sometimes called the Serre derivative, belongs to Mk+2(Γ ) (see [25]). Hence one of the ways of
generating quasi-modular forms for Γ is to take derivatives of modular forms of Γ . Recall that for
γ = ( a b
c d
) ∈ Γ , z ∈H and f ∈ Mk(Γ ), one has
f ′(γ .z) = (cz + d)k+2 f ′(z) + kc
2π i
(cz + d)k+1 f (z). (3)
The focal point of our present work is to study the zeros of quasi-modular forms. Note that quasi-
modular forms are invariant under translation, hence it is suﬃcient to study their zeros in
G :=
{
z ∈H
∣∣∣−1
2
< (z) 1
2
}
.
Investigation of zeros of modular forms has been in the forefront of research for sometime. We refer
to [5,6,12,7,9,11,16,21,19,20,22,26], where the location and distribution of zeros of modular forms
have been studied.
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in G . In this paper, we prove the following result about zeros of a large class of quasi-modular forms.
Before we proceed further, recall that the standard fundamental domain for Γ is
F :=
{
z ∈H : |z| > 1, −1
2
< (z) < 0
}
∪
{
z ∈H : |z| 1, 0(z) 1
2
}
,
where one studies the zeros of modular forms. In this paper, we prove
Theorem 1.2. Let k  4 be an even natural number. Then there exists a z′ = 12 + iλ′ with λ′ > 0 such that
E ′k(z
′) = 0 but Ek(z′) 	= 0.
Theorem 1.3. Let f ∈ Mk(Γ ) be a modular form. Also let α ∈ H be such that f (α) 	= 0 but f ′(α) = 0. Then
f ′ has inﬁnitely many Γ -inequivalent zeros in G .
As an immediate consequence to Theorem 1.2 and Theorem 1.3, we have the following;
Corollary 1.4. Let k  4 be an even natural number. The quasi-modular form E ′k has inﬁnitely many Γ -
inequivalent zeros in G .
It has been brought to our notice by the referee that in a recent work of Saber and Sebbar [24],
a stronger version of Theorem 1.3 is established albeit by different techniques.
In a different direction, we estimate the number of zeros of E ′k in the Siegel sets
Fy :=
{
z ∈ G ∣∣ (z) y}, y > 0.
Similar results for Hecke eigenforms have been proved by Ghosh and Sarnak [8] recently. Our ap-
proach is inspired by their methods.
Before we proceed further, we need to introduce the notion of real zeros of E ′k in the spirit of
Ghosh and Sarnak [8]. We call a z ∈ G to be a real zero of E ′k if (z) = 0 or (z) = 1/2. The fact that
the E ′k ’s are real valued on these two vertical lines motivates such a name. In the next theorem we
show that most of the zeros of E ′k in Fy with y 
√
k logk are real zeros. More precisely, we have
Theorem 1.5. Let δ > 0 be a suﬃciently small real number and k be a suﬃciently large integer (depending
on δ). Then there is a positive constant c1 such that for all integers  with c1 <  < δ
√
k
logk , there are exactly
 − 1 zeros of E ′k in the region Fy where y = k2π . Further, E ′k has at least − [c1] many real zeros in Fy .
Finally, we investigate the algebraic nature of zeros of quasi-modular forms. Similar investigations
for modular forms have been carried out by various authors (see [10,11,14,15], for instance). Here we
prove the following.
Theorem 1.6. Let α ∈ H be such that j(α) ∈Q. Then E ′2(α), E ′4(α) and E ′6(α) are transcendental and hence
non-zero. Further suppose that α is not Γ -equivalent to ρ := e2π i/3. Then for all even natural numbers k 8,
we have E ′k(α) /∈Q and hence non-zero.
Now if we assume Nesterenko’s conjecture (see Preliminaries), we can prove a stronger result.
Theorem 1.7. Assume Nesterenko’s conjecture. Let α ∈ H be a non-CM algebraic number. Then for even inte-
gers k 2, E ′k(α) /∈Q and hence non-zero.
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f = f0 + f1E2 + · · · + f p E p2 ,
where fi ∈ Mk−2i(Γ ) have algebraic Fourier coeﬃcients. Also let α ∈ H be such that j(α) ∈ Q. If at least
one of f1(α), . . . , f p(α) is non-zero, then e2π iα, f (α) are algebraically independent. In particular, we have
e2π iα, E2(α) are algebraically independent. Further, if α is not Γ -equivalent to ρ , then for all even integers
k 2, e2π iα, E ′k(α) are algebraically independent.
Remark 1.1. For f and α as above, Gun, Murty and Rath [11] have shown that f (α), e2π iα are alge-
braically independent unless f (α) = 0. Here we discard the possibility of f (α) = 0 for a certain class
of quasi-modular forms.
2. Preliminaries
We begin by ﬁxing some notations. For z ∈H, the modular invariant j-function is deﬁned as
j(z) := E4(z)
3
(z)
= 1
q
+ 744+ 196884q + · · · .
The function j is holomorphic on H, has a simple pole at inﬁnity and is of weight zero. It is known
from the classical theory of complex multiplication that if α ∈ H is a CM point (i.e. an algebraic
number lying in the upper half plane which generates an imaginary quadratic ﬁeld), then j(α) is an
algebraic number, lying in the Hilbert class ﬁeld of Q(α).
For non-CM algebraic points in H, Schneider [23] proved the following result:
Theorem 2.1 (Schneider). If α ∈H is algebraic but not CM, then j(α) is transcendental.
Much later, Chudnovsky ([3], see also [4]) proved the following theorem.
Theorem 2.2 (Chudnovsky). If α ∈H, then at least two of the numbers E2(α), E4(α), E6(α) are algebraically
independent.
Finally, Nesterenko [17] provided a fundamental advance by generalizing the result of Chudnovsky.
Theorem 2.3 (Nesterenko). Let α ∈H. Then at least three of the four numbers
e2π iα, E2(α), E4(α), E6(α)
are algebraically independent.
We note that the result of Schneider does not follow from the theorem of Nesterenko. As pointed
out by Nesterenko [18, page 31], both his as well as Schneider’s theorem will follow from the follow-
ing conjecture:
Conjecture 2.4 (Nesterenko). Let α ∈H and assume that at most three of the following ﬁve numbers
α, e2π iα, E2(α), E4(α), E6(α)
are algebraically independent. Then α is necessarily a CM point.
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For an even integer k 4,
E ′k(z) = −
2k
Bk
∑
n1
nσk−1(n)qn,
where E ′k := 12π i dEkdz . We need the following lemmas to prove Theorem 1.2.
Lemma 3.1. Let k be an even integer. Then there exists a λ0 ∈ (0,∞) such that
E ′k
(
1
2
+ iλ0
){
< 0 if k ≡ 0 (mod 4),
> 0 otherwise.
Proof. Deﬁne
fk(λ) :=
−BkE ′k( 12 + iλ)
2k
,
where λ > 0 is a real number. We note that fk(λ) is real and continuous for all λ > 0. This is true
because the Fourier coeﬃcients of E ′k(z) are real and hence E
′
k(z) is real valued and continuous on
the half line z = 1/2+ iλ, λ > 0.
It is well known that for an even integer k,
Bk
{
< 0 if k ≡ 0 (mod 4),
> 0 otherwise.
Therefore to complete the proof of Lemma 3.1, we need to prove that there exists a λ0 ∈ (0,∞) such
that fk(λ0) < 0.
For x ∈R, let [x] be the integral part of x. Now if we use the fact that σk−1(n) ζ(2)nk−1 and set
e−2πλ0 = 1
3k/2([ζ(2)3k/2 + 1] + 1) ,
we see that
f (λ0) = −e−2πλ0 + A,
where
|A| ζ(2)
([ζ(2)3k/2 + 1] + 1)[ζ(2)3k/2 + 1] < e
−2πλ0 .
Hence f (λ0) < 0. 
Lemma 3.2. Let k be an even integer. Then E ′k(
1
2 + iλ) → ±∞ as λ → 0 depending on k ≡ 0 (mod 4) or
k ≡ 2 (mod 4) respectively.
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Ek
(
1
2
+ iλ
)
= (2iλ)−k Ek
(
−1
2
+ i
4λ
)
.
As λ → 0, Ek(− 12 + i4λ ) → 1 and hence Ek( 12 + iλ) → ∞ or Ek( 12 + iλ) → −∞ if k ≡ 0 (mod 4) or
k ≡ 2 (mod 4) respectively. Now, using the transformation formula (3), one has
(2λi)−(k+2)E ′k
(
−1
2
+ i
4λ
)
= E ′k
(
1
2
+ iλ
)
− k
2πλ
Ek
(
1
2
+ iλ
)
.
As λ → 0, we see that (2λi)−(k+2)E ′k(− 12 + i4λ ) → 0. This implies that E ′k( 12 + iλ) → ±∞ depending
on k ≡ 0 (mod 4) or k ≡ 2 (mod 4) respectively. This proves the lemma. 
Proof of Theorem 1.2. Let k ≡ 2 (mod 6) be an integer. It follows from the valence formula that
−ρ = 12 + i
√
3
2 is a double zero of Ek . Also, we note that
γ .
(
1
2
+ i
2
√
3
)
= ρ,
where γ = ( 1 0−2 1 ) ∈ SL2(Z). Therefore 12 + i2√3 is a double zero of Ek . Hence we can ﬁnd a zero
z1 = 12 + iλ1 of Ek such that no z = 1/2+ iλ with λ ∈ (λ1,
√
3/2) is a zero of Ek(z). Then by the mean
value theorem there is a zero z′ = 12 + iλ′ of E ′k with λ1 < λ′ <
√
3
2 which is not a zero of Ek .
Next, let k ≡ 0,4 (mod 6) be an integer. It follows from Lemma 3.1 and Lemma 3.2 that there
exists a λ′ ∈ (0, λ0) such that E ′k( 12 + iλ′) = 0. In order to complete the proof, we need to show that
Ek(
1
2 + iλ′) 	= 0. This is true since the zeros of the Eisenstein series Ek are simple (see [21] for details)
in these cases. This completes the proof of Theorem 1.2. 
In order to prove Theorem 1.3, we need the following lemmas.
Lemma 3.3. Let f ∈ Mk(Γ ) and α1,α2 ∈H be two Γ -equivalent zeros of f ′ . Also let T :=
( 1 1
0 1
) ∈ Γ . Now, if
f (α1) 	= 0, then α1 = Tn.α2 for some n ∈ Z.
Proof. Since α1 is Γ -equivalent to α2, there exists γ =
( a b
c d
)
in Γ such that α2 = γα1 = aα1+bcα1+d . Now
by using the transformation formula (3), we have
f ′(α2) = 0= f ′(γ .α1)
= (cα1 + d)k+2 f ′(α1) + kc
2π i
(cα1 + d)k+1 f (α1)
= kc
2π i
(cα1 + d)k+1 f (α1) as f ′(α1) = 0.
Since by the given hypothesis f (α1) 	= 0, we have c = 0. This implies that γ = ±Tn for some n ∈ Z
and hence α1 = Tn.α2. 
Lemma 3.4. Let f ∈ Mk(Γ ) and
g(z) = f
′(z)
zf ′(z) + k2π i f (z)
for all z ∈H where the denominator does not vanish. Then the following properties of g(z) are true:
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f ′(α) = 0,
where α = γ .τ ∈H and γ = ( d −b−c a ) ∈ Γ ;
(ii) if there exists an α ∈H for which f ′(α) = 0 but f (α) 	= 0, then for any co-prime integers a, c with ac 	= 0,
one has
g(γ .α) = c
a
, where γ =
(
a b
c d
)
∈ Γ.
Proof. Part (i): By the given hypothesis
g(τ ) = f
′(τ )
τ f ′(τ ) + k2π i f (τ )
= c
a
.
This implies that
(−cτ + a) f ′(τ ) = kc
2π i
f (τ ). (4)
Choose b,d ∈ Z such that γ = ( d −b−c a ) ∈ Γ . Set α = γ .τ . Then by the transformation formula (3), we
have
f ′(α) = f ′(γ .τ ) = (−cτ + a)k+2 f ′(τ ) − kc
2π i
(−cτ + a)k+1 f (τ ) = 0,
i.e. α is a zero of f ′ .
Part (ii): By the given condition and using the transformation formula (3), we have
f ′(α) = 0= f ′(γ−1γ .α)
= (−c(γ .α) + a)k+2 f ′(γ .α) − kc
2π i
(−c(γ .α)+ a)k+1 f (γ .α).
Since f (α) 	= 0, we have f ′(γ .α) 	= 0. If not, by Lemma 3.3, γ = Tn for some n ∈ Z which contradicts
the assumption that ac 	= 0. Hence
g(γ .α) = f
′(γ .α)
(γ .α) f ′(γ .α) + k2π i f (γ .α)
= c
a
. 
Lemma 3.5. Let f and g be as in Lemma 3.4 and F be the standard fundamental domain for Γ . Suppose
there exists a non-zero rational number r1 = c1a1 for which g(τ1) = r1 with τ1 in the interior of LF for some
suitable L ∈ Γ . Let D1 ⊆ LF be an open neighborhood of τ1 on which g is holomorphic and g(D1) = U1 . For
r2 	= r3 ∈ U1 ∩Q \ {0} with
g(τ2) = r2, g(τ3) = r3, τ2, τ3 ∈ D1,
there exist γ2, γ3 ∈ Γ such that γ2.τ2 and γ3.τ3 are Γ -inequivalent zeros of f ′ . Hence f ′ has inﬁnitely many
Γ -inequivalent zeros in H.
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c3
a3
. We can choose b2,d2 ∈ Z and b3,d3 ∈ Z such that γ2 =
( d2 −b2
−c2 a2
)
and
γ3 =
( d3 −b3
−c3 a3
)
are in Γ .
By Lemma 3.5(i),
f ′(γ2.τ2) = 0 and f ′(γ3.τ3) = 0.
Since τ2 	= τ3 ∈ LF , they are Γ -inequivalent and hence γ2.τ2 and γ3.τ3 are also Γ -inequivalent.
This completes the proof of the lemma. 
Proof of Theorem 1.3. As in Lemma 3.4, deﬁne
g(z) := f
′(z)
zf ′(z) + k2π i f (z)
for all z ∈ H where the denominator does not vanish. Since f ′(α) = 0 and f (α) 	= 0, therefore by
Lemma 3.4(ii), for any co-prime integers a, c with ac 	= 0 and γ = ( a b
c d
) ∈ Γ , we have g(γ .α) = ca .
Now by Lemma 3.5, f ′ has inﬁnitely many Γ -inequivalent zeros. 
4. Proof of Theorem 1.5
In this section, we discuss the zeros of E ′k in the sets Fy . For real numbers k, y > 0, deﬁne
Ik(y) := yke−y .
To prove Theorem 1.5, we would need a number of intermediate results. We begin with the following
lemma whose proof is obvious.
Lemma 4.1. For a ﬁxed k, the function Ik(y) is strictly increasing for 0 < y < k and strictly decreasing for
y > k.
Lemma 4.2. For real numbers k, λ > 0, one has
Ik(k + λ)
Ik(k)
=
⎧⎪⎨⎪⎩
e−λ2/2k−λ3/3k2(1+ O (λ4/k3)) if λ k3/4,
O (e−λ2/4k) if λ k,
O (e−λ/4) if λ k.
Proof. Deﬁne g(y) := log Ik(y). Then g′(y) := dgdy = ky − 1. First assume that λ k. Then for any 0 <
t  λ, we have
∣∣g′(k + t)∣∣= ∣∣∣∣ kk + t − 1
∣∣∣∣= tk + t  t2k .
Hence
λ∫
0
∣∣g′(k + t)∣∣dt = − λ∫
0
g′(k + t)dt 
λ∫
0
t
2k
dt  λ
2
4k
.
But
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0
∣∣g′(k + t)∣∣dt = g(k) − g(k + λ).
This implies that
Ik(k + λ)
Ik(k)
 e−λ2/4k.
Next assume that λ k. Then for any k t  λ, one has
∣∣g′(k + t)∣∣= t
k + t 
1
2
.
Hence
λ∫
0
∣∣g′(k + t)∣∣dt = k∫
0
∣∣g′(k + t)∣∣dt + λ∫
k
∣∣g′(k + t)∣∣dt

k∫
0
t
2k
dt + 1
2
λ∫
k
dt
= k
4
+ λ − k
2
 λ
4
.
This implies that
Ik(k + λ)
Ik(k)
 e−λ/4.
Now we assume that λ k3/4. Then for any t > 0, we have
∣∣g′(k + t)∣∣= t
k + t =
t
k
+ t
2
k2
+ O
(
t3
k3
)
and hence
g(k) − g(k + λ) =
λ∫
0
∣∣g′(k + t)∣∣dt = λ2
2k
+ λ
3
3k2
+ O
(
λ4
k3
)
.
Therefore, we have
Ik(k + λ)
Ik(k)
 e−λ2/2k−λ3/3k2
(
1+ O
(
λ4
k3
))
.
This proves the lemma. 
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Ik(k + λ)
Ik(k)
=
{
e−λ2/2k−λ3/3k2(1+ O (λ4/k3)) if |λ| k3/4,
O (e−λ2/4k) if |λ| k.
Proof. The proof follows exactly as in Lemma 4.2. 
As an immediate consequence to Lemma 4.2 and Lemma 4.3, we get the following corollary.
Corollary 4.4. For real numbers k, y > 0,
Ik(2πny)
Ik(k)
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
e
−[ (2πny−k)22k + (2πny−k)
3
3k2
]
(1+ O ( (2πny−k)4
k3
)) if |2πny − k| k3/4,
O (e−
(2πny−k)2
4k ) if 0 2πny  2k,
O (e−
(2πny−k)
4 ) if 2πny  2k.
For an even integer k 4, we deﬁne
fk(α + iy) =
−BkE ′k(α + iy)
2k
as in Lemma 3.1. Also for any natural number n and real numbers α and y > 0, deﬁne
β fk (n) :=
σk−1(n)
nk−1
and Ψ fk (k;α, y) :=
∑
n1
β fk (n)e(αn)Ik(2πny),
where e(n) := e2π in . Note that fk(α+ iy) = (2π y)−kΨ fk (k;α, y). We now have the following theorem.
Theorem 4.5. Let δ > 0 and k 4 be an even integer. Then there is a constant B(δ) such that for all k > B(δ)
and for all real numbers y with
√
k
logk  y 
k
100 , we have
Ψ fk (k;α, y)
Ik(k)
=
∑
k
2π yn k+M2π y
β fk (n)e(αn)e
−[ (2πny−k)22k + (2πny−k)
3
3k2
] + O (k−δ).
Here M = 2√δk logk and α is a real number.
Proof. Let
Ψ
(1)
fk
(k;α, y) =
∑
2k2πny
β fk (n)e(αn)Ik(2πny),
Ψ
(2)
fk
(k;α, y) =
∑
k+M2πny2k
β fk (n)e(αn)Ik(2πny),
Ψ
(3)
fk
(k;α, y) =
∑
k2πnyk+M
β fk (n)e(αn)Ik(2πny),
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(4)
fk
(k;α, y) =
∑
k−M2πnyk
β fk (n)e(αn)Ik(2πny),
Ψ
(5)
fk
(k;α, y) =
∑
2πnyk−M
β fk (n)e(αn)Ik(2πny).
Then
Ψ
(1)
fk
(k;α, y)
Ik(k)

∑
n kπ y
e−
(2πny−k)
4 , using Corollary 4.4
 e k4
∑
n kπ y
e−
πny
2 = O (e− k4 ).
Again using Corollary 4.4, we see that
Ψ
(2)
fk
(k;α, y)
Ik(k)

∑
k+M
2π y n 2k2π y
e−
(2πny−k)2
4k .
Note that
e−
(2π(n+1)y−k)2
4k + (2πny−k)
2
4k  e−
π y
k (π y+M) < 1.
This implies that the above series converges faster than a geometric progression and hence is domi-
nated by its ﬁrst term. Thus we have
Ψ
(2)
fk
(k;α, y)
Ik(k)
= O (e− M24k )= O (k−δ).
Using Corollary 4.3, we estimate
Ψ
(5)
fk
(k;α,y)
Ik(k)
exactly as we estimate
Ψ
(2)
fk
(k;α,y)
Ik(k)
and show that it con-
tributes O (k−δ). Finally, we have
Ψ
(3)
fk
(k;α, y)
Ik(k)
=
∑
k
2π yn k+M2π y
β fk (n)e(αn)e
− (2πny−k)22k − (2πny−k)
3
3k2
(
1+ O
(
(2πny − k)4
k3
))
=
∑
0n− k2π y M2π y
β fk (n)e(αn)e
− (2πny−k)22k − (2πny−k)
3
3k2
+ O
(
y4
k3
∑
0n− k2π y M2π y
(
n − k
2π y
)4)
=
∑
0n− k2π y M2π y
β fk (n)e(αn)e
− (2πny−k)22k − (2πny−k)
3
3k2 + O
(
y4
k3
M
2π y∫
0
t4 dt
)
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∑
0n− k2π y M2π y
β fk (n)e(αn)e
− (2πny−k)22k − (2πny−k)
3
3k2 + O (k−δ)
and
Ψ
(4)
fk
(k;α, y)
Ik(k)
=
∑
−M
2π yn− k2π y0
β fk (n)e(αn)e
− (2πny−k)22k − (2πny−k)
3
3k2 + O (k−δ).
This completes the proof of the theorem. 
If we choose y = y := k2π with  ∈N in the above proposition, we get the following corollary:
Corollary 4.6. Let δ > 0, α be real numbers and k be a suﬃciently large integer (depending on δ). Then there
are positive constants c1, c2 such that for all integers  with c1 <  < c2
√
k
logk , the numbers y satisfy
Ψ fk (k;α, y)
Ik(k)
= β fk ()e(α) + O
(
k−δ
)
.
Proof. Let M = 2√δk logk be as in Theorem 4.5. For  ∈N with  < k/M , set y = k2π . Then
|2πny − k| M ⇔ n = .
This completes the proof. 
After these series of results, we can now give the proof of Theorem 1.5.
Proof of Theorem 1.5. It is easy to see that E ′k(z) has a simple zero at inﬁnity and it does not have a
zero when (z) = y or (z) Ck for some absolute constant C . Let fk := −Bk E
′
k
2k . We integrate
1
2π i
f ′k
fk
along the boundary of the region
{
z ∈ G ∣∣ y  (z) C}
in the anti-clockwise direction. The integrals on the vertical lines cancel each other as E ′k(z + 1) =
E ′k(z) and they have opposite orientation. Integral on the horizontal line (z) = C contributes −1.
Finally, using Theorem 4.5, we see that
1
2π i
1/2∫
−1/2
f ′k
fk
(x+ iy)dx = 1
2π i
[
log fk(1/2+ iy) − log fk(−1/2+ iy)
]
= /2− (−/2)+ O (k−δ)= + O (k−δ).
Hence there are exactly − 1 zeros of E ′k in F y . Now we use Corollary 4.6 in order to derive a lower
bound for the number of real zeros of E ′k in Fy . First note that E ′k never changes sign on the vertical
line (z) = 0. Next, we observe that the number of real zeros of E ′k on the vertical line (z) = 1/2
is at least the number of sign changes of (−1)nβ fk (n) with n ∈ N and [c1]  n  . Since β fk (n) is
positive for all n ∈N, we have our theorem. 
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Proof of Theorem 1.6. Let α ∈ H be such that j(α) ∈ Q. Hence E4(α) and E6(α) are algebraically
dependent.
Recall that
12E ′2 = E22 − E4, 3E ′4 = E2E4 − E6, 2E ′6 = E2E6 − E24.
Now if E ′2(α) is algebraic, then from the above equation it follows that E2(α) is algebraic over
Q(E4(α), E6(α)), a contradiction to Chudnovsky’s theorem. Hence E ′2(α) /∈Q.
Next if E ′4(α) is algebraic and E4(α) is non-zero, then as before E2(α) is algebraic over
Q(E4(α), E6(α)) leads to a contradiction. This forces E4(α) = 0. But then E6(α) = 3E ′4(α) ∈ Q again
leading to a contradiction to Chudnovsky’s theorem. Hence E ′4(α) is transcendental.
We can argue as before to show that E ′6(α) is transcendental.
Next we want to show that E ′k(α) /∈Q for even integers k  8 when we have the additional con-
dition that α is not Γ -equivalent to ρ . Suppose the contrary. Now by (2), we have
E ′k(α) = θ(Ek)(α) +
k
12
E2(α)Ek(α).
Note that θ(Ek)(α) is a modular form of weight k+ 2 with algebraic Fourier coeﬃcients. If Ek(α) 	= 0,
then transcendence degree of
Q
(
E2(α), E4(α), E6(α)
)
is strictly less than two, a contradiction to Chudnovsky’s theorem. Hence Ek(α) = 0 and θ(Ek)(α) is
algebraic. We know by the result of Gun, Murty and Rath [11] that a modular form takes the value
zero or it is transcendental at such α. Hence θ(Ek)(α) = 0. But then E ′k(α) = 0. This is impossible (see
Theorem 1, page 2222 of [7]) as all zeros of Ek are simple unless k ≡ 2 (mod 6) and α is Γ -equivalent
to ρ . But by the given hypothesis α is not Γ -equivalent to ρ . This implies that E ′k(α) /∈Q. 
Proof of Theorem 1.7. Let α ∈H be a non-CM algebraic number. If E ′k(α) is algebraic, then transcen-
dence degree of Q(E2(α), E4(α), E6(α)) is at most two and hence at most three of the ﬁve numbers
α, e2π iα, E2(α), E4(α), E6(α)
are algebraic independent. This is a contradiction to Nesterenko’s conjecture as α is non-CM algebraic.
Hence the theorem. 
Proof of Theorem 1.8. Let α ∈ H be such that j(α) ∈ Q. Then E4(α) and E6(α) are algebraically
dependent. Now if f (α) and e2π iα are algebraically dependent, then Q(e2π iα, f (α), E4(α), E6(α)) has
transcendence degree at most 2 and hence the transcendence degree of Q(e2π iα, E2(α), E4(α), E6(α))
is at most 2, a contradiction to Nesterenko’s theorem. 
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