Improvement of the Theorem on Local Ergodicity by Simanyi, Nandor
ar
X
iv
:m
at
h/
03
03
01
8v
10
  [
ma
th.
DS
]  
10
 M
ay
 20
03
May 10, 2003
Improvement of the Theorem on Local Ergodicity
Na´ndor Sima´nyi1
University of Alabama at Birmingham
Department of Mathematics
Campbell Hall, Birmingham
AL 35294 U.S.A.
E-mail: simanyi@math.uab.edu
Abstract. We prove here that in the Theorem on Local
Ergodicity for Semi-Dispersive Billiards (proved by N. I.
Chernov and Ya. G. Sinai in 1987) the recently added con-
dition (by P. Ba´lint, N. Chernov, D. Sza´sz, and I. P. To´th,
in order to save this fundamental result) on the algebraic
character of the smooth boundary components of the con-
figuration space is unnecessary. Having saved the theorem
in its original form by using additional ideas in the spirit of
the initial proof, the result becomes stronger and it applies
to a larger family of models.
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§1. Introduction
Semi-Dispersive Billiards. Assume that Q ⊂ Rd or Q ⊂ Td = Rd/Zd (d ≥ 2) is
an open and connected subset with a non-empty, piecewise smooth (i. e. piecewise
C3) boundary ∂Q and compact closure Q = Q ∪ ∂Q. Throughout this paper the
word “smooth” means class C3 for submanifolds of M, whereas its meaning is C2
for submanifolds of ∂M. In order to avoid unnecessary technical complications, we
1Research supported by the National Science Foundation, grant DMS-0098773.
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2also assume that the d-dimensional spatial angle ∠(q) subtended by Q at any of its
boundary points q ∈ ∂Q is positive. We also assume that the smooth components
∂Qi (i = 1, 2, . . . , k) of ∂Q are (not necessarily strictly) concave, i. e. they are
“bending away” from Q. In technical terms this means the following: If we supply
the smooth component ∂Qi with the field ν(q) (q ∈ ∂Qi) of unit normal vectors
pointing inward Q, then the second fundamental form K(q) of ∂Qi at q (with
respect to the selected field of unit normal vectors) is a non-negative operator for
any q ∈ ∂Qi and i = 1, . . . , k. Finally, one always assumes that at any boundary
point q ∈ ∂Qi∩∂Qj (1 ≤ i < j ≤ k) the tangent vectors of R
d (or Td) at q pointing
inward Q form a convex cone.
The semi-dispersive billiard system (flow) (M, {St}t∈R, µ) is a dynamical system
describing the uniform motion (at a unit speed) of a point particle inside the flat
domain Q that bounces back at ∂Q in a fully elastic manner, according to the law
of geometric optics, that is, the angle of reflection equals the angle of incidence. The
phase space M of the arising flow is essentially the unit tangent bundle Q × Sd−1
(Sd−1 being the unit sphere of velocities) modulo the natural identification of the
incoming (pre-collision) and outgoing (post-collision) velocities at the boundary
∂M = ∂Q × Sd−1. The flow {St}t∈R is the time-evolution of the system, and the
(invariant) Liouville measure µ turns out to be the normalized Lebesgue measure:
dµ = const·dq ·dv, where x = (q, v) ∈M, q ∈ Q, v ∈ Sd−1 is the standard expansion
of a phase point x into the configuration and velocity components.
In the case K(q) > 0 (for every q ∈ ∂Q) we speak about a “dispersive billiard
system”.
The primary examples of semi-dispersive billiards are the so called cylindric bil-
liards (see [S-Sz(2000)]), among which the most important special models are the
hard ball systems, see §2 of [S-Sz(1999)]. For a more detailed introduction to these
dynamical systems, please see §2 (the sections containing the prerequisites) of the
papers [K-S-Sz(1990)], [S-Sz(1999)], and [Sim(2002)].
Assume that (M, {St}t∈R, µ) is a semi-dispersive billiard flow with the following
additional properties:
(1) For ν-almost every singular phase point x ∈ SR+ (⊂ ∂M) the forward semi-
trajectory S[0,∞)x of x is sufficient (or geometrically hyperbolic, see §2 for SR+
and the notion of sufficiency). This condition is precisely Condition 3.1 of [K-S-
Sz(1990)];
(2) (Regularity of the set of degenerate tangencies, a slightly strengthened version
of Condition 3.2 of [K-S-Sz(1990)]) The set
DT =
{
x = (q, v) ∈ ∂Q× Sd−1
∣∣ 〈v, n(q)〉 = 0, K(q)[v] = 0}
of degenerate tangencies is a compact cell sub-complex (finite union of smooth,
compact submanifolds) of ∂M with the property dim(DT ) ≤ 2d−4 (= dim (∂M)−
32). This condition precisely means that the set {q ∈ ∂Q| K(q) ≡ 0} has an empty
interior in ∂Q, i. e. ∂Q has no flat piece.
(3) A given phase point x0 ∈ M \ ∂M has a sufficient orbit S
Rx0 (see §2) with
at most one (and simple) singularity on it.
Under the above conditions, the Theorem on Local Ergodicity claims that some
open neighborhood U0 of x0 belongs (modulo the zero sets) to a single ergodic
component of the flow {St}t∈R.
This fundamental result was originally proved by N. I. Chernov and Ya. G. Sinai
as Theorem 5 in [S-Ch(1987)], being actually the corollary of the rather technical
Lemma 3 there. Later on, the proof of Lemma 3 was somewhat clarified and put
into a more general context as Theorem 3.6 of [K-S-Sz(1990)]. In that paper the
exact counterpart of the above cited Theorem on Local Ergodicity is Corollary 3.12.
Condition (1) is often called the “Chernov-Sinai Ansatz” in the literature.
Recently it was discovered in [B-Ch-Sz-T(2002)] that the original proof of the
Theorem on Local Ergodicity contained a gap: The utmost important geometric
inequality of Lemma 4.6 of [K-S-Sz(1990)] does not follow automatically from the
geometry of the singularities of the billiard map. The paper [B-Ch-Sz-T(2002)]
turned out to be a successful attempt — with beautiful mathematics — to fix the
original proof at the expense of additionally assuming that the smooth components
∂Qi of the boundary ∂Q are algebraic (i. e. polynomially defined) hypersur-
faces, not only C3-smooth manifolds. However, all experts strongly believe that C3
smoothness should be enough for the result. Also, due to this restriction, the scope
of the Theorem on Local Ergodicity becomes somewhat narrower than expected,
though the most important models (like hard ball systems, cylindric billiards) are
still algebraic, and thus covered by the result of [B-Ch-Sz-T(2002)].
The main result of this paper is saving the Theorem on Local Ergodicity in its
original form, without assuming the algebraic nature of the boundary components
∂Qi. This will be accomplished by obtaining a correct proof for the estimation of
Lemma 4.6 of [K-S-Sz(1990)], see Lemma 3 below.
The value of the present paper is two-fold:
First, as we said above, the present additions to the original proof do not re-
quire the algebraicity and, this way, they give the theorem the expected range of
applicability. The mentioned geometric inequality of Lemma 4.6 of [K-S-Sz(1990)]
(proved here as Lemma 3) will follow from the new, more dynamical approach, de-
spite the fact that — as it has been revealed in [B-Ch-Sz-T(2002)] — the second
derivatives (the curvature tensor) of the singularity components Ki may blow up
near the boundary ∂Ki (Here Ki is a smooth component of the singularity set R
≤n
of the n-th iterate of the billiard map), so that even the tangent hyperplane of Ki
may be undefined at some points of ∂Ki. This wild geometry has the potential for
4breaking down the geometric inequality of Lemma 4.6 of [K-S-Sz(1990)]. We will be
presenting the new proof by introducing some interesting additions to the original
ideas of Chernov and Sinai.
Secondly, the proof in [B-Ch-Sz-T(2002)] turns out to be a bit involved and
technically difficult, though nice mathematics, in contrast with my new, simplified
approach, which is based much more on dynamical ideas, rather than algebraic and
geometric measure-theoretic ones. In this sense my approach lies closer to the spirit
of the original Chernov-Sinai proof.
Since the improvement shown below is an addition to the original Chernov-Sinai
proof, I did not find it appropriate to repeat the entire proof but, instead, I opted
for presenting essentially the proof for Lemma 4.6 only, with frequent references to
the papers [S-Ch(1987)] and [K-S-Sz(1990)].
§2. Prerequisites
Singularities and Trajectory Branches. The billiard system (M, {St}t∈R, µ)
has two types of singularities. The first one is caused by the presence of the so
called “tangential reflections” x0 = (q0, v0) ∈ ∂M for which 〈v0, n(q0)〉 = 0, i.
e. the velocity v0 happens to lie inside the tangent hyperplane Tq0∂Q of ∂Q at
q0 ∈ ∂Q. If the trajectory S
(−∞,∞)y of a phase point hits a tangential reflection at
time t0 > 0 (S
t0y = x0), then the billiard map S
t0+ǫ is still continuous at y, though
it ceases to be smooth. The often studied first return map T : ∂M → ∂M of the
boundary ∂M is no longer even continuous at the inverse image T−1x0 of a phase
point x0 with tangential reflection.
The second type of singularity, the so called “multiple reflection” takes place
when the flow St0y = x0 = (q0, v
−
0 ) ∈ ∂M (v
−
0 is the “incoming” velocity) hits
more than one boundary components of M, i. e. when q0 ∈ ∂Qi ∩ ∂Qj with
1 ≤ i < j ≤ k. We are going to briefly describe the discontinuity of the flow {St}
caused by a multiple collision at time t0. Assume first that the pre–collision velocity
is given. What can we say about the possible post–collision velocity? Let us perturb
the pre–collision phase point (at time t0 − 0) infinitesimally, so that the collisions
at ∼ t0 occur at infinitesimally different moments. By applying the collision laws
to the arising finite sequence of collisions, (the finiteness follows from Theorem
1 of [B-F-K(1998)]) we see that on the two sides of the current (codimension-one)
singularity manifold there are two, significantly different continuations (the so called
branches) of the trajectory: On one side the finite sequence of collisions near time t0
begins with a ∂Qi-reflection, then it continues in an alternating manner with ∂Qj,
∂Qi, . . . reflections all the way until the resulting (reflected) velocity v
+ happens
to point inward Q. On the other side of the singularity, however, the corresponding
5finite, alternating sequence of reflections begins with a ∂Qj-collision. These two
continuations (branches) result in two (typically different) outgoing velocities v+.
Analogous statements can be made about the backward continuations and the v+ 7→
v− correspondence. It follows from Lemma 4.1 of [K-S-Sz(1990)] that a typical
singular phase point x0 has the property that its trajectory hits a singularity only
once, say, at time t0 > 0 and
(a) q(St0x0) lies only on one boundary component ∂Qi if S
t0x0 is a tangential
reflection;
(b) q(St0x0) lies exactly on two boundary components ∂Qi and ∂Qj (i 6= j) if
St0x0 is not a tangency;
(c) none of the arising two trajectory branches hits a singularity any more.
In this case we say that the trajectory of x0 encounters a so called simple singu-
larity. In this situation the entire orbit S(−∞,∞)x0 has exactly two branches.
Since, in the case of multiple collisions, there is no unique continuation of the
trajectories, we need to make a clear distinction between the set of singular reflec-
tions SR+ supplied with the outgoing velocity v+, and the set of singular reflections
SR− supplied with the incoming velocity v−. For typical phase points x+ ∈ SR+
the forward trajectory S[0,∞)x+ is non-singular and uniquely defined, and analo-
gous statement holds true for typical phase points x− ∈ SR− and the backward
trajectory S(−∞,0]x−. For a more detailed exposition of singularities and trajec-
tory branches, the reader is kindly referred to §2 of [K-S-Sz(1990)]. We denote by
SR = SR− ∪ SR+ the set of all singular reflections.
Sufficiency (Geometric Hyperbolicity). Let S[a,b]x0 be a non-singular (i. e.
smooth) trajectory segment of a semi-dispersive billiard flow (M, {St}t∈R, µ). At
the starting phase point y0 = S
ax0 = (q0, v0) we construct the submanifold
Σ0 =
{
(q, v0)
∣∣ q − q0 ⊥ v0 and ||q − q0|| < ǫ0}
of M with a fixed number ǫ0 << 1. Denote by Σ1 the connected component of
the image Sb−a (Σ0) containing S
bx0 = S
b−ay0. It is easy to see that the smooth
submanifold Σ1 of M has the form
Σ1 =
{
(q, v(q))
∣∣ q ∈ Σ˜1
}
,
where Σ˜1 ⊂ Q is a smooth hypersurface of the configuration space Q supplied with
the field v(q) of unit normal vectors. A direct consequence of the semi-dispersive
property is that the second fundamental form K(q) of Σ˜1 at any q ∈ Σ˜1 (with
respect to the above field of unit normal vectors) is non-negative. The trajectory
segment S[a,b]x0 is said to be sufficient (or geometrically hyperbolic) if K(q1) > 0,
where Sbx0 = (q1, v1).
6Definition. The trajectory segment S[a,b]x containing a simple singularity is said
to be sufficient if and only if both branches of this trajectory segment are sufficient.
Definition. The phase point x ∈M with at most one (and simple) singularity is
said to be sufficient if and only if its whole trajectory S(−∞,∞)x is sufficient, which
means, by definition, that some of its bounded segments S[a,b]x are sufficient.
In the case of an orbit S(−∞,∞)x with a simple singularity, sufficiency means
that both branches of S(−∞,∞)x are sufficient.
The great importance of the sufficiency of a phase point x0 is given by the fact
that (for the discrete time billiard map, i. e. for the first return map T to ∂M)
such a phase point always has a suitably small, neighborhood U0 ∋ x0 for which the
first return map of T to U0 exhibits a uniformly hyperbolic behavior, see Lemma
2.13 in [K-S-Sz(1990)].
For a more detailed exposition of the above notions and facts, the reader is kindly
referred to §2 of [K-S-Sz(1990)].
No accumulation (of collisions) in finite time. By the results of Vaserstein
[V(1979)], Galperin [G(1981)] and Burago-Ferleger-Kononenko [B-F-K(1998)], in a
semi-dispersive billiard flow there can only be finitely many collisions in finite time
intervals, see Theorem 1 in [B-F-K(1998)]. Thus, the dynamics is well defined as
long as the trajectory does not hit more than one boundary components at the same
time.
§3. The Improvements
Let us see – step by step – the additions to the proof of Theorem 3.6 (of [K-S-
Sz(1990)]) that facilitate the dropping of the requirement for the algebraic nature
of the smooth components ∂Qi from the set of conditions for the Theorem on Local
Ergodicity. Our main reference in this section will be the mentioned paper. We try
to follow its notations as closely as we can.
As it was said in 4. of [K-S-Sz(1991)], throughout the whole proof of Theorem
3.6 (of [K-S-Sz(1990)]) one has to use the so called “tubular distance function”
z(x) = ztub(x) to appropriately measure the distance between the phase point x =
(q, v) ∈M\∂M and the set of singular reflections SR. This function z(x) = ztub(x)
is to take the role of the function ρ(x) in the original proof. Let us briefly recall
here the definition of z(x) for any x = (q, v) ∈M \ ∂M:
For any phase point y ∈M \ ∂M introduce the number
t+(y) = min
{
t > 0| Sty ∈ ∂M
}
.
The function t−(y) is defined as −t+(−y), where q(−y) = q(y), and v(−y) = −v(y).
7Recall that the functions t+(.) and t−(.) turn out to be uniformly bounded,
thanks to the introduction of the so called “virtual walls” (or “transparent walls”)
to the model by Chernov and Sinai in [S-Ch(1987)], see also the second paragraph
on p. 539 of [K-S-Sz(1990)]. These virtual walls make the system having a finite
horizon. Caution: In order to keep the validity of condition (2) of the theorem, we
have to drop (from the billiard flow) all trajectories gliding along a virtual wall over
some time interval. The set of these dropped phase points has codimension two (a
“slim set”), so it is negligible in all dynamical considerations.
The function z(x) is then defined as
z(x) = sup
{
r > 0
∣∣ St+(y)y 6∈ SR and St−(y)y 6∈ SR
for all y ∈M with v(y) = v(x), q(y)− q(x) ⊥ v(x), ‖q(y)− q(x)‖ < r
}
.
(Here the supremum of the empty set is considered to be zero.)
We note that throughout this paper we use the Riemannian phase distance
d(x, y)2 = ||q(x)− q(y)||2 + ||v(x)− v(y)||2 to measure the distances between phase
points x, y ∈M.
The invertible, measure-preserving mapping T : ∂M → ∂M that we study is
now the first return map from ∂M to ∂M. Its natural invariant measure µ1 can be
obtained from the Liouville measure µ of the flow {St}t∈R by projection to ∂M, i.
e.
µ1(A) = lim
ǫց0
ǫ−1µ
({
Sty
∣∣ y ∈ A, 0 ≤ t ≤ ǫ}) ,
for any Borel measurable subset A of ∂M.
Lemma 1. For every fixed exponent n ∈ N the open δ-neighborhood
Bδ
(
R≤n
)
=
{
x ∈ ∂M
∣∣ d (x, R≤n) < δ}
of the compact singularity set
R≤n =
n⋃
k=1
Rk =
{
y ∈ ∂M
∣∣ Tn is not smooth on any neighborhood of y in ∂M}
of Tn has µ1-measure O(δ) (big ordo of δ), i. e. µ1
(
Bδ
(
R≤n
))
≤ c1δ with a
positive constant c1 depending only on the billiard flow, and n. (By the way, this
convention applies to all constants ci in this paper! The overbar denotes the closure
taken in ∂M.)
8Proof. We start the proof with an introduction to the time evolution of the normal
vector of a smooth, (locally) flow invariant, codimension-one submanifold J .
Given a codimension-one, flow-invariant, smooth sub-manifold J ⊂M, consider
a normal vector n0 = (z, w) ( 6= 0) of J at the phase point y ∈ J , i. e. for any
tangent vector (δq, δv) ∈ TyM the relation (δq, δv) ∈ TyJ is true if and only if
〈δq, z〉 + 〈δv, w〉 = 0. Here 〈 . , . 〉 is the Euclidean inner product of the tangent
space Rd of Q at every point q ∈ Q. Let us determine first the time-evolution
n0 7−→ nt (t > 0) of this normal vector as time t elapses. If there is no collision
on the orbit segment S[0,t]y, then the relationship between (δq, δv) ∈ TyM and
(δq′, δv′) = (DSt) (δq, δv) is obviously
(3.1)
δv′ = δv,
δq′ = δq + tδv,
from which we obtain that
(δq′, δv′) ∈ Ty′J ⇔ 〈δq
′ − tδv′, z〉+ 〈δv′, w〉 = 0
⇔ 〈δq′, z〉+ 〈δv′, w − tz〉 = 0.
This means that nt = (z, w− tz). It is always very useful to consider the quadratic
form Q(n) = Q((z, w)) =: 〈z, w〉 associated with the normal vector n = (z, w) ∈
TyM of J at y. Q(n) is the so called “infinitesimal Lyapunov function”, see [K-
B(1994)] or part A.4 of the Appendix in [Ch(1994)]. For a detailed exposition of
the relationship between the quadratic form Q, the relevant symplectic geometry
and the dynamics, please see [L-W(1995)].
Remark. Since the normal vector n = (z, w) of J is only determined up to a
nonzero scalar multiplier, the value Q(n) is only determined up to a positive mul-
tiplier. However, this means that the sign of Q(n) (which is the utmost important
thing for us) is uniquely determined. This remark will gain a particular importance
in the near future.
From the above calculations we get that
(3.2) Q(nt) = Q(n0)− t||z||
2 ≤ Q(n0), (t > 0).
The next question is how the normal vector n of J gets transformed n− 7→ n+
through a collision (reflection) at time t = 0? Elementary geometric considerations
show (see Lemma 2 of [Sin(1979)], or formula (2) in §3 of [S-Ch(1987)]) that the
linearization of the flow
(
DSt
) ∣∣∣
t=0
: (δq−, δv−) 7−→ (δq+, δv+)
9is given by the formulas
(3.3)
δq+ = Rδq−,
δv+ = Rδv− + 2 cosφRV ∗KV δq−,
where the operator R : TqQ→ TqQ is the orthogonal reflection across the tangent
hyperplane Tq∂Q of ∂Q at q ∈ ∂Q (y
− = (q, v−) ∈ ∂M, y+ = (q, v+) ∈ ∂M), V :
(v−)⊥ → Tq∂Q is the v
−-parallel projection of the orthocomplement hyperplane
(v−)⊥ onto Tq∂Q, V
∗ : Tq∂Q→ (v
−)⊥ is the adjoint of V , i. e. it is the projection
of Tq∂Q onto (v
−)⊥ being parallel to the normal vector ν(q) of ∂Q at q ∈ ∂Q,
K : Tq∂Q → Tq∂Q is the second fundamental form of ∂Q at q and, finally,
cosφ = 〈ν(q), v+〉 is the cosine of the angle φ subtended by v+ and the normal
vector ν(q). For the formula (3.3), please also see the last displayed formula of
§1 in [S-Ch(1982)], or (i) and (ii) of Proposition 2.3 in [K-S-Sz(1990)]. We note
that it is enough to deal with the tangent vectors (δq−, δv−) ∈ (v−)⊥ × (v−)⊥
((δq+, δv+) ∈ (v+)⊥ × (v+)⊥), for the manifold J under investigation is supposed
to be flow-invariant, so any vector (δq, δv) = (αv, 0) (α ∈ R) is automatically inside
TyJ . The backward version (inverse)
(
DSt
) ∣∣∣
t=0
: (δq+, δv+) 7→ (δq−, δv−)
can be deduced easily from (3.3):
(3.4)
δq− = Rδq+,
δv− = Rδv+ − 2 cosφRV ∗1 KV1δq
+,
where V1 : (v
+)⊥ → Tq∂Q is the v
+-parallel projection of (v+)⊥ onto Tq∂Q. By
using formula (3.4), one easily computes the time-evolution n− 7−→ n+ of a normal
vector n− = (z, w) ∈ Ty−M of J if a collision y
− 7−→ y+ takes place at time t = 0:
(δq+, δv+) ∈ Ty+J ⇔ 〈Rδq
+, z〉+ 〈Rδv+ − 2 cosφRV ∗1 KV1δq
+, w〉 = 0
⇔ 〈δq+, Rz − 2 cosφV ∗1 KV1Rw〉+ 〈δv
+, Rw〉 = 0.
This means that
(3.5) n+ = (Rz − 2 cosφV ∗1 KV1Rw, Rw)
if n− = (z, w). It follows that
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(3.6)
Q(n+) = Q(n−)− 2 cosφ〈V ∗1 KV1Rw, Rw〉
= Q(n−)− 2 cosφ〈KV1Rw, V1Rw〉 ≤ Q(n
−).
Here we used the fact that the second fundamental form K of ∂Q at q is positive
semi-definite, which just means that the billiard system is semi-dispersive.
The last, simple observation on the quadratic form Q(n) regards the involution
I : M→M, I(q, v) = (q,−v) corresponding to the time reversal. If n = (z, w) is a
normal vector of J at y then, obviously, I(n) = (z,−w) is a normal vector of I(J)
at I(y) and
(3.7) Q (I(n)) = −Q(n).
Singularities.
Consider a smooth, connected piece S ⊂M of a singularity manifold correspond-
ing to a singular (tangential or double) reflection some time in the past. Such a man-
ifold S is locally flow-invariant and has one codimension, so we can speak about
its normal vectors n and the uniquely determined sign of Q(n) for 0 6= n ∈ TyM,
y ∈ S, n ⊥ S (depending on the foot point, of course). Consider first a phase
point y+ ∈ ∂M right after the singular reflection that is described by S. It follows
from the proof of Lemma 4.1 of [K-S-Sz(1990)] and Sub-lemma 4.4 therein that at
y+ = (q, v+) ∈ ∂M any tangent vector (0, δv) ∈ Ty+M lies actually in Ty+S and,
consequently, the normal vector n = (z, w) ∈ Ty+M of S at y
+ necessarily has the
form n = (z, 0), especially w = 0. Thus Q(n) = 0 for any normal vector n ∈ Ty+M
of S. According to the monotonicity inequalities (3.2) and (3.6) above,
(3.8) Q(n) < 0
for any phase point y ∈ S of a past singularity manifold S.
For every x ∈ ∂M let Σx ⊂ ∂M be the following convex, local orthogonal
manifold (projected on ∂M by the flow) containing x:
(3.9)
Σx =
{
y ∈ ∂Mi
∣∣ ∃a, b > 0 such thatS(0,a]x ∩ ∂M = ∅ = S(0,b]y ∩ ∂M,
q(Sby)− q(Sax) = (1 + a)
(
v+(y)− v+(x)
)}
,
where ∂Mi is the smooth component of the boundary ∂M containing x. It is clear
that for every given a > 0 (with S(0,a]x ∩ ∂M = ∅) the “synchronized wave front”
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Σax =
{
Sby ∈ ∂Mi
∣∣ b > 0, S(0,b]y ∩ ∂M = ∅,
q(Sby)− q(Sax) = (1 + a)
(
v+(y)− v+(x)
) }
is a sphere (in the configuration space Q) of radius 1 + a supplied with the field
of unit outer normal vectors containing the point q (Sax). Its backward projection
(along the flow) onto ∂M is Σx. In the simple calculations below, leading to the
proof of Proposition 3.10, all objects are considered after the collision taking place
at a phase point in ∂M, especially Σx turns out to be a spherical, local, convex
orthogonal manifold. The curvature operator (second fundamental form) of Sa(Σx)
at the point Sby (here a and b are the same numbers as in (3.9)) is (1+a)−1 ·I, which
operator is uniformly positive. (We can restrict ourselves to the case 0 < a ≤ 1.)
On the other hand, as (3.7) and (3.8) show, the infinitesimal Lyapunov function
Q(n) = 〈z, w〉 is positive for the flow-invariant hull J of any future singularity. Let
y′ ∈ J , n = (z, w) a unit normal vector of J at y′, and for any y′ = Sby ∈ Sa(Σx)
(x ∈ ∂M, a and b are the same numbers as in (3.9)) define the unit tangent vector
~τ = (δq, (1 + a)−1δq) ∈ Ty′S
a(Σx) in such a way that the vector δq has the same
direction as the vector z + (1 + a)−1w, i. e.
δq = (1 + (1 + a)−2)−1/2‖z + (1 + a)−1w‖−1(z + (1 + a)−1w).
Then for the scalar product of the unit vectors ~τ and n we get the following in-
equalities:
〈δq, z〉+ (1 + a)−1〈δq, w〉 = ‖δq‖ · ‖z + (1 + a)−1w‖
≥
(
1 + (1 + a)−2
)−1/2
·min
{
1, (1 + a)−1
}
≥ const > 0
The uniform positivity of the scalar product of the tangent vector ~τ of Σx and the
normal vector n of J proves our
Proposition 3.10. The manifolds Σx are uniformly transversal to the singularity
components Ki ⊂ R
≤n of Tn.
Continuing the proof of Lemma 1. Thanks to the compactness of the phase
space ∂M, it is enough to prove that any given phase point x0 ∈ ∂M has a neighbor-
hood U0 in ∂M such that the estimation of Lemma 1 holds true for the singularity
set U0 ∩ R
≤n. In the proof of Lemma 1 we will always be dealing with the post-
collision velocities v+ of phase points x = (q, v+) ∈ ∂M. In order to slightly simplify
the notations, we assume that x0 6∈ ∂∂M. The proof in the case x0 ∈ ∂∂M can be
obtained from the one below by small and straightforward modifications.
According to Proposition 3.10 and its proof, the phase point x0 ∈ int∂M has
a closed neighborhood U˜0 in ∂M and a smooth coordinate patch Φ : Bǫ0 ×
[−ǫ1, ǫ1]
∼=
−→ U˜0 (here Bǫ0 =
{
y ∈ R2d−3
∣∣ ||y|| ≤ ǫ0}) with the following proper-
ties:
12
(1) Φ(0, 0) = x0;
(2) For the parametrized curves γy, γy(t) = Φ(y, t) (y ∈ Bǫ0), the following is
true: If γy(t) ∈ intKi, α is the non-obtuse angle between the tangent vector γ˙y(t)
and the normal vector nγy(t)(Ki) of Ki at γy(t), then cosα ≥ c2 (> 0) with a
constant c2 depending only on the model and n;
(3) supy∈Bǫ0
∣∣γy ∩R≤n∣∣ <∞, where | . | denotes the cardinality of a set.
The construction of the neighborhood U˜0 of x0 (fulfilling (1)—(3)) goes on as
follows: First we select the curve γ0 ∋ x0 as the intersection Σx0 ∩Wx0 in such a
way that γ0 be transversal to all components Ki of R
≤n near x0. Here
Wy =
{
(q, v+) ∈ ∂M
∣∣ v+ = λv+(y) + µw0, λ, µ ∈ R} ,
for any phase point y ∈ ∂M near x0, where w0 ∈ R
d is a suitably selected (and
fixed) vector which is not parallel to the velocity v+(x0). Then we construct the
smooth, codimension-one manifold B0 = Φ (Bǫ0 × {0}) ∋ x0 near x0 in such a
way that B0 is perpendicular to γ0 at x0. Finally, the other fibers γy (y ∈ Bǫ0)
are constructed as γy = Σy′ ∩Wy′ , where y
′ = Φ(y, 0) ∈ B0, and Wy′ is defined
above. By applying Proposition 3.10, we can make it sure that the parametrized
set U˜0 = Φ (Bǫ0 × [−ǫ1, ǫ1]) (with a suitably selected, small ǫ1 > 0) is, indeed, a
closed neighborhood of x0 with the properties (1)—(2). The validity of the uniform
finiteness (3) follows from the fact that the billiard flow has a finite horizon (with the
introduced virtual walls), thus the n-th iterate Tn of the billiard map T : ∂M →
∂M can only break the local, convex curves γy = Σy′ ∩ Wy′ into finitely many
connected components, where “finite” is meant to be uniformly finite in y for a
fixed n.
To finish the proof of Lemma 1, we need our
Sub-lemma. Given the above triplet (x0, U˜0,Φ), we can find a number ǫ2 > 0,
ǫ2 < ǫ1, such that for any small enough δ > 0 (δ < δ0) and for any phase point
z ∈ U0 := Φ (Bǫ0 × [−ǫ2, ǫ2]), z = Φ(y, t) (y ∈ Bǫ0 , |t| ≤ ǫ2), the inequality
d(z, R≤n) < δ implies that there exists a number t′ ∈ [−ǫ1, ǫ1], |t − t
′| ≤ 2c−12 δ,
Φ(y, t′) ∈ R≤n ∩ U˜0.
Proof. We may assume that the parametrization t along γy (i. e. γy(t) = Φ(y, t))
is asymptotically the same as the Riemannian distance in U˜0. The statement of
the sub-lemma is a direct consequence of the transversality property (2) and the
well known fact that any smooth component Ki of R
≤n can only terminate on
another component Kj of R
≤n having actually smaller degree than Ki. (The degree
k of a component Ki of R
≤n is the uniquely determined positive integer k for
which Ki ⊂ T
−k (SR−).) For varying z ∈ γy, z = Φ(y, t), we take the level set
Lt =
{
Φ(y′, t)
∣∣ y′ ∈ Bǫ0}, and consider a closest point r(z) of Lt ∩ R≤n to z. It
follows from (2) that in one direction on γy the distance function d(z, r(z)) decreases
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at least at the rate of c−12 with respect to the parameter t. In the requirement
|t − t′| ≤ 2c−12 δ we included the additional factor 2 just to be on the safe side,
for the parametrization of γy is only asymptotically the same as the Riemannian
distance in U˜0. 
We may assume that in the neighborhood U˜0 the Radon-Nikodym derivative of
µ1 with respect to the Lebesgue measure λ (defined by the coordinate patch Φ) is
between two constants close to 1 so, in any case, we have that µ1(A) ≤ c3λ(A) for
any Borel set A ⊂ U˜0. Set N0 := supy∈Bǫ0
∣∣γy ∩R≤n∣∣. According to the properties
(1)—(3), the sub-lemma, and the above observation we have the chain of inequalities
(3.11)
µ1
(
U0 ∩Bδ(R
≤n)
)
≤ c3λ
{
z = Φ(y, t)
∣∣ y ∈ Bǫ0 ,
|t| ≤ ǫ2, ∃ t
′ ∈ [−ǫ1, ǫ1], |t− t
′| ≤ 2c−12 δ, Φ(y, t
′) ∈ R≤n
}
≤ c3
∫
Bǫ0
4c−12 δN0dλ(Bǫ0) = 4c
−1
2 δN0c3Vol(Bǫ0) = O(δ),
and the proof of Lemma 1 is now complete. 
Corollary 1. For every fixed exponent n ∈ N the set
Aδn =
⋃{
Gδi
∣∣ Gδi ∈ Gδ, Gδi ∩R≤n 6= ∅}
has µ1-measure big ordo of δ, i. e. µ1
(
Aδn
)
≤ c1δ with a positive constant c1
depending only on the billiard flow and n. (For the definition of a sequence of
regular coverings Gδ =
{
Gδi
∣∣ i ∈ I(δ)}, 0 < δ < δ0, please see §3 of [K-S-Sz(1990)].)
We need to save the crucial geometric inequality of Lemma 4.6 of [K-S-Sz(1990)].
Lemma 2. For any fixed exponent n ∈ N denote by Ki (i = 1, 2, . . . , N) all the
smooth components of the compact singularity set K = R≤n of Tn. We claim that
the set
Bδn =
{
x ∈ ∂M
∣∣ ∃ i < j such that d(x, Ki) < δ, d(x, Kj) < δ}
has µ1-measure o(δ) (small ordo of δ).
Proof. The proof is a beefed-up version of the proof of the previous lemma.
By repeating the proof of Lemma 1, reaching its climax in (3.11), we see that
for every phase point z = Φ(y, t) ∈ U0 ∩ B
δ
n (y ∈ Bǫ0 , |t| ≤ ǫ2) one can find a
t′ ∈ [−ǫ1, ǫ1] for which |t− t
′| ≤ 2c−12 δ, z
′ = Φ(y, t′) ∈ Ki∩ U˜0, d(z
′, Kj) ≤ c4δ, and
Ki, Kj are two distinct smooth components of R
≤n. Observe that for any point
z′ ∈ Ki \
⋃k
j=1 ∂Kj the distance between z
′ and any Kj (with j 6= i) is positive.
(Here R≤n =
⋃k
j=1 Kj is the canonical subdivision of the singularity set R
≤n into
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its smooth components.) We conclude that for the phase point z′ = Φ(y, t′) above
(constructed for the point z = Φ(y, t) ∈ U0 ∩B
δ
n) a distance estimation
d

z′,
k⋃
j=1
∂Kj

 ≤ f(δ)
holds true with a function f(δ) > 0, for which limδ→0 f(δ) = 0. Set
Aδ =

y ∈ Bǫ0
∣∣ ∃ t′ ∈ [−ǫ1, ǫ1] such that d

Φ(y, t′),
k⋃
j=1
∂Kj

 ≤ f(δ)

 .
Since the intersection
⋂
δ>0 Aδ is the obviously zero-measured set

y ∈ Bǫ0
∣∣ ∃ t′ ∈ [−ǫ1, ǫ1] such that Φ(y, t′) ∈
k⋃
j=1
∂Kj

 ,
we get that limδ→0 Vol(Aδ) = 0, where Vol( . ) is the (2d− 3)-dimensional Lebesgue
measure in Bǫ0 . Therefore, the estimation (3.11) now gives us the upper bound
µ1
(
U0 ∩B
δ
n
)
≤ c3
∫
Aδ
4c−12 δN0dλ(Bǫ0) = 4c
−1
2 δN0c3Vol(Aδ) = o(δ),
which finishes the proof of Lemma 2. 
Corollary 2. The set
{
x ∈ U0
∣∣ ∃ i < j ∃ Gδk ∈ Gδ such that x ∈ Gδk, Gδk ∩Ki 6= ∅ 6= Gδk ∩Kj}
has µ1-measure o(δ) (small ordo of δ).
This has been the last step in the revision of the proof of the Theorem on Local
Ergodicity for semi-dispersive billiards.
Acknowledgment. The author is deeply indebted to N. Chernov for his making
a great deal of very useful, enlightening remarks.
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