The binaural cue decoding in the human auditory pathway occurs in the medial superior olive (MSO) and the lateral superior olive (LSO). The MSO is sensitive to interaural time difference (ITD), whereas the LSO is sensitive to interaural level difference as well as to ITD at low frequencies. Functional models of such organs have been presented previously (V. Pulkki & T. Hirvonen, Acta Acoustica united with Acoustica 95, 883 -900, 2009). However, the outputs of those models are not as such applicable as the level of the output varies for a pointlike broadband stimulus depending on the frequency and between the models. Here, a method is presented to combine the outputs of such models and an additional model of the MSO designed to decode directional cues based on broadband envelope time-shifts between the ear canal signals. Applicable cues are obtained by mapping the outputs into azimuth direction values following the idea of self-calibration, and by favoring the cue values suggesting more lateral directions. Furthermore, it is shown how the resulting directional cues can be applied to form a binaural activity map, and that the activity map corresponds to the human perception in several scenarios of psychoacoustical experiments.
INTRODUCTION
When a broadband sound is emitted by a point-source in free-field, the human auditory system can use three cues to localize the sound. These cues consist of the interaural time difference (ITD), interaural level difference (ILD), and envelope time-shifts [1] . Neurophysiological studies have demonstrated that the organs responsible for decoding the spatial information in the human auditory pathway are the medial superior olive (MSO) and the lateral superior olive (LSO) both located in the superior olivary complex. Moreover, the MSO has been found to be sensitive to ITD [2] , whereas the LSO has been found to be sensitive to ILD at all frequencies as well as to ITD at low frequencies [3] .
A lot of effort has been placed on developing binaural auditory models over the past decades. These models mimic the processing in the auditory pathway by means of computational operations and thus aim to explain the performance of human subjects in binaural listening experiments [4] . Various approaches have been taken to model the binaural cue decoding, and the approaches differ in the detail with which the processing in the auditory pathway is being considered in them. Count-comparison-principle based functional models of the MSO and the LSO were presented in [5] . Each of those models provides as output a directional cue representing the spatial location in the left-right axis. The idea of using the count-comparison principle to model the processing in the MSO and the LSO is supported by the neurophysiological studies reporting that the aforementioned organs decode the binaural cues following the hemifield-coding [6, 7] .
The fact that there exists two MSOs and two LSOs, one of each in each hemisphere, indicates that there would be four sets of directional cues available at the higher stages for the auditory system to localize a sound event. Furthermore, two additional sets of cues might be available as a result of decoding of the envelope time-shifts. The availability of six sets of directional cues, three on each hemisphere, would enable the perception of six narrowband images at the same time, a phenomenon that has not been found in perceptual studies [1] .
In this article, a method is presented to combine the three sets of cues into one set of where cues, separately for each hemisphere. Hence, the maximum number of simultaneous narrowband images is reduced to two, which is in accordance with the psychoacoustical knowledge [1] . It is also demonstrated in this article how the presented method is effectively implemented in the recently developed binaural auditory model [8] to provide a binaural activity map illustrating the auditory scene. More specifically, the outputs of the MSO, LSO, and wide-band MSO models [8] are combined, and the resulting where cue is used to steer the what cue originating from the periphery model [8] on a specific location on the map. The resulting binaural activity map is shown to correspond well to the human perception in a few binaural listening experiments.
METHOD
The schematic structure of the binaural auditory model [8] , where the presented method is embedded, is depicted in Fig. 1 . As illustrated there, the inputs to the method consist of the outputs of the MSO, LSO, and wide-band MSO models, the outputs which contain the spatial characteristics of the binaural input signal. The fundamental principle of the method is to merge these three inputs together in order to account for the results from psychoacoustical experiments demonstrating that all sound within a given critical band can only be perceived as a single sound event having a broader or narrower extent [1] . The merging is done separately for each characteristic frequency (CF) of the model and for each hemisphere as in some special cases, a narrowband stimulus can evoke the perception of two separate images at different hemispheres [1] . Presented method FIGURE 1: Structure of the binaural auditory model [8] , where the presented method has been embedded.
Although the MSO, LSO, and wide-band MSO model output values lie within the range from 0 to 1, the output values vary from one CF to another, as well as from one MSO or LSO model to another for a broadband sound emitted by a point-source in the free-field. In order to obtain comparable cues that can be merged together, the output values are mapped in to direction values β. In the presented method, the mapping is done by selecting a set of binaural audio signals corresponding to known sound source directions and by computing the MSO, LSO, and wide-band MSO output values for those signals. The reference values, Φ, for each direction can then be derived by computing the averages of the output values obtained separately for each model. Then, the output values, φ, obtained for a given binaural input signal are mapped by searching for the direction, η, for which the absolute difference between Φ and φ is the smallest according to the equation
The mapping is done separately for the different MSO and LSO model outputs.
Two types of monophonic signals were used to compute the reference values, since the MSO and LSO models and the wide-band MSO models are sensitive to different types of input signals. The same set of measured head-related transfer functions (HRTFs) of a Cortex MK2 dummy head were used in both cases. The reference values for the MSO and LSO models were obtained by processing an 80-ms-long pink noise burst, whereas the impulse response of a first-order Butterworth lowpass filter with a cut-off frequency at 500 Hz was used to compute the reference values for the wide-band MSO model. The HRTFs corresponding to the azimuth directions of −20
• to 90
• in 10
• step size were used to compute the reference values, as the MSO model provides monotonically increasing output within that range. The β for the different models are referred to as the MSO, LSO, and wide-band MSO cues in this article and are denoted as β i , β j , and β k , respectively.
It is known from psychoacoustical experiments that the frequency ranges within which the ITD, ILD, and envelope time-shifts contribute to the localization are different [1] . In order to emulate this when the cues are merged, an individual energy signal is associated with each cue and modified prior to the merging. The energy associated with the MSO cue is set to zero at frequencies above 1.5 kHz, as the mammalian MSO is sensitive to the ITD at frequencies below 1.5 kHz [9] . In order to emulate the poor localization ability of pure tones at frequencies from 1 kHz to 2 kHz [10] , the energies associated with all of the cues are set to zero in that frequency range. As the impact of envelope time shifts on the localization is known to be smaller than the ones of ITD and ILD at low frequencies [1] , the energy, e k , associated with the wide-band MSO cue is set to zero at frequencies below 1 kHz if the MSO and the LSO cues point to more lateral directions than the wide-band MSO cue.
The merging of the cues is designed to favor the off-median plane cues in order to emulate the psychoacoustical knowledge that the modification of even one of the binaural differences (i.e., ITD, ILD or envelope time-shift) is sufficient to shift the perceived lateral position of the evoked auditory image away from the center [11, 12, 13] . More precisely, the cues are merged separately for each CF and for each hemisphere by computing the energy-weighted average:
where γ = β + 20
• for all subscripts, and m denotes the left or right hemisphere. The cues are raised to the third power to favor the cues pointing to the sides. The offset of 20
• was applied in Eq. (2) to avoid computing the square root of negative values.
TESTING THE FUNCTIONALITY OF THE MODEL IN BINAURAL LISTENING

SCENARIOS
In this section, the functionality of the binaural auditory model in a few binaural listening scenarios is illustrated, and the performance is compared to the human perception in the corresponding scenarios. One of the binaural listening scenarios was simulated using measured HRTFs of a Cortex MK2 dummy head.
Description of the forming of the binaural activity map
In the binaural auditory model [8] (see Fig. 1 ), the binaural input signal is first processed in the two periphery models, one in each hemisphere, that consist of a nonlinear time-domain cochlear model [14] and a model of cochlear nucleus. The outputs of the periphery models are transmitted to the MSO, LSO, and wide-band MSO models that decode the binaural cues into directional information. The method presented in this article is then used to form one directional cue, separately for each hemisphere, from the outputs of the different MSO and LSO models projecting to the given hemisphere. Thereafter, the emphasized role of the onsets on the localization of a sound event [15] is emulated in the onset contrast enhancement before the resulting where cue is applied to steer the what cue, originating from the periphery model, to a specific location on the binaural activity map. Furthermore, the contrast between the hemispheres is enhanced by controlling the strengths of the images with a method denoted as contralateral comparison. The binaural activity map is thought to consist of a set of left/right organized neurons in such a manner that several frequency-selective neurons exist in each position on the map. Moreover, the different frequencies are divided into six frequency regions and distinctive colors are used for each frequency region in order to ease the visual inspection of the map. The colors for the different frequency regions are illustrated in Fig. 2 .
Evaluation
The first binaural listening scenario addresses the lateralization of wide-band stimuli with different ILDs. Psychoacoustical experiments have shown that the perceived lateral position of the evoked auditory image can be shifted away from the midline by introducing a level difference between the otherwise identical signals reproduced to the two ears of the listener (see, e.g., [12, 16] ). Furthermore, it has been reported that the perceived auditory event moves completely to one side when the ILD is sufficiently large, and that the ILD value with which this occurs has been found to vary from 10 to 20 dB depending on the stimulus used [1] . One of the reasons for the aforementioned variation is that the width of the perceived auditory image increases for level differences of more than 8-10 dB, which makes it difficult to measure the limit value [12, 16, 1] . The functionality of the model in the corresponding scenario was evaluated with a set of 100-ms-long samples of pink noise with ILDs ranging from 0 to 100 dB. The resulting binaural activity map depicted in Fig. 3(a) shows that the activation is located in the center with an ILD of 0 dB and shifts towards the side as the ILD is increased. Additionally, the spread of the activation increases especially when the ILD is from 10 to 20 dB. Finally, with an ILD of 100 dB, the activation is again narrow and located at the furthest possible location on the right hemisphere. Consequently, the binaural activity map is in line with the psychoacoustical data.
The perception of moving sounds has also been studied in several different scenarios (see, e.g., [1] for an extensive review). In one experiment [17] , the subjects were able to indicate the trajectory of a moving pink noise signal with an accuracy of about 12
• , on average, in azimuth.
There, vector base amplitude panning (VBAP) [18] was used to simulate the movement of the sound source in loudspeaker reproduction. In order to test the functionality of the model in a similar scenario, a 2-s-long pink noise signal was simulated to move from 0 • to 90
• on the left using HRTFs. The signal was processed with the HRTFs corresponding to the azimuth angles ranging from 0 • to 90 • in 5
• resolution, and the source was simulated to move constantly by panning between the resulting signals of two adjacent directions within each 100 ms long time frame. The binaural activity map provided by the model for the simulated scenario is illustrated in Fig. 3(b) . The location of the activation on the map can be seen to follow the simulated movement of the pink noise signal. Hence, the activity map is in accordance with the results of the psychoacoustical experiment [17] .
Binaural masking level difference (BMLD) is a phenomenon that describes how the detection threshold (THR) of a target sound in the presence of a masking noise is dependent on the locations of the two sounds. For instance, the difference in the THR can even be 15 dB between S 0 N 0 and S π N 0 scenarios [1] . The S 0 N 0 refers to the scenario where both sounds are reproduced diotically, whereas in S π N 0 scenario the target sound is reproduced dichotically, and S is the target signal and N is the masking noise. If the target sound is speech, the difference in the detection threshold is typically measured as the difference in the intelligibility of the speech, and denoted as the binaural intelligibility level difference [1] . The ability of the model to reflect the difference in the detection threshold between the S 0 N 0 and S π N 0 scenarios was evaluated by generating a set of binaural signals containing an anechoic sample of speech as the target sound and a Gaussian white noise as the masker. More specifically, the sample of speech contained the words "three, four, five" spoken by a male speaker. The THR, i.e., the level at which the target sound becomes inaudible in S 0 N 0 scenario, was determined based on informal listening. Then, three samples of S π N 0 scenario were generated in a manner that the levels of the target sound in them were 0 dB, 10 dB, and 15 dB below the determined THR. The binaural activity maps for the four scenarios are shown in Figs. 4(a)-(d) illustrating that the activations evoked by the utterances are clearly visible in S π N 0 scenario when the level of the target sound is at the threshold, whereas only the activation evoked by the masking noise in the center is visible with the same target sound level in the S 0 N 0 scenario. When the level of the target sound is further reduced in the S π N 0 scenario, the activations evoked by the target sound become less prominent. When the level of the target sound is 15 dB below the THR, the activations evoked by the speech have almost completely vanished, which is in line with the observation made in informal listening that the speech was not audible in that scenario. Consequently, the functionality of the model is in accordance with the psychoacoustical observations.
SUMMARY
In earlier work of the group, models of six organs in human auditory pathway capable to decode the directional information available in binaural auditory signals have been implemented. A method to combine the six outputs, forming a single directional estimate for each hemisphere, is presented here. In the work, the outputs of count-comparison-based models of medial superior olive (MSO), lateral superior olive (LSO), and wide-band MSO were mapped into directional values and merged together in order to form one where cue for each hemisphere. In the merging of the cues, an individual energy signal was assigned with each cue to emulate the impact of the given cue on the resulting where cue at each characteristic frequency, and the tendency of the auditory system to favor the off-median plane cues in localization was also taken into account. In addition, the performance of the binaural auditory model where the presented method has been embedded was evaluated in a few binaural listening experiments. The binaural activity maps provided by the model were shown to correspond well to the psychoacoustical knowledge about human perception in the scenarios presented.
