This paper describes a method of learning similarity matrix from pairwise constraints assumed used under the situation such as interactive clustering, where we can expect little user feedback. With the small number of pairwise constraints used, our method attempts to use additional constraints induced by the affinity relationship between constrained data and their neighbors. The similarity matrix is learned by solving an optimization problem formalized as semidefinite programming. Additional constraints are used as complementary in the optimization problem. Results of experiments confirmed the effectiveness of our proposed method in several clustering tasks and that our method is a promising approach.
Introduction
Interactive clustering is a significant method to realize intelligent Web interaction because it is very useful for interactive visualization, data mining and data analysis of the Web [1] . Interactive clustering consists of two main techniques: active learning and constrained clustering. The active learning selects effective data as judged by the user, then is used as constraints [2] . The constrained clustering categorizes the data under such constraints from a user. Both pursue the common requirement of dealing with constraints from the user [3] .
In this paper, we propose a method of constrained clustering using as few constraints as possible by expanding them into richer constraints. Semi-supervised learning creating classifiers or clusters from limited supervised information and much unlabeled data has been vigorously researched [4] , with constrained clustering used as a learning problem. In the typical setting for constrained clustering, several pairwise data are given as either mustlink or cannot-link constraints. Must-link pair data must be in the same cluster, but cannot-link pair data cannot be.
One simple use of these constraints is to build a procedure into clustering algorithms to check whether clusters break constraints. COP-K-means proposed by Wagstaff [5] is one such representative method. COP-Kmeans is a modified version of the K-means algorithm. It first selects cluster centers to which it allocates data while ensuring that the given constraints are not broken, i.e., pairs of data with must-links are not allocated to different clusters and vice versa. While simple, this approach is too difficult for creating consistent clusters with constraints as must/cannot-link pairs increases. Since COP-K-means conducts only a greedy search, causing clustering to stop before a task is completed. Meanwhile, another approach uses constraints to modify the similarities between data as the similarities of must-link pairs must be large and the similarities of cannot-link pairs must be small. There are several methods to realize this approach [6] [7] [8] [9] [10] [11] . For example, Klein et al. proposed a clustering algorithm to deal with space-level constraints in addition to ordinary instancelevel constrains with must/cannot-links [6] . They maintained that neighbors around given data constrained by must/cannot-links should be constrained similarly to data, and developed ways to concretely propagate space-level constraints by satisfying triangle inequality using allpairs-shortest-paths and complete-link hierarchical agglomerative clustering. Li et al. [11] proposed a method to learn a kernel matrix that is obtained by solving an optimization problem as semidefinite programming. They integrate the must/cannot-link constraints into the optimization problem to propagate local constraints into the whole kernel matrix. How such constraints influence the kernel value of other pairs remains unclear, although it ensures only the kernel value of constrained pairwise data.
Based on these two methods, we propose a similarity learning method producing a similarity matrix by solving an optimization problem in the same way as Li et al. We additionally impose constraints on the neighbors of constrained pairwise data to move similar data together based on the movement of pairwise constrained data. This is similar to Klein's approach in propagating space-level constrains under complete-link hierarchical agglomerative clustering, although we need no special clustering algorithm such as agglomerative clustering and is indepen-
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In the sections that follow, we first explain similarity learning and formalize it as a form of semidefinite programming in Section 2. We then discuss learning similarity matrix imposing additional constraints on the original optimization problem in Section 3. Section 4 presents experimental results in which the similarity matrix thus obtained is applied to a simple clustering task. Section 5 presents conclusions.
Basic Similarity Learning
In this section, we formalize similarity learning as a semidefinite programming problem.
Let P be a data collection where each data p i ∈ R m (i = 1, ..., n) is a vector of dimension m. Let S ∈ R n×n be its similarity matrix, where each s i j (0 ≤ s i j ≤ 1) is the similarity between p i and p j . Pairwise constraints are given as follows:
The objective of similarity learning is to create a new similarity matrix K satisfying the above constraints, i.e., data pairs in M must be similar (k i j = 1) and data pairs in C must be dissimilar (k i j = 0). Before formalizing an optimization problem to obtain K as semidefinite programming [12] , we use a graph Laplacian [13] as a coefficient for K in the optimization problem, letting D be a diagonal matrix where d ii = ∑ n j=1 s i j and defining the graph Laplacian L as follows:
, we formalize an optimization problem for the similarity learning as follows:
. . . (4)
l i j is the element ofL. This objective function assigns a large or small value to a data pair whose original similarity is high or low to get a matrix satisfying constraints while maintaining the original dataset affinity by solving the optimization problem. K 0, a condition making K a semidefinite matrix guarantees a matrix K is a Mercer kernel matrix.
Several available software packages solve general semidefinite programming problems, as used below to solve this optimization problem.
Constraints Extended from Pairwise to Neighbors
New similarity matrix K returned by the above solver differs from original similarity matrix S. In this section, we question how the new similarity matrix is changed by constraints because we consider that constraint influence should be propagated locally, i.e., in local nonconstrained data. For this, we introduce additional pseudo constraints for local propagation created by given constraints, as shown in Fig. 1 , where two pairs of data (one star and two diamonds) are constrained as a must-link and a cannot-link in 2-dimensional data space respectively. The original optimization problem takes into account only the relationship between constrained data pairs, so the solution may result in the data allocation in Fig. 1(a) , where only the star data moves. We posit, however, both constrained data pairs and their neighbors are affected by constraints in Fig. 1(b) , where star data and its neighbors -two diamonds called relational neighbors -move together. To achieve this influence of constraints, we impose additional constraints on the optimization problem, i.e., for data pair (i, j) with must-link or cannot-link, we impose the following constraints: 
The fourth and fifth constraints are different from the original problem. By imposing these constraints, we enVol.14 No. 4 sure that similarities between constrained pairwise data and their relational neighbors change in the same way.
Experiments
In this section, we evaluate our proposed method on several clustering tasks. We used four datasets, Iris, Soybean, Wine, and Glass from the UCI Machine Learning Repository 1 . We standardize attribute values for the Wine dataset alone. The details about these datasets are summarized in Table 1 . The experimental procedure consists of two main steps. First, a similarity matrix of a dataset is calculated from constraints. Second, a clustering algorithm is applied to the dataset with the above matrix. Then the results are evaluated. We use the k-medoids clustering algorithm in this procedure. A detailed description of the algorithm is shown as Algorithm 1.
The elements of the initial similarity matrix are calculated by using s i j = e We compare the following two methods of similarity learning to investigate the effect of additional constraints in our method.
• A method that uses only given constraints (data pairs of must/cannot-link) for learning a similarity matrix.
(KK-MEANS) • A method that uses given constraints and constraints concerning the relational neighbors of given constraints. (NKK-MEANS). For this method, we test t = 1 ∼ 5 (the number of relational neighbors) on each dataset.
We used Normalized Mutual Information (NMI) as the performance measure. This measure is defined as follows:
C is the set of clusters returned by the K-means algorithm, and T is the set of true clusters. I(C, T ) is the mutual information between C and T , and H(C) and H(T ) are the entropies.
Following Li et al. [11] , we test different sets of constraints. For the j-th constraint set, j must-link constraints for each class, and j cannot-link constraints for every two classes are randomly generated. Thus for a database of k classes, the j-th constraint set consists of a total of j × (k + k(k − 1)/2) constraints. We also follow the setting of j that ranges from 1 to 10.
The results are shown in Figs. 3-6 . Fig. 3 shows the Iris dataset results. The horizontal axis shows the number of constraints, and the vertical axis represents the NMI value. For every method, the performance improves as the number of constraints increases with few exceptions. These exceptions suggest that some constraints do not help to improve the performance. In this dataset, our method outperforms the base one on almost every point. The Soybean in Fig. 4 shows similar characteristics to the Iris dataset. In the Wine dataset (Fig. 5) , our method performed pretty well although the constraints do not help to improve the performance. However, our method does not work well or performs worse in the Glass dataset where the base method maintains a stable performance. We consider the reason of the result and the effect of the constraints of relational neighbors in the next section. 
Discussion
In the previous section, we stated that our method outperforms the base method in three datasets. We first investigated the effect of additional constraints that are used in our proposed method in more detail. Figs. 7-10 show the performance of each method for each set of constraints. The number listed in the right side of each graph is the number of constraints. Each method is shown along horizontal axis. For example, NKK-MEANS (t = 2) is our proposed method where two relational neighbors are considered for each other's pairwise data. Thus, in this case, a total of four additional constraints is appended when calculating a similarity matrix.
These graphs show the effect of the number of relational neighbors. Although the appropriate number of relational neighbors may differ from dataset to dataset, 3∼5 is the proper range for the datasets used in this experiment (without Glass dataset). It seems that the effect of the number of relational neighbors is not related to the number of constraints. In the Iris dataset, the performance partially decreases when the number of constraints was 24 and 42. However, the strength of the influence differs from the number of relational neighbors. For exam- ple, when the number of constraints is 24, the influence is bad at t = 1, 2, however, not so much at t = 3, 4. In contrast, when the number of constraints is 42, the influence is limited at t = 1, 2, but, terrible at t = 3, 4. These results indicate that there may be good or bad constraints combination. Thus, we need to select an appropriate set of constraints, and this is our open problem. Finally, we investigated why our method does not work on the Glass dataset. Table 2 lists the distributions of the number of class members in each dataset. For example, the distribution (48, 59, 71) in the Iris dataset represents that it has three classes and the number of members in each class is 48, 59, 71, respectively. The Glass dataset is relatively different from the others. It has more classes (6 classes), and the distribution bias is relatively large compared with the other datasets. Our method takes into
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Journal of Advanced Computational Intelligence Vol.14 No.4, 2010 and Intelligent Informatics account the same number of relational neighbors even if there is a lot of bias between the number of class members for a pairwise data. Although this may not become a problem when a pairwise data is must-linked, it may be a problem when the pair is cannot-linked because the probability of the member of a small class may be highly constrained, and then they may be included in the conflicted constraints. Given this perspective, we need to create a function that controls the number of relational neighbors according to the size of a class that a constrained data pair belongs.
Conclusion
We proposed a method for learning a similarity matrix from pairwise constraints. Our method is based on the same approach proposed by Li et al., which produces a similarity matrix by solving an optimization problem as semidefinite programming. However, we impose additional constraints whereas the neighbors of constrained pairwise data are also influenced by the constraints, i.e., neighbors of a must-linked pair also become similar to that pair, and the neighbors of a cannot-link pair also become dissimilar. Experimental results for several clustering tasks show that our approach is promising even though we must test it on other test beds and analyze it in detail.
In future work, we plan to investigate the influence of the number of neighbors and develop how to control it, and will try to find more effective constraints on the neighbors.
