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Abstract
Gya´rfa´s and Lehel and independently Faudree and Schelp proved that in any 2-
coloring of the edges of Kn,n there exists a monochromatic path on at least 2⌈n/2⌉
vertices, and this is tight. We prove a stability version of this result which holds even
if the host graph is not complete; that is, if G is a balanced bipartite graph on 2n
vertices with minimum degree at least (3/4 + o(1))n, then in every 2-coloring of the
edges of G, either there exists a monochromatic cycle on at least (1 + o(1))n vertices,
or the coloring of G is close to an extremal coloring – in which case G has a monochro-
matic path on at least 2⌈n/2⌉ vertices and a monochromatic cycle on at least 2⌊n/2⌋
vertices. Furthermore, we determine an asymptotically tight bound on the length of
a longest monochromatic cycle in a 2-colored balanced bipartite graph on 2n vertices
with minimum degree δn for all 0 ≤ δ ≤ 1.
1 Introduction
The order of a path P is the number of vertices in P and the length of P is the number of
edges in P .
The following is a classical result in graph-Ramsey theory.
Theorem 1.1 (Gerencse´r, Gya´rfa´s [5]). Let n be a positive integer. In every 2-coloring of
the edges of Kn, there exists a monochromatic path on at least ⌈(2n + 1)/3⌉ vertices. Fur-
thermore, there exists a 2-coloring of the edges of Kn such that the longest monochromatic
path has ⌈(2n + 1)/3⌉ vertices.
Theorem 1.1 has been extended in a number of ways. Gya´rfa´s, Sa´rko¨zy, and Szemere´di
[9] proved a stability version; that is, for all α > 0, there exists n0 and η > 0 such that for
all n ≥ n0, in any 2-coloring of the edges of Kn, either there is a monochromatic path on at
least (2/3+η)n vertices or the 2-coloring is close to an extremal coloring with parameter α.
Gya´rfa´s and Sa´rko¨zy [8] then proved a version of Theorem 1.1 for non-complete graphs; that
is, they proved that if G is a graph on n vertices with δ(G) ≥ (3/4 + o(1))n, then in every
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2-coloring of the edges of G, there exists a monochromatic path on at least (2/3 − o(1))n
vertices and they note that there exists graphs with minimum degree 3n/4 − 1 and 2-
colorings of such graphs where the longest monochromatic path has at most n/2 vertices.
Later this result was strengthened by Benevides,  Luczak, Skokan, Scott, and White [2]
who proved that if δ(G) ≥ 3n/4, then either G contains a monochromatic path on at least
(2/3+ o(1))n vertices or G is close to an extremal example in which case G contains a path
on at least (2/3 − o(1))n vertices (in fact their result says something more about cycles
of specific lengths). Finally, White [16] determined an asymptotically tight bound on the
length of a longest path in an arbitrary 2-coloring of a graph G with minimum degree at
least δn for all 0 ≤ δ ≤ 3/4.
1.1 Bipartite graphs
Gya´rfa´s and Lehel [7] and independently Faudree and Schelp [4] proved a bipartite analog
of Theorem 1.1.
Theorem 1.2. Let n be a positive integer. In every 2-coloring of the edges of Kn,n there
exists a monochromatic path on at least 2⌈n/2⌉ vertices. Furthermore, this is best possible
by Example 2.1.
The purpose of this paper is to extend Theorem 1.2 in a few ways, analogous to the
above extensions of Theorem 1.1.
Our first result gives an asymptotically tight bound on the length of a monochromatic
cycle in a balanced bipartite graph on 2n vertices with minimum degree δn for all 0 ≤ δ ≤ 1
(see Figure 1).
Theorem 1.3. For all 0 ≤ δ ≤ 1 and ǫ > 0, there exists n0 such that if G is a balanced
bipartite graph on 2n ≥ 2n0 vertices with δ(G) ≥ δn, then in every 2-coloring of the edges
of G there exists a monochromatic cycle of order at least (f(δ) − ǫ)n, where
f(δ) =


δ, for 0 ≤ δ ≤ 2/3,
4δ − 2, for 2/3 ≤ δ ≤ 3/4,
1, for 3/4 ≤ δ ≤ 1.
Our next result simultaneously gives a stability version and a large minimum degree
version of Theorem 1.2. Before stating the result, we define an what we mean by an
extremal coloring.
Definition 1.4 (η-extremal coloring). Let η ≥ 0 and let G be a balanced bipartite graph
on 2n vertices. Let c : E(G) → {1, 2} be a 2-coloring of the edges of G. We say that c
is an η-extremal coloring if there exists X ′ ⊆ X and a partition {Y1, Y2} of Y such that
|X ′|, |Y1|, |Y2| ≥ (1/2 − η)n, eR(X ′, Y1) ≤ ηn2, and eB(X ′, Y2) ≤ ηn2.
Theorem 1.5. For all real numbers γ, η with 0 ≤ 64√η < γ ≤ 14 , there exists n0 such that
if G is a balanced bipartite graph on 2n ≥ 2n0 vertices with δ(G) ≥ (3/4 + γ)n, then in
every 2-coloring of G, either there exists a monochromatic cycle on at least (1+η)n vertices
or the edge coloring is η-extremal, in which case there exists a monochromatic path on at
least 2⌈n/2⌉ vertices and a monochromatic cycle on at least 2⌊n/2⌋ vertices.
2
2
3
3
4
1
2
3
1
2
δ
f(δ)
Figure 1: Lower bound on the length of a longest monochromatic cycle as a function of
degree
While it is likely that the following result could be obtained from the arguments in [7]
and [4] (for all n), it doesn’t seem to appear in the literature, so we state it here explicitly.
Corollary 1.6. Let n sufficiently large positive integer. In every 2-coloring of the edges of
Kn,n there exists a monochromatic cycle on at least 2⌊n/2⌋ vertices. Furthermore, this is
best possible by Examples 2.1 and 2.4.
In Section 2, we give examples to show that the degree conditions in Theorems 1.3 and
1.5 are asymptotically best possible. It would be interesting to obtain exact versions of
these results.
The proof of Theorems 1.3 and 1.5 go roughly as follows: we first find large monochro-
matic connected components (monochromatic component, for short) in Section 3; using
that we find large monochromatic connected matchings in Section 4 and prove a stability
result regarding monochromatic connected matchings which will be needed for the proof
of Theorem 1.5; the regularity lemma is introduced in Section 5 along with the machinery
needed to transfer results about monochromatic connected matchings to monochromatic
cycles; we then combine all of these tools to prove Theorem 1.3 in Section 6 and Theorem
1.5 in Sections 7 and 8.
1.2 Notation
We say that G is an X,Y -bipartite graph if X and Y are independent sets in G and {X,Y }
forms a partition of V (G). Given an X,Y -bipartite graph G and X ′ ⊆ X and Y ′ ⊆ Y , we
write [X ′, Y ′] to the bipartite graph induced by X ′ ∪ Y ′. Throughout the paper, when we
refer to a 2-coloring of the edges of G, we mean E(G) = ER ∪ EB where ER are the set of
red edges and EB are the set of blue edges. Note that we do not require ER ∩ EB = ∅, i.e.
a 2-coloring of the edges always means a 2-multi-coloring of the edges. This slightly more
general setting is convenient because when we apply the regularity lemma, we will have edges
which are ǫ-regular in both red and blue and we would like to retain this information for the
purposes of proving a stability result. Of course any result which applies to every 2-multi-
coloring of the edges applies to every 2-coloring of the edges, so we lose nothing by making
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this choice. We write NR(v) = {u : uv ∈ ER(G)} and NB(v) = {u : uv ∈ EB(G)} and refer
the vertices inNR(v) as the red neighbors of v and the vertices in NB(v) as the blue neighbors
of v. Similarly, for X ′ ⊆ X and Y ′ ⊆ Y , we write [X ′, Y ′]R ([X ′, Y ′]B) for the spanning
subgraph of red (blue) edges of [X ′, Y ′]. We also write δR(X
′, Y ′) = minx∈X′ dR(x, Y
′)
for the minimum red degree from X ′ to Y ′ (similarly for blue). Note that in general,
δR(X
′, Y ′) 6= δR(Y ′,X ′).
We also use the standard notation [k] = {1, . . . , k}.
2 Examples
⌈n/2⌉ ⌊n/2⌋
⌈n/2⌉ ⌊n/2⌋
Y1 Y2
X1 X2
Example 2.1
X1
n
4 + k
X2
n
4 + k
X3
n
4 − k
X4
n
4 − k
Y1
n
4 − k
Y2
n
4 − k
Y3
n
4 + k
Y4
n
4 + k
Example 2.2
X1
⌈k/2⌉
X2
⌊k/2⌋
X3
n− k
Y1
⌈k/2⌉
Y2
⌊k/2⌋
Y3
n− k
Example 2.3
•
•
n−1
2
n−1
2
n−1
2
n−1
2
Y1 Y2
X1 X2
y∗
x∗
Example 2.4
Figure 2: Tightness Examples
The following three examples show the asymptotic tightness of Theorem 1.3 in the three
different regimes.
Example 2.1. Let Kn,n be an X,Y -bipartite graph, and partition X and Y into X1,X2
and Y1, Y2, respectively, where |X1| = |Y1| = ⌈n/2⌉ and |X2| = |Y2| = ⌊n/2⌋. Color
[X1, Y1] and [X2, Y2] blue, while coloring [X1, Y2] and [X2, Y1] red. The order of the longest
monochromatic path (and cycle) is 2⌈n/2⌉.
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Example 2.2. Suppose n is divisible by 4. Let 0 ≤ k ≤ n/12. Let G be a balanced X,Y -
bipartite graph on 2n vertices defined as follows. Partition X and Y into X1,X2,X3,X4
and Y1, Y2, Y3, Y4 such that |X1| = |X2| = |Y3| = |Y4| = n/4 + k and |X3| = |X4| = |Y1| =
|Y2| = n/4−k. Include all the edges in the following bipartite subgraphs (and no others) and
color them as indicated: color [X1∪X2, Y1∪Y2] and [X3∪X4, Y3∪Y4] blue and color [X1, Y3],
[X2, Y4], [X3, Y1], and [X4, Y2] red. Since k ≤ n/12, the order of the longest monochromatic
path (and cycle) in G is n− 4k, while the minimum degree of G is 3n/4− k.
Example 2.3. Let 0 ≤ k ≤ n3 . Let G be a balanced X,Y -bipartite graph on 2n vertices
defined as follows. Partition X and Y into X1,X2,X3 and Y1, Y2, Y3 such that |X1| = |Y1| =
⌈k/2⌉, |X2| = |Y2| = ⌊k/2⌋, and |X3| = |Y3| = n − k. Include all the edges in the following
bipartite subgraphs (and no others) and color them as indicated: color [X1, Y2], [X2, Y3],
and [X3, Y1] blue, and color [X1, Y3], [X2, Y1], and [X3, Y2] red. Since k ≤ n/3, the order of
the longest monochromatic path (and cycle) in G is 2⌈k/2⌉, while the minimum degree of
G is k.
The following example appears in [17] and shows that Corollary 1.6 is tight.
Example 2.4. Let n be an odd positive integer. Let Kn,n be an X,Y -bipartite graph, and
partition X and Y into X1,X2, {x∗} and Y1, Y2, {y∗}, respectively, where |X1| = |Y1| =
⌊n/2⌋ and |X2| = |Y2| = ⌊n/2⌋. Color [X1, Y1] and [X2, Y2] red, while coloring [X1, Y2]
and [X2, Y1] blue. Color [{x∗}, Y ] blue and [{y∗},X \ {x∗}] red. The order of the longest
monochromatic cycle is 2⌊n/2⌋.
3 Monochromatic balanced components
In this section we prove a result about the size of a largest monochromatic “balanced
component” in a 2-colored bipartite graph with a given minimum degree. The main purpose
of Proposition 3.2 is to provide the first step for upcoming proof of Theorem 4.1, but since
the statement is interesting on its own and is instructive to read as a warm-up, we separate
it from the proof of Theorem 4.1. Note that while Proposition 3.2 is weaker than Theorem
4.1, the bounds are still best possible by Examples 2.1, 2.2, and 2.3.
We begin with the following result, due to Liu, Morris, Prince [12] and independently
Mubayi [14], which strengthens an earlier result of Gya´rfa´s [6]. We provide the proof for
completeness. A double star is a tree having at most two non-leaves.
Theorem 3.1. In any r-coloring of Km,n, there exists a monochromatic component on at
least m+n
r
vertices.
In fact, if G is a bipartite graph having parts of sizes m and n, with e(G) ≥ αmn, then
G contains a monochromatic component on at least α(m+ n) vertices.
Proof. The average size of a double star in G is
1
e(G)
∑
xy∈E(G)
(d(x) + d(y)) =
1
e(G)

∑
x∈X
d(x)2 +
∑
y∈Y
d(y)2


≥ 1
e(G)
(
e(G)2
m
+
e(G)2
n
)
= e(G)
m + n
mn
≥ α(m+ n),
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so there exists an edge xy with d(x) + d(y) ≥ α(m+ n).
Proposition 3.2. Let G be a balanced X,Y -bipartite graph on 2n vertices. If δ(G) = δn,
then in every 2-coloring of G, there exists a monochromatic component H such that
|H ∩X|, |H ∩ Y | ≥


δn/2, for 0 ≤ δ ≤ 2/3
(2δ − 1)n, for 2/3 ≤ δ ≤ 3/4
n/2, for 3/4 ≤ δ ≤ 1
.
Proof. Since e(G) ≥ δn2, one of the color classes has at least δn2/2 edges, so by Theorem
3.1, there exists a monochromatic component on at least δn vertices.
First suppose δ > 2/3. Let H1 be the largest monochromatic, say blue, component
and let X1 = H1 ∩ X, X2 = X \ X1, Y1 = H1 ∩ Y , and Y2 = Y \ Y1. Let xi = |Xi|
and yi = |Yi|. We have |H1| ≥ δn, so without loss of generality, suppose x1 ≥ δn/2 and
x1 ≥ y1. We note that if x1 ≥ y1 ≥ min{n/2, (2δ − 1)n}, then we are done; so suppose
y1 < min{n/2, (2δ − 1)n}. We have
δR(Y2,X1) ≥ δn− x2 = x1 − (1− δ)n ≥ (3δ/2 − 1)n > 0
and for all u1, u
′
1 ∈ X1,
|NR(u1) ∩NR(u′1) ∩ Y2| ≥ 2(δn − y1)− y2 = (2δ − 1)n− y1 > 0.
Which together imply that there is a red component H2 covering X1 ∪ Y2. Since y1 < n/2,
we have y2 > n/2 > y1 and thus |H2| ≥ x1 + y2 > x1 + y1 = |H1| contradicting the
maximality of H1.
Now suppose 0 ≤ δ ≤ 2/3 (although we note that the following argument applies for all
δ ≥ 0). Let H1, . . . ,Hk be the largest collection (as in k is maximum) of monochromatic
components having the property that H1, . . . ,Hk have the same color and |Hi ∩X| ≥ δn/2
for all i ∈ [k] or |Hi∩Y | ≥ δn/2 for all i ∈ [k]. Without loss of generality suppose Hi is blue
and |Hi∩X| ≥ δn/2 for all i ∈ [k]. Let Xi := Hi∩X and note that |X1∪· · ·∪Xk| ≥ kδn/2.
Also note that for all x ∈ X1 ∪ · · · ∪ Xk, we would be done unless dB(x) < δn/2 and
consequently dR(x) > δn/2. So each vertex from X1 ∪ · · · ∪ Xk is in a red component
having more than δn/2 vertices in Y . By the maximality of H1, . . . ,Hk, there are at most
k such red components and thus there are at least |X1 ∪ · · · ∪Xk|/k ≥ δn/2 vertices from
X1 ∪ · · · ∪Xk which belong to the same red component and we are done.
4 Monochromatic connected matchings
A connected matching M in a graph G is a matching having the property that every edge
from M lies inside the same connected component in G.
In this section, we prove two results. Theorem 4.1 is a “pure” result which provides a
bound on the size of a monochromatic connected matching in a 2-colored bipartite graph
with a given minimum degree; this result is again best possible by Examples 2.1, 2.2, and
2.3. We will use Theorem 4.1 to prove Theorem 1.3; however, to prove Theorem 1.5, we
must prove a stability version of Theorem 4.1 and this is done in Theorem 4.2.
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Theorem 4.1. Let G be a balanced bipartite graph on 2n vertices. If δ(G) = δn, then in
every 2-coloring of the edges of G there exists a monochromatic connected matching of size
at least 

δn/2, for 0 ≤ δ ≤ 2/3
(2δ − 1)n, for 2/3 ≤ δ ≤ 3/4
n/2, for 3/4 ≤ δ ≤ 1
.
Proof. First suppose δ > 2/3. Let H1 be the largest monochromatic, say blue, component
satisfying |H1 ∩X|, |H1 ∩ Y | ≥ min{n/2, (2δ − 1)n} =: m, which exists by Proposition 3.2.
Note that by splitting into cases depending on whether δ ≥ 3/4, in which case m = n/2, or
2/3 < δ < 3/4, in which case m = (2δ − 1)n, we obtain
m ≥ 2(1− δ)n (1)
Let X1 = H1 ∩X, X2 = X \X1, Y1 = H1 ∩ Y , Y2 = Y \ Y1 and xi = |Xi|, yi = |Yi| for
i ∈ [2]. Let S be a minimum vertex cover of H1, let SX = S ∩X, and SY = S ∩Y , and note
that we must have |S| < m or else by Ko¨nig’s theorem we have the desired matching. Let
X ′1 = X1 \ SX , Y ′1 = Y1 \ SY and x′1 = |X ′1|, y′1 = |Y ′1 |. Since |S| < m ≤ |H1 ∩X|, |H1 ∩ Y |,
we have x′1, y
′
1 > 0 and
x′1 + y
′
1 = |H1| − |S| > m. (2)
For all u, u′ ∈ X ′1, we have
|NR(u) ∩NR(u′) ∩ (Y \ SY )| ≥ 2(δn − |SY |)− (n− |SY |) = (2δ − 1)n − |SY | > 0
and for all v, v′ ∈ Y ′1 , we have
|NR(v) ∩NR(v′) ∩ (X \ SX)| ≥ 2(δn − |SX |)− (n− |SX |) = (2δ − 1)n− |SX | > 0
which together imply that there is a red component covering X ′1 and a red component
covering Y ′1 . By (2), we have, say, x
′
1 > m/2. So for all v ∈ Y ′1 , we have by (1), dR(v,X ′1) ≥
δn− (n− x′1) = x′1 − (1− δ)n > m/2− (1− δ)n ≥ 0. Thus there is a single red component
H2 which covers X
′
1 ∪ Y ′1 .
As before, let T be a minimum vertex cover of H2, let TX = T ∩X, and TY = T ∩Y , and
note that we must have |T | < m or else by Ko¨nig’s theorem we have the desired matching.
Note that by (2), (X ′1 ∪Y ′1) \T 6= ∅, so without loss of generality, say u ∈ X ′1 \T . Note that
u ∈ H1 ∩H2 and u 6∈ S ∪ T , so N(u) ⊆ SY ∪ TY , which implies |SY |+ |TY | ≥ δn and thus
|SX |+ |TX | < 2m− δn. (3)
Furthermore, since |SY | + |TY | < 2m ≤ n, there exists v′ ∈ Y \ (SY ∪ TY ). Note that
N(v′) ⊆ (SX ∪ TX ∪X2) and thus by (3),
δn ≤ |SX ∪ TX ∪X2| ≤ |SX |+ |TX |+ x2 < 2m− δn + x2 ≤ 2m− δn + n−m,
and thus m > (2δ − 1)n, a contradiction.
Now suppose 0 ≤ δ ≤ 2/3 (although we note that the following argument applies for all
δ ≥ 0). Define the following four sets:
LBX = {v ∈ X : dB(v) ≥ δn/2}; LRX = {v ∈ X : dR(v) ≥ δn/2};
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LBY = {v ∈ Y : dB(v) ≥ δn/2}; LRY = {v ∈ Y : dR(v) ≥ δn/2}.
Without loss of generality let LBX be a set of maximum order (out of the four sets). Let
H1, . . . ,Ht be the blue components which intersect L
B
X and for each i ∈ [t], let Li = LBX∩Hi,
let Xi = Hi ∩X, and let Yi = Hi ∩ Y . For each i ∈ [t], let Ci be a minimum vertex cover
for Hi and suppose that |Ci| < δn/2 for all i ∈ [t], otherwise we would be done by Ko¨nig’s
theorem. If there exists v ∈ Li\Ci, thenNB(v) ⊆ Ci∩Y , but |Ci∩Y | ≤ |Ci| < δn/2 ≤ dB(v).
Thus Li ⊆ Ci, so ki := |Ci ∩X| ≥ |Li|. Note that since |Yi| ≥ δn/2 and |Ci| < δn/2, we
have
|Yi \ Ci| ≥ |Yi| − (|Ci| − ki) > ki ≥ |Li|.
Also for all i ∈ [t] and all v ∈ Yi \ Ci we have dB(v) ≤ ki ≤ |Ci| < δn/2, which implies
dR(v) > δn/2 and thus Yi \ Ci ⊆ LRY . So
|LRY | ≥
∑
i∈[t]
|Yi \ Ci| >
∑
i∈[t]
|Li| = |LBX |
contradicting the choice of LBX .
Theorem 4.2. For all η > 0 there exists n0 such that if G is a balanced bipartite graph on
2n ≥ 2n0 vertices with δ(G) > (3/4 + η)n, then in every 2-coloring of the edges of G there
exists a monochromatic connected matching of size at least (1/2 + η)n or the coloring of G
is 2η-extremal.
Proof. Let H1 be a largest monochromatic, say blue, component satisfying |H1 ∩X|, |H1 ∩
Y | ≥ n/2 (such an H1 exists by Proposition 3.2). Let X1 = H1 ∩ X, X2 = X \ X1,
Y1 = H1 ∩ Y , Y2 = Y \ Y1 and xi = |Xi|, yi = |Yi| for i ∈ [2]. Note that all edges in [X1, Y2]
and [Y1,X2] are red and for all u, u
′ ∈ X2,
|(NR(u) ∩NR(u′)) ∩ Y1| ≥ 2((3/4 + η)n− y2)− y1 = (1/2 + 2η)n − y2 ≥ 2ηn > 0 (4)
and for all v, v′ ∈ Y2,
|(NR(v) ∩NR(v′)) ∩X1| ≥ 2((3/4 + η)n − x2)− x1 = (1/2 + 2η)n − x2 ≥ 2ηn > 0. (5)
Furthermore,
δR(X1, Y2) ≥ (3/4 + η)n − y1 and δR(Y1,X2) ≥ (3/4 + η)n− x1. (6)
First suppose y1 < (1/2 + η)n or x1 < (1/2 + η)n. If y1 < (1/2 + η)n, then by (5) and
(6), there is a red component covering [X1, Y2]. By the maximality of H1, there are fewer
than ηn vertices in Y1 which have a red neighbor in X1, so we have an η-extremal coloring
as witnessed by X1, Y1, Y2. A similar calculation shows that if x1 < (1/2 + η)n, then we
have an η-extremal coloring as witnessed by Y1,X1,X2.
So suppose x1 ≥ (1/2 + η)n and y1 ≥ (1/2 + η)n. Let S be a minimum vertex cover
of H1, let SX = S ∩ X, and SY = S ∩ Y and note that we must have |S| < (1/2 + η)n
or else we have the desired matching in H1 by Ko¨nig’s theorem. Let X
′
1 = X1 \ SX and
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Y ′1 = Y1 \SY and note that all edges in [X ′1, Y ′1 ∪Y2] and [Y ′1 ,X ′1∪X2] are red. Set x′1 = |X ′1|
and y′1 = |Y ′1 |. By the supposition on x1 and x2 and by the bound on |S| we have
x′1 + y
′
1 = x1 + y1 − |S| > (1/2 + η)n and x′1, y′1 > 0 (7)
For all u, u′ ∈ X ′1, we have
|(NR(u)∩NR(u′))∩ (Y \SY )| ≥ 2((3/4 + η)n− |SY |)− (n− |SY |) = (1/2+ 2η)n− |SY | > 0
and for all v, v′ ∈ Y ′2 , we have
|(NR(v)∩NR(v′))∩ (X \SX)| ≥ 2((3/4+ η)n−|SX |)− (n−|SX |) = (1/2+2η)n−|SY | > 0
and thus there is a red component covering X ′1 and a red component covering Y
′
1 . Also, by
(7) we have, say x′1 ≥ 12(|H1| − |S|) > n/4. Thus every vertex in Y ′1 has a red neighbor in
X ′1 and thus there is a single red component H2 covering X
′
1 ∪ Y ′1 .
Let T be a minimum vertex cover of H2, let TX = T ∩X, and TY = T ∩ Y , and again,
by Ko¨nig’s theorem, we may assume |T | < (1/2+ η)n. By (7), |T | < x′1+ y′1 and thus there
exists some vertex u ∈ (X ′1 ∪ Y ′1) \ (S ∪ T ), say u ∈ X ′1 \ (SX ∪ TX). Then we must have
N(u) ⊆ SY ∪ TY which implies |SY |+ |TY | ≥ (3/4 + η)n, which in turn implies
|SX |+ |TX | = |S|+ |T | − (|SY |+ |TY |) ≤ 2(1/2 + η)n− (3/4 + η)n = (1/4 + η)n. (8)
If there exists v ∈ Y \ (SY ∪ TY ), then we have N(v) ⊆ SX ∪ TX ∪X2, but by (8), we
then have
(3/4 + η)n ≤ |SX |+ |TX |+ x2 ≤ (1/4 + η)n + (1/2 − η)n = 3n/4,
a contradiction. So we must have Y ⊆ SY ∪TY and thus |SX |+|TX | < 2ηn. Set T ′Y = TY \SY .
Note that the only red edges fromX ′1 to SY must be incident with TX and the only blue edges
from X ′1 to T
′
Y must be incident with SX . So we have x
′
1 ≥ x1 − |SX | − |TX | ≥ (1/2− η)n,
|SY |, |T ′Y | ≥ (1/2 − η)n,
eR(SY ,X
′
1) ≤ |SY ||TX | ≤ 2ηn2,
and
eB(T
′
Y ,X
′
1) ≤ |T ′Y ∩ Y1||SX | ≤ 2ηn2,
thus the coloring is 2η-extremal as witnessed by X ′1, SY , T
′
Y .
5 Regularity: from connected matchings to cycles
In this section, we introduce the now standard machinery which allows us to reduce the
problem of find a long monochromatic cycle to the problem of finding a large monochromatic
connected matching.
Given a graph G and disjoint sets X,Y ⊆ V (G), define d(X,Y ) = e(X,Y )|X||Y | . Given ǫ ≥ 0,
say that a bipartite graph with parts X,Y is ǫ-regular if |d(X ′, Y ′) − d(X,Y )| ≤ ǫ for all
X ′ ⊆ X and Y ′ ⊆ Y with |X ′| > ǫ|X| and |Y ′| > ǫ|Y |.
Below is the standard degree form for the 2-colored regularity lemma (see [10]) in which
we begin with an initial bipartition of the vertex set. We call {E1, E2} a 2-multicoloring of
G if E1 ∪ E2 = E(G) (i.e. we allow for E1 ∩ E2 6= ∅).
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Lemma 5.1 (2-colored regularity lemma – bipartite degree form). For all 0 < ǫ ≤ 1 and
positive integers m, there exists an M =M(ǫ,m) such that for all 2-colored balanced X,Y -
bipartite graphs G on 2n ≥M vertices and all d ∈ [0, 1], there exists an integer k, a partition
{U0, U1, . . . , Uk} of X and a partition {V0, V1, . . . , Vk} of Y , and a subgraph G′ ⊆ G with
the following properties:
(i) |U0| = |V0| ≤ ǫn
(ii) m ≤ k ≤M and |V1| = · · · = |Vk| = |U1| = · · · = |Uk|,
(iii) dG′(v) > dG(v)− (2d+ ǫ)n for all v ∈ V (G),
(iv) for all 1 ≤ i ≤ j ≤ k, the pair (Ui, Vj) is ǫ-regular in G′R with a density either 0 or
greater than d and ǫ-regular in G′B with a density either 0 or greater than d, where
E(G′) = E(G′R) ∪ E(G′B) is the induced 2-coloring of G′.
Definition 5.2 ((ǫ, d)-reduced graph). Given an X,Y -bipartite graph G and partitions
{U0, U1, . . . , Uk} of X and {V0, V1, . . . , Vk} of Y satisfying conditions (i)-(v) of Lemma 5.1,
we define the (ǫ, d)-reduced graph of G to be the bipartite graph Γ on vertex set {U1, . . . , Uk}∪
{V1, . . . , Vk} such that UiVj is an edge of Γ if G′[Ui, Vj ] has density at least 2d. For each
UiVj ∈ E(Γ), we assign red if G′R[Ui, Vj ] has density at least d, and blue if G′B [Ui, Vj ] has
density at least d.
The following is a well known consequence of the regularity lemma (see Proposition 42
in [11]).
Lemma 5.3. Let 0 < 2ǫ ≤ d ≤ c/2 and let G be a graph on n vertices with δ(G) ≥ cn. If
Γ is a (ǫ, d)-reduced graph of G obtained by applying Lemma 5.1, then δ(Γ) ≥ (c− 3d)k.
Finally we state the lemma which allows us to turn the connected matching in the
reduced graph into the cycle in the original graph. Some variant of this lemma, first
introduced by  Luczak [13], has been utilized by many authors, in particular [8], [2], and
[16]. See Lemma 2.2 in [2] for the variant of  Luczak’s lemma which is used to build the
nearly spanning paths in each pair (in place of the much stronger blow-up lemma).
Lemma 5.4. Let 0 < ǫ ≪ d and let Γ be an (ǫ, d)-reduced graph of a 2-colored graph G.
Assume that there is a monochromatic connected matching M saturating at least c|V (Γ)|
vertices of Γ, for some positive constant c. If U ⊆ V (G) is the set of vertices spanned by
the clusters in M , then there is a monochromatic cycle in G covering at least c(1 − 6√ǫ)n
vertices of U .
6 Monochromatic circumference
For a fixed positive integer r, the monochromatic circumference of a graph G is largest value
of t such that in every r-coloring of the edges of G, there exists a monochromatic cycle of
length at least t. We now prove Theorem 1.3 which provides an asymptotically sharp bound
on the monochromatic circumference of a balanced bipartite graph with a given minimum
degree in the case r = 2.
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Proof of Theorem 1.3. As in Section 1, let
f(δ) =


δ/2, for 0 ≤ δ ≤ 2/3,
2δ − 1, for 2/3 ≤ δ ≤ 3/4,
1/2, for 3/4 ≤ δ ≤ 1.
Let 0 < ǫ≪ d≪ η. Apply Lemma 5.1 to G to get a balanced bipartite (ǫ, d)-reduced graph
Γ on 2k vertices with minimum degree at least (δ − 3d)k and then apply Lemma 4.1 to Γ
to get a connected matching of size at least f(δ − 3d)k ≥ (f(δ)− 6d)k. Now apply Lemma
5.4 to get a cycle of length at least (1− 6√ǫ)(f(δ)− 6d)k ≥ (f(δ)− η)n.
7 Stability
In this section we prove a lemma which shows that if we have an extremal coloring of the
reduced graph, then we have an extremal coloring of the original graph (with a slightly
weaker parameter). We use this together with Theorem 4.2 to prove Theorem 1.5.
Lemma 7.1. Let 0 < 2ǫ ≤ d and 4ǫ + d ≤ η ≤ 1/4 and let n0 be sufficiently large. Let
G be a balanced bipartite graph on 2n ≥ 2n0 vertices with 2-edge-coloring c, and let Γ be
a 2-colored (ǫ, d)-reduced graph of G, with edge coloring c′, after an application of Lemma
5.1. If c′ is an η-extremal coloring of Γ, then c is an 2η-extremal coloring of G.
Proof. Let U = {U1, . . . , Uk}, V = {V1, . . . , Vk} be the bipartition of Γ and let m := |U1| =
· · · = |Uk| = |V1| = · · · = |Vk|. Suppose we have U ′ ⊆ U and a partition V1,V2 of V such
that such that |U ′|, |V1|, |V2| ≥ (1/2−η)k, eR(U ′,V1) ≤ η|U ′||V1|, and eB(U ′,V2) ≤ η|U ′||V2|.
Let X ′ =
⋃
U∈U ′ U , Y1 = V0 ∪
⋃
V ∈V1
V , and Y2 =
⋃
V ∈V2
V . Since |V0| ≤ ǫn, we have
eR(X
′, Y1) ≤ ǫn|X ′|+ η|U ′||V1|m2+ d|U ′||V1|m2 ≤
(
ǫ
1/2 − η + η + d
)
|X ′||Y1| ≤ 2η|X ′||Y1|
and
eB(X
′, Y2) ≤ η|U ′||V2|m2 + d|U ′||V2|m2 = (η + d)|X ′||Y2| ≤ 2η|X ′||Y2|.
Furthermore, |X ′| ≥ (1 − ǫ)(n/k)|U ′| ≥ (1 − ǫ)(1/2 − η)n ≥ (1/2 − 2η)n and |Yi| ≥ (1 −
ǫ)(n/k)|Vi| ≥ (1− ǫ)(1/2 − η)n ≥ (1/2 − 2η)n for i ∈ [2]. So G is 2η-extremal.
Now we prove the main result. We delay the proof of Proposition 8.5 (the extremal
case) to the final section.
Proof of Theorem 1.5. Let 0 ≤ 64√η < γ ≤ 1/4, let 0 < 1
n0
≪ ǫ ≪ d ≪ γ ≤ 14 , and
let G be a graph on n ≥ n0 vertices with δ(G) ≥ (3/4 + γ)n. Apply Lemma 5.1 to G
to get a balanced bipartite (ǫ, d)-reduced graph Γ on 2k vertices with minimum degree at
least (3/4 + γ/2)k and then apply Theorem 4.2 to Γ. If Γ has a monochromatic connected
matching of size at least (1/2 + 2η)k, then apply Lemma 5.4 to get a cycle of length at
least (1 + η)n. Otherwise, Γ is 4η-extremal, so by Lemma 7.1, G is 8η-extremal and since
16
√
8η ≤ 64√η ≤ γ we may apply Proposition 8.5 to G to finish the proof.
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8 Extremal Case
In this section we complete the proof of Theorem 1.5 by showing that if G has an extremal
coloring, then G has a monochromatic path of order 2⌈n/2⌉ and a monochromatic cycle of
length at least 2⌊n/2⌋.
We utilize the following two theorems to find long monochromatic paths and cycles.
Theorem 8.1 (Erdo˝s, Gallai [3]). Let G be a graph on n vertices. If e(G) > k(n−1)2 , then
G contains a cycle of length at least k + 1.
We say that a balanced X,Y -bipartite graph is Hamiltonian bi-connected if for all x ∈ X
and y ∈ Y , there exists a Hamiltonian path having x and y as endpoints. The following is
a Chva´tal-type theorem for a bipartite graph to be Hamiltonian bi-connected.
Theorem 8.2 (see Berge [1, Chapter 10, Theorem 14]). Let G = (U, V,E) be a bipartite
graph on 2m ≥ 4 vertices with vertices in U = {u1, . . . , um} and V = {v1, . . . , vm} such that
d(u1) ≤ · · · ≤ d(um) and d(v1) ≤ · · · ≤ d(vm). If for the smallest two indices j and k such
that d(uj) ≤ j + 1 and d(vk) ≤ k + 1, we have
d(uj) + d(vk) ≥ m+ 2,
then G is Hamiltonian bi-connected.
Before tackling the main extremal case, we first prove two useful lemmas.
Lemma 8.3. Let 0 ≤ 8√θ < γ ≤ 14 be real numbers and let n be an integer such that
n ≥ 3/γ. Let G be a 2-colored balanced X,Y -bipartite graph on 2n vertices with δ(G) ≥
(34 + γ)n. Given X
′ ⊆ X and Y ′ ⊆ Y with |X ′| ≥ (12 − γ/8)n and |Y ′| ≥ (12 − γ/8)n, and
eR(X
′, Y ′) ≤ θn2, define
XS = {x ∈ X ′ : dB(x, Y ′) ≤ |Y ′| − n/2 + γn/2}
and
YS = {y ∈ Y ′ : dB(y,X ′) ≤ |X ′| − n/2 + γn/2}.
Then |XS |, |YS | ≤ 4θn and for all X∗ ⊆ X ′ \XS and Y ∗ ⊆ Y ′ \ YS such that |X∗| = |Y ∗| ≥
(12 − γ/4)n, [X∗, Y ∗]B is Hamiltonian bi-connected.
Proof. Note that
δR(XS , Y
′) ≥ δ(G) − (n− |Y ′|)−∆B(XS , Y ′)
≥ (3/4 + γ)n− (n− |Y ′|)− (|Y ′| − n/2 + γn/2) = n/4,
so
θn2 ≥ eR(X ′, Y ′) ≥ eR(XS , Y ′) ≥ |XS |n/4,
which implies |XS | ≤ 4θn. Similarly |YS | ≤ 4θn.
Set s := |X ′| − (1/2 − γ/8)n and t := |Y ′| − (1/2 − γ/8)n. Set XL = X ′ \ XS and
YL = Y
′ \ YS . Note that
|XL| ≥ |X ′| − 4θn ≥ (1
2
− γ/4)n; |YL| ≥ |Y ′| − 4θn ≥ (1
2
− γ/4)n,
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and
δB(XL, YL) ≥ |Y ′| − n/2 + γn/2− |YS | ≥ t+ γn/4; δB(YL,XL) ≥ s+ γn/4. (9)
Now take any X∗ ⊆ XL and Y ∗ ⊆ YL with m := |X∗| = |Y ∗| ≥ (12 − γ/4)n. Define
X ′S = {x ∈ X∗ : dB(x, Y ∗) ≤ m− (1/4 − γ/2)n}, and
Y ′S = {y ∈ Y ∗ : dB(y,X∗) ≤ m− (1/4 − γ/2)n}.
Then
δR(X
′
S , Y
∗) ≥ δ(G) − (n− |Y ∗|)−∆B(X ′S , Y ∗)
≥ (3/4 + γ)n− (n−m)− (m− (1/4 − γ/2)n) = γn/2,
so
θn2 ≥ eR(X ′, Y ′) ≥ eR(XL, YL) ≥ eR(X ′S , Y ∗) ≥ |X ′S |γn/2,
which implies |X ′S | ≤ 2θγ n. Similarly |Y ′S | ≤ 2θγ n.
Note that from (9) and |YL| − |Y ∗| ≤ t+ γn/8, we have
δB(X
∗, Y ∗) ≥ δB(XL, YL)− (t+ γn/8) ≥ γn/8, (10)
and similarly
δB(Y
∗,X∗) ≥ γn/8. (11)
Now enumerate X∗ and Y ∗ as x1, . . . , xm and y1, . . . , ym, respectively, in increasing order
of degree in [X∗, Y ∗]B . Let i and j be the smallest indices such that dB(xi, Y
∗) ≤ i+1 and
dB(yj,X
∗) ≤ j + 1. Either X ′S = ∅ or by (10)
δB(X
′
S , Y
∗) ≥ γn/8 ≥ 6θ
γ
n ≥ 3|X ′S | ≥ |X ′S |+ 2;
either way we have i > |X ′S |, so xi ∈ X∗ \X ′S . Similarly, by (11), we have yj ∈ Y ∗ \ Y ′S .
Then
dB(xi, Y
∗) + dB(yj,X
∗) > 2(m− (1/4− γ/2)n) = m+ (m− (1/2 − γ)n) ≥ m+ 2,
so by Theorem 8.2, [X∗, Y ∗]B is Hamiltonian bi-connected.
Lemma 8.4. Let 0 ≤ 8√θ < γ ≤ 14 be real numbers and let n be an integer such that
n ≥ 3/γ. Let G be a 2-colored balanced X,Y -bipartite graph on 2n vertices with δ(G) ≥
(34 + γ)n. If there exists X
′ ⊆ X, Y ′ ⊆ Y such that |X ′| ≥ 3n/4 and (12 + θ)n ≥ |Y ′| ≥ 12n,
eR(X
′, Y ′) ≤ θn2, and δB(Y ′,X ′) ≥ γn, then G contains a blue cycle on 2⌈n/2⌉ vertices.
Proof. Define XS = {x ∈ X ′ : dB(x, Y ′) ≤ (1/4 + 3γ/4)n}. Note that
θn2 ≥ eR(X ′, Y ′) ≥ |XS |δR(XS , Y ′) ≥ |XS |((3/4 + γ)n − (1/4 + 3γ/4)n − (n− |Y ′|))
≥ |XS |γn/4
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and thus |XS | ≤ 4θγ n ≤
√
θn. Set XL = X
′ \ XS . Define YS = {y ∈ Y ′ : dB(y,XL) ≤
|XL| − n/2 + 3γn/4}. Note that
θn2 ≥ eR(Y ′,XL) ≥ |YS |δR(YS ,XL)
≥ |YS |((3/4 + γ)n − (n − |XL|)− (|XL| − n/2 + 3γ/4) ≥ |YS |n/4
and thus t := |YS | ≤ 4θn. Let YL = Y ′ \ YS and enumerate the vertices of YS as v1, . . . , vt.
Note that for all v ∈ YS,
|NB(v) ∩XL| ≥ γn− |XS | ≥ γn−
√
θn ≥ 8θn ≥ 2t (12)
and for all x, x′ ∈ XL,
|NB(x) ∩NB(x′) ∩ YL| ≥ 2((1/4 + γ/2)n − |YS|)− |YL|
≥ (1/2 + γ − 8θ)n− (1/2 + θ)n > 4θ ≥ t. (13)
By (12), for all i ∈ [t] we can greedily find xi, x′i such that xivi and vix′i are blue
edges. Now by (13) we may then greedily find v′i ∈ YL for 1 ≤ i ≤ t such that x′iv′i and
v′ixi+1 are blue edges. Then x1v1x
′
1v
′
1 . . . xtvtx
′
tv
′
t is a blue path P covering YS . Applying
Lemma 8.3 with X ′ := XL \ (V (P ) \ {x1}) and Y ′ := Y ′ \ (V (P ) \ {v′t}) (note that in the
application XS = ∅ = YS), we get X∗ ⊆ XL and Y ∗ ⊆ Y ′ such that |X∗| = |Y ∗| ≥ n2 − 2t,
X∗ ∩ V (P ) = {x1}, Y ∗ ∩ V (P ) = {v′t}, and [X∗, Y ∗]B is Hamiltonian connected. We can
thus get a blue path P ′ with endpoints x1 and v
′
t such that V (P
′)∩Y = Y ∗. Then P joined
with P ′ is a blue cycle on at least 2⌈n/2⌉ vertices.
Now we prove the main result of this section.
Proposition 8.5. Let η and γ be real numbers with 0 ≤ 16√η < γ ≤ 14 and let n be an
integer with n ≥ 3/γ. If a balanced X,Y -bipartite graph G on 2n vertices with δ(G) ≥
(3/4 + γ)n is η-extremal, then G has a monochromatic path of order at least 2⌈n/2⌉ and a
monochromatic cycle of length at least 2⌊n/2⌋.
Proof. Our goal throughout the proof will be to find a monochromatic cycle of length at
least 2⌈n/2⌉ which will satisfy both conclusions. We will be able to do this in all but one
case (which is necessary because of Example 2.4).
Since G is η-extremal, let X1,X2 and Y1, Y2 partition X and Y , respectively, with
|X1|, |Y1|, |Y2| ≥ (1/2− η)n and eR(X1, Y1), eB(X1, Y2) ≤ ηn2. Let s := |X1| − n2 (note that
s could be negative).
Define the following:
Y S1 = {v ∈ Y1 : dB(v,X1) ≤ s+ γn}; Y S2 = {v ∈ Y2 : dR(v,X1) ≤ s+ γn};
Y ′1 = (Y1 \ Y S1 ) ∪ Y S2 ; Y ′2 = (Y2 \ Y S2 ) ∪ Y S1 = Y \ Y ′1 .
Then
ηn2 ≥ eR(X1, Y1) ≥ eR(X1, Y S1 ) ≥ |Y S1 |δR(Y S1 ,X1)
≥ |Y S1 |((3/4 + γ)n− (s+ γn)− (n/2− s)) ≥ |Y S1 |n/4,
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so |Y S1 | ≤ 4ηn. Similarly |Y S2 | ≤ 4ηn. So we have
|Y ′1 | ≥ |Y1| − |Y S1 | ≥
(
1
2
− 5η
)
n; |Y ′2 | ≥ |Y2| − |Y S2 | ≥
(
1
2
− 5η
)
n;
eR(X1, Y
′
1) ≤ eR(X1, Y1) + eR(X1, Y S2 ) ≤ 5ηn2; eB(X1, Y ′2) ≤ 5ηn2.
Without loss of generality, suppose |Y ′1 | ≥ |Y ′2 | so we have
|Y ′1 | ≥ ⌈n/2⌉.
Define the following:
XS1 = {x ∈ X1 : dB(x, Y ′1) ≤ γn}; XS2 = {x ∈ X2 : dR(x, Y ′1) ≤ γn};
X ′1 = (X1 \XS1 ) ∪AS2 ; X ′2 = (X2 \ AS2 ) ∪XS1 ,
where AS2 = ∅ if |X1| − |XS1 | ≥ n/2 and otherwise AS2 ⊆ XS2 is largest possible with size at
most n2 − |X1 \XS1 | (note that, as opposed to |XS1 |, it is possible for |XS2 | to be large, so we
only want to move as many vertices from XS2 as necessary). Then
5ηn2 ≥ eR(X1, Y ′1) ≥ eR(XS1 , Y ′1) ≥ |XS1 |δR(XS1 , Y ′1) ≥ |XS1 |(3n/4 − |Y ′2 |) ≥ |XS1 |n/4,
so |XS1 | ≤ 20ηn, which implies that
|X ′1| ≥ |X1| − |XS1 | ≥ (
1
2
− 20η)n + s (14)
and |AS2 | ≤ min{|XS2 |,max{0, |XS1 | − s}} ≤ 21ηn. So we have
δB(Y
′
1 ,X
′
1) ≥ s+ γn− |XS1 | ≥ s+ 3γn/4; δB(X ′1, Y ′1) > γn
and
eR(X
′
1, Y
′
1) ≤ eR(X1, Y ′1) + eR(AS2 , Y ′1) ≤ 5ηn2 + |AS2 |γn ≤ 9ηn2. (15)
Similar to (15), we also have that
eB(Y
′
2 ,X
′
1) ≤ 9ηn2. (16)
If |X ′1| ≥ 34n and thus we have δB(Y ′1 ,X ′1) ≥ s + 3γn/4 ≥ n/4. By (15), we may use
Lemma 8.4 with X ′ := X ′1 Y
′ := Y ′1 , and θ := 9η to get a cycle of length at least 2⌈n/2⌉.
If 34n > |X ′1| ≥ n2 , then s ≤ n4 +20ηn and we apply Lemma 8.3 with X ′ := X ′1, Y ′ := Y ′1 ,
θ := 9η (note that in the application XS = ∅ = YS) to get a cycle of length at least 2⌈n/2⌉.
Otherwise we have n/2 + s− 20ηn ≤ |X ′1| < n/2 and thus |X ′2| > n2 . So if eB(X ′2, Y ′1) ≥
12ηn2, then we may use Theorem 8.1 to get a path P ⊆ [X ′2, Y ′1 ]B such that k := |V (P ) ∩
X ′2| + 1 = |V (P ) ∩ Y ′1 | = ⌈24ηn⌉ with endpoints y, y′ ∈ Y ′1 . Extend P to P ′ using a blue
edge y′x ∈ [Y ′1 ,X ′1]. Now using Lemma 8.3 on [X ′1, Y ′1 ]B with X ′ := X ′1, Y ′ := Y ′1 , and
θ := 9η (note that in the application XS = ∅ = YS), we get X∗ ⊆ X ′1 and Y ∗ ⊆ Y ′1 such
that [X∗, Y ∗]B is Hamiltonian bi-connected, x ∈ X∗, Y ∗ ∩ V (P ′) = {y}, and |X∗| = |Y ∗| =
|Y ′1 | − k + 1. Take a Hamiltonian path in [X∗, Y ∗]B with endpoints x and y, and adjoin it
to P ′ to form a cycle of length at least 2⌈n/2⌉.
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So suppose we are in the case that eB(X
′
2, Y
′
1) < 12ηn
2. Use Lemma 8.3 with X ′ := X ′2,
Y ′ := Y ′1 , and θ = 12η to get X
∗
2 ⊆ X ′2 and Y ∗1 ⊆ Y ′1 such that [X∗2 , Y ∗1 ]R is Hamiltonian bi-
connected and |X∗2 | = |Y ∗1 | ≥ n2 − γ4n. By (16), we may use Lemma 8.3 again with X ′ := X ′1,
Y ′ := Y ′2 , and θ = 9η to get X
∗
1 ⊆ X ′1 and Y ∗2 ⊆ Y ′2 such that [X∗1 , Y ∗2 ]R is Hamiltonian
bi-connected1 and |X∗1 | = |Y ∗2 | ≥ n2 − γ4n. (X∗i and Y ∗i exist since n2 −20ηn−4θn ≥ n2 − γ4n.)
If there were two disjoint red paths from X∗1 ∪ Y ∗2 to X∗2 ∪ Y ∗1 , we could construct a
nearly spanning red cycle2; so suppose there is at most one such red path. Let WR be the
smallest set such that there are no red paths from X∗1 ∪Y ∗2 to X∗2 ∪Y ∗1 in G−WR. Note that
by Menger’s theorem, WR is either empty or consists of a single vertex which we denote
wR. Without loss of generality, suppose WR ⊆ Y . Define a partition {Xˆ1, Xˆ2} of X and a
partition {Yˆ1, Yˆ2} of Y \WR such that X∗i ⊆ Xˆi and Y ∗i \WR ⊆ Yˆi for all i ∈ [2] and there
are no red edges between Xˆ1 ∪ Yˆ2 and Xˆ2 ∪ Yˆ1.
If |Xˆi| ≥ n2 and |Yˆi| ≥ n2 for some i ∈ [2], then we can find a blue cycle of length at
least 2⌈n/2⌉. (Note that [Xˆi, Yˆi] is completely blue and has minimum degree n/4 + γn, so
by Theorem 8.2, [Xˆi, Yˆi]B is Hamiltonian bi-connected.)
If |Xˆ1| = n2 , then |Xˆ2| = n2 and n must be even and so at least one of Yˆ1 and Yˆ2 must
have order at least ⌈n−12 ⌉ = n2 and we are done by the previous paragraph. So without loss
of generality, suppose
|Xˆ1| ≥ n+ 1
2
and |Yˆ1| ≤ n− 1
2
.
If there is a blue matching of size 2 in [Xˆ1, Yˆ2], then we can find a nearly spanning blue
cycle; so suppose not.
If there are no blue edges in [Xˆ1, Yˆ2], then if |Yˆ2| ≥ n/2 we can find a red cycle of
length at least 2⌈n/2⌉ in [Xˆ1, Yˆ2]R; so suppose |Yˆ2| < n/2. This is only possible if n is odd,
|Yˆ2| = n−12 = |Yˆ1| and |WR| = 1. Now, by Theorem 8.2, if wR has at least n/8 red edges
to Xˆ1, then we can find a red cycle of length 2⌈n/2⌉ in [Xˆ1, Yˆ2 ∪ {wR}]R, or else wR has at
least n/8 blue edges to Xˆ1 and we can find a red cycle of length 2⌈n/2⌉ in [Xˆ1, Yˆ1∪{wR}]B .
So suppose finally that the size of a maximum blue matching in [Xˆ1, Yˆ1] is exactly 1.
First note that in this case there is a nearly spanning blue path. So to complete the proof,
we must find a monochromatic cycle of length at least 2⌊n/2⌋. By Ko¨nig’s theorem, there
is a single vertex in [Xˆ1, Yˆ2] which is incident with all of the blue edges. Suppose first that
v∗ ∈ Yˆ2 is such a vertex. Move v∗ to Yˆ1 (that is, formally redefine Yˆ2 := Yˆ2 \ {v∗} and
Yˆ1 := Yˆ1 ∪ {v∗}) if and only if v∗ has fewer than n/8 red neighbors in Xˆ1. If |Yˆ2| ≥ n/2,
then we are done by finding a red cycle of length at least 2⌈n/2⌉ in [X1, Y2]; so suppose
|Yˆ2| < n/2. This is only possible if n is odd, |Yˆ2| = n−12 = |Yˆ1| and |WR| = 1. Now if wR has
at least n/8 red edges to Xˆ1, we can find a red cycle of length 2⌈n/2⌉ in [Xˆ1, Yˆ2 ∪ {wR}]R,
or else wR has at least n/8 blue edges to Xˆ1 and we can find a blue cycle of length 2⌈n/2⌉
in [Xˆ1, Yˆ1 ∪ {wR}]B . Suppose instead that u∗ ∈ Xˆ1 is the vertex in [Xˆ1, Yˆ2], guaranteed
by Ko¨nig’s theorem, which is incident with all of the blue edges. Move u∗ to Xˆ2 (that is,
1Note that we know more than just that [X∗1 , Y
∗
2 ]R and [X
∗
2 , Y
∗
1 ]R are Hamiltonian bi-connected. From
the degree conditions, we know that removing a small constant number of vertices will leave a nearly spanning
subgraph which is Hamiltonian bi-connected.
2For the rest of the proof, we say that a path/cycle is nearly spanning if it has length (2− o(1))n. We do
not carefully calculate the constants since we are only trying to construct a path/cycle of roughly half that
size.
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formally redefine Xˆ1 := Xˆ1 \{u∗} and Xˆ2 := Xˆ2∪{u∗}) if and only if u∗ has fewer than n/8
blue neighbors in Yˆ2. If |Yˆ2| ≥ n/2, then either |Xˆ1| ≥ n/2 and we are done by finding a red
cycle in [Xˆ1, Yˆ2]R, or |Xˆ2| ≥ n/2 and we are done by finding a blue cycle in [Xˆ2, Yˆ2]B . So
suppose |Yˆ2| < n/2. This is only possible if n is odd, |Yˆ2| = n−12 = |Yˆ1| and |WR| = 1. Since
n is odd and we had |Xˆ1| > n/2 before potentially moving u∗, we now have |Xˆ1| ≥ n−12 and
thus there is a red cycle of length at least 2⌊n/2⌋ in [Xˆ1, Yˆ2]R.
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