This study analyses a simple iterative procedure for estimating minimum generalised cross-validation (gcv) univariate smoothing splines. The results provide guidelines for the development of a similar methodology to estimate minimum gcv bivariate thin plate smoothing splines. The methodology is based on the techniques described in Hutchinson [ANZIAM J, 42(E):C774-C796, 2000], which uses nested grid sor iterative methods in order to solve finite element thin plate smoothing spline systems efficiently for large data sets. The method also uses the stochastic approximation
Introduction
Thin plate smoothing splines are commonly used to fit smooth surfaces to scattered noisy data. Analytic methods of calculating thin plate smoothing splines require O(n 3 ) operations. A number of strategies for improving the computational efficiency of thin plate smoothing spline calculation exist [2, 3, 4] . Finite element techniques have also been developed [12, 10] . All of these methods tend to focus on the numeric-analytic properties of thin plate smoothing splines rather than their statistical properties, and do not incorporate a mechanism for optimising smoothness.
For practical spatial interpolation problems, surface smoothness is a central issue given that the data observations contain a significant noise component. One method of optimising smoothness is to minimise the generalised cross validation, which is a measure of predictive error. Minimising the generalised cross-validation (gcv) has been shown by Craven and Wahba [6] to be an accurate method of estimating the amount of smoothing corresponding to the minimum error solution. Minimum gcv thin plate smoothing splines have been widely used in spatial interpolation applications [11, 15, 23, 21, 19, e.g.] . The methods presented in this study are designed to efficiently compute accurate finite element approximations to univariate smoothing splines, incorporating procedures for optimising smoothness by minimising gcv. Estimation of the gcv requires the stochastic estimator of the trace of the influence matrix, developed by Hutchinson [13] . Analysis of the algorithm for univariate splines was intended to assist in the design of an optimal numerical procedure for estimating finite element minimum gcv bivariate thin plate smoothing splines.
Hutchinson [16] developed a simple multigrid based strategy which calculates finite element approximations to thin plate smooth-C293 ing splines for elevation data in O(N ) operations, where N is the number of grid points. This method emphasises the statistical framework of thin plate smoothing splines [14] , and optimises the smoothness to yield a user specified residual sum of squares. This criterion is appropriate in the context of interpolating topography, where an estimate of the amount of noise is available [12] . The procedure presented here is a variation on the Hutchinson [16] method, in that it optimises smoothness by minimising gcv rather than prescribing a residual sum of squares from the data.
A hierarchial Quadratic B-spline framework was used to estimate the smoothing spline solution, to meet the natural requirement of first derivative continuity while maintaining compact support. The nested grid procedure used a double iteration to produce increasingly accurate estimates of the minimum gcv smoothing parameter and the smoothing spline. The optimal smoothing parameter was estimated using a Taylor's series expansion of the gcv in terms of the smoothing parameter. Methods described in Hutchinson [16] were used to calculate the derivatives of the solution estimate with respect to the smoothing parameter. Convergence was improved by making a first order correction to the solution as values of the smoothing parameter were updated. Further analysis of the performance of this algorithm led to modifications that increased the efficiency of the derivative estimations.
Quadratic B-splines
The B-spline framework was developed by Schoenberg [22] and is described in de Boor [5] . In one dimension, the rth normalised Bspline B r,k (x) of degree k, and 'order' k+1, with knots γ r , . . . , γ r+k+1 C294 is defined recursively (de Boor [5] ):
The B-spline functions B r,k form a basis for the vector space of spline functions of degree k where r = 0, 1, . . . , N + k − 1 and N is the number of knot intervals. The basic properties of this B-spline basis are
Quadratic B-splines, or B-splines of order 3, can be simply defined in terms of first order B-splines using (2) . They are continuous functions with continuous first derivatives and support of 3 knot intervals. This leads to 5-banded systems of discretised smoothing spline equations, as discussed in Section 4. While they require more storage than the diagonal systems arising from first order Bspline (or finite difference) discretisations, the results presented in Section 6 show that the ability of quadratic B-splines to produce smooth functions at coarse discretisations is essential to the development of an efficient minimum gcv algorithm.
Hierarchial B-splines
A hierarchial spline space can be defined as a linear span of Bsplines with nested knot sequences [20] . The hierarchial spline space C295 provides a natural framework for defining different resolutions of Bspline discretisations for use in a multigrid scheme. Consider the knot sequences
where a is the first knot in the sequence, l is the grid level, h is the width of the knot intervals on the finest level and N l is the number of knot intervals on level l. The width of the knot intervals doubles as l is incremented. The B-spline B l r,k of level l is the B-spline to the knot sequence γ r,l , . . . , γ r+k+1,l with supp
Consider the spaces
where d l is the dimension of level l. These spaces form a sequence of nested subspaces of S, such that
This means that any element in S l can be written as a linear combination of the basis vectors B l−1 r,k of S l−1 , although this representation would be redundant since the dimension of S l is half that of S l−1 . B-splines are therefore 'refinable' [7] , in that each one can be reexpressed as a linear combination of one or more 'smaller' basis functions. In the multigrid context, this means that standard intergrid transfer operators are not required. In the case of nested grid, refinement occurs by expressing each coarse grid basis element in terms of the fine grid basis elements:
where (β 2r−2 , β 2r−1 , β 2r , β 2r+1 ) = (1/4, 3/4, 3/4, 1/4) [7] .
Quadratic B-spline approximation of univariate smoothing splines
For the purposes of obtaining a smooth univariate representation of noisy data, standard practice is to choose the function y(x) that minimises
where z i are the data observations at locations x i , n is the number of data points, and λ is a positive smoothing parameter [8] . The minimiser, y(x), of expression (9) over C 2 [a, b] (the space of all functions that are continuous, and have continuous first and second derivatives on the interval [a, b]) is a natural cubic spline. O(n) algorithms exist for calculating the univariate analytic spline solution [17] . However, this study investigates numerical approximations to univariate splines that can be extended to higher dimensions.
A quadratic B-spline approximation f (x) of the function y(x) in equation (9) is
Thus f is a spline function composed of quadratic B-spline elements. We substitute the approximation f into equation (9) and choose the coefficients α r to minimise (9) . This requires differentiating f with respect to x. For this, the relation
was used [5] . See that the first derivative of a spline function f is found simply by differencing its B-spline coefficients. For quadratic splines with knots equally spaced at intervals of length h this gives
Thus the coefficients of the second derivative of a quadratic B-spline are given by the second difference of its coefficients. The simplicity of this relationship further motivates the choice of quadratic B-splines. The second term of the minimisation problem in equation (9) is then
The discretised minimisation problem is then
where α is a vector containing the N + 2 quadratic B-spline coefficients α r and z is a vector of length n containing the data observations z i . The matrix P operates on α to calculate values of f (x) at data point locations i and is
As there are at most 3 non-zero B-splines in any knot interval, the matrix P has no more than 3 non-zero entries in each row. The matrix Q is a 5-banded finite difference matrix calculating the C298 second differences in equation (14) . Differentiating expression (15) with respect to α and equating to zero gives
Techniques for numerically solving this system whilst simultaneously optimising the smoothing parameter are discussed below. The conditioning of (17) had important ramifications in designing the numerical algorithm. The matrix Q T Q is rank deficient, which means the system is poorly conditioned for large values of λ/h 3 . This situation occurs at fine grid spacings, especially if the optimal solution is highly smooth and has a large value of λ.
Iterate for optimum λ to minimise GCV
The techniques used in this study for optimising the parameter λ in equation (17) were based on an adaptive iterative strategy described in Hutchinson [16] . The process involves double iteration to produce increasingly accurate estimates of both the solution and the smoothing parameter. The method uses nested grid to iteratively solve equation (17) whilst periodically updating the estimate of λ using the current solution estimate.
Estimate the derivatives of the GCV with respect to the smoothing parameter
Estimates of the value of the smoothing parameter corresponding to minimum gcv were obtained by a second order Taylor's series C299 approximation:
where θ = log λ . The value of θ that minimises gcv is estimated by
where
The derivatives of the gcv with respect to θ are calculated using
where R is the residual sum of squares
and Tr is trace(I − A) , where A is the influence matrix [14] . Differentiating expression (22) with respect to θ gives
It is shown in Hutchinson [16] that
and
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Hutchinson [16] further demonstrates that dα/dθ satisfies the same system of equations as (17) with different right hand side vectors, so that
and similarly it can be seen that
These equations are therefore solved iteratively with minimum additional storage requirement.
The estimates of Tr and its derivatives were obtained using the stochastic estimate developed by Hutchinson [13] . Hutchinson [13] showed that u T Au is a minimum variance, unbiased estimator of trA , where u = (u 1 , . . . , u n )
T is a vector of n independent samples from the random variable U that takes the values ±1 each with probability 1/2 . An estimate of Au is obtained by solving
An estimate of Au is then given by P b . A similar stochastic estimator has been developed by Girad [9] .
To obtain estimates of dTr/dθ and d 2 Tr/dθ 2 , a slightly different approach was taken to that used to solve for the derivatives of R. Differentiating equation (31) with respect to λ instead of θ gives
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Note that the right hand side of equation (32) has been expressed in terms of the solution vector b rather than the data vector u [16] . Differentiating u T P b with respect to θ and using (31) and (32), the derivatives of Tr with respect to θ are
These expressions use that the matrix (
is symmetric. Note that the expression for dTr/dθ does not involve db/dλ and d 2 Tr/dθ 2 only requires the first derivative of b with respect to λ. Tr and its first and second derivatives are therefore obtained from two systems of equations (31) and (32), rather than the three equations (17), (28) and (29) required to calculate the derivatives of R.
The algorithm
A nested grid procedure starting on a grid of coarseness 2 l and refining by a factor of 2 was constructed, using equation (19) to periodically update the θ estimate. Convergence of the smoothing parameter estimate on a given grid was determined by a criterion Q, and the refinement process was terminated by a criterion D. The algorithm is:
where S l is the sor iteration matrix on a grid of coarseness l, θ q is the qth update, υ 1 is the number of smoothing iterations per update, and α (m) l denotes the mth derivative of α l with respect to θ. The matrix T l is a prolongation operator corresponding to equation (8) .
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This operator is of the form
The criterion Q was set to the sum of the absolute differences between 4 consecutive θ updates. The resolution of the final grid level l was determined by a tolerance on the criterion D, where
The function g l = f l − f r , where f r is the least squares restriction of f l onto grid l + 1 . Thus g l is a measure of the fine scale information contributed by the finer grid. If this measure was less than the tolerance, it was considered unnecessary to continue refinement. This criterion is an objective method of matching the grid resolution to the scale of the data generation process. The results presented below show that it is important to avoid iterating on unnecessarily fine grids, because the conditioning of equations (17) deteriorates as the resolution becomes finer. Poor conditioning greatly decreases the efficiency of the algorithm, and can lead to non-convergence.
Performance
The algorithm was tested using a data set consisting of 101 noisy data points randomly perturbed from a test function t(x) by values 
The data points were spaced at regular intervals of 3.6
• . This data set is shown in Figure 1 .
The algorithm was run with the initial solution estimate set to zero. The value of υ 1 was optimised experimentally to 5 smoothing iterations per update. The smoothing parameter was initialised to the value that gave approximately equal weighting to the two terms C305 nonconvergence on the left hand side of (17) . This setting was chosen in order to give equal priority to smoothness and fidelity to the data, as recommended by Hutchinson and Gessler [18] .
Results for the algorithm are shown in Table 1 . On the three coarsest grids (levels 5, 4 and 3), the smoothing parameter estimate converges. A higher number of updates was required on the coarsest grid because the initial solution estimate contained no information. Iteration quickly became more computationally expensive as the grid resolution increased.
The failure of the algorithm to converge on level 2 is attributed to the deterioration in the conditioning of system (17) on fine grids. Poor conditioning leads to slow convergence of the sor iteration. This results in higher error in the θ updates. It also means that the solution estimate is slow to respond to changes in the smoothing parameter estimate. The algorithm is therefore poorly synchronised, and eventually diverges. The inability of basic iteration to alter smooth components on fine grids is well known [1] . This emphasises the importance of using basis elements that represent the smooth components of the solution accurately on coarse grids.
Although it was found that g l was usually small enough to stop refinement before synchronisation issues became a problem, it was not the case for this particular random vector u. However, a first derivative correction to the solution estimate restored convergent 
was added following each update, where equation (28) was used to estimate dα/dθ . The results in Table 2 show that the algorithm converged on grid 2. Refinement did not continue beyond this grid due to the criterion on g l .
A plot of the solution overlaid on the analytic solution is shown in Figure 2 . The statistics of the analytic thin plate spline and the finite element solution are given in Table 3 . The statistics produced by the algorithm are subject to considerable stochastic error because the converged solution estimate depends on a stochastic estimate of Tr . The standard deviation of the Tr estimate is bounded by (2/n) 1/2 [13] , which is high for a small data set. However, this standard error is insignificant in the case of the large data sets for which this algorithm was designed. For this analysis, the smoothing parameter has been underestimated and too much fine scale structure has been incorporated. This is reflected by the lower R and Tr values produced by the algorithm, in comparison to the analytic values.
A further reduction in computations was obtained by using a finite difference approximation of d 2 gcv/dθ 2 instead of using equation (24). This removed the need to iteratively solve for d 2 R/dθ and d 2 Tr/dθ 2 , almost halving the sor workload required for each update. The finite difference procedure involved 'searching' empirically for a minimum gcv by iterating using the initial θ setting and periodically changing θ by 0.5 . When a minimum was detected across 3 consecutive gcv values, the finite difference formula The results of this procedure are shown in Table 4 . As expected, the algorithm is almost twice as efficient, with only a few extra updates required due to the reduced accuracy of the d 2 gcv/dθ 2 calculation. Clearly more updates are required while the algorithm searches for a minimum gcv, but this process is conducted on the coarse grid, where the extra updates are relatively inexpensive.
Conclusion
This unidimensional analysis has lead to the construction of an efficient algorithm for estimating minimum gcv univariate smoothing splines. The use of quadratic B-spline approximations on coarse grids allows accurate estimates of the minimum gcv solution to be obtained at low computational cost. Using finite difference approximation of the second derivative of the gcv, only 3 systems of equations need to be solved iteratively. Convergence was accelerated by using the estimate of dα/dθ to correct the solution estimate after each θ update. These findings provide guidelines for the construction of a similar algorithm to estimate minimum gcv bivariate thin plate smoothing splines, constructed as tensor products of univariate biquadratic splines.
