The analysis of literary works has experienced a surge in computer-assisted processing. To obtain insights into the community structures and social interactions portrayed in novels the creation of social networks from novels has gained popularity. Many methods rely on identifying named entities and relations for the construction of these networks, but many of these tools are not specifically created for the literary domain. Furthermore, many of the studies on information extraction from literature typically focus on 19th century source material. Because of this, it is unclear if these techniques are as suitable to modern-day science fiction and fantasy literature as they are to those 19th century classics. We present a study to compare classic literature to modern literature in terms of performance of natural language processing tools for the automatic extraction of social networks as well as their network structure. We find that there are no significant differences between the two sets of novels but that both are subject to a high amount of variance. Furthermore, we identify several issues that complicate named entity recognition in modern novels and we present methods to remedy these. 
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INTRODUCTION

22
Literary theory has long been the work of scholars in the humanities, but development in natural language 23 processing technology has opened up new means of large-scale analyses of literary works (Crane, 2006) .
24
The convergence of traditional and digital literary analysis can be traced back to as early as the late 25 1940s (Ramsay, 2011) . More recently, quantitative analysis of novels is used for a wide variety of tasks, 26 such as tracing the lineage of ancient texts (Lee, 2007) speaker identification (He et al., 2013) , protagonist 27 and antagonist extraction (Fernandez et al., 2015) , and even plot analysis and synthesis (Sack, 2011) .
28
In this study, we are interested in the extraction of social networks from literary fiction. Creating social 29 networks from novels has gained popularity to obtain insights into the community structures and social an F 1 score of .936 for persons. The corpus contains fragments of novels written in the 17th up to the 99 20th century, but as the corpus and tools are not available, we cannot investigate its depth or compare it 100 directly to our work.
101
Other approaches attempt to use the identification of locations and physical proximity to improve the 102 creation of a social network (Lee and Yeung, 2012) .
103
Coreference resolution 104 One difficulty of character detection is the variety of aliases one character might go by, or; coreference 105 resolution. For example, George Martin's Tyrion Lannister, might alternatively be mentioned as Ser
106
Tyrion Lannister, Lord Tyrion, Tyrion, The Imp or The Halfman. In the vast majority of cases, it is desirable 107 to collapse those character references into one character entity. However, some argument can be made to 108 retain some distinction between character references, as is further discussed in Section 5.3.
109
Two distinct approaches attempt to address this difficulty, (1) omit parts of a multi-word name, or
110
(2) compile a list of aliases. The former approach leaves out honorifics such as the Ser and Lord in the 111 above example in order to cluster the names of one character. To automate this clustering step, some work 
116
(2010) and Lee and Yeung (2012 resolve, which already hints at some differences between names in different genres.
121
Anaphora resolution
122
To identify as many character references as possible, it is important to take into account that not all 123 references to a character actually mention the character's name. In fact, Bamman et al. (2014) show that 124 74% of character references come in the form of a pronouns such as he, him, his, she, her and hers in 125 a collection of 15,099 English novels. To capture these references, the anaphoric pronoun is typically 126 matched to its antecedent by using the linear word distance between the two, and by matching the gender 127 of anaphora to that of the antecedent. The linear word distance can be, for example, the number of words 128 between the pronoun and the nearest characters. For unusual names, as often found in science fiction and 129 fantasy, identification of the gender may be problematic.
130
Network Creation
131
For a social network of literary characters, nodes are represented by the characters, whereas the edges What value to assign to the edges depends on the end-goal of the study. For example, Fernandez et al.
143
(2015) assign a negative or positive sentiment score to the edges between each character-pair in order to 
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For the study presented here, we are interested in the recognition and identification of persons mentioned 148 in classic and modern novels for the construction of the social network of these fictitious characters. We 149 use off-the-shelf state-of-the-art entity recognition tools in an automatic pipeline without manually created 150 alias lists or similar techniques. For the network construction we follow Ardanuy and Sporleder (2014) 151 and apply their co-occurrence approach for the generation of the social network links with weighted 152 edges that indicate how often two characters are mentioned together, leaving the interesting consideration 153 of negative weights and sentiments for future work. Before we will explain the details of the used 154 entity recognition tools, how they compare for the given task, and how their results can be used to build 155 and analyse the respective social networks, we explain first the details of our selected corpus, how we 156 pre-processed the data, and how we collected the annotations for the evaluation. 
Corpus Selection
158
Our dataset consists of 40 novels -20 classics and 20 modern novels -the specifics of which are presented 159 in Table 7 in the Appendix. Any selection of sources is bound to be unrepresentative in terms of some 160 characteristics but we have attempted to balance breadth and depth in our dataset. Furthermore, we have 161 based ourselves on selections made by other researchers for the classics and compilations by others for 162 the modern books.
163
For the classic set, the selection was based on Guardian's Top 100 all-time classics. 4 Wherever 164 possible, we selected books that were (1) analysed in related work (as mentioned in Subsection 2) and
165
(2)available through Project Gutenberg. 5
166
For the modern set, the books were selected by reference to a list compiled by BestFantasyBooksCom. 6
167
For our final selection of these novels, we deliberately made some adjustments to get a wider selection.
168
That is, some of the books in this list are part of a series. If we were to include all the books of the voted 169 series, our list would consist of only 4 different series. We therefore chose to include only the first book 170 of each of such series. As the newer books are unavailable on Gutenberg, these were purchased online.
171
These digital texts are generally provided in .epub or .mobi format. In order to reliably convert these files
172
into plain text format, we used Calibre 7 -a free and open-source e-book conversion tool. This conversion 173 was mostly without any hurdles, but some issues were encountered in terms of encoding, as is discussed 174 in the next section. Due to copyright restrictions we cannot share this full dataset but our gold standard 175 annotations of the first chapter of each are provided on this project's Github page. The ISBN numbers 176 of the editions used in our study can be found in Table 7 the Appendix. 
Data Preprocessing
178
To ensure that all the harvested text files were ready for processing, we firstly ensured that the encoding 179 for all the documents was the same, in order to avoid issues down the line. In addition, all information that 180 is not directly relevant to the story of the novel was stripped. Even while peripheral information in some 181 books -such as appendices or glossaries -can provide useful information about character relationships,
182
we decided to focus on the story content and thus discard this information. Where applicable, the 183 following peripheral information was manually removed:(1) reviews by fellow writers, (2) dedications numbers, and (6) appendices and/or glossaries.
186
During this clean-up phase, we encountered some encoding issues that came with the conversion to 187 plain text files. Especially in the modern novels, some novels used inconsistent or odd quotation marks.
188
This issue was addressed by replacing the inconsistent quotation marks with neutral quotations that are 189 identical in form, regardless of whether if it is used as opening or closing quotation mark. to match the annotated sentence to its system-generated counterpart for performance evaluation. The
Annotation
207
focus sentence is the sentence that corresponds to this id, and is the sentence for which the annotator were encouraged to add characters, should they be certain that this character does not appear in the 218 pre-compiled list, but occurs in the text nonetheless. Such characters were given a specific tag to ensure 219 that we could retrieve them later for analysis. Lastly, if the annotator is under the impression that two 220 characters in the list refer to the same person, the annotators were instructed to pick one and stick to that.
221
Lastly, the annotators were provided with the peripheral annotation instructions found in Table 2 .
222
While this identification process did include anaphora resolution of singular pronouns -like resolving
223
'him' to 'Bran' -the annotators were instructed to ignore plural pronoun references. Plural pronoun 224 resolution remains a difficult topic in the creation of social networks, as family members may sometimes 225 be mentioned individually, and sometimes their family as a whole. Identifying group membership, and 226 modelling that in the social network structure is not covered by any of the tools we include in our analysis 227 or the related work referenced in Section 2 and therefore left to future work.
228
NAMED ENTITY RECOGNITION EXPERIMENTS AND RESULTS
229
We evaluate the performance of four different named entity recognition systems on the annotated novels: 
235
The results of the different Named Entity Recognition systems are presented in Table 3 for the classic 236 novels and Table 4 for the modern novels. All results are computed using the evaluation script used in the 
253
When comparing the F 1 scores of the 1 st person novels to the 3 rd person novels in Tables 3 and 4 , we 254 find that the 1 st person novels perform significantly worse than their 3 rd person counterparts, at p < .01.
255
These findings are in line with the findings of .
256
In Section 6, we delve further into particular difficulties that fiction presents named entity recognition 257 with and showcase solutions that do not require retraining the entity models.
258
As the BookNLP pipeline in the majority of the cases outperforms the other systems and includes 259 coreference resolution and character clustering, we further utilise this system to create our networks. Table 4 . Precision (P), Recall (R) and F 1 scores of different NER systems on modern novels. The highest scores in each column are highlighted in boldface, and the lowest scores in italics. Novels written in 1 st person are marked with ⊙.
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265
Co-occurrence Extraction
266
As explained in Section 2, we opt for the co-occurrence rather than the conversational method for finding 267 the edges of our networks. The body of text that is used to define a co-occurrence differs per approach. is, a multi-way co-occurrence between four characters is broken down into six bilateral co-occurrences.
280
For the construction of each social network, the co-occurrences are translated to nodes for characters 281 and edges for relationships between the characters. We thus create a static, undirected and weighted system can be found in the Appendix in Table 9 . 
Social Network Analysis
289
We analyse the following eight social network features: 
Network Features
345
To answer our second research question, we compared the network features for the social networks in 346 each of the two classes. As can be observed in Table 10 , none of the evaluated network features differ 347 significantly between classes. Again, we observe a high amount of intra-class variance, both with the 348 classic and modern novels. The highest and lowest scores for each features are highlighted with ⋄ and † 349 respectively.
350
Overall Measures
351
To ground our comparisons, we gathered some overall statistics to compare the two classes on in Table 8 .
352
As mentioned in Section 3.3, if the annotator decided that a character was definitely present, but unable The only difference that could be identified between classes is the average sentence length, which was 360 significant at p < .01. The sentences in classic books are significantly longer than in modern novels,
361
suggesting that there is indeed some difference in writing style. However, other than that, none of the 362 other measures differ significantly. This is useful information, as it helps support that the novels used in 363 either class are comparable, despite their age-gap. Table 10 , the σ even is higher than the µ, indicating that the intra-class data 368 is widely spread. This large amount of variance in both classes makes it difficult to identify differences 369 between the two classes, if there are any to be found to begin with.
370
To exemplify the networks created in this study, the social network for A Game of Thrones is presented 371 in Figure 1 . This is a very full network, which is supported by the fact that A Game of Thrones has the 372 highest nodes, edges and average degree of its class, as is highlighted in Table 10 to the same entity. As mentioned in Section 2, this issue may be addressed by creating a list of aliases for 384 each character. Some online sources exist that can help expedite this process, but we would argue these two characters as one, it might be useful to be able to retain that distinction. This is a design choice that 394 will depend on the type of research question one wants to answer by analysing the social networks.
395
DISCUSSION AND PERFORMANCE BOOSTING OPTIONS
396
In analysing the output of the different NER systems, we found that some types of characters were 397 particularly difficult to recognise. Firstly, we found a number of unidentified names consisted of real 398 words. We suspected that this might hinder the named entity recognition, which is why we collected all 399 such names in our corpus in Table 6 in the Appendix, and highlighted such real-word names with a †.
400
This Dartagnan and Shaitan. By applying these transformations to our corpus, we found that the performances 410 could be improved, uncovering some of the issues that plague named entity recognition. As can be 411 observed in Figure 2 , not all of the novels were affected by these transformations. Out of the 40 novels 412 used in this study, we were able to improve the performance for 14. While the issue of the apostrophed 413 affix was not as recurrent in our corpus as the real-word names, its impact on performance is troublesome 414 nonetheless. Clearly, two novels are more affected by these transformations than the others, namely: The
415
Black Company and the The Three Musketeers. To further sketch these issues, we delve a bit deeper into 416 these two specific novels.
417
These name transformations show that the real-word names and names with special characters were Table 5 . With a preliminary F 1 score of 06 429 (see Table 9 ), The Black Company did not do very well. We found this book had the largest percentage of 
The Three Musketeers
435
This classic piece recounts the adventures of a young man named d'Artagnan, after he leaves home to 436 join the Musketeers of the Guard. With an F 1 score of 13 (see Table 9 ), The Three Musketeers performs 
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CONCLUSION & FUTURE WORK
444
In this study, we set out to close a gap in the literature when it comes to the assessment of recent fiction To answer our primary research question, we determined the F 1 score performance of each novel, and 454 thus each class. In our study, we found no significant difference between the performance on classic novels 455 and the performance on modern novels. We did find that novels written in 3 rd person perspective perform 456 significantly better than those written in 1 st person, which is in line with findings in related studies. In 457 addition, we observed a high amount of variance within each class. We also identified some recurring 458 problems that hindered named entity recognition. We delved deeper into two such problematic novels, 459 and find two main issues that overarch both classes. Firstly, we found that names that (partially) consist of 460 real-words such as such as Mercy are more difficult to retrieve. We showed that replacing problematic 461 real-word names by generic placeholders can increase performance on affected novels. Secondly, we 462 found that apostrophed names such as d'Artagnan also prove difficult to retrieve. With fairly simple 463 methods, we circumvented the above two issues to drastically increase the performance of the used 464 pipeline. To the best of our knowledge, none of the related works discussed in Section 2 acknowledge the 465 presence of these issues. We would thus like to encourage future work to evaluate the impact of these two 466 issues on existing studies, and call to develop a more robust approach to tackle them in future studies.
467
To answer our secondary research question, we created social networks for each of the novels in our 468 collection and calculated several networks features with which we compared the two classes. As with 469 the performance, no significant differences were found between classic and modern literature. Again,
470
we found that the distribution of network measures within a class was subject to high variance, which The code for all experiments as well as annotated data can be found at https://github.com/
480
Niels-Dekker/Out-with-the-Old-and-in-with-the-Novel. Table 6 . Characters that were not identified by the system, supplied by the annotators. Characters whose names (partly) consist of a real word -such as 'Curly' or 'Mercy' -are marked with a †. Checked against http://dictionary.com. Table 8 . Overall statistics for classic and modern novels in our corpus. The highest scores in each column are highlighted with a ⋄, and the lowest scores with a †. The highest and lowest performing books for each class, in terms of F 1 score found in Tables 3 and 4 , are marked with a grey fill. Table 9 . Results of the complete BookNLP pipeline: Named entity recognition (Stanford NER), Character name clustering (e.g., "Tom", "Tom Sawyer", "Mr. Sawyer", "Thomas Sawyer"→ TOM SAWYER) and Pronominal coreference resolution. The highest scores in each column are highlighted with a ⋄, and the lowest scores with a †. Novels written in 1 st person are marked with a ⊙.
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