In this paper we study mutual absolute continuity, finiteness of relative entropy and the possibility of their equivalence for probability measures on C([0, ∞); R d ) induced by diffusion processes. We also determine explicit events which distinguish between two mutually singular measures in certain one-dimensional cases.
Introduction and Statement of Results
Consider the diffusion operator, It follows from this that if one restricts to the class of bounded drifts, then the relative entropy is always finite. Thus, for bounded drifts, mutual absolute continuity and finiteness of the relative entropies are equivalent when the measures are restricted to C ([0, t] 
, R d
).
There has been a lot of work concerning questions of absolute continuity for various types of stochastic processes on finite time intervals; see for example [5] and [6] . However, in the case of an infinite time horizon, it seems that very little work has been done. In this paper, we study mutual absolute continuity, finiteness of the relative entropy and the possibility of their equivalence for probability measures P ). If one observes a diffusion process X(t), 0 ≤ t < ∞, and wants to test the hypothesis that the process corresponds to P a,b x against the hypothesis that it corresponds to P a,b x , then observing one realization of the process on the infinite time interval will almost surely allow for the identification of the process if and only if the two measures are mutually singular. For certain pairs of mutually singular measures corresponding to one dimensional diffusions, we will determine explicit events which distinguish between the measures. The particular interest in entropy in this context comes from Stein's lemma applied to the Neyman-Pearson hypothesis testing. Let F t = σ(X(s), 0 ≤ s ≤ t) and let A t ∈ F t be an acceptable region for the hypothesis P ), let β t ≡ inf At∈Ft,αt< β t . Then Stein's lemma [1] states that lim →0 lim t→∞ 1 t log β t = −H(P a,b
x , P a,b x ). As usual, µ⊥ν will denote that µ and ν are mutually singular, µ ν will denote that µ is absolutely continuous with respect to ν, and µ ∼ ν will denote that µ and ν are mutually absolutely continuous. We begin with the following basic criteria. iii. We note three useful corollaries of Theorem 1 whose proofs will be given in section 2. 
H(P
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Corollary 3. Assume that the diffusion process corresponding to either
Remark. Although Corollary 3 might seem "obvious", we note that even in the positive recurrent case, for dimension d ≥ 2 the result does not follow immediately from ergodic considerations because there are infinitely many drifts corresponding to each invariant probablity measure [8] .
In light of Corollary 3, in the sequel we will work only with transient diffusion processes. The transient diffusion process corresponding to L a,b possesses a positive Green's functions, which will be denoted by G a,b
(x, y)f (y)dy, for f ≥ 0, and the expression above is finite for all compactly supported f . Thus, it follows from (1.1) that
Whereas (1.2) gives a reasonably simple analytic formula for the relative entropy, in general there is no known analytic formula for the absolutely continuity/singularity dichotomy; that is, there is no analytic formula which is equivalent to condition (i) or (ii) of Theorem 1. (The exception to this, is in the one-dimensional case, as will be seen in Theorem 4 below.) Recalling that on finite time intervals, mutual absolute continuity and finiteness of the relative entropies were equivalent for the class of bounded drifts, we ask whether one can specify a nice class of diffusions for which mutual absolute continuity and finiteness of the relative entropies are equivalent? For such a class of diffusions, (1.2) would then give an analytic characterization of mutual absolute continuity. Before continuing, we note an example from a completely different context where such a phenomenom occurs. Let {P n } ∞ n=1 and {Q n } ∞ n=1 be independent sequences of Bernoulli measures on {0, 1}, and let P = Π
If one restricts to the class of measures for which there exists an > 0 such that ≤ P n (0), Q n (0) ≤ 1 − , for all n, then mutual absolute continuity of P and Q is equivalent to the finiteness of the relative entropies-the condition is
Without this restriction, the finiteness of the above sum still characterizes finite relative entropy, but it is possible to have mutual absolute continuity even if this sum is infinite (see [3, exercises 4.3.7 and 4.3.9] ). Returning to our context, we will see that such an equivalence indeed holds for the class of Fuchsian diffusions, which we now define.
We will prove the following theorem.
Remark. The total variation norm d T V for probability measures µ and ν on
The relative entropy provides an upper bound on the total variation norm through the inequality , for some K > 0.
We now show that the Fuchsian condition in Theorem 2 and Corollary 4 is sharp by showing that for any prescribed growth rate that is larger than Fuchsian, one can find a drift b growing no faster than this prescribed rate and for which the above dichotomy does not hold for W x and P 
In the one-dimensional case, we can give an explict analytic criterion for absolute continuity. We will assume without loss of generality that lim t→∞
Indeed, the measure in the general case is just a convex combination of the measures obtained by conditioning on {lim t→∞ X(t) = ∞} and on {lim t→∞ X(t) = −∞}. Each of these conditioned diffusions corresponds to an h-transformed operator of the same form as the original one and thus belongs to the class of diffusions under study. Under the above assumption, the invariant σ-field is always trivial, so by Corollary 2 it follows that the mutual absolute continuity/singularity dichotomy is in effect. 
, where c, β ∈ R and η > −1. as the other cases follow easily from Theorem 1 by comparison. We claim that for some C > 0, the integrand in parts (i) and (ii) of Theorem 4 satisfies 
and applies L'Hôpital's rule. The calculation is left to the reader. 
x ) = ∞ follows from the fact that given two distinct points x, y ∈ R, the expected hitting time of y by a Brownian motion starting from x is infinite.
and let b be as in part (a). By reasoning similar to part (a), one can show that P 1,b
x , how does one find an event that distinguishes between the two measures in the sense that P Returning to the one dimensional case with the assumption that lim t→∞ X(t) = ∞ a.s., we will find "illuminating" distinguishing sets for three increasingly-difficultto-distinguish cases. We begin with the following simple case. 
Thus, letting
Proposition 1 does not cover the case l = 1, which is much more delicate. Thus, consider now the case a = 1 and
, for x > 0, with k > 2. As is well-known, the measure P
, with x > 0, corresponds to a transient Bessel process on (0, ∞) which never reaches 0. In particular, if k is integral, then the process is the absolute value of a k-dimensional Brownian motion. The law of the iterated logarithm states that lim sup t→∞
|X(t)|
(2t log log t)
This result continues to hold when k > 2 is nonintegral. Since the growth rate is the same for all values of k, a simple result in the spirit of Proposition 2 is not possible for Bessel processes. 
Remark. Proposition 2 shows that one can distinguish between different Bessel processes by keeping track of the amount of backtracking they do. A different result related to the problem of finding distinguishing events for Bessel processes can be found in [9, ]. This last requirement guarantees that the processes are mutually singular. We have b andb are continuous, vanish identically on x ≤ 0, and satisfy
One can check that the method of Proposition 2 fails here: for each value of ρ, either both processes almost surely perform infinitely many downcrossings or both processes almost surely perform only finitely many downcrossings. Instead of just checking whether or not an infinite number of downcrossings are performed, we will count the number of downcrossings. Let N are independent and distributed according to geometric distributions:
(A proof of these facts will be given in the proof of Proposition 3.) 
and let n 0 (x) = min{n ≥ 1 : ((n + 1)!)
(1.7) Remark 1. Unfortunately, this method works only for β ∈ (0, 1 3 ] and not for the entire interval (0, .7) is as follows. Since
follows that the smaller the {N (ρ) n } are, the larger the expression on the left hand side of (1.7) is. Note that sinceb is larger than b, the {N 
Proofs of Theorem 1 and Corollaries 1-3
We will need two lemmas for the proof of Theorem 1.
Lemma 1. Let (M, Y) be a measurable space and {Y
Proof. The Lebesgue decomposition of Q with respect to P is given by Q = Q 
2) Therefore 1 and 2 follow immediately from (2.1) and (2.2). For the last assertion, note that it is easy to see that
Clearly, {Z n } is a P -uniformly integrable martingale. Since {Y n } generate Y,
The function x log x is bounded from below. Therefore, by Fatou's lemma
However, Jensen's inequality for conditional expectation implies
, completing the proof.
Lemma 2 (Exercise IV-3.26 [9]). Let M (t) be a continuous local-martingale with respect to (Ω, F t ). M (t) is the quadratic variation process associated with M (t), and M (∞) = lim t→∞ M (t).
If
Proof. Since E(M )(t) is a non-negative continuous local martingale, it follows immediately from Fatou's lemma for conditional expectation that in fact E(M )(t) is a supermartingale. Hence it converges almost surely. As
The reverse inclusion is achieved similarly from the identity
Proof of Theorem 1.
: |y| < n} and let τ n = inf{t ≥ 0 : X(t) ∈ B n }. We will denote by P a,b
x -martingale, and
is the associated quadratic variation process.
By the Girsanov transformation, P a,b
x;τ n ∧n ∼ P a,b
x;τ n ∧n , and 
According to Lemma 2, this condition is equivalent to the statement
Using this along with Lemma 1 proves parts (i) and (ii) of the theorem. For part (iii), similarly to (2.3) we let
x -martingale, and it follows that
Letting n → ∞, it follows from the monotone convergence theorem and Lemma 1 that (1.1) holds.
Proof of Corollary 1.
be a bounded domain containing x andy and with smooth a boundary, a let τ D = inf{t ≥ 0 : X(t) ∈ D}. As is well know, both P x (X(τ D ) ∈ ·) and P y (X(τ D ) ∈ ·) are mutually absolutely continuous with respect to Lebesgue measure on ∂D. Thus, since
it follows from the strong Markov property and Theorem 1-i that
for almost all z ∈ ∂D. Similarly, it follows that
for almost all z ∈ ∂D. 
Proof of Corollary 2. The event
where Θ t ω(·) = ω(t + ·) is the standard shift operator. The Hölder continuity conditions imposed on the coefficients a and b imply the existence of a unique
By the Feynman-Kac formula and the bounded convergence theorem, u(x) = 1 − δ, for some δ ∈ (0, 1).
We will show that v = 0. From this it will follow that
x ], and then by Theorem 1-i, we have P a,b
For N ∈ N, successive applications of the strong Markov property show that
Proofs of Theorems 2 and 3
Proof of Theorem 2. By 
Thus, in light of Theorem 1, either P a,b
x . To prove the theorem, we will assume that P 
: |y| < n} and let τ n = inf{t ≥ 0 : X(t) ∈ B n }. The locally Hölder continuity of the coefficients ensures that there exits a sequence of
In particular, the Feynman-Kac formula shows that
and from bounded convergence we then obtain
Consequently, let 
Hence, {u n } n≥m and the sequences of the partial derivatives up to the second order are bounded in the · 0;B m -norm and equicontinuous on B m . By the Arzela-Ascoli theorem, we can extract a subsequence, converging to u in the
x -martingale. Therefore, in light of (3.1) and the martingale convergence theorem, lim t→∞ u(X(t)) exists, a.s. [P
From the bounded convergence theorem, (3.2) and (3.3) we see that
With (3.1) again, we conclude that
We intend to show now that u is bounded from below by a positive constant. For this, we apply the technique used in [7, Theorem 8.3 
, and
Since L a,b is Fuchsian, the coefficients of L 
Therefore, by Theorem 1, sup
Proof of Theorem 3. We will assume, without loss of generality that x = 0. We first construct the candidate for the drift coefficient b.
The balls {B Rn (x n )} n∈N are disjoint, because
The monotonicity of ρ allows the extension of b to a smooth function on R . Since
we have 
is harmonic in B Rn (x n ), the mean value property implies
where the last two lines follow from (3.8).
Proof of Theorem 4
We begin with some preliminaries. For
and Let
As a result,
Since we assume no explosion, lim
x ], which implies that 
in R. Fix x ∈ R, let > 0 be arbitrarily chosen and pick r satisfying (4.5). By choosing 0 properly, we may assume that
Let w ∈ (x, ∞) be arbitrary. From the Feynman-Kac formula and the bounded convergence theorem we obtain
Dividing by u(w) gives
By (4.6) and (4.1) we have lim w→∞ u(w) = ∞. Thus, letting w → ∞ in (4.9) gives
And by (4.8), in fact
The choice of r then implies that
As is arbitrary,
x ], and P a, b
x follows from Theorem 1-ii.
We now show that if Fix any x ∈ R and pick r satisfying (4.5). Then
Letting t → ∞ and applying the bounded and monotone convergence theorems on the first and the second terms of the right-hand side, respectively, give
Now Letting w → ∞, the monotone convergence theorem yields
As is arbitrary, we conclude from Theorem 1-i that P
x , it follows that lim x→∞ u(x) < ∞, since otherwise we would conclude from the first part of the proof that P We now turn to the proof of (1.3). Assume that P
x . Rearranging terms in (4.11), we have
(4.12) Therefore, Note that the existence of the limit on the right-hand side above as an extended real number is a consequence of (4.12). By Theorem 1 and (4.12) 
H(P
14)
where we have applied l'Hôpital's rule to obtain the second equality. Now
Plugging (4.14) and (4.15) in (4.13) gives
Proofs of Propositions 1,2 and 3
Proof of Proposition 1. Fix x > 0. As will become clear in the course of the proof, we can assume a(x) = 1, without loss of generality. We define the random process
Since x ], such that
(5.1)
We will show that the drift is the dominant factor; that is, asymptotically, the presence of the random contribution in (5.1) can be neglected. The unique solution of
Since y(·) is strictly increasing, it has an inverse t(y) = y At this point, one can see why we may assume a(x) = 1. The limit is not affected when B is multiplied by a bounded process. Restricting the discussion to some set of P Proof of Proposition 2. By the strong Markov property, the sequence {A ρ n } consists of independent events. By Borel-Cantelli, . By (4.2) and (4.3), we have
Thus there exist constants C 1 , C 2 > 0 such that
The convergence/divergence dichotomy for (5.7) now follows from (5.9).
Proof of Proposition 3. Since lim t→∞ X(t) = ∞, a.s. [P x ], for all x ∈ R, it is enough to prove (1.7) for x ≥ 3. Note that for such x, the random variables {N (ρ) n } ∞ n=n 0 (x) only depend on the process when it is in [2, ∞) , in which case the drifts b and b are as given in the second and third lines of (1.5).
Fix
as in the statment of the proposition. Let σ x = inf{t ≥ 0 : X(t) = x}. Similar to (4.2) and (4.3), it follows that P
n (B) is as in (1.6). It then follows from the strong Markov property that the sequence of random variables {N (ρ) n } ∞ n=n 0 (x) are independent and distributed according to geometric distributions. Specifically 
(5.10)
As the {N
n } are geometric random variables, it is easy to see that
. . )) and we obtain from (5.10)
it follows from (5.12) that in order to complete the proof it is enough to show that lim sup n→∞ F x,n = 0, a.s. 
This product converges if and only if the series
(1− √ p j q j ) 2 converges. However, as we shall see below, lim j→∞ p j q j = 0. Therefore to prove the first assertion of the proposition, we must show that
We will find a lower (upper) bound for p j (q j ). We start with p j . From (1.6) we know that
. 
