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A B S T R A C T
This paper focuses on the adjustment of B-spline approximation to terrestrial laser scanning (TLS) data and its
contribution to deformation analysis of composite arched structures. The deformation of an arch structure under
static loading conditions are investigated with TLS technology which is accurate, time-eﬃcient, and capable to
obtain dense 3D coordinates of point clouds for the measured objects.
Highly accurate approximation methods for the point clouds data are extremely important for structural
deformation analysis. The innovation of this paper is that parameters of B-spline is optimized with laser tracker
(LT) to improve the accuracy of deformation monitoring and analysis, where the result is justiﬁed with LT data
and the uncertainties are analyzed. It is revealed that optimized B-spline approximation agrees better with LT
result. The improvement to the B-spline curve with minimum standard deviation reaches 52%, and its im-
provement to polynomial approximation reaches 77%.
1. Introduction
Nowadays, with the increasingly complex architectures, one of the
key problems in civil engineering is the improvement of the reliability
of the constructed structures. Deformation monitoring of the static and
dynamic behavior of engineering structures is a hot topic which detects
potential damages and avoid malfunction [1]. Three-dimensional (3D)
terrestrial laser scanning (TLS) technology has better ﬂexibility com-
pared with the traditional monitoring methods in civil engineering,
especially in the later period of engineering projects, due to no re-
quirement of pre-embedded sensors in the structures. Many surveying
methods, e.g. total stations and theodolites are also used in deformation
monitoring but they are mostly point-wise surveying methods. The
competence of TLS lies in the surface-based monitoring with the ac-
quisition of high-density point cloud within a short time [2]. However,
the research of TLS-based method for deformation monitoring is still
developing. One of the issues that remains is to improve the accuracy
during measurement and modeling for deformation analysis with TLS
technology.
1.1. Terrestrial laser scanning
TLS is a geodetic technique for rapid acquisition of dense gridded
3D point cloud on object surface, which changes the traditional single-
point data acquisition to an area-oriented mode. The main measuring
principles are summarized as: time diﬀerence, phase diﬀerence and
triangulation relationship during the emission, reﬂection and receiving
of the laser beam [3]. A new technique for deformation monitoring is
provided by TLS with the non-contact, high-speed acquisition of the
original mapping data [4–9]. However, the raw point cloud data is
discrete and scattered information, which contains a few errors and
uncertainties. Thus, a method to reconstruct the continuous 3D model is
required for the extracted point cloud. This paper optimized the so-
phisticated procedure for approximation of B-spline, and proposed that
the higher accuracy of B-spline doesn’t always leads to better de-
formation analysis, where the relation between the point clouds and the
deformation behavior should be accounted. The mathematical ap-
proximation models are justiﬁed with LT data for a highly accurate
deformation analysis of structures.
1.2. B-spline approximation
Free-form curves and surfaces, such as Bézier or B-splines, are sui-
table mathematical functions to approximate extracted point cloud.
Especially B-splines meet the requirements of an exact but also smooth
approximation of point cloud.
A curve point uC( ), lying on a B-spline curve, is calculated by the
totalised linear combinations of the basis functions N u( )i p, and the
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control points xi (see Eq. (1)). +n 1 linear combinations and the same
amount of control points and basis functions contribute to the sum
respectively to uC( ). p is called the degree of the basis function. The so
called location parameter u describes the position on the B-spline curve.
Usually, the starting location parameter of the curve is deﬁned with 0
and ending location parameter is deﬁned with 1. The basis functions
N u( )i p, were calculated using a recursive function introduced by [10]
and [11] (see Eq. (2)–(4)).
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The so called knot vector U consists of + = + +m with m n p1 ( 1)
knots, arranged in a non-decreasing order (Eq. (4)). During the ap-
proximation process with B-splines four important steps have to be
accomplished: model selection, parameterisation of the data, determi-
nation of the knot vector and estimation of control points. The step
“model selection” comprises the adequate choice of p and +n 1. In the
step “parameterisation of the data” the location parameter u has to be
determined for every data point. The step “determination of the knot
vector” all +m 1 knots have to be determined. In the ﬁnal step “esti-
mation of control points”, the +n 1 control points xi were estimated,
using a Gauss-Markov-Model.
For a more detailed description of the steps of the approximation
process, the extension to B-spline surfaces and the relation between B-
splines and other free-form curves and surfaces, see for example [12] or
have a look in standard literature like [13,14]. [15] applied B-spline
method to investigate cross-section determination based on laser
scanning data.
1.3. Deformation and change detection
The purpose of deformation monitoring is to detect quantitatively
the change of geometric state of a scene or object [16]. In many en-
gineering ﬁelds, e.g. composite structures, detection of structural micro
deformation or change was studied with X-ray, ultrasonic wave, IR
thermography etc. [17–20]. Remote sensing, GPS and image processing
also gained attention in deformation monitoring [21–23]. Traditional
deformation monitoring with TLS focuses on registration and point-
based deformation monitoring [2]. However, the systematic error of
laser scanner and environmental factors usually arouse the un-
certainties to single point. Furthermore, because the accuracy of local
point clouds are variously inﬂuenced by the measurement geometry
and surface properties, it is challenging to decide globally if the object
is locally changed [7]. Object- or morphology-oriented analysis with
TLS is a new direction for deformation analysis [2]. However, the in-
ﬂuence of factors and signiﬁcance of accuracy of free-form 3D modeling
for the point cloud is not reported in detail.
2. Experimental setup
An experiment was designed to monitor the deformation of an arch
structure, whose geometric size is about 2m of span, 10 cm of thickness
and 1m of width. The experiment was carried out to investigate highly
accurate B-spline curve in the analysis of deformation behavior of arch
structure with TLS measurement. In this paper, the arc-shaped part of
the object is the focus for structural monitoring, because it bears the
main load and shows signiﬁcant deformation. The arch was supported
by two platforms, where the left one is stable but the right one is
horizontally movable. Thirteen epochs data are collected, where in
every epoch load was applied with speed 33 N/s for 20 min and then
paused about 10 min for measurements.
As shown in Fig. 1A, a ﬁxed standpoint of TLS is set on the second
ﬂoor. The scanning direction is drawn with white line and the scanning
area is presented with red circle, where scanning distance is approxi-
mately 6m and the average point density is 20 points/cm2. The TLS
used here is Z+ F Imager 5006, which is a phase-based-principle in-
strument.
The right ﬁgure in Fig. 1 is a detailed picture of the experiment. The
jack located in the middle position of the arch and then the load was
distributed to four evenly-distributed positions through steel beams and
bearings. Three corner cube reﬂectors (CCR) measured by the laser
tracker were set on the top surface of the arch (B in Fig. 1). However,
the arc-shaped object is occluded with objects, e.g. steel I-beams. A
sketch of the specimen monitored which is colorized with reﬂectivity
values using Z+F Laser Control software is depicted in the lower left in
Fig. 1. The green parts show the arch structure and two supports and
the blue parts are surroundings, which needs to be separated for more
accurate analysis.
3. Data analysis
In this paper, the scanned raw point cloud is processed where the
boundary in the frontal side surface is extracted and approximated by
means of high-accuracy B-spline curve with MATLAB. Deformation in
3D is calculated based on the curves ﬁtting.
3.1. Point cloud extraction
Point cloud extraction is performed to separate the area or curve
which is of main interest for deformation analysis. In this experiment,
the boundary in the frontal side surface reﬂects the key deformation in
the vertical direction, and it can be observed by laser tracker. Thus, the
point cloud of side boundary has to be extracted. The task is carried out
with two steps, the ﬁrst is the extraction of the side surface and the
second is the extraction of the side boundary curve.
The workﬂow of point cloud extraction is presented in Fig. 2.
Firstly, the point cloud is preliminarily processed to keep only the area
of interest, which can reduce the unnecessary computation of the re-
maining parts. Secondly, the density of the point clouds is computed
and analyzed with window-neighborhood method. Thirdly, threshold is
determined based on the density information. Thereafter, the point
cloud is ﬁltered and extracted. The ﬁltered point cloud goes through a
cycle quality checking in the case of boundary extraction. The threshold
is justiﬁed to improve the extraction in terms of blank and noise, be-
cause the extraction is sensitive to the threshold value. If the point
cloud is not qualiﬁed, the threshold is modiﬁed and a new ﬁltering will
be carried out, on the contrary, if the point cloud is qualiﬁed, it will be
output for further processing.
The TLS scanner obtained the main details of the top and frontal
Fig. 1. Experiment setup.
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side surfaces of the arch, while the lower and rear surfaces are oc-
cluded. The intersection of the top surface and the frontal side surfaces
is a curve, which undulates according to the combination structures of
bricks and binders (see Fig. 3A). There are some error points in the
lower boundary of the side surface which are not contained in the side
surface (see Fig. 3B), however, they are visually obvious and separable
through density diﬀerence.
The point cloud of the side surface is found in the top view, i.e. X-Y
plane, which is D in Fig. 3, by a clear dense diﬀerence to C in Fig. 3
which should be the point cloud of top surface. Point cloud D is denser
than C. The main reason is that: TLS scanned the surface and obtained
the outermost point cloud and the point cloud D are stacking in
thickness direction from the top view. As the calculation shows, the
thickness of the arch is 10 cm, the laser point step in vertical direction is
about 0.2 mm, which means the points D in the top view represents
point cloud in the number of several tenfold times of visual density.
However, the point density on the top surface is similar with scanning
density. An extraction method is carried out to separate the side surface
and the boundary curve in the following by means of density recogni-
tion and data ﬁltering.
At ﬁrst, the density is quantiﬁed within a square window of 1*1 cm
for each point, which means that a point with coordinates value Px, Py
and Pz, deﬁnes a square window enclosed by Px− 0.5, Px+0.5,
Pz− 0.5 and Pz+ 0.5 in X-Z plane. The number of points in this
window is recorded as quantiﬁed density (QD). Since the density in the
side surface is signiﬁcantly larger, the threshold of the QD for the side
surface which diﬀers with other points is determined to ﬁlter the data.
The percentage of diﬀerent QD is presented in Fig. 4a, where the dis-
tribution corresponding with side surface is marked with red circle. The
bars in the demarcation position have signiﬁcant increase to the ex-
cluded area, as marked in red points in Fig. 4a. The threshold of the
ﬁlter for the side surface is deﬁned as 840 as the red point (see Fig. 4a).
The side surface is analyzed thereafter in X-Z plane to extract the
boundary curve. The side surface has a relatively uniform distribution
in X-Z plane, therefore, the QD is changing gradually for the middle
parts of the surface. And it should be larger than the boundary and
occlusion area. The distribution of the neighbor number of the ex-
tracted side surface can be seen from Fig. 4b, where the peak of the QD
(QDp) marked with red point in the Figure is 136.
Statistically, the points in the boundary area have on average half
neighbors of the center area (QDc), which is set initially as QDp/2= 68.
Since more data points result theoretically in a higher accurate curve
ﬁtting, the threshold range is set as [68− t, 68+ t] (t= 30) pre-
viously. The range was carefully tested, where the variables QDc and t
are increased/decreased by 5 each time, and the ﬁgure of extraction
was drawn and checked. It reveals that higher threshold value will
include noisy points while a lower one will exclude some valid points
and generate blank.
The extraction data is virtually validated with two requirements, the
ﬁrst is that there is no noise from the middle of the surface, and the
second is that the boundary curves are extracted as complete as pos-
sible. The extraction will also be validated through the ﬁnal curve ﬁt-
ting accuracy, since the curve is ﬁtted only with the extracted point
cloud.
3.2. Curve ﬁtting
The extracted point cloud is approximated by a B-spline curve. The
Fig. 2. Work ﬂow of point cloud extraction.
Fig. 3. Point cloud details of the arch area.
Fig. 4. Distribution of neighbor number.
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mathematical basics are described in Section 1.2. In the step “model
selection” the parameters p and n+1 were set as two situations to
ﬁgure out higher accuracy solution of the approximations, one is curve
Ba with more control points (p= 2, n+1=100), and the other is Bb
with higher order (p=3, n+ 1=21). For both curves Ba and Bb, the
“parameterization of the data” is realized by the chord length method
[14]. The “determination of the knot vector” is accomplished in each
case using the average-method of Piegl and Tiller [14]. For this step it is
possible to use more sophisticated methods [24] to determine the knot
vector, but due to the rather simple shape of the point cloud and the
rather high number of parameters these methods do not yield sig-
niﬁcantly better results. In the ﬁnal step the control points are esti-
mated using a Gauss Markov Model [14] in each case.
In addition to that, a 2D polynomial curve is applied to verify the
accuracy of the approximation in vertical direction. Polynomial curve
was successfully applied in many cases [25]. Generally, the degree of
the polynomial curve is the key parameter in the estimation. Model
testing was carried out for the selection of a best-ﬁt order for the
polynomial curve. The accuracy of the approximated curve is calculated
with standard deviation (SD) of the residuals between the curve and the
raw point cloud. A smaller value means a better approximation to the
raw point cloud.
3.3. Deformation calculation
Deformation of the boundary curve is represented by the distance
between ﬁtted curves, after the curve is approximated according to the
data from diﬀerent epochs.
Deformation of surface varies in deﬁnition of direction, including
normal distance, minimal distance, vertical distance, etc. First of all, the
three epochs are depicted as three functional curves. The ﬁrst curve,
related to epoch 0, is discretized to a very dense point cloud with e.g.
10,000 points. The second and third curve, related to epoch 1 and 2, are
discretized at the positions of the adjusted observations in each case. So
the number of points in these point cloud conforms to the number of
scanned points. For each discretized point in epoch 1 and 2 the minimal
distance to the dense point cloud of epoch 0 is calculated. The de-
formation of epochs 1 and 2 with respect to epoch 0 are presented in
Fig. 5.
All curves were approximated with Ba. It can be observed that the
deformation is within 10mm for both epochs and that the larger de-
formation deviates the center position of the curve. Deformation of the
boundary curve is represented by the distance between ﬁtted curves,
after the curve is ﬁtted according to the data from diﬀerent epochs.
4. Result
The paper emphasizes the signiﬁcance of high-accuracy curve
model based on TLS measurement for deformation analysis of the arch
structure. In many engineering cases, polynomial model is also widely
adopted. In order to ﬁnd out how much accuracy would be increased in
the case study, two B-spline curves and a polynomial curve for epochs 1
and 2 are compared to investigate the accuracy of ﬁttings for de-
formation analysis.
The result is presented in Fig. 6, where Ba is B-spline curve with
degree p=2 and number of control points n+ 1=100, Bb is B-spline
curve with degree p= 3 and number of control points n+1=21, P is
polynomial curve whose number of parameters is 21, similar to Bb. The
positions of CCRs are marked with black arrows. It is observed in Fig. 6
that Ba describes the local characteristics of the point cloud better than
Bb, and P is not competent in following local shapes.
The standard deviation of Ba, Bb and P in Z-axis direction for epochs
1 and 2 (E1 and E2) are shown in Table 1, where SD means standard
deviation. Table 1 shows that Ba is as expected the best ﬁtting to the
point cloud because its standard deviation is smallest in both epochs.
The ﬁtness of Ba to the raw point cloud is proved by the quality of
raw point cloud data, which is obtained from the intensity values of the
point cloud [26]. The uncertainties of approximated point cloud falls
mainly in 0.7–0.8 mm, with an agreement to the standard deviation of
Ba. It is proved that the error of Ba is balanced with that of raw point
cloud and the curve Ba ﬁts best to the raw point cloud.
The maximum deformation in z axis direction is shown in Table 2,
which is 5.6 mm for epoch 1 and 9.76mm for epoch 2. The positions of
the maximum deformation are recorded.
The deformation of the top surface is acquired with surface ap-
proximation for the arch structure, which veriﬁes the result of the curve
description. The surface shown in Fig. 7 is the top view of the spatial
deformation of the top surface of epoch 2, where the blue point is the
position of the spatial maximum deformation. It is observed that the
deformation is asymmetric and the main deformation shift to the left of
the exact middle position, which veriﬁes the conclusion from curve
ﬁtting in Fig. 6.
Laser tracker is applied in this experiment for external veriﬁcation
Fig. 5. Deformation distribution of epochs 1 and 2.
Fig. 6. The performance of diﬀerent ﬁtted curves.
X. Xu et al. Composite Structures xxx (xxxx) xxx–xxx
4
of the deformation results. Three CCR were set near the boundary on
the top surface. The x, y and z coordinates of the three CCR are obtained
with 0.1 mm (SD) accuracy during each epoch. Because CCR are not
exactly on the boundary curve, the closest points to three CCR on the
ﬁtted curves are searched and the displacement of the searched points
are analyzed. Table 3 shows residuals between CCR and corresponding
points on ﬁtted curves, where Bb leads to the smallest diﬀerences with
LT result. Its improvement to Ba reaches 52%, to P reaches 77%, which
is marked in bold.
It is demonstrated in Table 3 that the Bb with less control points
leads to a deformation result closer to external CCR. The indicator oc-
curs for all three CCR and for both two epochs. Apparently, it is proved
in Table 2 that the curve Ba ﬁts best to the raw point cloud. A possible
origin for the interesting distinctive is that the point cloud contain noise
and the Ba restores the shape of point cloud but it also inherits the
noises contained. On the contrary, P curve is smooth enough to elim-
inate the noise, but it also removes the detailed local characteristics of
the point cloud.
5. Conclusion
The B-spline approximation is adopted to construct highly accurate
3D curve, where the parameters of B-spline are compared. The B-spline
ﬁttings Ba and Bb are analyzed with 99 and 19 control points respec-
tively, where the ﬁtness to the raw point cloud is judged by the stan-
dard deviation of the curve. It shows that standard deviation of Ba is the
smallest and agrees with the uncertainties of point cloud. It proved that
the point cloud extraction has few inﬂuence on the ﬁnal curve ﬁtting.
The deformation analysis are carried out using the closest distance. The
maximum deformation and its position agree with surface approxima-
tion of the top surface of the arch. Possible error sources of the de-
formation analysis could be LT, laser scanning process, edge extraction
and 3D approximation. The error of LT is generally 0.1mm, which can
be neglected; the error from point cloud data brought by laser scanning
process and edge extraction is similar with the error of 3D approx-
imation result, which is 0.7–0.8mm.
The laser tracker externally veriﬁed the value of the deformation
through CCR. Only three CCRs are adopted in this paper as a test,
however, more CCRs will increase the reliability of the veriﬁcation. The
Bb with less control points leads to a deformation result closer to all
external CCRs for both two epochs. It indicates that the point cloud
contain noise and the Ba restores the shape of point cloud but it also
inherit the noises contained. On the contrary, P curve is smooth enough
to eliminate the noise, but it also removes the detailed local char-
acteristics of the point cloud.
To conclusion, B-spline is a suitable method to adopt in deformation
analysis, because of the capability to reﬂect the local characters, but it
doesn’t mean B-spline with higher accuracy can lead to higher accuracy
deformation analysis, due to it also inherits the noises contained.
External tools of laser tracker can be adopted to validate the de-
formation results. It is feasible for the next step to calibrate the number
of control points and degree of B-spline curves based on the validation.
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