We study the system of nonisentropic thermoelasticity describing the motion of thermoelastic nonconductors of heat in two and three spatial dimensions, where the frame-indifferent constitutive relation generalizes that for compressible neo-Hookean materials. Thermoelastic contact discontinuities are characteristic discontinuities for which the velocity is continuous across the discontinuity interface. Mathematically, this renders a nonlinear multidimensional hyperbolic problem with a characteristic free boundary. We identify a stability condition on the piecewise constant background states and establish the linear stability of thermoelastic contact discontinuities in the sense that the variable coefficient linearized problem satisfies a priori tame estimates in the usual Sobolev spaces under small perturbations. Our tame estimates for the linearized problem do not break down when the strength of thermoelastic contact discontinuities tends to zero. The missing normal derivatives are recovered from the estimates of several quantities relating to physical involutions. In the estimate of tangential derivatives, there is a significant new difficulty, namely the presence of characteristic variables in the boundary conditions. To overcome this difficulty, we explore an intrinsic cancellation effect, which reduces the boundary terms to an instant integral. Then we can absorb the instant integral into the instant tangential energy by means of the interpolation argument and an explicit estimate for the traces on the hyperplane.
Introduction
We study the equations of nonisentropic thermoelasticity in the Eulerian coordinates, governing the evolution of thermoelastic nonconductors of heat in two and three spatial dimensions. The constitutive relation under consideration generalizes that for compressible neo-Hookean materials (cf. Ciarlet [13, p. 189] ) and satisfies the necessary frame indifference principle (cf. Dafermos [18, §2.4] ). This system can be reduced to a symmetrizable hyperbolic system on account of the divergence constraints.
Our main interest concerns the stability of thermoelastic contact discontinuities that are piecewise smooth, weak solutions with the discontinuity interface, across which the mass does not transfer and the velocity is continuous. The boundary matrix for the free boundary problem of thermoelastic contact discontinuities is always singular on the discontinuity interface. In other words, thermoelastic contact discontinuities are characteristic discontinuities to the system of thermoelasticity. As is well-known, characteristic discontinuities, along with shocks and rarefaction waves, are building blocks of general entropy solutions of multidimensional hyperbolic systems of conservation laws (see, e.g., Chen-Feldman [4] ). Therefore, it is important to analyze the stability of thermoelastic contact discontinuities when the initial thermodynamic process and interface are perturbed from the piecewise constant background state. Mathematically, this renders a nonlinear hyperbolic initial-boundary value problem with a characteristic free boundary.
Our work is motivated by the results on 3D compressible current-vortex sheets [6, 28] , 2D MHD contact discontinuities [22, 23] , and 2D compressible vortex sheets in elastodynamics [8, 9] . For ideal compressible magnetohydrodynamics (MHD), there are two types of characteristic discontinuities: compressible current-vortex sheets and MHD contact discontinuities, corresponding respectively to H · N | Γ = 0 and H · N | Γ = 0, where H is denoted as the magnetic field, Γ as the discontinuity interface, and N as the spatial normal to Γ . Chen-Wang [6, 7] and Trakhinin [28] established the nonlinear stability of 3D compressible current-vortex sheets independently, indicating the stabilization effect of non-paralleled magnetic fields to the motion of 3D compressible vortex sheets. The local existence of 2D MHD contact discontinuities was proved by Morando et al. [22, 23] under the Rayleigh-Taylor sign condition on the jump of the normal derivative of the pressure through a series of delicate energy estimates. Notice that the extension of the results in [22, 23] to 3D MHD contact discontinuities is still a difficult open problem. For the system of thermoelasticity, Chen et al. [8, 9] recently obtain the linear stability of the 2D isentropic compressible vortex sheets associated with the boundary constraint: F · N | Γ = 0 for the deformation gradient F , by developing the methodology in Coulombel-Secchi [15] . Comparing with the aforementioned two types of characteristic discontinuities in MHD, we naturally introduce and investigate the thermoelastic contact discontinuities that correspond to F · N | Γ = 0.
The goal of this paper is to explore the stabilizing mechanism in thermoelasticity such that the thermoelastic contact discontinuities are stable. More precisely, we identify a stability condition on the piecewise constant background states and establish the linear stability of thermoelastic contact discontinuities in the sense that the variable coefficient linearized problem satisfies appropriate a priori tame estimates under small perturbations. In particular, our tame estimates do not break down when the strength of thermoelastic contact discontinuities tends to zero. As far as we know, this is the first rigorous result on the stability of thermoelastic contact discontinuities in the mathematical theory of thermoelasticity.
In general, for hyperbolic problems with a characteristic boundary, there is a loss of control on the derivatives (precisely, on the normal derivatives of the characteristic variables) in a priori energy estimates. To overcome this difficulty, it is natural to introduce the Sobolev spaces with conormal regularity, where two tangential derivatives count as one normal derivative (see Secchi [25] and the references therein). However, for our problem, we manage to work in the usual Sobolev spaces, since the missing normal derivatives of the characteristic variables can be recovered from the estimates of several quantities relating to the physical constraints.
In the estimate of tangential derivatives, there is a significant new difficulty, namely the presence of characteristic variables in the boundary conditions, which is completely different from the previous works such as [5-9, 15, 22, 28] . New ideas are required to control the boundary integral term arising in the estimate of tangential derivatives owing to the complex nature of the boundary conditions. To address this issue, we utilize a combination of the boundary conditions and the restriction of the interior equations on the boundary to exploit an intrinsic cancellation effect. This cancellation enables us to reduce the boundary term into the sum of the error term R 2 (cf. (7.19) ) and the instant boundary integral term R 3 (cf. (7.18) ).
To establish the energy estimates uniform in the strength for R 2 and R 3 , we cannot use the boundary conditions for the spatial derivatives of the discontinuity function ψ, owing to the dependence of the coefficients on the strength (cf. (5.15d) ). In order to overcome this difficulty, we develop an idea from Trakhinin [29, Proposition 5.2] and explore new identities and estimates for the derivatives of ψ with the aid of the interpolation argument. We make the estimate of R 3 differently for the cases whether it contains a time derivative. More precisely, we first consider the case with at least one time derivative. Thanks to the restriction of the interior equations on the boundary, the time derivative of the deformation gradient in R 3 can be transformed into the tangential space derivatives of the velocity (cf. (7.31)). As a result, the estimate of traces on the hyperplane (cf. Lemma 4.2) can be applied to control the primary term R 31 (cf. (7.42) ). Employing the identities and estimates for the normal derivative of the noncharacteristic variables, we can reduce the estimate of the instant tangential energy into that with one less time derivative and one more tangential spatial derivative (cf. (7.48) ). Then we are led to deal with the case containing the space derivatives. For this case, we derive estimates (7.62) and (7.68) by means of the identities and estimates for linearized quantities (η, ζ) (cf. (6.29)-(6.32)) and Lemma 4.2. With these estimates in hand, we can finally obtain the desired estimate for all the tangential derivatives under the stability condition (3.23) on the background state. The methods and techniques developed here may be also helpful for other problems involving similar difficulties.
It is worth noting that our tame estimates are with a fixed loss of derivatives with respect to the source terms and coefficients. As such, the local existence and nonlinearly structural stability of thermoelastic contact discontinuities could be achieved with resorting to a suitable Nash-Moser iteration scheme as in [5, 16] .
Let us also mention some recent results on the classical solutions and weakstrong uniqueness for the system of polyconvex thermoelasticity. Christoforou et al. [11] enlarge the equations of polyconvex thermoelasticity into a symmetrizable hyperbolic system, which yields the local existence of classical solutions for the Cauchy problem by applying the general theory in [18, Theorem 5.4.3 ]. The convergence in the zero-viscosity limit from thermoviscoelasticity to thermoelasticity is also provided in [11] by virtue of the relative entropy formulation developed in [10] . Moreover, Christoforou et al. [11, 12] establish the weak-strong uniqueness property in the classes of entropy weak and measure-valued solutions.
The rest of this paper is organized as follows: In Section 2, we introduce the system of thermoelasticity in the Eulerian coordinates, which can be symmetrizable hyperbolic, via the divergence constraints. Then we formulate the free boundary problem and the reduced problem in a fixed domain for thermoelastic contact discontinuities. It should be pointed out that no thermoelastic contact discontinuity is possible for the isentropic process (cf. Proposition 2.1). Section 3 is devoted to stating the main theorem of this paper, Theorem 3.1. Before that, based on an alternative form of the boundary operator, we deduce the variable coefficient linearized problem around the basic state (that is, a small perturbation of the stationary thermoelastic contact discontinuity satisfying suitable constraints). In Section 4, we collect some properties of the Sobolev functions and notations for later use, including the definitions of fractional Sobolev spaces and norms, the estimates of the traces on the hyperplane, and the Moser-type calculus inequalities. To show Theorem 3.1, in Section 5, we reduce the effective linear problem to a problem with homogeneous boundary conditions. Section 6 is dedicated to the proof of Proposition 6.1, i.e., the estimate of normal derivatives. More precisely, we estimate the noncharacteristic variables W nc and entropies S ± in §6.1- §6.2, recover the missing L 2 -norm of
, and complete the proof of Proposition 6.1 by finite induction in §6.5. Let us remark that quantities ς, η, and ζ (cf. definitions (6.18), (6.29), and (6.30)) are introduced and estimated to compensate the loss of the normal derivatives of characteristic variables W 1 and W jd+i+1 . In Section 7, we deduce the estimate of tangential derivatives, i.e., Proposition 7.1. For this purpose, we start with the standard energy estimate to introduce the boundary term Q (cf. (7.5)) and the instant tangential energy E β tan (t) (cf. (7.8) ). We present the intrinsic cancellation for Q in §7.2. Then the boundary integral term can be reduced to the sum of R 2 (the error term, defined by (7.19)) and R 3 (the instant boundary integral term, cf. (7.18)). After that, we deduce the estimate of R 2 in §7.3 and the estimate of R 3 in §7.4- §7.6. Proposition 7.1 is proved, respectively, for the two-and three-dimensional cases at the end of §7.5 and §7.6. With Propositions 6.1 and 7.1 in hand, we conclude the proof of the main theorem in Section 8. Propositions 2.1 and 2.2 are shown in Appendices A and B, respectively.
Formulation of the Nonlinear Problems
In this section, we introduce the system of thermoelasticity in the Eulerian coordinates and formulate the nonlinear problems for thermoelastic contact discontinuities.
Equations of Motion
In the context of elastodynamics, a body is identified with an open subset O of the reference space R d for d = 2, 3. A motion of the body over a time interval (t 1 , t 2 ) is a Lipschitz mapping x of (t 1 , t 2 ) × O to R d such that x(t, ·) is a bi-Lipschitz homeomorphism of O for each t in (t 1 , t 2 ). Every particle X of body O is deformed to the spatial position x(t, X) at time t.
The velocityṽ ∈ R d with i-th componentṽ i and the deformation gradient
respectively, where M m×n stands for the vector space of real m × n matrices. We
The compatibility between fieldsṽ and F is expressed by
We need to append the constraints:
in order to guarantee that F is a gradient. We emphasize that constraints (2.3) are involutions to the system of thermoelasticity, meaning that constraints (2.3) are preserved by the evolution via relations (2.2), provided that they hold at the initial time (see Dafermos [17] ). We will work in the Eulerian coordinates (t, x). For convenience, let us denote by v = (v 1 , . . . , v d ) T the velocity and by F = (F ij ) the deformation gradient in the Eulerian coordinates so that
where X(t, x) is the inverse map of x(t, X) for each fixed t.
The system of thermoelasticity modeling the motion of thermoelastic nonconductors of heat consists of the kinematic relations: 4) and the following conservation laws of mass, linear momentum, and energy (see [18, §2.3] ):
5)
where ∂ t := ∂ ∂t and ∂ ℓ := ∂ ∂x ℓ represent the partial differentials, ρ is the (spatial) density related with reference density 
which are the involutions of system (2.4)-(2.5); see Lei-Liu-Zhou [20, Remark 2] for instance. Throughout this paper, we adopt the Einstein summation convention whereby a repeated index in a term implies the summation over all the values of that index.
For every given thermoelastic medium, the following constitutive relations hold (see Coleman-Noll [14] ):
where S and ϑ represent the (specific) entropy and the (absolute) temperature, respectively. In this paper, we consider the internal energy functions of the form:
where a j , for j = 1, . . . , d, are positive constants. In view of (2.6), the internal energy ε(F , S) depends on the deformation gradient F only through F T F . Hence, relation (2.8) is frame-indifferent:
for all Q ∈ M d×d with QQ T = I d and det Q = 1. Here and below, I m denotes the identity matrix of order m. Moreover, the constitutive relation (2.8) generalizes that for the compressible neo-Hookean materials (see [13, p. 189] ) to the nonisentropic thermoelasticity. A direct computation gives If all of a j are the same, then the material is isotropic; otherwise it is anisotropic (see [13, §3.4] ). In the special case when all of a j are equal to zero, system (2.5) is reduced to the compressible Euler equations in gas dynamics. Since this paper concerns the effect of elasticity to the evolution of materials, we set without loss of generality that a j = 1 for all j. We refer to [ 
13)
∂ ℓ (ρF ℓk F ij − ρF ℓj F ik ) = 0 for i, j, k = 1, . . . , d.
(2.14)
In light of (2.10)-(2.12), for smooth solutions, system (2.4)-(2.5) is equivalent to
Let us take U = (p, v, F 1 , . . . , F d , S) T as the primary unknowns and define the following symmetric matrices:
for i = 1, . . . , d, where we denote e i := (δ i,1 , . . . , δ i,d ) T with δ i,j being the Kronecker delta. Then system (2.15) reads
which is symmetric hyperbolic, due to (2.6) and (2.11).
Thermoelastic Contact Discontinuities
Let U be smooth on each side of a smooth hypersurface Γ (t) := {x ∈ R d : x 1 = ϕ(t, x ′ )} for x ′ := (x 2 , . . . , x d ):
where U ± (t, x) are smooth functions in respective domains Ω ± (t). Then U is a weak solution of (2.5) and (2.12)-(2.14) if and only if it is a smooth solution of (2.7), (2.12), and (2.18) in domains Ω ± (t), and the following Rankine-Hugoniot jump conditions hold at every point of front Γ (t):
where [g] := (g + − g − )| Γ (t) stands for the jump across Γ (t), and
with N := (1, −∂ 2 ϕ, . . . , −∂ d ϕ) T , so that m ± N represent the mass transfer fluxes. Also see [18, §3.3] for the corresponding jump conditions written in the Lagrangian description.
We are interested in discontinuous weak solutions U for which the mass does not transfer across the discontinuity interface Γ (t):
Then the matrix:
has eigenvalues
where O m denotes the zero matrix of order m. As a result, the boundary matrix on Γ (t):
is singular, which implies that the free boundary Γ (t) is characteristic. In this sense, the weak solution U is a characteristic discontinuity. We now reformulate the jump conditions (2.20) by means of assumption (2.1). More precisely, from (2.1), we derive 
Consequently, the boundary matrix A bdy on Γ (t) has 2d negative, 2d positive, and 2(d 2 −d+2) zero eigenvalues. Since one more boundary condition is needed to determine the unknown interface function ϕ, the correct number of boundary conditions is 2d + 1, according to the well-posedness theory for hyperbolic problems. Plugging involutions (2.20e) and condition (2.21) into (2.20d) leads to
Then it follows from (2.22) that [v] = 0 on Γ (t). We employ (2.20e) and (2.21) again to rewrite (2.20a)-(2.20d) as We exclude (2.20e)-(2.20f) from (2.23) in order to prescribe the correct number of boundary conditions for the well-posedness of the thermoelastic contact discontinuity problem. On the one hand, (2.20e)-(2.20f) are involutions inherited from the initial data. On the other hand, they prevent any thermoelastic contact discontinuity in the isentropic process. More generally, we have the following physically relevant result whose proof is postponed to Appendix A.
Proposition 2.1. If [S] = 0 on Γ (t), then [U ] = 0 on Γ (t) so that no thermoelastic contact discontinuity exists.
If condition (2.1) is ignored on interface Γ (t), then there is another type of characteristic discontinuities for (2.5) and (2.12)-(2.14) with the constitutive relation (2.9), i.e., the so-called compressible vortex sheets that are associated with the boundary constraints (F ± 1N , . . . , F ± dN )| Γ (t) = 0. In this case, the jump conditions (2.20) are reduced to
Then the normal velocity and pressure are continuous across front Γ (t), while the tangential components of the velocity can undergo a jump. See [8, 9] for the twodimensional isentropic case in this regard.
In this paper, we focus on the thermoelastic contact discontinuity problem corresponding to the boundary constraints:
Then the boundary conditions (2.23) on Γ (t) become
By virtue of (2.24), involutions (2.20f) are equivalent to
Since ϕ describing the discontinuity front Γ (t) is one of the unknowns, the thermoelastic contact discontinuity problem is a free boundary problem.
Taking into account the Galilean invariance of (2.7), (2.12), (2.18), and (2.20), we choose the following piecewise constant thermoelastic contact discontinuity as the background state:
in keeping with (2.6), (2.10), and (2.24)-(2.26). Without loss of generality, we assume that the principal stretches F ± 11 , F 22 , and F dd are positive constants with F + 11 > F − 11 . We point out that each of the background deformations is either a dilation or a simple extension when F 22 = F dd (see Truesdell-Toupin [30, §43- §44]).
Reduced Problem in a Fixed Domain
It is more convenient to convert the free boundary problem for thermoelastic contact discontinuities into a problem in a fixed domain. To this end, we replace unknowns U ± , being smooth in Ω ± (t), by
where we take the lifting functions Φ ± as in Métivier [21, p. 70] to have the form:
The cut-off function χ is introduced as in [21, 23] to avoid the assumption in the main theorem that the initial perturbations have compact support. This change of variables is admissible on the time interval [0, T ] as long as ϕ L ∞ ([0,T ]×R d−1 ) ≤ 1 2 . The existence of thermoelastic contact discontinuities amounts to constructing solutions U ± ♯ , which are smooth in the fixed domain Ω := {x ∈ R d : x 1 > 0}, of the following initial-boundary value problem:
where index "♯" has been dropped for notational simplicity. Thanks to transformation (2.29), operator L(U, Φ) is given by
where A i (U ), for i = 0, . . . , d, are defined by (2.16)-(2.17), and
According to (2.25), the boundary operator B reads
. . .
The boundary matrix diag(− A 1 (U + , Φ + ), − A 1 (U − , Φ − )) for problem (2.32) has 2d negative eigenvalues ("incoming characteristics") on boundary ∂Ω := {x ∈ R d : x 1 = 0}. As discussed before, the correct number of boundary conditions is 2d + 1, which is just the case in (2.32b).
In accordance with (2.6)-(2.7), (2.20e)-(2.20f), and (2.24), we assume that the initial data (2.32c) satisfy
Here and below, to simplify the notation, we denote the partial differentials with respect to the lifting function Φ by
The following proposition manifests that identities (2.35)-(2.39) are involutions in the straightened coordinates. See Appendix B for the proof. 
Remark 2.1. Relations (2.41) are involutions in the straightened coordinates corresponding to the divergence constraints (2.12), from which we can pass from the Eulerian to the Lagrangian formulation of the thermoelastic contact discontinuity problem.
Linearized Problem and Main Theorem
In this section we introduce the basic state (Ů ± ,φ) that is a small perturbation of the stationary thermoelastic contact discontinuity (U ± ,φ) given in (2.27)-(2.28). Then we perform the linearization and state the main theorem of this paper.
Basic State
We denote Ω T := (−∞, T ) × Ω and ω T := (−∞, T ) × ∂Ω for any real number T . Let the basic state (Ů ± ,φ) withŮ ± := (p ± ,v ± ,F ± ,S ± ) T be sufficiently smooth. According to form (2.30), we introduce the notations:
where χ ∈ C ∞ 0 (R) satisfies (2.31), andF ± j are the j-th columns ofF ± . PerturbationsV ± :=Ů ± − U ± andφ are supposed to satisfy
for a sufficiently small positive constant K ≤ 1, so that
thanks to the Sobolev embedding H 6 (Ω T ) ֒→ W 3,∞ (Ω T ). We assume further that the basic state (Ů ± ,φ) satisfies constraints (2.35), (2.32b), and (2.37)-(2.39), i.e.,
Under (3.5c) and (3.5e), relations (3.5d) are equivalent to
Moreover, we assume that the basic state satisfies
which will play an important role in the estimate of the tangential derivatives, especially in the proof of Lemma 7.3. As a matter of fact, constraints (3.7) come from restricting the interior equations for F ± j on boundary ∂Ω and utilizing (3.5b)-(3.5e). Before performing the linearization, we give an alternative form of the boundary operator B defined in (2.34), which will be essential for providing the cancellation effect in the estimate of the tangential derivatives. More precisely, by virtue of (2.39), we observe
where ̺(F ) is the scalar function defined by
In particular, for the background state (2.27), we have
Combine (3.8) with (2.35) and use (2.37) to obtain
which yields
Furthermore, from (3.5a), (3.5e), and (3.6), we infer
As a result, constraints (3.5)-(3.7) are equivalent to constraints (3.5a)-(3.5b) and (3.5e)-(3.7).
Linearization and Main Theorem
Let us now deduce the linearized problem based on identity (3.12) . For this purpose, we consider families
The linearized operators are given by
where L(U, Φ) is given in (2.33), and C(U, Φ) is the zero-th order operator defined by
Thanks to the alternative form (3.12), we compute
with ̺(F ) defined by (3.9). As in Alinhac [1] , applying the "good unknowns": 
In view of the nonlinear results obtained in [1, 5, 16] , we neglect the zero-th order terms in Ψ ± of (3.19) and consider the effective linear problem:
with operators L and C defined by (2.33) and (3.16) . In (3.22), we denote
We now state the main result of this paper.
Theorem 3.1. Let T > 0 and s ∈ N + be fixed. Assume that the background state (2.27)-(2.28) satisfies the stability condition:
and that perturbations
. Then there exist positive constants K 0 and C 0 , uniformly bounded even when
Notice that the H 2 (Ω T ) × H 5/2 (ω T )-estimate of (V, ψ) follows from (3.25) with s = 3. We remark that the tame estimates (3.24)-(3.25) present no loss of regularity with respect to the interior source term L ′ eV , while there is a loss of one derivative with respect to the boundary source term B ′ e (V, ψ). It should also be pointed out that estimate (3.25) is with a fixed loss of regularity with respect to the coefficients, which offers a way to establish the nonlinear stability of thermoelastic contact discontinuities by a suitable Nash-Moser iteration scheme. The dropped terms in (3.19) will be considered as error terms at each Nash-Moser iteration step. Moreover, Theorem 3.1 provides the tame estimates in the usual Sobolev spaces H s for the solutions and source terms vanishing in the past, which corresponds to the nonlinear problem with zero initial data. The case with general initial data is postponed to the nonlinear analysis that involves the construction of so-called approximate solutions.
Sobolev Functions and Notations
In this section, we first state the definitions of some fractional Sobolev spaces and norms for self-containedness. Then we prove two important estimates for the traces of
We also present the Moser-type calculus inequalities and the notations for later use.
Fractional Sobolev Spaces and Norms
We first give the definitions of the Sobolev spaces and norms for general domains; see also Tartar [27] for more details. where α := (α 1 , . . . , α n ) ∈ N n denotes a multi-index, 
where Fu denotes the Fourier transform of u; in particular,
The negative-order Sobolev spaces H −s (R n ) are defined by duality as
Let us recall that
where w denotes the complex conjugation of w. Using identities (4.2)-(4.3), we can show that Definition 4.1 is equivalent to Definition 4.2 for s ∈ N and O = R n . Furthermore, we refer to [27] for the equivalence between Definition 4.1 and Definition 4.2 for fractional Sobolev spaces H s (R n ).
Traces on the Hyperplane
The following lemma is to characterize the traces of H 1 (R n+1 + )-functions on hyperplane {y 1 = 0}. 
(4.4)
Proof. We first extend u ∈ H 1 (R n+1 + ) to be defined in R n+1 by setting
for all y ′ := (y 2 , . . . , y n+1 ) ∈ R n . In view of [27, Lemma 12.5] , we obtain that
(4.5)
By virtue of (4.5), it suffices to prove that for all rapidly decreasing
with w defined by w(y ′ ) :=ũ(0, y ′ ) for y ′ ∈ R n . According to [27, Lemma 15 .11], we have
which, along with the Cauchy-Schwarz inequality, implies
Performing the change of variable:
Combine the two estimates above to infer
from which we can deduce (4.6) by means of (4.2)-(4.3).
The next lemma will be crucial for reducing the boundary integrals to the volume ones in the estimate of tangential derivatives.
for j = 2, . . . , n + 1. (4.7)
Proof. In light of (4.2)-(4.3), we have
, which, combined with (4.4), leads to (4.7).
Moser-type Calculus Inequalities
We present the following Moser-type calculus inequalities that will be repeatedly employed in the subsequent analysis. Here we give the proof of (4.10)-(4.11) by means of (4.8)-(4.9). It follows from (4.8) that
Combining (4.13) with (4.9) yields
Inequality (4.10) can be proved similarly from (4.9) and (4.12).
Notations
For convenience, we collect the following notations.
(i) We will use letter C to denote any universal positive constant. Symbol C(·) denotes any generic positive constant depending only on the quantities listed in the parenthesis. Notice that constants C and C(·) may vary at different occurrence. We denote A B (or B A) if A ≤ CB holds uniformly for some universal positive constant C. Symbol A ∼ B means that both A B and B A hold.
(ii) Letter d always denotes the spatial dimension. Both the two and three dimensional cases (d = 2, 3) are considered. Symbol Ω stands for the half-space
We write Ω t := (−∞, t) × Ω and ω t := (−∞, t) × ∂Ω.
(iii) Symbol D will be used to denote
where ∂ t := ∂ ∂t and ∂ ℓ := ∂ ∂x ℓ are the partial differentials. For any multi-index α = (α 0 , α 1 , . . . , α d ) ∈ N d+1 , we define
For m ∈ N, we denote D m := {D α : |α| = m}.
(iv) Denote D x := (∂ 1 , . . . , ∂ d ) as the gradient vector and D tan := (∂ t , ∂ 2 , . . . , ∂ d ) as the tangential derivative. We write
for any multi-index β = (β 0 , β 2 , . . . , β d ) ∈ N d . We denote D x ′ := (∂ 2 , . . . , ∂ d ).
(v) For any nonnegative integer m, we introduce
so that our formulas will be much shortened in the calculations.
(vi) Recall the partial differentials with respect to functionsΦ ± from the notations in (2.40) to obtain
In view of condition (3.5b), we have
Let us define
which coincides with ∂ t +ẘ ± ℓ ∂ ℓ on boundary ∂Ω as a result of (3.5b) and (4.18).
(vii) For any nonnegative integer m, a generic and smooth matrix-valued function of {(D αV , D αΨ ) : |α| ≤ m} is denoted byc m , and byc m if it vanishes at the origin. The exact forms ofc m andc m may be different at each occurrence. For instance, the equations for p ± in (3.20a) can be written as
since C(Ů,Φ) are C ∞ -functions of (V, DV, DΨ ) vanishing at the origin.
Partial Homogenization and Reformulation
It is more convenient to reformulate problem (3.20) into the case with homogeneous boundary conditions. To this end, noting that g = B ′ e (V, ψ) ∈ H s+1/2 (ω T ) vanishes in the past, we employ the trace theorem to find a regular function
Then the new unknowns V ± ♭ :=V ± − V ± ♮ solve problem (3.20) with zero boundary source term and new internal source termsf ± :
where we have dropped index "♭" for simplicity of notation, operators L ′ e,± and B ′ e are defined by (3.21)-(3.22), and
We introduce new unknowns W ± in order to distinguish the noncharacteristic variables from the others for problem (5.2). More precisely, we define
whereN ± andF ± 1N are given in (3.2) . Equivalently, we set
In terms of the new unknowns W ± , we obtain the equivalent formulation of problem (5.2a) as Note that the coefficient matricesÅ ± j , for j = 0, . . . , d, are symmetric, andÅ ± 0 are positive definite. In particular, a straightforward calculation gives
7)
and, for the three-dimensional case,
whereρ ± := (det F ± ) −1 are the background densities, andc ± := p ρ (ρ ± , S ± ) 1/2 are the background sound speeds. The explicit expressions (5.7)-(5.9) will be used in the estimate of tangential derivatives. We now compute the exact form ofÅ ± 1 on boundary ∂Ω, which is necessary for deriving the energy estimate of tangential derivatives. We first infer from (3.5b) and (3.5e) that matrices A 1 (Ů ± ,Φ ± ) satisfy
In light of (5.10), we can decompose the boundary matricesÅ ± 1 as
The explicit expression ofÅ ± 1b is of no interest. According to the kernels of matrices A ± 1a , we denote by
the noncharacteristic parts of unknowns W ± , and by
We reformulate the boundary conditions (5.2b) for unknowns W ± into where ̺(F ) and ∂ 0 are defined by (3.9) and (4.19), respectively. Here we recall that symbolc m denotes a generic and smooth matrix-valued function of {(D αV , D αΨ ) : |α| ≤ m} vanishing at the origin. It is worth mentioning that the boundary conditions (5.15) depend upon the traces of W ± not only through the noncharacteristic variables W ± nc but also through the characteristic variables F + ij for i, j = 2, . . . , d, which is a different situation from the standard one (see, e.g., [3, §4.1]).
Estimate of the Normal Derivatives
This section is devoted to the proof of the following proposition. Proposition 6.1. If the assumptions in Theorem 3.1 are satisfied, then
where |||·||| s , |||·||| tan,s , andC s+2 are defined by (4.14)-(4.16), respectively. In addition,
In this section, we let β = (β 0 , β 2 , . . . , β d ) ∈ N d be a multi-index with |β| ≤ s − 1. The proof of this proposition is divided into the following five subsections.
Estimate of the Noncharacteristic Variables
In view of (5.5) and (5.11)-(5.12), we have   0
whereB ± := ±B(Ů ± ,Φ ± ), and B(U, Φ) is defined by
with A(U, Φ) given in (5.13) .
Noting that B(U, Φ) and A j (U, Φ) are C ∞ -functions of (U, DΦ) for j = 0, . . . , d, we apply operator D β tan := ∂ β 0 t ∂ β 2 2 · · · ∂ β d d to identity (6.3) and deduce
Recall thatc m denotes a generic and smooth matrix-valued function of {(D αV , D αΨ ) : |α| ≤ m}.
We integrate by parts to obtain
By virtue of (6.6) and the Moser-type calculus inequality (4.11), we have
Since B(U, Φ) and J(U, Φ) are C ∞ -functions of (U, DΦ), and A 4 (U, Φ) is a C ∞function of (U, DΦ, DU, D 2 Φ), we use (6.6) and the Moser-type calculus inequality (4.10) to obtain
Notice from (3.1) and (3. 3) that the W 2,∞ (Ω T )-norm of (V,Ψ ) is bounded by CK for some positive constant C depending only on χ. In view of (5.11), we have
Then we integrate by parts to obtain
where σ is an increasing function of
Utilizing the estimate above along with (6.6) and (4.11), we infer
Apply operator σ∂ k 1 D β ′ tan with k + |β ′ | ≤ s to system (5.5) and employ standard arguments of the energy method to deduce
Plugging (6.7)-(6.8), (6.11), and (6.13) into (6.5) implies
Moreover, from (6.5) with β = 0, (6.9), and (6.12), we have 
Proof. Since matrices C(Ů ± ,Φ ± ) are C ∞ -functions of (V, DV, DΨ ) vanishing at the origin, we can write the equations for S ± in (5.2a) as
whereẘ ± ℓ , ℓ = 1, . . . , d, are given in (4.17). Let α := (α 0 , α 1 , . . . , α d ) ∈ N d+1 be any multi-index with |α| :
to the equations above and multiply the resulting identities by D α S ± respectively to find
Note that the W 2,∞ (Ω T )-norm of (V,Ψ ) is bounded by CK for some positive constant C depending only on χ. By virtue of (4.18), we can obtain (6.16)-(6.17) by integrating the last identities over Ω t and applying the Moser-type calculus inequalities (4.10)-(4.11).
Estimate of the Characteristic Variables
To compensate the loss of the normal derivatives of the characteristic variables W ± 1 = p ± , inspired by involutions (2.41), we introduce linearized divergences ς ± by
where ∂Φ ± i , i = 1, . . . , d, are defined by (2.40), andc ± := p ρ (ρ ± ,S ± ) 1/2 are the basic sound speeds. See Trakhinin [29] for a slightly different definition of the linearized divergences.
Then we obtain the following estimate for ς ± . Lemma 6.3. If the assumptions in Theorem 3.1 are satisfied, then
Proof. The equations for F ± and p ± in (5.2a) read
In view of these last equations, we compute
Performing operators ∂Φ ± i to the identities above and using
we have
Apply operator D α with |α| ≤ s − 1 to equations (6.23), multiply the resulting identities by D α ς ± respectively, and take the integration over Ω t to obtain
Estimate (6.20) follows by plugging these last inequalities into (6.24) with α = 0. Apply the Moser-type calculus inequality (4.10) and use |α| ≤ s − 1 to derive
By virtue of (4.10)-(4.11), we obtain
Inserting the estimates above into (6.24) yields (6.19) . This completes the proof.
Thanks to (6.19) , we can obtain the estimate of the characteristic variables W ± 1 = p ± . More precisely, according to (5.4) and (5.14) , we have
Combining the last identity with (6.18) and recalling (2.40), we calculate
which implies
In light of (6.26), we utilize (6.6), (6.14), (6.19) , (6.25) , and the Moser-type calculus inequalities (4.10)-(4.11) to obtain
Furthermore, we plug (6.15) and (6.20) into (6.26) to obtain
. (6.28)
Estimate of the Remaining Characteristic Variables
To recover the normal derivatives of the characteristic variables W ± jd+i+1 = F ± ij for i = 1, . . . , d and j = 2, . . . , d, motivated by constraints (2.36), we introduce quantities η ± := (η ± 1 , . . . , η ± d ) with
In addition, for d = 3, we introduce quantities ζ ± :
We have the following estimates for η ± and ζ ± . Lemma 6.4. If the assumptions in Theorem 3.1 are satisfied, then
Proof. Thanks to (6.21), we deduce the equations for η ± and ζ ± :
where we have used
Noting that η ± =c 1 DV and ζ ± =c 1 DV , we perform the same analysis as ς ± in Lemma 6.3 to deduce (6.31)-(6.32). This completes the proof.
According to (2.40), we compute 
In view of (6.37)-(6.38), we utilize estimates (6.14)-(6.15), (6.27)-(6.28), (6.31)-(6.32), the Moser-type calculus inequalities (4.10)-(4.11), and (6.6) to obtain 
for i = 1, . . . , d, and j = 2, . . . , d.
6.5 Proof of Proposition 6.1 Estimate (6.2) follows by applying (6.6) and combining estimates (6.15), (6.17), (6.28), and (6.39). Thanks to (6.3), (6.26), and (6.37)-(6.38), we can combine estimates (6.13), (6.16), (6.19), (6.31), and (6.40) to prove by induction in ℓ = 1, . . . , s that ℓ k=1 |β|≤s−k
Estimate (6.1) follows from (6.41) with ℓ = s. Then the proof of Proposition 6.1 is complete.
Estimate of the Tangential Derivatives
In this section, we establish the estimate for the tangential derivatives of solutions of the linearized problem (5.2). if s = 1,
The rest of this section is concerned with the proof of Proposition 7.1.
Prelude
Applying operator D β tan := ∂ β 0 t ∂ β 2 2 · · · ∂ β d d with |β| ≤ s to system (5.5), we obtain
Take the scalar product of (7.3) with D β tan W ± to obtain
where
(7.6)
Here and hereafter, for simplicity, we omit the differential symbol of the variables of integration when no confusion arises. A standard computation with an application of the Moser-type calculus inequalities (4.10)-(4.11) and the Sobolev embedding H 3 (Ω t ) ֒→ L ∞ (Ω t ) yields R 1 M s (t).
(7.7)
We introduce the instant tangential energy E β tan (t) as
where A 0 is given in (5.6) . Thanks to (5.7), we have
j=2, j =d+2ρ
whereρ ± := (det F ± ) −1 andc ± := p ρ (ρ ± , S ± ) 1/2 . SinceÅ ± 0 − A 0 (U ± , Φ ± ) are smooth functions of {(D αV , D αΨ ) : |α| ≤ 1} and vanish at the origin, we plug (7.7) into (7.4) to infer
where M s (t) and Q are defined by (7.2) and (7.5), respectively.
Cancellation
We are going to show a cancellation for the last term in (7.9). By virtue of the boundary conditions (5.15b)-(5.15c), we find
Similarly, it follows from (3.13), (5.15b), and (5.15d) that
We decompose Q 2a further as
In order to deduce the cancellation between terms Q 1a and Q 2b , we need the following lemma. Lemma 7.2. If i = 1, . . . , d, and j = 2, . . . , d, then
where ∂ 0 is defined by (4.19).
Proof. Considering the restriction of equations (6.21) on boundary ∂Ω, we utilize (4.18) and (3.5e) to deduce identities (7.13). In the two-dimensional case (d = 2), relation (7.14) follows directly from (7.13). If d = 3, then we obtain from (7.13) that
Then we can deduce (7.14) by virtue of
This completes the proof.
Thanks to identity (7.14), we find
Term Q 2c can be decomposed further as
In view of condition (5.15a), we derive the following desired cancellation:
Combine (7.10)-(7.12) and (7.15)-(7.17) to obtain
where 
Proof. Thanks to (3.5e) and (7.13), we have
on ∂Ω, for k = 2, . . . , d, (7.23)
It follows from (3.7) and (5.15a) that
Thanks to (7.23), we have
Using standard arguments of the energy method yields
where we utilize c 2 W 1,∞ (Ωt) K and (W, Ψ,f ) L ∞ (Ωt) (W, Ψ,f ) H 3 (Ωt) by the Sobolev embedding theorem. This completes the proof.
By virtue of (7.21), from (2.27) and (3.10), we obtain the following assertions:
• If d = 2, then
, which implies where coefficientsc 1 andc 0 are independent of [F 11 ]. Assume without loss of generality that 0 < β ′ ≤ β, |β ′ | = 1, and |β| ≤ s. For the last term in R 2 , we employ (7.27 ) to obtain
where R j is the extension of R j from ω T to Ω T satisfying
Applying the Moser-type calculus inequality to (7.28) and using estimates (7.22) and (7.29) , we obtain
As the other terms in (7.19) can be handled similarly, we omit the details and conclude This subsection is devoted to deriving the estimate of term R 3 given in (7.18) for β = (β 0 , β 2 , . . . , β d ) satisfying β 0 ≥ 1 and |β| ≤ s.
Recalling the definition of background state (U ± , Φ ± ) in (2.27) and using identity (7.13), we have
on ∂Ω, for i, j = 2, . . . , d, (7.31) where D x ′ := (∂ 2 , . . . , ∂ d ). In light of (7.31), we compute
Noting from (5.15a) that
Let us first estimate R 32 as
In view of (7.27), we employ the classical product estimate
Let us deduce the estimate of term R 31 . In view of (4.7), we infer
(7.42)
We now make the estimate for the term on the right-hand side of (7.42). Since |β| ≤ s, we apply inequality (6.6) to obtain
According to definition (7.8) for the instant tangential energy E β tan (t), we have
As for the normal derivatives in (7.42), we utilize (6.3) to derive   0
where B(U, Φ) is defined by (6.4). By virtue of identities (5.8)-(5.9), we can compute the following assertions:
• For d = 2, the second and third components of
• For d = 3, the second, third, and fourth components of 
(7.46) Employ (6.6) and the Moser-type calculus inequality (4.10) to derive
Plug (6.8)-(6.9), (6.11)-(6.13), and (7.47) into (7.46), insert the resulting estimate and (7.43)-(7.44) into (7.42), and use (7.9), (7.18), (7.30), (7.34), and (7.41) to obtain 
for all β = (β 0 , β 2 , . . . , β d ) ∈ N d with |β| ≤ s and β 0 ≥ 1. Inequality (7.48) reduces the estimate of each instant tangential energy to that with one less time derivative. Therefore, we are led to estimate R 3 for the case containing at least one space derivative.
Estimate of Term R 3 with the x 2 -Derivative
In this subsection, we make the estimate of R 3 defined in (7.18) for the case when β 2 ≥ 1 and |β| ≤ s.
Computing from (3.9) that
and using (7.24)-(7.25), we deduce To estimate the terms on the right-hand side of (7.52)-(7.53), we compute from (6.35)-(6.36) that
By virtue of identities (7.54)-(7.55), estimates (6.31)-(6.32), and
we obtain the following two assertions:
which, combined with (7.52), leads to 
which, along with (7.53), yields
60)
Plugging estimates (7.51), (7.57), and (7.59) into (7.50), and using (7.9), (7.18), and (7.30), we deduce
For d = 3, it follows from (3.23) that C 1 < 1, so that estimate (7.62) implies
tan (t) (7.63) for all β ∈ N 3 with |β| ≤ s and β 2 ≥ 1.
Proof of Proposition 7.1 for d = 2. In the two-dimensional case, if (3.23) holds, then C 0 < 1. From (7.62), we have For the three-dimensional case (d = 3), in order to prove (7.1), it suffices to obtain the estimate of R 3 defined in (7.18) for β 3 ≥ 1 and |β| ≤ s. For this purpose, we utilize (7.26) and (7.49) to deduce 
Similar to the derivation of estimates (7.35)-(7.38), we can deduce
In view of inequality (4.7), we have Proof of Proposition 7.1 for d = 3. Combine (7.63) and (7.71) to infer E β tan (t) ≤ C c 1 H 3 (Ω T ) |||W (t)||| 2 s + CM s (t) +
which yields E β tan (t) c 1 H 3 (Ω T ) |||W (t)||| 2 s + M s (t) (7.72) for all β ∈ N 3 with β 3 ≥ 1 and |β| ≤ s, provided
This last condition is equivalent to (3.23) because of C 1 C 3 = C 2 C 4 . Combining (7.48), (7.63), and (7.72), we deduce (7.72) for all β ∈ N 3 with |β| ≤ s. Therefore, we complete the proof for d = 3.
Proof of Theorem 3.1
This subsection is dedicated to the proof of the main theorem of this paper, Theorem 3.1.
Combine estimates (6.1)-(6.2) and (7.1) to obtain
where M s (t) is defined by (7.2). Thanks to (3.3), we apply the Moser-type calculus inequality (4.9) and take K > 0 sufficiently small to obtain For d = 2, from (A.1)-(A.2), we have In view of the second condition in (2.23), we find that [U ] = 0 on Γ (t), i.e., solution U is continuous across front Γ (t). Therefore, there is no thermoelastic contact discontinuity for the case [S] = 0. This completes the proof of Proposition 2.1.
Appendix B Proof of Proposition 2.2
We omit indices ± in several places below to avoid overloaded expressions.
1: Proof of (2.35). In the original variables, we see from (2.15c) that
which, combined with the first equation in (2.5), yields (∂ t + v ℓ ∂ ℓ )(ρ det F ) = 0.
After transformation (2.29), we find
v j ∂ j Φ , w i := v i for i = 2, · · · , d.
Since w 1 | x 1 =0 = 0 resulting from (2.32b), we can obtain identity (2.35) by the standard energy method.
2:
Proof of (2.36). A straightforward calculation shows that solutions of (2.18) satisfy (see, e.g., the proof of Qian-Zhang [24, Proposition 1])
After transformation (2.29), we have
Here we recall the differentials with respect to (2.29) from definition (2.40). Similar to the proof of Hu-Wang [19, Lemma A.2], we can use integration by parts and w 1 | x 1 =0 = 0 to obtain (2.36).
3: Proof of (2.37) and (2.39). In the original variables, system (2.15) gives
(B.1)
After transformation (2.29), equations (B.1) become
By virtue of (2.32b), we have (∂ t + w ℓ ∂ ℓ )∂ i ϕ = ∂ i v · N on ∂Ω, for i = 2, . . . , d.
Then it follows from the restriction of (B.2) on ∂Ω that
Since w 1 | x 1 =0 = 0 and [v] = 0, we can derive (2.37) and (2.39) by employing the method of characteristics.
4:
Proof of (2.38). It follows from (B.3) that
for I k,i,j := ρF kN F ij − ρF jN F ik . Since (2.38) holds at the initial time, i.e., [I k,i,j ] = 0 at t = 0 for i, j, k = 1, . . . , d, we employ the standard argument of the energy method to derive that (2.38) are satisfied for all t ∈ [0, T ].
5:
Proof of (2.41). It suffices to prove (2.12) in the original variables. We note that (2.6)-(2.7) hold in virtue of (2.35)-(2.36) so that
This completes the proof of Proposition 2.2.
