If schizotypy is a taxonic liability for schizophrenia with a general population prevalence of ~10%, it should also be taxonic among biological siblings of probands with schizophrenia. Moreover, assuming this is so, siblings' schizotypy class membership should be predicted by probands' familial load for psychotic disorder and clinical severity, consistent with a multifactorial polygenic threshold model of schizophrenia. We tested these hypotheses in the Genetic Risk and Outcome of Psychosis (GROUP) Study where siblings of probands (n = 792) and unaffected controls (n = 559) provided self-report ratings on the Community Assessment of Psychic Experiences (CAPE). Maximum covariance analyses of control group ratings led to the identification of CAPE items sensitive to nonredundant positive and negative schizotypy classes in the control group (prevalence = 7.9% and 11.1%, respectively). When the same taxonic solution was applied to siblings' CAPE rating, taxometric analyses yielded evidence for larger positive and negative schizotypy classes among siblings (prevalence = 14.1% and 21.8%, respectively). Whereas probands' familial loads for bipolar disorder or drug use disorders did not predict siblings' membership in the schizotypy classes, probands' familial load for psychotic disorder did. Siblings were more likely to be members of the positive schizotypy class where their probands were more severely affected. The pattern of findings is consistent with Meehl's argument that schizotypy reflects liability for schizophrenia.
Introduction

Meehl
1-3 proposed a gene × environment model of liability for schizophrenia. Key propositions in this model are that: a heritable neurointegrative endophenotype, which is embodied in the schizotaxic brain, is inceptive in the development of schizotypy; the endophenotype has a taxonic distribution in the general population, with a prevalence of ~10%; and that those with the schizotaxia endophenotype all develop schizotypy. The cognitive, psychological, and behavioral expressions of schizotypy range from the clinical signs and symptoms seen in schizophrenia to hardly-discernable differences on objective performance measures. 4 Consistent with these propositions, taxometric studies of schizotypy commonly reveal underlying taxonic population structures with risk classes comprising 8.5% to 10.5% of samples. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] In contrast, findings from a smaller number of studies suggest the underlying structure is dimensional (ie, non-taxonic) 12, 17, [24] [25] [26] [27] and in accordance with dimensional models, such as that of Claridge. 28 There is variability in estimated prevalence rates of schizotypy risk classes. For example, there are small differences in rates obtained from analyses of the different facets of schizotypy (eg, positive vs negative features). 13, 15, 23 When performance or observer-rated indices are used, rates are sometimes higher 19, 20 but not always, 21 and rates are much higher for mixed psychiatric samples. 5, 18 To the extent that schizotypy is the disposition for schizophrenia, its prevalence should also vary with biological risk for schizophrenia in a manner consistent with findings from family, twin, and adoption studies 29 as well as studies of genome-wide associations 30 and copy number variants. 31 In 2 studies, each with commingled samples comprising offspring of mothers with schizophrenia or no psychiatric disorder, schizotypy prevalence rates ranged from 18% to 48% and offspring of mothers with schizophrenia were overrepresented in schizotypy classes. 20, 21 Although these findings suggest that the prevalence of schizotypy may be higher in first-degree relatives, there is no direct evidence from relative-only samples that schizotypy is taxonic nor estimates of its prevalence. Therefore, our aim was to test for direct evidence that schizotypy class structure varies with biological risk for schizophrenia. We analyzed self-report schizotypy ratings from siblings of probands with schizophrenia-related disorders and a comparable general population sample, who participated in the first wave of the multisite, longitudinal Genetic Risk and Outcome of Psychosis (GROUP) study. 32 Our first goal was to identify in exploratory analyses whether schizotypy in the control group had an underlying taxonic structure. If identified, we would then test for the taxonicity of schizotypy among siblings in a confirmatory fashion, using analysis parameters obtained with the control group.
We examined the underlying structure of schizotypy using multivariate (coherent-cut kinetic) taxometric procedures applied to item-level ratings. Taxometric procedures contrast dimensional and taxonic formulations of the latent population structure. That is, unlike null hypothesis testing where nonsignificant findings are not evidence of the null hypothesis, results from taxometric procedures constitute evidence of taxonicity or evidence of dimensionality. 33, 34 Taxometric methods are also unlike factor and latent class analyses, which require the assumptions that sampling populations are non-taxonic and nondimensional, respectively, and do not have the interpretative limitations of factor-mixture hybrids (see 34 for a discussion of these limitations).
Item-level data were used for 2 reasons. First, schizotypy is multifaceted, comprising positive, negative, and disorganized components that, in turn, are composed of a variety of specific phenotypes. 35 Although its multifaceted nature does not determine the latent structure, the processes that give rise to the diverse phenotypes (eg, 36 ) could have different latent structures 14 or stem from structures that are overlapping but not redundant. 13, 15 Consequently, a priori composite scores will not necessarily represent the variability in the item-level phenotypes-referred to as the problem of item parceling. [37] [38] [39] Second, Meehl's 3, 40 view was that taxometric analyses should be used iteratively to refine the selection of indicators of the schizotaxia taxon. This approach to taxometric analysis was prominent in earlier studies of schizotypy (eg, 5, 41 ) but is pre-empted by item parceling. We hypothesized that schizotypy would be taxonic (composed of schizotypy and complement classes) in the general population and in siblings of probands with schizophrenia, and that the class prevalence in the control sample would be ~10% (or slightly lower because of control group exclusion criteria 32, 34 ). We considered point-predictions for the rate of schizotypy among siblings given the multifactorial polygenic threshold (MPT) model of schizophrenia. 29, [42] [43] [44] However, research design attributes (eg, assessment age, clinical exclusion criteria such as diagnosis of psychotic disorder), lack of control over environmental risk exposures, and the interplay of variable expressivity with sensitivity of measurement may each diminish the observed prevalence among siblings. 45 Therefore, without a means to estimate the influences of these factors, we did not test point-predictions but expected the prevalence of schizotypy among siblings would be higher than in the control sample.
Also, we used several consistency tests, premised on the MPT model, to corroborate the idea that schizotypy class membership is attributable to genetic risk. First, if the probability of schizotypy class membership is a function of genetic load, the probands' familial load of psychotic disorder will predict siblings' class membership whereas the familial load of bipolar disorder and drug abuse will not. 29, 45 Similarly, probands' clinical severity will predict siblings' class membership. 45 Third, those with greater genetic risk are more likely to transition to schizophrenia than those with lesser genetic risk and, consequently, be excluded from the sibling group on the grounds of psychotic disorder. Given this, the sibling schizotypy class should have fewer older members, or be younger on average, than the complement. 45 Finally, we estimated the degree to which schizotypy class membership reflects multifactorial effects using the phenotypic correlation in liability between relatives (PCLR).
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Method
Participants
In representative regions in the Netherlands and Belgium, investigators identified patients with nonaffective psychotic disorders by screening the caseloads of representative clinicians. Subsequently, investigators invited those patients presenting consecutively at these services to participate. Investigators assessed control participants and biological siblings of patients, the former selected through advertising and random mailings to addresses in cases' catchment areas. 32, 46 Siblings were identified through probands. Probands were 15 to 57 years old, met Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) criteria for nonaffective psychotic disorders, and were recruited through more than 75% of mental health institutions in the Netherlands. Siblings were 15 to 50 years old (n = 792 from 629 families) and, in this report, were restricted to those whose index proband had DSM-IV schizophrenia (n = 629), schizophreniform disorder (50), or schizoaffective disorder (113) (table 1). Siblings of probands with delusional disorder or other psychotic disorders (brief, drug-induced, due to general medical conditions, not otherwise specified) were excluded. Control participants (n = 559 from 467 families) were aged from 15 to 50 years, had no current or history of psychotic disorder, and had no first-degree relative with a lifetime psychotic disorder (table 1). All GROUP participants were fluent in Dutch and were able and willing to give informed consent.
Most siblings had no DSM-IV diagnosis (n = 684); some met criteria for a history of (50) or current unipolar affective disorder (39); smaller numbers met criteria for bipolar disorder (6), adjustment disorder (2), Rett's disorder (2), anorexia (1), autism (1), cannabis dependence (1), borderline personality disorder (1), and schizotypal personality disorder (1); 4 met criteria for psychotic features specifiers. Control group members mostly had no current or past mental disorder (n = 508); some had a history of major depressive disorder (41) or bipolar disorder (1); a few had current unipolar affective disorders (7), adjustment disorder (1), or obsessive-compulsive disorder (1); none met criteria for substance abuse or dependence.
The Ethical Review Board of the University Medical Centre Utrecht and local review boards of each participating centre (Amsterdam, Groningen, Maastricht) reviewed and approved the study protocol. After receiving full verbal and written information about the study, participants provided written informed consent.
Measures and Interviewer Training
DSM-IV diagnoses were determined using the Comprehensive Assessment of Symptoms and History 47 at 3 sites and the Schedules for Clinical Assessment for Neuropsychiatry 48 at one. All interviewers were trained in the use of one of these measures before undertaking any assessments. 32 Reliability of DSM-IV diagnosis was assessed with a random sample (n = 65) of patients referred to the study by examining agreement between trained interviewers and the treating clinician. There was only one instance of disagreement, giving a total percent agreement of 98.5%. 32 Self-reported schizotypy was assessed using the Community Assessment of Psychic Experiences (CAPE), 49 ,50 a measure of lifetime subclinical features of schizophrenia. The CAPE contains 42 items relating to positive (20 items), negative (14) , and depressive (8) experiences that are rated for frequency of occurrence (0 = never, 1 = sometimes, 2 = often, 3 = almost always) and, if present, distress caused (0 = no, 1 = little, 2 = moderate, 3 = lots). We are not aware of studies of the reliability or validity of item-level ratings on the CAPE. Psychometric studies of CAPE positive and negative frequency scores show modest internal consistency (mean meta-analytic α = .84 and .81, respectively). 51 In a large Dutch community sample, the 7-month test-retest reliability coefficients for the positive and negative frequency scores were r = .71 and .78, respectively. These scores also showed convergent and discriminant validity, respectively, in correlations with like-vs different-content scores from the Structured Interview for Schizotypy-Revised (SIS-R) and Brief Psychiatric Rating Scale. 52 Three factors load onto CAPE items. 50, 53 The CAPE discriminates schizophrenia, affective and anxiety disordered, and general population samples 49 ; is sensitive to family-specific variation for positive and negative subclinical psychosis dimensions 54 ; and generates scores that are stable over time and associated with interview measures of schizotypy. 52 Consistency tests and PCLR coefficients were examined using data from the Family Interview for Genetic Studies (FIGS) 55 and SIS-R. 56 The FIGS was used to obtain information from which familial loads for psychotic, bipolar, and substance use disorders were estimated using the algorithm described by Derks et al. 57 The probands' parents were the primary informants and, if parents were not available, the siblings. The SIS-R was used to assess positive, disorganized, and negative signs and symptoms of schizotypy by semi-structured interview. The SIS-R comprises 31 items that are rated using 4-point scales; the SIS-R total score was obtained. Probands' hospital admission details, Global Assessment of Functioning (GAF) symptom and disability ratings, course characteristics, and negative symptom counts were also used in consistency testing. Psychometric intelligence was assessed using a 4-test short-form of the Wechsler Adult Intelligence Scale-Third Edition 58 comprising the Arithmetic, Digit-Symbol, Block Design, and Information subtests.
Statistical Analyses
Taxometric analyses were applied to CAPE positive and negative item-level occurrence ratings. Sporadic missing ratings (<5 missing ratings across 42 items) were estimated using prorated mean subscale ratings. Items with endorsement frequencies below 1% or that were strongly associated with sex were excluded from analyses. In order to increase the resolution of the ordering variable used in the subsequent taxometric analyses, 59 ordinal item ratings were dichotomized with ≥ sometimes = 1 unless the resulting endorsement frequency was over 50%, in which case the threshold was > sometimes = 1. Tetrachoric correlations (ρ) were calculated to determine that items were monotonically related. Maximum covariance (MAXCOV) analysis was the primary taxometric method, with maximum eigenvalue (MAXEIG), and latent modes (LMODE) analyses used to corroborate MAXCOV results. 33 These were applied without correction for nonindependent sampling because taxometric methods do not require independent observations (personal communication, Niels Waller, June 9, 2016). Taxometric analyses were completed using R 60 code adapted from Grove 61, 62 and Waller and Meehl.
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MAXCOV was applied iteratively (slab n ≥ 20). If an item covariance curve was nontaxonic, the item was removed and MAXCOV was repeated. Taxonicity was judged on covariance curve form, variances of raw and loess-smoothed covariance estimates, and cusp number and location. After a final indicator set was obtained, the performance of excluded indicators was reviewed one by one by determining whether returning the item to the final indicator set improved mean indicator validity, covariance curves, or prevalence variance.
MAXCOV results were corroborated using the variance of prevalence estimates, distribution of membership probabilities, and peak mean covariance. Subsequently, MAXEIG was applied using the inchworm consistency test 33 (from 5 windows, increasing until n per window was not less than 5 × the number of items; 90% window overlap; 20 randomized sequence replications for each indicator). LMODE was applied to whole samples and to restricted samples using the case-removal consistency method (nominal prevalence target was ≥20%). 63 Available procedures for simulation and curve fit indices 64 cannot be used with binary data.
A confirmatory approach was taken in the taxometric analyses of sibling data. That is, taxometric analyses of sibling data used those indicators that were retained in analyses of the control group. To test whether the retained indicators behaved consistently across the control and sibling groups, dichotomous differential item functioning was examined using a logistic regression method from the package difR 65 in R. Hypotheses on probands' familial load of psychotic disorder, probands' clinical severity, and siblings' ages were tested using logistic regression with SEs clustered in families to correct for nonindependent sampling. Table 1 reports CAPE frequency scores for the sibling and control groups. Fifty-four item ratings (0.23%) by 33 control participants and 93 ratings (0.28%) by 77 siblings were missing. One item (conversing voices) had an endorsement rate below 1%. Bonferroni-corrected analyses of the remaining 33 items identified 4 items that were associated with sex: poverty of affect, anergia, and 2 grandiose ideation items (for all, χ 2 [3, N = 559] > 22.0, P < .0001). The remaining 29 indicators were dichotomized. Of the 406 ρ coefficients, 12 were negative indicating nonmonotonicity was present. All negative coefficients were for pairs including a positive and negative item. Given this and evidence suggesting positive and negative items do not identify redundant classes, [13] [14] [15] taxometric analyses of positive and negative items proceeded separately.
Results
Taxometric Analysis of the Control Group
In the control group, MAXCOV analyses of positive items concluded after the removal of 6 items (visual hallucination, self-reference ideas, telepathy, thought withdrawal, hearing voices, Capgras delusion). With the 11 remaining items, the unsmoothed median covariance curve peaked at 0.058 with a cusp; all individual item covariance curves were also cusped ( figure 1A) . The SD of prevalence estimates was 11.0% and the distribution of posterior probabilities was consistent with a taxonic structure (supplementary figure S1 ). Mean indicator validity (betweengroup effect size) was low (M = 0.80, SD = 0.26). The mean within-class correlations were ρ = −.05 and ρ = .14 for the taxon and complement, respectively. No excluded item improved the final item set.
MAXCOV analyses of negative items concluded following the removal of 6 items (enthusiasm-expressivity, talkativeness, empty mind, inactivity, lack of spontaneity, blunted affect). The mean covariance curve for the remaining 6 items was cusped with a peak median unsmoothed covariance of 0.042 (figure 1B), suggesting a class structure. All individual item covariance curves were also cusped. Prevalence estimates were in a narrow range (SD = 3.6%); indicator validity was low (M = 0.90, SD = 0.32); the posterior probabilities had a taxonic distribution (supplementary figure S1) . The mean withinclass correlations for the taxon and complement were ρ = .16 and ρ = .40, respectively.
With 11 positive and 6 negative items, the maximum numbers of windows in the MAXEIG analyses were set at 95 and 180, respectively. MAXEIG and LMODE analyses of both item sets yielded results consistent with taxonic structures. MAXEIG inchworm consistency results showed rising peaks in eigenvalues as the numbers of windows increased (figures 1C and 1D), consistent with low prevalence taxonic structures. The LMODE analysis yielded skewed density plots (supplementary figure S2 ) and discrepant prevalence estimates (table 2) .
In the LMODE case-removal consistency test for positive items (supplementary figure S2) , the score distribution necessitated the removal of 326 cases (expected prevalence = 23.6%). The observed prevalence in the restricted sample (20.6%) did not differ from expected (z = 1.13, P = .27). Similarly, for the negative CAPE items (supplementary figure S2) , n = 247 cases were removed (expected prevalence = 22.8%) and the observed prevalence (20.2%) was not different from expected (z = 1.13, windows. For clarity, maximum eigenvalue (MAXEIG) curve y-coordinates were shifted in steps of 0.5; the numbered axes relate to the lowest curves, which also have the most windows. P = .26). Moreover, for positive and negative classes, the observed and expected rates were within the 5% range specified by Ruscio.
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MAXCOV analyses of the same case-removal consistency subsamples generated taxonic covariance curves for positive and negative items (supplementary figure  S3 ). For the positive items, the restricted sample prevalence (21.6%) did not differ from expected (z < 1) and was within a 5% range whereas for the negative items, the restricted sample prevalence (14.2%) was lower than expected (z = 4.35, P < .001) and beyond a 5% range.
Taxometric Analysis of the Sibling Group
Taxometric analyses were applied to siblings' ratings on the 11 positive and 6 negative CAPE items retained following MAXCOV analyses of control group data. Sibling data were monotonic. There was no evidence that the positive and negative item sets had differential item functioning (supplementary table S1 ).
MAXCOV analysis of positive items yielded a cusped covariance curve with peak unsmoothed median covariance of 0.039 (figure 2). Bayesian posterior probabilities had a taxonic distribution (supplementary figure  S1 ) and the SD of item prevalence estimates was 11.9%. Indicator validity was low (M = 0.81, SD = 0.26) and the mean within-taxon and -complement correlations among indicators were ρ = −.01 and ρ = .15, respectively. For the negative CAPE items, the covariance curve was generally lower (maximum unsmoothed median covariance = 0.031) and fluctuating, with a mid-range cusp and a right-end peak. Bayesian posterior probabilities had a taxonic distribution (supplementary figure S1) ; the prevalence rate SD = 12.3%. Indicator validity was low (M = 0.82, SD = 0.28) and the mean within-class correlations for the taxon and complement were both ρ = .41.
The MAXEIG curves for the positive and negative CAPE items were more clearly indicative of taxonicity (figures 2C and 2D) than the MAXCOV covariance curves, but yielded lower estimated prevalence rates (table 2) . LMODE density plots (supplementary figure   S2) were consistent with the presence of latent taxonic structures. The LMODE prevalence estimates for siblings were less discrepant than for the control group (table 2) .
Class Prevalence Estimates, Class Independence, and Case Classification
Median prevalence estimates for the positive and negative classes were calculated from all available prevalence estimates (table 2). The median estimates for positive and negative schizotypy among siblings were significantly higher than those of the control group (table 2) . Also, positive and negative MAXCOV class memberships were not independent for control group members (OR = 2.40, P = .030) or for siblings (OR = 9.02, P = .001; supplementary material).
For the analyses that follow, siblings and control participants were classified to schizotypy or complement classes using posterior membership probabilities from MAXCOV and LMODE. A sibling-proband family classification was also obtained. The supplementary material describes the handling of inconsistencies across MAXCOV and LMODE, and across siblings within families. Table 3 shows results of tests corroborating the notion of genetic risk. Siblings' positive and negative CAPE classifications were predicted by probands' familial load for psychotic disorder but not by familial loads for bipolar disorder or drug abuse. Siblings of probands with a greater number and frequency of negative symptoms, more severe GAF symptom ratings, and more frequent depressive symptoms were more likely to be positive class members. Unexpectedly, siblings' positive class membership was associated with probands having fewer psychiatric hospital admissions. Probands' CAPE positive and depression frequency ratings predicted siblings' negative class membership. There was no evidence that other indices of probands' clinical severity predicted siblings' negative class membership. Note: MAXCOV, maximum covariance; MAXEIG, maximum eigenvalue; LMODE, latent modes. *P < .05, **P < .01, ***P < .001, all 1-tailed tests.
Corroborating Genetic Risk
Negative CAPE class membership, but not positive CAPE class membership, was associated with younger age (table 3) . Interestingly, younger age predicted positive but not negative class membership in the control group (supplementary tables S2 and S3).
Phenotypic Correlation in Liability Between Relatives
PCLR coefficients were obtained for positive and negative classes using deviation scores from the sums of the 11 positive and 6 negative CAPE items. As the PCLR is based on the assumption of a normal liability distribution, yet CAPE scores were significantly positively skewed (P < .001), a deviation score was also obtained using the SIS-R total, which was not skewed after Box-Cox transformation (P = .67). Prevalence estimates were the mean of the MAXCOV and LMODE classification rates (table 2) . With CAPE deviation scores, PCLR coefficients for positive and negative schizotypy were r PCLR = .09 and r PCLR = .20, respectively, and with the SIS-R deviation score, r PCLR = .28 and r PCLR = .60, respectively.
Discussion
Nonredundant positive and negative schizotypy classes with median prevalence estimates of 8% and 11%, respectively, were identified in schizotypy ratings from a general population sample. When the class indicators obtained with the general population were applied to schizotypy ratings from biological siblings of probands with schizophrenia, evidence of positive and negative schizotypy taxa was also obtained. The positive and negative schizotypy classes were significantly larger in the siblings (14% and 22%, respectively) than in the control group.
Siblings' membership of positive and negative schizotypy classes appeared to reflect liability for schizophrenia. First, probands' familial load for psychotic disorder predicted siblings' class membership whereas familial loads for bipolar disorder and drug use did not. Second, siblings of probands with more severe conditions were more likely to be class members. This was particularly so for probands' negative symptoms and siblings' membership in the positive class. Unexpectedly, siblings were also more likely to be classified in the positive class if their probands had fewer psychiatric hospital admissions. Third, siblings in the negative schizotypy class were younger than those in the complement group, consistent with a greater likelihood of transition to psychotic disorder where schizophrenia risk is greater. 45 Finally, the PCLR coefficient range is comparable to PCLR reported for schizophrenia, 44 although the degree of familial similarity may be greater with negative schizotypy than with positive schizotypy.
Whereas the MAXCOV, MAXEIG, and LMODE figures and key consistency tests (inchworm, case-removal) from the control group suggest taxonicity, several corroborating results prompt some caution. Class separations (validities or the K coefficients) were much lower than has typically been observed or recommended. 33 For the negative schizotypy classes, the within-class correlations remained very high, suggesting that the assumption of conditional independence was not met. The LMODE prevalence estimates did not converge across modes, suggesting some underlying instability or that the correct modes were not identified. The MAXCOV and LMODE curves from the siblings were not unambiguously taxonic. Overall, the results for negative schizotypy in siblings appeared less compelling than results for positive schizotypy.
Several other limitations may affect interpretation of the results. First, a lack of difference in positive CAPE frequency scores between the control group and siblings (table 1) suggests siblings may have responded defensively on positive CAPE items. We examined this possibility in ad hoc analyses (supplementary material), finding that siblings' positive CAPE frequency scores were lower (by an effect size of d = 0.15, P < .001) than would be expected given other CAPE ratings, demographic characteristics, and IQ. Whereas the overall endorsement rate of a set of items will not affect the prevalence of a class structure per se, non-uniform defensiveness across siblings may have obscured or diminished the positive schizotypy class size. 66 Defensive responding could also account for the lower PCLR coefficients for positive vs negative schizotypy. Second, PCLR coefficients may be unreliable because of severe positive skewness in CAPE ratings and because the SIS-R was not used in case classification. Third, we note that many do not regard the CAPE as a measure of trait schizotypy or schizophrenia liability. Whereas there are important theoretical distinctions between psychosis experience and trait schizotypy, psychosis experiences have long been regarded as indicative of trait schizotypy. [67] [68] [69] Nevertheless, the generalizability of our findings using alternative assessments of schizotypy should be addressed in future research. Fourth, whereas dichotomization of the CAPE ordinal frequency ratings was undertaken to improve the resolution of the ordering variable used in MAXCOV analyses, dichotomization does result in loss of information. Fifth, the application of diagnostic exclusion criteria affects the generalizability of findings to the sampling populations. 34 Exclusion criteria were unavoidable but their presence likely reduced the prevalence estimates that we observed. Finally, our reliance on self-report has both strengths and weaknesses. For the latter, inattentive or biased responding was not assessed with any infrequency or social desirability scales. For the former, Note: CAPE, Community Assessment of Psychic Experiences; GAF, Global Assessment of Functioning. † P < .10, *P < .05, **P < .01, ***P < .001.
subjective experience can only be assessed via self-report, observer bias can affect latent structure analyses, 4, 34, 66 and self-report may better capture underlying genetic and environmental processes than observer ratings. 70 With these limitations in mind, findings show that positive and negative schizotypy, assessed with the CAPE, have nonindependent latent taxonic structures that are sensitive to risk for schizophrenia. Critically, this evidence supports the arguments that schizotypy is a taxonic liability state 2,4,71 that reflects multifactorial polygenic risk for schizophrenia. 29, 43 The findings add to evidence that taxonic schizotypy in the general population is associated with schizophrenia among first-degree biological relatives 19 and with MMP16, a single-nucleotide polymorphism associated with schizophrenia. 22 Together, this body of evidence suggests that schizotypy is a useful phenotype for understanding the pathogenesis of schizophrenia. Moreover, as a discrete construct that can be classified without relying on arbitrary or nominal criteria, schizotypy may serve as a better criterion in the study of the pathogenesis of schizophrenia than the disease end-state itself.
Importantly, the notion that schizotypy is taxonic is entirely compatible with the idea that the psychosis phenotype is dimensional or continuous. We distinguish dimensionality or continuity within the population structure from dimensional variability in phenotype expression and temporal continuity. 34, 72 Here, our focus has been on the latent population structure and whether the population should be thought of as comprising a single group or 2 groups. At the same time, there is good reason to view the phenotype as continuous, including that experience appears graduated, 73 the affordances of language allow the specification of phenomena that vary in seemingly graduated ways, 74 and key drivers of the phenotype probably generate a net load that varies quantitatively too-although these need not be isomorphic.
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