We study the verification problem in distributed networks, stated as follows. Let H be a subgraph of a network G where each vertex of G knows which edges incident on it are in H. We would like to verify whether H has some properties, e.g., if it is a tree or if it is connected (every node knows in the end of the process whether H has the specified property or not). We would like to perform this verification in a decentralized fashion via a distributed algorithm. The time complexity of verification is measured as the number of rounds of distributed communication.
INTRODUCTION
Large and complex networks, such as the human society, the Internet, or the brain, are being studied intensely by different branches of science. Each individual node in such a network can directly communicate only with its neighboring nodes. Despite being restricted to such local communication, the network itself should work towards a global goal, i.e., it should organize itself, or deliver a service.
In this work we investigate the possibilities and limitations of distributed/decentralized computation, i.e., to what degree local information is sufficient to solve global tasks. Many tasks can be solved entirely via local communication, for instance, how many friends of friends one has. Research in the last 30 years has shown that some classic combinatorial optimization problems such as matching, coloring, dominating set, or approximations thereof can be solved using small (i.e., polylogarithmic) local communication. For example, a maximal independent set can be computed in time O(log n) [22] , but not in time Ω( log n/ log log n) [17] (n is the network size). This lower bound even holds if message sizes are unbounded.
However "many"important optimization problems are "global" problems from the distributed computation point of view. To count the total number of nodes, to determining the diameter of the system, or to compute a spanning tree, information necessarily must travel to the farthest nodes in a system. If exchanging a message over a single edge costs one time unit, one needs Ω(D) time units to compute the result, where D is the network diameter. If message size was unbounded, one can simply collect all the information in O(D) time, and then compute the result. Hence, in order to arrive at a realistic problem, we need to introduce communication limits, i.e., each node can exchange messages with each of its neighbors in each step of a synchronous system, but each message can have at most B bits (typically B is small, say O(log n)). However, to compute a spanning tree, even single-bit messages are enough, as one can simply breadth-first-search the graph in time O(D) and this is optimal [24] .
But, can we verify whether an existing spanning tree indeed is a correct spanning tree?! In this paper we show that this is not generally possible in O(D) time -instead one needs Ω( √ n + D) time. (Thus, in contrast to traditional non-distributed complexity, verification is harder than computation in the distributed world!). Our paper is more general, as we show interesting lower and upper bounds (these are almost tight) for a whole selection of verification problems. Furthermore, we show a key application of studying such verification problems to proving strong unconditional time lower bounds on exact and approximate distributed computation for many classical problems.
Technical Background and Previous Work
Distributed Computing. Consider a synchronous network of processors with unbounded computational power. The network is modeled by an undirected n-vertex graph, where vertices model the processors and edges model the links between the processors. The processors (henceforth, vertices) communicate by exchanging messages via the links (henceforth, edges). The vertices have limited global knowledge, in particular, each of them has its own local perspective of the network (a.k.a graph), which is confined to its im-mediate neighborhood. The vertices may have to compute (cooperatively) some global function of the graph, such as a spanning tree (ST) or a minimum spanning tree (MST), via communicating with each other and running a distributed algorithm designed for the task at hand. There are several measures to analyze the performance of such algorithms, a fundamental one being the running time, defined as the worst-case number of rounds of distributed communication. This measure naturally gives rise to a complexity measure of problems, called the time complexity. On each round at most B bits can be sent through each edge in each direction, where B is the bandwidth parameter of the network. The design of efficient algorithms for this model (henceforth, the B model), as well as establishing lower bounds on the time complexity of various fundamental graph problems, has been the subject of an active area of research called (locality-sensitive) distributed computing (see [24] and references therein.) Distributed Algorithms, Approximation, and Hardness. Much of the initial research focus in the area of distributed computing was on designing algorithms for solving problems exactly, e.g., distributed algorithms for ST, MST, and shortest paths are well-known [24, 23] . Over the last few years, there has been interest in designing distributed algorithms that provide approximate solutions to problems. This area is known as distributed approximation. One motivation for designing such algorithms is that they can run faster or have better communication complexity albeit at the cost of providing suboptimal solution. This can be especially appealing for resource-constrained and dynamic networks (such as sensor or peer-to-peer networks). For example, there is not much point in having an optimal algorithm in a dynamic network if it takes too much time, since the topology could have changed by that time. For this reason, in the distributed context, such algorithms are wellmotivated even for network optimization problems that are not NP-hard, e.g., minimum spanning tree, shortest paths etc. There is a large body of work on distributed approximation algorithms for various classical graph optimization problems (e.g., see the surveys by Elkin [7] and Dubhashi et al. [6] , and the work of [14] and the references therein).
While a lot of progress has been made in the design of distributed approximation algorithms, the same has not been the case with the theory of lower bounds on the approximability of distributed problems, i.e., hardness of distributed approximation. There are some inapproximability results that are based on lower bounds on the time complexity of the exact solution of certain problems and on integrality of the objective functions of these problems. For example, a fundamental result due to Linial [20] says that 3-coloring an nvertex ring requires Ω(log * n) time. In particular, it implies that any 3/2-approximation protocol for the vertex-coloring problem requires Ω(log * n) time. On the other hand, one can state inapproximability results assuming that vertices are computationally limited; under this assumption, any NP-hardness inapproximability result immediately implies an analogous result in the distributed model. However, the above results are not interesting in the distributed setting, as they provide no new insights on the roles of locality and communication [10] .
There are but a few significant results currently known on the hardness of distributed approximation. Perhaps the first important result was presented for the MST problem by Elkin in [10] . Specifically, he showed strong unconditional lower bounds (i.e., ones that do not depend on complexitytheoretic assumptions) for distributed approximate MST (more on this result below). Later, Kuhn, Moscibroda, and Wattenhofer [17] showed lower bounds on time approximation trade-offs for several problems.
Distributed Verification
The above discussion summarized two major research aspects in distributed computing, namely studying distributed algorithms and lower bounds for (1) exact and (2) approximate solutions to various problems. The third aspectthat turns out to have remarkable applications to the first two -called distributed verification, is the main subject of the current paper. In distributed verification, we want to efficiently check whether a given subgraph of a network has a specified property via a distributed algorithm 1 . Formally, given a graph G = (V, E), a subgraph H = (V, E ) with E ⊆ E, and a predicate Π, it is required to decide whether H satisfies Π (i.e., when the algorithm terminates, every node knows whether H satisfies Π). The predicate Π may specify statements such as "H is connected" or "H is a spanning tree" or "H contains a cycle". (Each vertex in G knows which of its incident edges (if any) belong to H.) The goal is to study bounds on the time complexity of distributed verification. The time complexity of the verification algorithm is measured with respect to parameters of G (in particular, its size n and diameter D), independently from H.
We note that verification is different from construction problems, which have been the traditional focus in distributed computing. Indeed, distributed algorithms for constructing spanning trees, shortest paths, and other problems have been well studied ( [24, 23] ). However, the corresponding verification problems have received much less attention. To the best of our knowledge, the only distributed verification problem that has received some attention is the MST (i.e., verifying if H is a MST); the recent work of Kor et al. [15] gives a Ω( √ n/B + D) deterministic lower bound on distributed verification of MST, where D is the diameter of the network G. That paper also gives a matching upper bound (see also [16] ). Note that distributed construction of MST has rather similar lower and upper bounds [25, 11] . Thus in the case of the MST problem, verification and construction have the same time complexity. We later show that the above result of Kor et al. is subsumed by the results of this paper, as we show that verifying any spanning tree takes so much time.
Motivations. The study of distributed verification has two main motivations. The first is understanding the complexity of verification versus construction. This is obviously a central question in the traditional RAM model, but here we want to focus on the same question in the distributed model. Unlike in the centralized setting, it turns out that verification is not in general easier than construction in the distributed setting! In fact, as was indicated earlier, distributively verifying a spanning tree turns out to be harder than constructing it in the worst case. Thus understanding the complexity of verification in the distributed model is also important. Second, from an algorithmic point of view, for some problems, understanding the verification problem can help in solving the construction problem or showing the inherent limitations in obtaining an efficient algorithm. In addition to these, there is yet another motivation that emerges from this work: We show that distributed verification leads to showing strong unconditional lower bounds on distributed computation (both exact and approximate) for a variety of problems, many hitherto unknown. For example, we show that establishing a lower bound on the spanning connected subgraph verification problem leads to establishing lower bounds for the minimum spanning tree, shortest path tree, minimum cut etc. Hence, studying verification problems may lead to proving hardness of approximation as well as lower bounds for exact computation for new problems.
Our Contributions
In this paper, our main contributions are two fold. First, we initiate a systematic study of distributed verification, and give almost tight uniform lower bounds on the running time of distributed verification algorithms for many fundamental problems. Second, we make progress in establishing strong hardness results on the distributed approximation of many classical optimization problems. Our lower bounds also apply seamlessly to exact algorithms. We next state our main results (the precise theorem statements are in the respective sections as mentioned below).
Distributed Verification.
We show a lower bound of Ω( n/(B log n) + D) for many verification problems in the B model, including spanning connected subgraph, s-t connectivity, cycle-containment, bipartiteness, cut, least-element list, and s − t cut (cf. Section 4). These bounds apply to randomized algorithms as well, and clearly hold also for asynchronous networks. Moreover, it is important to note that our lower bounds apply even to graphs of small diameter (D = O(log n)). (Indeed, the problems studied in this paper are "global" problems, i.e., the network diameter of G imposes an inherent lower bound on the time complexity.)
Additionally, we show that another fundamental problem, namely, the spanning tree verification problem (i.e., verifying whether H is a spanning tree) has the same lower bound of Ω( n/(B log n) + D) (cf. Section 6). However, this bound applies to only deterministic algorithms. This result strengthens the lower bound result of MST verification by Kor et al. [15] . Moreover, we note the interesting fact that although finding a spanning tree (e.g., a breadth-first tree) can be done in O(D) rounds [24] , verifying if a given subgraph is a spanning tree requiresΩ( √ n + D) rounds! Thus the verification problem for spanning trees is harder than its construction in the distributed setting. This is in contrast to this well-studied problem in the centralized setting. Apart from the spanning tree problem, we also show deterministic lower bounds for other verification problems, including Hamiltonian cycle and simple path.
Our lower bounds are almost tight as we show that there exist algorithms that run in O( √ n log * n + D) rounds (assuming B = O(log n)) for all the verification problems addressed here (cf. Full version).
Bounds on Hardness of Distributed Approxima-
tion. An important consequence of our verification lower bound is that it leads to lower bounds for exact and approximate distributed computation. We show the unconditional time lower bound of Ω( n/(B log n) + D) for approximat-ing many optimization problems, including MST, shortest s − t path, shortest path tree, and minimum cut (Section 5). The important point to note is that the above lower bound applies for any approximation ratio α ≥ 1. Thus the same bound holds for exact algorithms also (α = 1). All these hardness bounds hold for randomized algorithms. As in our verification lower bounds, these bounds apply even to graphs of small (O(log n)) diameter. Figure 1 summarizes our lower bounds for various diameters.
Our results improve over previous ones (e.g., Elkin's lower bound for approximate MST and shortest path tree [10] ) and subsumes some well-established exact bounds (e.g., Peleg and Rubinovich lower bound for MST [25] ) as well as shows new strong bounds (both for exact and approximate computation) for many other problems (e.g., minimum cut), thus answering some questions that were open earlier (see the survey by Elkin [7] ).
The new lower bound for approximating MST simplifies and improves upon the previous Ω( n/(αB log n)+D) lower bound by Elkin [10] , where α is the approximation factor. [10] showed a tradeoff between the running time and the approximation ratio of MST. Our result shows that approximating MST requires Ω( n/(B log n) + D) rounds, regardless of α. Thus our result shows that there is actually no trade-off, since there can be no distributed approximation algorithm for MST that is significantly faster than the current exact algorithm [19, 9] , for any approximation factor α > 1.
OVERVIEW OF TECHNICAL APPROACH
We prove our lower bounds by establishing an interesting connection between communication complexity and distributed computing. Our lower bound proofs consider the family of graphs evolved through a series of papers in the literature [10, 21, 25] . However, while previous results [10, 25] rely on counting the number of states to analyze the mailing problem (along with some sophisticated techniques for the variant, called corrupted mail problem, in the case of approximation algorithm lower bounds) and use Yao's method [30] (with appropriate input distributions) to get lower bounds for randomized algorithms, our results are achieved using the following three steps of simple reductions, as follows.
(Section 3) First, we reduce the lower bounds of problems in the standard communication complexity model [18] to the lower bounds of the equivalent problems in the "distributed version" of communication complexity. Specifically, we relate the communication lower bound from the standard communication complexity model [18] to compute some appropriately chosen function f , to the distributed time complexity lower bound for computing the same function in a specially chosen graph G. In the standard model, Alice and Bob can communicate directly (via a bidirectional edge of bandwidth one). In the distributed model, we assume that Alice and Bob are some vertices of G and they together wish to compute the function f using the communication graph G. The choice of graph G is critical. We use a graph called G(Γ, d, p) (parameterized by Γ, d and p) that was first used in [10] . We show a reduction from the standard model to the distributed model, the proof of which relies on certain observations similar to those used in previous results (e.g., [25] ).
(Section 4) The connection established in the first step allows us to bypass the state counting argument and Yao's method, and reduces our task in proving lower bounds of verification problems to merely picking the right function f to reduce from. The function f that is useful in showing our randomized lower bounds is the set disjointness function, which is the quintessential problem in the world of communication complexity with applications to diverse areas and has been studied for decades (see a recent survey in [3] ). Following the result well known in communication complexity [18] , we show that the distributed version of this problem has an Ω( n/(B log n)) lower bound on graphs of small diameter. We then reduce this problem to the verification problems using simple reductions similar to those used in data streams [12] . The set disjointness function yields randomized lower bounds and works for many problems (see Fig. 2 ), but it does not reduce to certain other problems such as spanning tree. To show lower bounds for these and a few other problems, we use a different function f called equality. However, this reduction yields only deterministic lower bounds for the corresponding verification problems.
(Section 5) Finally, we reduce the verification problem to hardness of distributed approximation for a variety of problems to show that the same lower bounds hold for approximation algorithms as well. For this, we use a reduction whose idea is similar to one used to prove hardness of approximating TSP (Traveling Salesman Problem) on general graphs (see, e.g., [28] ): We convert a verification problem to an optimization problem by introducing edge weight in such a way that there is a large gap between the optimal values for the cases where H satisfies, or does not satisfy a certain property. This technique is surprisingly simple, yet yields strong unconditional hardness bounds -many hitherto unknown, left open (e.g., minimum cut) [7] and some that improve over known ones (e.g., MST and shortest path tree) [10] . As mentioned earlier, our approach shows that approximating MST by any factor needsΩ( √ n) time, while the previous result due to Elkin gave a bound that depends on α (the approximation factor), i.e.Ω( n/α), using more sophisticated techniques. Fig. 2 summarizes these reductions that will be proved in this paper. Due to the space constraint, we focus on the proofs towards the lower bound of approximating minimum spanning tree in the main paper. Other results can be found in the Full version.
FROM COMMUNICATION COMPLEX-ITY TO DISTRIBUTED COMPUTING
Consider the following problem. There are two parties that have unbounded computational power. Each party receives a b-bit string, for some integer b ≥ 1, denoted byx and y in {0, 1} b . They both want to together compute f (x,ȳ) for some boolean function f :
We consider two models of communication.
• Direct communication: This is the standard model in communication complexity. Two parties can communicate via a bidirectional edge of bandwidth one. We call the party receivingx Alice, and the other party Bob. At the end of the process, Bob will output f (x,ȳ).
• Communication through network G (Γ, d, p) : Two parties are distinct vertices in a B model distributed network, called G (Γ, d, p) , for some parameters Γ, d, and p; the network has Θ(Γd p ) vertices and a diameter of Previous lower bound for MST New lower bound for MST, Diameter D and shortest-path tree [10] shortest-path tree and (for exact algorithms, use α = 1) all problems in Fig. 2 . Figure 1 : Lower bounds of randomized α-approximation algorithms on graphs of various diameters. Bounds in the first column are for the MST and shortest path tree problems [10] while those in the second column are for these problems and many problems listed in Fig. 2 . We note that these bounds almost match the O( √ n log * n + D) upper bound for the MST problem [11, 19] and are independent of the approximation-factor α. We consider time lower bounds for public coin randomized algorithms under both models. In particular, we assume that all parties (Alice and Bob in the first model and all vertices in G(Γ, d, p) in the second model) share a random bit string of infinite length. For any ≥ 0, we say that a randomized algorithm A is -error if for any input, it outputs the correct answer with probability at least 1 − , where the probability is over all possible random bit strings. The running time of A, denoted by TA, is the number of rounds in the worst case (over all inputs and random strings). Let R cc−pub (f ) and R G (Γ,d,p) ,s,r (f ) denote the best time complexity oferror algorithms in the models of direct communication and communication through graph G (Γ, d, p) , respectively. We are particularly interested in the case where we pick b to be Γ (for any choice of Γ). The rest of this section is devoted to showing that if there is a fast -error algorithm for computing f on G (Γ, d, p) , then there is a fast -error algorithm for Alice and Bob to compute f . 
We first describe the graph G(Γ, d, p) with parameters Γ, d and p and distinct vertices s and r.
The graph G (Γ, d, p) [10]: The two basic units in the construction are paths and a tree. There are Γ paths, denoted by P 1 , P 2 , . . . , P Γ , each having d p vertices, i.e., for = 1, 2, . . . Γ,
There is a tree, denoted by T having depth p where each non-leaf vertex has d children (thus, there are d p leaf vertices). We denote the vertices of T at level from left to right by u 0 , . . . , u d −1 (so, u 0 0 is the root of T and u p 0 , . . . , u p
are the leaves of T ). For any and j, the leaf vertex u p j is connected to the corresponding path vertex v j by a spoke edge (u p j , v j ). Finally, we set the two special vertices (which will receive input stringsx andȳ) as s = u p 0 and r = u p d p −1 . Fig. 3(a) depicts this graph. The number of vertices in G(Γ, d, p) its diameter are analyzed in [10] , as follows. For i = 0, the definition is slightly different; we set L0 = V \ {r} and R0 = V \ {s} . See Fig. 3(a) . Let A be any deterministic distributed algorithm run on graph G (Γ, d, p) for computing a function f . Fix any input stringsx andȳ given to s and r respectively. Let ϕA(x,ȳ) denote the execution of A onx andȳ. Denote the state of the vertex v at the end of round t during the execution ϕA(x,ȳ) by σA (v, t,x,ȳ) . In two different executions ϕA(x,ȳ) and ϕA(x ,ȳ ), a vertex reaches the same state at time t (i.e., σA(v, t,x,ȳ) = σA(v, t,x ,ȳ )) if and only if it receives the same sequence of messages on each of its incoming links.
For a given set of vertices U = {v1, . . . , v } ⊆ V , a configuration CA(U, t,x,ȳ) = σA (v1, t,x,ȳ), . . . , σA(v , t,x,ȳ) is a vector of the states of the vertices of U at the end of round t of the execution ϕA(x,ȳ). We note the following crucial observation used in [25] and many later results. CA(U, t,x,ȳ) can be uniquely determined by CA(U , t−1,x,ȳ) and all messages sent to U from V \ U at time t.
Observation 3.3 For any set
Proof. Recall that the state of each vertex v in U can be uniquely determined by its state σA(v, t − 1,x,ȳ) at time t − 1 and the messages sent to it at time t. Moreover, the messages sent to v from vertices inside U can be determined by CA (U , t,x,ȳ) . Thus if the messages sent from vertices in V \ U are given then we can determine all messages sent to U at time t and thus we can determine CA (U, t,x,ȳ) .
From now on, to simplify notation, when A,x andȳ are clear from the context, we use CL t and CR t to denote CA(Lt, t,x,ȳ) and CA (Rt, t,x,ȳ) , respectively. The lemma below states that CL t (CR t , respectively) can be determined by CL t−1 (CR t−1 , respectively) and dp messages generated by some vertices in Rt−1 (Lt−1 respectively) at time t. It essentially follows from Observation 3.3 and an observation that there are at most d p edges linking between vertices in V \ Rt−1 (V \ Lt−1 respectively) and vertices in Rt (Lt respectively). , . . . , M R t−1 dp sent by some vertices in Rt−1 at time t such that
Proof. We prove Eq. .) Finally, observe that for any i and , if u i−1 is in Rt then all children of u i are in Rt (otherwise, all children of u i−1 are not in Rt and so is u i−1 , a contradiction). Thus, all edges linking between vertices in Rt and V \ Rt−1 are in the following form: (u (Rt), u ) for some and child u of u (Rt).
Setting U = Rt−1 and U = Rt in Observation 3.3, we have that CR t can be uniquely determined by CR t−1 and messages sent to u (Rt) from its children in V \ Rt−1. Note that each of these messages contains at most B bits since they correspond to a message sent on an edge in one round.
Observe further that, for any t < (d p − 1)/2, V \ Rt−1 ⊆ Lt−1 since Lt−1 and Rt−1 share some path vertices. Moreover, each u (Rt) has d children. Therefore, if we let M
be the messages sent from children of u 0 (Rt), u 1 (Rt), . . ., u p−1 (Rt) in V \ Rt−1 to their parents (note that if there are less than dp such messages then we add some empty messages) then we can uniquely determine CR t by CR t−1 and M L t−1 1 , . . . , M L t−1 dp . Eq. (2) thus follows.
Using the above lemma, we can now prove Theorem 3.1.
Proof of Theorem 3.1. Let f be the function in the theorem statement. Let A be any -error distributed algorithm for computing f on graph G (Γ, d, p) . Fix a random stringr used by A (shared by all vertices in G (Γ, d, p) ) and consider the deterministic algorithm A run on the input of A and the fixed random stringr. Let TA be the worst case running time of algorithm A (over all inputs). We only consider TA < (d p − 1)/2, as assumed in the theorem statement. We show that Alice and Bob, when givenr as the public random string, can simulate A using 2dpTA communication bits, as follows.
Alice and Bob make TA iterations of communications. Initially, Alice computes CL 0 which depends only onx. Bob also computes CR 0 which depends only onȳ. In each iteration t > 0, we assume that Alice and Bob know CL t−1 and CR t−1 , respectively, before the iteration starts. Then, Alice and Bob will exchange at most 2dpB bits so that Alice and Bob know CL t and CR t , respectively, at the end of the iteration.
To do this, Alice sends to Bob the messages M
, . . ., M L t−1 dp as in Lemma 3.4. Alice can generate these messages since she knows CL t−1 (by assumption). Then, Bob can compute CR t using Eq. (2) in Lemma 3.4. Similarly, Bob sends dp messages to Alice and Alice can compute CL t . They exchange at most 2dpB bits in total in each iteration since there are 2dp messages, each of B bits, exchanged.
After TA iterations, Bob knows C (RT A , TA,x,ȳ) . In particular, he knows the output of A (output by r) since he knows the state of r after A terminates. He thus outputs the output of r.
Since A is -error, the probability (over all possible shared random strings) that A outputs the correct value of f (x,ȳ) is at least 1 − . Therefore, the communication protocol run by Alice and Bob is -error as well. Moreover, Alice and Bob communicates at most 2dpBTA bits. The theorem follows.
RANDOMIZED LOWER BOUNDS FOR DISTRIBUTED VERIFICATION
In this section, we present randomized lower bounds for many verification problems for graph of various diameters, as shown in Fig. 1 .
The general theorem is below. For brevity, in the main section of the paper, we prove the theorem only for the spanning connected subgraph verification problem. This will be useful later in proving many hardness of approximation results. In this problem, we want to verify whether H is connected and spans all nodes of G, i.e., every node in G is incident to some edge in H. Definitions of other problems and proofs of their lower bounds are in Full version. [4, 14] , and edge on all paths.
In particular, for graphs with diameter D = 4, we get Ω((n/B) 1/3 ) lower bound and for graphs with diameter D = log n we get Ω( n/ (B log n) ). Similar analysis also leads to a Ω( n/B) lower bound for graphs of diameter n δ for any δ > 0, and Ω((n/B) 1/4 ) lower bound for graphs of diameter 3 using the same analysis as in [10] . We note that the lower bound holds even in the public coin model where every vertex shares a random string. To prove the theorem, we need the lower bound for computing set disjointness function.
Definition 4.2 (Set Disjointness function)
Given two bbit stringsx andȳ, the set disjointness function, denoted by disj(x,ȳ), is defined to be 1 if the inner product x,ȳ is 0 (i.e., xi = 0 or yi = 0 for every 1 ≤ i ≤ b) and 0 otherwise. We refer to the problem of computing disj function on G(Γ, d, p) on Γ-bit input strings given to s and r by DISJ(G (Γ, d, p) , s, r, Γ).
The following lemma is a consequence of Theorem 3.1 and the communication complexity lower bound of computing disj. (Γ, d, p) , s, r, Γ) requires Ω(min(d p , Γ dpB )) time.
Proof. If R G (Γ,d,p) ,s,r (disj) ≥ (d p − 1)/2 then R G (Γ,d,p) ,s,r (disj) = Ω(d p ) and we are done. Otherwise, Theorem 3.1 implies that R cc−pub (disj) ≤ 2dpB·R G (Γ,d,p) ,s,r (disj). Now we use the fact that R cc−pub (disj) = Ω(Γ) for the function disj on Γ-bit inputs, for some > 0 [1, 13, 2, 26] (also see [18, Example 3.22 ] and references therein). It follows that R G (Γ,d,p) ,s,r (disj) = Ω(Γ/(dpB)).
The lower bound of spanning connected subgraph verification essentially follows from the following lemma. Lemma 4.4 For any Γ, d ≥ 2 and p, there exists a constant > 0 such that any -error distributed algorithm for spanning connected subgraph verification on graph G (Γ, d, p) can be used to solve the DISJ(G (Γ, d, p) , s, t, Γ) problem on G (Γ, d, p) with the same time complexity.
Proof. Consider an -error algorithm A for the spanning connected subgraph verification problem, and suppose that we are given an instance of the DISJ(G (Γ, d, p) , s, t, Γ) problem with input stringsx andȳ. We use A to solve this instance of set disjointness problem as follows.
First, we mark all path edges and tree edges as participating in H. All spoke edges are marked as not participating in subgraph H, except those incident to s and r for which we do the following: For each bit xi, Fig. 3(b) .)
Note that the participation of all edges, except those incident to s and r, is decided independently of the input. Moreover, one round is sufficient for s and r to inform their neighbors the participation of edges incident to them. Hence, one round is enough to construct H. Then, algorithm A is started.
Once algorithm A terminates, vertex r determines its output for the set disjointness problem by stating that both input strings are disjoint if and only if spanning connected subgraph verification algorithm verified that the given subgraph H is indeed a spanning connected subgraph.
Observe that H is a spanning connected subgraph if and only if for all 1 ≤ i ≤ Γ at least one of the edges (s, v i 0 ) and (r, v i d p −1 ) is in H; thus, by the construction of H, H is a spanning connected subgraph if and only if the input stringsx,ȳ are disjoint, i.e., for every i either xi = 0 or yi = 0. Hence the resulting algorithm has correctly solved the given instance of the set disjointness problem.
Using Lemma 4.3, we obtain the following result. In particular, if we consider Γ=d p+1 pB then Ω(min(d p , Γ/(dpB))) = Ω(d p ) . G(d p+1 pB, d, p) has n=Θ(d 2p+1 pB) vertices and thus the lower bound Ω(d p ) becomes Ω((n/(pB)) 
Moreover, by Lemma 3.2,

HARDNESS OF DISTRIBUTED APPROX-IMATION
In this section we show a time lower bound of Ω( n/(B log n)) for approximation algorithms of many problems. For distributed approximation problems such as MST, we assume that a weight function ω : E → R + associated with the graph assigns a nonnegative real weight ω(e) to each edge e = (u, v) ∈ E. Initially, the weight ω(e) is known only to the adjacent vertices, u and v. We assume that the edge weights are bounded by a polynomial in n (the number of vertices). It is assumed that B is large enough to allow the transmission of any edge weight in a single message.
We show the hardness of distributed approximation for many problems, as in the theorem below. For brevity, we only prove the theorem for the minimum spanning tree problem here. Definitions and proofs of other problems can be found in Full version.
Theorem 5.1 For any polynomial function α(n), numbers p, B ≥ 1, and n ∈ {2 2p+1 pB, 3 2p+1 pB, . . .}, there exists a constant > 0 such that any α(n)-approximation -error distributed algorithm for any of the following problems requires Ω(( n pB ) 1 2 − 1 2(2p+1) ) time on some Θ(n)-vertex graph of diameter 2p+2 in the B model: minimum spanning tree [10, 25] , shortest s-t path, s-source distance [8] , s-source shortest path tree [10] , minimum cut [7] , minimum s-t cut, maximum cut, minimum routing cost spanning tree [29] , shallow-light tree [24] , and generalized Steiner forest [14] .
Recall that in the minimum spanning tree problem, we are given a connected graph G and we want to compute the minimum spanning tree (i.e., the spanning tree of minimum weight). At the end of the process each vertex knows which edges incident to it are in the output tree.
Recall the following standard notions of an approximation algorithm. We say that a randomized algorithm A is αapproximation -error if, for any input instance I, algorithm A outputs a solution that is at most α times the optimal solution of I with probability at least 1 − . Therefore, in the minimum spanning tree, an α-approximation -error algorithm should output a number that is at most α times the total weight of the minimum spanning tree, with probability at least 1 − .
Proof of Theorem 5.1. (This proof is only for the case of minimum spanning tree.) Let A be an α(n)-approximation -error algorithm for the minimum spanning tree problem. We show that A can be used to solve the spanning connected subgraph verification problem using the same running time.
To do this, construct a weight function on edges in G, denoted by ω, by assigning weight 1 to all edges in H and nα(n) to all other edges. Note that constructing ω does not need any communication since each vertex knows which edges incident to it are in H. Now we find the weight W of the minimum spanning tree using A and announce that H is a spanning connected subgraph if and only if W is less than nα(n). Now we show that the weighted graph (G, ω) has a spanning tree of weight less than nα(n) if and only if H is a spanning connected subgraph of G and thus the algorithm above is correct: Suppose that H is a spanning connected subgraph. Then, there is a spanning tree that is a subgraph of H and has weight n − 1 < nα(n). Thus the minimum spanning tree has weight less than nα(n). Conversely, suppose that H is not a spanning connected subgraph. Then, any spanning tree must contain an edge not in H. Therefore, any spanning tree has weight at least nα(n) as claimed.
Our MST lower bound here matches the lower bound of exact MST algorithms and improves the lower bound of Ω( n αB ) by Elkin [10] . Our lower bound for s-source distance complements the results in [8] .
DETERMINISTIC LOWER BOUNDS
We show the following lower bound of deterministic algorithms for problems listed in the theorem below. We note that our lower bound of spanning tree verification simplifies and generalizes the lower bound of minimum spanning tree verification shown in [15] . Due to space constraints, problem definitions and proofs are placed in Full version. 
CONCLUSION
We initiate the systematic study of verification problems in the context of distributed network algorithms and present a uniform lower bound for several problems. We also show how these verification bounds can be used to obtain lower bounds on exact and approximation algorithms for many problems.
Several problems remain open. A general direction for extending all of this work is to study similar verification problems in special classes of graphs, e.g., a complete graph. A few specific open questions include proving better lower or upper bounds for the problems of shortest s-t path, singlesource distance computation, shortest path tree, s-t cut, minimum cut. (Some of these problems were also asked in [7] .) Also, showing randomized bounds for Hamiltonian path, spanning tree, and simple path verification remains open.
