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estimation
DANIEL VIAL, University of Michigan
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Personalized PageRank (PPR) is a measure of the importance of a node from the perspective of another (we call
these nodes the target and the source, respectively). PPR has been used in many applications, such as offering a
Twitter user (the source) recommendations of who to follow (targets deemed important by PPR); additionally,
PPR has been used in graph-theoretic problems such as community detection. However, computing PPR is
infeasible for large networks like Twitter, so efficient estimation algorithms are necessary.
In this work, we analyze the relationship between PPR estimation complexity and clustering. First, we
devise algorithms to estimate PPR for many source/target pairs. In particular, we propose an enhanced version
of the existing single pair estimator Bidirectional-PPR that is more useful as a primitive for many pair
estimation. We then show that the common underlying graph can be leveraged to efficiently and jointly
estimate PPR for many pairs, rather than treating each pair separately using the primitive algorithm. Next,
we show the complexity of our joint estimation scheme relates closely to the degree of clustering among the
sources and targets at hand, indicating that estimating PPR for many pairs is easier when clustering occurs.
Finally, we consider estimating PPR when several machines are available for parallel computation, devising a
method that leverages our clustering findings, specifically the quantities computed in situ, to assign tasks
to machines in a manner that reduces computation time. This demonstrates that the relationship between
complexity and clustering has important consequences in a practical distributed setting.
1 INTRODUCTION
Many systems, ranging from social networks to financial markets to the human brain, can be
represented as graphs. When analyzing such systems, questions regarding the importance of nodes
and the relationships between them arise. Which nodes are most influential, globally and locally?
From the perspective of a given node, which nodes are important, and which nodes consider the
given node to be important? How can these notions be quantified?
PageRank and Personalized PageRank (PPR) can help answer such questions. PageRank is a
measure of the importance or centrality of a target node; PPR “personalizes" this measure to the
perspective of a source node. Proposed to rank Internet search results [26], and later to personalize
these rankings [15], PageRank and PPR have been used in applications such as recommending
Twitter followers [14] and YouTube videos [8], as well as “beyond the web” [13], in fields such
as bioinformatics [12, 25]. In graph theory, PPR has been used as a primitive for tasks such as
detecting communities near a seed node [2, 3] and assessing similarity between graphs [17].
The widespread use of PageRank and PPR can be attributed to the notion of relational “impor-
tance" they convey, as well as the simplicity of the model from which they are derived. However, the
scale of modern networks often makes them difficult (or impossible) to compute. As such, strategies
for efficient estimation of PageRank and PPR are necessary.
Our contributions: In this work, we analyze the relationship between clustering and PPR
estimation complexity. In particular, we devise algorithms to estimate PPR for many source/target
pairs, and we show that the complexity of these methods decreases with increased clustering among
the sources and targets at hand. To demonstrate the consequences of our findings, we consider a
distributed setting in which this relationship between complexity and clustering can be leveraged
to design more efficient algorithms. More specifically, our contributions are as follows:
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(a) Across a diverse set of real graphs, our algorithms accelerate baseline methods; these accelerations are
most significant when the sources and targets are clustered (experiment details in Section 6.2).
(b) The complexity of the source and target stages of our methods
scale with quantities that describe clustering of sources and targets;
these quantities behave similarly to conductance, a more common
clustering measure (experiment details in Section 6.1.1).
(c) In a natural distributed setting, our
findings can be used to identify clus-
tering at runtime and accelerate PPR
estimation (see Section 7).
Fig. 1. Key empirical results
(1) In Section 4, we propose an enhancement of Bidirectional-PPR [22], the state-of-the-art
PPR estimator for a single source/target pair. As the name suggests, Bidirectional-PPR
estimates PPR in two stages: random walks forward from the source node and dynamic
programming (DP) backward from the target node. Our algorithm, called FW-BW-MCMC, adds
a DP stage forward from the source that allows it to serve as a primitive in the many pair
setting. In Appendix A, we establish similar guarantees to those for Bidirectional-PPR.
(2) In Section 5, we use FW-BW-MCMC as a primitive to estimate PPR for many pairs, proposing
methods that accelerate the naive scheme of separately sampling random walks for each
source and separately running DP for each target. For the sources, we show the forward
DP allows random walk samples to be shared, decreasing the number of samples required.
For the targets, we define a new iterative update for the backward DP, which eliminates
repeated computations that may occur when treating each target separately. Using these
ideas, we devise an algorithm with accuracy guarantees on each scalar estimate, and two
algorithms with accuracy guarantees on the matrix containing all estimates. Across a diverse
set of graphs, our methods are roughly 1.1 to 9.3 times faster than baseline methods (Fig. 1a).
(3) We show analytically in Section 5 and empirically in Section 6 that the accelerations offered
by our algorithms are most significant when the sources and targets are each clustered
together in the graph, i.e. PPR estimation is “easier” when clustering occurs. For example, our
algorithms typically accelerate baseline methods by factors of 3-4 when clustering occurs
(Fig. 1a). More specifically, we prove the number of random walks for the sources and the
number of DP iterations for the targets scale with quantities that describe clustering among
the sources and targets, respectively; we find empirically that these quantities scale with a
more traditional clustering quantity, conductance (Fig. 1b).
(4) Finally, in Section 7, we demonstrate an application of our results, showing that our findings
can be used to devise efficient algorithms when estimating PPR in a distributed setting.
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Specifically, we show that quantities computed during the forward DP can be used to predict
the random walk sampling time for different assignments of tasks to machines, and we
propose a natural but heuristic method to compute an assignment that (locally) minimizes
this time. At a high level, our method “learns” the clustering structure present at runtime;
empirically, this learning is quite successful, in the sense that our method performs nearly as
well as an oracle method that knows the clustering structure a priori (Fig. 1c).
The remainder of the paper is organized as follows. We begin with preliminaries and related work
in Sections 2 and 3, respectively. Sections 4-7 follow the outline above. We close in Section 8.
2 PRELIMINARIES
We begin with some preliminary definitions. Let G = (V ,E) be a directed graph, and define
n = |V |,m = |E |. For v ∈ V , let Nout(v) = {u ∈ V : v → u ∈ E} denote v’s outgoing neighbors, and
let dout(v) = |Nout(v)| denote the out-degree of v . For simplicity, we assume dout(v) > 0 ∀ v ∈ V .
Similarly define Nin(v) and din(v) asv’s incoming neighbors and in-degree. Finally, letA denote the
adjacency matrix of G, let D be the diagonal matrix with D(v,v) = dout(v), and define P = D−1A.
PageRank [26] is the stationary distribution {π (v)}v ∈V of theMarkov chainwith transitionmatrix
(1 − α)P + α 1n 1n1Tn , where α ∈ (0, 1) and 1n denotes the all ones vector of length n. Let us denote
this chain by {Xi }i ∈N. Clearly, {Xi }i ∈N is irreducible and aperiodic, as P(u,v) ≥ αn > 0 ∀ u,v ∈ V .
Assuming V is finite, positive recurrence follows, so {π (v)}v ∈V exists, is unique, and satisfies
π (v) = lim
N→∞
1
N
N−1∑
i=0
1{Xi=v } ∀ v ∈ V . (1)
It is by (1) that PageRank gives a measure of “importance": we consider v important when π (v) is
large, which occurs when v is visited often on the chain {Xi }i ∈N.
We will henceforth refer to PageRank as global PageRank to distinguish it from the generalization
to PPR. Formally, PPR is the stationary distribution {πσ (v)}v ∈V of the Markov chain with transition
matrix Pσ = (1 − α)P + α1nσT . Here σ is a nonnegative vector that sums to 1; hence, it yields a
distribution on the jump locations, generalizing the uniform jumps of global PageRank. This gives
πσ an interpretation like (1), while also accounting for the preference on jump locations given by σ .
There are two important mathematical viewpoints of PPR that serve as the foundation for many
estimation techniques; we will make use of both in the sections that follow. The first viewpoint
is linear algebraic. Here we let πσ denote the stationary distribution as a row vector. By global
balance, πσ satisfies πσ = πσPσ ; solving for πσ (and assuming πσ is normalized to sum to 1) gives
πσ = ασ
T (I − (1 − α)P)−1 = ασT
∞∑
i=0
(1 − α)iP i . (2)
Note this immediately suggests estimating PPR by computing the first k terms of the summation.
The second PPR viewpoint is probabilistic. Denoting by {Yi }i ∈N the Markov chain with transition
matrix P , and letting L ∼ geometric(α), [5] establishes (3), which again suggests techniques for
estimating PPR; in this case, using Markov chain Monte Carlo (MCMC) [6, 29]. We note this
viewpoint is closely related to the idea of exact sampling [27] and Doeblin chains [5, 24].
πσ (v) = P[YL = v |Y0 ∼ σ ] ∀ v ∈ V . (3)
Often, we let σ = es for some s ∈ V , where es ∈ {0, 1}n satisfies es (v) = 1{v=s } . In such a case,
we denote PPR as {πs (v)}v ∈V and the associated transition matrix as Ps . In fact, using (2), one can
easily prove (4). Due to (4), many PPR estimation algorithms focus on estimating πs (v), from which
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extensions to estimating πσ (v) naturally follow; we focus on this as well throughout the paper.
πσ (v) =
∑
s ∈V
σ (s)πs (v) ∀ v ∈ V . (4)
Finally, we argue existence and uniqueness of PPR is not a concern. Indeed, the PPRMarkov chain
is aperiodic (since Ps (s, s) ≥ α > 0), so to guarantee existence and uniqueness, we need only verify
irreducibility. For this, let Vs = {v ∈ V : ∃ a path from s to v in G}, so that ∀ u,v ∈ Vs , ∃ i ∈ N s.t.
P is (u,v) > 0 (we can jump from u to s , then reach v from s). Hence, if Ps is not irreducible, we can
define a modified chain with statesVs that is irreducible and obtain the stationary distribution πs for
this chain. We can then set πs (v) = 0 ∀ v < Vs – intuitively, if s cannot reach v , v is not “important"
to s , so its PPR should be zero. Given this simple fix, we assume existence and uniqueness of PPR.
3 RELATEDWORK
Much of the existing work on efficient PPR estimation can be classified into two categories: those
based on the linear algebraic and probabilistic viewpoints, given by (2) and (3), respectively.
From the linear algebraic viewpoint, many methods have been proposed to accelerate the power
iteration or matrix inversion of (2). To accelerate the power iteration, Jeh and Widom in [16]
propose a decomposition that allows any source’s PPR vector to be estimated using previously-
computed PPR vectors from other sources. To accelerate the matrix inversion, several works have
leveraged structural assumptions of the graph at hand to decompose P and rewrite (2) to obtain
less costly matrix inversions. For example, Tong et al. in [30] propose a decomposition of P into a
block diagonal matrix P1 and P2 := P − P1. Here the diagonal blocks of P1 represent communities –
subsets of nodes densely connected amongst themselves – while P2 represents connections between
communities; for graphs like social networks, P2 can be extremely sparse. Closely related to the
linear algebraic viewpoint are estimation schemes using dynamic programming, including those
found in [1, 2], which can be viewed as localized versions of the power iteration in (2). We make
use of these algorithms in our methods and will discuss them in more detail in Section 4.
From the probabilistic viewpoint, a foundational work is [6]. Here Avrachenkov et al. analyze
Monte Carlo methods for global PageRank estimation (readibly adapted to PPR), based on both
the final step of sampled random walks (as given by (3)) and the number of visits along the entire
walk. The basic Monte Carlo approaches of [6] have also been considered in other settings. For
example, [11] proposes precomputing and storing a database of randomwalk samples, [28] develops
algorithms to sample random walks when the graph is presented as a data stream, [29] considers
distributed estimation schemes, and [7] considers PPR estimation on dynamic graphs. Another
significant work in this category is [9], which uses random walk-based methods to detect all
nodes with global PageRank exceeding a certain threshold (with high probability); the algorithm is
sublinear in n when the threshold is nδ−1 for some δ ∈ (0, 1).
A significant improvement for estimating PPR for a single source/target pair was proposed in
[22], in which Lofgren et al. combined existing dynamic programming and Monte Carlo methods to
achieve PPR estimation for a single source/target pair with complexity sublinear in n. We describe
this method in the next section. We also note that [22] shows their algorithm outperforms [1, 2, 6]
when estimating a small number of PPR values, while [7, 9, 11, 16, 28–30] consider different settings
and/or objectives than our work; hence, we will use [22] as a baseline scheme against which to
compare our algorithms. We also remark that [1, 2, 22] are similar to our work in that they aim to
estimate a small number of elements of the stationary distribution defining PPR by locally exploring
a small section of the graph. This approach is also closely related to work by Lee and co-authors
[18–20] that focuses on estimation of the stationary distribution of countable state-space Markov
chains, as well as estimation in the context of general linear systems.
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Fig. 2. Depiction of our algorithm FW-BW-MCMC. Blue and red nodes and edges show forward and backward
dynamic programming, respectively; thick black edges show random walks.
4 SINGLE NODE PAIR ESTIMATION
We begin by proposing an enhancement of Bidirectional-PPR [22], the state-of-the-art single
pair PPR estimator; we will introduce our algorithm and then describe Bidirectional-PPR as a
special case. As mentioned in Section 3, the idea behind these estimators is to combine dynamic
programming (DP) and Markov chain Monte Carlo (MCMC) to estimate πs (t) for some s, t ∈ V . Our
algorithm uses two DP stages and one MCMC stage. We will refer to these stages as the forward DP,
backward DP, and MCMC stages; hence, we call our estimator FW-BW-MCMC. It is depicted pictorially
in Fig. 2 and defined formally in Algorithm 3. Before proceeding, we briefly describe each stage.
The forward DP stage is Algorithm 1. This is nearly identical to the Approximate-PageRank
algorithm of [2], so we use the same name here; however, we change the termination criteria from
∥D−1r s ∥∞ ≤ r smax to ∥r s ∥1 ≤ r smax, where r smax ∈ (0, 1) is an input to the algorithm (we describe our
motivation for this shortly). The algorithm takes as input s ∈ V and produces ps , r s ∈ Rn+, shown
in [2] to satisfy the invariant (5) at each iteration.
πs (u) = ps (u) +
∑
w ∈V
r s (w)πw (u) ∀ u ∈ V . (5)
As mentioned Section 3, Algorithm 1 can be viewed as a “localized" power iteration. At a high level,
it computes elements of the matrices in (2) corresponding to high probability paths from s to u (the
ps (u) term) while tracking the error from “uncomputed" paths (the ∑w ∈V r s (w)πw (u) term). These
high probability paths are shown as blue edges in Fig. 2.
The backward DP stage is Approximate-Contributions (Algorithm 2, from [1]), which can
be viewed as the dual of Algorithm 1: while Algorithm 1 works forwards (along outgoing edges),
Algorithm 2 works backwards (along incoming edges). In [1], it is shown that Algorithm 2 maintains
the invariant (6), which can be interpreted similarly to (5). This stage is shown in red in Fig. 2.
πv (t) = pt (v) +
∑
w ∈V
πv (w)r t (w) ∀ v ∈ V . (6)
To motivate the MCMC stage, first observe that combining (5) and (6) with u = t and v = s gives
πs (t) = pt (s) + ⟨ps , r t ⟩ +
∑
w,w ′∈V
r s (w)πw (w ′)r t (w ′), (7)
and so, after running the DP stages, only the third term in (7) is unknown. The goal of the MCMC
stage is to estimate this term. Towards this end, let σs = r s/∥r s ∥1 and use (4) to write this term as
∥r s ∥1
∑
w ′∈V
(∑
w ∈V
σs (w)πw (w ′)
)
r t (w ′) = ∥r s ∥1
∑
w ′∈V
πσs (w ′)r t (w ′) = ∥r s ∥1EU∼πσs
[
r t (U )] .
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Leveraging the probabilistic PPR interpretation (3), we can then estimate this term by sampling
random walks. More specifically, we first sample a starting node from σs (blue nodes in Fig. 2), and
we then sample a random walk beginning at the starting node (black edges in Fig. 2). This process
of sampling random walks is the MCMC stage of our algorithm.
ALGORITHM 1: (ps , r s ) = Approximate-PageRank(G, s,α , r smax)
Initialize ps = 0, r s = es
while ∥r s ∥1 > r smax do
Let v∗ ∈ argmaxv ∈V r s (v)/dout(v)
Set r s (u) ← r s (u) + (1 − α)r s (v∗)/dout(v∗) ∀ u ∈ Nout(v∗)
Set ps (v∗) ← ps (v∗) + αr s (v∗), r s (v∗) = 0
end
ALGORITHM 2: (pt , r t ) = Approximate-Contributions(G, t ,α , r tmax)
Initialize pt = 0, r t = et
while ∥r t ∥∞ > r tmax do
Let v∗ ∈ argmaxv ∈V r t (v)
Set r t (u) ← r t (u) + (1 − α)r t (v∗)/dout(u) ∀ u ∈ Nin(v∗)
Set pt (v∗) ← pt (v∗) + αr t (v∗), r t (v∗) = 0
end
ALGORITHM 3: πˆs (t) = FW-BW-MCMC(G, s, t ,α , r smax, r tmax,w)
Let (ps , r s ) = Approximate-PageRank(G, s,α , r smax) (Algorithm 1); set σs = r s/∥r s ∥1
Let (pt , r t ) = Approximate-Contributions(G, t ,α , r tmax) (Algorithm 2)
for i = 1 tow do
Sample random walk starting at ν ∼ σs of length ∼ geom(α ); let Xi = r t (Ui ), whereUi is endpoint of walk
end
Let πˆs (t) = pt (s) + ⟨ps , r t ⟩ + ∥r
s ∥1
w
∑w
i=1 Xi
As mentioned above, the forward DP stage uses termination criteria ∥r s ∥1 ≤ r smax, rather than
the ∥D−1r s ∥∞ ≤ r smax criteria used in [2]. This is because we will require a uniform bound on
{∥r s ∥1}s ∈S when proving results pertaining to a set sources S in later sections. However, this bound
is not needed in practice, where we can instead use ∥D−1r s ∥∞ ≤ r smax termination. We call this
variant of our algorithm FW-BW-MCMC-Practical; see Algorithm 8 in Appendix D for a formal
definition.
Having defined FW-BW-MCMC, we can describe the existing algorithm Bidirectional-PPR, which
(in brief) operates as follows: run the backward DP from t , take v = s in (6), and estimate the
unknown term EU∼πs [r t (U )] by sampling random walks from s . We observe this is a special case
of FW-BW-MCMC; specifically, the case r smax = 1. We reemphasize that walks are sampled from ν ∼ σs
in FW-BW-MCMC and from s in Bidirectional-PPR, which will be an important distinction later.
In the next sections, we will propose many pair estimators that use either Bidirectional-PPR
or our enhancement as a primitive. We will show that using our enhancement as the primitive offers
runtime accelerations not possible when using Bidirectional-PPR. Implicit in this discussion will
be an understanding that using either primitive yields similar performance when these accelerations
are ignored (so that using our enhancement as the primitive offers better performance when the
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(a) Walks are sampled from blue nodes for s1 and
from red nodes for s2; walks from blue and red nodes
are shared between s1 and s2.
(b) Red paths are computed via Extend during t2 DP;
blue paths can be computed via Merge during t2 DP,
rather than recomputed via Extend.
Fig. 3. Accelerations for FW-BW-MCMC when |S | = |T | = 2
accelerations are accounted for). In particular, we can prove the following results (as single pair
estimation is not our focus, we defer formal statements and proofs to Appendix A):
(1) FW-BW-MCMC, FW-BW-MCMC-Practical, and Bidirectional-PPR offer the same accuracy
guarantee (except for mild differences in assumptions)
(2) FW-BW-MCMC and Bidirectional-PPR have worst-case complexity O(n)
(3) FW-BW-MCMC-Practical and Bidirectional-PPR have average-case complexity O(√m)
5 MANY NODE PAIR ESTIMATION
In this section, we consider the problem of estimating PPR for many node pairs, {πs (t)}s ∈S,t ∈T for
some S,T ⊂ V . We consider two variants of this problem. First, in Section 5.1, we view {πs (t)}s ∈S,t ∈T
as a set of scalars, each of which we aim to accurately estimate. Second, in Section 5.2, we view
{πs (t)}s ∈S,t ∈T as a matrix, which we aim to approximate accurately in the operator norm. For both
variants, we propose algorithms that accelerate existing approaches, and we show the accelerations
scale with quantities that can be interpreted as clustering measures of S and T .
5.1 Scalar estimation viewpoint
For the first variant of the many pair estimation problem, our goal is to accurately estimate πs (t) for
each (s, t) ∈ S ×T . A natural approach is to use single pair estimators from Section 4 as primitives.
In particular, we could use either of the following approaches:
• Run forward DP and sample random walks from ν ∼ σs for each s ∈ S . Run backward DP
from each t ∈ T . Compute estimates as in FW-BW-MCMC.
• Sample randomwalks from each s ∈ S . Run backward DP from each t ∈ T . Compute estimates
as in Bidirectional-PPR.
As argued in Appendix A, the primitive methods FW-BW-MCMC and Bidirectional-PPR are roughly
equivalent in terms of complexity and accuracy; hence, both approaches have similar complexity,
which scales linearly with |S | + |T |. However, in Section 5.1.1, we show the source stage of the first
approach (forward DP and random walks) can be accelerated in a way not possible for the second
approach. Furthermore, in Section 5.1.2, we show the target stage (backward DP) can be accelerated
as well. Hence, using primitive method FW-BW-MCMC and the accelerations of Sections 5.1.1-5.1.2,
we can more efficiently estimate {πs (t)}s ∈S,t ∈T when compared to the existing approach.
5.1.1 Source stage acceleration. To accelerate the source stage, we define a unified MCMC stage
for a set of sources S . At a high level, this scheme allows us to share walks across multiple s ∈ S ,
thereby decreasing the total number of walks required. We motivate the scheme pictorially in
Fig. 3a, for the simple case S = {s1, s2}. Here blue and red depict σs1 and σs2 values, i.e. blue and
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red nodes are the starting nodes of random walks used in the πs1 and πs2 estimates, respectively.
Observe several nodes have nonzero σs1 and σs2 values. The unified MCMC stage allows us to use
random walks sampled from such nodes towards both estimates (πs1 and πs2 ).
To define the unified MCMC stage, we first define an equivalent MCMC stage for a single source.
Recall that in Algorithm 3 we sample each of w random walks in two stages: first, we sample
starting node νs ∼ σs , and second, we sample a walk starting at νs . Equivalently, we can first sample
starting nodes {ν (i)s }wi=1 i.i.d. from σs , and then sample X (w )s (v) :=
∑w
i=1 1{ν (i )s =v } walks starting at
v , for each v ∈ V . With this in mind, the unified MCMC stage proceeds as follows. First, for each
s ∈ S we sample starting nodes {ν (i)s }wi=1 i.i.d. from σs (as in the single source case), and we define
X (w )s (v) as above. Next, we sample X (w )(v) := maxs ∈S X (w )s (v) walks starting at each v ∈ V . Letting
U vi denote the endpoint of the i-th walk from v , we then estimate πs (t) as
πˆs (t) = pt (s) + ⟨ps , r t ⟩ + ∥r
s ∥1
w
∑
v ∈V :X (w )s (v)>0
X (w )s (v)∑
i=1
r t (U vi ). (8)
The final term in (8) is an unbiased estimate of EU∼πσs [r t (U )] using
∑
v ∈V X
(w )
s (v) = w random
walks, so the accuracy guarantee of Algorithm 3 holds. To analyze the complexity of this scheme,
first note we must sample
∑
v ∈V X (w )(v) walks in total. We can then prove the following.
Theorem 5.1. Let pfail, ϵ ∈ (0, 1), and assume
w >
3 log(2∑s ∈S,v ∈V 1{σs (v)>0}/pfail)
ϵ2mins ∈S,v ∈V :σs (v)>0 σs (v)
. (9)
Then with probability at least 1 − pfail,∑
v ∈V
X (w )(v) −w
∑
v ∈V
max
s ∈S
σs (v)
 ≤ ϵw ∑
v ∈V
max
s ∈S
σs (v). (10)
Proof. See Appendix E. □
Before proceeding, we offer several remarks on this result:
• A lower bound on w is also given by (26) in Theorem A.1 to guarantee accuracy of each
scalar estimate. Therefore, ifw exceeds the maximum of (9) and (26), we obtain guarantees
for both scalar accuracy and complexity of the walk sharing scheme; however, in general, it
is unclear which of (9) and (26) is larger.
• While the quantity on the right side of (9) is somewhat unwieldy, it can still be computed at
runtime (after running forward DP) to assess the scheme’s complexity.
• Moving forward, we denote by Σ the matrix with rows {σs }s ∈S , and we write
∥Σ∥∞,1 =
∑
v ∈V
max
s ∈S
σs (v) (11)
for the term appearing in the upper bound of (10). Here we have used the notation of the
Lp,q matrix norm, defined for a matrix A as
∥A∥p,q =
(∑
j (
∑
i |A(i, j)|p )q/p
)1/q
. (12)
From Theorem 5.1, we expect to sample approximately w ∥Σ∥∞,1 walks when w is large. It is
easily verified that ∥Σ∥∞,1 ∈ [1, |S |], so our approach requiresw |S | random walks in the worst case,
but onlyw walks in the best case. In contrast, if we use Bidirectional-PPR as a primitive for many
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pair estimation, the unified MCMC stage is not possible (all random walks used to estimate πs begin
at s , so sharing walks is not possible), andw |S | walks are always required. In short, FW-BW-MCMC
with the unified MCMC stage accelerates the source stage of our many pair estimation approach.
Let us consider the extreme cases for the value of ∥Σ∥∞,1: the worst case ∥Σ∥∞,1 = |S | and the
best case ∥Σ∥∞,1 = 1. The worst case occurs when ∀ v ∈ V , σs (v) > 0 for at most one s ∈ S , i.e.
the support sets of the vectors {σs }s ∈S are disjoint. The best case occurs when σs = σs ′ ∀ s, s ′ ∈ S ,
i.e. the vectors {σs }s ∈S are identical. With these extreme cases in mind, we can interpret ∥Σ∥∞,1
as a clustering measure of the source set S : ∥Σ∥∞,1 is small when the sources are clustered and
large otherwise. (In Section 6, we offer empirical evidence that this clustering measure scales with
a more traditional one, the conductance of S .) In summary, when sources are clustered, we expect
∥Σ∥∞,1 to be small; as a result, estimating PPR for many sources is easier.
5.1.2 Target stage acceleration. Our next goal is to accelerate the target stage of the many pair
estimation approach. For this, we propose a unified DP stage that avoids repeated computations
that may occur when running backward DP for each target separately. We motivate our approach
in the simple case T = {t1, t2}. Assume that pt1 , r t1 have been computed by Algorithm 2, and that
pt2 , r t2 are currently being computed. If r t2 (t1) > r tmax at some iteration, we can use the alternate
update rule given by (13) (rather than that given in Algorithm 2).
pt2 ← pt2 + r t2 (t1)pt1 , r t2 ← r t2 + r t2 (t1)(r t1 − et1 ). (13)
When pt2 , r t2 are updated via (13), the invariant (6) is maintained. Indeed, for any s ∈ V ,
pt2 (s) + r t2 (t1)pt1 (s) +
∑
u ∈V
πs (u)(r t2 (u) + r t2 (t1)(r t1 (u) − et1 (u)))
= pt2 (s) +
∑
u ∈V
πs (u)r t2 (u) + r t2 (t1)((pt1 (s) +
∑
u ∈V
πs (u)r t1 (u)) − πs (t1))) (14)
= πs (t2) + r t2 (t1)(πs (t1) − πs (t1)) = πs (t2), (15)
where in (14) we simply rearranged terms and in (15) we assume pt1 , r t1 and pt2 , r t2 satisfy (6).
We can interpret the update rule (13) as follows. As discussed in Section 4, we view Algorithm 2
as a method of traversing paths to t and computing the probability of these paths. For the update
in Algorithm 2, specific paths are extended by a single step at each iteration; we call this update
Extend. In contrast, the alternate update rule (13) extends paths by (potentially) many steps in an
iteration; specifically, by appending paths to t1, with paths from t1 to t2, to obtain paths to t2. We
call this update Merge to highlight that longer paths are combined to obtain new paths.
The utility of Merge is that the probability of paths to t2 through t1 need not be recomputed one
step at a time via Extend. This is depicted in Fig. 3b: red paths are computed via Extend during t2
DP; blue paths, having already been computed via Extend during t1 DP, are used to compute longer
paths in a single iteration via Merge during t2 DP. In contrast, blue paths would be recomputed
one step at a time via Extend during t2 DP, if separate DP was used. In short, Merge may allow
Algorithm 2 to terminate in fewer iterations. This is made more specific in Proposition 5.2.
Proposition 5.2. Suppose T = {t1, t2} and πt1 (t2) > r tmax. If we run Algorithm 2 for t2 and use
Merge at iterations for whichv∗ = t1, the algorithm terminates in at most nπ (t2)αr tmax −
( ∥pt1 ∥1−α )
α iterations.
If Merge is not used, the number of iterations for termination is at most nπ (t2)αr tmax .
Proof. See Appendix F. □
From Algorithm 2, ∥pt1 ∥1 ≥ α . Hence, Proposition 5.2 allows us to tighten the iteration bound
by ( ∥p
t1 ∥1−α )
α ≥ 0 (with equality if and only if the algorithm terminates in a single iteration for t1).
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In the more general case, the iterations we save roughly scales with the quantity
cT =
|T |∑
i=1
{j ∈ {1, 2, ..., i − 1} : πtj (ti ) > r tmax} , (16)
assuming the nodes in T are chosen in order {t1, t2, . . . , t |T |}. We note the choice of this order has
a clear impact on performance, but optimizing it at runtime is difficult; we discuss this more in
Appendix I. See Algorithm 4 for our many target algorithm.
We next offer a clustering interpretation of the quantity cT . For this, note πtj (ti ) > r tmax is a
notion of “closeness" between ti and tj ; hence, cT is a notion of clustering of the set T , and our
analysis suggests estimating PPR for many targets is easier when the targets are clustered. Note
that, while the source clustering quantity ∥Σ∥∞,1 from Section 5.1.1 is smaller when clustering
among sources is more significant, the target clustering quantity cT is larger when clustering among
targets is more significant; in Section 6, we show −cT scales with the conductance of T in practice.
ALGORITHM 4: {(pt , r t )}t ∈T = Approx-Cont-Many-Targets(G,T = {t1, t2, . . . , t |T |},α , r tmax)
for i = 1 to |T | do
Compute pti , r ti as in Algorithm 2, but using Merge (13) when v∗ ∈ {t1, t2, ..., ti−1}
end
5.2 Matrix approximation viewpoint
For the second variant of the many pair estimation problem, we view {πs (t)}s ∈S,t ∈T as a matrix
that we aim to accurately approximate. For simplicity, we assume |S | = |T | = l , and we denote
these sets S = {si }li=1,T = {ti }li=1. We also assume V = {1, 2, ...,n}, and we let Π denote the matrix
of dimension n × n whose (i, j)-th element is πi (j). In this notation, we seek an estimate Πˆ(S,T ) of
Π(S,T ) that minimizes ∥Πˆ(S,T ) − Π(S,T )∥2, where for a matrix A, A(I , J ) denotes the submatrix of
A containing rows I and columns J , and where ∥A∥2 = max∥x ∥2=1 ∥Ax ∥2 is the operator norm.
Before proceeding, we introduce additional notation used in this section. Similar to the A(I , J )
notation, A(I , :) and A(:, J ) are the submatrices with rows I and all columns, and all rows and
columns J , respectively. For a vector x , x(I ) is the vector with elements I ; when x has nonzero
entries, diag(x) and diag(1/x) are the diagonal matrices whose i-th diagonal elements are x(i)
and 1/x(i), respectively. Finally, we will encounter stable rank, which for a matrix A is defined as
srank(A) = (∥A∥F /∥A∥2)2, where ∥ · ∥F = ∥ · ∥2,2 is the Frobenius norm, with ∥ · ∥2,2 defined as in
(12). It is straightforward to verify 1 ≤ srank(A) ≤ rank(A) by writing ∥A∥2F and ∥A∥22 in terms the
singular values of A (see, for example, Section 2.1.15 of [31]).
With this notation in mind, we define the following matrices:
PS ∈ Rn×l s.t. PS (i, j) = psj (i), RS ∈ Rn×l s.t. RS (i, j) = r sj (i), (17)
PT ∈ Rn×l s.t. PT (i, j) = ptj (i), RT ∈ Rn×l s.t. RT (i, j) = r tj (i). (18)
Here psj , r sj and ptj , r tj are assumed to have been computed via Algorithms 1 and 4, respectively.
We may then collect the invariant (7) for each (si , tj ) pair in matrix form as
Π(S,T ) = PT (S, :) + PTSRT + RTSΠRT . (19)
Observe only RTSΠRT is unknown in (19). Hence, we consider estimation of this term. To this end,
let σ be any n-length vector satisfying σ (i) > 0 ∀ i ∈ {1, 2, ...,n} and ∑ni=1 σ (i) = 1; note we may
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view σ as a distribution on V . We then rewrite the unknown term in (19) as
RTSΠRT = R
T
Sdiag(1/σ )diag(σ )ΠRT . (20)
Using (20), we can obtain unbiased estimates of RTSΠRT as follows. Let {µi }wi=1 be i.i.d. samples from
σ . For i ∈ {1, 2, ...,w}, let νi ∼ πµi independently (where we sample from πµi using a random walk,
as given by (3)), and letXi = RTSdiag(1/σ )eµi eTνiRT . It is straightforward to see E[eµi eTνi ] = diag(σ )Π;
hence, E[Xi ] = RTSΠRT . We may then estimate Π(S,T ) as Πˆ(S,T ) = PT (S, :) + PTSRT + 1w
∑w
i=1Xi .
We will consider two forms of σ for this approach. Specifically, let us define
σavg(i) = 1
l
∑
s ∈S
σs (i), σmax(i) = 1∥Σ∥∞,1 maxs ∈S σs (i), (21)
where σs = r s/∥r s ∥1 as before. Observe that when σ ∈ {σavg,σmax}, the assumption∑ni=1 σ (i) = 1 is
satisfied. Furthermore, we argue that the assumption σ (i) > 0 is without loss of generality in these
cases. Indeed, suppose σ (j) = 0 for some j and σ (i) > 0 for i , j. Then P[µi = j] = 0 by definition,
and by (21), r s (j) = 0 ∀ s ∈ S . It is then readily verified that RS (V \ {j}, :)Tdiag(1/σ (V \ {j}))eµi eTνiRT
is an unbiased estimate of RTSΠRT , where here diag(1/σ (V \ {j})) is well-defined. Given this simple
fix, we assume σ (i) > 0 for the remainder of the section.
To summarize, we have proposed thematrix approximation scheme formally defined in Algorithm
5. Theorem 5.3 provides a guarantee for the accuracy of this scheme.
ALGORITHM 5: Πˆ(S,T ) = FW-BW-MCMC-Many-Pair(G, S = {si }li=1,T = {ti }li=1,α , r tmax, r smax,w)
for i = 1 to l do
(psi , r si ) = Approximate-PageRank(G, si ,α , r smax) (Algorithm 1)
end
{(pt , r t )}t ∈T = Approx-Cont-Many-Targets(G,T ,α , r tmax) (Algorithm 4)
Construct PS ,RS , PT ,RT via (17), (18); compute σ = σavg or σ = σmax via (21)
for i = 1 tow do
Sample random walk starting at µi ∼ σ of length ∼ geom(α )
Let Xi = RTSdiag(1/σ )eµi eTνiRT , where νi is endpoint of walk
end
Let Πˆ(S,T ) = PT (S, :) + PTSRT + 1w
∑w
i=1 Xi
Theorem 5.3. Let ϵ > 0. If σ = σavg, letw ≥ l2
√
srank(Π(S,T )) log(2l/pfail)r smaxr tmax(6+ 4ϵ)/(3ϵ2).
If σ = σmax, letw ≥ l3/2∥Σ∥∞,1 log(2l/pfail)r smaxr tmax(6 + 4ϵ)/(3ϵ2). Then with probability at least 1 −
pfail, Algorithm 5 returns an estimate Πˆ(S,T ) satisfying ∥Π(S,T ) − Πˆ(S,T )∥2 ≤ ϵ max{∥Π(S,T )∥2, 1}.
Proof. See Appendix G □
In light of Theorem 5.3, let us compare the complexity of the σavg and σmax approaches. Neglecting
common factors,w scales with l2 and l3/2 in the best case for σavg and σmax, respectively; in the worst
case, w scales with l5/2 for both approaches. In the next section, we compare
√
l srank(Π(S,T ))
with ∥Σ∥∞,1 empirically to compare the “typical" case.
Next, we observe Theorem 5.3 shows that, as in the scalar estimation viewpoint of Section
5.1, PPR matrix approximation is easier when clustering occurs. This is because, when σ = σmax,
complexity scales with ∥Σ∥∞,1 (which we have argued is measure of clustering of S); when σ = σavg,
complexity scales with srank(Π(S,T )), a measure of matrix dimensionality. Additionally, stable
rank is unique from the clustering quantities introduced thus far in that it takes into account both
S and T (unlike ∥Σ∥∞,1, which only accounts for S , or cT , which only accounts for T ).
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Finally, we comment on a difference for the choices of σ . In particular, when σ = σmax, one
can setw proportional to ∥Σ∥∞,1 before sampling random walks, leveraging clustering at runtime
to increase efficiency. In contrast, when σ = σavg, the scaling factor in the w lower bound is
the unknown quantity srank(Π(S,T )). However, we propose using srank(PT (S, :) + PTSRT ) (known
at runtime) as a surrogate for srank(Π(S,T )). In Section 6, we show empirically that using this
surrogate yields performance similar to using srank(Π(S,T )).
6 EXPERIMENTS
In this section, we demonstrate the empirical performance of our algorithms and the role of
clustering in their performance. We conduct experiments using both synthetic and real graphs.
On the synthetic side, we use a directed Erdős-Rényi graph and directed stochastic block model
(referred to hereafter as Direct-ER and Direct-SBM, respectively), each with n = 2 × 103 and
E[m] = 2 × 104. For the real datasets, we use a set of graphs from the Stanford Network Analysis
Platform [21] including social networks (Slashdot, Wiki-Talk), partial web crawls (web-BerkStan,
web-Google), co-purchasing and co-authoring graphs (com-amazon, com-dblp), and a road network
(roadNet-PA). In addition to the diverse domains of these datasets, they differ in terms of sparsity
(in order of magnitude, each has 106 edges, but the number of nodes ranges from 104 to 106), so we
believe our empirical results are robust across different graph structures. We also note that error
bars depict standard deviation across experimental trials, while for scatter plots without error bars,
each dot represents a single trial. Finally, Appendix H contains further experimental details.
6.1 Synthetic data
6.1.1 Scalar estimation. We first compare FW-BW-MCMCwith Bidirectional-PPRwhen comput-
ing πs (t) ∀ (s, t) ∈ S ×T as |S | and |T | grow on Direct-ER. More specifically, for FW-BW-MCMC we
use the ∥D−1r s ∥∞ ≤ r smax forward DP scheme as in FW-BW-MCMC-Practical, sample walks using
the scheme from Section 5.1.1, and use Algorithm 4 for backward DP; for Bidirectional-PPR, we
sample walks separately from each s ∈ S and run backward DP separately for each t ∈ T . Results
are shown in Fig. 4. Note the number of random walks sampled and number of backward DP
iterations grow more slowly with |S | = |T | using FW-BW-MCMC, due to the accelerations proposed in
Sections 5.1.1 and 5.1.2, respectively. As a result, runtime grows more slowly using FW-BW-MCMC. In
terms of accuracy, the algorithms offer similar performance: average relative error for FW-BW-MCMC
and Bidirectional-PPR is 0.078 and 0.088, respectively. In Fig. 4, we also show the clustering
quantities (11) and (16). We observe the source clustering quantity ∥Σ∥∞,1 has a concave shape,
which corresponds to the apparent sublinear growth of random walks as |S | grows. Additionally,
the target clustering quantity cT has a convex shape; since backward DP iteration savings scale with
cT , we expect DP iterations to correspondingly “flatten", which indeed occurs. These observations
empirically validate the key insights of Section 5.1: namely, that the estimation schemes proposed
have complexities that scale with the identified clustering quantities ∥Σ∥∞,1 and cT . Finally, we plot
srank(Π(S,T )) on the runtime plot; note it appears to flatten along with runtime as |S |, |T | grow.
Next, to further examine the effect of clustering, we use Direct-SBM, a highly modular graph
(one with subsets of nodes densely connected among themselves but sparsely connected to the rest
of the network). We fix |S | = |T | = 100 and sample S and T from decreasingly clustered sets via the
following scheme: we first sample S,T from a single community, we then sample S,T from two
communities, etc., until we sample S,T from the entire graph, allowing us to observe a wide range
of clustering. As in the previous experiment, we are interested in how algorithmic performance
relates to ∥Σ∥∞,1 and cT . Here, we also compare these quantities to a clustering measure commonly
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Fig. 4. On Direct-ER, random walks, backward DP iterations, and runtime scale more slowly in |S |, |T | for
our method FW-BW-MCMC when compared to the existing method Bidir-PPR.
Fig. 5. When clustering is significant, fewer random walks and backward DP iterations yield faster runtime
for our method on Direct-SBM; additionally, our clustering measures roughly scale with conductance.
Fig. 6. On Direct-SBM, our matrix approximation schemes are most efficient when clustering is significant;
additionally, the surrogate srank(PT (S, :) + PTSRT )) performs similar to srank(Π(S,T )).
used in the graph theory literature [2, 3]; namely, conductance, defined forU ⊂ V as
Φ(U ) =
∑
i ∈U , j<U Ai j
min{∑u ∈U dout(u),∑u<U dout(u)} .
In Fig. 5, we observe fewer random walks are sampled when Φ(S) is small (when S is significantly
clustered); similarly, the backward DP converges in fewer iterations when Φ(T ) is small (when T
is significantly clustered). Furthermore, Fig. 5 shows that ∥Σ∥∞,1 grows with Φ(S) and −cT grows
with Φ(T ) (here we show −cT because it is positively correlated with conductance). In short, our
identified clustering quantities behave similar to conductance. In the runtime plot, we again show
srank(Π(S,T )) as a measure of overall complexity; this quantity (roughly) grows with the average
conductance 12 (Φ(S) + Φ(T )), as does runtime.
6.1.2 Matrix approximation. We now document performance of our matrix approximation
scheme (Algorithm 5) using Direct-SBM and the S,T sampling strategy from the previous experi-
ment. We compare three cases: σ = σmax with w ∝ ∥Σ∥∞,1, σ = σavg with w ∝
√
l srank(Π(S,T )),
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Fig. 7. On real graphs, our scalar methods are typically 1.4 and 2.9 times faster than existing methods when
S,T are chosen uniformly and clustered, respectively, due to fewer random walks and DP iterations.
and σ = σavg withw ∝
√
l srank(PT (S, :) + PTSRT ). These cases are motivated by Theorem 5.3, which
states that the sample requirements for σ = σmax and σ = σavg are ∥Σ∥∞,1 and
√
l srank(Π(S,T )),
respectively (neglecting common factors); additionally, since srank(Π(S,T )) is unknown in practice,
we proposed using srank(PT (S, :) + PTSRT ) as a surrogate in the discussion following the theorem.
Results are shown in Fig. 6. Observe that for all three cases, fewer walks are sampled when S and
T are clustered (i.e. when 12 (Φ(S) + Φ(T )) is small; nevertheless, error remains roughly constant
(in fact, when clustering is present, error is somewhat lower despite fewer walks being sampled).
Further, we observe σmax and σavg have similar performance, in terms of complexity and accuracy.
Finally, we note the results for the srank(Π(S,T )) and srank(PT (S, :)+ PTSRT ) cases are quite similar,
suggesting that srank(PT (S, :) + PTSRT ) is an appropriate surrogate for srank(Π(S,T )).
6.2 Real data
6.2.1 Scalar estimation. We next compare FW-BW-MCMC with Bidirectional-PPR as in Section
6.1.1, but here using real datasets. We fix |S | = |T | = 1000 and randomly sample S,T using two
different schemes: sampling uniformly among all nodes and using an algorithm described in
Appendix H to build clustered subsets of nodes; we find these schemes typically give conductance
values ≈ 0.99 and ≈ 0.5, respectively, allowing us to observe two degrees of clustering. In Fig.
7, we show random walk count, DP iteration count, and runtime for our method relative to
the corresponding values using Bidirectional-PPR. Averaging across the diverse set of graphs
considered, our method is approximately 1.4 times faster in the uniform case and 2.9 times faster
in the clustered case, highlighting the efficiency of our algorithms and the impact of clustering
on their performance. Additionally, we note our method is at least twice as fast for all datasets
in the clustered case. For the same experiment, we also show random walk count (normalized to
w) and the number of Merge updates (i.e. the number of DP iterations saved when compared to
existing methods) in Fig. 8. From Theorem 5.1 and Proposition 5.2, we expect these quantities to
scale linearly with the identified clustering quantities ∥Σ∥∞,1 and cT , respectively; from Fig. 8, we
observe this scaling roughly occurs. This verifies our analysis empirically on real datasets.
6.2.2 Matrix approximation. Finally, we test our matrix approximation scheme (Algorithm 5) on
real graphs. Here we also compare to a baseline method that does not leverage clustering among
targets and sources. In particular, we run backward DP separately for each target, rather than using
the accelerated scheme as in Algorithm 5. Additionally, the baseline method uses no forward DP,
i.e. we set r smax = 1 in Algorithm 5, so that ps = 0, r s = es ∀ s ∈ S . Note that, in this case, both the
σmax and σavg schemes reduce to sampling µi ∼ S uniformly, sampling νi ∼ πνi using a random
walk, and estimating Π(S,T ) as Πˆ(S,T ) = PT (S, :)+ 1w
∑w
i=1Xi , whereXi = [es1 es2 · · · esl ]Teµi eTνiRT
is an unbiased estimate of Π(S, :)RT . We reemphasize that walks are not shared among sources
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Fig. 8. On real graphs, random walks and Merge updates scale with clustering quantities ∥Σ∥∞,1 and cT ,
empirically validating the analysis of Section 5.1 across diverse datasets.
Fig. 9. On real graphs, our matrix approximation schemes are significantly faster than the baseline method
(which uses no forward DP) with comparable accuracy; this is most notable when S,T are clustered.
for this baseline scheme, i.e. clustering among sources is not leveraged to improve performance.
For the baseline scheme, we set w ∝ l , and we compare performance to the σmax scheme with
w ∝ ∥Σ∥∞,1 and the σavg scheme withw ∝
√
l srank(PT (S, :) + PTSRT ). Results are shown in Fig. 9,
with quantities shown for the σmax and σavg schemes relative to the baseline scheme. Averaging
across datasets, the σmax and σavg schemes are over twice as fast as the baseline scheme when S,T
are chosen uniformly and 3.4 times faster when S,T are clustered; additionally, the accuracy of
both schemes is comparable to the baseline across datasets (and slightly better on average). We also
note both our schemes are at least twice as fast as the baseline for all graphs in the clustered case.
7 APPLICATION: DISTRIBUTED RANDOMWALK SAMPLING
Thus far, our key finding has been that PPR estimation complexity scales with quantities that
describe clustering among sources and/or targets. In this section, we demonstrate one application
of these findings; namely, that these findings can be used to efficiently estimate {πs }s ∈S online
when several machines are available and when offline storage is permitted. More specifically, we
consider a natural distributed computational setting with the following features:
• k machines are available for parallel computation and a central machine is available to
facilitate the parallel computation (for simplicity, we assume k ∈ {|S |, |S |/2, |S |/3, . . .})
• {pt , r t }t ∈V have been precomputed via Algorithm 2 and are stored offline
Using the existing method Bidirectional-PPR as a primitive, a baseline strategy for this esti-
mation task is as follows: arbitrarily partition S into k subsets of size |S |/k , use the i-th machine to
sample random walks from each source s belonging to the i-th subset, and estimate πs using the
endpoints of walks from s and {pt , r t }t ∈V (as in the primitive method Bidirectional-PPR).
Our goal is to devise a strategy more efficient than this baseline. In particular, we propose the
following approach. First, we arbitrarily partition S into k subsets of size |S |/k , and we use the i-th
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machine to run forward DP (Algorithm 1) for each source s belonging to the i-th subset. Second, we
use the central machine to construct another partition {Si }ki=1 of S , in a manner we discuss shortly.
Third, we use the i-th machine to run the accelerated source stage from Section 5.1.1 for the subset
of sources Si . Finally, we estimate πs as in the primitive method FW-BW-MCMC.
It remains to specify how to construct the partition {Si }ki=1. For this, we turn to Theorem 5.1
and the results of Section 6, which indicate that the number of random walks sampled on the i-th
machine scales with ∥ΣSi ∥∞,1, where ΣSi is the matrix with rows {σs }s ∈Si . Hence, as the random
walk stage in our approach runs in parallel across i , the runtime of the this stage scales with (22).
Our goal is thus to construct the partition {Si }ki=1 so as to minimize (22). However, as this is a
combinatorial optimization problem, we next devise a heuristic method to approximate the solution.
max
i ∈{1, ...,k }
∥ΣSi ∥∞,1. (22)
To simplify the discussion of our heuristic method, we introduce some notation. For S ′ ⊂ S , let
σS ′ be s.t. σS ′(v) = maxs ′∈S ′ σs ′(v) ∀ v ∈ V ; note ∥ΣS ′ ∥∞,1 = ∥σS ′ ∥1. For S ′ ⊂ S and s ∈ S \ S ′, let
d(s, S ′) =
∑
v ∈V
max {σs (v) − σS ′(v), 0} . (23)
It is straightforward to show (24), i.e. (23) gives the increase in ∥σS ′ ∥1 if s is added to S ′.
d(s, S ′) = ∥σS ′∪{s }∥1 − ∥σS ′ ∥1. (24)
With this notation in place, we may restate the objective function (22) as
max
i ∈{1, ...,k }
∥σSi ∥1. (25)
Our heuristic method to approximate the minimizer of (25) proceeds as follows. First, we assign
one node to each Si , i ∈ {1, . . . ,k}, using an initialization method similar to k-means++ [4]: we
choose the i-th of these nodes with probability proportional to its distance from the first (i − 1)
of them, in hopes of choosing initial nodes with σs vectors far apart. Next, we iteratively assign
the remaining |S | − k nodes to some S j . In particular, we assign s to S j such that d(s, S j ) + ∥σSj ∥1 is
minimal; from (24), this can be viewed as minimizing the increase in the objective function (25)
incurred by assigning s to some S j . This heuristic method is formally defined in Algorithm 6.
ALGORITHM 6: {Si }ki=1 = Source-Partition ({σs }s ∈S , k)
Draw s ∼ S uniformly, set S1 = {s}, σS1 = σs ; set Si = ∅ ∀ i ∈ {2, . . . ,k}
for i = 2 to k do
Draw s ∼ S with probability proportional to minj ∈{1, ...,i−1} ∥σs − σSj ∥1; set Si = {s}, σSi = σs
end
for i = k + 1 to |S | do
Choose any s ∈ S \ (∪kj=1Sj ) (any s not yet assigned); compute d(s, Sj ) ∀ j ∈ {1, . . . ,k}
Let j∗ ∈ argminj d(s, Sj ) + ∥σSj ∥1 , σSj∗ (v) = max{σSj∗ (v),σs (v)} ∀ v ∈ V , Sj∗ = Sj∗ ∪ {s}
end
We now empirically compare our approach with the baseline scheme. For this experiment, we set
S = {S˜i }ki=1, where each S˜i is a clustered subset of nodes constructed as in Section 6 (with k = 10
and |S˜i | = 100 ∀ i). This yields a set of sources S that is not highly clustered itself, but that contains
k subsets that are densely connected internally and sparsely connected to other subsets.
In addition to comparing our approach with the baseline scheme, we also test the performance
of an “oracle” scheme, which knows the clustering information of the input set S . More specifically,
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Fig. 10. In the distributed setting, our heuristic method is typically twice as fast as the baseline, samples 14 of
the walks, and produces a low objective function value, with performance similar to an oracle method.
the oracle scheme proceeds in the same manner as our scheme, except instead of using the heuristic
method (Algorithm 6) to construct the partition {Si }ki=1, it simply sets Si = S˜i ∀ i ∈ {1, 2, . . . ,k}.
Put differently, while the heuristic scheme attempts to learn an assignment of sources to machines
for which each machine is assigned a clustered set of sources (in the sense that (25) is minimal),
the oracle scheme knows such an assignment a priori.
Results for this experiment are shown in Fig. 10, using the set of real graphs from Section 6.
Averaging across graphs, the heuristic and oracle methods are both roughly twice as fast as the
baseline scheme (left). Additionally, both methods sample approximately 14 of the random walks
sampled by the baseline scheme, across graphs (middle). Finally, the heuristic method typically
produces a partition {Si }ki=1 of S with objective function value (25) similar to that produced by
the oracle method (right). Interestingly, the heuristic method outperforms the oracle method for
several datasets. This suggests that the cluster information known by the oracle method does not
necessarily produce an optimal assignment of sources to machines; rather, the clustering quantity
∥σSi ∥1 identified in Section 5.1.1 may be the quantity that truly dictates performance of this scheme.
Before closing, we offer several remarks on this distributed setting. First, while we focused on the
scalar estimation scheme from Section 5.1.1, the framework naturally extends to the σmax matrix
approximation scheme from Section 5.2. In particular, using the latter scheme in this setting would
also involve construction of a partition so as to minimize (25), per Theorem 5.3. For this reason, we
expect the performance of this scheme to be similar to Fig. 10. Second, we note that using the σavg
matrix approximation scheme in this setting requires a partition that minimizes a different objective
function. In Appendix J, we present an algorithm to construct such a partition, as well as empirical
results describing performance (in short, our scheme performs similarly to the oracle and noticeably
outperforms the baseline, as in Fig. 10). Third, we find in practice that our heuristic partitioning
schemes naturally balance the number of sources assigned to each machine (see Appendix J for
empirical evidence). Such balance is crucial in the performance of our scheme. This is because
we require ∥σSi ∥1 = O(|S |/k) ∀ i to perform as well as the baseline, which may in turn require an
extreme degree of clustering if the partition is unbalanced (for example, if |Si | = O(|S |) for some i).
It is worth noting that we also tried to partition {σs }s ∈S using k-means++ (an off-the-shelf vector
partitioning algorithm), but this led to highly unbalanced assignments (and thus poor performance).
8 CONCLUSIONS
In this work, we analyzed the relationship between PPR estimation complexity and clustering by
devising estimation algorithms for many node pairs and showing the complexity of these methods
scales with quantities interpretable as clustering measures. To demonstrate the utility of these
findings, we considered a distributed setting for which the clustering quantities computed in situ
could be leveraged to reduce computation time. We believe this setting and the algorithms we
:18 Daniel Vial and Vijay Subramanian
designed for it are just one example of how our findings can be used to accelerate PPR estimation;
hence, an avenue for future work would be to further explore applications of our results.
APPENDIX A ANALYSIS OF FW-BW-MCMC AND COMPARISON TO BIDIRECTIONAL-PPR
Here we formally state and prove the performance guarantees for FW-BW-MCMC that were stated
informally at the end of Section 4. We include the corresponding results for Bidirectional-PPR
for comparison. We first present the accuracy guarantee, Theorem A.1. The basic idea is to bound
relative error when πs (t) ≥ δ and to bound absolute error when πs (t) < δ . The authors of [22]
suggest choosing δ = O( 1n ). This choice dictates that we desire the relative bound when t ’s PPR
exceeds a uniform distribution over all nodes, which suggests that t is “significant” to s in this case.
The proof applies the Chernoff bound to a variety of cases; this approach is similar to the proof in
[22], but we must address cases that do not arise in that work.
Theorem A.1. Fix minimum PPR threshold δ , relative error tolerance ϵ , and failure probability
pfail. For FW-BW-MCMC, assume the following hold:
ϵ ∈
(
0, 1√
2e
)
, w =
cr smaxr
t
max
δ , c >
3(2e)1/3 log(2/pfail)
ϵ 7/3 . (26)
For Bidirectional-PPR, assume the following hold:
r tmax ∈
(
2eδ
αϵ , 1
)
, w =
cr tmax
δ , c >
3 log(2/pfail)
ϵ 2 . (27)
Then the estimate πˆs (t) produced by either algorithm satisfies the following with probability ≥ 1−pfail:
|πs (t) − πˆs (t)| ≤
{
ϵπs (t), πs (t) ≥ δ (significant case)
2eδ , πs (t) < δ (insignificant case)
.
Proof. See [22] for Bidirectional-PPR; see Appendix B for FW-BW-MCMC. □
From Theorem A.1, FW-BW-MCMC offers the same accuracy as Bidirectional-PPR. However,
our assumptions on ϵ and c are stronger than those required for Bidirectional-PPR. The first
assumption is mild, since 1√
2e
≈ 0.43 and we typically desire a tighter relative error bound. The
second affects complexity and will be discussed next. Note also that our guarantee holds for any
r tmax ∈ (0, 1), while proving the theorem for Bidirectional-PPR requires a lower bound on r tmax.
Next, we have a worst-case complexity result in Theorem A.2 (by worst case, we mean the result
holds for when the algorithm is run for any s, t ∈ V ). The idea is to choose r smax, r tmax to balance
the complexity of the DP and MCMC stages of the algorithm. The result requires an additional
assumption, (28), which guarantees that these r smax, r tmax values lie in (0, 1). Note that with δ = O( 1n ),
this assumption requiresm = O(n), i.e. nodes have constant degrees as n grows.
Theorem A.2. Fix minimum PPR threshold δ , relative error tolerance ϵ , and failure probability pfail.
Assume (26) and (27) hold, so the accuracy guarantee from Theorem A.1 holds. Furthermore, assume
mδ <
log(1/pfail)
ϵ 2 . (28)
Then the complexity of FW-BW-MCMC is minimized by setting r smax = r
t
max =
m1/3δ 1/3ϵ 7/9
(log(1/pfail))1/3 , which
yields complexity O
(
m2/3(log(1/pfail))1/3
αϵ 7/9δ 1/3
)
. For comparison, the complexity of Bidirectional-PPR is
minimized by setting r tmax =
√
mδϵ√
log(1/pfail)
, which yields complexity O
(√
m log(1/pfail)
αϵ
√
δ
)
.
Proof. See Appendix C. □
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Note that, with δ = O( 1n ), so thatm = O(n), both algorithms have complexity linear in n, while
FW-BW-MCMC has strictly better dependence on the parameters pfail and ϵ .
Finally, we can obtain an average-case complexity result for FW-BW-MCMC-Practical (Algorithm
8). As mentioned in Section 4, this version of the algorithm changes the termination criteria to
∥D−1r s ∥∞ ≤ r smax in the forward DP; this allows us to obtain the following result.
Theorem A.3. For any s ∈ V and for t ∼ V uniformly, FW-BW-MCMC-Practical produces an
estimate satisfying the accuracy guarantee of Theorem A.1 and has complexity O
(√
m log(1/pfail)√
nδαϵ 7/6
)
.
Proof. See Appendix D. □
With δ = O(n), this establishes theO(√m) average case complexity claimed at the end of Section
4. This is nearly same result established for Bidirectional-PPR in [22]; our result only has an
extra factor of ϵ−1/6 (which arises from Theorem A.1).
APPENDIX B PROOF OF THEOREM A.1
We will use the following result from [10].
Theorem B.1. (from Theorem 1.1 in [10]) Let {Zi } be a set of independent random variables with
Zi ∈ [0, 1] ∀ i , and let Z = ∑i Zi . Then the following hold:
P[Z > (1 + η)E[Z ]] ≤ exp(−η2E[Z ]/3) ∀ η ∈ (0, 1), (29)
P[Z < (1 − η)E[Z ]] ≤ exp(−η2E[Z ]/2) ∀ η ∈ (0, 1), (30)
P[Z > d] ≤ 2−d ∀ d > 2eE[Z ]. (31)
We also observe we can use (29) and (30) to obtain (32).
P[|Z − E[Z ]| > ηE[Z ]] ≤ 2 exp(−η2E[Z ]/3). (32)
To begin the proof, we define Yi = Xi/r tmax and Y =
∑w
i=1 Yi , where Xi is from Algorithm 3.
Observe the Yi ’s are independent and Yi ∈ [0, 1] (by the terminating condition of Algorithm 2), so
Theorem B.1 applies for appropriate choices of η and d . We also observe that (33) holds, which
follows by linearity andw = cr
s
maxr
t
max
δ in the statement of the theorem.
E[Y ] = wr tmaxE[Xi ] =
cr smax
δ E[Xi ]. (33)
We now analyze the two guarantees in the statement of the theorem: the relative error bound
when πs (t) ≥ δ and the absolute error bound when πs (t) < δ .
B.1 πs (t) ≥ δ guarantee
We aim to show P[|πˆs (t) − πs (t)| > ϵπs (t)] < pfail ∀ ϵ ∈ (0, 1√2e ). We will examine three cases. The
first two cases depend on the constant k := ( ϵ2e )1/3 (we motivate the choice of this constant at
the conclusion of this subsection). We observe the following, which follows from the assumption
c >
3(2e)1/3 log(2/pfail)
ϵ 7/3 and will be used in the first two cases:
k
3 =
ϵ
6ek2 =
ϵ 1/3
3(2e)1/3 >
log(2/pfail)
ϵ 2c . (34)
For the first case, assume E[Y ] ≥ kc . Then we have the following:
P[|πˆs (t) − πs (t)| > ϵπs (t)] ≤ P
[ 1
w
∑w
i=1Xi − E[Xi ]
 > ϵE[Xi ]]
= P [|Y − E[Y ]| > ϵE[Y ]] ≤ 2 exp (−ϵ2E[Y ]/3) ≤ 2 exp (−ϵ2kc/3) < pfail.
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Here the first inequality holds by definition of πˆs (t) in Algorithm 3 and the invariant (7); the equality
holds by (33) and the definition of Y ; the second inequality is the application of Theorem B.1 (note
ϵ < 1√
2e
< 1 by assumption, so (32) applies); and the final two inequalities holds by assumption
E[Y ] ≥ kc and (34), respectively.
For the second case, assume E[Y ] ∈ [ ϵc2e ,kc). First, observe that by (33), the assumption E[Y ] < kc ,
and the Algorithm 1 terminating condition,
∥r s ∥1E[Xi ] = ∥r
s ∥1δE[Y ]
cr smax
< ∥r
s ∥1kδ
r smax
≤ kδ .
and so πs (t) ≥ ∥r s ∥1E[Xi ] + (1 − k)δ (else, πs (t) < δ by (7), a contradiction). We then write:
P[|πˆs (t) − πs (t)| > ϵπs (t)] ≤ P
[ 1
w
∑w
i=1Xi − E[Xi ]
 > ϵ (E[X ] + (1−k )δ∥r s ∥1 )]
= P
[
|Y − E[Y ]| > ϵ
(
E[Y ] + (1−k )δw∥r s ∥1r tmax
)]
≤ P [|Y − E[Y ]| > ϵ (E[Y ] + (1 − k)c)]
= P
[
|Y − E[Y ]| > ϵ
(
E[Y ] +
(
1−k
k
)
kc
)]
< P
[|Y − E[Y ]| > ϵk E[Y ]]
≤ 2 exp (−ϵ2E[Y ]/(3k2) ) < 2 exp (−ϵ3c/(6ek2) ) < pfail.
Here the first inequality and first equality follow similar arguments as Case 1; the second inequality
is by the Algorithm 1 terminating condition andw = cr
s
maxr
t
max
δ ; the second equality simply multiplies
and divides k ; the third inequality holds by assumption E[Y ] ∈ [ ϵc2e ,kc); the fourth inequality holds
by Theorem B.1 (note ϵk = ϵ
2/3(2e)1/3 < 1 by assumption ϵ < 1√
2e
, so (32) applies); the fifth
inequality follows from E[Y ] ∈ [ ϵc2e ,kc); and the final inequality holds by (34). Note we have
assumed 1 − k > 0 in the third and fifth inequality; this follows from ϵ < 1√
2e
.
Finally, for the third case, assume E[Y ] < ϵc2e . We have the following:
P[|πˆs (t) − πs (t)| > ϵπs (t)] = P
[ 1
w
∑w
i=1Xi − E[Xi ]
 > ϵπs (t )∥r s ∥1 ] = P [ |Y − E[Y ]| > ϵπs (t )w∥r s ∥1r tmax ]
≤ P
[
|Y − E[Y ]| > ϵδwr smaxr tmax
]
= P [|Y − E[Y ]| > ϵc] ≤ P[Y > ϵc] ≤ 2−ϵc . (35)
Here the first three equalities and first inequality follow similar arguments as previous cases;
the penultimate inequality holds since {|Y − E[Y ]| > ϵc} ⊂ {Y > ϵc} when Y ≥ E[Y ], whereas
{|Y − E[Y ]| > ϵc} ⊂ {E[Y ] > ϵc} ⊂ {2eE[Y ] > ϵc} = ∅ when Y < E[Y ]; and the final inequality
holds by Theorem B.1; note ϵc > 2eE[Y ] by assumption, so (31) applies. Next, we observe
ϵc >
6e log(1/pfail)
(√2eϵ )4/3 > 6e log(1/pfail) =
6e
log2(e) log2(1/pfail) > log2(1/pfail). (36)
where the first two inequalities hold by c > 3(2e)
1/3 log(1/pfail)
ϵ 7/3 and ϵ <
1√
2e
, and the final inequality
holds since e < 4⇒ log2(e) < 2⇒ 6elog2(e) >
3e
2 > 1. Combining (35) and (36) completes Case 3.
B.1.1 Comment on choice ofk . The bounds in Cases 1 and 3 growwith decreasing and increasing
k , respectively; hence, we equate the two to minimize failure probability, which yields k = ( ϵ2e )1/3.
B.2 πs (t) < δ guarantee
We aim to show P[|πˆs (t) − πs (t)| > 2eδ ] < pfail. Observe that by assumption πs (t) < δ and the
invariant (7), ∥r s ∥1E[Xi ] < δ . By (33), this implies 2eE[Y ] < 2ewδr tmax ∥r s ∥1 =: b. Then
P[|πˆs (t) − πs (t)| > 2eδ ] = P
[ 1
w
∑w
i=1Xi − E[Xi ]
 > 2eδ∥r s ∥1 ] = P [ |Y − E[Y ]| > 2eδw∥r s ∥1r tmax ]
= P [|Y − E[Y ]| > b] ≤ P[Y > b] ≤ 2−b .. (37)
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Here the equalities follow similar steps as previous cases, the first inequality holds by the same
argument in the Case 3 analysis, and the final inequality holds by Theorem B.1 (note (31) applies
since b > 2eE[Y ]). We also observe
b = 2ewδr tmax ∥r s ∥1 >
2ewδ
r tmaxr smax
= 2ec > ϵc > log2(1/pfail), (38)
where the first inequality is by the Algorithm 1 terminating condition, the second inequality holds
since 2e > 1 > ϵ , and the third inequality follows from (36); the equalities are by definition. Finally,
we combine (37) and (38) to complete the proof.
APPENDIX C PROOF OF THEOREM A.2
The complexity of Algorithm 3 is the total complexity of Algorithm 2, Algorithm 1, and the random
walks. In Appendices C.1 and C.2, we show Algorithms 2 and 1 have complexity mαr tmax and
m
αr smax
,
respectively (using arguments from [1] and [2]). Furthermore, the complexity of the random walk
stage is O( r smaxr tmax log(1/pfail)αδϵ 7/3 ), where 1α is the expected complexity of sampling a single random walk,
and where the remaining factors give the number of walks required (recall in the statement of the
theorem we assume (26) holds). Hence, the complexity of Algorithm 3 is O(C(r smaxr tmax)/α), where
C(r smaxr tmax) = mr smax +
r smaxr
t
max log(1/pfail)
δϵ 7/3 +
m
r tmax
. (39)
We now aim choose r smax, r tmax to minimize O(C(r smaxr tmax)/α), or equivalently, to minimize
C(r smaxr tmax). For this, we let K = log(1/pfail)δϵ 7/3 > 0 and note ∂C∂r smax = Kr tmax −
m
(r smax)2 = 0 if and only if
(r smax)2r tmax = mK , and similarly, ∂C∂r tmax = 0 if and only if (r
t
max)2r smax = mK ; hence, (mK )1/3, (mK )1/3 is a
stationary point of C(r smax, r tmax). To verify this is a minimizer, we observe[
∂2C
∂(r smax)2
∂2C
∂r smaxr tmax
∂2C
∂r tmaxr smax
∂2C
∂(r tmax)2
]
=
[
2m
(r smax)3 K
K 2m(r tmax)3
]
,
from which it follows that the Hessian of C evaluated at r smax = r tmax = (mK )1/3 is K(I + 11T). This is
positive definite, since for any vector z , 0,
zT
(
K
(
I + 11T
))
z = K
(
∥z∥22 +
(
zT1
)2)
> 0.
To summarize, we have shown r smax = r tmax = (mK )1/3 minimizes C(r smax, r tmax) and hence minimizes
the complexity of Algorithm 3. This establishes that the choice of r smax, r tmax in the statement of the
theorem minimizes complexity. Finally, substituting r smax = r tmax = (mK )1/3 into (39) and dividing by
α gives the complexity expression given in the theorem. Following the same approach establishes
the Algorithm Bidirectional-PPR complexity bound given in the theorem.
C.1 Algorithm 2 complexity
To obtain a bound for the complexity of Algorithm 2, we use an argument from [1]. First, let v ∈ V .
From Algorithm 2, pt (v) increases by at least αr tmax at each iteration for which v∗ = v . By the
invariant (6), pt (v) ≤ πv (t). Taken together, v∗ = v for at most πv (t )αr tmax iterations. Furthermore, the
complexity of each iteration for which v∗ = v is din(v). Hence, the complexity of all iterations for
which v∗ = v is bounded by din(v) πv (t )αr tmax . Finally, the complexity of Algorithm 2 can be bounded by
summing over all v ∈ V , i.e. ∑v ∈V din(v) πv (t )αr tmax ≤ 1αr tmax ∑v ∈V din(v) = mαr tmax .
:22 Daniel Vial and Vijay Subramanian
C.2 Algorithm 1 complexity
As mentioned in the main text, Algorithm 1 changes the termination criteria from the algorithm
originally defined in [2]; for clarify, we include the original definition in Algorithm 7. Here we use
tilde marks to distinguish quantities from those in Algorithm 1, and we explicitly indicate iteration
number k to improve clarity of the arguments to follow. Note that, besides these notational changes,
the only difference between Algorithms 1 and 7 is the termination criteria.
With this notation in place, the complexity of Algorithm 7 can be bounded as follows (using
arguments from [2]). First, observe that for any iteration k ,
∥r˜ sk ∥1 =
∑
v ∈V \({vk }∪Nout(vk ))
r˜ sk−1(v)+
∑
v ∈Nout(vk )
(
r˜ sk−1(v) +
(1−α )r˜ sk−1(vk )
dout(vk )
)
= ∥r˜ sk−1∥1−α r˜ sk−1(vk ), (40)
where the first equality holds via the iterative update in Algorithm 7. Next, let k∗ be the iteration at
which Algorithm 7 terminates. Then the complexity of the algorithm is
∑k∗
k=1 dout(vk ), and∑k∗
k=1dout(vk ) =
∑k∗
k=1
dout(vk )
r˜ sk−1(vk )
r˜ sk−1(vk ) < 1r˜ smax
∑k∗
k=1r˜
s
k−1(vk )
= 1α r˜ smax
∑k∗
k=1
(
∥r˜ sk−1∥1 − ∥r˜ sk ∥1
)
= t 1α r˜ smax
(
∥r˜ s0 ∥1 − ∥r˜ sk∗ ∥1
)
≤ 1α r˜ smax ,
where the first inequality holds since r˜ smax < ∥D−1r˜ sk ∥∞ =
r˜ sk−1(vk )
dout(vk ) for k ≤ k∗ (i.e. for each k until the
algorithm terminates), the second equality holds by the previous display, and the final inequality
holds since ∥r˜ s0 ∥1 = ∥es ∥1 = 1 and ∥r˜ sk∗ ∥1 ≥ 0 (the remaining steps are straightforward).
Using this, we can bound the complexity of Algorithm 1. First, observe that in Algorithm 1,
∥r s ∥1 = ∑v ∈V r s (v)dout(v)dout(v) ≤ mmaxv ∈V r s (v)dout(v) =m∥D−1r s ∥∞,
and so to guarantee termination of Algorithm 1 (i.e. to ensure ∥r s ∥1 ≤ r smax), it suffices to guar-
antee ∥D−1r s ∥∞ ≤ r
s
max
m . But from the analysis of Algorithm 7, the complexity required to ensure
∥D−1r s ∥∞ ≤ r
s
max
m is
m
αr smax
; hence, the complexity of Algorithm 1 is bounded by mαr smax as well.
ALGORITHM 7: (p˜s , r˜ s ) = Approximate-PageRank-Original(G, s,α , r˜ smax)
Set k = 0, p˜sk = 0, r˜
s
k = es
while ∥D−1r˜ sk ∥∞ > r˜ smax do
Set k ← k + 1; let vk ∈ argmaxv ∈V r˜ sk−1(v)/dout(v)
Set r˜ sk (v) = r˜ sk−1(v) + (1 − α)r˜ sk−1(vk )/dout(vk ), p˜sk (v) = p˜sk−1(v) ∀ v ∈ Nout(vk )
Set r˜ sk (vk ) = 0, p˜sk (vk ) = p˜sk−1(vk ) + α r˜ sk−1(vk )
Set p˜sk (v) = p˜sk−1(v), r˜ sk (v) = r˜ sk−1(v) ∀ v ∈ V \ ({vk } ∪ Nout(vk ))
end
return (p˜s , r˜ s ) = (p˜sk , r˜ sk )
APPENDIX D PRACTICAL VERSION OF FW-BW-MCMC
In this appendix, we define and analyze a modified version of FW-BW-MCMC that is more useful in
practice. Before proceeding to the formal definition and analysis, we first motivate the practical
algorithm. First, suppose for an instance of FW-BW-MCMC we have already run the backward DP
(Algorithm 2) and we are currently running the forward DP (Algorithm 1). Though FW-BW-MCMC
dictates we run the forward DP until ∥r s ∥1 < r smax for some predefined r smax, we could instead
terminate the forward DP (even if ∥r s ∥1 > r smax) and proceed to the random walks. In other words,
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we dynamically change r smax from the predefined value to the current value of ∥r s ∥1. Then, if the
number of walks sampled isw = c ∥r s ∥1r tmax/δ , where
c =
3(2e)1/3 log(2/pfail)
ϵ 7/3 , (41)
the proof of Theorem A.1 goes through, i.e. the accuracy guarantee is achieved. Furthermore, this
argument holds at any iteration of the forward DP. In other words, we can terminate the forward
DP at any iteration and achieve the accuracy guarantee, as long as we scalew with the ∥r s ∥1 value
obtained at termination. From this observation, we aim to terminate the forward DP at the “optimal”
iteration, i.e. the iteration for which the overall complexity of the algorithm is minimized.
Towards determining this optimal iteration, let CFDP denote the complexity of the forward
DP until the current iteration, and define CMCMC = 3(2e)
1/3r tmax log(2/pfail)
αδϵ 7/3 , so that ∥r s ∥1CMCMC gives
the complexity of the MCMC stage (since c ∥r s ∥1r tmax/δ walks are sampled, each in expected time
1
α , with c satisfying (41)). Then, if we terminate the forward DP at the current iteration, the
combined complexity of forward DP and MCMC stages will be CFDP + ∥r s ∥1CMCMC . Suppose
instead that we decide to run one more iteration, i.e. to terminate the forward DP at the next
iteration. Then, by Algorithm 1, the next iteration will have complexity dout(v∗). Furthermore,
by (40) in Appendix C, ∥r s ∥1 will decrease by αr s (v∗) at the next iteration. Hence, if we run one
more iteration, the combined complexity of forward DP and MCMC will be (CFDP + dout(v∗)) +
(∥r s ∥1 − αr s (v∗))CMCMC . Now clearly, we should terminate the forward DP if and only if the
resulting complexity is less than the complexity resulting from running another iteration. Hence,
from the previous argument, we should terminate if and only if
CFDP + ∥r s ∥1CMCMC < (CFDP + dout(v∗))+ (∥r s ∥1 − αr s (v∗))CMCMC ⇔ r
s (v∗)
dout(v∗) <
1
αCMCMC
. (42)
In other words, to optimize the tradeoff between forward DP and MCMC complexity, we should
run the forward DP until ∥D−1r s ∥∞ falls below the threshold in (42). This motivates the practical
version of FW-BW-MCMC, given in Algorithm 8. Algorithm 8 changes two aspects of FW-BW-MCMC.
First, it replaces Algorithm 1 with Algorithm 7 (which uses ∥D−1r˜ s ∥∞ termination, as suggested by
(42)). Second, it scales the the number of random walks sampled with ∥r˜ s ∥1, as discussed above.
ALGORITHM 8: πˆs (t) = FW-BW-MCMC-Practical(G, s, t ,α , r˜ smax, r tmax,w)
Let (pt , r t ) = Approximate-Contributions(G, t ,α , r tmax) (Algorithm 2)
Let (p˜s , r˜ s ) = Approximate-PageRank-Original(G, s,α , r˜ smax) (Algorithm 7); set σ˜s = r˜ s/∥r˜ s ∥1
for i = 1 tow ∥r˜ s ∥1 do
Sample random walk starting at ν ∼ σ˜s of length ∼ geom(α ); let Xi = r t (Ui ), whereUi is endpoint of walk
end
Let πˆs (t) = pt (s) + ⟨p˜s , r t ⟩ + 1w
∑w ∥r˜ s ∥1
i=1 Xi
We can now establish accuracy and average-case complexity guarantees for Algorithm 8.
Theorem D.1. Fix minimum PPR threshold δ , relative error tolerance ϵ , failure probability pfail. Let
ϵ ∈
(
0, 1√
2e
)
, w =
cr tmax
δ , c >
3(2e)1/3 log(2/pfail)
ϵ 7/3 . (43)
Then the estimate πˆs (t) produced by Algorithm 8 satisfies the following with probability ≥ 1 − pfail:
|πs (t) − πˆs (t)| ≤
{
ϵπs (t), πs (t) ≥ δ (significant case)
2eδ , πs (t) < δ (insignificant case)
.
Proof. As discussed above, the proof of Theorem A.1 goes through to establish this result. □
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Theorem D.2. Fix minimum PPR threshold δ , relative error tolerance ϵ , and failure probability
pfail. Assume (43) holds. Then for any s ∈ V and for t ∼ V uniformly, setting r˜ smax = δϵ
7/3
r tmax log(1/pfail) ,
r tmax =
√
mδϵ 7/6√
n log(1/pfail)
in Algorithm 8 yields complexity O
(√
m log(1/pfail)√
nδαϵ 7/6
)
.
Proof. First, for the complexity of the backward DP (Algorithm 2), we use the result from [23],
which we include for completeness. Recall from Section C.1 that the complexity of Algorithm 2 for
any t ∈ V is bounded by ∑v ∈Vdin(v) πv (t )αr tmax . Hence, for t ∼ V uniformly, the expected complexity is
1
n
∑
t ∈V
∑
v ∈Vdin(v) πv (t )αr tmax =
1
nαr tmax
∑
v ∈Vdin(v)
∑
t ∈V πv (t) = mnαr tmax ,
since
∑
t ∈V πv (t) = 1 by definition. Next, we consider the complexity of the forward DP (Algorithm
7). From Appendix C.2, for any s ∈ V we have complexity 1α r˜ smax =
r tmax log(1/pfail)
αδϵ 7/3 . Finally, for the
MCMC stage, we samplew ∥r˜ s ∥1 ≤ w walks, wherew = cr tmax/δ with c satisfying (43). Each walk
is sampled in average time 1α . Therefore, the MCMC stage complexity is
3(2e)1/3 log(2/pfail)
ϵ 7/3
r tmax
δ
1
α = O
(
r tmax log(1/pfail)
αδϵ 7/3
)
.
From the previous two equations, the overall complexity of Algorithm 8 is bounded by
O
(
m
nαr tmax
+
r tmax log(1/pfail)
αδϵ 7/3
)
. (44)
Substituting r tmax given in the statement of the theorem yields the desired complexity bound. Further,
viewing (44) as a function of r tmax, it is straightforward to verify this r tmax is the global minimizer. □
APPENDIX E PROOF OF THEOREM 5.1
We first observe
P
[∑
v ∈V maxs ∈S X
(w )
s (v) > (1 + ϵ)w
∑
v ∈V maxs ∈S σs (v)
]
≤ P
[
X (w )s (v) > (1 + ϵ)wσs (v) for some s ∈ S,v ∈ V
]
≤
∑
s ∈S,v ∈V :σs (v)>0
P
[
X (w )s (v) > (1 + ϵ)wσs (v)
]
, (45)
where the second inequality uses the fact that X (w )s (v) ∼ Binomial(w,σs (v)) (hence, X (w )s (v) = 0
when σs (v) = 0). Again using this fact, we have by (29) from Theorem B.1 in Appendix B,
P
[
X (w )s (v) > (1 + ϵ)wσs (v)
]
≤ exp
(
− ϵ 23 wσs (v)
)
. (46)
Combining (45) and (46), we obtain
P
[∑
v ∈V maxs ∈S X
(w )
s (v) > (1 + ϵ)w
∑
v ∈V maxs ∈S σs (v)
]
≤
∑
s ∈S,v ∈V :σs (v)>0
exp
(
− ϵ 23 wσs (v)
)
≤
(
max
s ∈S,v ∈V :σs (v)>0
{
exp
(
− ϵ 23 wσs (v)
)}) (∑
s ∈S,v ∈V 1{σs (v)>0}
)
= exp
(
−ϵ 2
3 w mins ∈S,v ∈V :σs (v)>0
σs (v)
) (∑
s ∈S,v ∈V 1{σs (v)>0}
)
< pfail/2, (47)
where the final inequality holds since by the statement of the theorem,
w >
3 log(∑s∈S,v∈V 1{σs (v )>0}/pfail)
ϵ 2 mins∈S,v∈V :σs (v )>0 σs (v) .
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For the lower tail, using (30) from Theorem B.1 in Appendix B, but otherwise following the same
steps used to obtain (47), gives
P
[∑
v ∈V maxs ∈S X
(w )
s (v) < (1 − ϵ)w
∑
v ∈V maxs ∈S σs (v)
]
< pfail/2. (48)
Finally, by the union bound, (47) and (48) together establish the theorem.
APPENDIX F PROOF OF PROPOSITION 5.2
First, assume Merge is used at each iteration for which v∗ = t2. By Algorithm 2, ∥pt2 ∥1 increases by
at least αr tmax at each iteration for which v∗ , t1. By (13), ∥pt2 ∥1 increases by at least ∥pt1 ∥1r tmax at
each iteration for which v∗ = t1. Let us define I1 as the number of iterations for which v∗ , t1, I2 as
the number of iterations for which v∗ = t1, and I = I1 + I2 as the total number of iterations. Since
∥pt2 ∥1 = 0 at the start of Algorithm 2 and ∥pt2 ∥1 ≤ nπ (t2) by the invariant (6), we have
nπ (t2)
r tmax
≥ α I1 + ∥pt1 ∥1I2 = α I + (∥pt1 ∥1 − α)I2. (49)
Now at termination of Algorithm 2, ∥r t2 ∥∞ ≤ r tmax, so by the invariant (6), πt1 (t2) ≤ pt2 (t1) + r tmax
at termination. Therefore, if πt1 (t2) > r tmax, pt2 (t1) > 0 at termination, which can only occur if
v∗ = t1 at some iteration. Hence, πt1 (t2) > r tmax ⇒ I2 ≥ 1. Finally, from Algorithm 2, ∥pt1 ∥1 ≥ α .
Substituting into (49) gives I ≤ nπ (t2)αr tmax −
( ∥pt1 ∥1−α )
α .
If instead Merge is not used, ∥pt2 ∥1 increases by at least αr tmax at every iteration. Hence, the same
argument as above establishes that the total number of iterations is bounded by nπ (t2)αr tmax .
APPENDIX G PROOF OF THEOREM 5.3
We will use Corollary 6.2.1 from [31], which (applied to our setting) states the following. Assume
{Xi }wi=1 are independent random matrices satisfying E[Xi ] = RTSΠRT . LetM be s.t. ∥Xi ∥2 ≤ M a.s.,
and letm2(Xi ) = max{∥E[XiX Ti ]∥2, ∥E[X Ti Xi ]∥2}. Then ∀ η > 0,
P
[RTSΠRt − 1w∑wi=1Xi2 > η] ≤ 2l exp ( −3wη26m2(Xi )+4Mη ) .
We have verified the independence and E[Xi ] = RTSΠRT assumptions in the main text. Furthermore,
from (19) and Algorithm 5, Π(S,T ) − Πˆ(S,T ) = RTSΠRt − 1w
∑w
i=1Xi . We may therefore write
P
[Π(S,T ) − Πˆ(S,T )2 > ϵ max{∥Π(S,T )∥2, 1}] ≤ 2l exp ( −3w (ϵ max{ ∥Π(S,T ) ∥2,1})26m2(Xi )+4Mϵ max{ ∥Π(S,T ) ∥2,1} )
≤ 2l exp ©­« −3wϵ
2
6 m2(Xi )max{ ∥Π(S,T ) ∥2,1} + 4Mϵ
ª®¬ ≤ 2l exp ©­« −3wϵ
2
6 m2(Xi )∥Π(S,T ) ∥2 + 4Mϵ
ª®¬ . (50)
where we have also used the inequalitiesmax{∥Π(S,T )∥2, 1} ≥ 1,max{∥Π(S,T )∥2, 1} ≥ ∥Π(S,T )∥2.
Now to prove the theorem, we aim to find M s.t. ∥Xi ∥2 ≤ M a.s. and to computem2(Xi ) such
that (50) is bounded by pfail, in each of the following cases:
(1) σ = σavg, and
w ≥ l 2
√
srank(Π(S,T )) log(2l/pfail)r smaxr tmax(6+4ϵ )
3ϵ 2 . (51)
(2) σ = σmax, and
w ≥ l 3/2 ∥Σ∥∞,1 log(2l/pfail)r smaxr tmax(6+4ϵ )3ϵ 2 . (52)
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We begin with Case 1. By Lemma G.1, we may take M = l3/2r smaxr tmax, and by Lemma G.2, we
havem2(Xi ) ≤ l2r smaxr tmax∥Π(S,T )∥F . We can then write
6 m2(Xi )∥Π(S,T ) ∥2 + 4Mϵ ≤ l2r smaxr tmax
(
6 ∥Π(S,T ) ∥F∥Π(S,T ) ∥2 +
4√
l
ϵ
)
= l2r smaxr
t
max
(
6
√
srank(Π(S,T )) + 4√
l
ϵ
)
≤ l2r smaxr tmax
√
srank(Π(S,T ))(6 + 4ϵ) ≤ 3wϵ 2log(2l/pfail) , (53)
where the equality is definition of srank, the penultimate inequality holds since l , srank(Π(S,T )) ≥ 1,
and the final inequality is by (51). Substituting (53) into (50) establishes the desired result.
For Case 2, we takeM = l3/2∥Σ∥∞,1r smaxr tmax (Lemma G.1), and by Lemma G.2 we have
m2(Xi ) ≤ l ∥Σ∥∞,1r smaxr tmaxmax{∥Π(S,T )∥∞, ∥Π(S,T )∥1}.
We then obtain
6 m2(Xi )∥Π(S,T ) ∥2 + 4Mϵ ≤ l ∥Σ∥∞,1r smaxr tmax
(
6max{ ∥Π(S,T ) ∥∞, ∥Π(S,T ) ∥1 }∥Π(S,T ) ∥2 + 4
√
lϵ
)
≤ l3/2∥Σ∥∞,1r smaxr tmax (6 + 4ϵ) ≤ 3wϵ
2
log(2l/pfail) (54)
where the second inequality is a standard norm equivalence inequality (for A ∈ Rl×l , ∥A∥∞, ∥A∥1 ≤√
l ∥A∥2), and the third inequality is by (52). Substituting (54) into (50) completes the proof.
Lemma G.1. When σ = σavg in Algorithm 5, ∥Xi ∥2 ≤ l3/2r smaxr tmax a.s.; when σ = σmax, ∥Xi ∥2 ≤
l3/2∥Σ∥∞,1r smaxr tmax a.s.
Proof. Observe Xi = aibTi , where ai ,bi ∈ Rl with ai (j) = r sj (µi )/σ (µi ),bi (j) = r tj (νi ). Xi has
rank 1, and we may write its singular value decomposition as
Xi = (∥ai ∥2∥bi ∥2)
(
ai
∥ai ∥2
) (
bi
∥bi ∥2
)T
,
so the nonzero singular value of Xi is ∥ai ∥2∥bi ∥2. Using the well-known fact that a matrix’s 2-norm
equals its largest singular value, ∥Xi ∥2 = ∥ai ∥2∥bi ∥2, so we seek bounds on ∥ai ∥2 and ∥bi ∥2.
First, we assume σ = σavg. Then we can write the following:
σ (µi ) = 1l
∑
s ∈S
r s (µi )
∥r s ∥1 ≥ 1lr smax
∑
s ∈Sr s (µi ) ≥ 1lr smax
(∑
s ∈Sr s (µi )2
)1/2
= 1lr smax ∥ai ∥2σ (µi ). (55)
Here the first equality holds by definition (21), the first inequality uses the terminating condition
of Algorithm 1 (∥r s ∥1 ≤ r smax), the second inequality is by nonnegativity, and the second equality is
by definition of ai . We conclude ∥ai ∥2 ≤ lr smax. To bound ∥bi ∥2, we have
∥bi ∥2 ≤
√
l ∥bi ∥∞ ≤
√
lr tmax, (56)
where we have used a well-known vector norm inequality and the terminating condition of
Algorithm 2 (∥r t ∥∞ ≤ r tmax). Hence, ∥Xi ∥2 ≤ l3/2r smaxr tmax follows.
Next, we assume σ = σmax. We have
σ (µi ) = 1∥Σ∥∞,1 maxs ∈S
r s (µi )
∥r s ∥1 ≥ 1∥Σ∥∞,1r smax maxs ∈S r
s (µi ) ≥ 1l ∥Σ∥∞,1r smax
∑
s ∈Sr s (µi ) = 1l ∥Σ∥∞,1r smax ∥ai ∥σ (µi ),(57)
which is justified similarly to (55). Combining with (56) gives ∥Xi ∥2 ≤ l3/2∥Σ∥∞,1r smaxr tmax. □
Lemma G.2. When σ = σavg in Algorithm 5,m2(Xi ) ≤ l2r smaxr tmax∥Π(S,T )∥F . When σ = σmax in
Algorithm 5m2(Xi ) ≤ l ∥Σ∥∞,1r smaxr tmaxmax{∥Π(S,T )∥∞, ∥Π(S,T )∥1}.
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Proof. We first assume σ = σavg. Using Jensen’s inequality, and since Xi = aibTi , we have
∥E[XiX Ti ]∥2 ≤ E[∥XiX Ti ∥2] = E[∥ai ∥22 ∥bi ∥22 ]; similarly, ∥E[XiX Ti ]∥2 ≤ E[∥ai ∥22 ∥bi ∥22 ]. Thus, since
P[µi = u,νi = v] = σ (u)πu (v), we can write
m2(Xi ) ≤ E[∥ai ∥22 ∥bi ∥22 ] =
∑
u,v ∈V σ (u)πu (v)
(
1
σ (u)2
∑
s ∈Sr s (u)2
) (∑
t ∈T r t (v)2
)
≤ r tmax
∑
u,v ∈V
πu (v)
σ (u) (
∑
s ∈Sr s (u))2
∑
t ∈T r t (v)
≤ lr smaxr tmax
∑
s ∈S
∑
t ∈T
∑
u,v ∈V r s (u)πu (v)r t (v) ≤ lr smaxr tmax
∑
s ∈S
∑
t ∈T πs (t), (58)
where the second inequality uses the terminating condition of Algorithm 2 (r t (v) ≤ r tmax) and the
nonnegativity of r s (u), the third follows from (55), and the fourth uses the invariant (7). Finally,
letting vec(Π(S,T )) denote the l2-length vector with entries {πs (t)}s ∈S,t ∈T , we have∑
s ∈S
∑
t ∈T πs (t) = ∥vec(Π(S,T ))∥1 ≤ l ∥vec(Π(S,T ))∥2 = l ∥Π(S,T )∥F ,
where the first equality is by nonnegativity, the inequality is a standard norm inequality, and the
second inequality is by definition of Frobenius norm. Substituting into (58) establishes the result.
We next assume σ = σmax and bound ∥E[XiX Ti ]∥2. We observe that XiX Ti can be written as
XiX
T
i =
(∑
t ∈T r t (νi )2
)
σ (µi )2

r s1 (µi )
...
r sl (µi )

[
r s1 (µi ) · · · r sl (µi )
]
,
and so, since P[µi = u,νi = v] = σ (u)πu (v), we have
E[XiX Ti ] =
∑
u,v ∈V
πu (v)
σ (u)
∑
t ∈T
r t (v)2

r s1 (u)
...
r sl (u)

[
r s1 (u) · · · r sl (u)] .
Letting 1l denote the all ones vector of length l , we also observe
E[XiX Ti ]1l =
∑
u,v ∈V
πu (v)
σ (u)
∑
t ∈T
r t (v)2
∑
s ∈S
r s (u)

r s1 (u)
...
r sl (u)
 . (59)
Now since E[XiX Ti ] is symmetric, its 2-norm corresponds to its largest eigenvalue; since it is
nonnegative, the Perron-Frobenius Theorem states this eigenvalue is bounded by its maximum
row sum. Therefore,
∥E[XiX Ti ]∥2 ≤ max
j ∈{1,2, ...,l }
∑
u,v ∈V
πu (v)
σ (u)
∑
t ∈T r t (v)2
∑
s ∈Sr s (u)r sj (u) (60)
≤ l ∥Σ∥∞,1r smaxr tmax max
j ∈{1,2, ...,l }
∑
t ∈T
∑
u,v ∈V r sj (u)πu (v)r t (v) (61)
≤ l ∥Σ∥∞,1r smaxr tmax max
j ∈{1,2, ...,l }
∑
t ∈T πsj (t) = l ∥Σ∥∞,1r smaxr tmax∥Π(S,T )∥∞, (62)
where (60) uses the row sums derived in (59), (61) uses (57) from the proof of Lemma G.1 and the
terminating condition of Algorithm 2 (∥r t ∥∞ ≤ r tmax), and (62) uses the invariant (7). We can use
the same idea to bound ∥E[X Ti Xi ]∥2. The steps to obtain the expression analogous to (60) follow
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Table 1. Dataset details
Dataset Description n m
com-Amazon Amazon co-purchasing 334863 925872
com-dblp Scientific co-authorship 317080 1049866
roadNet-PA Roads in Pennsylvania 1087532 1541514
Slashdot Friendships on technology news site 71307 912381
web-BerkStan berkley.edu, stanford.edu web graph 334857 4523232
web-Google Partial web crawl 434818 3419124
Wiki-Talk Friendships among Wikipedia editors 111881 1477893
the same approach so we omit them. We then have
∥E[X Ti Xi ]∥2 ≤ max
j ∈{1,2, ...,l }
∑
u,v ∈V
πu (v)
σ (u)
∑
s ∈Sr s (u)2
∑
t ∈T r t (v)r tj (v)
≤ ∑u,v ∈V πu (v)σ (u) ∑s ∈Sr s (u)maxs ′∈S r s ′(u)∑t ∈T r t (v)r tj (v) (63)
≤ l ∥Σ∥∞,1r smaxr tmax max
j ∈{1,2, ...,l }
∑
s ∈S
∑
u,v ∈V r s (u)πu (v)r tj (v) (64)
≤ l ∥Σ∥∞,1r smaxr tmax max
j ∈{1,2, ...,l }
∑
s ∈Sπs (tj ) = l ∥Σ∥∞,1r smaxr tmax∥Π(S,T )∥1, (65)
where (63) is immediate, (64) uses (57) from the proof of Lemma G.1 and the terminating condition
of Algorithm 2 (∥r t ∥∞ ≤ r tmax), and (65) uses the invariant (7). We conclude from (62) and (65) that
max{∥E[X Ti Xi ]∥2, ∥E[XiX Ti ]∥2} ≤ l ∥Σ∥∞,1r smaxr tmaxmax{∥Π(S,T )∥∞, ∥Π(S,T )∥1},
which completes the proof. □
APPENDIX H EXPERIMENT DETAILS
Datasets: Direct-ER is a directed Erdős-Rényi graph with parameters n = 2000,p = 0.005 (edge
v → u is present with probability p, independent of other edges, ∀ v,u ∈ V ,v , u). Direct-SBM
is a directed stochastic block model; there are n = 2000 nodes partitioned into k = 20 disjoint
communities, each of size nk = 100; directed edges occur with probability 9/(nk − 1) between
distinct nodes in the same community and with probability 1/(n − nk ) between nodes in different
communities (so that each node has nine neighbors in its own community and one neighbor in
another community, in expectation, yielding a highly modular graph). The real graphs used are
available from the Stanford Network Analysis Platform (SNAP) [21]; see Table 1 for further details.
Parameters: For the scalar estimation experiments in Sections 6.1.1 and 6.2.1, we use the algorith-
mic parameters shown in Table 2. More specifically, FW-BW-MCMC uses Algorithm 7 for forward DP
with parameter r˜ smax and samplesw ∥r˜ s ∥1 random walk starting node locations for each source s (as
in Algorithm 8), uses the walk sharing scheme from Section 5.1.1 to sample walks jointly across S ,
and uses Algorithm 4 with parameter r tmax for the targets; for Bidirectional-PPR, we samplew
walks separately for each source and run Algorithm 2 separately for each target. In practice, we
find thatw given by the accuracy guarantee (Theorem A.1) is overly pessimistic, so we instead set
w =
cr tmax
δ for both methods, with c given in the table. For the matrix experiments in Sections 6.1.2
and 6.2.2, we use the same r˜ smax and r tmax values. Furthermore, we setw = l
cr tmax
δ ,w = ∥Σ∥∞,1 cr
t
max
δ ,
andw =
√
l srank(PT (S, :) + PTSRT ) cr
t
max
δ for the baseline, σmax, and σavg schemes, respectively.
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Table 2. Experiment parameters and single pair performance
Graph Algorithm r˜
s
max
×103
r tmax
×103 δ c
DP
time
(ms)
MC
time
(ms)
Er-
ror
Direct-ER FW-BW-MCMC-Prac 1 3 1/n 7 11.59 6.67 0.078
Direct-ER Bidirectional-PPR N/A 1.7 1/n 10 8.67 7.61 0.088
Direct-SBM FW-BW-MCMC-Prac 1 4 1/n 7 15.43 7.08 0.052
Direct-SBM Bidirectional-PPR N/A 3 1/n 10 10.19 12.01 0.061
com-amazon FW-BW-MCMC-Prac 3.6 18.2 10/n 12 22.55 22.54 0.12
com-amazon Bidirectional-PPR N/A 7.4 10/n 13 22.13 22.21 0.11
com-dblp FW-BW-MCMC-Prac 2.9 14.3 10/n 13 20.27 20.31 0.12
com-dblp Bidirectional-PPR N/A 6 10/n 15 20.03 19.65 0.11
roadNet-PA FW-BW-MCMC-Prac 15.1 34.8 10/n 6 55.04 56.58 0.11
roadNet-PA Bidirectional-PPR N/A 12.8 10/n 6 53.19 55.96 0.10
Slashdot FW-BW-MCMC-Prac 2 12.2 10/n 7 3.08 3.38 0.10
Slashdot Bidirectional-PPR N/A 4.2 10/n 17 3.30 4.03 0.11
web-BerkStan FW-BW-MCMC-Prac 6.9 23 10/n 3 11.13 11.02 0.12
web-BerkStan Bidirectional-PPR N/A 11.6 10/n 3 8.40 8.42 0.12
web-Google FW-BW-MCMC-Prac 4.5 17.6 10/n 8 23.33 22.83 0.11
web-Google Bidirectional-PPR N/A 6.7 10/n 11 26.07 22.29 0.11
WikiTalk FW-BW-MCMC-Prac 2.3 7.5 10/n 8 4.40 3.99 0.11
WikiTalk Bidirectional-PPR N/A 2.9 10/n 20 5.84 5.10 0.11
Single pair performance: We note the parameters in Table 2 were chosen so the primitives
FW-BW-MCMC-Practical and Bidirectional-PPR offer similar accuracy in the single pair case
and balance runtime between dynamic programming (DP) and Monte Carlo (MC). To demonstrate
this, we show statistics in Table 2. We obtained the statistics by averaging across 103 trials of the
following procedure. First, we sample t ∈ V uniformly. Next, we sample a “significant” source
s (i.e. s satisfying πs (t) > δ ) and an “insignificant” source s ′ (i.e. s ′ satisfying πs ′(t) < δ ). Since
Theorem A.1 bounds relative and absolute error for significant and insignificant pairs, respectively,
we compute relative and absolute error for the πs (t) and πs ′(t) estimates, respectively. (We do not
report absolute error statistics as no insignificant estimate violated the absolute error guarantee.)
Note that for the real datasets considered, we cannot compute πs (t) to test error performance;
instead, we run Algorithm 2 with r tmax replaced by η = 1n , denote the output p
t
η , r
t
η , and bound
relative error for significant pairs as
|πˆs (t )−π (t ) |
πs (t ) ≤
|πˆs (t )−ptη (s) |+ |ptη (s)−πs (t ) |
ptη (s) ≤
|πˆs (t )−ptη (s) |+∥r tη ∥∞
ptη (s) <
|πˆs (t )−ptη (s) |
ptη (s) +
1
10 ,
where we have used ptη(s) ∈ [πs (t) − ∥r tη ∥∞,πs (t)] (which holds by (6)), ∥r tη ∥∞ < η = 1n (which
holds by Algorithm 2), and ptη(s) ≥ δ = 10n (which holds by choice of s, t ). In the same manner, we
can bound absolute error for insignificant pairs as |πˆs (t) − π (t)| ≤ |πˆs (t) − ptη(s)| + 1n . (Note we
choose significant pairs as those (s, t) satisfying ptη(s) ≥ δ , since then πs (t) ≥ δ by (6); similarly,
we choose insignificant pairs as those (s ′, t) satisfying ptη(s ′) < δ − η, since then πs ′(t) < δ by (6).)
Building clustered subsets: As mentioned in Section 6.2, we use a simple algorithm to randomly
construct clustered subsets of nodes for experiments; Algorithm 9 provides a formal definition.
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ALGORITHM 9: U = Construct-Clustered-Set(G, l)
Choose u ∈ V uniformly at random, letU = {u}
for i = 2 to l do
Samplew ∈ (∪u ∈U Nout(u)) \U with probability proportional to
∑
u∈U 1{w∈Nout(u)}
Nin(w ) ; setU ← U ∪ {w}
end
APPENDIX I CHOOSING ORDER OF TARGETS IN ALGORITHM 4
As mentioned at the end of Section 5.1.2, the performance of Algorithm 4 can significantly depend
on the order in which the targets t1, t2, . . . , t |T | are chosen. For instance, suppose there exists
t∗ ∈ T such that πt ∗ (t ′) > r tmax ∀ t ′ ∈ T , but πt (t ′) ≤ r tmax ∀ t ∈ T \ {t∗}, t ′ ∈ T . Then choosing
t1 = t
∗ implies cT = |T | − 1, while choosing t |T | = t∗ implies cT = 0. More generally, the
algorithm is most efficient when any t satisfying πt (t ′) > r tmax for many t ′ ∈ T is chosen “early”
in the algorithm, i.e. ti = t for small i . However, because πt (t ′) is unknown, optimizing the order
t1, t2, . . . , t |T | at runtime is difficult. A possible workaround is to use pt
′(t) as a proxy for πt (t ′),
since pt ′(t) ∈ [πt (t ′) − r tmax,πt (t ′)] by the invariant (6). Unfortunately, even this proxy is difficult
to utilize at runtime. This is because we would like to choose ti such that πtj (ti ) is large for many
j < i , but the proxy pti (tj ) of πtj (ti ) is only known after choosing ti . (Loosely speaking, we have a
“chicken and egg” scenario.) Hence, we do not suspect there is a provably optimal method, or even
a simple heuristic but suboptimal method, for choosing the order of targets at runtime.
APPENDIX J ADDITIONAL EXPERIMENTS FOR DISTRIBUTED SETTING
J.1 Matrix approximation, σavg approach
In this section, we describe a scheme to use the σavg variant of Algorithm 5 in the distributed setting
from Section 7. Our scheme is quite similar to that defined in Section 7 and proceeds as follows.
First, we arbitrarily partition S into k subsets of size |S |/k , and we use the i-th machine to run
forward DP (Algorithm 1) for each source s belonging to the i-th subset. Next, we create another
partition {Si }ki=1 of S and use the i-th machine to sample random walks for Si using the σavg variant
of Algorithm 5. Finally, we construct the estimate Πˆ(S,T ) of Π(S,T ) as in Algorithm 5.
It remains to specify the construction of {Si }ki=1. For this, we first use the output ps of Algorithm
1 to define surrs = PT (s, :) + (ps )TRT for each s ∈ S ; here PT and RT are the matrices with columns
{pt }t ∈T and {r t }t ∈T , respectively (with each (pt , r t ) computed offline via Algorithm 2 as in Section
7). Note that surrs is a row of the surrogate matrix PT (S, :) + PTSRT discussed at the conclusion
of Section 5.2. For S ′ ⊂ S , we also define surrS ′ be the matrix with rows {surrs }s ∈S ′ . Now, as
in Section 6.2.2, the number of walks sampled on the i-th machine will be set proportional to√|Si |srank(surrSi )); hence, our goal is to construct {Si }ki=1 so as to minimize
max
i ∈{1, ...,k }
√
|Si |srank(surrSi ). (66)
To approximate the solution of this minimization problem, we consider a heuristic method
defined in Algorithm 10. Note this is similar to Algorithm 6 in Section 7: first, we assign one source
to each Si , while attempting to choose these s with surrs vectors far apart; next, we iteratively assign
the remaining |S | −k nodes to some Si , while attempting to minimize the cost of this assignment. In
light of (66), we here define the cost of assigning s to Si as d˜(s, Si ) =
√(|Si | + 1)srank(surrSi∪{s }).
Unfortunately, Algorithm 10 requires the singular value decomposition (SVD) of surrSj∪{s } to
be computed, so that d˜(s, S j ) can computed in the second for loop of Algorithm 10. (In contrast,
computing d(s, S j ) in the σmax partitioning scheme, Algorithm 6, only requires subtracting one
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ALGORITHM 10: {Si }ki=1 = Source-Partition-σavg ({surrs }s ∈S , k)
Draw s ∼ S uniformly, set S1 = {s}; set Si = ∅ ∀ i ∈ {2, . . . ,k}
for i = 2 to k do
Draw s ∼ S with probability proportional to minj ∈{1, ...,i−1} ∥surrs − surrSj ∥1; set Si = {s}
end
for i = k + 1 to |S | do
Choose any s ∈ S \ (∪kj=1Sj ) (any s not yet assigned); compute d˜(s, Sj ) ∀ j ∈ {1, . . . ,k}
Let j∗ ∈ argminj d˜(s, Sj ) , Sj∗ = Sj∗ ∪ {s}.
end
vector from another.) Hence, we also propose an alternative partitioning method that avoids this
SVD computation. This method is based on two observations. First, we have
∥surrSj∪{s }∥22 = λmax
( [
surrTSj surr
T
s
] [surrSj
surrs
] )
= λmax
©­«
∑
s ′∈Sj
surrTs ′surrs ′ + surrTs surrs
ª®¬
≤ max
t ∈T
∑
t ′∈T
©­«
∑
s ′∈Sj
surrTs ′surrs ′ + surrTs surrs
ª®¬ (t , t ′)
= max
t ∈T
©­«
∑
s ′∈Sj
surrs ′(t)∥surrs ′ ∥1 + surrs (t)∥surrs ∥1ª®¬ ,
where the first equality is a well-known result, the inequality follows from the Perron-Frobenius
Theorem, and the remaining equalities are straightforward. Second, by definition of ∥ · ∥F , we have
∥surrSj∪{s }∥2F =
∑
s ′∈Sj
∥surrs ′ ∥22 + ∥surrs ∥22 .
Combining these observations, we obtain
d˜(s, S j ) ≥ dˆ(s, S j ) =
√√√ ( |S j | + 1) (∑s ′∈Sj ∥surrs ′ ∥22 + ∥surrs ∥22 )
maxt ∈T
(∑
s ′∈Sj surrs ′(t)∥surrs ′ ∥1 + surrs (t)∥surrs ∥1
) . (67)
This expression allows us to estimate d˜(s, S j ) more efficiently than it can be computed exactly. In
Algorithm 11, we give a partitioning scheme that leverages this insight. Note that the computation
of dˆ(s, S j ) in Algorithm 11 can be performed as
dˆ(s, S j ) =
√ (|S j | + 1) (x j + ∥surrs ∥22 )
maxt ∈T
(
yj (t) + surrs (t)∥surrs ∥1
) ,
i.e. the terms
∑
s ′∈Sj ∥surrs ′ ∥22 and
∑
s ′∈Sj surrs ′(t)∥surrs ′ ∥1 in (67) have already been computed as
x j and yj (t) when dˆ(s, S j ) is computed; furthermore, x j and yj (t) are updated (rather than being
computed in full) each time some s is added to S j (last line of Algorithm 11).
In Fig. 11, we present empirical results for theσavg matrix approximation scheme in the distributed
setting. In particular, we show results for the scheme described above with the partition {Si }ki=1
constructed via Algorithm 10 (“Heuristic” in Fig. 11) and via Algorithm 11 (“Alt Heuristic” in Fig.
11). For both schemes, we show the maximum forward DP and random walk sampling time across
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ALGORITHM 11: {Si }ki=1 = Source-Partition-σavg-alt ({surrs }s ∈S , k)
Draw s ∼ S uniformly, set S1 = {s}, x1 = ∥surrs ∥22 , y1(t) = surrs (t)∥surrs ∥1 ∀ t ∈ T
Set Si = ∅,xi = yi = 0 ∀ i ∈ {2, . . . ,k}
for i = 2 to k do
Draw s ∼ S with probability proportional to minj ∈{1, ...,i−1} ∥surrs − surrSj ∥1
Set Si = {s}, xi = ∥surrs ∥22 , yi (t) = surrs (t)∥surrs ∥1 ∀ t ∈ T
end
for i = k + 1 to |S | do
Choose any s ∈ S \ (∪kj=1Sj ) (any s not yet assigned); compute dˆ(s, Sj ) ∀ j ∈ {1, . . . ,k}
Let j∗ ∈ argminj dˆ(s, Sj )
Set x j∗ = x j∗ + ∥surrs ∥22 , yj∗ (t) = yj∗ (t) + surrs (t)∥surrs ∥1 ∀ t ∈ T , Sj∗ = Sj∗ ∪ {s}
end
Fig. 11. The σavg matrix approximation scheme is typically 2-3 times faster than the baseline scheme in the
distributed setting of Section 7, and our heuristic partitioning schemes (Algorithms 10 and 11) perform similar
to the oracle method.
machines, the maximum number of walks sampled across machines, and the value of the objective
function (66). The first two quantities are shown relative to the respective quantities for a baseline
scheme, which arbitrarily partitions S into subsets of size |S |/k and uses the i-th machine to run the
baseline matrix approximation scheme from Section 6.2.2 for the i-th subset (recall no forward DP is
used for this baseline scheme, i.e. walks are not shared across sources). For this experiment, we let
S = {S˜i }ki=1, where k = 10 and each S˜i is a clustered subset satisfying |S˜i | = 100; we also compare to
an oracle scheme that sets Si = S˜i (as in Section 7). In general, Fig. 11 conveys the same message as
Fig. 10 in Section 7: our methods perform similarly to the oracle method and noticeably outperform
the baseline. Here we also note that the heuristic outperforms the oracle across graphs, while the
oracle in turn outperforms the alternative heuristic. Nevertheless, the alternative heuristic offers
similar performance as the other schemes, while avoiding the SVD computation of the heuristic
(which we expect would become prohibitively costly as S grows).
J.2 Other results for source partitioning schemes
As discussed at the conclusion of Section 7, it is crucial that our source partitioning schemes
(Algorithms 6, 10, and 11) balance the number of sources assigned to each machine. To see why,
note that the baseline schemes have objective function value |S |/k ; hence, if some machine i is
assigned O(|S |) sources using our schemes, we may only outperform the baseline when clustering
is extreme. Luckily, we find that the partitions are typically quite balanced in practice, despite
the lack of explicit balance constraints in Algorithms 6, 10, and 11. To demonstrate this, we show
the maximum and minimum number of sources assigned to machines for the three partitioning
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Fig. 12. All of our source partitioning schemes produce partitions {Si }ki=1 with |Si | reasonably close to|S |/k = 100 for every subset i (where |S |/k = 100 is the case of perfectly balanced partition).
schemes in Fig. 12. Averaged across graphs, Algorithms 6, 10 and 11 typically produce partitions with
|Si | ∈ [85, 122], |Si | ∈ [55, 188], and |Si | ∈ [75, 134], respectively (the red line shows |S |/k = 100, i.e.
a perfectly balanced partition). We also note that, while Algorithm 10 typically produces the least
balanced partition, its overall performance is similar to that for Algorithm 11 (see Fig. 11), which
we have argued is more useful in practice for large S .
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