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Resumen
En estas l´ıneas de trabajo se pretende introducir algunas nociones de control de tra´fico,
presentando una herramienta que provee los medios para lograr la tarea de configuracio´n
de las pol´ıticas para el mismo. Posteriormente, se presentara´n algunos resultados y planes
acerca de trabajos futuros.
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1 Introduccio´n
El te´rmino control de tra´fico hace referencia al subsistema de colas de paquetes en una red o
dispositivo de red. El control de tra´fico consiste de diversas operaciones [1]. Clasification es el
mecanismo por el cual se identifican los paquetes y se los coloca en flujos o clases individuales.
Policing es el mecanismo por el cual se limita la cantidad de paquetes o bytes en un flujo que
corresponde a una clasificacio´n particular. Scheduling es el proceso de decisio´n a trave´s del
cual se ordenan los paquetes para ser transmitidos. Shaping es el proceso a trave´s del cual los
paquetes son demorados y transmitidos para producir un flujo predecible.
Estas caracter´ısticas del sistema de control de tra´fico pueden combinarse de tal forma de
reservar un determinado ancho de banda para un flujo de datos determinado (o una aplicacio´n),
o para limitar el ancho de banda disponible para un flujo o aplicacio´n en particular.
El siguiente listado no pretende ser una lista exhaustiva de las soluciones disponibles para
los usuarios mediante el uso de control de tra´fico, pero introduce los tipos de problemas que
pueden ser sorteados usando los mecanismos de control de tra´fico para maximizar la usabilidad
de un enlace de red.
• Limitar el ancho de banda total disponible a un valor fijo conocido.
• Limitar el ancho de banda de un usuario, servicio o cliente en particular.
• Maximizar el throughput de tra´fico TCP en un enlace asime´trico.
*Becario del Consejo Nacional de Investigaciones Cient´ıficas y Te´cnicas, Repu´blica Argentina.
• Reservar ancho de banda para un usuario, servicio o cliente en particular.
• Priorizar tra´fico sensible a la latencia.
• Realizar una administracio´n y distribucio´n equitativa del ancho de banda disponible.
• Filtrar un tipo particular de tra´fico. Este caso muestra que el control de tra´fico esta´ rela-
cionado con el concepto de firewalling, y que existen casos donde el primero puede realizar
parcialmente las tareas del segundo1.
1.1 El Control de Tra´fico en Linux
El disen˜o del subsistema de control de tra´fico en Linux es altamente modular, con una vasta
eleccio´n de lo que se denomina disciplinas de colas (una combinacio´n entre queuing y scheduling)
y clasificadores. Entre las disciplinas de cola encontramos [4]:
• Drop-tail FIFO, que descarta los paquetes entrantes cuando alcanza su taman˜o ma´ximo.
• Random Early Detection (RED) FIFO, que descarta los paquetes entrantes antes de
alcanzar el taman˜o ma´ximo de cola, de manera tal que protocolos capaces de controlar la
congestio´n (por ej. TCP) pueden demorar la transmisio´n de paquetes.
• Token Bucket Filter (TBF), que emite paquetes a un rate fijo y constante.
• Priority Scheduler, que emite los paquetes de las clases de mayor prioridad antes que los
paquetes de las clases con menor prioridad.
• Hierarchical Token Bucket (HTB), que (entre otras cosas) permite asignar cierto porcen-
taje del ancho de banda disponible a cada clase.
2 tcng - Traffic Control Next Generation
tcng (Traffic Control Next Generation) es una revisio´n de la infraestructura de control de tra´fico
de red de Linux. El objetivo es superar las desventajas de la arquitectura existente, y hacer la
misma ma´s fa´cilmente extensible.
Esta infraestructura define un nuevo lenguaje de configuracio´n, mucho ma´s amigable, y
provee un compilador (tcc) para trasladar la configuracio´n a un conjunto de lenguajes de bajo
nivel, entre ellos C y tc. Su sintaxis es similar a la de lenguajes conocidos como C o perl.
Permite a los usuarios definir sus propias construcciones del lenguaje a trave´s de macros y
variables.
tcng incluye un simulador (tcsim) que utiliza co´digo real de kernel para simular el subsis-
tema de control de tra´fico.
El detalle de la sintaxis y elementos del lenguaje utilizado por tcng puede encontrarse en
[3].
1Tambie´n es factible el caso inverso.
2.1 Un Ejemplo






class (<$high>) if tcp_dport == PORT_HTTP;
class (<$low>) if 1;
/* queuing */
prio {
$high = class (1) {
fifo (limit 20kB);
}






Las primeras 2 l´ıneas incluyen las definiciones para los campos de cabecera y nu´meros de
puertos.
Las siguientes 2 l´ıneas determinan que´ es lo que se esta´ configurando, en este caso, el tra´fico
saliente (egress) del dispositivo de red identificado como eth0.
La configuracio´n consiste de dos partes: la clasificacio´n y el sistemas de colas. En el ejemplo.
se utiliza un priority scheduler con dos clases para las prioridades alta ($high) y baja ($low).
Los paquetes con destino al puerto TCP 80 (PORT HTTP) son enviados a la clase de mayor
prioridad, mientras que el resto de los paquetes (if 1) son enviados a la clase de menor prio-
ridad. Es recomendable finalizar la seccio´n de clasificacio´n con una regla de seleccio´n que se
resuelva siempre en verdadero.
La seccio´n de colas define una disciplina de colas para prioridades esta´ticas, en dos clases.
Dentro de la clase de alta prioridad, existe otra disciplina de colas, una cola FIFO con capacidad
de 20 kilobytes. Ana´logamente, la clase de baja prioridad contiene una cola FIFO de 100
kilobytes.
2.2 Simulacio´n y Resultados
Esta seccio´n presenta la forma de trabajo con el simulador tcsim2, para poder ver los resultados
de la configuracio´n realizada sin interferir en ningu´n ambiente de produccio´n.
Asumimos que una configuracio´n ya ha sido escrita off-line y so´lo resta ser compilada y
activada. Para ello, asumimos una configuracio´n sencilla como la que se muestra debajo, y se
asume que se encuentra en un archivo llamado config.tc.
2Actualmente se trabaja en otro simulador denominado umlsim, basado en UML (User Mode Linux ).
Figura 1: Resultado de la simulacio´n
dev "eth0" {
egress {








Para realizar la simulacio´n, definimos el siguiente archivo para tcsim, que lo llamaremos
config.tcsim
dev "eth0" 1Mbps {
#include "config.tc"
}
every 0.008s send 0 x 800 /* 125 pck/sec, 8*800 bits c/u */
time 0.5s
every 0.008s send 1 x 400 /* 125 pck/sec, 8*400 bits c/u */
time 2s
Finalmente, realizamos la simulacio´n de la configuracio´n realizada y obtenemos un gra´fico
del tra´fico como se ve en la Figura 1.
3 Conclusiones y Trabajos Futuros
tcng nace como una alternativa para simplificar las tareas de configuracio´n para control de
tra´fico en Linux. A trave´s de una interfaz simple y homoge´nea, provee los medios para realizar
una configuracio´n sencilla de control de tra´fico, evitado inconsistencias y redundancias.
tcng brinda la posibilidad de testear, utilizando las herramientas tcsim y umlsim, las con-
figuraciones realizadas, ajustar para´metros, etc., antes de ponerlas en pra´ctica en ambientes de
produccio´n.
En un futuro pro´ximo, se planteara´n un conjunto de configuraciones t´ıpicas para entornos de
produccio´n, como por ejemplo cyber-cafe´s, server farms, laboratorios informa´ticos en entornos
acade´micos, etc. Se definira´n las pol´ıticas que mejor se adecu´en para cada entorno. Se realizara´n
las configuraciones necesarias y las pruebas correspondientes, tanto en un ambiente simulado
con las herramientas provistas, como en un ambiente “real”. A tal fin se acondicionara´ el
laboratorio informa´tico disponible.
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