Reconsideration of circumscriptive induction with pointwise circumscription  by Iwanuma, Koji et al.
Journal of Applied Logic 7 (2009) 307–317Contents lists available at ScienceDirect
Journal of Applied Logic
www.elsevier.com/locate/jal
Reconsideration of circumscriptive induction with pointwise
circumscription✩
Koji Iwanuma a,∗, Katsumi Inoue b, Hidetomo Nabeshima a
a University of Yamanashi, 4-3-11 Takeda, Kofu-shi, Yamanashi 400-8511, Japan
b National Institute of Informatics, 2-1-2 Hitotsubashi, Chiyoda-ku, Tokyo 101-8430, Japan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 18 December 2007
Received in revised form 18 December 2007
Accepted 19 October 2008
Available online 6 November 2008
Keywords:
Descriptive induction
Explanatory induction
Circumscription
Pointwise circumscription
Explanatory induction and descriptive induction are two main frameworks for induction
in logic. Both frameworks, however, have some serious drawbacks: explanatory induction
often exhibits an inductive leap problem, and descriptive induction sometimes fails to
explain given observations. Circumscriptive induction is a new framework intended to
overcome these diﬃculties by unifying explanatory induction and descriptive induction.
In this paper, we study and improve several aspects of circumscriptive induction. First,
we reformulate the concepts of inductive leaps and conservativeness. The reformulated
conservativeness becomes a partial generalization of the original conservativeness. We
give a simple suﬃcient condition for the reformulated conservativeness and clarify a
relationship between correct solutions and conservativeness. Furthermore, we propose
a new tractable induction framework, called pointwise circumscriptive induction, which
just uses ﬁrst-order logic with equality in the formulation, and does not demand any
second-order computation. Pointwise circumscriptive induction enables us to derive some
interesting hypotheses through ordinary resolution performed in a mechanical way.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
There are two major frameworks for induction in logic, that is, explanatory induction and descriptive induction. Explanatory
induction [4,11,16,23–25] is a form of inference intended to induce general rules, called hypotheses, which explain the
given observation under background knowledge. Descriptive induction [2,3,7,8,16] induces hypotheses describing regularities
conﬁrmed by observations. Descriptive induction is increasingly important in the context of data mining. For examples, De
Raedt et al. [2,3] and Flach and Lachiche [7] investigated various sorts of descriptive induction methods from relational
databases, which correspond with data-mining technology such as association rule mining, decision tree generation etc.
These two traditional frameworks have strength and weakness which are complementary to each other. For example, one
of the possibles drawbacks in explanatory induction is inductive leap. Intuitively, the induction leap is to derive new facts
which should be false under the closed world assumption for given observations and background knowledge. Descriptive
induction, on the other hand, often fails to induce hypotheses which can explain given observations. Dimopoulos et al. [4]
tried to overcome these shortcomings by using an integrated induction framework of deﬁnite logic programming with
constraints.
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induction and descriptive induction for full ﬁrst-order theory. Circumscriptive induction is intended to possess two important
properties: completeness for explaining given observations and conservativeness for causing no induction leaps.
In this paper, we study circumscriptive induction and improve several aspects of this. Firstly we give a new formulation
of inductive leaps and conservativeness. The reformulated conservativeness becomes a partial generalization of the original
one proposed by Inoue and Saito [10]. We give a simple suﬃcient condition for the reformulated conservativeness, which
clariﬁes that correct solutions [10] never violate the reformulated conservativeness. We also elaborate another suﬃcient
condition for the original conservativeness by using our reformulated conservativeness.
Circumscription, however, uses a second-order formulation, so is highly intractable for computing. As one approach for
this computation problem, we propose a new tractable framework, called pointwise circumscriptive induction. Pointwise cir-
cumscription proposed by Lifschitz [17,19] is a ﬁrst-order approximation of circumscription. Thus pointwise circumscription
induction never demands any second-order computation and often generates interesting hypotheses just with the ordinary
resolutions.
This paper is organized as follows: Section 2 introduces preliminary concepts and notation. In Section 3, we investigate
some aspects of circumscriptive induction. Section 4 is dedicated to pointwise circumscription and induction. Section 5
presents our conclusion and ideas for future work.
2. Preliminaries
In this paper, we consider a second-order language L with ﬁrst-order equality [17]. We suppose L has predicate variables,
but no function variables. We use a λ-notation for convenience to denote predicate expressions. An n-ary predicate expression
is an expression of the form λx¯.A(x¯), where x¯ is a tuple of n individual variables x1, . . . , xn and A(x¯) is a formula possibly
involving free occurrences of variables from x¯. If α is an n-ary predicate expression λx¯.A(x¯) and t¯ is a tuple of n terms
t1, . . . , tn , then the expression α(t¯) stands for the formula A(t¯). We identify a predicate constant P with the predicate
expression λx¯.P (x¯), and similarly for predicate variables.
Deﬁnition 1. Let P1, . . . , Pn be predicate constants, and α1, . . . ,αn be predicate expressions such that Pi and αi are of the
same arity (1  i  n). A[P1/α1, . . . , Pn/αn] is the formula obtained from a formula A by simultaneously replacing each
occurrence Pi(t) in A by the term αi(t) (for each i = 1, . . . ,n).
A clause is a disjunction of literals
¬A1 ∨ · · · ∨ ¬Am ∨ Am+1 ∨ · · · ∨ An,
where each Ai is an atom. Any variable in a clause is assumed to be universally quantiﬁed at the front. A clause is also
written as:
A1 ∧ · · · ∧ Am ⊃ Am+1 ∨ · · · ∨ An.
A clausal theory is a ﬁnite set of clauses. A clausal theory is identiﬁed with the conjunction of the clauses in it, and is also
simply called a formula.
Let B , E and H be all clausal theories, where B , E and H are called a background knowledge, an observation and a
hypothesis, respectively.
Deﬁnition 2 (explanatory induction [16,23]). Given background knowledge B and an observation E , the task of explanatory
induction is to infer a hypothesis H such that
B ∧ H | E, (1)
where B ∧ H is consistent.
Deﬁnition 3 (descriptive induction [8,16]). Given background knowledge B and an observation E , the task of descriptive induc-
tion is to infer a hypothesis H such that
Comp(B ∧ E) | H, (2)
where Comp(B ∧ E) denotes the predicate completion of B ∧ E relative to all predicates.
Example 1. (See Inoue and Saito [10].) Let us consider the following background knowledge B1 and the observation E1:
B1: Bird(a) ∧ Bird(b);
E1: Flies(a).
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H1: ∀x
(
Bird(x) ⊃ Flies(x)).
The hypothesis H1 satisﬁes B1 ∧ H1 | E1, but causes an inductive leap, that is, B1 ∧ H1 | Flies(b). On the other hand,
descriptive induction produces the hypothesis H2:
H2: ∀x
(
Flies(x) ⊃ Bird(x)).
The hypothesis H2 never realizes an induction leap, i.e., B1 ∧ H2 | Flies(b). But H2 fails to deduce E1, i.e., B1 ∧ H2 | E1.
These examples indicate that explanatory induction and descriptive induction have their own strength and weakness which
are complementary to each other.
Inoue and Saito [10] studied these diﬃculties, and proposed a new approach, called circumscriptive induction to overcome
these shortcomings.
2.1. Circumscriptive Induction
Firstly we give the deﬁnition of circumscription in a second-order language. For any two predicate constants P and Q
with the same arity, (P  Q ) is an abbreviation for ∀x(P (x¯) ⊃ Q (x¯)), where x¯ is a tuple of distinct variables. Suppose P¯ =
P1, . . . , Pn and Q¯ = Q 1, . . . , Qn are tuples of predicate constants such that Pi and Q i have the same arity for i = 1, . . . ,n.
Then, P¯  Q¯ stands for P1  Q 1 ∧ · · · ∧ Pn  Qn , and P¯ < Q¯ stands for ( P¯  Q¯ ) ∧ ¬(Q¯  P¯ ).
Deﬁnition 4 (parallel circumscription [17,20]). Let A( P¯ , Z¯) be a formula containing tuples P¯ and Z¯ of predicate constants
P1, . . . , Pm and Z1, . . . , Zn , respectively. Suppose that pi and z j are predicate variables of the same arity as Pi and Z j ,
respectively, for i = 1, . . . ,m and j = 1, . . . ,n. If we denote the tuple p1, . . . , pm by p¯ and z1, . . . , zn by z¯, the circumscription
CIRC[A; P¯ ; Z¯ ] of P¯ with Z¯ varied is deﬁned as:
A( P¯ , Z¯) ∧ ¬∃pz(A[ P¯/p¯, Z¯/z¯] ∧ (p¯ < P¯ )).
Predicates P1, . . . , Pm are called minimized predicates, and Z1, . . . , Zn are called variable predicates. When Z¯ is empty, the
circumscription is denoted as CIRC[A; P¯ ].
In this paper, we consider only standard models for the equality. A structure M consists of a non-empty set |M|, called
the domain of individuals, functions from |M|n to |M| representing n-ary function constants, and subsets of |M|n representing
n-array predicate constants. We write |K|M to denote the extension of a (function or predicate) constant K in a structure M .
The extension of a predicate expression λx¯.A(x¯) in a structure M is also denoted as |λx¯.A(x¯)|M . The equality = is interpreted
as the identity relation on |M|. A structure M is a model of a formula A, denoted as M | A, if M satisﬁes A. Moreover, | A
denotes that M | A for every structure M .
Deﬁnition 5 (minimal models). Let A be a formula, and P¯ and Z¯ be tuples of predicates P1, . . . , Pm and Z1, . . . , Zn , respec-
tively. For any two models M and N of A, we write M  P¯ ; Z¯ N if:
(1) |M| = |N|;
(2) |Pi |M ⊆ |Pi |N for every Pi in P¯ ;
(3) |K|M = |K|N for every predicate/function constant K not in P¯ nor in Z¯ .
The relation  P¯ ; Z¯ is a preorder. The expression M = P¯ ; Z¯ N denotes the case where both M  P¯ ; Z¯ N and N  P¯ ; Z¯ M hold.
A model M of A is  P¯ ; Z¯ -minimal if there is no model N such that N  P¯ ; Z¯ M and M = P¯ ; Z¯ N .
For any formula B , we have [17,20]
CIRC[A; P¯ ; Z¯ ] | B iff B is satisﬁed by every  P¯ ; Z¯ -minimal models of A.
Obviously, CIRC[A; P¯ ; Z ] |∧Pi∈ P¯ CIRC[A; Pi]. The following is a well-known property:
Proposition 1 (well-foundedness [6]). Any universal formula A is well-founded with respect to the order  P¯ ; Z¯ , i.e., there is a  P¯ ; Z¯ -
minimal model for any universal formula A.
Deﬁnition 6 (circumscriptive induction problem and correct solution [10]). Let B and E be clausal theories, and P¯ and Z¯ be
disjoint tuples of predicates appearing in B and E . Then, a circumscriptive induction problem is deﬁned as a quadruple
〈B, E, P¯ , Z¯〉, where B and E represent background knowledge and an observation, respectively. A formula H is a correct
solution to the circumscriptive induction problem 〈B, E, P¯ , Z¯〉 if
CIRC[B ∧ E; P¯ ; Z¯ ] | H (3)
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where B ∧ H is consistent.
A circumscriptive policy [21], i.e., a strategy for selecting minimized predicates and variable predicates from the predicate
symbols appearing in background knowledge and observations, is very important in order to prevent inductive leaps. We
omit the detail of this problem here. See Inoue and Saito [10] for a detailed discussion.
Example 2 (continued). Reconsider the background knowledge B1 and the observation E1 in Example 1. Inoue and Saito [10]
showed that circumscriptive induction allows us to generate the following hypothesis:
H3: ∀x
(
Bird(x) ∧ x = b ⊃ Flies(x)).
This hypothesis is a correct solution, that is, H3 can explain E , and never causes an induction leap.
Remark 1. The condition (4) of circumscriptive induction is the same as (1) in explanatory induction. Thus, circumscription
is, in a sense, a restricted form of explanatory induction with the additional condition (3) which is intended to prevent
inductive leaps. Condition (3) is a more general form of (2) in descriptive induction. Here, each hypothesis H is deﬁned
with circumscription instead of Clark’s predicate completion. Thus, a more general class of formulas can be treated by
circumscription than by predicate completion. Moreover, models of B ∧ E can be minimized more intentionally by the
circumscriptive policy mentioned above.
Remark 2. In the above example, if an additional fact Bird(c) is appended to the background knowledge B1, then we can also
deduce Flies(c) with the hypothesis H3. So the hypothesis H3 is surely inductive. This property should not be confused with
the fact that B1∧H3 does not deduce Flies(b) although Bird(b) is true. The hypothesis H3 is the result of classiﬁcation for the
given observation E1 in which only Flies(a) is described to be true under the background knowledge B1: Bird(a) ∧ Bird(b),
so we should keep this information after the hypothesis is added. An inductive leap of H3 w.r.t. B1 ∧ E1 should be a formula
which can be derivable from B1 ∧ H3 but not from B1 ∧ E1. In this sense, Flies(c) is not an inductive leap indeed. Notice
again that Flies(c) can be deduced only if we assume the additional new fact Bird(c) together with the hypothesis H3.
Remark 3. Dimopoulos et al. [4] studied integration of explanatory induction and descriptive induction within a framework
of deﬁnite logic programming with constraints. They proposed a new semantic framework, called a generalized model for
its semantic characterization. Circumscriptive induction can treat full ﬁrst-order theories, and moreover does not need extra
mechanisms such as a constraint or a generalized model for integrating explanatory induction and descriptive induction.
The circumscription policy to divide the predicates into those minimized, ﬁxed and variable enables us to control derivation
of formulas in induction, and hence its role can be related with the notions of constraints and generalized models in [4].
On the other hand, Dimopoulos et al. [4] can treat negative observations/examples, which should not be covered by any
generated hypothesis. Since circumscriptive induction can treat full ﬁrst-order theories, circumscriptive induction can also
deal with negative observations using negative examples E in an explicitly negated form, i.e., ¬E .
Deﬁnition 7 (inductive leap, conservativeness and completeness [10]). Let A be a formula and Q be a predicate constant. The
test set of inductive leaps TS(A, Q ) relative to A and Q is
TS(A, Q ) = {C | A | C,and C is a ground atom whose predicate is Q }.
Given a background B , an observation E and a hypothesis H , the hypothesis H realizes an inductive leap if there is a predicate
Q occurring positively in E such that
TS(B ∧ H, Q ) TS(B ∧ E, Q ).
Otherwise, a hypothesis H is said to be conservative. A hypothesis H is said to be complete if for any predicate Q occurring
positively in E , the following holds:
TS(B ∧ E, Q ) ⊆ TS(B ∧ H, Q ).
Note that the hypothesis H3 in Example 2 is conservative and complete, whereas the hypothesis H1 generated by ex-
planatory induction in Example 1 is complete but not conservative. Moreover H2 generated by descriptive induction is
conservative but not complete.
The completeness in Deﬁnition 7 obviously holds for any correct solution for any circumscriptive induction 〈B, E, P¯ , Z¯〉.
Thus, an important problem to be investigated is conservativeness. Inoue and Saito [10] gave the following theorem of
conservativeness just for solitary formulas.
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of
Neg( Z¯) ∧ (K¯  Z¯),
where Neg( Z¯) is a formula not containing any predicate in Z¯ positively, and K¯ is a tuple of predicates not containing any
predicate in Z¯ .
Variable predicates Z¯ in a solitary formula A( Z¯) can be eliminated in circumscription. That is, for any solitary formula
A( Z¯) = Neg( Z¯) ∧ (K¯  Z¯), the following holds [17]:
| CIRC[A( Z¯); P¯ ; Z¯]≡ A( Z¯) ∧ CIRC[Neg(K ); P¯ ].
Theorem 1 (conservativeness for solitary formulas [10]). Let B and E be formulas such that B ∧ E is solitary in predicates Z¯ . Suppose
that H is a correct solution to the circumscriptive induction problem 〈B, E, P¯ , Z¯〉. Then, H is conservative, i.e., H does not realize an
inductive leap.
3. Reformulation of conservativeness
In this section we study some issues related to conservativeness of circumscriptive induction. First, we reformulate the
concepts of inductive leaps and conservativeness. We show a relationship between two concepts of conservativeness, that
is, the reformulated conservativeness becomes a partial generalization of the original one in Deﬁnition 7. Next we show a
simple suﬃcient condition for the reformulated conservativeness and clarify a relationship between correct solutions and
conservativeness in a circumscriptive induction framework.
Deﬁnition 9 (extended inductive leaps and conservativeness). Let P¯ and Z¯ be disjoint tuples of predicate constants. We deﬁne
L( P¯−; Z¯) as the set of all formulas including no negative occurrences of any predicate in P¯ and no occurrences of any
predicate in Z¯ . Suppose A is a formula. The extended test set of inductive leaps ETS(A; P¯ ; Z¯) relative to A, P¯ and Z¯ is
ETS(A; P¯ ; Z¯) = {C ∈L( P¯−; Z¯) | A | C}.
Let 〈B, E, P¯ , Z¯〉 be a circumscriptive induction problem and H be a formula. If
ETS(B ∧ H; P¯ ; Z¯) ETS(B ∧ E; P¯ ; Z¯),
then we say, a hypothesis H realizes an extended inductive leap. Otherwise, a hypothesis H is said to be extended-conservative.
Compared with TS(A, Q ), the extended test set ETS(A; P¯ ; Z¯) may contain various forms of formulas, For example, the
following disjunctive formulas belong to the underlying set L( P¯−, Z¯):
D1: P1(t1) ∨ · · · ∨ P1(tk),
D2: P1(s) ∨ P2(s),
where the terms t1, . . . , tk and s may possibly contain variables. Thus, if D1 and D2 are logical consequences of A, then
D1, D2 ∈ ETS(A; P¯ ; Z¯). These non-ground disjunctive formulas cannot be treated by the framework of TS(A; Q ).
Remark 4. In the deﬁnitions of conservativeness and extended-conservativeness, there is an important difference between
TS(B ∧ E, Q ) and ETS(B ∧ E; P¯ ; Z¯) on specifying a predicate Q and predicate sets P¯ and Z¯ . That is, Q is determined from
the observation E while P¯ and Z¯ are deﬁned from the circumscriptive policy, i.e., 〈B, E, P¯ , Z¯〉. Note that, if the variable
predicate set Z¯ of 〈B, E, P¯ , Z¯〉 is empty, i.e., Z¯ = φ, then the extended-conservativeness entails the conservativeness, because
ETS(B ∧ E; P¯ ; φ¯) contains TS(B ∧ E, Q ), as a subset, for any predicate Q occurring positively in E for such a case. Therefore,
the extended-conservativeness should be recognized as a partial generalization of the conservativeness in Deﬁnition 7.
Next we clarify a suﬃcient condition for the extended-conservativeness.
Theorem 2 (extended-conservativeness). Let 〈B, E, P¯ , Z¯〉 be a circumscriptive induction problem, and H be a formula. If
CIRC[B ∧ E; P¯ ; Z¯ ] | H,
then H is extended-conservative, i.e.,
ETS(B ∧ H; P¯ ; Z¯) ⊆ ETS(B ∧ E; P¯ ; Z¯).
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B ∧ H is true on every  P¯ ; Z¯ -minimal model of B ∧ E . Therefore, C is also true on any  P¯ ; Z¯ -minimal model of B ∧ E . Since
B∧ E is a well-founded theory, every model M of B∧ E has a  P¯ ; Z¯ -minimal model N such that N  P¯ ; Z¯ M . For these models
M and N of B ∧ E , we have
(1) C is true on N;
(2) |Pi|N ⊆ |Pi |M for any Pi ∈ P¯ ;
(3) |Q |N = |Q |M for any predicate Q not belonging to P¯ nor Z¯ .
The formula C consists of only positive occurrences of predicates in P¯ and occurrences of predicates Q not in P¯ nor Z¯ .
Therefore, it is obvious that C is true on M . Thus C ∈ ETS(B ∧ E; P¯ ; Z¯). 
The following is the ﬁrst main theorem.
Theorem 3 (extended-conservativeness of correct solutions). Let 〈B, E, P¯ , Z¯〉 be a circumscriptive induction problem. Any correct
solution H of 〈B, E, P¯ , Z¯〉 is extended-conservative.
Proof. This is an immediate consequence of Theorem 2. 
As mentioned in Remark 4, extended-conservativeness entails conservativeness for 〈B, E, P¯ , φ〉. Thus the following is
immediate from Theorem 3.
Corollary 1 (conservativeness for a case not involving variable predicates). Let 〈B, E, P¯ , φ¯〉 be a circumscriptive induction problem.
Any correct solution H of 〈B, E, P¯ , φ〉 is conservative for B and E.
4. Pointwise circumscription: an approximation method
Circumscription is a very powerful tool, but can be computationally intractable because it uses a second-order formula-
tion. Many studies have been conducted on mechanical computation of circumscription [5,12–15,17,18,20,26,27]. Inoue and
Saito [10] investigated the computation problem of circumscriptive induction, and proposed two mechanical methods: the
ﬁrst one is to apply some equivalent transformation methods of circumscription into ﬁrst-order formulas [5,12,14,15,20] and
successively apply a ﬁrst-order consequence-ﬁnding prover [9] to obtain ﬁrst-order hypotheses; the second one is to directly
use some explanatory induction provers [11,23] and successively apply native circumscriptive theorem provers [14,27]. In
this paper, we propose a new third method, i.e., an approximation method based on pointwise circumscription.
Pointwise circumscription was proposed by Lifschitz [18,19] as a ﬁrst-order approximation of parallel circumscription
without variable predicates, and several extended versions were proposed in Iwanuma and Oota [14]. We present here the
most basic form of pointwise circumscription [17] for simplicity of the discussion.
Let s¯ and t¯ be tuples s1, . . . , sn and t1, . . . , tn of n terms, respectively. We write s¯ = t¯ to denote the conjunction ∧ni=1(si =
ti). The expression s¯ = t¯ stands for ¬(s¯ = t¯).
Deﬁnition 10 (pointwise circumscription [18,19]). Let A be a sentence, P be an n-ary predicate constant and x¯ be a tuple of n
individual variables not appearing in A. The pointwise circumscription PWC[A; P ] of P in A is the ﬁrst-order sentence
A ∧ ∀x¯[P (x¯) ⊃ ¬(A[P/λu¯(P (u¯) ∧ u¯ = x¯)])].
The subformula ¬(A[P/λu(P (u¯) ∧ u¯ = x¯)]) in PWC[A; P ] is called the pointwise deﬁnition formula, denoted as Pwf[A; P ; x¯].
Using this notation, PWC[A; P ] can be written as A ∧ ∀x¯(P (x¯) ⊃ Pwf[A; P ; x¯]).
We have clearly
| CIRC[A; P ] ⊃ PWC[A; P ].
The formula PWC[A; P ] semantically states that it is impossible to obtain a model of A by eliminating exactly one ele-
ment from the extension of P . The formula PWC[A; P ] behaves as an elementary approximation1 of CIRC[A; P ]. Moreover
PWC[A; P ] logically implies some extended forms of predicate completion.2
Although pointwise circumscription cannot treat variable predicates variables directly, several variable predicates Z¯ in
CIRC[A; P¯ ; Z¯ ] can be eliminated. That is, CIRC[A; P¯ ; Z¯ ] can be equivalently transformed into CIRC[A′; P¯ ] for a transformed
1 The formula PWC[A; P ] can be regarded as a ﬁrst-order approximation of circumscription. Even in the framework of ﬁrst-order logic, more elaborate
approximation formulas can be considered. Such approximations can be regarded as higher-order approximation formulas. See [14] for details.
2 See [22] for Horn theories, and [12] for arbitrary ﬁrst-order theories.
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circumscription over a positive/negative solitary formula relative to variable predicates. Moreover we have, for any CIRC[A; P¯ ; Z¯ ],
| CIRC[A; P¯ ; Z¯ ] ⊃ CIRC[A; P¯ ].
Thus, together with | CIRC[A; P¯ ] ⊃∧Pi∈ P¯ PWC[A; Pi], we have more generally
| CIRC[A; P¯ ; Z¯ ] ⊃
∧
Pi∈ P¯
PWC[A; P¯ i].
Therefore pointwise circumscription can be regarded as a ﬁrst approximation for parallel circumscription even if it involves
variable predicates. We next deﬁne a new induction framework and a correct solution with pointwise circumscription.
Deﬁnition 11 (pointwise circumscriptive induction problem). Let B and E be formulas, and P¯ be a tuple of predicates appearing
in B and E . Then, a pointwise circumscriptive induction problem is deﬁned as the triple 〈B, E, P¯ 〉PW , where B and E represent
background knowledge and an observation, respectively.
Deﬁnition 12 (correct solutions and conservativeness). Given an induction problem 〈B, E, P¯ 〉PW , a formula H is a correct
solution to the pointwise circumscriptive induction problem if
∧
Pi∈ P¯
PWC[B ∧ E; P¯ i] | H (5)
and
B ∧ H | E, (6)
where B ∧ H is consistent. Moreover, we say, a hypothesis H realizes an extended inductive leap if
ETS(B ∧ H; P¯ ;φ) ETS(B ∧ E; P¯ ;φ).
Otherwise, a hypothesis H is said to be extended-conservative.
The following theorem clariﬁes that pointwise circumscriptive induction can be regarded as an approximation of circum-
scriptive induction.
Theorem 4 (approximation by pointwise circumscriptive induction). Let B and E be formulas. Suppose that H is a correct solution to
the pointwise circumscriptive induction problem 〈B, E, P¯ 〉PW . Then, H is a correct solution to the circumscriptive induction problem
〈B, E, P¯ , Z¯〉 for any variable predicates Z¯ .
Proof. Since | CIRC[B ∧ E; P¯ ; Z¯ ] ⊃∧Pi∈ P¯ PWC[B ∧ E; P ] for any variable predicates Z¯ , this is obvious. 
Corollary 2 (conservativeness for pointwise circumscriptive induction). Let 〈B, E, P¯ 〉PW be a pointwise circumscriptive induction
problem, and H be a formula. If
∧
Pi∈ P¯
PWC[B ∧ E; Pi] | H,
then H is extended-conservative, i.e.,
ETS(B ∧ H; P¯ ;φ) ⊆ ETS(B ∧ E; P¯ ;φ).
Proof. Since | CIRC[B ∧ E; P¯ ;φ] ⊃∧Pi∈ P¯ PWC[B ∧ E; P ], this is obvious from Theorem 2. 
Remark 5. For any Pi ∈ P¯ , the pointwise circumscription PWC[B ∧ E; Pi] itself is guaranteed to be a correct solution to
circumscriptive induction problem 〈B, E, B¯, Z¯〉 because CIRC[B ∧ E; B¯; Z¯ ] | PWC[B ∧ E; Pi] and PWC[B ∧ E; Pi] | E hold.
The formula PWC[B ∧ E; Pi] however contains E as its subformula (see Deﬁnition 10), so it should be meaningless as a
hypothesis, or at least, not an interesting solution.
Next, we consider a conservative and/or correct hypothesis H for pointwise circumscription. At ﬁrst, we clarify a rela-
tionship between Clark’s predicate completion [1] and a pointwise deﬁnition formula Pwf[A; P ; x].
Deﬁnition 13 (minimal extension formulas [12]). Let A be a conjunction A1 ∧ · · · ∧ Am of formulas, P be an n-ary predicate
constant and x¯ be a tuple of n individual variables not appearing in A. The minimal extension formula Min[A; P ; x¯] of P in A
is the formula ¬B , where B is obtained from A by replacing every positive occurrence of P in A as follows:
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(2) Otherwise, we replace the occurrence P (t¯) with P (t¯) ∧ (x¯ = t¯).
Example 3. Let B2 and B3 be formulas as follows:
B2: Bird(a) ∧ Bird(b) ∧ Bird(c).
B3: Bird(a) ∨ Bird(b).
The minimal extension formulas are as follows:
Min[B2;Bird; x]: x = a ∨ x = b ∨ x = c.
Min[B3;Bird; x]:
(
Bird(a) ⊃ x = a)∧ (Bird(b) ⊃ x = b).
The next lemma is valuable for simplifying the minimal extension formula.
Lemma 1. (See Iwanuma et al. [12].) Let A be a conjunction A1 ∧ · · · ∧ An, P¯ be a tuple of predicate constants P1, . . . , Pm. SimP¯ (A)
is deﬁned as the conjunction obtained from A by eliminating every conjunct Ai not containing any positive occurrences of a predicate
in P¯ . We have
(1) | CIRC[A; P¯ ] ≡ A ∧ CIRC[SimP¯ (A); P¯ ];
(2) | PWC[A; Pi] ≡ A ∧ PWC[Sim{Pi}(A); Pi].
Example 4. Let E2 be a formula as follows:
E2: Flies(a) ∧ Flies(b)
Suppose that the formulas B2 and B3 are the same ones as in Example 3. Since E2 has no positive occurrences of the
predicate Bird, the formula Min[SimBird(B2 ∧ E2);Bird; x] is equivalent to Min[B2;Bird; x], i.e.,
x = a ∨ x = b ∨ x = c.
On the other hand, B2 has no positive occurrences of Flies, so Min[SimFlies(B2 ∧ E2); Flies; x] is equivalent to Min[E2; Flies; x],
i.e.,
x = a ∨ x = b.
Similarly, the formula Min[SimBird(B3 ∧ E2);Bird; x] is
(
Bird(a) ⊃ x = a)∧ (Bird(b) ⊃ x = b).
Lemma 2. (See Iwanuma et al. [12].) Let A be a ﬁrst-order formula and P be a predicate constant. We have
(1) A | ∀x¯(Min[A; P ; x¯] ⊃ P (x¯));
(2) | ∀x¯(Pwf[A; P ; x¯] ⊃ Min[A; P ; x¯]).
Therefore, we have
(1) | PWC[A; P ] ⊃ ∀x¯(P (x¯) ≡ Pwf[A; P ; x¯]);
(2) | PWC[A; P ] ⊃ ∀x¯(P (x¯) ≡ Min[A; P ; x¯]).
The minimal extension formula can often be valuable to generate a conservative and complete hypothesis for pointwise
circumscriptive induction. Let us consider two examples.
Example 5. Let B2 and E2 be formulas in Example 4. Consider the minimal extension formulas with respect to PWC[B2 ∧
E2;Bird] and PWC[B2andE2; Flies]. The formula
∀x(Bird(x) ≡ Min[SimBird(B2 ∧ E2);Bird; x
])
can easily be transformed into the conjunction of the following clauses:
C1: x = a ⊃ Bird(x).
C2: x = b ⊃ Bird(x).
C3: x = c ⊃ Bird(x).
C4: Bird(x) ⊃ (x = a ∨ x = b ∨ x = c).
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∀x(F lies(x) ≡ Min[SimFlies(B2 ∧ E2); Flies; x
])
is equivalent to the conjunction of the following clauses:
C5: x = a ⊃ Flies(x).
C6: x = b ⊃ Flies(x).
C7: Flies(x) ⊃ (x = a ∨ x = b).
All of these clauses are logical consequences from PWC[SimBird(B2 ∧ E2);Bird] and PWC[SimFlies(B2 ∧ E2); Flies], respectively.
We resolve the clause C4 with the clauses C5 and C6 successively, and obtain the resolvent (Bird(x) ⊃ Flies(x) ∨ x = c),
which is equivalent to
C8: Bird(x) ∧ x = c ⊃ Flies(x).
This formula is not only a correct solution to the pointwise circumscriptive induction problem 〈B2, E2, {Bird, Flies}〉, but also
is a correct solution to the circumscriptive induction problem 〈B2, E2, {Bird, Flies};φ〉.
Remark 6. The clauses C5 and C6 are logically equivalent to the formula E2 itself. Thus the clause C8 is indeed a correct
solution to the circumscriptive (or pointwise circumscriptive) induction problem 〈B2, E2, {Bird}, φ〉. Another important fact is
that C8 can be derived simply by performing the ordinary resolution, where no special computation mechanism is needed.
Inoue and Saito [10] derived a similar formula from circumscriptive induction, by hand with some heuristics. Such a derivation
task may not be simple. This shows the advantage of pointwise circumscription with respect to tractability.
Example 6. Let B3 be the disjunctive formula in Example 3 and E3 be the unit clause
E3: Flies(a).
The formula ∀(Bird(x) ≡ Min[SimBird(B3 ∧ E3);Bird; x]) is the conjunction of the following clauses:
C9:
[(
Bird(a) ⊃ x = a)∧ (Bird(b) ⊃ x = b)]⊃ Bird(x).
C10: Bird(x) ∧ Bird(a) ⊃ x = a.
C11: Bird(x) ∧ Bird(b) ⊃ x = b.
All of these clauses are logical consequences from PWC[SimBird(B3 ∧ E3);Bird]. On the other hand, the observation E3 is
equivalent to the clause C5. Thus, we resolve the clause C10 with the clause C5, and obtain the resolvent
C12: Bird(x) ∧ Bird(a) ⊃ Flies(x).
Clearly we have PWC[B3 ∧ E3;Bird] | C12, but unfortunately, B3 ∧ C12 | E3. That is, the hypothesis C12 is extended-
conservative, but is not complete. The formula C12 should be regarded as a conditional solution, because C12 refers to
the case when the predicate Bird entails Flies(a), that is, the case when Bird(a) is true. Thus, abduction seems to be an
appropriate method for continuing further the inference computation. For example, if we abduce Bird(a) to be a hypothesis
which serves as a conjunct together with clause C12, we can entail the observation E3. Circumscriptive induction can play
the role of clarifying which part of the knowledge should be handled by abduction. Ray et al. [24,25] studied an integration
of abduction and induction and gave a system called Hybrid Abductive Inductive Learning (HAIL) which overcomes a sort
of incompleteness inherited by some inductive logic programming systems. Circumscriptive induction might have a close
relationship with such an abductive inductive learning system.
5. Conclusion
In this paper, we studied circumscriptive induction and elaborated some of its aspects. We extended the concepts of
inductive leaps and conservativeness, and gave some simple suﬃcient conditions for conservativeness. Furthermore, we
proposed a new tractable framework, pointwise circumscriptive induction as an alternative to circumscriptive induction.
Pointwise circumscriptive induction only require ﬁrst-order logic with equality, and does not demand any second-order
computation, which suggests it is computationally more tractable.
One interesting direction for future work is to extend the pointwise circumscription framework to a more sophisticated
one such as extended pointwise circumscription given in [14]. Another interesting direction is a conditional solution, which
seems to be closely related to abductive computation, and is inevitable for treating disjunctive background theories and
observations.
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We show a new method for eliminating variable predicates from parallel circumscription over extended solitary formulas.
The following is a key property.
Lemma 3. Let A( Z¯) be a formula containing a tuple Z¯ of predicate constants Z1, . . . , Zn. Suppose that Wi is a predicate expression of
the same arity as Zi for i = 1, . . . ,n, and we denote the tuple W1, . . . ,Wn by W¯ . If
| A( Z¯) ⊃ A[ Z¯/W¯ ],
then we have, for any tuple P¯ of predicate constants,
| CIRC[A( Z¯); P¯ ; Z¯]≡ A ∧ CIRC[A[ Z¯/W¯ ]; P¯ ; Z¯].
Proof. Firstly we prove the “if” part. Suppose M is a  P¯ ; Z¯ -minimal model of A[ Z¯/W¯ ] and M is also a model of A( Z¯).
Then M must be  P¯ ; Z¯ -minimal among all models of A( Z¯). If not so, there is a model N of A( Z¯) such that N  P¯ ; Z¯ M and
N = P¯ ; Z¯ M . Since | A( Z¯) ⊃ A[ Z¯/W¯ ], the model N is also a model of A[ Z¯/W¯ ]. This contradicts the  P¯ ; Z¯ -minimality of M
among the models of A[ Z¯/W¯ ].
Next we prove the “only if” part. Suppose M is a  P¯ ; Z¯ -minimal model of A( Z¯). Then M is also a model of A[ Z¯/W¯ ]. If
M is not  P¯ ; Z¯ -minimal among the models of A[ Z¯/W¯ ], then there exits a model N of A[ Z¯/W¯ ] such that N  P¯ ; Z¯ M and
N = P¯ ; Z¯ M . For these models M and N , we have
(1) |N| = |M|;
(2) |Pi|N ⊂ |Pi |M for every Pi ∈ P¯ ;
(3) |K|N = |K|M for every function/predicate constant K not in P¯ nor in Z¯ .
We construct a new structure K from N such that
(1) |K | = |N|;
(2) |Zi |K = |Wi |N for every Zi in Z¯ ;
(3) |K|K = |K|N for all function/predicate constants other than Z1, . . . , Zn .
The structure K should be a model of A( Z¯), because N is a model of A[ Z¯/W¯ ]. Moreover, the following hold:
(1) |K | = |M|;
(2) |Pi|K ⊂ |Pi |M for every Pi ∈ P¯ ;
(3) |K|N = |K|M for every function/predicate constant K not in P¯ nor in Z¯ .
This contradicts the minimality of M among the models of A( Z¯). 
If A[ Z¯/W¯ ] has no occurrences of predicates in Z¯ , then CIRC[A[ Z¯/W¯ ]; P¯ ; Z¯ ] can obviously be reduced into CIRC[A[ Z¯/W¯ ];
P¯ ] by eliminating variable predicates Z¯ . In this case, CIRC[A( Z¯); P¯ ; Z¯ ] itself can eventually be transformed to A ∧
CIRC[A[ Z¯/W¯ ]; P¯ ].
Deﬁnition 14 (positive/negative solitary formulas). We call the solitary formula given in Deﬁnition 8 a positive solitary formula.
A negative solitary formula is the dual of a positive solitary formula, that is, a formula in the form of
Pos( Z¯) ∧ ( Z¯  K¯ ),
where Pos( Z¯) is a formula not containing any predicate in Z¯ negatively, and K¯ is a tuple of predicates not containing any
predicate in P¯ .
Obviously, we have
| [Neg( Z¯) ∧ (K¯  Z¯)]⊃ [Neg(K¯ ) ∧ (K¯  K¯ )].
| [Pos( Z¯) ∧ ( Z¯  K¯ )]⊃ [Pos(K¯ ) ∧ (K¯  K¯ )].
Therefore, according to Lemma 3, the following elimination of variable predicates from parallel circumscription is available.
Notice that the ﬁrst one is a well-known result given by Lifschitz [17].
Corollary 3 (Variable elimination from positive/negative solitary formulas). Let A be a formula, and P¯ and Z¯ be disjoint tuples of
predicate constants. We have:
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| CIRC[A; P¯ ; Z¯ ] ≡ A ∧ CIRC[Neg(K¯ ); P¯];
(2) If A is a negative solitary formula Pos( Z¯) ∧ ( Z¯  K¯ ), then we have
| CIRC[A; P¯ ; Z¯ ] ≡ A ∧ CIRC[Pos(K¯ ); P¯ ].
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