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To study which are the most general causal structures which are compatible with local quantum
mechanics, Oreshkov et al. [1] introduced the notion of a process: a resource shared between some
parties that allows for quantum communication between them without a predetermined causal or-
der. These processes can be used to perform several tasks that are impossible in standard quantum
mechanics: they allow for the violation of causal inequalities, and provide an advantage for com-
putational and communication complexity. Nonetheless, no process that can be used to violate a
causal inequality is known to be physically implementable. There is therefore considerable interest
in determining which processes are physical and which are just mathematical artefacts of the frame-
work. Here we make key progress in this direction by proposing a purification postulate: processes
are physical only if they are purifiable. We derive necessary conditions for a process to be purifiable,
and show that several known processes do not satisfy them.
1 Introduction
It is widely believed that any future theory that unifies quantum mechanics and gravity will feature quantum
uncertainty in the metric tensor [2], which should produce indefinite causal structures. Our understanding of the
notion of indefinite causal structures is, however, still lacking. To investigate that, one approach is to consider
simple, concrete models that are compatible with the laws of quantum information processing. One such model
– the process matrix formalism – was introduced by Oreshkov et al. as the most general causal structure that
can connect local laboratories where standard quantum mechanics is valid without creating paradoxical causal
loops [1].
These processes have been shown to enable the realization of tasks that are otherwise impossible: they allow
for the violation of causal inequalities [1, 3–8], can be detected by causal witnesses [9], provide an advantage in
quantum computation [10–12], and enable a reduction in communication complexity [13, 14]. But even though
one such process – the quantum switch – has been implemented experimentally [15, 16], in general it is not
known if all process are physical or some of them are just mathematical artefacts of the formalism. They were,
after all, defined only from the requirement of not generating logical contradictions, and processes realisable in
nature are likely to fulfil additional physical constraints.
One can, therefore, look for requirements beyond mere logical consistency in order to shed light on the
physicality of these processes. As seen from the search for physical principles to determine the set of quantum
correlations, such meta-theoretical principles can provide nontrivial constraints on the possible theories [17–
21]. The principle we choose to investigate here is reversibility of the transformations between quantum states
[22]: it is, after all, valid in all fundamental physical theories, and has been a central ingredient in all of the
reconstructions of quantum mechanics to date [23–29].
To define what reversibility means for processes we first needed to generalise their definition: we extend
them with a global past and a global future, so that they can be seen as inducing a transformation from
quantum states in the past to quantum states in the future, after passing through the causally indefinite region
of the local laboratories. We can then define pure processes as those that preserve the reversibility of the
underlying operations, i.e., those that induce a unitary transformation from the past to the future whenever
unitary transformations are also applied in the local laboratories.
With these definitions in hand, we can propose the purification postulate: processes are physical only if they
are purifiable, i.e., if they can be expressed as a part of a pure process in a larger space. It turns out to be
1
ar
X
iv
:1
61
1.
08
53
5v
3 
 [q
ua
nt-
ph
]  
20
 A
pr
 20
17
rather difficult to determine if a given process is purifiable. We derive, then, a necessary but not sufficient
condition for purifiability, and show that several known processes fail to satisfy this condition, among which is
the process from Ref. [1] that was the first one shown to violate a causal inequality. In fact, we haven’t found
a purification for any bipartite process that was able to violate a causal inequality. There exists, however, a
tripartite process which is purifiable and able to violate causal inequalities [6, 30]. If one takes the view that the
violation of causal inequalities is impossible in Nature, as done in Ref. [31], this implies that being purifiable is
not a sufficient condition for a process to be physical.
The paper is organized as follows: in Section 2 we generalise the definition of a process and introduce the
notion of pure processes. In Section 3 we propose the purification postulate. In Section 4 we derive necessary
and sufficient conditions for a process to be purifiable, and in Section 5 we derive a necessary but not sufficient
condition for purifiability that can be easily tested. In Section 6 we apply our condition to several known
processes, and in Section 7 we present a tripartite pure process that violates causal inequalities.
2 Pure processes
In Ref. [1], the process matrix was introduced as the most general way to allow two parties Alice and Bob to
communicate – not necessarily in a causally ordered way – but without creating paradoxes. These parties were
assumed to obey the laws of quantum mechanics locally, and the no-paradox condition means that whatever
probabilities Alice and Bob may extract from their local experiments will be positive and normalised. In other
words, the process matrix was defined as a (multi)linear function that takes completely positive (CP) maps to
probabilities.
To be able to talk about purification, we need to extend this definition to take CP maps not to probabilities,
but to other CP maps. This view of a process as a higher-order transformation is much in the spirit of quantum
combs [32], but with the crucial difference that combs are usually defined to be causally ordered. Note also
that it can be recovered from the multipartite definition of process presented for example in Ref. [9]. We shall,
nevertheless, explicitly define bipartite processes as higher-order transformations for clarity and to make this
paper self-contained. The multipartite case can be obtained by a straightforward generalisation of the arguments
presented here or from Ref. [9].
To this end, let A be a completely positive trace preserving (CPTP) map that takes the Hilbert spaces1
AI , A
′
I to AO, A
′
O, and B a CPTP map that takes BI , B′I to BO, B′O. A process is then defined as the most
general linear transformation that acts trivially on A′I , B
′
I , A
′
O, B
′
O and takes A and B to a CPTP map GA,B
from A′I , B
′
I , P to A
′
O, B
′
O, F , as represented in Fig. 1. Note that the Hilbert space F cannot signal to any other
Hilbert space, and can therefore be interpreted as a global future. Conversely, none of the Hilbert spaces can
signal to P , which can then be interpreted as a global past.
GA,B
A′I
A′O
B′I
B′OF
P
= A W B
AOA
′
O
AIA
′
I
BO B
′
O
BI B
′
I
F
P
Figure 1: A process W is a bilinear function from the CPTP maps A,B to a CPTP map GA,B. This map takes states from
the global past P and auxiliary spaces A′I , B′I to the global future F and auxiliary spaces A′O, B′O.
To find a matrix representation for a process, we make use of the Choi-Jamiołkowski (CJ) isomorphism,
which we recap in Appendix A. Let then A = C(A), B = C(B), and GA,B = C(GA,B) be the CJ representations
of the CPTP maps A, B, and GA,B. By linearity we can represent the mapping from A,B to GA,B as
GA,B = trAIAOBIBO [WTAIAOBIBO (A⊗B)], (1)
where W ∈ P ⊗ AI ⊗ AO ⊗ BI ⊗ BO ⊗ F is the process matrix we are defining, ·TAIAOBIBO denotes partial
transposition on the subsystems AI , AO, BI , and BO, and identity matrices on the subsystems P , F , A′I , A
′
O,
1AI (and its analogues) is defined as the set of dAI × dAI complex matrices.
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B′I , and B
′
O are left implicit. This formula can be rewritten in a more convenient way using the link product,
which was designed to conveniently express the CJ representation of a composition of quantum operations [32],
and we recap in Appendix B:
GA,B = W ∗ (A⊗B). (2)
We need GA,B to be a valid CPTP map for all valid CPTP maps A and B. This imposes the following
restrictions on W , which we derive in Appendix C:
W ≥ 0, (3)
trW = dAOdBOdP , (4)
W = LV (W ), (5)
where LV is a projector on the linear subspace of valid process matrices defined in equation (64).
As an explicit example of a process defined as a higher-order transformation consider a situation where a
state in P = P1⊗P2 is sent to Alice and Bob, and the resulting state from Alice and Bob is sent to F = F1⊗F2.
The process matrix is given by |wstate〉〈wstate|, where
|wstate〉 = |1〉〉P1AI |1〉〉P2BI |1〉〉AOF1 |1〉〉BOF2 , (6)
and |1〉〉P1AI is the “pure” CJ representation of the identity map between P1 and A1, as defined in Appendix A.
Here and throughout the paper we shall use the superscript of a vector to indicate the Hilbert space to where
its projector belongs, e.g., |1〉〉P1AI means that |1〉〉〈〈1| ∈ P1 ⊗AI .
A less trivial example is the process where a state in P goes first to Alice, then to Bob, and finally to F .
Using again the vector representation the process is
|wchannel〉 = |1〉〉PAI |1〉〉AOBI |1〉〉BOF . (7)
Finally, an example of a process that encodes an indefinite causal order is the quantum switch [9, 10], which in
this representation is:
|wswitch〉 = |0〉P1 |1〉〉P2AI |1〉〉AOBI |1〉〉BOF2 |0〉F1 + |1〉P1 |1〉〉P2BI |1〉〉BOAI |1〉〉AOF2 |1〉F1 . (8)
To connect this version of the quantum switch with the one in Refs. [9, 10], one should prepare the control qubit
and send it to P1, and prepare the target qubit and send it to P2. After the process is done the control qubit
will be found in F1 (unchanged), and the target qubit in F2.
This definition of processes allows a natural definition of what it means for a process to be “pure”. Just as
we can define unitaries as the most general linear transformations that map pure states to pure states of the
same dimension2, we can define pure processes to be the most general linear transformations that map unitaries
to unitaries. More precisely:
Definition 1. A process W is pure if for all unitaries A, B the resulting transformation GA,B is also a unitary.
It turns out that pure processes are unitary transformations from AO, BO, P to AI , BI , F and can be con-
veniently represented as vectors, as shown in the following theorem:
Theorem 2. A process W is pure if and only if W = |Uw〉〉〈〈Uw| for some unitary Uw.
Proof. If W is pure, then GA,B must be a unitary in particular when A and B are SWAPs that map A′I , AI to
AO, A
′
O and B′I , BI to BO, B′O. Then
GA,B = W ∗
(
|1〉〉〈〈1|A′IAO |1〉〉〈〈1|AIA′O ⊗ |1〉〉〈〈1|B′IBO |1〉〉〈〈1|BIB′O
)
= W, (9)
so the resulting transformation GA,B = C−1(GA,B) = C−1(W ) =:W is just the process itself, with the relabelling
AI 7→ A′O, AO 7→ A′I , BI 7→ B′O, and BO 7→ B′I , so W must be a unitary transformation from AO, BO, P to
AI , BI , F . Writing W(ρ) = UwρU†w, we have that its CJ representation is W = C(W) = |Uw〉〉〈〈Uw|.
Conversely, if W = |Uw〉〉〈〈Uw|, A = |Ua〉〉〈〈Ua|, and B = |Ub〉〉〈〈Ub|, then
GA,B = |Uw〉〉〈〈Uw| ∗ (|Ua〉〉〈〈Ua| ⊗ |Ub〉〉〈〈Ub|) = |Ug〉〉〈〈Ug|, (10)
where
U
A′IB
′
IP
g = trAIBI
[(
UPAIBIw ⊗ 1A
′
IB
′
I
)(
1P ⊗ UAIA′Ia ⊗ UBIB
′
I
b
)]
. (11)
2More precisely, a linear map E is a unitary iff for all pure states |ψ〉 the transformed state I ⊗ E(|ψ〉〈ψ|) is a pure state of the
same dimension.
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Since by assumption GA,B is trace preserving, we have that trA′
O
B′
O
F GA,B = 1A
′
IB
′
IP . Substituting GA,B =
|Ug〉〉〈〈Ug| we get
trA′
O
B′
O
F |Ug〉〉〈〈Ug| = U†gUg = 1A
′
IB
′
IP . (12)
Since, furthermore, Ug is a square finite-dimensional matrix, it has a right inverse which is equal to its left
inverse, so Ug is a unitary, and so is GA,B.
A different definition of purity for process matrices was used in the Appendix A of Ref. [9]: there they
defined pure processes simply as those that can be written as vectors, i.e., that are proportional to rank-
one projectors. We are not going to use this definition because rank-one processes do not necessarily induce
reversible transformations between quantum states, and therefore fail to capture the essential feature we want
from “purity”. This is because for some isometries Vw the matrix |Vw〉〉〈〈Vw| is a valid rank-one process, that
however maps unitaries A and B to a non-unitary isometry GA,B, which increases the dimension of the Hilbert
space and is therefore not reversible. Moreover, this definition is trivial in the sense that it would make every
process purifiable, as can be seen from the discussion in Section 4.
3 A purification postulate
With the definition of a pure process in hand, we can now define what it means to purify a process:
Definition 3. A process W ∈ P ⊗AI ⊗AO⊗BI ⊗BO⊗F is purifiable if one can recover it from a pure process
S ∈ P ⊗ P ′ ⊗AI ⊗AO ⊗BI ⊗BO ⊗ F ⊗ F ′ by inputting the state3 |0〉 in P ′ and tracing out F ′, i.e., if
W = S ∗ (|0〉〈0|P ′ ⊗ 1F ′). (13)
Note that there are no restrictions on the dimensions of P, P ′, F , and F ′, so for instance a pure process W
is trivially purifiable by setting S = W and dP ′ = dF ′ = 1. One can also ask whether a process W with trivial
P and F is purifiable by setting dP = dF = 1, as shown in Fig. 2. This case is in fact the focus of this paper,
as most processes considered in the literature have trivial P and F and those are the ones we shall test for
purifiability.
W
AO
AI
BO
BI
= S
AO
AI
BO
BI
F ′
P ′
|0〉
Figure 2: A process W with trivial P and F is purifiable if it can be recovered from a pure process S by inputting the state
|0〉 in P ′ and tracing out F ′.
We propose then the purification postulate: a process is physical only if it is purifiable. This postulate is
motivated by the fact that a non-purifiable process would fundamentally map unitaries onto isometries or non-
unitary CPTP maps, destroying the reversibility of the theory. Reversibility, in its turn, is a cherished principle
[22]: all fundamental physical theories are time reversible4 and the hint that the formation and evaporation of a
black hole might be an irreversible evolution is one of the major problems in modern physics [36, 37]. Moreover,
in all reconstructions of quantum mechanics to date [23–29] reversibility has been used as a central ingredient.
This supports the idea that it is indeed a fundamental part of quantum mechanics, and it should not be done
away with lightly. Furthermore, although there is speculation that in a full theory of quantum gravity new
degrees of freedom are created by the expansion of the Universe [38–40], in concrete models these degrees of
freedom are born in the vacuum state [41], making the time evolution actually reversible. In any case, current
3We can fix the state to be |0〉 instead of allowing an arbitrary state without loss of generality.
4Note that to treat the collapse of the wave function during a measurement as an irreversible process one needs to use objective
collapse models [33–35] instead of standard quantum mechanics. We are taking the view that collapse is not a physical process.
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inflationary models using quantum field theory on a curved expanding spacetime do not feature creation of new
degrees of freedom [42].
As a sanity check, note that all processes known to be physical – all processes where the order between the
parties is fixed, e.g. |wchannel〉 (equation (7)), controlled by a quantum system, e.g. |wswitch〉 (equation (8)), or
incoherently mixed – are purifiable.
4 Necessary and sufficient conditions for purification
We shall now derive necessary and sufficient conditions for a process W with trivial P and F to be purifiable,
i.e., to be recoverable via equation (13) from a pure process S. From Theorem 2, we know that S is pure iff
S = |Us〉〉〈〈Us|P
′AIAOBIBOF ′ for some unitary Us. Defining
|wψ〉AIAOBIBOF ′ := 〈ψ∗|P ′ |Us〉〉P
′AIAOBIBOF ′ (14)
and noting that
|Us〉〉〈〈Us|P
′AIAOBIBOF ′ ∗ (|ψ〉〈ψ|P ′ ⊗ 1F ′) = |wψ〉〈wψ|AIAOBIBOF
′ ∗ 1F ′ = trF ′ |wψ〉〈wψ|AIAOBIBOF
′
, (15)
we can rewrite equation (13) as
WAIAOBIBO = trF ′ |w0〉〈w0|AIAOBIBOF
′
, (16)
where |w0〉AIAOBIBOF ′ = 〈0|P ′ |Us〉〉P
′AIAOBIBOF ′ .
We can also state the condition that |Us〉〉 is a valid process purely in terms of the vectors5 |wψ〉. To do this,
first note that, as discussed in Appendix C, we only need to consider the ancillary spaces A′I , A
′
O, B
′
I , and B
′
O
in the definition of processes to conclude that a process matrix must be positive semidefinite. Since |Us〉〉〈〈Us|
must already be positive semidefinite from its form, the definition of process reduces to saying that |Us〉〉〈〈Us| is
valid iff |Us〉〉〈〈Us| ∗ (A⊗B) is a CPTP map for all CPTP maps A ∈ AI ⊗AO and B ∈ BI ⊗BO.
In its turn, |Us〉〉〈〈Us| ∗ (A⊗B) is a CPTP map iff for all input states |ψ〉P ′ its output
[
|Us〉〉〈〈Us| ∗ (A⊗B)
]
∗
|ψ〉〈ψ|P ′ is a valid quantum state. Note, however, that[
|Us〉〉〈〈Us| ∗ (A⊗B)
]
∗ |ψ〉〈ψ|P ′ =
(
|Us〉〉〈〈Us| ∗ |ψ〉〈ψ|P
′) ∗ (A⊗B), (17)
and the condition that the right hand side is a valid quantum state for all |ψ〉, A, and B is precisely the condition
that the process with trivial P ′ given by (|Us〉〉〈〈Us| ∗ |ψ〉〈ψ|P
′
) = |wψ〉〈wψ| produces a valid CPTP map (with
trivial P ′) when linked with the CPTP maps A and B, which means that |wψ〉〈wψ| is a valid process. Writing
out the validity conditions explicitly, we have
∀|ψ〉 |wψ〉〈wψ| = LV (|wψ〉〈wψ|) and tr|wψ〉〈wψ| = dAOdBO , (18)
where LV is the projector onto the valid subspace defined in equation (64) particularized for dP ′ = 1.
With this, we reduce the problem of purifying a process W to that of finding a set of vectors |wψ〉 such
that equations (16) and (18) are satisfied. We can simplify it further by noting that equation (16) is just the
purification of a positive matrix, which admits a simple solution. Let then the eigendecomposition of W be
W =
r−1∑
i=0
λi|λi〉〈λi|AIAOBIBO , (19)
where r is the rank of W , and λi, |λi〉 its nonzero eigenvalues and corresponding eigenvectors. Then a valid
purification for it is
|w0〉 =
r−1∑
i=0
√
λi|λi〉AIAOBIBO |i〉F ′ , (20)
which is unique modulo some isometry V on the purifying system. But this isometry has no effect on the
validity of |wψ〉〈wψ|, as it only affects the state output by the process, and an isometry maps valid quantum
states to valid quantum states. This implies that we can choose without loss of generality the isometry to be
5From now on we shall write |Us〉〉P
′AIAOBIBOF ′ and |wψ〉AIAOBIBOF ′ without their superscripts for brevity.
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the identity, and the dimension of the purifying system dF ′ = dP ′ to be the rank of W . This allows us to use
an r2-dimensional basis for P ′ to simplify condition (18). Choosing {|i〉〈j|}r−1i,j=0 as this basis, and rewriting the
equations explicitly in terms of the vectors |wi〉 = 〈i|P ′ |Us〉〉P
′AIAOBIBOF ′ , the condition translates to
∀i, j L⊥V (|wi〉〈wj |) = 0 and 〈wi|wj〉 = dAOdBOδij , (21)
where for brevity we are using the projector L⊥V := 1− LV .
We summarize the results of this Section in the following theorem:
Theorem 4. A process matrix W of rank r and eigendecomposition
W =
r−1∑
i=0
λi|λi〉〈λi|AIAOBIBO (22)
is purifiable if and only if there exists a set of vectors {|wi〉}r−1i=0 such that
|w0〉 =
r−1∑
i=0
√
λi|λi〉AIAOBIBO |i〉F ′ (23)
and
∀i, j L⊥V (|wi〉〈wj |) = 0 and 〈wi|wj〉 = dAOdBOδij . (24)
If they exist, a process S = |Us〉〉〈〈Us| that purifies W is given by
∀i 〈i|P ′ |Us〉〉P
′AIAOBIBOF ′ := |wi〉 (25)
5 Necessary condition for purification
It is not easy to find a set of vectors {|wi〉} that satisfies the conditions of Theorem 4, as the constraint
L⊥V (|wi〉〈wj |) = 0 is quadratic on them. We shall not solve this problem in full, but rather prove an upper
bound on the number of vectors that can satisfy those conditions for a given process. If this upper bound is
smaller than the rank of the process, this is a proof that this process is not purifiable.
We shall start by characterising the vector space VW formed by the vectors |v〉 such that L⊥V (|v〉〈w0|) = 0.
Since this condition is linear on |v〉 it is straightforward to do it. Furthermore, since this is one of the conditions
in Theorem 4, it should be clear that the set of vectors {|wi〉}, if it exists, must belong to VW . Restricting our
attention to this (hopefully small) subspace makes it easier to consider the other, non-linear, conditions.
To construct an orthonormal basis for VW , first we transform the projector L⊥V to act on the “double-kets”
of process matrices, i.e., we define the matrix ΠL⊥
V
such that6
∀M ∈ AI ⊗AO ⊗BI ⊗BO ⊗ F ′ ΠL⊥
V
|M〉〉 =
∣∣∣L⊥V (M)〉〉. (26)
We have then
L⊥V (|v〉〈w0|) = 0 ⇐⇒ ΠL⊥
V
|w∗0〉|v〉 = 0, (27)
so if we define
OW :=
(〈w∗0 | ⊗ 1)ΠL⊥
V
(|w∗0〉 ⊗ 1) (28)
we have that
OW |v〉 = 0 ⇐⇒ ΠL⊥
V
|w∗0〉|v〉 = 0, (29)
so the null eigenvectors of OW span VW , and we can use them to restrict the projector ΠL⊥
V
to the subspace
V ∗W ⊗ VW .
To do that, let {|ri〉}dim(VW )−1i=0 be the (orthonormal) null eigenvectors of OW , and let {|i〉}dim(VW )−1i=0
be a generic computational basis of dimension dim(VW ). The restriction is then done via the isometry
R =
∑dim(VW )−1
i=0 |i〉〈ri|, which maps a vector space of dimension dAIdAOdBIdBO rank(W ) to a vector space
of dimension dim(VW ), usually drastically smaller. The restricted operator ΠL⊥
V
|VW is then given by
ΠL⊥
V
|VW = (R
∗ ⊗R) ΠL⊥
V
(RT ⊗R†). (30)
6ΠL⊥
V
can be explicitly written as ΠL⊥
V
= C(L⊥V )
R, where R is the reshuffling operation [43].
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Using ΠL⊥
V
|VW we can now particularize the condition that L
⊥
V (|a〉〈b|) = 0 to vectors |a〉 and |b〉 inside VW . Let
|t〉 = R|a〉 and |u〉 = R|b〉. Then L⊥V (|a〉〈b|) = 0 iff ΠL⊥V |VW |u∗〉|t〉 = 0. Let then {|mk〉}
dm−1
k=0 be the set of
eigenvectors of ΠL⊥
V
|VW with nonzero eigenvalue
7. Then
ΠL⊥
V
|VW |u∗〉|t〉 = 0 ⇐⇒ ∀k 〈u∗|〈t||mk〉 = 0. (31)
We want to rewrite the inner product 〈u∗|〈t||mk〉 in a more convenient way. For that, note that 〈ψ|A|φ〉 =
〈φ∗|〈ψ||AT 〉〉, so 〈u∗|〈t||mk〉 = 〈t|Mk|u〉 for matrices Mk such that |MTk 〉〉 = |mk〉. These matrices are in general
not Hermitian, so for convenience we define Ck = Mk +M†k and Ck+dm = i(Mk −M†k). Then
ΠL⊥
V
|VW |u∗〉|t〉 = 0 ⇐⇒ ∀k 〈t|Ck|u〉 = 0. (32)
Let now dCk be the dimension of the largest subspace such that for all vectors |t〉, |u〉 in this subspace 〈t|Ck|u〉 =
0. We can easily calculate dCk using the the null-square lemma proved in Appendix D: let nk+, nk−, and nk0
be the number of positive, negative, and null eigenvalues of Ck. Then
dCk = nk0 + min{nk+, nk−}, (33)
and a simple upper bound on the dimension of the largest subspace of vectors that respect the conditions of
Theorem 4 is
dmax(W ) := min
i
dCi . (34)
Therefore if dmax(W ) < rank(W ) the process W is not purifiable.
6 Examples
We shall now apply the necessary condition derived in the previous Section to several process matrices from the
literature. The calculation of dmax for all the matrices in this Section was done numerically with the MATLAB
code available as the ancillary file purification.m on the arXiv.
In this Section we shall omit superscripts that identify subsystems and tensor products to avoid clutter. The
expression (e.g.) Z1XZ should be understood as ZAI ⊗ 1AO ⊗XBI ⊗ ZBO .
Let
WOCB =
1
4
[
1111 + 1ZZ1+ Z1XZ√
2
]
(35)
be the process introduced in Ref. [1]. It was proven, under a restriction on the allowed operations, to produce
the maximal violation of the original causal inequality for any dimension [44]. Since rank(WOCB) = 8 and
dmax(WOCB) = 5 it is not purifiable.
Let
Wmax =
1
4
[
1111 + a0 Z1Z1− a1
(
Z111 + 11Z1
)− a2(Z11Z + 1ZZ1)+ a3(Z1ZZ + ZZZ1)
+ a4
(
Z1XX − Z1Y Y +XXZ1− Y Y Z1)], (36)
where a0 ≈ 0.2744, a1 ≈ 0.2178, a2 ≈ 0.3628, a3 ≈ 0.3114, and a4 ≈ 0.2097. This process was introduced in
Appendix C of Ref. [5] and conjectured to produce the maximal violation of GYNI and LGYNI inequalities for
its dimension. Since rank(Wmax) = 11 and dmax(Wmax) = 10 it is not purifiable.
Let
Wopt =
1
4
[
1111 + 1√
3
Z1XZ +
√
3− 1
3
(
1XX1+ 1Y Y 1+ 1ZZ1
)]
(37)
be the process introduced in Ref. [31]. By itself it cannot violate any causal inequalities, but it becomes able to
do so when it is extended with an entangled ancilla. However, when admixed with a small amount of noise, the
known violations disappear, so this noisy version was conjectured to be unable to violate any causal inequalities
[31], that is, to be “extensibly causal” [7]. Since extensibly causal processes seem physically reasonable, but we
have no physical interpretation for Wopt or its noisy version, it would very interesting to test its purifiability to
gather evidence about its physicality. Unfortunately, since rank(Wopt) = 12 and dmax(Wopt) = 17 our test is
inconclusive. This is also the case for the noisy version, which has rank 16 and dmax equal to 41.
7It is possible that this set is empty. In this case all vectors in VW respect the conditions of Theorem 4, and the process is
purifiable iff dim(VW ) ≥ rank(W ).
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7 Counter-example
Since the processes examined in the previous Section either are not purifiable or have unknown status, it might
be tempting to conjecture that all processes that can violate causal inequalities are not purifiable. While this
might be true for the bipartite case, there exists a counter-example for the general case: a tripartite process which
can violate causal inequalities and is purifiable. Note that although Definition 1, Theorem 2, and Definition
3 were stated explicitly only for the bipartite case, their multipartite generalisation is straightforward, and we
shall use it in this Section.
This process, which was first published in Ref. [6], can be concisely described as a function from AO, BO, CO
to AI , BI , CI that incoherently maps the basis states |a, b, c〉 to the basis states |¬b∧ c,¬c∧ a,¬a∧ b〉, where ¬
and ∧ represent logical negation and logical conjunction. It can be represented in a more cumbersome way as
the process matrix
Wdet =
∑
abc
|a, b, c〉〈a, b, c| ⊗ |¬b ∧ c,¬c ∧ a,¬a ∧ b〉〈¬b ∧ c,¬c ∧ a,¬a ∧ b|, (38)
where unlike in the other processes, we wrote the subsystems in the order AO,BO,CO,AI ,BI ,CI , to match the
function described above. To purify this process [30] we use the standard trick to turn a irreversible function
into a reversible one, that is, changing the function from |x〉 7→ |f(x)〉 to |x〉|y〉 7→ |x〉|y⊕ f(x)〉. In terms of our
function this means mapping |a, b, c〉|i, j, k〉 to |a, b, c〉|i⊕¬b∧ c, j ⊕¬c∧ a, k⊕¬a∧ b〉. This reversible function
is then the purification of Wdet, and can be written as the process vector
|wdet〉 =
∑
abc
ijk
|a, b, c〉|i, j, k〉 ⊗ |a, b, c〉|i⊕ ¬b ∧ c, j ⊕ ¬c ∧ a, k ⊕ ¬a ∧ b〉, (39)
where the subsystems are written in the order AO,BO,CO,P ,F ,AI ,BI ,CI . Note that unlike the other subsystems,
P and F consist of three qubits each.
8 Conclusion
We have proposed purifiability as a necessary condition for the physicality of a process, motivated by consider-
ations that are independent of the process matrix formalism. This allows us for the first time to declare a large
class of processes to be unphysical. This can be made part of an axiomatic, top-down approach to determining
the set of physical processes. Ideally, one should marry it with a bottom-up approach, that shows processes to
be physical by actually constructing laboratory implementations for them. As of yet, however, there are still
processes which are neither excluded by the purification principle nor known to be implementable, showing that
more work must be done in order to consummate this marriage.
In this grey zone we find, for example, |wdet〉 (equation (39)), showing that the set of purifiable processes is
rather rich, and that the purification principle does not rule out the violation of causal inequalities in Nature.
It might still be the case, however, that processes that cannot violate causal inequalities, i.e., extensibly causal
processes, are always purifiable. In order to decide this, it would be interesting to know whether the noisy
version of Wopt (equation (37)) is purifiable.
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A The Choi-Jamiołkowski isomorphism
We use two levels of the Choi-Jamiołkowski isomorphism. The first level is the “pure” CJ isomorphism, used to
represent matrices as vectors. The CJ operator of a matrix A : HI → HO is its “double-ket” [45, 46]:
|A〉〉 := 1⊗A|1〉〉 =
dHI−1∑
i=0
|i〉A|i〉. (40)
The second level is the “mixed” CJ isomorphism, used to represent linear operators that act on matrices as
matrices themselves. The CJ operator of a mapM : L(HI)→ L(HO) is
C(M) := I ⊗M(|1〉〉〈〈1|) =
dHI−1∑
i,j=0
|i〉〈j| ⊗M(|i〉〈j|). (41)
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Note that this convention differs from the one in [1, 9] by a transposition. This is necessary to avoid representing
completely positive maps with a non-positive matrix, as would happen with the convention from [1, 9] when,
for example, we take in equation (1) the process as being identity from P to AI and identity from AO to F ,
and the map A to be a SWAP.
B The link product
The motivation for defining the link product is to express the CJ operator of a composition of two linear maps
M and N directly as a function of the CJ operators of the individual maps [32], as
C(N ◦M) = C(N ) ∗ C(M). (42)
We do not need, however, to explicitly use the CJ isomorphism, as the link product can be more simply defined
as an abstract operation on two matrices. Namely, the link product between two operators M ∈⊗i∈I Ai and
N ∈⊗i∈J Ai is
N ∗M := trI∩J [(1J\I ⊗MTI∩J )(N ⊗ 1I\J)], (43)
where ·TI∩J denotes partial transposition on the subsystems I ∩ J .
Note that when I ∩ J = ∅ the link product reduces to N ∗M = N ⊗M and, conversely, when I ∩ J = I ∪ J ,
it reduces to N ∗M = trMTN .
C Conditions for validity
In this Appendix we derive the constraints on W such that the map
GA,B = W ∗ (A⊗B) (44)
is a valid CPTP map for all valid CPTP maps A and B. This derivation follows closely the one presented in
Appendix B of Ref. [9]. Recall that a linear map A : AI → AO is completely positive and trace preserving if
and only if its CJ operator A = C(A) is positive and trAO A = 1AI . Therefore we need that
trA′
O
B′
O
F W ∗ (A⊗B) = 1A
′
IB
′
IP and W ∗ (A⊗B) ≥ 0 (45)
∀A,B s.t. A ≥ 0, trAOA′O A = 1AIA
′
I (46)
B ≥ 0, trBOB′O B = 1BIB
′
I . (47)
First we show that W ∗ (A ⊗ B) ≥ 0 iff W ≥ 0. To see that, note that when A and B are swaps we have
W ∗ (A ⊗ B) = W , so W ≥ 0 is a necessary condition for GA,B ≥ 0. To see that it is also sufficient, just note
that the link product of two positive operators is always positive.
To get the constraints on W such that trA′
O
B′
O
F W ∗ (A ⊗ B) = 1A′IB′IP , first note that the positivity of
A,B, and W is not relevant for that, since the set of positive operators is a full-dimensional subset of the space
of Hermitian operators. Therefore we only need the normalisation condition
trA′
O
B′
O
F W ∗ (A⊗B) = 1A
′
IB
′
IP (48)
∀A,B s.t. trAOA′O A = 1AIA
′
I , trBOB′O B = 1
BIB
′
I . (49)
Note also that the set of operators of the form trA′
I
A′
O
A for CPTP A does not depend8 on the dimension of A′I
and A′O, so we can without loss of generality set dA′I = dA′O = dB′I = dB′O = 1, simplifying this condition to
trF W ∗ (A⊗B) = 1P (50)
∀A,B s.t. trAO A = 1AI , trBO B = 1BI . (51)
Note also that
trAO A = 1AI ⇐⇒ A = a− AOa+
1AIAO
dAO
(52)
for some Hermitian operator a, where we are using the shorthand notation
XW =
1X
dX
⊗ trXW. (53)
8It would if the CPTP maps A were restricted to be unitaries.
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Using this in Alice and Bob’s sides allows us to reduce the normalization condition to
∀a, b (trF W ) ∗
[(
a− AOa+
1AIAO
dAO
)
⊗
(
b− BOb+
1BIBO
dBO
)]
= 1P . (54)
For a = b = 0 this yields the condition
(trF W ) ∗
(
1AIAO
dAO
⊗ 1
BIBO
dBO
)
= 1P . (55)
For b = 0 and a = 0, respectively, equation (55) together with (54) imply that
∀a (trF W ) ∗
[
(a− AOa)⊗
1BIBO
dBO
]
= 0 (56)
∀b (trF W ) ∗
[
1AIAO
dAO
⊗ (b− BOb)
]
= 0 (57)
which then imply that
∀a, b (trF W ) ∗ [(a− AOa)⊗ (b− BOb)] = 0. (58)
Using the fact that the maps AO and BO are self-adjoint under the Hilbert-Schmidt inner product, we see that
conditions (56)-(58) are equivalent to
trBIBOF W = AO trBIBOF W, (59)
trAIAOF W = BO trAIAOF W, (60)
trF W = AO trF W + BO trF W − AOBO trF W. (61)
These conditions, together with (55), completely characterize the affine subspace to which valid process matrices
belong. It is, however, convenient to rewrite them so that we characterize this affine subspace as a linear subspace
together with a single constraint on the trace of W . To do that, note that conditions (59)-(61) define linear
subspaces, so we only need to rewrite condition (55). It is easy to see that it is equivalent to:
trAIAOBIBOF W = trPAIAOBIBOF W, (62)
trW = dP dAOdBO . (63)
So the linear subspace of valid process matrices is the intersection of the linear subspaces defined in the equations
(59)-(62). Since the projectors onto these subspaces commute, we can obtain the projector onto the subspace
of valid process matrices LV simply by composing them. Elementary manipulations give us then
LV (W ) = W − FW + AOFW + BOFW − AOBOFW − AIAOFW + AIAOBOFW
− BIBOFW + AOBIBOFW − AIAOBIBOFW + PAIAOBIBOFW. (64)
To summarize the results of this Appendix, W is a valid process matrix iff
W ≥ 0, (65)
trW = dP dAOdBO , (66)
W = LV (W ). (67)
D The null-square lemma
The purpose of this Appendix is to prove that, for any Hermitian matrix C, the greatest null square submatrix
of C achievable via a change of basis has size dC ≡ min(n+, n−)+n0, where n+, n−, n0 denote, respectively, the
dimensionality of the subspaces spanned by the eigenvectors of C with positive, negative and zero eigenvalues.
We will first establish that the above quantity is an upper bound for the greatest zero-square submatrix.
Let then S be a subspace with the property that 〈v|C|w〉 = 0, for |v〉, |w〉 ∈ S, and denote by Π0 the projector
onto the null space of C.
Note that dim(S) ≤ dim(S0) + dim(S+−), where S0 ≡ Π0S and S+− ≡ (1 − Π0)S. Notice as well that
〈v|C|w〉 = 0, for |v〉, |w〉 ∈ S+−. Clearly, the dimension of S0 is upper bounded by n0, hence all we need to do
is show that the dimension of S+− is upper bounded by min(n+, n−).
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Let {|u(i)〉}i be a basis for S+−, and let {λk}n+k=1 and {−µk}n−k=1 be the set of positive and negative eigenvalues
of C (where µk ≥ 0), with corresponding eigenvectors {|ψk〉}n+k=1 and {|φk〉}n−k=1. Then,
|u(i)〉 =
n+∑
k=1
v
(i)
k |ψk〉+
n−∑
k=1
w
(i)
k |φk〉. (68)
From the condition 〈u(i)|C|u(j)〉 = 0 we have that
n+∑
k=1
(v(i)k )
∗v(j)k λk −
n−∑
k=1
(w(i)k )
∗w(j)k µk = 0, (69)
or, in other words,
〈
v˜(i)
∣∣v˜(j)〉 = 〈w˜(i)∣∣w˜(j)〉, with v˜(i)k ≡ √λkv(i)k , w˜(i)k ≡ √µkw(i)k . This implies that there exists
an isometry U such that |v˜(i)〉 = U |w˜(i)〉. The vectors |v˜(i)〉 ⊕ |w˜(i)〉 (and thus |u(i)〉) are generated by applying
a linear transformation on |w˜(i)〉 and so the space they span cannot be greater than n−. An identical argument
shows that the space spanned by {|u(i)〉}mi=1 cannot be greater than n+ either. We have just proven that dC is
an upper bound for the size of the null square.
To prove that it is also a lower bound, note that the min(n+, n−) linearly independent vectors {|ui〉 ≡
λ
−1/2
k |ψk〉+ µ−1/2k |φk〉 : i = 1, ...,min(n+, n−)} satisfy 〈ui|C|uj〉 = 0 for all i, j. Adding all n0 vectors from the
null space of C, we obtain a basis {|ui〉}dCi=1 with the property that 〈ui|A|uj〉 = 0.
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