Abstract-We present sufficient conditions under which thermal generators can be aggregated in mixed-integer linear programming (MILP) formulations of the unit commitment (UC) problem, while maintaining feasibility and optimality for the original disaggregated problem. Aggregating thermal generators with identical characteristics (e.g., minimum/maximum power output, minimum up/down time, and cost curves) into a single unit reduces redundancy in the search space induced by both exact symmetry (permutations of generator schedules) and certain classes of mutually nondominated solutions. We study the impact of aggregation on two large-scale UC instances: one from the academic literature and the other based on real-world operator data. Our computational tests demonstrate that, when present, identical generators can negatively affect the performance of modern MILP solvers on UC formulations. Furthermore, we show that our reformation of the UC MILP through aggregation is an effective method for mitigating this source of computational difficulty.
[a, b) ∈ Y g Feasible intervals of operation for generator g with respect to its minimum uptime, that is, [a, b) ∈ T × T such that b ≥ a + UT g .
B. Parameters D t Load (demand) at time t (MW). DT g
Minimum down time for generator g (h). 
C. Variables p g t

Power above minimum for generator g at time t (MW). u g t
Commitment status of generator g at time t, ∈ {0, 1}. v g t
Startup status of generator g at time t, ∈ {0, 1}. 
I. INTRODUCTION
U
NIT commitment (UC) is a core optimization problem in power systems operations, in which the objective is to determine an on/off schedule for thermal generating units that minimizes production costs while satisfying constraints related to generator performance characteristics and power flow physics [1] . UC is now widely modeled as a mixed-integer linear program (MILP) and solved using commercial branchand-cut technologies, e.g., those available in the Gurobi [2] and CPLEX [3] software packages. Due to its criticality, significant research has been dedicated over the past 15 years toward improving the quality of MILP formulations of UC, specifically focusing on the strength of the associated LP relaxation -as this is strongly correlated with computational difficulty. Recent examples of the progress in state-of-the-art UC formulations are reported in [4] - [8] .
Most of the UC research to date has focused on the analysis of generator ramping and startup cost polytopes. An alternative and orthogonal approach, however, considers the impact of symmetry in the UC MILP model induced by the presence of multiple generators with identical physical performance characteristics and other properties. Here, we consider two generators to be identical if they have identical performance parameters 0885-8950 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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and cost coefficients. We will show that initial status can be ignored for our purposes. As we discuss subsequently, such identical generators are found in both academic UC instances and those based on real-world data. Further, developing an understanding of exact symmetry is a necessary first step toward developing formulations that consider partial symmetry, which is more pervasive in practice. Aggregating thermal generators with identical characteristics into a single unit reduces redundancy in the search space caused by both exact symmetry (permutations of generator schedules) and certain classes of mutually non-dominated solutions -both of which can cause performance issues when commercial MILP solvers are employed to solve UC [9] , [10] . Further, degeneracy in the solution space induced by symmetry is known to cause convergence difficulties for decomposition-based solvers for stochastic UC, e.g., see [11] .
In the context of exact MILP-based solution methods for UC, one approach to address identical generator symmetry is through the introduction of advanced branching strategies when exploring the branch-and-bound search tree. For example, [9] introduces "modified orbital branching," which strengthens orbital branching for cases when a problem's symmetry group contains additional structure, as is the case with UC [12] . While such an approach has promise, its implementation is non-trivial and there are issues in practice. When using CPLEX callbacks, many of the solver's advanced features are disabled, which can result in slower solve times overall. Further, the approach is not possible to implement in Gurobi as the callback interface does not allow the user to access or select branching variables [2] .
Another approach to addressing the presence of symmetry in UC MILP formulations involves the introduction of symmetrybreaking inequalities. For example, [10] adds static symmetrybreaking inequalities to a UC MILP formulation. Their approach eliminates some, but not all of, the redundancy in the branchand-bound tree induced by symmetry, leading to faster computational times overall for highly symmetric instances. However, symmetry-breaking inequalities have the disadvantage that they increase the size of the LP relaxation. We compare their inequalities to the method we propose in this paper in an online companion [13] .
In this paper we propose addressing identical generators in UC MILP formulations through a novel aggregation approach. While the idea of aggregation is not new (e.g., see [14] - [17] ), we introduce conditions under which such an aggregation can be done exactly -that is, after simple post-processing we have a provably optimal solution to the original disaggregated problem. Put differently, we provide conditions under which "orbital shrinking" [18] can be performed exactly for UC. Our results are a consequence of recent advances in convex hull formulations for commitment of a single generator [6] , [8] , [19] - [21] . Finally, we show that our approach can significantly reduce the solve times required for large-scale UC instances, considering a state-of-the-art UC MILP formulation.
The remainder of this paper is organized as follows. In Section II we review the UC problem, and demonstrate how a naive aggregation can result in an infeasible solution to the original disaggregated UC problem. Section III explores sufficient conditions for feasible and optimal disaggregation and introduces simple algorithms for disaggregation. These base results are expanded for more cases in [13] . Section IV considers how the presence of multiple identical generators can result in symmetric and non-symmetric solutions with the same objective function value, and how aggregation models can express these solutions concurrently. In Section V we present computational results for two sets of large-scale UC instances, one from the academic literature and another based on real-world data. We then conclude in Section VI with a summary of our contributions.
II. UNIT COMMITMENT FORMULATION
UC MILP formulations reported in the literature are typically expressed in the general form
subject to
where c g (p g ) denotes the costs associated with thermal generator g producing a (vector) output of p g over the scheduling horizon and Π g denotes the set of feasible schedules for generator g. When it is clear from context that we are referencing a single generator, we drop the superscript g on parameters and variables. A significant portion of the UC literature focuses on how to model the feasible sets Π g , where there is a trade-off between the model size versus the tightness of the formulation.
For the purposes of exposition we will focus on the simplified version of UC above, but in an online companion [13] we go into more detail, including spinning reserves, piecewise linear operating costs, and time-dependent startup costs.
The ability to aggregate identical generators is dependent on which UC MILP formulation is considered. For instance, consider the basic "3-bin" formulation for a generator [4] , [22] :
where Constraints (2a) enforce minimum/maximum generator output, Constraints (2b, 2c) enforce ramping limits, Constraints (2d) enforce logical constraints on u, v, and w, and Constraints (2e, 2f) enforce minimum up/down times.
Consider the case of two generators with identical performance and cost parameters. We can always model this situation by treating each generator individually. However, it would be desirable if we could aggregate the generators to exploit the symmetric structure. Unfortunately, the above model does not present a straightforward way to accomplish this. Consider a 5 time period case where two generators each have P = SU = SD = 100, P = 200, and RU = RD = 50. Ideally, we would prefer to let the u, v, and w variables represent how many of the generators remain on, are turned on, and are turned off at a given time. Suppose, then, that we use formulation (2) but allow u t , v t , and w t variables to take values in {0, 1, 2}. Then, consider the following feasible solution to this simple aggregated UC model:
The solution to the aggregated model is clearly not feasible in the disaggregated model, as both generators must produce at full capacity in time period 3, but the generator that started up at time 2 cannot ramp to full capacity by time period 3. The problem with this naive aggregated formulation is that when one generator is operating at full capacity, the other is able to "steal" its ramping capability. Unfortunately, tighter descriptions in the 3-bin space do not overcome this problem. Hence a necessary condition for exact aggregation of the 3-bin model is for the generators to have redundant ramping constraints.
Some UC MILP formulations do allow for variable aggregation without violating the structure of the base problem. For example, consider the formulation
where the polytope
} describes the feasible production of the generator if it is turned on at time a, turned off at time b, and consistently on during the interval [a, b). Constraints (4a) enforce the appropriate ramping and minimum/maximum power output given that the generator is on during the [a, b) time interval. Constraints (4c) ensure that minimum up and downtime constraints are met. While the above formulation is large (it contains O(|T | 3 ) many variables and constraints), it is provably tight [8] . In particular, so long as the dispatch of the generator operating in the interval [a, b) can be described as a polytope, this formulation is integer in y. We will see this is also a sufficient condition for exact aggregation using this extended formulation.
As observed in [8] , Constraints (4c) correspond to clique inequalities for an interval graph. Because interval graphs are totally unimodular [23] , it follows that the matrix given by Constraints (4c) is totally unimodular, and thus has the integer decomposition property [24] . Therefore, we can model k-many identical generators by letting the Y variables be general integers in the range [0, k] and rewriting Constraints (4c) as
In this context, Y [a,b) represents how many of the generators are on during the interval [a, b). 1 Because there are separate power variables for each on-interval [a, b), this formulation overcomes the problems seen in (3) .
Note that the size of the above formulation is heavily dependent on generator minimum up and down times. For generators with small minimum up and down times, the above formulation is very large, so much so that the benefits of a tight model are outweighed by model size. However, for generators with moderate minimum up and downtimes (say 8 hours), the above model is quite tractable.
Given that we see many generators with small minimum up and downtimes (say 2 hours each), it is worthwhile to ask when the 3-bin model is decomposable. As the example in (3) suggests, the problem is with the ramping. Consider the traditional 3-bin formulation for generators with redundant ramping constraints, when UT ≥ 2 [5] :
This formulation has the property that the constraint matrix defined by (6c), (6d), (6e) is totally unimodular [19] , and so it too has the integer decomposition property [24] . We discuss the case when UT = 1 in [13] for clarity of exposition here.
In any case, the total unimodularity of Constraints (4c) and (6c), (6d), (6e) only ensure that the on-off schedules can be decomposed, and tell us nothing about whether (and if so, how) the aggregated power output can be disaggregated into a feasible production schedule for each generator in the aggregation. In the following section we explore these issues.
III. DISAGGREGATING SOLUTIONS
While the results from [24] give conditions for when a UC schedule can be decomposed, it does not suggest a constructive approach to performing the decomposition. We now outline how to decompose solutions to the aggregate UC formulation into individual generator schedules. We first provide theorems regarding the relationship between schedules and the power output of identical generators. t by epsilon without affecting feasibility. Furthermore, because production costs are increasing and convex, this new solution is no worse than the original.
From Theorem 1, if two identical generators start up at time a and shut down at time b, then their power outputs in the interval [a, b) are identical. Theorem 1 also applies to fast-ramping generators, i.e., generators that are not ramp-limited, as the lack of ramping constraints ensures if two identical generators are on in a given time period, then they must have the same power output. This result suggests that allowing u to be a general integer is also sufficient. The only exception to this rule is when there is a binding startup/shutdown rate.
Theorem 2: Suppose generator g 1 is turned off at time t. If identical generator g 2 can also be turned off at time t, there exists an optimal solution where the generator that has been on for the least amount of time is turned off.
Proof: Suppose identical g 1 , g 2 ∈ G have been on at time t for at least UT(= UT g 1 = UT g 2 ) time periods, starting at time t 0 , and that generator g 1 has been on longer. If generator g 1 is turned off at time t, then there exists a t with t 0 ≤ t ≤ t such that p
Notice that permuting g 1 and g 2 for all t ≥ t does not affect the objective value, and does not change the power output. Finally, the permuted solution satisfies the ramping constraints since p
, satisfying ramp up, and p
Theorem 3: Suppose generator g 1 is turned on at time t. If an identical generator g 2 can also be turned on at time t, and there are no time-dependent startup costs for g 1 and g 2 , then there exists an optimal solution where g 2 is turned on at t.
Proof: Suppose identical g 1 , g 2 ∈ G at time t have been off for at least DT(= DT g 1 = DT g 2 ) time periods. Then for all t ∈ T such that t ≥ t, we can permute the schedules for g 1 and g 2 without changing the objective value or the power output, in which case g 2 is turned on at time t.
Theorems 2 and 3 illustrate how we can interchange parts of a UC schedule that involve identical generators, and not lose optimality. We explore this issue further in Section IV. Algorithm 1: (Peel Off EF) Constructs feasible generator schedules from a solution of (7) .
The implications of the above theorems also provide some strong direction for a disaggregation method for aggregated UC schedules that maintains both feasibility and optimality. Before formalizing this procedure, we first introduce some additional notation. Suppose K ⊂ G such that all generators in K have identical properties, except for initial status. We again use capital letters to represent aggregated variables, and the superscript K to represent the parameters shared among the generators (e.g.,
. In this context, we now illustrate how to decompose schedules for both the extended formulation and the 3-bin formulation for fast-ramping generators.
A. Extended Formulation (EF)
Consider the aggregated extended formulation for the generators in K:
Algorithm 1 demonstrates how to construct feasible schedules given a solution (Y * , P * ) to (7), by "peeling-off" a feasible solution (y g , p g ) for generator g and leaving behind a feasible solution (Ŷ ,P ) to (7) for K \ {g}. The essential logic of the method is to always take feasible startups when available (line 10), thus ensuring the remaining aggregated solution is feasible. Theorem 3 ensures optimality of this approach. Additionally, Theorem 1 allows us to assign to each generator on during an interval [a, b) the average of the power output across all generators on during interval [a, b) (line 8) while maintaining optimality and feasibility.
Algorithm 2: (Peel Off 3-bin) Constructs feasible generator schedules from a solution of (8) .
Note that having different initial conditions is not an issue as long as we extend Y K back to include intervals when the generators in K last started or last ran (adding duplicate intervals if necessary for two generators that started at the same time period but have different outputs at t = 0). As long as P [a,b) is a polytope, we can always do the disaggregation step for power on lines 8 and 9. Hence P [a,b) being a polytope is a sufficient condition for exact aggregation of the extended formulation. Ancillary services can be handled in a similar fashion; see [13] for more details.
B. 3-Bin for Fast-Ramping
, and W = g ∈K w g . We will first consider the aggregated 3-bin model for commitment status:
Algorithm 2 demonstrates how to disaggregate a solution (U * , V * , W * ) to (8) by constructing a feasible 3-bin schedule for a generator g and leaving a feasible solution (Û,V ,Ŵ ) to (8) after g is removed from K. Similar to Algorithm 1, it essentially takes shutdowns whenever possible when on (lines 7-11) and startups whenever possible when off (lines 12-14) . Thus, the schedule is clearly feasible for g, and taking startups/shutdowns whenever possible ensures (8) remains feasible for K \ {g} (and so all the integer bounds decrease by 1), and as before, Theorems 2 and 3 establish optimality.
Note that historical data can be leveraged after the first time period. If the generator is on at t = 1, then we can arbitrarily assign it a historical startup v t . Similarly, if the generator is off at t = 1, we can assign a historical shutdown w t . Because ramping constraints are not active, initial conditions can be arbitrarily assigned based on whether the generator is on or not. We expand this result and provide a proof of correctness -including the case with time-dependent startup costs -in [13] .
Consider the power output for an aggregated set of identical fast-ramping generators. Along with (8), we have the aggregated power P = g ∈K p g with the constraints for UT K ≥ 2:
Because (9) is a sum of constraints, it is clearly valid. Further, using the result from Algorithm 2 along with Theorem 1, we can construct a feasible and optimal disaggregation for power output. For simplicity suppose SU K = SD K ; we handle the remaining two cases in [13] . If u g t = 1, v g t = 0, and w g t+1 = 0 then [13] . Taken together then, we see that for generators whose dispatch can be described using (6) (or the modified version thereof when UT = 1), for exact aggregation it is sufficient to just consider this formulation with the u, v, and w variables being allowed to take on general integers, as described by equations (8) and (9) . We also note that ancillary services, like reserves, can be handled in a similar fashion, so long as total power available for generation plus other services is describable by (6).
IV. THE POTENTIAL IMPACT AND BENEFIT OF AGGREGATION
Aggregating identical generators provides a way of efficiently exploiting symmetry in UC, leading to several computational advantages. First, UC instances with large numbers of identical generators may have alternative optimal solutions. Consider the case where two identical generators in a UC instance have different schedules. Permuting these schedules will lead to different solutions in a disaggregated UC model. If there are k generators of the same type, then there may be as many as k! different optimal solutions. While a variety of methods can be used to combat the effects of symmetry in MILP models, these generally rely on symmetry-breaking cuts or clever branching, and experience has shown that explicitly aggregating symmetry away is the most successful way of exploiting symmetry -when possible.
We additionally observe that aggregate UC solutions may encode more than just symmetric solutions found by permuting generator schedules. For example, consider the U variables defined in formulation (3), and assume generators are not rampconstrained. Assuming UT K ≤ 3, there are two ways to feasibly disaggregate the on/off solution. The first is
and the other is:
These solutions are not symmetric, but they do have identical objective function values. As is the case with symmetric solutions, such mutually non-dominating solutions may lead to more tree exploration in the branch-and-cut process. Aggregation allows us to consider these solutions simultaneously. Now, we further illustrate the disaggregation process. When UT K ≤ 3, Algorithm 2 decomposes the aggregate solution to formulation (3) -again assuming redundant ramping limitsto (11) . Then, by (10) the power output associated with solution (11) is given as 
On the other hand, if UT K > 3, then Algorithm 2 with equation (10) yields
Finally, we discuss the impact of aggregation on market fairness. In practice, generation capacity is often not utility-owned. Algorithms 1 and 2 greedily schedule each generator, such that a generator disaggregated first may have a very different schedule than the last generator disaggregated. One possible way to address this problem is to randomly permute the order generators are disaggregated in, so that in the long run (over many days and hence many UC solves), no generator is preferred over another.
Further, the main purpose of Algorithms 1 and 2 is to demonstrate that under certain conditions, a feasible disaggregation 8  150  225  14  2  455  150  8  150  225  14  3  130  20  5  20  50  10  4  130  20  5  20  50  10  5  162  25  6  25  60  11  6  80  20  3  20  60  8  7  85  25  3  25  60  6  8  55  10  1  20  135  2 always exists, and can be found in polynomial time. A practitioner could use other methods to disaggregate identical generators. For example, an auxiliary MILP could be formulated to solve the disaggregation problem with whatever objective function is desirable. One such objective function is to minimize the difference in run-time between the symmetric generators; another possibility is to minimize the difference in economic profit between the symmetric generators. In this way, aggregation could be exploited to make electricity markets fairer than the current practice of allowing the MILP solver to break these ties arbitrarily.
V. COMPUTATIONAL EXPERIMENTS
To test the effectiveness of our aggregation approach, we selected two unit commitment test sets from the literature. The first, described further in [25] , is based on real-world data gathered from the California Independent System Operator (CAISO). Each of the twenty instances share a set of 610 thermal generators. We consider five 48-hour demand scenarios, crossed with static spinning reserve requirements that varied between 0%, 1%, 3%, and 5% of system demand. The scenarios labeled with dates correspond to real-world load profiles from the corresponding calendar date. In contrast, "Scenario400" is a hypothetical scenario where wind supply is on average 40% of demand (we use a "net-load" formulation for wind supply). We approximated the quadratic cost curves provided with two piecewise segments. Each thermal generator has two startup categories. We refer to these instances as "CAISO" instances.
The other UC test set is taken from [4] . The instances in this test case -which we refer to as the "Ostrowski" instances -are constructed by replicating the thermal generators in UC instances originally introduced in [26] and [22] . These generators have been used as a baseline to create large UC instances through replication in much of the UC literature [5] , [27] - [36] . The parameters and cost curves used for the eight base generators are provided in Tables I and II. In Table II , a, b, and c denote the coefficients of the quadratic cost function such that c p (p t ) = a 2 p t + bp t + c; c H and c C respectively denote the hot-and cold-startup costs. The number of copies of each generator type in each of the twenty instances is specified in Table III . The number of thermal generators in the Ostrowski instances ranges from 28 to 187. The demand curve for each instance is given as a percentage of total system capacity, as reported in Table IV , and for each instance the reserve level 5  0  1 2  1 6  1 3 2  12  40  54  14  8  3  15  9  13  156  13  50  41  19  11  4  4  12  15  156  14  51  58  17  19  16  1  2  1  165  15  43  46  17  15  13  15  6  12  167  16  50  59  8  15  1  18  4  17  172  17  53  50  17  15  16  5  14  12  182  18  45  57  19  7  19  19  5  11  182  19  58  50  15  7  16  18  7  12  183  20  55  48  18  5  18  17  15  11  187   TABLE IV  OSTROWSKI INSTANCES: DEMAND (% OF TOTAL CAPACITY)   Time  1  2  3  4  5  6  7  8  9  10 11 12 Demand 71% 65% 62% 60% 58% 58% 60% 64% 73% 80% 82% 83% was fixed to 3% of system demand. We use a two segment piecewise approximation for production costs. In contrast to the CAISO instances, the Ostrowski instances consider only a 24 hour scheduling horizon.
We consider the base UC MILP formulation described in [25] , which represents the current state-of-the-art. The performance of our aggregation approach is analyzed relative to this baseline.
All computational experiments were conducted on a Dell PowerEdge T620 server with two Intel Xeon E5-2670 processors, for a total of 16 cores, 32 threads, and 256GB of RAM, running the Ubuntu 14.04.5 Linux operating system. The Gurobi 7.0.1 MILP solver [2] was used in all experiments, and the solver was allowed to use all 32 threads in each experimental trial. 
A. CAISO Instances
Of the total 610 thermal generators in the CAISO instances, there is no symmetry among the 36 slow-ramping generators, but the 574 fast-ramping generators do have some nontrivial symmetry. Aggregation allows us to reduce these 574 fast-ramping generators to 429 aggregated generators, with the largest aggregation representing 8 physical generators. Overall, we obtained 36 aggregated generators. In Table V we report on a subset of the aggregated generators, specifically excluding those for which we can only aggregate two generators. The CAISO test set is dominated by flexible, fast-ramping generators, with UT = DT = 1, TC = 2, SU, SD ≥ P, and RU, RD ≥ (P − P). Consequently, we omit this information for purposes of brevity. Similar to Table II , a, b, and c denote coefficients for the quadratic cost function, while c H and c C respectively denote the hot-and cold-startup costs. Because we are not using the EF UC formulation, our aggregation approach allows us to reduce the size relative to the standard 3-bin formulation by 24%.
In Table VI we report the wall-clock time and number of branch-and-cut nodes explored before termination for the respective formulations, where "3-bin" denotes the UC formulation proposed in [25] and "3-bin+A" denotes the aggregation formulation for fast-ramping generators introduced in this paper. We left all Gurobi parameter settings at their default value, such that the solver terminated when the optimality gap was less than or equal to 0.01%. We did not impose a time limit for these experiments. Despite their size, we observe that these instances are not difficult given the current state-of-the-art UC formulation and a modern commercial MILP solver. Yet, we do observe a geometric mean improvement of 37% in wall clock time with aggregation, across the twenty CAISO instances. Aggregation is slower in only two of the twenty instances, and in both cases the difference is minimal. Next, considering the number of nodes explored during the branch-and-cut search process, we see that neither formulation has an advantage. We conjecture this is likely due to role of Gurobi's incumbent-finding heuristics. Specifically, because the typical CAISO instance has a root gap of < 0.01% [25] , Gurobi only needs to find a high-quality solution before terminating, and does not need to expend significant effort proving that a solution is optimal within the gap tolerance.
B. Ostrowski Instances
For the Ostrowski instances, generators 1-5 have nonredundant ramping constraints, so we use the extended formulation in our aggregation, and for generators 6-8 we use the 3-bin fast-ramping aggregation. In all cases there are no more than 8 generators in the aggregated model. Due to the difference in difficulty relative to the CAISO instances, we impose a time limit of 900 seconds for these experiments.
We report the results of experiments on the Ostrowski instances in Table VII , recording the terminating optimality gap in parentheses for cases when the time limit was reached. Even with a state-of-the-art UC MILP formulation (i.e., that of [25] ) and 900 seconds of wall-clock time, Gurobi fails to establish optimality within tolerance for over half of the 20 instances. Given that the Ostrowski instances have half the number of time periods and far fewer thermal generators than the CAISO instances, one might expect these instances to be easier. However, as demonstrated in [9] , [10] and Table VII, even a modern MILP solver with sophisticated, general symmetry detection routines cannot handle UC instances with large numbers of identical generators. In comparison, our aggregation approach significantly reduces the difficulty of these instances, to the point where they can be solved in at most two minutes of wall clock time. Further, our aggregation approach requires far fewer nodes during the branch-and-cut process, often by an order of magnitude or more. As reported in [13] , aggregation also outperforms the static symmetry breaking inequalities proposed in [10] for the 3-bin formulation.
VI. CONCLUSION
Symmetry due to the presence of identical generators is present in both real-world and academic UC instances, and we describe an aggregation method that can mitigate computational issues induced by this symmetry. While modern MILP solvers possess sophisticated symmetry-detection technology, they are unable to address this form of UC symmetry. Our aggregation approach requires a fairly straightforward reformulation of the UC MILP, with an associated disaggregation method. Thus, our approach is viable in practice for addressing symmetry in UC.
APPENDIX
In this appendix we specify the unit commitment formulations tested in Section V. First we need some additional nomenclature.
A. Additional Nomenclature
Indices and Sets: l ∈ L g Piecewise production cost intervals for generator
g Feasible intervals of non-operation for generator g with respect to its minimum downtime, that is,
Parameters: c l,g
Cost coefficient for piecewise segment l for generator g ($/MWh). (15s)
C. Aggregation Formulation
We now lay out the aggregation formulation introduced in this paper, denoted "3-bin+A" and "EF/3-bin+A" in Section V. For g 1 , g 2 ∈ G, define g 1 to be equivalent to g 2 if and only if g 1 and g 2 have identical parameters, and denote this relationship g 1 ∼ g 2 (note that ∼ is an equivalence relation). Consider the set of generators G ∼ = {g ∈ G | g ∼ g ∀g ∈ G \ {g}}, that is, G ∼ is the subset of generators in their own equivalence classes. Let G ∼ = G \ G ∼ , and partition it into two subsets, G ∼F = {g ∈ G ∼ | RU g , RD g ≥ (P g − P g )} and G ∼S = G ∼ \ G ∼F . Hence G ∼S is the set of slow-ramping generators where each g ∈ G ∼S has some other g ∈ G ∼S with g = g and g ∼ g . In a similar way G ∼F is the set of fast-ramping generators with this property. So both G ∼F and G ∼S can be partitioned into equivalence classes under ∼, with each class having more than one member. Denote these G F and G S , respectively. Note then that each K ∈ G F (G S ) is a set of identical generators, which can be represented in a UC model using the aggregation techniques described in this paper. Further, notice that {G ∼ } ∪ G F ∪ G S is a partition of the set of generators G. We represent each g ∈ G ∼ using the traditional 3-bin formulation, each K ∈ G F using the aggregated 3-bin formulation, and each K ∈ G S using the aggregated extended formulation. The complete detail for these can be found in the online companion [13] . For all the data used in this paper, SD g = SU g , so without loss of generality assume there existsl g ∈ L g such that Pl g ,g = SU g = SD g for each g ∈ G (the formulation for the other cases is found in [13] 
