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Abstract
Information technology (IT) managers worldwide have adopted cloud computing because
of its potential to improve reliability, scalability, security, business agility, and cost
savings; however, the rapid adoption of cloud computing has created challenges for IT
managers, who have reported an estimated 30% wastage of cloud resources. The purpose
of this single case study was to explore successful strategies and processes for managing
infrastructure operations costs in cloud computing. The sociotechnical systems (STS)
approach was the conceptual framework for the study. Semistructured interviews were
conducted with 6 IT managers directly involved in cloud cost management. The data
were analyzed using a qualitative data-analysis software to identify initial categories and
emerging themes, which were refined in alignment with the STS framework. The key
themes from the analysis indicated that successful cloud cost management began with
assessing the current environment and architecting applications and systems to fit cloud
services, using tools for monitoring and reporting, and actively managing costs in
alignment with medium- and long-term goals. Findings also indicated that social
considerations such as fostering collaboration among all stakeholders, employee training,
and skills development were critical for success. The implications for positive social
change that derive from effectively managing operational costs include improved
financial posture, job stability, and environmental sustainability.
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Section 1: Foundation of the Study
Until 2006, most information technology (IT) managers acquired and consumed
computing resources through a process of purchasing, installing, configuring, operating,
and managing computing resources in traditional on-premise or colocation facilities.
Since 2010, the availability of cloud computing has made it possible for any IT manager,
irrespective of the size of the organization, to acquire and consume such computing
resources as a service. Cloud computing’s promises of ease of use, convenience, ondemand access, provisioning agility, and scalability present an attractive alternative to
information technologists, with potential as a platform for addressing the rapid growth
and use of data by organizations (Hashem et al., 2015). This technological promise,
coupled with the potential for cost savings, have fueled global spending on cloud-based
products and services at an exponential rate. According to International Data
Corporation (IDC) market research, estimated cloud-service spending expanded from
about $16 billion in 2008 to $122.5 billion by the end of 2017, with this amount expected
to rise to about $203 billion by 2020 (IDC, 2017a).
The proliferation of mobile devices and the ongoing need for data analytics are
also driving organizations to adapt the ways in which they collect, store, process,
manage, and consume information (Dinh, Lee, Niyato, & Wang, 2013). Cloud
computing is one approach to meeting the rapidly growing requirements for such data
systems because service providers have structured models for rapid growth. With cloud
computing, this growth can be achieved without the addition of new infrastructure
through purchasing, installation, and configuration of systems needed to support the
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growth of such data within the enterprise (Hashem et al., 2015). The ease of acquisition
and use of cloud-based technologies also account in part for the assertion by
Abdelmaboud, Jawawi, Ghani, and Elsafi (2015) that cloud computing is the future of
computing. Abdelmaboud et al. identified cost as a key motivator in the decision to adopt
cloud computing by IT managers. However, Tak, Urgaonkar, and Sivasubramaniam
(2013) challenged the notion that applications migrated to cloud computing can easily
claim cost advantages, questioning how any such advantage leads to tangible cost
savings. If cost is a primary motivator for cloud adoption, it is unclear that organizations
that transform to cloud computing realize their potential for cost savings.
I explored the strategies used by IT managers to manage their IT infrastructure
operating costs following transformation to cloud computing environments. The goal is
to help organizations using cloud computing to understand how best to capitalize on the
cost-saving potential of cloud computing. In this section, I provide a brief background, a
concise definition of the business problem, and the purpose of the study. I follow this
with a review of the nature of the study and a presentation of the conceptual framework
and significance of the study. I complete the section with summary findings from a
review of the academic literature. In subsequent sections of this document, I detail the
study’s methods, design, and data collection and analysis. The document concludes with
a final section in which I discuss my findings, the applicability of the findings to
professional practice, and areas for further research.
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Background of the Problem
IT leaders face constant challenges as they seek new and innovative ways to
compete in a global and dynamic marketplace. Two approaches to meeting this challenge
and sustaining organizational financial performance and value are cost leadership and
differentiation (Banker, Mashruwala, & Tripathy, 2014; Ibrahim, 2015). Since 2010, IT
costs have been steadily growing as organizations have sought to sustain capabilities in
innovation, product development, production, delivery, marketing, and other supporting
processes. Business productivity and cost reduction have been the two top information
technology and management issues for IT leaders in the last several years (Luftman et al.,
2015). IT budget accounts for about 3.5% to 6.5% of revenue, of which about 44% is
spent on IT infrastructure and related activities (Luftman et al., 2015). IT costs are an
issue that IT managers will need to continue to manage to be successful.
Cloud computing has been an influential technological advancement since 2010.
Garrison, Wakefield, and Kim (2015) stated that cloud computing has the unlimited and
untapped potential for driving business innovation, with the capability to fundamentally
shift competitive landscapes by providing a new platform for creating and delivering
business value. These attributes of cloud computing indicate potential cost-savings
opportunities for organizations adopting one or more of the service models, but a
preliminary review of the literature on posttransformation cost savings indicated that not
to always be the case (Tak et al., 2013). My review of the academic literature indicated a
lack of a clear and consistent strategy and processes for IT leaders to use to capitalize on
potential cost-savings opportunities in cloud computing. The goal of this study was to
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explore the strategies and operational processes used by organizations that have
succeeded in managing infrastructure operating costs in cloud computing so that those
practices can form the basis to inform other IT managers adopting cloud computing to
accomplish the same objectives.
Problem Statement
IT cost reduction has been a major management concern for organizational
leaders in the last few years (Luftman et al., 2015). In 2014, businesses spent about 40%
of their IT budgets on IT infrastructure alone (Luftman et al., 2015). Cloud computing is
one progressive strategy to reduce IT infrastructure operational costs (Oliveira, Thomas,
& Espadanal, 2014), but organizations transforming to cloud computing are not
consistently realizing the promise of cost savings in cloud environments (Rana, 2014).
The general business problem was that IT infrastructure managers do not have the
operational strategies and processes they need to manage their operational costs in cloud
computing. The specific business problem was that some IT managers lack knowledge of
strategies and processes for managing IT infrastructure operational costs in cloud
computing environments.
Purpose Statement
The purpose of this qualitative multiple case study was to explore strategies and
processes that IT managers use for managing infrastructure operations costs in cloud
computing environments. The target population was IT operations managers from an IT
organization in the Tampa, Florida area with a record of successfully managing IT
infrastructure operational costs in a cloud computing environment. IT managers may
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benefit from the findings of this study because the strategies addressed may help them
understand the pathways for successfully managing their infrastructure costs through
cloud computing. By managing and reducing costs, organizations can focus on their core
business, improve innovation, and sustain competitive advantage (Oliveira et al., 2014).
The economic viability of these organizations can lead to more job opportunities within
the local communities where they operate and lead to positive social change. Cloud
computing service providers use energy-efficient and environmentally friendly
technologies for their facilities (Liu et al., 2015). Thus, operational cost savings in cloud
computing, which can have the long-term effect of increasing cloud adoption, also have
the potential to reduce an organization’s environmental impact and carbon footprint
through reduced energy use.
Nature of the Study
I considered three research methods for the study: (a) qualitative, (b) quantitative,
and (c) mixed method. Based on inductive reasoning, qualitative methods are applicable
when the goal of the study is to explore a phenomenon (e.g., a single or collective case)
with the aim of gaining an objective understanding of the meaning that participants
assign to their observations and experiences of that phenomenon (Pietkiewicz & Smith,
2014). In contrast, a quantitative method is a deductive approach in which researchers
use statistical methods to quantify and examine relationships or differences among
variables (Yilmaz, 2013). A mixed method approach is a hybrid of the other two
methods and is used by researchers when there is a need in the same study to both
explore a phenomenon and examine quantitative relationships or differences among
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variables (Turner, Cardinal, & Burton, 2017). The objective of this study was to explore
strategies and processes used by organizations for managing cost savings in cloud
computing, so quantitative and mixed method methods were not applicable, and I
selected a qualitative method for the study.
Of the several design options available to researchers using the qualitative
research method, I considered four for use in this study—narrative, phenomenological,
ethnography, and case study. Researchers use narrative research design when the
objective of the study is to provide a detailed account of an event or outline a series of
chronological actions pertaining to the person or persons who are under study (Percy,
Kostere, & Kostere, 2015). Researchers use the phenomenological design to explore and
understand the lived experiences of participants, and when they seek to uncover the
essence of a phenomenon through a study of experiences relative to that phenomenon
(Percy et al., 2015). Ethnography is applicable when the researcher seeks to explore and
identify behaviors, beliefs, language, and interactions of a group’s members sharing a
common culture (Percy et al., 2015). Case study research is applicable when the object
of the study is to explore a real-life situation in a specific setting (which also bounds the
study), as a means to understand what is distinctive about that situation and setting
(Hyett, Kenny, & Dickson-Swift, 2014). I selected the case study design as the one most
applicable to explore the strategies and processes that the participating organizations used
to manage their IT operational costs in cloud computing.
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Research Question
What strategies and processes do IT managers use for managing IT infrastructure
operational costs in cloud computing environments?
Interview Questions
I used the following interview questions to answer the overarching research
question on strategies and processes that IT managers use for managing IT infrastructure
operational costs in cloud computing.
1. What strategies have you used for managing IT infrastructure operational
costs in cloud computing?
2. What processes worked the best for developing and implementing IT
infrastructure operational costs in cloud computing?
3. What tools did you find to be effective to use for managing IT operational
costs?
4. What types of staff training, if any, did you find to be effective for managing
IT operational costs in cloud computing?
5. What organizational changes, if any, did you find to be effective for managing
IT infrastructure operational costs in cloud computing?
6. What ongoing adjustments to IT operational procedures have you found to be
necessary for managing costs on a month-to-month or an ongoing basis?
7. What else would you like to add that we have not yet addressed?
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Conceptual Framework
I selected the sociotechnical systems (STS) approach as the conceptual framework
for this study. Carayon et al. (2015) attributed the development of STS theory to a group
of researchers and consultants associated with the London Tavistock Clinic around 1970,
attributing further enhancements to the design of information systems to Trist and
Bamforth. Based on the general systems theory first postulated by Von Bertalanffy in
1972, the key principle of STS theory is that the successful attainment of an
organizational goal entails a linear and nonlinear interaction of social and technical
factors. Optimization of only one factor and not both may adversely impact the
attainment of the goal (Carayon et al., 2015). A key tenet of STS theory is the
decomposition of complex systems into two primary subsystems: (a) the technology
subsystem—equipment, machines, tools, technical environment, and related processes;
and (b) the social subsystems—individuals, teams, management and governance
structures (Carayon et al., 2015; Cherns, 1987). The goal of the theory is the joint
optimization of both subsystems to improve organizational effectiveness and the life of
people in the workplace.
Successful IT operations management entails the management of a complex set of
interrelated activities encompassing the use of different types of IT resources with
different capacity and performance objectives, as well as the IT staff and management
responsible for the use of the systems to support business processes. Any strategy to
comprehensively manage IT operational costs must address both technical and social
aspects. The IT manager is responsible for balancing the joint management of these
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subsystems against the ever-changing needs of the business, as well as new sets of
underlying contracts, operating rules, and protocols from service providers and their
vendors. I expected STS theory to be an appropriate lens for exploring strategies and
processes for managing IT infrastructure operational costs in cloud computing.
Operational Definitions
This section, I provide brief definitions of common terminology used in IT and
cloud computing literature and throughout this document. Several definitions of cloud
computing exist throughout the academic literature (Sultan, 2014), but the National
Institute of Standards and Technology (NIST) definition is the one commonly referenced
by most researchers. The NIST defined cloud computing as on-demand access to shared
computing resources such as networks, servers, storage, database systems, and
applications that subscribers can rapidly provision with minimal management effort or
service provider interaction (Mell & Grance, 2014).
Cloud (services) provider: A cloud provider is a person or an organization
responsible for making a cloud service available to subscribers. A cloud provider
acquires and manages the computing infrastructure required for providing the services,
runs the cloud software that provides the services, and delivers the cloud services to the
cloud consumers through network access (Chou, 2015).
Cloud native: Cloud native is a term used to reference applications that are
designed, developed, and deployed to capitalize on the nature and benefits of cloud
services to provide application managers with features such as global availability, easy
scalability, and failure tolerance (Gannon, Barga, & Sundaresan, 2017). A cloud-native
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organization, on the other hand, is an organization whose IT infrastructure is based
entirely on cloud-native applications.
Compute clusters: Clustering refers to the use of multiple computing resources
acting together to form a single highly available or high-capacity system (Manvi &
Shyam, 2014). The cluster may consist of multiple compute nodes, storage systems,
and/or redundant networking systems. A compute resource refers to a cluster with
compute nodes to support high-capacity, high-availability computing needs.
Community cloud: A community cloud serves a group of cloud consumers with
shared concerns such as mission objectives, security, privacy, and compliance policy,
rather than serving a single organization as does a private cloud. A community cloud is
managed by a third party or a group of organizations that. participate in that community
of users. The community cloud infrastructure is implemented on-premise or outsourced
to a hosting company (Goyal, 2014).
Elasticity: Elasticity is a key advertised benefit of cloud computing and is defined
as the capability of a given system or service in the cloud environment to add or remove
resources as needed, to match system load requirements (Coutinho, de Carvalho Sousa,
Rego, Gomes, & de Souza, 2015).
Hybrid cloud: A hybrid cloud is a composition of two or more clouds (onsite
private, onsite community, offsite private, offsite community, or public) that remain as
distinct entities but are bound together by standardized or proprietary technology that
enables data and application portability (Goyal, 2014).
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Infrastructure as a service (IaaS): IaaS is the most basic of services offered by
cloud service providers and consists of the provision of a server or servers or storage
capacity in the cloud (Manvi & Shyam, 2014). Subscribers of IaaS have the need for
computing, power, database, and storage systems but have or want no role in the
installation and maintenance of the hardware and other supporting infrastructure.
Platform as service (PaaS): PaaS is a cloud-based platform that service providers
use to offer software-development tools and application deployment and execution
environment for on-demand use (Ananthakrishnan, Chard, Foster, & Tuecke, 2015).
Organizations use the platform to quickly develop their custom applications or write
software that integrates with existing applications.
Private cloud: A private cloud gives a single cloud consumer’s organization
exclusive access to and use of the computational resources in the environment. Private
clouds are managed either by the cloud consumer organization or by a third party and
with the hosting on the organization’s premises or outsourced to a hosting company
(Goyal, 2014).
Public cloud: A public cloud is one in which the cloud infrastructure and
computing resources are made available to the public over a public network. A cloud
service provider typically owns the public cloud and uses it to serve a diverse pool of
clients (Goyal, 2014).
Software as a service (SaaS): SaaS is an application or suite of applications that
reside in the cloud. The service provider delivers this on demand, on a single- or
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multitenant basis (Seethamraju, 2015). Vendors of applications such as Salesforce.com,
Microsoft 365, and Google Suite offer them as SaaS solutions.
Utility computing: Utility computing refers to the procurement of computing
services from a vendor on a pay-per-use basis (Rani, Rani, & Babu, 2015). The concept
of utility computing is similar to that of traditional utility services, with a subscriber
getting bills that commensurate with the number of services used over the billing periods.
Assumptions, Limitations, and Delimitations
Assumptions
An assumption, as used in the context of this study, is a supposition that an
underlying statement is a fact, even though there is no proof of such fact in general or
provided in this study (Yin, 2017). Several factors can affect an organization’s ability to
attain a specific outcome from a series of actions or the adoption of technology. Though
some of these factors are quantifiable and measurable, others, such as organizational
culture, competency, the experience level of staff, and organizational capabilities, are not
easily quantifiable or measurable but can also have a considerable effect on the success of
technology adoption. I did not assess the role of these intangible factors in this study but
assumed that they had the same effect on outcomes for the case in this study; therefore, I
assumed that the role of these intangible organizational assets in facilitating cost
reductions for the organizations was equal for all organizations.
Any qualitative research relies on the collection of accurate data from participants
selected for the study. In this study, I assumed that participants were truthful and accurate
in their responses to questions, that participants responded without bias or prejudice, and
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that any supporting information provided by the IT managers as part of data collection
were reflective of actual records from operational activities and not selected to
exaggerate, represent, or favor any particular point of view or position.
Limitations
Limitations of a study refer to an area of potential weakness because of a
shortcoming in design, methods, data collection, or analysis of the data in the study (Yin,
2017). For this study, I identified an appropriate organization and selected qualified
individuals within the organization to interview to collect data. One limitation of this
study was the selection of the Tampa, Florida area as the geographical scope of the study.
The use of a single case and colocation of the participants in such a geographical setting
may limit the extent to which a researcher can draw causal conclusions from a study.
However, specifically in the case of information system research, Tsang (2014)
contended that researchers can still infer a limited set of generalizations from small
sample sets in a specific geographical location. Even with that, additional research may
be necessary to establish that the findings from this study would generalize to other
organizations.
I selected a qualitative case study design for this study. Yin (2017) noted a lack
of any real mechanism to address complexity and contextual conditions in such a study
design because of the small number of participants. From the perspective of critical
realism, researchers can still use case study for identification of specific characteristics in
a population and leverage what they learn from those characteristics as a basis for
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subsequent research or theory development (Gibson, 2017). Even with these known
limitations, the qualitative case study was still a valid design for this study.
Delimitations
Delimitations, as used in this study, refer to the bounds or scope specified for a
study (Ganapathy, 2016). The major cloud computing services are Amazon Web
Services (AWS), Microsoft Azure, and Google Cloud. The providers offer services
broadly categorized as software as a service (SaaS), platform as a service (PaaS), and
infrastructure as a service (IaaS). I limited this study about strategies used by
organizations to manage infrastructure costs in cloud computing to organizations using
the IaaS service offering from the current leading cloud service provider (AWS).
A further limitation to my selection of IaaS service on AWS was the choice of a
single geographical location (the Tampa area) for selecting the case for the study. Within
this area, I selected an organization with IT infrastructure on AWS, with an established
record of realizing operational cost savings. These boundaries or scope of the study
limited the extent to which study findings could potentially be generalized for
professional practice.
Significance of the Study
IT cost reduction is a top management concern for IT leaders, with IT
infrastructure costs alone accounting for about 40% of total IT budgets (Luftman et al.,
2015). The findings from this qualitative study could be of value to organizations and
professional practice in understanding what strategies and processes successful
organizations are using to manage IT infrastructure operational costs through cloud
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computing. The study’s contribution to professional practice also extends to cloud
service providers, who could use or adopt the findings to help refine and enhance their
tools and processes and align services to better support their clients as they transition to
and consume cloud services. Success in realizing promised cost savings can be a
powerful incentive for other organizations to adopt cloud computing.
The study’s implications for positive social change include the potential to affect
organizations’ profitability, innovation, and competitiveness through the realization of IT
operations cost savings. The combined positive effect of increased innovation and a
sustained competitive posture has the potential to increase employment and economic
opportunities in the communities where organizations operate. Transforming and
consolidating IT infrastructure activities in private/public cloud environments also has the
potential to reduce energy use in organizations. Balasooriya, Wibowo, and Wells (2016)
stated that cloud service providers are engaging in initiatives considered adaptive, energy
efficient, and environmentally responsible in the way that they use resources to reduce
waste. Cost savings that lead to more organizations adopting cloud computing have the
potential to contribute indirectly to positive social change and environmental
sustainability.
A Review of the Professional and Academic Literature
The literature review in an important part of any doctoral study. Webster and
Watson (2002) stated that an effective literature review creates a solid foundation for
advancing knowledge, facilitates theory development, bridges gaps in research, and
exposes areas where additional research may be necessary. My goal in this section is to
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establish the progression of research work leading to the inquiry in this study and identify
the gaps in the literature that I attempted to bridge upon completion of the study. After
outlining the approach and the search strategy for the section, I provide a brief
introduction to cloud computing, including its history, characteristics, and service and
deployment models. I conclude by establishing the need for resource management in
cloud computing.
The goal of this qualitative multiple case study was to explore strategies and
processes that IT managers use for managing infrastructure operations costs in cloud
computing environments. After the introductory section, I organize the rest of the review
under five topics. I use the first topic area to discuss the conceptual framework I selected
for the study, identifying elements of the framework and how the elements guided this
study. In the second section, I discuss the key drivers for cloud computing adoption and
the classic adoption approaches. I use sections on subsequent topics to discuss economic
implications, pricing, and cost factors for cloud systems and follow that with a discussion
of cost management and its applicability to IT operational activities. The final topic
involves IT operations in cloud environments and ongoing challenges with cost
management of IT infrastructure. In each of these sections, I present a comprehensive
analysis of the existing published literature in the area, providing both syntheses and
critical analysis where necessary. The sources of information for most of the content for
the literature review came from searches of electronic research databases. Cloud
computing as a technology has only matured within the last decade, and its related
services and systems are still undergoing rapid changes. With such a history and current
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state, the traditional sources of research information in peer-reviewed magazines lacked
quality articles about cloud computing, and the information in printed books was dated
compared to the current state of the technologies. For this reason, even though the
review process included some books, I only cite a few that I deemed necessary for the
insight they provided.
For the academic articles, the primary data source was EBSCOhost’s Computers
and Applied Sciences Complete and Business Source Complete/Premier, ProQuest’s
ABI/INFORM Complete and Business Dissertations and Theses, and Emerald
Management Journals. The keywords that I used for the electronic database search for the
study included (a) cloud computing, (b) cloud computing adoption, (c) cloud computing
resource utilization, (d) cloud computing resource optimization, and (f) infrastructure as
a service costs, (e) cost management, and (f) sociotechnical theory. As part of the review
process, I examined and qualified over 252 resources, seven of which were government
publications and nine of which were book references. The rest of the sources were
journal articles, about 90% of which were from peer-reviewed periodicals.
I often limited search results to articles published no earlier than 2014, even
though I included a few articles published before 2014 because of their direct relevance,
or in some instances because of lack of updated studies in specific subject areas. Of this
list of articles, this study includes 170 references. In accordance with the requirements of
Walden University, 85% of the references were peer-reviewed, and 85.3% of the
references were within 5 years of my expected graduation date in the calendar year 2018.
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I used a combination of Mendeley and Qippa and Microsoft Excel as tools to manage
articles and references of the articles downloaded electronically from the libraries.
Cloud Computing Overview
In this worldwide era of innovative IT, the availability of substantial computing
power has been an enabler for the development and production of goods and services.
The use of computing resources in support of business processes is widespread and, in
some situations, is an essential factor in competitive advantage. The traditional way by
which enterprises acquire computing capabilities involves procuring and managing the
needed computing resources in their in-house data centers (Phaphoom, Wang, Samuel,
Helmer, & Abrahamsson, 2015). In the last several years, there has been a significant
shift from this approach to the use of computing resources owned and managed by a
service provider. Several definitions of cloud computing exist in the literature, but the
most popular is the one given by the NIST. NIST defined cloud computing as a type of
computing where extensive scalable IT-related capabilities are available as a resource
across the Internet to multiple external customers (Mell & Grance, 2014). Other authors
have defined cloud computing as a set of shared resources presented as a standardized
computing utilityrunning on a server, which caters to multiple groups of users through
multitenancy (Botta, De Donato, Persico, & Pescapé, 2016; Hashem et al., 2015). The
same themes occur across definitions—the acquisition and use of easily accessible,
shared, and scalable computing resources in a multitenanted environment.
IT managers can procure and use cloud computing services without directly
owning the infrastructure that delivers them. In this respect, cloud computing service
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providers offer an alternative and efficient Internet-based computing service in scalable
ranges that customers can access, preferably through high-bandwidth and low-latency
network connections. The set of core services available from cloud service providers
includes SaaS, PaaS, and IaaS. SaaS capabilities first became broadly available in late
2006, when key technology companies including Google, Amazon, Yahoo, and Microsoft
started launching these services in the commercial marketplace. The advantages of ondemand computing power, with a fast and efficient application and chargeback
capability, low-level maintenance, and fewer IT labor costs, made the services attractive
from a cost perspective (Reddy, Mudali, & Roy, 2017). The result of these operational
benefits has been the ongoing growth of enterprise spending on cloud computing.
According to IDC market research, estimated cloud-service spending grew from
approximately $16 billion in 2008 to about $122.5 billion in 2017 (IDC, 2017a). This
projected growth in spending reflects the attractiveness of a computing model that
promises deployment and operational agility at a lower cost point than most organizations
can achieve from owning their infrastructure and related applications. Cloud service
providers have evolved their services around a set of core services to align with the core
needs of most IT managers, leading some authors to refer to cloud computing as the fifth
utility, on the same level as other traditional utility services such as electricity, gas, and
telephone (Koehler, 2014; Ruan, Chan, Zhu, Wang, & Yang, 2016; Whaiduzzaman,
Haque, Rejaul, & Gani, 2014). The use of the term utility computing for cloud
computing was initially attributed to John McCarthy, though others (Alkhalil, Sahandi, &
John, 2017) associated the use of the term with Leonard Kleinrock, a principal scientist at
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the Advanced Research Projects Agency Network (ARPANET). The prediction that
cloud computing would become a common utility has come to fruition.
Evolution of cloud computing. As with other types of technological
advancements, scientists have evolved cloud computing as a technology since 2006.
They started it initially as a form of grid and utility computing through the provision of
application services by application service providers (ASPs) and SaaS (Fang, Liu,
Romdhani, & Pahl, 2015; Padilla, Milton, & Johnson, 2015). The concept of delivering
computing resources through a global network is rooted in the 1960s (Bayramusta &
Nasir, 2016). In 1969, Joseph Carl Robnett Licklider, the first director of the Information
Processing Techniques Office (IPTO) at The Pentagon Advanced Research Projects
Agency (ARPA), developed the idea of an intergalactic computer network. His
innovation consequently enabled the establishment of ARPANET (Kaur & Kaur, 2014),
whose initial purpose was to link computers at Pentagon-funded research institutions over
telephone lines. However, the vision of organizing computing resources as a utility grid
first came to fruition in the 1990s, as an effort to solve significant challenges in scientific
computing.
Grid computing in practice involved interconnecting high-performance computing
facilities across universities in regional, national, and pan-continent grids (Kaur & Rai,
2014; Sadiku, Musa, & Momoh, 2014). The scientists used these interconnected grids
principally for transferring large amounts of data between nodes, executing
computational tasks across administrative domains, and allocating resources shared
across projects fairly (Sandholm & Lee, 2014). Grid computing evolved to utility
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computing (Koehler, 2014), which refers to efforts in the industry around the turn of the
millennium to improve manageability and on-demand provisioning of these nodes and
their compute clusters.
The service providers initially marketed utility computing on a cluster-by-cluster
basis, and often situated on an organization’s network. This distribution model made it
very expensive to implement technological advancements to the platforms. The allocation
of computational resources on these grid systems revolved around project membership
enrollment, and scientists invested much effort in sophisticated security policy
configuration and validation. The gap for IT managers was the need for a system that
offered subscribers scalability, security, high operational capacity, and performance, with
pay-as-you-use options (Padilla et al., 2015). These factors were the core motivations for
organizations to subscribe to these systems instead of building their high-end computing
infrastructures, sparing significant capital investments and time by migrating their
workloads to these environments (Saha et al., 2016; Sandholm & Lee, 2014). These
motivations remain true as of 2018, even though other factors such as agility and
innovation have also become important reasons for organizations to choose cloud
computing.
A contributing factor in the rapid rate of growth for cloud computing involves the
relative rate of growth of data volumes and the array of Internet-connected devices and
related applications. The rate of data accumulation is compelling organizations with data
centers (DCs) to host large scale data-driven services and networked applications such as
those with a heavy emphasis on media sharing and streaming (Hashem et al., 2015; Singh
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& Rajdavinder, 2017). These types of applications and services need an efficient and
low-cost platform, but their use can impose numerous types of high resource demands
such as computer power, bandwidth, storage, and latency on the basic infrastructure.
The traditional DC architecture has limitations in its adaptability to support these
data- or processor-intensive applications effectively, resulting in poor quality of service
(QoS) support, deployment, management, and protection against security attacks (Boru,
Kliazovich, Granelli, Bouvry, & Zomaya, 2015; Bruneo, 2014). Cloud computing, with
its promises of scaling and elasticity, has become a preferred deployment model for such
applications. By moving such applications and their related data services to cloud
environments, organizations could avoid initial investment in expensive infrastructure
setup and subsequent monthly maintenance costs. In cloud environments, organizations
also can grow and shrink system capacity as rapidly as needed to meet any fluctuating
business demands, without the need for or effort to directly acquire and set up the
infrastructure required to do so.
In the early stages of the evolution of cloud computing, organizations struggled to
understand the ever-evolving services offered by the cloud service providers such as
Amazon Web Services, Microsoft Azure, and IBM (El Zant & Gagnaire, 2015; Hashem
et al., 2015; Opara-Martins, Sahandi, & Tian, 2016; Padilla et al., 2015). Since 2010,
these service providers have hastened the pace of service availability and distribution, but
at the same time making it easier for subscribers to provision and use services. This
ability to rapidly extend service capabilities to subscribers has been possible through the
use of PaaS and CaaS offerings (Hintemann, 2015; Paschke, 2016; Peinl, Holzschuher, &
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Pfitzer, 2016). The capability to offer subscribers a set of fully automated workflows,
governed by cost, performance, and compliance specifications, has made adoption of
cloud services easier for subscribers.
From the organizational perspective, the rapid growth of mobile devices and the
increased use of computing resources worldwide have led to the growth of large data
systems and the need for a different approach to resource provisioning. The initial
architectural approach to addressing this problem was through DC consolidations
(Sharkh, Shami, & Ouda, 2017). Large DCs are more cost-effective high quality of
services (QoS) support because of consolidation of computing and storage clusters and
are often on more reliable and efficient operating networks (Sandholm & Lee, 2014;
Zhang, Yang, Shi, Wu, & Ran, 2015). Moreover, service providers often construct them
in areas of cheap energy and labor costs (Saha et al., 2016; Zhang et al., 2015). This
combination of favorable location and economics of scale help service providers to
reduce their operational expenditures which they then pass on to subscribers as affordable
pricing.
Any discussion of the growth of cloud computing is not complete without
mention of virtualization technology. Malhotra, Agarwal, and Jaiswal (2014) described
virtualization technology as the single most important element underlying cloud
computing technology. Virtualization techniques such as Xen and VMW are how cloud
providers run multiple virtual machines (VMs) on one physical infrastructure device
(Mosa & Paton, 2016). Virtualization technologies enable users to access terabytes or
even exabytes of storage and high processing power at high availability rates, and in a
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lower-cost, pay-as-you-use model (González-Martínez, Bote-Lorenzo, Gómez-Sánchez,
& Cano-Parra, 2015). Virtualization technology also enables the storage of operating
system and application code as images for execution on demand or replicated as other
application instances, the benefit of which is the enablement of rapid provisioning,
scalability, and fault tolerance. Virtualization enables cloud service providers to
virtualize resources in an on-demand fashion and offer a high-processing-power
environment, which is the most suitable and manageable framework for big data
processing and management (Hummaida, Paton, & Sakellariou, 2016; Mosch, Groß, &
Schill, 2014). Malhotra et al. (2014) pointed out that in addition to virtualization, other
technologies such as multitenancy and shared infrastructure are also key to the success of
cloud computing, but both of these technologies are possible only through virtualization.
Sociotechnical Systems Theory
I selected the STS approach as the conceptual framework for this study. The
development of STS theory has been attributed to a group of researchers and consultants
associated with the London Tavistock Clinic following the Second World War and was
further enhanced to apply to the design of information systems by Trist and Bamforth
(Carayon et al., 2015). STS theory states that the successful attainment of an
organizational goal in STS entails a linear and nonlinear interaction of social and
technical factors (Trist, 1981). The optimization of only one factor and not both may
adversely influence the attainment of the goal (Carayon et al., 2015). A key tenet of STS
theory is the decomposition of complex systems into two primary sub-systems: (a) the
technology subsystem—equipment, machines, tools, technical environment, and related

25
processes; and (b) the social subsystems—individuals, teams, management, and
governance structures (Carayon et al., 2015; Cherns, 1987). The goal of the theory is the
joint optimization of both subsystems to improve organizational effectiveness and the life
of people in the workplace.
STS background and history. In the period proceeding post world war II, coal
was the main source of power required to fuel the industrial reconstruction. The coal
industry was underperforming through a combination of low morale, labor disputes, and
high employee turnovers. The National Coal Board (UK) commissioned the Tavistock
Institute to study the situation to determine what alternative approaches may help to
improve the productivity of the mines (Trist, 1981). Until this period immediately post
world war two, the predominant organizational model was a fusion of Weber’s
description of Bureaucracy with Taylor’s concept of scientific management. The concept
of STS theory evolved from these studies of the Tavistock Institute. The goal at
conception was improving productivity through the diffusion of innovative work
practices to enable the derivation of increased output from the application of scarce
resources (capital expenditure) (Trist, 1981). During this post world war two period, coal
was the main source of power required to fuel the industrial reconstruction, but the
industry was underperforming through a combination of low morale, labor disputes, and
high employee turnovers. These considerations drove the research that emerged from the
Tavistock program and which led to the theoretical development of the core STS
concepts. In addition to the development of the STS theory, the team also initiated other
analytical field studies to develop methods to obtain the best match between the social
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and technical systems, how to improve the match, and finally, how to diffuse the
improvements to the organizations.
The sociotechnical systems approach. Sociotechnical system approach has its
roots in open systems theory developed by Von Bertalanffy in the 1930s and used by
researchers in the study of complex systems. The premise of the open systems theory is
that all open systems have similar underlying principles (Von Bertalanffy, 1972). This
general systems theory views the organization as an entity made up of components or
parts or subsystem. This consideration of the whole as a composition of parts is the same
underlying theme for STS theory.
STS decomposes the organizational system into two primary subsystems
(Carayon et al., 2015). These two primary subsystems are – the technology subsystem
and the social sub-systems (Carayon et al., 2015; Cherns, 1987). The original
formulation of the theory was to obtain a good fit between these two subsystems, but
Trist and team later reformulated this as the joint optimization of the social and technical
systems (Trist, 1981). Even though the two subsystems are independent of each other,
they have a correlative relationship, with one depending on the other for the
transformation of inputs to the outputs that define the work system (Trist, 1981).
Because of this complex relationship between the two subsystems, the Tavistock research
team postulated that the two subsystems must be jointly optimized and that attempts to
optimize one alone and not the other will result in the suboptimization of the sociotechnical whole (Trist, 1981).

27
Social subsystem. The role of human factors in sociotechnical systems is
significant to the attainment of organizational goals. Keating, Fernandez, Jacobs, and
Kauffmann (2001) defined the social subsystems as including attitudes and beliefs,
contracts between employers and employees, reactions to work arrangements, and the
relationships between individuals and among groups. They further stated that these
social factors emerge through the people interacting with the internal and external work
environment to attain organizational objectives. Kyriakidis, Kant, Amir, and Dang,
(2017) stated that other human factors such as performance, decisions play a significant
role in a vast range of operations in STS. They termed these as Performance Shaping
Factors (PSF) and attempted to establish a generic framework that researchers can apply
across organizations, industries, and sectors, to structure and manage these factors. They
identified the categories of factors as personal, dynamic, organizational, task, team,
systems, and environmental/climatic conditions (Kyriakidis et al., 2017). In this study, I
will explore the roles some of these factors have in the supporting the site in managing
their IT operational costs in cloud computing.
Technical subsystem. Another aspect of STS theory is the technical subsystem.
Fox (1995) defined the technical subsystem is comprising of the structures, tools, and
knowledge necessary to perform the work which produces products. An easier way to
view the technical subsystem is as an aggregate of all the systems, machinery, equipment,
inputs, and tools, and other non-human elements deployed by the organization and
required by the human factors for use to meet the organizational objectives.
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Design principles. With an objective to leverage the requirements of both the
social and technical systems present in the workplace, Trist (1981) and team identified
some key characteristics of STS design which was later refined by Cherns (1987) based
on earlier work by Parsons. Parsons (1951), identified four conditions that STS systems
must meet to be successful as (a) attainment of the goal of the organization, (b) ability to
adapt to the work environment, (c) activity integration, and (d) continuity of occupation
and roles in support of the systems. Both Cherns (1987) and Parsons (1951) recognized
the dynamic nature of the relationship between the technical and social subsystems, and
how changes in one can significantly affect the other and the subsequent ultimate system
objective. I have included a listing of the key STS design principles as Appendix C in
this document.
Applicability of STS to study. Researchers focused early applications of STS
theory on the manufacturing and production industries such as coal, textiles, and
petrochemical, as an attempt to humanize highly mechanized work environments (Baxter
& Sommerville, 2011). Success in the use of the theory persisted to varying degrees
through the 1980s and 1990, during which time such concepts as lean production
techniques took hold (Baxter & Sommerville, 2011). With the advent of software
engineering in the 21st-century researchers have once again turned to STS design,
recognizing the participatory aspects of the theory as an approach to address some of the
issues related to traditional software engineering methods (Maguire, 2014). STS has also
gained some acceptance with cloud computing researchers (Gavin, Baxter, & Hester,
2014; Khan, Büyükşahin, & Freitag, 2015; Kolevski & Michael, 2015). One such study
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is by Jede and Teuteberg (2016) to understand the SocioTechnical impacts arising from
the use of SaaS in companies, and another by Chen, Chuang, and Nakatani (2016) to
explore the perceived business benefits of cloud computing.
Cloud Computing Adoption
Since the introduction of modern cloud computing services in 2006, service
providers have continued to expand available service options at a rapid pace. The
increasing adoption of cloud computing services by enterprises is driven in part by key
benefits of cloud computing such as scalability, fault-tolerance, accessibility, highperformance, reliability, easy use monitoring, and management (Sandholm & Lee, 2014).
Between 2009 and 2014, about 20% of published cloud computing research related to
cloud computing adoption, with another 5% on benefits and challenges (Bayramusta &
Nasir, 2016). The focus of research on adoption may be an indicator of the currency of
the technology and a marketplace still assessing organizational and technology fit. For
those IT managers who have embraced and adopted cloud computing, one key to rapid
service acquisition and use is the ease with which they can subscribe to cloud computing
services. Since 2015, anyone can provision cloud services from Amazon Web Services
(AWS) or any of the top providers with a just a credit card and a few mouse clicks. To
understand what motivates IT managers to adopt cloud computing technologies, I will
review some of the key benefits in the following section.
Key benefits and drivers for adoption.
Capital cost savings. The traditional approach to IT technology refresh or
extension is through the acquisition, installation, and configuration of new equipment at
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an on-premise of colocation facility. With cloud computing, this capitalization activity is
unnecessary, as the responsibility shifts from the organization to the cloud service
provider reducing the total cost of ownership (TCO) of the IT infrastructure. TCO
includes hardware expenses, software licenses, IT personnel, and infrastructure
maintenance (Assunção, Calheiros, Bianchi, Netto, & Buyya, 2015; Church et al., 2017;
Opara-Martins, Sahandi et al., 2016). Further, the absence or reduction of on-premise IT
infrastructure also reduces an organization’s operational costs associated with power, air
conditioning, and building administration expenses (Assunção et al., 2015). The
reduction or conversion of IT capital costs to operational costs has distinct tax
implications for organizations.
Technology agility and innovation. Cloud computing delivers substantial
business benefits, including lower capital costs and the opportunity for organizations to
reduce IT infrastructure management activity (leaving it to the cloud service provider)
and focusing rather on their key business activities and objectives (Assunção et al., 2015;
Padilla et al., 2015). On-premise DCs typically require efficient assembly and
configuring of computer hardware (racking and stacking), software patching, and other
time-consuming IT management tasks. Cloud computing removes the need for several of
these tasks so IT teams can spend time on achieving more critical business objectives
(Saha et al., 2016). Subscribers can provision and implement services rapidly and deprovision when subscribers no longer need these services (Padilla et al., 2015). The ease
of provisioning and use of these readily available services facilitates shorter product
development cycles.
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The ability to scale operations globally without the need to setup and manage IT
facilities globally is another important adoption factor for IT managers. Almost all the
major cloud service providers have offerings in such technological areas as media
processing, machine learning, data analytics, high-performance computing, and artificial
intelligence (Makoza, 2015). AWS, for instance, has facilities in 14 regions around the
globe, each region hosting multiple facilities for redundancy and failover. Service
providers often upgrade these global facilities to the latest generation of fast and efficient
computing hardware (Kaur & Chana, 2015). Global DC networking offers several
benefits over a single corporate DC, including reduced network inactivity for applications
and more effective scaling mechanisms. IT managers looking for rapid application and
service offerings in these areas can rapidly provision resources on these platforms for
system development.
Scalability and elasticity. The cloud enables dynamic scale-in and scale-out as
well as scale-up and scale-down for all core service offered through automated or manual
provisioning and de-provisioning of resources as needed (Hummaida et al., 2016).
System subscribers can quickly acquire these system resources in response to increases
and decreases in application workloads (Coutinho et al., 2015). Both scalability and
elasticity address system scalability, but the concept of elasticity addresses the ability of a
system to scale in response to variations in system use and workloads (Coutinho et al.,
2015). In a traditional DC, IT managers must size systems to address the maximum
expected resource utilization, even if they need such capacity during select periods of
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time. This capability to scale on demand is another area where organizations can use
cloud computing to reduce their IT capital and operational expenditures.
Reliability, flexibility, and performance. Cloud computing makes data backup,
plausible disaster recovery, and business continuity easier and less expensive because of
options to replicate data to multiple redundant sites on the cloud provider’s network
(Alkhalil et al., 2017; Padilla et al., 2015). Most service providers offer guaranteed 24hour and 7-day per week service level agreements (SLAs) to help with troubleshooting
and to resolve issues arising from the use of their services (Alkhalil et al., 2017;
Ouedraogo, Mignon, Cholez, Furnell, & Dubois, 2015; Padilla et al., 2015). Beyond the
SLAs, service providers can also often guarantee higher performance and Quality of
Services across the global dispersion of services (He, 2016), even though He (2016) and
Ghahramani, Zhou, and Hon (2017) admitted that some challenges still exist with
fulfilling these guarantees.
Energy efficiency. Cloud service providers represent their facilities as energy
efficient compared to the traditional DC. Researchers have shown that minimizing the
power consumption of DCs is important from both the operational cost and
environmental impact perspectives (Mastelic et al., 2015). Cloud service providers have
been able to use energy more efficiently than traditional DCs (Kaur & Chana, 2015).
They achieve this energy efficiency by use of highly energy efficient infrastructure and
reduction in the IT infrastructure itself by multitenancy (Kaur & Chana, 2015). An
Accenture study in 2010 found that small businesses saw about a 90% reduction in
emissions while using cloud computing, and medium and large businesses can save about
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30 to 60% and 60 to 90% respectively when they use cloud computing resources
(Accenture Sustainability, 2010). Williams, Thomond, and Mackenzie (2014) also
recognized this potential for cloud computing as a source for greenhouse gas abatement,
but they conceded that computing the market penetration rate must be much higher than
what it was in 2014 for this to be a significant source of abatement on a global basis.
Available web applications for high performance. Another area in which cloud
computing has been beneficial for organizations is in the provision of interactive and
user-friendly interfaces, which makes services easier to provision, and to manage cloudbased resources. Subscribers can easily access cloud-based resource management tools
via web browsers, so there is no need to learn to use different system interfaces for
different system components, as is the case for on-premise systems (Ashraf, Byholm, &
Porres, 2016). Cloud computing platforms also enable component-based application
development. In component-based application development, developers do not write
code from scratch but use code snippets like web services and third-party software
libraries by retrieving and assembling them dynamically. The use of these services
reduces application development time and errors in software development and software
quality assurance, further enhancing organizational business processes and innovation.
Reduced application development time is only one factor that has made cloud
computing appealing to managers. The provision of cloud development platforms has
lowered the complexity inherent in the development of such systems as mobile
interactive applications such as location, environment, and context-aware (Avram, 2014).
These applications can respond to real-time human and nonhuman inputs to generate

34
outputs. Applications such as high-volume batch processing systems, complex business
analytics, and artificial intelligent (AI) systems as well as systems that have either high
data systems requirements or compute-intensive lend themselves to cloud computing
platforms because of the nature of their computing resource requirements (Avram, 2014).
Beyond the benefits of cloud computing, organizations still need to make
adoption decisions. The literature review showed an extensive listing of research studies
with objectives to understand the drivers for technology adoption by IT managers and
consumers (Awa & Ojiabo, 2016; Nguyen, Newby, & Macaulay, 2015; Tarhini,
Arachchilage, & Abbasi, 2015). The common frameworks researchers have used in these
studies are the technology acceptance model (TAM; Davis, Bagozzi, & Warshaw, 1989),
diffusion of innovation (DOI; Baskerville et al., 2014; Rogers, 1995), and technologyorganization-environment (TOE; Tornatzky, Fleischer, & Chakrabarti, 1990). TAM
applies to consumer’s adoption of technology, and DOI and TOE for organizational
adoption (Oliveira et al., 2014). Lian, Yen, and Wang (2014) addressed the critical
factors affecting an organization’s decision to adopt cloud computing. Consistent with
the STS theory, Lian et al. (2014) identified five human and technical factors as data
security, perceived organizational, technical competence, costs, top management support,
and complexity (Lian et al., 2014). They also qualified the most important dimension as
technology, followed by nontechnology factors. Khanagha, Volberda, Sidhu, and Oshri
(2013), on the other hand, identified management innovation as a critical factor in the
adoption of cloud computing. Management innovation is the propensity for the
management staff to introduce new to the firm structures, processes, and practices
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(Khanagha et al., 2013). A review of these studies indicated the same general factors for
adoption across business sectors and regions, factors that align with the two dimensions
of STS theory – technology and social factors.
Barriers to cloud adoption. A review of the benefits of cloud computing may lead
one to believe that key benefits such as the potential to transform business processes,
reduce capital expenditures, lower operating costs, and accelerate innovation will compel
organizations to rush to adopt cloud computing (Oliveira et al., 2014). However, even
though there has been substantial growth in cloud computing business, and the prediction
is for this to continue (IDC, 2017a), some identifiable barriers still exist for wide-scale
adoption by organizations. The following is a discussion of some of these barriers.
Security, confidentiality, and trust. A review of the academic literature on
barriers to adoption has indicated that the most critical adoption barrier to cloud adoption
is security (Lian et al., 2014). The risk to data security exists at all stages in the
interaction between the subscriber and the cloud service provider. Establishing data
security during transfers, storage, and the processing of information are important for
managers when determining final acceptance of cloud technology (Iqbal et al., 2016;
Ouedraogo et al., 2015). The perception of a lack of transparency regarding the
geographical location of data stored with the service providers (Iqbal et al., 2016) is
another issue facing service providers. Other researchers identified other such factors as
confidentiality, integrity, privacy, and accountability as barriers to cloud adoption (Iqbal
et al., 2016; Opara-Martins et al., 2016). The security, trust, and privacy concerns have
all contributed to what Ouedraogo et al. (2015) referred to as a lack of trust and with
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service providers. This lack of trust coupled with a lack of standards across service
providers as well as an absence of clear global regulatory guidelines (Yeboah-Boateng &
Essandoh, 2014) is another barrier affecting cloud computing adoption.
Control of client data. The risk of unauthorized access to data is also another
concern of IT managers potentially affecting service adoption. The multiregional
availability of services, the use of other regional locations for storage redundancy, and
global content distribution also seem to present a noticeable impediment to the
acceptance and market success of cloud services (Alkhalil et al., 2017). Potential clients
of these services often think that they lose power over their data because they are not sure
about the legal implications of locating their organizational IT data in locations outside of
their operations (Ouedraogo et al., 2015). The uncertainty about true data ownership, the
location of data on service provider network, legal ramifications of data stored at foreign
locations, and a general absence of clear guidelines have all contributed to impact the
potential growth in cloud computing services.
Cost savings. One of the principal reasons early adopters gave for their decision
to migrate to cloud computing is cost savings. Cost savings is consistently high on the
list of reasons why organizations migrate to cloud computing (Alkhalil et al., 2017; Hsu,
Ray, & Li-Hsieh, 2014; Yeboah-Boateng & Essandoh, 2014). However, once
organizations make this transition, service providers present them with a wide range of
hosting options to choose from, each impacting cost in a different way. Tak et al. (2013)
referred to this as cloudy with a chance of cost savings and stated that navigating one’s
way through these options requires an in-depth understanding of the cost implications of
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all the possible choices specific to a subscriber’s instance. Rana (2014) added that the
actual costs for the long-term use of outsourced computing infrastructure (as is the case in
cloud computing) could be unfavorable for smaller businesses. This challenge is further
compounded by higher bandwidth requirements to access services (Ouedraogo et al.,
2015). The lack of clarity and direction on how to select the most cost-effective services
to meet technical requirements is an ongoing challenge for organizations looking to adopt
services.
In a study to determine decision-making factors for migration to cloud computing,
Alkhalil et al. (2017) explored the drivers for an organization’s decision to migrate to the
cloud. They developed a research model dependent on a combination of the DOI and
TOE framework and tested the model using exploratory and confirmative factor analysis
simulations. They concluded that cost benefits, business agility, system performance,
fault tolerance, and data redundancy (in this order) are the key reasons for organizational
decision to migrate to cloud computing. These findings are consistent with a previous
study by another study by Hsu et al. (2014). Other factors such as competitive pressure,
the complexity of IT needs, technology readiness, and trading partner pressure can be key
in managers decision to adopt the technology (Gutierrez, Boukrami, & Lumsden, 2015).
The academic literature has a well-defined list of cloud computing benefits, but
some of these benefits are more important to enterprises and seem to feature on top of the
lists. They include cost-savings, reduced downtime again, reliability, scalability, and
reduced operational support (Church et al., 2017; Hsu et al., 2014; Opara-Martins et al.,
2016). In spite of evidence in the literature review of ongoing challenges with cloud
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computing services, the consensus view is that the benefits readily outweigh the issues
(Assunção et al., 2015; Padilla et al., 2015; Ward & Barker, 2014). As service providers
work to resolve some of the common issues, expand services, and reduce prices, more
organizations are transforming their IT operations to cloud computing.
Adoption models (service offerings). Cloud service providers traditionally offer
services under three main service models. These models form the basis for the
sustainability of the cloud systems, such as managing cloud services and evaluating its
service performance (Cartlidge & Clamp, 2014; Khan, Kiani, & Soomro, 2014). The
model architecture consists of three layers: Infrastructure as a Service (IaaS), Platform as
a Service (PaaS), and Software as a Service.
Infrastructure-as-a-service (IaaS). The IaaS offering is the closest service to the
traditional DC service that most organizations implement. Banerjee, Gupta, and Gupta
(2014) described the key characteristics of IaaS as computing resources (a) distributed as
a service, (b) that support dynamic scaling, (c) that has a variable cost of a utility pricing
model, and (d) that entails some degree of resources sharing. In this offering, subscribers
can provision core IT resources such as computers, database systems and storage services
and directly deploy `them in support of their applications (Padilla et al., 2015). AWS
provides such IaaS services in the form of their Elastic Computing Service (EC2) and the
S3 storage services. In general, service providers organize IaaS services in cluster-like
structures to promote the use of virtualization technologies to create virtual machines
(VMs) and subsequently rented to subscribers (Kumar & Charu, 2015). Cloud service
providers are also responsible for the management and maintenance of the core
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infrastructure and the subscribers the virtual machines they acquire for their computing
and storage needs.
IaaS services are a good fit for specific organizational computing needs. Their
use is particularly suitable for organizations in instances where (a) volatile demand for
infrastructure services, (b) lack of capital to invest in hardware or pressure to reduce such
costs, and (c) need for rapid infrastructure scaling, (d) need for temporary IT
infrastructure (Banerjee et al., 2014). The use of IaaS services may be unsuitable for
subscribers where regulatory compliance limits data storage and processing locations,
and where levels of performance may mandate on-premise or dedicated hosting services
(Banerjee et al., 2014). An organization looking to subscribe to these services must
access its needs and understand the options before adopting this model.
Platform-as-a-service (PaaS). Cloud service providers specifically target
software developers with the PaaS category of cloud services. With PaaS services,
providers present developers an option to use infrastructure and application stack services
under the provider’s environment. The services include programming languages,
libraries, and tools (Chun & Choi, 2014). The subscriber controls the software
deployment and configuration, and the service provider the network, servers, storage, and
the platform solution stack (Banerjee et al., 2014). The benefit to the subscriber is that
they can focus on application related activities such as development, testing and release,
and not on platform related setup and maintenance.
The use of PaaS is beneficial for organizations in situations where multiple
development groups (including external parties) need to interact with each other as part
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of the development process. Banerjee et al. (2014) suggested that the use of agile
software development may help the growth of PaaS services, because of the potential to
ease the difficulties related to rapid development and rate of iteration. PaaS offering
may not be suitable for organizations with a need for proprietary languages not offered by
the service providers, or where there is a need to customize the underlying hardware and
the development stack (Banerjee et al., 2014) as service providers do not permit such
modifications.
Software-as-a-service (SaaS). Majority of prospective customers are familiar
with this higher abstraction of service for subscribers. SaaS applications are
distinguished from other service offerings because there is no need for the provisioning
of hardware or platform services. Subscribers can provision the direct use of the
application services, often on a user by user basis, and leave the management of the
application stack and any related hardware to the service provider, and can assess the
application anywhere (and on-demand). SaaS solutions are often available via a web
interface and delivered in a one-to-many model, and the users or subscribing
organizations do not have any responsibility for software updates, upgrades or patch
application (Banerjee et al., 2014). Notable SaaS examples are SalesForce CRM, Google
Apps, Outlook email and calendar applications.
Some types of applications and organizational needs lend themselves well to SaaS
solutions. These include, (a) generic applications requiring little or no customizations to
use (like email), applications used by organizations to interact with customers,
applications used for web and mobile access, and applications with seasonal spikes
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(Banerjee et al., 2014). SaaS offerings are traditionally not suitable for solutions
requiring a high degree of customization or performance.
Cloud computing adoption frameworks. Beyond the service model, a review of
publications in cloud computing indicated that researchers had suggested several
frameworks for cloud computing adoption. The Cloud Computing Adoption Frameworks
(CCAF) are guidelines for implementation to ensure that service deliveries can meet
technical and organizational challenges (Chang, Kuo, & Ramachandran, 2016).
Consistent with the concerns about security, the majority of the frameworks and related
studies are in the area of security, including the studies by Chang et al. (2016), Chang and
Ramachandran (2016), and Hussain, Fatima, Saeed, Raza, and Shahzad (2017). In
another publication by Chang, Walters, and Wills (2015), they listed eleven of these
frameworks and identified known limitations with each of them. Most of the limitations
range from an absence of known field studies employing the frameworks to lack of
sufficient details on how to apply them in organizational settings. None of the
frameworks they reviewed met the technical, financial, user, and complexity
requirements necessary for dealing with emerging issues and range of solutions
organization need for cloud computing adoption (Chang et al., 2015). So even though
these frameworks exist in principle, there is insufficient evidence in the literature, which
they are anything more than academic.
The one CCAF that addressed cost concerns associated with the return on
investment for cloud computing (ROICC) framework proposed by Skilton (2010). In this
study, Skilton (2010) outlined the pricing and costing structures in cloud computing,
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funding approaches, ROI factors, key performance indicators, TCO, risk management,
and the decision and evaluation choices available to organizations looking to adopt the
technology. Chang et al. (2015) indicated that the limitation to this ROICC framework is
the lack of any prescriptive approach to the calculation of ROI and cost the cost-benefit
analysis. This weakness in the framework limits its application as an effective tool in an
examination of cost factors in cloud computing adoption.
Cloud Computing Pricing and Operations Management
Cost components. The leading service providers like Amazon, Google,
Salesforce, Oracle, SUN, and IBM continue to expand their computing infrastructures
and platforms as the basis for providing excellent services for computing, data storage,
database, and network applications (Ward & Barker, 2014). The service providers are
also adding new features and capabilities to application services such as email, office
applications, finance, video, audio, and data processing services (Dautov, Paraskakis, &
Stannett, 2014). At the same time, these service providers are making it easier to access
and use their services, often touting prices reduced prices for these offerings not easy for
IT managers to ignore. The ease to with which organizations can acquire and use cloud
computing services within the enterprise leads to a tendency to over-provision such
resources, and sometimes to even under-utilize what they provision for organizational
use. Over-provision and under-provision of cloud resources can both have adverse cost
and performance consequences for the cloud service consumer (Sandholm & Lee, 2014).
Over-provision, especially the type that leads to under-utilization of cloud resources is
one key factor in cost management.
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The easiest way to do a breakdown of cloud computing costs is relative to the
traditional cloud computing service offerings – SaaS, PaaS, and IaaS. Mayo and Perng
(2009) however, took a more practical approach and identified the five areas for the cost
for cloud computing payback as qualifying the key cost areas hardware, software,
automated provisioning, productivity improvements and systems administration. Of
these five cost areas, the last three have a direct bearing on IT operational costs, which is
the focus of this study. Software and hardware related costs, even though they are
relevant from an enterprise viewpoint, fit more into the capital expenditure category.
This view of cloud computing costs is specific to the determination of the payback period
for cloud computing investments but is an effective way to categorize the costs for
enterprises.
The most common types of articles that addressed cloud computing costs are
related to the assessment of financial metrics like ROI (Maresova et al., 2017) and costbenefit analysis studies (Mohammed, Aljumaili, & Salah, 2014). The study by Tak et al.,
(2013) was more specific to identify a taxonomy of costs involved in in-house application
hosting compared to cloud computing. The taxonomy they developed categorized costs
as indirect or direct, and the related expenses as quantifiable or less quantifiable (Tak et
al., 2013). Direct, quantifiable costs included material, labor and utility expenses
(applications), including charges for cloud computing use, whereas the quantifiable
indirect costs included facilities, staff salaries, DC utility costs (Tak et al., 2013). The
majority of the studies on cloud computing by researchers were focused more on resource
utilization and optimization of direct computing resources (Khan et al., 2015; Manvi &
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Shyam, 2014; Mosch et al., 2014; Reddy et al., 2017). These types of resource
optimization studies outnumber other studies directly related to cost, and is an
opportunity for additional studies in this area of cloud computing, especially on
operational costs.
Surveys have been one way for researchers to understand the state of technology
adoption and use in enterprises. Researchers completed a series of such surveys on cloud
computing adoption between 2016 and 2017 to evaluate the use of cloud computing
(Alkhalil et al., 2017; Hummaida et al., 2016; Opara-Martins et al., 2016; RightScale
Research, 2018a). These studies focused on cloud customers and users, rather than cloud
retailers. Notable among these surveys is the one by RightScale, which found among
others, that (a) cloud users underestimate the cost of wasted provisioned, which
respondents estimate around 40 – 45%, (b) optimizing cloud costs was the top initiative
across all cloud users (53%) and particularly, among experienced cloud users (64%), and
(c) lack of competent cloud technical resources/expertise continues to be a major concern
for organizations (RightScale). What is noteworthy about these findings is that they are
all related to the operational management of cloud environments. As more IT managers
transition from cloud transformation activities to operational maturity in cloud
environments, the concerns of managers are slowly shifting from cloud adoption and
transformation challenges to operations management and is another indicator of the need
for a better understanding of resource utilization and cost management in cloud
computing.
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Pricing models. Service provider pricing models, like all other vendor pricing
models, have significant implications on the selection and use of cloud services for any
organization using cloud resources. Irrespective of the service offering, all the vendors
have various options available for selection and use by the service consumer. In general,
the service providers classify their services based on the service types, like infrastructure,
data storage, database, email, web services, data processing, data sharing, business
process management, marketplace, billing, and accounting. What follows is a discussion
of the common pricing models, with a specific emphasis on options by AWS, which the
is the platform I selected to use for this study.
Conventional pricing model. The most common pricing model used by cloud
service providers is a pay-per-use model, where the user pays a fixed price for a unit of
the resource per a unit of time. The computing resource may be CPU per hour (or an
aggregate of CPU and GB of Memory for instance). In the case of storage, defined as
GB of storage provisioned per month (Ward & Barker, 2014). Pay-per-use pricing
models are simple widely used by service providers for products or services which mass
production and universal delivery make price negotiation impracticable (Pakath, 2015). A
comparable pricing model is a subscription model, where the customer (signs a contract
for fixed charges (subscribe) per billing period, usually monthly or annually.
Dynamic pricing. Also called variable pricing, dynamic pricing is a pricing model
in which the service provider fixes a target service price which is reflective of the everchanging state of the supply and demand for the service. An example of dynamic price
changes is what occurs in auctions or price negotiations (Hummaida et al., 2016). If the
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demand is high, pricing increases; if demand is low, pricing decreases. A reduction in
price leads to tenants (consumers or clients) who cannot afford the higher pricing, so they
withdraw from it, which decreases demand, and pricing falls again. In turn, this
encourages some tenants to increase their use, allowing a dynamic flow of price changes
with alterations in demand and supply. The main advantages to IaaS providers are the
ability to make more profit on peak demand (a point in time in which the demand and
provision of resources reach its maximum level) by increasing charges on premiums. A
dynamic pricing mechanism is effective to move workloads off-peak hours by charging a
premium for it and forcing consumers to consider using alternate periods for computation
to reduce their costs and use the spare service provider capacity during such times.
Price setting. Price is an essential factor to determine profit for the service
provider and essential cost factor for the service subscriber. For this reason, a good
pricing strategy is necessary to set the right prices to attract users. In setting prices in
computational markets, bid auctions are popular since they are efficient for setting prices
that reflect the demand for the product or resource, with limited communication
(Sandholm & Lee, 2014). Bidders typically place secret bids, and the highest bidder is the
client who gets to the use of the resource. Conversely, if there is a single provider who is
trading in computing resources, spot pricing (the current market price for purchasing or
selling a resource for instant payment and delivery) is an efficient way of setting demandbased prices, for a guaranteed bid which would fulfill a single spot. Consumers can also
purchase resources on a spot market (Sandholm & Lee, 2014). Spot pricing, however, is
associated with the consumers being at high risk of either of paying higher for the same
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allocation or compelled to reduce the allocation to fit their budget. A standard way of
reducing the consumers’ pricing risk is to offer a reservation market price (Sandholm &
Lee, 2014). A reservation market computes an expected spot demand for some time and
adds an uncertainty premium to arrive at a reservation price to move the risk from the
consumer of computing resources or the tenant or the provider. For any IT manager
looking to transition to cloud computing and understanding of these basic pricing
structures as well as the profiles of the applications, they plan to deploy in the
environment are essential.
Application profiling. A discussion of resource utilization in any environment
will not be complete without directly addressing the systems that require and use the
resources. Most systems that consume computing resources perform optimally within a
range of computing resources (specifications). These computing specifications are the
basis for system provisioning, and since provisioning has a direct bearing on the cost of
operation, an understanding of the application profile is necessary to avoid over/underprovisioning of resources for the application. Application profiling is an approach to
qualify the use of computing resources by an application and its expected future
requirements (Weingärtner, Bräscher, & Westphall, 2015). Application profiling is
necessary for three key reasons (a) support application management to prevent service
degradation, (b) optimize application resource utilization to meet SLAs, and (c) manage
application cost impact (Weingärtner et al., 2015). Some of the core characteristics of
application profiling include accuracy, application design, background workload,
historical data, migration, network affinity and SLA (Weingärtner et al., 2015). Of these
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characteristics, historical data is the most prevalent in the academic models (Weingärtner
et al., 2015). The main challenge for IT managers transforming to cloud computing is the
lack of current profile data on applications. The absence of application profile
information across an enterprise portfolio is a gap that makes the task of cost
management in cloud computing a reactive instead of a proactive activity.
AWS pricing models. In this section, I address the current pricing models
specific to AWS, the cloud computing environment I selected for use in this study. AWS
has a myriad of pricing structure, but I will focus the discussion here on the core services
such as compute, databases, storage, and networking services. The other IaaS vendors
employ similar pricing models but may use different terminology to represent them.
AWS EC2 instance pricing. Amazon Web Services has pricing models for its
flagship EC2 instances similar to the pricing schemes I discussed in this section. The
EC2 instance pricing depends on the type of service required by subscribers. The
services are available in three categories – On-Demand Instances, Reserved Instances,
and Spot Instances (He, Wen, Huang, & Wu, 2014). Customers who purchase ondemand instances can pay off the rented computing environment they choose without any
upfront payments or long-term commitments. The prices vary by the instant types (an
aggregate of CPU, Memory, and OS specifications). Customers who choose reserved
instances, on the other hand, make a relatively low (about 50% lower than a comparable
on-demand option for the same instance), one-time payment for a long-term reservation
of the instance (one to three years) (He et al., 2014). For applications with low variations
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in compute resource requirements and a stable operating profile, using a reserved pricing
option can present subscribers with a lower cost option.
The final price category is for the spot instance. Spot instances require no upfront
commitments, but the customers have to specify the maximum hourly price they are
willing to pay for the instance types. AWS sets a spot price for the EC2 instances
dynamically. If the customer's specified price is higher or equal to the spot price, the
instance is activated and will continue to run until the spot price is higher than the
customer set price, at which time the instance will be taken offline. This way, the
customer does not ever pay the price higher than their specified price for any instance
they use (He et al., 2014). This type of instance pricing is a good fit for applications with
very high computing resource requirements which are also non-real-time.
AWS database services pricing. Amazon Web Services offer two types of
database services. Subscribers can provision a compute environment and configure it to
fit the traditional database services such as Oracle, SQL Server, or MySQL. Subscribers
can also purchase Amazon Machine Images (AMI) from the AWS marketplace preconfigured with the install images to reduce the deployment effort. The pricing models
for EC2 instances apply to this approach as well, and the standard pricing may include
the necessary database licenses cost. Also, AWS offers a fully managed Relational
Database Service (RDS), which is a fully managed version of the database services.
AWS represents RDS as an easy to setup, cost-effective, easy to scale and operate, with
AWS automatically performing data system patching, replication, backups, and other
operational management activities (AWS, 2017d). The subscriber only has to focus on
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the data in the databases, and not on the normal operational maintenance activities. One
database service which Amazon prices differently is Aurora. Amazon bases the Aurora
pricing model on a combination of four factors—storage volume (GB), Input/ Output
rates (number of requests per month), storage volumes (GB), and data transfers (GB) in
and out of the instance (AWS, 2017a). For an IT manager not used to assessing costs at
this component level, the various pricing options available with cloud service providers
can create cost management complications.
AWS storage systems pricing. Amazon Web Services offer two main types of
storage services, object storage they refer to as a Simple Storage Service (S3), and blockbased service called Elastic Block Store (EBS). Subscribers can use S3 to store all types
of objects, flat files, media files, and other such data files, and can access them through a
web interface. The files are stored in buckets (folders) within S3, and users can access
them using a web interface or API calls. EBS volumes, on the other hand, are used by
AWS to provide persistent block storage for use with EC2 instances. AWS represent
them as highly available and reliable storage volumes available to be attached to
instances in the same region as the EBS volume (AWS, 2017c). The key difference
between the two is that S3 storage cannot be mounted directly as drives for an EC2
instance, but APIs exist to allow such instances to access S3 buckets.
In the case of S3, Amazon categorizes the storage into three groups – standard,
standard – infrequent access, and glacier storage. These categories reflect the SLA for
data retrieval from the storage system. The final pricing for S3 subscribers is based on
this storage category, as well on factors such as (a) a graduated threshold volume per
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month (GB/month), with the price per GB lower for higher volume tiers, and (b) number
of upload requests per month (c) number of download requests from the bucket per
month, and (d) number of lifecycle transition requests per month (AWS, 2017e). AWS
pricing on EBS volumes, on the other hand, is based on the type and performance
specifications for the volume. Four types of storage volumes are available, and AWS has
standard unit costs for each of these volume types, expressed as unit cost per GB-month
for the provisioned volume (AWS, 2017c). In some instances, subscribers can incur
additional costs associated with additional provisioned IOPs per month.
Beyond the core AWS services, subscribers may incur additional charges related
to other IT infrastructure components such as networking throughput and the use of
networking load balancers. Maresova et al. (2017) stated that compute, database, and
storage services are foundational for many of the services that higher cloud services
stacks are based and form a solid foundation for use to assess general costs of cloud
services. Some cloud service providers, including AWS, provide costing calculators to
aid subscribers in calculating costs because determining monthly billing can be
complicated for IT managers. But even with that, organizations still face challenges
understanding all the computing needs and the best approaches to managing related costs
on an ongoing basis.
AWS, like other IaaS service providers, have a virtual meter on all core resources,
and a measure and access a cost for it as part of the infrastructure services they provide.
As I stated earlier, for organizations that have historically owned and managed their IT
infrastructure, transformation into an environment where the use of every resource has
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direct cost implication presents a challenge for IT operations managers. In this study, my
objective is to explore the strategies IT managers use to manage operational costs in these
cloud computing environments.
IT operations and cost management in cloud computing. IT operations
managers are responsible for the smooth functioning of the IT infrastructure and
operations environment for the applications and systems that support business processes
and organizational activity. IT operations management is defined as the process of
managing the provisioning, capacity, performance, and availability of an organization's
IT infrastructure including on-premises data centers, private cloud deployments, and
public cloud resources (IT Operations Management, 2018). The objectives of these
operations activities for most organizations is to ensure performance and availability of
digital services, optimize costs and risks to business needs, efficiently run technologies
that underlie business processes, and respond to problems in the environment promptly
(IT Operations Management, 2018). So operational costs management is the
responsibilities of the operations team. In this study, I will explore how IT managers
who effectively manage costs in cloud computing environments are doing so through the
management of the technological and social factors (consistent with the STS theory) in
such environments.
Transition
Since 2006, cloud computing has become the most dominant platform for
computing in the world. The promise of on-demand computing, pay as you go price
offering, capital cost savings, technological agility, and the possibility of limitless
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computing resources both elastic and scalable on demand makes it an attractive
proposition and a viable platform for all IT professionals. Cloud computing adoption by
organizations was slow at the onset, but the rate of adoption has grown considerably
since 2010 (IDC, 2017a). An important motivator for cloud computing adoption by
organizations is the cost savings. The perception of cloud computing a vehicle to rein in
costs is consistently at the top of surveys of IT managers (RightScale, 2018a), but the
realization of true cost savings, once organizations transform to cloud computing is not as
obvious as it appears. The challenge to realize promised cost savings in cloud computing
is complicated by the nature of the shift in the paradigm between traditionally in-house
hosted IT infrastructure and cloud computing.
In this section of the study, I established the need for the study and completed a
comprehensive literature review tracing the evolution of cloud computing, cloud
computing adoption and the organizational motivation for doing so. To perform the
study to explore effective strategies and processes used for cost management in cloud
computing, I selected the STS theory as the framework. STS theory is a framework for
researchers to use to study the optimization of complex systems by the optimization of its
related technical and social systems (Trist, 1981). This view of looking at systems is
consistent with other approaches such as TOE.
Because of the correlation between pricing and cost, I also performed a
comprehensive review of the pricing models and options with some of the core
technologies in the cloud computing environment. The actual computation of operations
costs may be more difficult than the case for traditional DC environments and the
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representations I made of the pricing models in this section. In Section 2, I will also
outline the research method and design, the population, sampling, data collection, data
analysis, and validation techniques. I will complete the study in Section 3, in which I
will document the outcome of the research with the findings and conclusions, including
recommendations for further research and conclusions
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Section 2: The Project
In Section 1, I addressed the foundation of the study, providing background and
defining the purpose and problem statements for the study and leading to the overarching
research question. I also identified a conceptual framework to use for the study and a
statement on why I believe this study to be significant for professional practice and social
change. I concluded the section with a review of the professional literature about the
subject, offering syntheses and critical analysis of the related themes from previous
publications and identifying gaps that may be bridged by this study.
In this section, I focus on my role as a researcher in the study and describe the
ideal participants for the study, their eligibility criteria, and how I sought to gain access to
them. I also provide a justification for the selection of the population and the sampling
methods I used in the study, with due considerations for ethical research principles.
Additionally, I address data collection strategies—instruments, techniques, and
analysis—and conclude by this section by addressing how I sought to ensure reliability
and validity in the study.
Purpose Statement
The purpose of this qualitative multiple case study was to explore strategies and
processes that IT managers use for managing infrastructure operations costs in cloud
computing environments. The target population was IT operations managers from two IT
organizations in the Tampa, Florida area with a record of successfully managing IT
infrastructure operational costs in a cloud computing environment. IT managers may
benefit from the findings of this study because the strategies may help them understand
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the pathways for successfully managing their infrastructure costs through cloud
computing. By managing and reducing costs, organizations can focus on their core
business, improve innovation, and sustain competitive advantage (Oliveira et al., 2014).
The economic viability of these organizations may lead to more job opportunities within
the local communities where they operate and lead to positive social change. Cloud
computing service providers use energy-efficient and environmentally friendly
technologies for their facilities (Liu et al., 2015). Operational cost savings in cloud
computing, which can have the long-term effect of increasing cloud computing adoption,
also has the potential to reduce an organization’s environmental impact and carbon
footprint through reduced energy use.
Role of the Researcher
Several characteristics distinguish qualitative studies from those conducted with
other methods. One such difference is the data collection methodology and the role of
the researcher in that process (Turner et al., 2017). In their capacity as key instruments in
data collection, Yilmaz (2013) recommended that researchers declare their relationship to
the participants, the location, and/or the sites where data collection occurs. Furthermore,
researchers must state any experiences they have relative to the topic to mitigate any
potential issues with strategy and ethics, as well as any personal issues related to the
research process (Yilmaz, 2013).
In this qualitative case study inquiry, I was the key instrument in the data
collection process. I have worked as an IT consultant on projects for several
organizations all over the United States. In the last 5 years, my work has focused
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principally on helping organizations migrate their on-premise IT infrastructure and
applications to new DCs, private clouds, public clouds, or hybrid clouds. In this capacity,
I have performed several in-person and over-the-phone interviews with potential
candidates for employment directly for my company or on behalf of my clients. I have
also performed other technical interviews (and other information-gathering sessions) as
part of processes to gather business requirements for projects. Another normal part of the
consulting work I do is reviewing customer data and reports to identify gaps or validate
information from other data sources, so I have experience in reviewing multiple data
sources for triangulation. Additionally, I am a certified AWS architect and a cofounder
of an organization certified as an AWS partner.
In my role as the instrument for data collection, I was committed to the guidance,
recommendations, and protocols of the Belmont Report. The Belmont Report, enacted
into law in 1974, is an analytical framework designed to ensure the protection of the
interests of participants in a research study. It serves as a guideline for the treatment of
participants in a research study, with basic ethical principles such as respect, beneficence,
and justice (Office of Human Research Protections [OHRP], 1979). To ensure that I
treated participants in this study in a manner consistent with the Belmont Report, I made
it clear to them that their role in the study was voluntary and ensured that there was a
documented process for informed consent. I did not permit management staff to compel
any individuals to participate against their wishes. There was no expectation of harm to
participants from the data collection process, nor any direct benefits to participants in the
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study, so there was no risk of violating the principle of beneficence and justice in this
study.
Closely related to issues involving the role of the researcher and ethical
considerations in research is the effect of bias on the study. Bias is inherent in every
research work and can influence any step in the process, the validity and reliability of the
findings, and subsequent representation for practice (Noble & Smith, 2015). The
concepts of validity and reliability, typically addressed statistically in quantitative
methods, are also applicable to qualitative methods. Noble and Smith (2015) stated that
researchers can infer validity from the integrity and application of appropriate methods in
the study, and reliability from the consistent use of analytical processes.
To minimize bias, I outlined the limitations of this study and documented the
extent of my exposure to the topic. I also avoided any prior personal or professional
relationship to the case, site, and location selected for the study. I carefully selected the
case and participants for the interviews to ensure the relevance of their knowledge and
roles in the organizations. Before completion of the interview protocol, I performed a
pilot activity with a colleague to ensure that the questions that I used for the interviews
were correctly phrased, would be understood by the participants, and were open ended to
elicit responses that reflected the exploratory nature of the study. I used a purposeful
sampling technique to identify and select participants for the study. Palinkas et al. (2015)
and Walker et al. (2015) both recommended this sampling technique in instances where
the interest is in using individuals who are especially knowledgeable about the
phenomenon and who are available, willing, and able to express their knowledge and
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opinions on the subject clearly. I planned the interviews to be conducted face to face,
except for one participant who had a change of schedule at the last minute and could only
take part in the interview by phone. During all of the interviews, I took notes in addition
to recording the audio to ensure the accuracy of the data for analysis. I also encouraged
the participants to share any documentation they had that might provide further
elaboration or corroboration of responses from the interviews, as proposed by Yin (2017).
Finally, in the data analysis phase, I was careful to ensure that themes and related
outcomes were reflective of responses from the participants and not shaped by my
personal views and prejudices on the topic.
Participants
Successful cost management entails a complex set of coordinated activities in the
enterprise. Liu (2015) stated that modern enterprises often have a range of activities to be
effective with cost management, and it is necessary to combine specific requirements of
strategic cost control in all applicable departments operating in the company. To this
effect, in this study exploring strategies used by organizations to manage IT infrastructure
operating costs in cloud computing, individuals eligible to participate could come from
any department in the organization—such as finance, accounting, IT systems operations,
cloud architecture, and software development teams, including technologists from all
departments. An important requirement for anyone from any of these departments to be
eligible to participate in the study was that participants needed to have knowledge of (or
be directly involved in) efforts to manage IT infrastructure costs for the cloud computing
systems.
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To gain access to the group, I solicited the assistance of the IT leadership team
from the site after initial Institutional Review Board (IRB) approval to proceed with the
study and provided the team with selection criteria for participants who would be the
right fit for the study. I sought to obtain a description of potential participants’ roles in IT
infrastructure cost management and validated that they met the eligibility requirements.
The selected individuals formed the population that I targeted for data collection. After
identifying this subgroup, I requested that IT leadership send a prepared email to the
group to introduce me and my study interests to the group, and to copy me on that
message. The email directed potential participants to contact me directly if they had any
questions or wanted to volunteer for the study. I was available to answer any questions
that I received from them, including those related to the interview process, my ethical
considerations for the study, and concepts of transcript review and member checking. In
addition to helping to improve the validity of a study, member checking and transcript
review can improve the overall trustworthiness of content in studies (Elo et al., 2014).
Ensuring that participants understood my intent to use these methods and that I would
accurately record information they provided during interviews (and not misinterpret data
in the analysis phase) helped to promote a positive working relationship with them before
the interviews. For those who responded to me with interest to participate, I sent a copy
of the approved consent form with instructions to review and to respond if they still
agreed to participate. After I received responses from those who consented, I contacted
them directly to schedule the interviews onsite at a time of their convenience.
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Research Method and Design
In this section, I discuss the research method and specific design under the
method that I selected, providing a rationale for the decisions to use them for this study.
Research methodology differs from research method in that methodology is a strategy or
design that the researcher selects that directs the choice and use of specific methods to
attain study objectives (Jamshed, 2014). The selection of methodology is driven in part
by the nature of the research question, and the methodology, in turn, dictates the choice
of methods and related designs available to the researcher for use to answer the question.
When a researcher defines research methods and designs in a study, it gives both the
researcher and evaluators alike a known and acceptable structure for a common
understanding of the approach to answering the research question (Ioannidis et al., 2014).
In the following sections, I discuss the rationale for my selection of the research method
and design.
Research Method
I considered three possible research methods for use in this study—qualitative,
quantitative, and mixed methods. Qualitative methods involve inductive thinking by
nature, whereas quantitative methods are deductive. Creswell, Hanson, Plano, and
Morales (2007) proposed a framework for identifying when to use a qualitative or
quantitative methods in a study. Their framework was based on the researcher’s
worldview, the object of the study (who or what), the strategies to be used for the study,
and the mechanism by which data will be collected and analyzed for the study.
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Qualitative methods are applicable when the goal of the study is to explore a
phenomenon (a single or collective case) with the objective of seeking perspectives and
understanding the meaning that participants assign to their observations and experiences
as it relates to the phenomenon under study (Pietkiewicz & Smith, 2014). An extension
of this definition of qualitative research by Yilmaz (2013) is the view that qualitative
research is a naturalistic approach to the study of a things (people, cases, phenomena,
social situations, and processes), done in descriptive form, and in natural settings to
understand the meaning that people associate with their experiences. In contrast,
objectivist epistemology informs quantitative methods, for which researchers employ
statistical methods to establish relationships between variables under study (Yilmaz,
2013). The emphasis in quantitative research is on the measurement and analysis of
causal relationships between variables through hypothesis testing.
The third research method that I considered was mixed methods. A mixed method
approach is a hybrid of the qualitative and quantitative methods and is used by
researchers when there is a need for both qualitative and quantitative methods in the same
inquiry (Percy et al., 2015). A fundamental element of this method that differentiates it
from the other two methods is the sequential or parallel use (in the same inquiry) of
qualitative and quantitative methods in data collection, analysis, and presentation (Turner
et al., 2017). Because this study involved exploring strategies and processes used by
organizations to manage IT operational costs in cloud computing from the perspective of
IT operations managers, and there was no intent to perform any measurement and
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analysis of causal relationships or to test any hypotheses, quantitative and mixed methods
were not applicable. I selected a qualitative method as the correct fit for this study.
Research Design
Even though the nature of qualitative research method involves exploring how
people interpret their experiences, how they construct their world, or what meaning they
attribute to their experiences, researchers using the qualitative research method of inquiry
have the option of using different research designs under this method (Kahlke & Hon,
2014). Each design is a better fit for a specific type of inquiry. Lewis (2015) identified
the four main research designs under the qualitative method as narrative, case study,
phenomenological, and ethnographic.
Researchers using qualitative methods employ the use of narrative research design
when the objective of the study is to detail an event or outline a series of sequential
actions in relation to the phenomenon under study (Percy et al., 2015). Ethnographic
research design, on the other hand, is applicable when the study is about a group sharing
a common culture and the objective is to describe and explore behaviors, beliefs,
language, and interaction of or within the group (Percy et al., 2015). Whereas researchers
use narrative design to provide an account of a phenomenon, ethnography is about the
understanding of the shared experience of a group with common attributes. Neither of
these designs was applicable for use in my study because there was no intent to narrate or
to explore belief systems of a group in the study.
Of the other two main qualitative research designs, researchers use the
phenomenological design for studies with a goal to explore and understand the lived

64
experiences of participants, focusing on attitudes, beliefs, opinions, and other internal
cognitive dimensions (Percy et al., 2015). Finally, case study research is applicable when
the object of the study is to explore a real-life situation in a specific setting (which also
bounds the study), with the aim of understanding what is distinctive about that situation
and setting (Hyett et al., 2014). Cronin (2014) extended this definition by qualifying the
case study approach as systematic, conducted over a period, and characterized by indepth data collection and analysis.
In summary, researchers using case study design can perform a more in-depth
analysis of the phenomenon under study using multiple sources of data from a specific
setting (the case) to facilitate a better understanding of the phenomenon (Yin, 2017). In
this study, to explore strategies and processes used by organizations to manage IT
operational costs in cloud computing, I did not intend to explore attitudes and beliefs of
individuals, but rather to perform a detailed exploration of a real-life phenomenon in a
specific setting. I selected a case study design as the one most applicable for use in this
study.
In qualitative research methods, researchers consider data saturation to have an
impact on the quality of a study and the validity of the content (Fusch & Ness, 2015).
Researchers attain data saturation in a study when there is enough information to
replicate the study (Fusch & Ness, 2015), and when additional information collected has
no potential to add on to existing information about the phenomenon (Cronin, 2014).
Data saturation is not usually easy to predetermine, but Fusch and Ness (2015) identified
three areas that researchers must address to ensure data saturation: (a) using proven data
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collection techniques, (b) ensuring that the researcher’s worldview does not influence
data interpretation, and (c) data triangulation. In this study, I planned to interview a
minimum of five IT managers within the organization to facilitate data saturation. I also
reviewed transcripts from the interviews with the interviewees to ensure reliability and
validity. I intended to collect other supporting documentation available such as cost
management reports and resource utilization reports for review and to validate against
data the interviewees provided to facilitate data triangulation, but none of the participants
provided any supporting documentation.
Population and Sampling
Researchers recommend that a sampling technique selected for use in a study
must be consistent with the study design method. Cleary, Horsfall, and Hayter (2014)
identified some important participant selection principles as studying small number
intensively, choosing participants purposefully, selection driven by the conceptual
framework, and specification of rationale. In the case of a qualitative study method, it is
necessary to achieve a depth of understanding of the phenomenon from the site and
participants, as well as achieve data saturation (Roy, Zvonkovic, Goldberg, Sharp, &
LaRossa, 2015). To identify and select the best available participants from the site that I
select for this qualitative multiple case study, I used a purposeful sampling technique.
Purposeful sampling techniques are effective for use in selecting participants for
cases where the depth of information (richness) is more important than breadth, and
eliciting insights from individuals with special knowledge or experience with the
phenomenon (Palinkas et al., 2015). Other commonly used strategies such as random or
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convenience sampling will not be appropriate for use in this study. Random sampling is
a process researcher’s use when selecting cases from a general population (a subset) to
serve as a representation of the population at large, convenience sampling, as the name
implies, is a selection criterion dictated by convenience factors such as proximity and
availability (Robinson, 2014). In addition to experience relative to the subject of the
study, Palinkas et al. (2015) also stated that selected individuals must be willing to
participate and be able to articulate their knowledge on the subject coherently.
For the site for the study, I initially obtained permission from the IT leadership for
the study. I submitted the permission to the IRB for their initial approval then worked
with the IT leadership (Chief Technology Officer) to send email to the potential pool of
participants from across multiple departments. Selecting individuals from multiple
departments made it possible to collect data from varying sources and perspectives from
the same site to improve rigor (Boddy & Boddy, 2016; Cronin, 2014). Yin (2017)
recommended using about six sources of data for case studies, so I targeted5-6
individuals from different departments within the same organization to meet this
requirement. I performed the interviews on site and based the interview schedule on the
availability of the participants. I requested to use a room away from general human traffic
to reduce potential distractions and ambient noise that could impact the clarity of audio
recordings of the sessions. Providing an environment conducive to uninterrupted
interview experience is consistent with the recommendations of Rimando et al. (2015) to
conduct interviews at the convenience of the participants, and safe from interruptions. I
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shared the interview schedule and interview guide with each participant in advance of the
actual sessions.
I planned to supplement the interviews on site with other data sources from the
same organization to facilitate both data sources triangulation and saturation. The data
sources I requested included IT operations management cost records by month,
documented operating procedures, and IT assets provisioning and system use reports.
Data triangulation is a technique researchers use to verify the accuracy of data they
collect for analysis by checking it against other sources of the same data (Hussein, 2015).
Data saturation, the point in data collection when (a) there is sufficient data collected for
someone else to replicate the study (Fusch & Ness, 2015), and (b) collection of additional
information does not add to any new themes or new information on known themes
(Cronin, 2014). I extended interviews to additional participants until I achieved data
saturation.
Ethical Research
Ethical considerations in academic research are important because the process of
a research study involves steps such as study design, data collection design, use of
participants for data collection, data recording, analysis, and reporting of findings
(Baines, Taylor, & Vanclay, 2013). Navigating through the process entails having to
make decisions regarding what available options to use to complete the steps, but the
danger exists for lawful, yet unethical behavior in that decision-making process. College
Institutional Review Boards (IRB) are one mechanism to ensure the protection, rights,
and interests of research participants, but this is only one aspect of the ethical
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considerations for a researcher, and Walden University IRB has specific processes and
procedures that students must adhere to as part of an approved research study.
One element of ethical considerations in research is the role of humans in the
process. Baines et al. (2013) identified 18 ethical principles to guide researchers in this
respect. The 18 principles are consistent with the provision of the Belmont Report and
include respect for participants, informed consent, the full disclosure of funding sources,
and avoiding harm to participants (Baines et al., 2013). Underlying several of these
principles is the requirement for participants to provide consent for their role in the study
through a consent form. Spike (2017) referred to this informed consent process as the
single most important concept in assessing decision-making capacity of study
participants. Researchers use it to inform potential participants of the study, the reason
for their selection, what the researcher expects of them, what they should expect from
their participation, and the voluntary nature of their role in the study (Kadam, 2017). I
used the informed consent process in this study because it is a way to provide essential
information to potential participants and enable them to make a rational and informed
decision about participating in the study.
All potential participants could elect to withdraw from their names from
consideration for the study before I notified them of their selection to participate. They
could also withdraw their names from participation any other time after that. The consent
form specified that participants can elect to terminate their participation all the way up to,
and during the interview. Participants could communicate their intent to withdraw
verbally, or via any form of written communications, including email or text messages.
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The consent form included the IRB approval number 05-30-18-0482061 and the
expiration date that I obtained from the University.
As part of the informed consent process, I set the expectation of complete
confidentiality for the participants, the site, organization, or specific location. I extended
this identity scrubbing activity to any other data I collected from the site. I only used the
formal identities of individuals for purposes of scheduling interviews. I did not directly
associate their identities with the information or data they provided (including during
transcription of the recordings from the interviews). Upon completion of the interviews,
I replaced any names with codes such as P1 and P2 and ensured that names did not
appear in any subsequent write-up from the study. I will store all the data I collected
from the interviews in an online password protected data storage vault for five years (as
required by the university). There was no payment in cash or kind for participation in the
study.
Data Collection Instruments
In this study, I was the primary instrument for data collection, and in this
capacity, it was important to plan the interview and develop an appropriate interview
guide to ensure that the participants were comfortable in their interaction with me. The
preparation was important to be successful in collecting the participant’s detailed
accounts (Doody & Noonan, 2013). The first step in the planning and preparation
process was determining the type of interview to conduct. There is a range of formats for
conducting interviews including structured, semi-structured, and unstructured. The most
common of this is a semistructured interview. In this type of interview, the interviewer
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uses predetermined questions as a basis for seeking clarifications from the participants
but also has the flexibility to explore new paths that may emerge during the process
(Doody & Noonan, 2013). I used semistructured interviews to collect data from the
participants because it was the best fit for the type of exploratory data that I needed to
collect for the study.
The selection of questions for the interview was also an important aspect of the
data collection activity. In this qualitative case study, I used open-ended questions, clear,
neutral, and based on knowledge and experience with the subject, as recommended by
Doody and Noonan (2013) and Rowley (2014). I employed the use of an interview
guide, consisting of a core central question and other associated questions related to the
central question. The interview guide is a tool to ensure that the researcher achieves the
optimum use of the interviewee’s time during the process (Jamshed, 2014). A copy of
the interview protocol I used is included in this document as Appendix A. Before the
start of the interviews, I reviewed the process with the participants to make sure they
were clear with what would happen and notified them that I planned to record the session
for later transcription. Rimando et al. (2015) recommend this record and transcribe
approach as a means to ensure that the data researchers capture is accurate and complete.
I scheduled the interviews for 45 to 60 minutes and took handwritten notes during the
process to supplement the audio recordings. In addition to the interviews, I also asked
interviewees for access to any non-proprietary documents that may shed more light on
their experiences and knowledge on the subject in the specific organizational setting.
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The plan was to collect data initially from five participants from the site, but the
main goal was to reach data saturation to enhance the reliability and validity of the data.
For this reason, I continued the interview with a sixth participant, at which point I was
confident of data saturation. Fusch and Ness (2015) recommended this approach to
continue with interviews until data saturation. In addition to data saturation, and based
on a recommendation by Birt, Scott, Cavers, Campbell, and Walter (2016), I also
performed member checking with the participants as another way to enhance validity. To
do this, I provided the transcripts to the participants for review as well as the output of the
my initial analysis of their responses from the interviews. These actions were to ensure
the accuracy of the data I collected and eliminate chances of misrepresentation of the
data.
Data Collection Technique
One effective way for qualitative researchers to collect information for studies is
through the interview process. Researchers can use interviews to gather descriptions of
experiences from interviewees and their interpretations of those experiences (Anyan,
2013). Furthermore, Jamshed (2014) described interviews as the most common format
for data collection in qualitative research and recommended in-depth semistructured
interviews as most effective with individual participants in a one on one situation. One
disadvantage of in-depth personal interviews compared to other data collection
techniques (such as field interviews and surveys) is the relative time it takes to perform
the interviews, collect, and transcribe the data (Carter, Bryant-Lukosius, DiCenso,
Blythe, & Neville, 2014). One advantage of the in-depth interview is that it is an
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effective way to solicit additional information, generate new ideas with those participants
more likely to discuss sensitive topics and stimulate discussion in that interview setting
(Carter et al., 2014).
Before conducting the interviews, I worked with the administration at the site to
ensure that we have a convenient, comfortable, and distraction-free location for the
interviews. The interviews I scheduled began with a welcome statement, a summary of
the objective of the interview, and validation that the participants were ready to start. I
reminded them again before the start of the interviews about recording the session and the
reason for doing so before commencing with the interview. I used a digital recording
device to record the interviews. The digital recording device is a dedicated recording
device unlike the cell phone, but with less likelihood of interruption during the interview
by an incoming call, text message or an alert typical of multi-function cellular devices.
The specific recording device I used for the interviews was Philips DVT2da710 Voice
Tracer (with Built-in USB and Dragon Speech Recognition Software). I also informed
the participants of their option to terminate the interview at any point in the process if
they feel uncomfortable.
I used the interview guide with the questions, starting with some general
questions that the participants can easily answer, and proceeding on to the main
questions. Rimando et al. (2015), stated that most participants are eager to provide
information but may need guidance on the level of details the interviewer is seeking. The
questions I used were open-ended and designed to encourage the participants to provide
in-depth information on their experiences with the subject. Also, I encouraged the
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participants to elaborate on their responses and share their insights as well as any
documentation they have that can help shed light on the strategies and processes used at
the site to manage IT operational costs in cloud computing. After I completed the
interview with each participant, I thanked them for their time and explained to them that
once I transcribe the recordings, I will send them a copy to review to ensure all responses
were correctly documented. Member checking and transcript reviews are processes
researchers use to ensure information collected during the sessions are accurate and
reflective of the interviewee’s intent and responses (Harvey, 2015). I used transcript
review in this case to improve the reliability of the data I collected from the site.
Data Organization Technique
A commitment I made to the participants on the consent form was to ensure their
complete anonymity. Lancaster (2017) identified anonymity as an important core
principle of research ethics, and a mechanism by which the researcher can achieve
privacy and confidentiality. To meet the anonymity requirements for the study, I
replaced participants names with an alphanumeric code such as P1 and P2 and associated
these naming codes to the data I collected from them. I tagged any other data provided
by the participants with the same alphanumeric code assigned to the participants.
In addition to anonymity, there is also a need to effectively organize the data
researchers collect for studies (Tsang, 2014). To organize the data, I initially saved all
the transcripts from the interviews in an electronic vault I established specifically for the
study and created folders to arrange the data in chronological order with the data
collection activity, as recommended by Cronin (2014). The data included all the audio

74
files from the interviews and the associated transcription files. This systematic multiple
data sources handling approach is consistent with the recommendations of Houghton,
Murphy, Shaw, & Casey (2015), who highlighted its importance to the quality of a study.
Yost et al. (2014) suggested some light editing may be necessary to remove fillers such as
ums and ahs and any ambient sounds, which I had to do to finalize the data for analysis.
This collation of data facilitated easy uploading and segregation into the NVivo data
analysis tool. Consistent with the requirements of the University, and as I specified on
the consent form, I stored all raw data I collected for the study in an online password
protected data storage vault and will preserve them there for five years and destroy them
after that period.
Data Analysis
Because of the nature of case study research, researchers employ triangulation
methods for data analysis to address the need for the data to converge, and to enable
understanding of the whole case, recognizing that the data sources are not independent of
one another (Choy, 2014). The four triangulation techniques researchers use for data
analysis are – method triangulation, investigator triangulation, theory triangulation, and
data source triangulation (Carter et al., 2014). Methodical triangulation involves the use
of multiple research methods to collect data, and investigator triangulation the use of
multiple people in the data gathering process (Wilson, 2014). Theory triangulation
involves the use of different theories to for data analysis and interpretation, and data
source triangulation the collection of data from different types of people to gain different
insights into the case (Carter et al., 2014).
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In this study, I used both method and data source triangulation for data analysis. I
collected the data through semistructured interviews with multiple participants from the
site. I also requested to review data from other sources such as process documentation
and operational records. After validating all interview data with the participants in a
follow-up review meeting, I organized and uploaded the data into NVivo (version 11) to
commence the process of analyzing the data. I selected NVivo over other similar
qualitative data analysis software like Atlas.ti because I have taken online tutorials in the
use of the program, and I am more familiar with it than the others that serve the same
purpose. Other researchers have successfully used NVivo in cloud computing studies
including studies by Alharthi, Hussain et al (2017), Bauer and Bellamy (2017), and
Hachicha and Mezghani (2018). It was a good fit for the study.
Organizing and systematic handling of data from multiple sources are important
for qualitative case study researcher (Houghton et al., 2015). The source data is textual,
and Ryan & Bernard (2003) stated that analyzing this type of data typically involves four
steps – discovering themes, honing down the themes to a few main themes, developing a
hierarchy of themes, and linking the themes into the conceptual framework for the study.
Morse (2015) summarized this succinctly, identifying the key stages as comprehending,
synthesizing, theorizing, and re-contextualizing. In this study, I used the simplified threestep approach suggested by Smith and Firth (2011). The steps consist of (a)
familiarization with the data through reviews, developing initial categories and themes
and assignment of data to the codes and categories, (b) summarizing, synthesizing, and
refining the themes to form a complete view, and (c) developing associations within
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concepts and themes that reflect the original data, and aligns with the conceptual
framework (Smith & Firth, 2011). During the data analysis phase, I continued review of
the current literature for opportunities to correlate themes with new or updated findings
from peer-reviewed publications.
Reliability and Validity
The application of concepts of reliability and validity to evaluate studies is an
integral part of quantitative research methods, where researchers employ the use of
statistical methods to determine the extent to which a study can be qualified as legitimate
(Darawsheh, 2014). In this section, I address the concepts of reliability and validity and
how I intend to mitigate them in this study.
Reliability
The reliability of a study is a measure of the consistency and rigor of the research
design, research methods, and other processes used by the researcher for the study,
accounting for biases (Noble & Smith, 2015). Golafshani (2003) suggested that a simple
way to think about reliability is to associate it with dependability and recommended audit
trails to enhance the dependability of a qualitative study. Audit trails refer to the
preservation of all data collected, the related record of procedures used to collect them,
and any notes related to the collection and analysis of the data. Birt et al. (2016)
recommended member checking as an effective process to use to ensure the accuracy of
the source data. Member checking is a review process with the participants to ensure the
veracity of the data attributed to them (Kornbluh, 2015). In this study, I performed both
transcript review and member checking by providing a copy of the interview transcripts
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to the participants for review and early detection of any discrepancies and following that
up with another review of the interpretation of their responses with them.
Validity
The validity of a study is a measure of the extent to which the findings from the
study reflect the data collected for the study (Noble & Smith, 2015). Threats to a study’s
credibility can happen at any stage of the study process but typically exist at three key
stages – research design and data collection, data analysis, and data interpretation
(Darawsheh, 2014). Unlike quantitative researchers, qualitative researchers do not
employ the use of statistical methods to attest to the credibility of their studies, but there
is still the need to establish minimal threats exist to both external and internal legitimacy
for the study (Darawsheh, 2014). To accomplish this validity for qualitative researchers,
Noble and Smith (2015) recommended the use of concepts such as truth value,
consistency, confirmability, and applicability (transferability) as an equivalent set of
concepts for evaluation of qualitative studies. Their recommendation is consistent with
that of Walby, Marshall, and Rossman (2015), who also advocated for the replacement of
validity and reliability with credibility, dependability, and transferability.
To realize these concepts of validity in practice and establish study credibility,
various qualitative researchers have suggested different techniques for addressing the
threats of legitimacy in a study (Darawsheh, 2014; Kornbluh, 2015; Leung, 2015). Most
of these recommendations reflect three core concepts – data saturation (Fusch & Ness,
2015), data triangulation (Hussein, 2015), and member checking, (Kornbluh, 2015).
Transferability of findings is another area that researchers have to address in a study.
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Transferability refers to the consideration of the scope and extent to which any findings
by the researcher in a study applies to other similar settings or contexts (Noble & Smith,
2015). Transferability has direct implications for recommendations for future research,
and the potential application of the recommendations and findings in practice.
Researchers bring their own biases into studies, and these biases can influence all
aspects of the studies (Noble & Smith, 2015). Confirmability is the accounting for the
researcher’s philosophical position, perspectives, and experiences; They likened the
concept of confirmability to truth value, which is a general acceptance of the existence of
multiple realities, and the relative effect of the researchers bias on the study. Closely
associated with confirmability is the concept of consistency, the trustworthiness of
methods, and data collection trail that can lead another researcher using the same data to
reach a comparable finding. In various sections of this document, I have provided
validation of the design method and methodology, and specified my role as a researcher
in this study, outlining my experiences with the subject matter, and relation to site and
participants in the study.
Researchers use data saturation technique to ensure the completeness of the data
they collect. Researchers attain this in a study at the point where the addition of new data
does not lead to the discovery of any new information or themes (Houghton et al., 2015).
Data saturation reflects the sufficiency of data to support the findings and has a direct
bearing on the reproducibility of the study and thus reliability. Achieving data saturation
is a key requirement for validity and one good way to ensure the credibility,
transferability, and confirmability of the findings (Yin, 2017). Data triangulation on the
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other hand, is a way to collaborate data the researcher collects from one source with data
from other sources and in the process, verifying the accuracy of the data (Hussein, 2015).
In this study, I continued the interview process (beyond the five participants that I
originally targeted at the site) until I had indication that I had attained data saturation. I
also solicited interviewees for any documentation they have that supported their
responses from the interviews, and which may shed more light on the strategies and
processes they used to manage IT operational costs, even though I did not receive any
such documents. During the data analysis phase, I also reviewed emerging themes with
the participants and finally followed that up with another review of the findings.
Transition and Summary
The purpose of this qualitative multiple case study is to explore strategies and
processes IT managers use for managing infrastructure operations costs in cloud
computing environments. In this section of the study, I outlined the research approach I
used for the study and reviewed my role as a researcher, identified type of site I targeted
for the study, and the participants I intend to solicit for the study. I also specified the
research method and design, data collection and organization techniques, and approach to
data analysis. I followed ethical research standards for the study and took the necessary
steps to improve reliability and validity at all stages of the research process. In the next
section, I present the findings from the study, and the implication for professional
practice and social change. I also stated any recommendations for action and future
research and completed the section with my reflection and conclusions of the study.
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Section 3: Application to Professional Practice and Implications for Change
Introduction
The purpose of this qualitative multiple case study was to explore strategies and
processes that IT managers use for managing infrastructure operations costs in cloud
computing environments. In this section, I present my findings from the study and
discuss applications of the findings to professional practice and implications for social
change. I also provide recommendations for action and further research and close the
section with reflections and a summary of the study.
The interviews I performed to collect the data occurred over a 2-week period and
involved seven participants. The interviews took place in a quiet and comfortable
location onsite at participants’ organizations, where they were free to respond to seven
semistructured questions (Appendix B) designed to elicit information on strategies and
processes that IT managers use to manage costs in cloud computing. Based on the main
research question and the analysis of the data I collected, I identified 12 emergent themes
related to strategies and processes that managers use to manage cloud computing costs.
The conceptual framework that I used for the study was the STS framework for
the study. The STS framework is used by researchers to analyze complex systems by
viewing them through the decomposition of two primary subsystems. The two
subsystems are (a) the technology subsystem, consisting of equipment, machines, tools,
the technical environment, and related processes; and (b) the social subsystem, consisting
of individuals, teams, management and governance structures (Carayon et al., 2015;
Cherns, 1987). The key tenet of the theory is that it is only when managers optimize the
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effectiveness of both of these subsystems that they can achieve technological
effectiveness and improve the lives of employees. Based on my reviews of the data I
collected from the interviews, the participants’ responses were consistent with strategies
and processes related to the two subsystems. The findings presented in the next section
are grouped into technical subsystem strategies, technical subsystem processes, social
subsystem strategies, and social subsystem processes.
Presentation of the Findings
The overarching research question for the study involved what strategies and
processes IT managers use to manage IT infrastructure operations costs in cloud
computing. I identified 12 emergent themes from the analysis of the data from the
interviews and categorized them into strategies and processes for each of the subsystems.
Figure 1 is a summary of how the study’s objective relates to the conceptual framework
and how the themes, in turn, align with the framework. In the following sections, I
present a description of each of the themes I identified from the study and how the
findings relate to or deviate from the academic literature.
Technical Subsystem Strategies
Based on STS design, the technical subsystem in an organization consists of the
technology subsystem—equipment, systems, machines, tools, technical environment, and
related processes (Carayon et al., 2015; Cherns, 1987). Table 1 shows the themes that I
identified for the technical subsystem from the data.
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Figure 1. Summary of themes by STS subsystems.

Table 1
Technical Subsystem Strategy—Themes
Code
Assess and plan for cloud environment
Architect systems for cloud services
Select and use right tools
Actively manage resources and costs
Establish and execute medium- to long-term
plans

Number of participants

%

4
5
6
6
6

75
83
100
100
100
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The next section contains a discussion of the emergent themes from the study for the
technical subsystem.
STS Technical Subsystem Strategy Theme 1: Assess and plan for cloud. Even
though the study was on the strategies and processes for cost management for
organizations with IT infrastructure in a cloud computing environment, it was evident
from the data that efforts to manage costs start before the transformation of
organizational assets to the cloud computing environment. Gholami, Daneshgar,
Beydoun, and Rabhi (2017) noted that inadequate understanding of and preparedness for
cloud computing migration are reasons for most of the failures of migrations to meet
organizational goals. The participants identified the starting point as the assessment and
planning for transformation to the cloud. Table 2 is a summary of the subthemes that I
identified from the study for this strategy to assess, plan, and prepare for the cloud
computing environment.
Table 2
Technical Subsystem Strategy Theme 1: Assess and Plan for Cloud Environment
Code
Understand the motivation for transformation
Understand current costs and baselines
Perform assessment to understand application
profiles and environment

Number of participants

%

2
3
4

33
50
66

The IT manager’s motivation for adopting cloud computing is important for
setting the stage for the subsequent planning and transformation activities that enable
effective cost management posttransformation. Yeboah-Boateng and Essandoh (2014)
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emphasized the importance of this when they stated that because of the complexity of the
cloud environment, IT leaders must factor in planning and preparation as elements of the
strategy to transform. Fahmideh and Beydoun (2018) added that the effort to transform
to cloud may not be hazard-free and demands a proper understanding of requirements and
risks involved prior to taking any actions. P2 put it succinctly, stating that as far as
strategy goes for organization XYZ, “we always look at the purpose of what they are
trying to do within the cloud,” and P7 referred to this as getting an understanding of the
overall business requirements for cloud adoption. This understanding of the overall
business motivation and requirements for cloud adoption is a necessary framework to
help set the stage for the subsequent change activities necessary to manage costs in a
cloud environment. For most organizations, cloud computing is a paradigm shift from
the way in which IT resources are acquired and used at their on-premise data centers, and
this shift requires planning and preparation.
The preparation for cloud adoption goes beyond an understanding of the
motivation for adoption. If cost savings is one of the primary factors, then it is necessary
to have some basic understanding of current IT costs to use as a baseline. P7 stated that
as part of the preparation to transform, “we work with the different groups to determine
their budgets and application profiles.” P5 added that as part of the preparation process,
they identify what the specific budgets are, what they are currently spending at their data
centers, and what baseline settings should be for tracking and reporting purposes. The
baselines that the managers establish from this process form the basis for configurations
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of reports and subsequent tracking and reporting that constitute an integral part of
ongoing cost management.
Another aspect of the preparation activity that emerged from the data is an
understanding of application profiles. Understanding application profiles at a high level
involves an understanding of application architecture, resource requirements, and
performance specifications. Weingarten et al. (2015) defined application profiles as a
way to qualify the use of computing resources by an application and its expected future
requirements. Knowledge of application profiles is critical for the resource provisioning
of the systems, ensuring that sufficient resources are allocated to meet performance
requirements and that the resources can be optimized without degradation of the
underlying business needs (Weingärtner et al., 2015). The need for application profiling
was pointed out by P3, who stated that “from a strategy perspective, we always like to do
that type of analysis first to make sure that when we bring it to the cloud, it actually is a
solution that's going to meet the needs from a cost perspective.” P3 also emphasized that
in general, “really looking at and understanding the analytics or the performance of the
application is really important.” P5 identified the best approach to understanding these
application profiles as performing an assessment using tools that they installed within the
data centers and that facilitate a “very clear understanding of what your usage and
capacity spend is going to be (monthly) before you even move to the cloud.” Even
though Weingärtner et al. (2015) noted that this application profile information has
historically been difficult for organizations to obtain, advances in tools for this purpose
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are making it easier for managers to do this, and based on the data analysis, should be an
essential part of preparation to migrate to cloud computing environments.
STS Technical Subsystem Strategy Theme 2: Architect for cloud services.
With an understanding of the business objectives and application profiles as well as a
basic understanding of costs, the next logical theme that the participants identified
involved the need to architect systems for cloud services. Table 3 shows a summary of
the subthemes for this strategy and the number (and percentages) of participants who
addressed this in their responses.
Table 3
Technical Subsystem Strategy Theme 2: Architect Systems for Cloud Services
Code

Number of participants

%

Align application profiles to best cloud services
Tag resources comprehensively
Use reserved instances (RI) and autoscale

3
4
5

50
66
83

Architecting systems for the cloud in this context implies identifying application
components, understanding how those components work together, and mapping them to
equivalent cloud services (Zhang, 2018). These components include types of servers,
containers, storage, network access service models, and deployment models.
Cloud computing architecture consists of three layers—IaaS, PaaS, and SaaS—
with each layer serving application requests and supporting upper layer functions
(Weintraub & Cohen, 2015). Within each layer, cloud service providers present a myriad
of services to fit a specific application architecture and business requirements. The
choice of specific use of one service over another can have a significant effect on
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application performance as well as costs (Weintraub & Cohen, 2015). P3 stated that
“architecting the cloud environment is an essential part of any strategy.” P7 elaborated
on this by stating that they perform an analysis of existing application and infrastructure
and then “right size it to where there are some cost savings there” before starting the
migration activity. In effect, this involves “translating what is in the current
infrastructure, understanding the resource usage” before moving the assets to the cloud
environment (P7). Cloud transformations may sometimes entail migrating systems from
a server infrastructure to a PaaS environment instead of one-on-one mapping to IaaS
equivalent. Managers must carefully consider all of these options must before migrating
the workloads to the cloud.
Key objectives of architecting applications for the cloud services include
understanding which cloud services will meet the operational and performance needs of
the application and selecting the right set of cloud services (keeping in mind the cost
implications of using one cloud service option over another). Evangelinou et al. (2018)
recognized the challenges for customers seeking to know application behavior on cloud
platforms before selecting services from a performance and cost perspective. The variety
of service options, combined with consumption-based pricing models, makes it
complicated to find the optimal deployment options. Evangelinou et al., proposed a
combined methodology and a set of tools to help organizations whose staff are
overwhelmed by the selection process. The methodology they proposed consisted of a
performance assessment, a profiler that matches an application computing footprint with
cloud services for optimal performance and costs, and a tool to help in identifying
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minimum deployment costs that reflects the application workload over time (Evangelinou
et al., 2018). Application profile information from the application assessment activity is
key to rightsizing cloud services for the applications as part of the provisioning process,
and prior to migration.
Another aspect of architecting for cloud environments is the concept of resource
tagging. Resource tagging is a way for service consumers to mark or add metadata to
identify the location of their information assets (Pichan, Lazarescu, & Soh, 2015). P5’s
reference to this activity as mandatory was consistent with the representation that tagging
of cloud resources is a critical element of any cloud governance initiative (RightScale,
2018c). Cloud service providers and third-party vendors provide tools that facilitate the
monitoring and reporting of resource usage and aggregate them based on their tags. P3
stated that the tools they employ “give us the ability to tag and develop cost centers and
develop different types of cost-bucketing and budgets based on a group or department or
cost centers.” I addressed the role of budgets and cost centers as an emergent theme in
another section of the presentation of findings, but this activity is the basis for a
comprehensive understanding of which resources are consumed by which applications,
and by which teams, groups, or departments.
The tagging activity should be comprehensive and conducted in enough detail to
enable the tracking of resource usage at all levels of the infrastructure. Resource tagging
is also the basis for the allocation of service usage and associated costs to teams, groups,
departments, and organizational units (P3). The best practice for tagging resources for
cloud governance and cost management entails (a) establishing a global policy for doing
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it, (b) understanding what needs to be tracked and at what level of detail, (c) maintaining
consistency with tag names, (d) tagging resources on launch or immediately thereafter,
and (e) setting up automated “tag-checking” to ensure that no resources are left untagged
(RightScale, 2018c). Tagging resources is a necessary part of any strategy to track and
report resource usage across the IT infrastructure and to hold users accountable for their
cloud usage.
One of the values of understanding application profiles in terms of the cost
management process is that it gives cloud migration architects the source information
they need to select the optimal cloud service(s) to meet the technical and performance
requirements for the application. P7 described this process, stating, “we do an analysis
on what they have, rightsize it to where there are some cost savings there, and then we
start to migrate their data sets (their virtual machines, their applications or whatever) into
this infrastructure.” In addition to rightsizing resources to fit performance requirements,
the two other mechanisms that the managers used to effectively manage costs were
reserved instances (RI) and autoscaling. P2 identified the value in doing this, stating that
they “buy reserved instances which, if you look at the chart, there was about a 45%
savings if you take into account reserved instances that we purchased.” P4 pointed this
out as well, stating that the cost savings opportunities on “Amazon, in particular, leans
towards cost control by either purchasing reserved instances, or using the spot market.”
Srirama and Ostovar (2018) agreed to this approach to cost management, recommended
that autoscaling systems in the cloud address both when and how questions related to
scaling, and presented a resource provisioning policy that can assist managers in finding
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the most cost-optimal setup of instances in the cloud to fulfill application performance
requirements. Liu et al. (2018) also identified the value in using RIs as providing elastic
and cost-effective infrastructure to support high-performance computing applications and
proposed an instance reservation-based cloud service framework to help managers
overcome cost-minimizing reservation decision issues. Researchers such as Kandpal and
Patel (2018) and Goldsztajn, Ferragut, Paganini, and Jonckheere (2018) have proposed
frameworks to aid IT managers in determining when (and how) to use RI to manage
operational costs. In the end, the selection of which mechanism to use will depend on the
application profiles and the performance specifications to meet business requirements,
but to what extent it is feasible, RI and autoscaling must be an integral part of the
strategy.
All the managers agreed that the need for good preparation before the
transformation to cloud computing is very important. The challenge for managers
adopting cloud computing is the pace at which transformations are occurring might imply
shorter planning timeframes which may have implications for overall organizational
effectiveness in realizing the full value of the technology (Garrison et al., 2015).
Organizations that invest in these preparatory activities to understand their objectives,
business requirements, costs and budgets, their applications profiles, and correctly
architect their applications and services to capitalize on the correct service offerings, and
tag all of their cloud resources will be better positioned to manage their applications
performance and costs in cloud computing. For managers who have cloud-native
environments, or who have already transformed to the cloud but are challenged with cost
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controls, it may be necessary to invest in these preparatory activities as a way to get back
to basics and set the stage for managing their costs.
STS Technical Subsystem Strategy Theme 3: Select and use the right tools.
The process to transform infrastructure to cost-effective systems is aided in part by tools
provided by the cloud service providers or third-party vendors. The use of tools in
support of cost savings was an underlying theme that consistently came up in all the
interviews. Table 4 below shows the frequency and types of sub-themes from the data
analysis.
Table 4
Technical Subsystem Strategy Theme 3: Select and Use the Right Tools
Code
Select right toolsets
Monitor performance and resource utilization
Automate reports and auto-orchestrate changes

Number of participants

%

6
6
3

100
100
50

Effective IT operations cost management is only possible with the monitoring of
resource utilization across the whole IT infrastructure. Fatema, Emeakaroha, Healy,
Morrison, & Lynn (2014), stated that the complicated nature of cloud environments can
result in a multi-level and intricate layered structure and that the use of monitoring tools
is the way to understand how to optimally manage them. Monitoring tools and
techniques play an important role in facilitating the collection of information managers
require to make informed decisions (Fatema et al.). P6 made this point when he stated
that “without those tools, we won't be able to administer such an environment with such a
small staff; without the oversight, there will just be too much that would be missed.” P6
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went on to emphasize that the tools they use are “really our primary mechanisms for
optimizing against cost.” The cloud service vendors provide some tools to use to manage
the infrastructure, but they also make available a set of application interfaces to allow
third-party vendors and developer to access and report on service performance and
resource usage. P5 identified this capability for the right tools to have “extensible
reporting” that integrates into the cloud environment as beneficial. The participants listed
at least three tools they use at the site to manage costs.
Because of the importance of the tools, the participants also stressed the need to
use best of breed tools to ensure a complete insight into cloud system usage. P4 made
this point when he stated that “a sort of the best of breed of the... we're going to pull all
your information and then give you a whole bunch of recommendations.” P2 also
qualified the tools they use at the site as the “who of who” of tools. Fatema et al. (2014)
identified some of the capability attributes that an ideal monitoring tool should possess to
serve the objectives in the cloud operations as (a) accounting and billing, (b) SLA
management, (c) resource and service provisioning, (d) capacity planning, (d)
configuration planning, (e) security, and (f) privacy assurance. The tools the participants
selected to use at the site reflected most of these capabilities, but they also highlighted the
importance of product support and training from the vendors as important.
The requirements of the tools that were listed by the participants included the
need to monitor and report on both application performance and resource utilization (P2),
translate resource usage to costs (P7), provide pace and trend reporting (P2), and
threshold alerting (P1; P7). These features are consistent with the findings of Fatema et
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al. (2014). In addition, the participants identified the need for the tools to incorporate
best practices for cloud computing cost savings (P3; P4), as well provide proactive
notification of cost reduction opportunities in the infrastructure (P2), and auto
orchestration of cost-saving recommendations to reduce the time and effort it takes to
capitalize on the opportunities for cost savings (P3). To obtain all these capabilities, the
managers use a combination of tools to monitor, report, review, and make decisions on
what actions to take to manage operational costs in the cloud environment.
The regular updates to cloud service options, the introduction of new services, and
the variations in service pricing mean the tool vendors need to regularly update them to
keep pace with the changes in cloud provider offerings. P2 pointed out the importance of
this, stating that it is necessary to “make sure everything's up-to-date within the system.”
P5 also mentioned the need for a collaboration and feedback mechanism with the tool
vendors: “we have a very close relationship with the developers of those applications so
they take our feedback very frankly and they will literally iterate (if we say this is
missing, or we want this) and the next release we would often see that stuff added.” The
close relationship, in this case, may be because of the strategic nature of the site to the
tool vendor, but the ability to take feedback from valued customers to improve products
promptly was important to the participants and a good attribute of the tools and vendors.
The best-of-breed tools also have built-in functionality to also analyze a client IT
infrastructure and determine if managers have optimally provisioned application’s
resources for performance and cost. The determination of optimal provisioning is made
in part by incorporating in the tool, best practices for cost savings in the cloud computing
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environment. The incorporation of these best practices features makes it easier for
managers to quickly understand issues with their resource allocations, and without much
research, understand what corrective actions to take, and or where opportunities exist to
fine-tune the resource provisioning to manage costs.
STS Technical Subsystem Strategy Theme 4: Actively manage resources and
costs. The role of tools in the cost management strategy is to facilitate insight and
visibility into resource utilization and cost in the IT environment, and this was one of the
key themes that emerged from the interviews. To ensure visibility into resource
consumption entails an understanding of the cost contributors by application, the
monitoring, reporting, and regular review of the reports with stakeholders to correct any
discrepancies that could adversely affect operations costs. Table 5 shows a summary of
the sub-themes related to this strategy and the number of participants who addressed each
in the interviews.
Table 5
Technical Subsystem Strategy Theme 4: Actively Manage Resource Usage and Costs
Code
Establish budgets and baselines
Create reports, dashboards, and alerts
Review performance and promptly address
deviations (automate)

Number of participants

%

5
3
6

86
50
100

For cloud environments, in particular, Fatema et al. (2014) pointed out that
deciding what to monitor is important because usage-based billing and the potential for
elastic scaling are impossible to implement in the absence of the relevant metrics. P4
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described their approach to this by stating that they “extract from the resource level stuff
where you need to know what the costs are.” Extracting and organizing the data for
reviews is aided by tagging applications resources to specific individuals or logical
organizational units (groups, departments, or business units) to allow allocation of the
related resource consumption to the right business units to hold them accountable for
related costs.
The use of budgets is effective in organizations as a means to control costs.
Bedford (2015) stated that organizations undergoing strategic changes have higher
performance when they use budgets. P3 stated that they “work with the different groups
to determine their budgets” as part of the strategic process for cost management.
Managers can use the best of breed tools to do real-time tracking of resource costs against
budgets so that stakeholders have early warning of potential cost overruns. P3 pointed
this out when he stated that when they “change resources or add things, it will
automatically change their projection so that way if they hit or if they get up into the
yellow area where they potentially could exceed budget limitations, it will notify the
manager.’ This alerting feature is very effective for cost controls, and as an example, P3
added that “if a development group logs into their dashboard within our system, they're
going to see their spend on a graph, they're going to see what it is today, actual and then
what the projection is for the remainder.” Having this feature available to managers
“makes them more aware of where they're at throughout the month on what their spend
is” (P3). The real-time display of cloud spend by team and business unit is an essential
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part of the process to make consumption information readily accessible to team members,
putting the onus of control in the hands of the responsible managers.
Budgets are only one means of cost management. Another way to proactively
manage costs is through provisioning controls. Managers use this tool feature to limit
service provisioning capabilities of team members once their budget allocation reaches a
predetermined threshold. P3 described this feature stating “we can also put in hard limits
to say that once you get to a point where you're going to exceed your budget, it will no
longer allow you to add any additional resources to your environment.” P5 added that
what worked for them is to “limit the usage by department, limit who can do things, and
be mindful of that as an organization.” Breitenbücher et al. (2014), introduced a policyaware provisioning concept that enables defining non-functional system requirements
(such as security requirements) on the execution of provisioning tasks using automated
policies. The tools the managers use enable the application of provisioning constraints
based on cost policies. When IT managers employ the right tools in a cloud environment,
these types of controls can easily be instituted to manage operational costs.
The process to actively manage operations costs on an ongoing basis is not
complete without the establishment of a forum for reviewing and analyzing the reports
the managers collect from the tools. P2 specified that they had “weekly meetings, and
now our bi-weekly meetings, we do go and look at the adjustments that need to be made,
we will look back at the previous month to see how we were tracking from a week-toweek and month-to-month basis and then we'll compare that to our current trend.” P4, on
the other hand stressed the value of these regular meetings stating that “even if you
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haven't gotten to fix the things that you need to fix or make the adjustments you need to
make, just the fact that you're doing that regular reviews, that you have a cadence on that
means that it stays up in the awareness and don't lose track of it”. P6 noted that “we now
get regular weekly updates on any idle or unused resources that allows us to watch for
those kinds of isolated instances” that could impact costs. The key objective of this
strategy is to establish a forum where managers are held accountable for any deviations in
planned resource usage for their applications, as well as to review any requests for
provisioning or allocation of new resources.
STS Technical Subsystem Strategy Theme 5: Establish and execute mediumto long-term plans. The effort by IT managers to control IT operational costs is not a
one-time effort but an ongoing activity that requires long-term planning and that must
integrate into organizational business objectives. Table 6 shows the subthemes for the
strategy and the number of managers who addressed them during the interviews.
Table 6
Technology Subsystem Strategy Theme 5: Establish and Execute Medium to Long-Term
Plans
Code

Number of participants

%

Formulate a long-term perspective
Regularly assess changes in infrastructure and
cloud provider offerings
Prioritize activities to capitalize on opportunities

2
6

33
100

4

66

The managers identified three aspects of this strategy: (a) keeping a perspective of
the whole IT infrastructure, (b) identifying opportunities to capitalize on technological
changes that would improve system performance and/or reduce operational costs, and (c)
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creating, prioritizing, and executing projects to capitalize on the opportunities. P2 put it
best when he stated that they used the cross-functional team of managers to make “a list
on the board of all the issues we’re having (whether it be cost-related, difficulty operating
things, or just keeping track of our infrastructure as a whole), and broke that down into
the top 10 things we want to focus on for the year.” The focus, P2 added, was the “things
that impacted our business the most.” One such architectural change implemented by the
managers under this strategy was the introduction of containerization technology
(kubernetes) to the environment. P6 stated that “we are moving toward putting
everybody in the containerized environment.” The execution of this is an effort that takes
careful planning and execution by the IT managers to ensure that business processes are
not impacted by the platform change, and it may involve investments that may increase
IT costs in the short term but will ultimately lead to long-term cost savings.
The incorporation of medium to long-term organizational objectives into the plan
is important because the managers view effective cost management as not only about cost
reduction, but also about managing application performance and operational continuity to
meet business requirements. Infrastructure changes, even if they save money in the long
term, need to be made with business needs in mind. P6 was clear on this, stating that
making changes “becomes a very serious critical point for us because it’s not simply just
saying okay where we are, we going to try new things; You can cause all sorts of issues
by just being open-ended like that.” P6 added that one “must have that kind of dual
perspective to be able to come up with the right solution, and currently when we look at
it, we have to weigh utilization metrics (as an example) against potential risks, so some of
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our infrastructures are not, I would say not fully optimized.” P2 made the same point,
adding that “it’s not always necessary to have the newest and biggest thing, even though
it’s good to understand how it will impact you.” Having a long-term perspective on how
to improve the IT infrastructure as whole to has to be done with due considerations to the
organizational business objectives.
Technical Subsystem Processes
Based on my analysis of the data collected from the site, the managers identified
three processes that pertained to the technical subsystem. Table 7 shows these themes
and the number of participants who discussed them during the interviews. I discuss the
processes and the subthemes associated with these processes in the next section.
Table 7
Technical Subsystem Processes—Themes
Code
Provisioning controls
Resource consumption and costs reviews
Documentation and knowledge management

Number of participants

%

5
3
3

83
50
50

STS Technical Subsystem Process Theme 1: Provisioning controls. One of the
key contributors to cost overruns in cloud environments is server sprawl. P3 pointed this
out when he stated that “the important thing, if a customer or a company is taking on
cloud as its primary facilitation for IT services, is really looking and managing servers
and service sprawl.” The server sprawl problem is a situation in data centers in general,
and cloud environments in particular, in which multiple underutilized servers or devices
take up space and consume more resources than is justifiable from a workload or
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performance perspective (Shirvani & Ghojoghi, 2018). Researchers have come up with
algorithms and frameworks to address this problem of managing or controlling server
sprawl (Naeen, Zeinali, & Haghighat, 2018; Shirvani & Ghojoghi, 2018). The one
effective approach to the sprawl problem in their environment involves the process of
provisioning controls.
The managers use a provisioning control process to qualify and approve what new
resources that are provisioned in the IT infrastructure, as well as examine if currently
provisioned resources are being efficiently utilized. P2 described the provisioning
control process as they use at the site as “if we do stand something up on a new instance
for a client, there is an approval process, we have a form (basically an internal form) that
just says -this is what we need, and this is how much will this cost; its's basically an
estimation and review before you stand it up” process. P4 saw it as a “process to review
whether consumption is warranted and what modifications are required to be made.” The
managers also use the process to document cloud provisioning requirements for the
application including what hours the instances will be used during the day, and any dates
when they can be decommissioned from the environment. P3 gave an example of this
saying “if developers work from 8 am to 6 PM, we say—okay, any development
resources that you're going to spin up in here, we're going to automatically start at 5
o'clock, we're going to wait 45 minutes to make sure no other keystrokes or stuff works
coming through, we're going to shut those down until tomorrow morning we're just not
going to leave them up and running forever.” The provision control process when
properly instituted by my managers can be an effective means to manage the introduction
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of new service items into the environment and the impact to the IT infrastructure and cost
implications to the organization.
STS Technology Subsystem Process Theme 2: Resource consumption and
cost reviews. To enable the effective control of the operational costs, it is necessary to
establish a forum where the managers can review resource consumption and cost reports
with all stakeholders. The managers pointed out that the reports are auto-generated and
shared with the stakeholders for the preview (P3). Specifically, P3 stated that “we will
pull in all of the historical billing data and it will actually show you that data over time, it
will show you based on the performance footprints, the services that you're using and
where your cost savings can be.” To review these reports, P2 added that they have
weekly meetings where “we do go and look at the adjustments that need to be made, we
will look back at the previous month to see how we were tracking from a week-to-week,
month-to-month, basis and then we'll compare that to our current trends.” This level of
visibility of information makes it possible to enroll all stakeholders in the process of
understanding the cost impact of the systems they use, and any changes in performance
requirements or the commissioning of new systems.
The managers who attend the meetings are from various functional teams
consisting of managers from both IT and the business stakeholders. The use of a crossfunctional team is a way for managers to ensure that costs information is visible to all
stakeholders, and any decision made on provisioning, upgrading, or downgrading is a
team decision (P2). P2 identified the three forums where meetings occur, corresponding
to increasing aggregation of IT services. These forums are held weekly, bi-monthly and
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monthly. The weekly (and sometimes bi-weekly as needed) are to review resource
consumption on a team level and determine any deviations from plans. The bi-monthly
meetings are to do a review of the state of the infrastructure as a whole, and the monthly
meetings to review the status of projects to introduce new services or upgrade to new and
more efficient service provider options like the introduction of kubernetes to the
infrastructure (P6). All these processes and controls are designed by the managers to
ensure transparency of their service consumption and the cost implications, and also to
minimize the risk of changes to the environment that may compromise IT services.
STS Technical Subsystem Process Theme 3: Documentation and knowledge
management. When organizations migrate to cloud computing environments from an
on-premise data center, managers are faced with a dynamic computing environment with
a myriad of metered services. Cloud service providers also continue to update existing
services and or introduce new ones which are often more efficient and have better pricing
than the previous services. IT managers are constantly challenged to deal with the
complexity of the cloud environment and services, and the new processes and procedures
necessary to manage the dynamic environment (Fatema et al., 2014). The managers
identified documentation as a process they use to collect and share information about
their environments within the organization. Garousi et al. (2015) also identified technical
software documentation as an important practice which when implemented, improves
development and maintenance activities in an organization. They went on to state that
making decisions on how much of such documentation to produce and the level of details
was a major challenge for managers (Garousi et al., 2015). The degree to which this
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process has been implemented and working at the site varies with participant, with P4
pointing out that “the documentation pieces at this location are not particularly good for
the DevOps side, but the developers actually have a better set – they’ve (at least one side
of the house) made more of an effort to keep that sort of thing in line with requirements
from the business side of things.” I concluded that the documentation process is still an
evolving process at the site and has gaps, but is required to ensure people who need
information about the state of the infrastructure and application requirements and readily
obtain them.
Some issues exist with documentation processes in general. The challenge for
managers is with how much documentation to produce on the one hand, and on the other
hand dealing with the perception that documentation is an expensive activity, difficult to
maintain, and not useful in all circumstances (Garousi et al., 2015). P7 confirmed one of
these issues, pointing out that “I'm going through rewriting our operations guides for
AWS and Azure because I just wrote them just a year ago, but they're already outdated.”
The documentation process has not matured across all teams, but P4 brought up the
relative importance of it, stating that “if you told me today that I had the resources to get
something written and done, the one thing that I would do would be more
documentation.” An important aspect of the process is documenting the basis for
decisions made regarding modifications that the managers make to the IT infrastructure
(P2; P4). In a study by Cozzolini and Berbegal-Mirabent (2017) on the importance of
processes in innovation, they concluded that even the use of best of breed tools are often
ineffective if not properly supported with an appropriate knowledge management
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process. The documentation of deviations from plans, opportunities that came up, and
what corrective or proactive actions were taken to capitalize on them is useful
information that forms part of the knowledge management system in the organization.
Social Subsystem Strategies
The social subsystem in an STS framework consists of the individuals, teams,
management and governance structures in an organization. The framework posits that
both the technical and social subsystems need to be optimized in order to derive the most
organizational value from the technological adoption. Table 8 is a summary of the
themes I identified for the social subsystem.
Table 8
Social Subsystem Strategies—Themes
Code
Collaboration
Employee training and job skills
Improvement
Evolve organizational roles

Number of participants

%

4
6

66
100

4

66

I will discuss these themes and their related sub-themes in the next sections.
STS Social Subsystem Strategy Theme 1: Collaboration. Operational cost
management is an enterprise-wide effort and an ongoing process. For managers to
sustain this effort, a high degree of collaboration is necessary. Collaboration involves the
coordination and engagement of all parties responsible for managing and accounting for
cloud service usage to actively participate in the process to reduce cost. Driskell, Salas,
and Driskell (2018) viewed collaboration from the perspective of team-work and defined
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it as the engagement of team members and the enactment of teamwork processes to
achieve effective team performance. Table 9 shows the key groups that the managers
actively collaborate with as part of their strategy.
Table 9
Social Subsystem Strategy Theme 1: Collaboration Groups
Code
Internal teams
Cloud service provider and partners
Community sources

Number of participants

%

4
2
2

66
33
33

To facilitate this collaboration or team-work, transparency into cloud spend data,
and a genuine effort to engage managers with the intent to support them with managing
their cloud consumption is necessary. P5 identified some of these teams, saying “we
have an architectural board… we've got people who are from the operations side, we got
people from the development side of the house to the straight up architecture side, and the
business analysts’ side.” The collaborative effort and inclusion lead to quality input that
P5 went on to describe as “getting a lot of input from the stakeholders” to rapidly make
decisions. The support is in collaborating with stakeholders to perform application
rightsizing activities or to capitalize on opportunities to reduce spending while
maintaining application performance to meet business needs. In this respect, P3 noted
that one of their objectives is to “really understand the impacts as far as growth and
sprawl as opposed to cost and containment from that size is really important.” The
management of growth and server sprawl effectively translated to cost management for
most organizations.
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The need to collaborate is not only with and between internal teams. The
managers indicated that it is important to extend the collaboration strategy to external
partners and vendors alike. Among the external groups, the managers regularly
collaborate with to keep pace with the rapid changes in the cloud environment are cloud
service providers (P2; P3), tool partners and other vendors (P2; P5), consultants (P2), and
community partners (P2; P5). With all these teams, groups, or individuals, the goal is the
same – identify individuals with common interests, learn from one another, share
experiences and techniques on improving efficient utilization of cloud services and
operational costs.
The collaboration strategy starts early in the transformation process, when the
managers engage responsible parties to understand (a) applications and other IT assets,
(b) team structures for reporting purposes, and (c) current costs and budgets. It continues
on with the development of dashboards and custom reports and alerts to help them
understand their services usage. Finally, the active participation in regular meetings to
discuss the fine-tuning of resource allocation, and or discuss and implement opportunities
for service improvement or cost reduction.
STS Social Subsystem Strategy Theme 2: Staff training and skill
development. With the understandable complexity of cloud computing environments,
and the rapid growth in cloud computing. P7 articulated his direct experience with this,
stating “as cloud changes (which as you know, just every week it seems like Microsoft
and AWS are throwing something new out there at break-neck speed), it’s hard for me as
someone who focuses on this 100 percent to keep up).” P2 also addressed the same
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point, stating that one has “to stay up to date with what Amazon and Azure are doing,
what their tools are, even if it's not always necessary to have the newest and biggest
things.” New and updated cloud services are often more efficient and have pricing
incentives to motivate organizations to migrate to them.
In addition to the need to keep pace, IT managers face challenges with this growth
even with the ability to source expertise to securely support their needs during and postmigration to cloud computing, particularly Small-Medium-Enterprises (SME) with
limited resources (Foster et al., 2018). To keep pace with the changes in the industry and
skills current with the needs of the cloud computing environment, some technical training
and staff skills development is necessary. P6 also noted the importance of acquiring new
skills, declaring that “the ability for my team members to be able to stay up to date on
what's happening is going to determine success or failure so, it is that critical from that
perspective.” Table 10 shows the sub-themes representing the types of training that the
managers referenced.
Table 10
Social Subsystem Strategy Theme 2: Types of Training and Areas for Skills Development
Code
General cloud computing
Cost management
Consulting services partnerships
Tools and technology partners

Number of participants

%

5
4
2
2

83
66
33
33

The role of training in facilitating organizational change cannot be understated.
Sartori, Costantini, Ceschi, & Tommasi (2018) studied how concepts of training, skills
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development, and innovation, work together to affect organizations dealing with change.
They defined training and development as educational opportunities to empower
competencies of staff in the lifelong perspective of improving their performance, and
competencies as personal characteristics that enable people to be effective in the
changing contexts of both workplace and everyday life (Sartori et al., 2018). Another
study by Sung and Choi (2014) indicated that organizational investments in internal
training predicted interpersonal and organizational learning practices, which practices, in
turn, increased the chances of performance with an adoption of innovation.
Organizational investments in time, resources, and training spend is an effective strategy
for success with operations cost management in cloud computing.
The skills that technical teams need to be successful in cloud environments can be
different from those that exist in most organizations’ pre-transformation, and training is
the most effective means to bridge this gap. Khanye, Ophoff, and Johnston (2018) noted
that managers should expect to change organizational roles citing for instance that,
engineers may need to be more versatile and develop business analyst and other
management skills. There is an overwhelming amount of content available from cloud
service providers and partners, and some training options. Because of all the changes, P4
pointed out some degree of self-learning is necessary, and the managers are working to
encourage team members to capitalize on opportunities to do so. P7 summarized this
saying “to keep people trained on this, you have to encourage them to do at a high level,
offer them direction, but they have to go out and do it on their own.” All the participants
agreed that some general cloud computing education for all team members is necessary,
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even for the non-technical team members. Managers can then supplement this general
education with specific training that targets an individual’s area of expertise, and
ultimately the individual’s other areas of interest.
For managers directly involved in cost management activities, some additional
training in this area was is necessary. P3 understands the value of this, stating that “I
think it's very important that there is a specific role that handles kind of like the
nomenclature of the bills and how they allocate costs and can understand that correctly.”
To be more effective in his role as cost manager, P2 took a cost management course
through a third party, and additional training related to the tools they use on site for
monitoring, reporting, and managing cloud resources and spend. The tools partner
training is also available online, and there is a subscription available for other managers
to take that training as well. Other sources of skill improvement the managers listed
included working with consulting services partners (P2), and community partners through
technical events and other related seminars (P2). An organizational commitment to
training and skills development is an important strategy and theme the managers
identified, and critical for long-term success of the cloud computing adoption effort, and
the development and maintenance of a successful operations management strategy.
Social Subsystem Strategy Theme 3: Evolve organizational roles/governance.
Providing training and skills development for team members who are part of the IT
operations and cost management team is one important way to improve organizational
innovative performance, but the strategy to accomplish this must be backed up by an
evolution of organizational roles. The roles must have the responsibility to maintain and
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ultimately integrate newly formed cloud management activities and processes into the
organization. Table 11 shows the sub-themes the participants discussed under this theme.
Table 11
Social Subsystem Strategy Theme 3: Evolve Organizational Roles and Governance
Code
Cost manager role
Governance and executive staff support

Number of participants

%

4
2

66
33

Organization XYZ has an assigned technical analyst whose role is akin to that of a
cost manager in other organizations. The cost manager role in the organization evolved
from a technical analyst role to become the main champion of cost management activities
in the organization, and P6 described the value of this stating that “I think that having that
role associated with what's going on it's been beneficial for us.” In this role, the manager
works with technical teams and business stakeholders to ensure clarity of responsibilities,
and supports all the teams in the selection and use of economical cloud service options to
meet their application performance needs, consistent with the nature of the role as defined
by Mogouie, Arani, and, Shamsi (2015). Other desirable cost manager skills include
financial analysis, project management, and basic technical background (RightScale,
2018b). The cost manager organizes and manages all cost management activities, and
accounts for the cost performance to the CTO, and the skills are necessary to be
successful in that role.
The effectiveness of the cost manager role is a function of the degree of executive
sponsorship or senior management support, and the establishment of good governance
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within the organization. Cronemberger, Sayogo, and Gil-Garcia (2017), defined
governance as the implementation of policies and standards to guide collaboration among
members of an information sharing initiative, and found that there is a significant impact
of executive involvement on the success of technology initiatives when mediated through
that governance variable. This findings of Cronemberger et. al. (2015) is consistent with
another study by Duryan and Smyth (2018), which study found that sponsorship of IS
projects by senior level management gives the supporting roles ‘voice’ in the
organization and increases the chance of successful integration of the initiative into the
organization and the achievement of objectives.
The cost manager role is not the only one that the organization may have to
evolve, the way IT managers view organizational roles with respect to vendors and
internal business units may also need to evolve. Vithayathil (2018), studied the
organizational impact on IT governance under cloud computing and concluded that
successful IT departments under cloud computing will transform into new roles that
address internal customer-facing issues and external cloud facing issues. In the external
facing role, IT managers may need to manage activities such as service procurement,
metering, billing, quality of service, service performance, reliability and compliance
issues, and in the internal role; in the internal role acting as a consultant to understand
business needs, and optimally matching the needs to cloud services (Vithayathil, 2018).
Consistent with the evolution to these roles, organization XYZ has been effective
deploying account managers in an external facing roles and business and technical
analysts for internal customers (P2; P3; P5). This evolution of IT roles is necessary to
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align with the way IT managers acquire and manage services in a cloud environment, and
are required for managers to continue to add value to their organizations after the
transformation to cloud.
Social Subsystem Processes
STS Social Subsystem Process Theme 1: Team member support and
professional growth. One of the social subsystem strategies themes from the study was
technical training and skills development. The skills IT operations management staff
need to be successful in cloud computing are often different from those that have been
successful in managing operation at the traditional data centers. This skills gap
contributes to a fear of job loss, which Raza, Adenola, Nafarieh, and Robertson (2015)
identified as one of the factors that initially slowed down the adoption of cloud
computing. This concern for job security will persist if employees perceive themselves
as lacking some of the skills to fully contribute to the pending technology change. Some
of the DC infrastructure and platform management roles are assumed by the cloud service
provider as a consequence of cloud adoption, and those roles may no longer be required
in the organization. P7 pointed this out, saying “there are people in all organizations that
are worried about what these Google and all these other people coming online are doing,
is it going to make us obsolete?” Table 12 below shows the sub-themes I identified from
the data.
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Table 12
Social Subsystem Process Theme 1: Team Member Support and Professional Growth
Code

Number of participants

%

Cross-functional knowledge transfer

4

66

Manage team member growth and professional
development

4

66

The managers identified technical training as one of the strategy areas, but there
are other ways for staff members to acquire the skills they need for the job. Sung and
Choi (2014) identified three types of learning practices as individual learning practices,
interpersonal learning practices, and organizational learning practices, and went on to
state that collective training that offers opportunities for communications among
employees from same or different departments stimulate employees to share ideas and
experiences. To facilitate this cross-functional team learning, P5 stated that “we've
recently broken-down our siloed teams into more cross-functional resources so that you
have your onboarding, also has someone from like a networking platform, an application,
and an infrastructure perspective altogether.” P5 and also added that “knowledge sharing
and collaboration has become even more important because the boundaries between IT
disciplines is defusing.” In such an environment, Sung and Choi (2014) noted that
employees were more likely to use the collaborative interactions to promote interpersonal
learning in the form of active involvement in mutual learning, coaching, and crosstraining of each other’s tasks and responsibilities. When employees feel that they have
organizational support to develop new skills on the job, it has the potential to reduce their
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fear of job loss and contribute to job satisfaction and commitments to organizational
outcomes.
Having all of the learning practices in place is useful, but the path to job growth
and professional development should not be left to individual IT leaders to manage.
Individual ownership for their professional development is necessary. P7 recognized the
challenge with this, stating that “you have to encourage them to do at a high level, offer
them direction, but they have to go out and do it on their own; I cannot sit in a classroom
every day and train you, that's one of the biggest challenges we have.” In addition to
guiding and encouraging employees through the process, organizations must also
formalize the process for supporting employee development and growth to ensure that
opportunities are made available to all teams and team members. P7 qualified this in
general terms for the organization, saying “fundamentally as an organization, learning is
a lifelong process, so we're constantly pushing our team to pursue professional
development opportunities and extend that training for themselves.” This organizational
perspective is important, and when employees understand this and recognize
opportunities to develop new skills and professional growth within the context of the
cloud transformation activities, organizations have a higher possibility of success.
Applications to Professional Practice
Cloud computing is now widely accepted as the IT platform of the future, with
rapid adoption rates across all sizes of businesses and in all sectors of the economy
(Garrison, Rebman, & Kim, 2018). RightScale (2018a), also found in a survey that the
extent of cloud computing usage was very high at 96% of the respondents, an increase of
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6% from 2017. The major advertised benefits of cloud adoption are cost reduction,
improved capability, business agility, and enhanced scalability (Chen et al., 2016). The
challenge for IT managers is that businesses using cloud seem to benefit more in
enhanced scalability than in cost reduction and increased business capabilities (Chen et
al., 2016). In the same survey by RightScale, they found that more than 30% of cloud
resources provisioned were wasted, and that optimizing costs was the top initiative across
all cloud users (RightScale), an indication that IT managers need a comprehensive
approach to addressing the challenge of cost management in cloud environments. The
majority of academic researchers in this area have focused on the mathematical
algorithms to optimize resource provisioning and utilization for specific types of
applications or workloads (Khan et al., 2015; Manvi & Shyam, 2014; Reddy et al., 2017).
Other researchers who addressed costs in their studies focused on the realization of
broader economic objectives such as ROI and NPV (Maresova et al., 2017; Mohammed,
Aljumaili, & Salah, 2014). As valuable as these studies are, they do not directly address
a broader set of strategies and processes that IT managers can use to meet this challenge
of cost management.
This study, using the STS framework extends on the knowledge from the previous
research work by exploring both the technical and social aspects of strategies and
processes IT managers use to manage their operations costs. The findings can be used by
managers to understand what planning activities are important to undertake before
migration. Having a strategy for transformation to the cloud is particularly important.
Goutas, Sutanto, and Aldarbesti (2015) noted that many IT managers had approached the
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cloud without a clear strategy in mind, which has resulted in numerous downfalls. The
first part of the strategy is preparation and planning activity entails an understanding of
the motivation for cloud adoption, assessing applications and the IT infrastructure as a
whole to understand applications and systems profiles, then architecting the applications
to leverage optimal cloud services to meet performance and cost requirements. The
findings also highlight the need to comprehensively tag all cloud resources, to enable
managers to use the right set of tools to track and report on all of cloud resource usage.
The findings also indicated that architecting systems for the cloud is more than
rightsizing compute instances to meet performance requirements (Evangelinou et al.,
2018), but must also include considerations for the use of reserved instances and
autoscaling. These three techniques have the most potential for overall cloud cost
savings, with some estimates of savings from use of reserved instances alone accounting
for a potential 45% cost saving for the applications that can benefit from it (P2;
RightScale, 2018b). Knowledge of application profiles and business requirements are
useful in determining which of these techniques (or a combination thereof) are most
effective for managers to use to reduce operational costs.
Most IT operations managers are familiar with operations monitoring for issues
and alerts in the infrastructure. The findings of this study indicate that to be successful
with cost management; managers need more extensive monitoring beyond what they did
at the traditional data centers (monitoring issues with applications and IT infrastructure).
A large amount of data points, the metered billing for resource usage, and the dynamic
pricing associated with most cloud resources mean the normal monitoring activities need
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to be extended to include resource utilization at a level that commensurates with the
billable components of the cloud service provider. The findings also indicated that
effective cost management means that making teams (and departments, and or business
units) accountable for their consumption and associated costs by a process that allocates
their costs to them, gives them access to the reports, as well as ensure their active
participation in regular reviews of the reports. Managers must promptly address any
wastage they identify through this review process. With such an approach, all IT
managers will have full responsibilities for managing their resource usage and cost.
In addition to presenting the key strategies for cost management, the findings also
outlined key processes that have been effective when instituted to work in concert with
the strategies to ensure organizational changes necessary with the adoption of cloud
computing can be established and integrated within the IT organization. Some of these
processes are also necessary to improve the medium to long-term potential to sustain the
initial cost savings effort. Technical processes such as regular cost and resource
consumption reviews, provisioning controls, and documentation and knowledge
management processes are all important to institute in the organization to continue to
leverage the most efficient cloud resources for system performance and costs.
The STS framework posits that to realize the full potential of technological
innovation, both the technical and social subsystems must be optimized. Among the
conditions that Parsons (1951) identified as necessary for technological innovation to be
successful in an organization are activity integration, continuity of occupation, and
consistent roles in support of the systems. While the majority of cloud computing
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researchers focused on the technical aspects of adoption and use of the systems, the
findings of this study are consistent with these conditions, addressing both the technical
and social subsystem strategies and processes.
The social subsystem strategies from the findings highlighted the value of
collaboration, employee training, on the job skills improvement, and evolution of
organizational roles. Managers cannot ignore the importance of the social subsystem
aspects of cost management and must combine them with a process to provide team
members support through training and knowledge sharing, and an organizational
commitment to the professional growth and development of team members. With these
practices, managers can ensure that team members can commit to and positively
contribute to the effort to manage cloud costs, cloud adoption, and the value of the
technology to the organization. The contribution of this study to professional practice
extends to cloud service providers as well. Cloud service providers who understand the
strategies and processes their subscribers need to be successful in cloud environments,
can be more effective in supporting them with the tools and training they need. The
success of current customers can only incent other clients to accelerate their adoption of
the technology.
Implications for Social Change
Cloud computing services are now widely used in enterprises, and the rate of
adoption is projected to reach $266B in 2021 (IDC, 2018b). The rapid adoption has
come with challenges for IT managers, who report a fairly high degree of cloud wastage.
But in spite of this estimated wastage, IDC also predicted that the worldwide public cloud
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services spending would reach $180B in 2018, an increase of 23.7% over 2017 (IDC,
2018b). The need for more cloud computing services combined with the what IT
managers perceive to be an inefficient utilization of the resources is one of the reasons
why cloud cost containment is the top initiative of IT managers for 2018 (RightScale,
2018b). This need to manage cloud costs is the principal reason why the findings from
this study to address strategies and processes to manage IT operational costs may be of
value to managers, and can have potential implications for positive social change.
Reducing cloud services expenditure has the potential to make a positive social
impact for the organizations by making them more economically profitable, improving
their competitive posture and viability as a business. Economic viability has the potential
to support local economies through the provision of, and growth of employment
opportunities for the communities. Potential organizational cost savings from the use of
the findings from this study can also be re-invested in businesses to create new products
or services, which in turn may lead to more jobs and improvement of stakeholders return
on investment, all of which can have a positive social impact.
Some of the social subsystem strategies from this study, if implemented as part of
the cost management effort may also potentially contribute to positive social change.
Training and skills improvements, new and more relevant roles for team members,
providing the necessary organizational support for team member growth and professional
development all have the potential to improve job satisfaction. When employees get the
training and support they need to continue to add value at work, extend their tenure with
the organization, and increase their career advancement opportunities, they are more
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likely to be satisfied employees (Iliopoulos, Morrissey, Baryeh, & Polyzois, 2018). The
combination of satisfied employees, longer-term job opportunities and advancement, and
a stable work environment have the potential to contribute to a more stable local
economy and economic growth.
Another area where the findings from this study have the potential for positive
social change is in the area of reducing energy use. Balasooriya et al. (2016) found that
cloud service providers engage in initiatives considered adaptive, energy efficient, and
environmentally responsible in the way they efficiently use energy resources. When
organizations are successful in managing their operations costs in cloud computing, they
are more likely to migrate more workloads to the cloud and increase their cloud usage.
The potential positive social impact of more cloud computing usage is an effective
reduction in net energy use and carbon footprint which fosters environmental
sustainability.
Recommendations for Action
The objective of this study was to explore strategies and processes IT managers
use to manage IT infrastructure operations costs in cloud computing. The findings from
the study provide a clear outline of the key strategies, specifying the importance of
planning and preparation before transformation, architecting applications and systems to
optimally fit cloud services, rightsizing systems, leveraging reserved instances, and (the
elasticity of the cloud to) autoscale resources where applicable. Making cost data
transparent to IT managers, and holding them accountable for the cloud spend were all
important strategies, as were comprehensive monitoring of cloud services consumption
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and related costs to ensure prompt resolution of any deviations from targets. Regular
reviews of new and often more efficient service options from cloud providers are also
necessary to identify medium to long-term opportunities to improve service performance
and still control costs. The use of tools is critical for monitoring and reporting, and as an
aid to managers to quickly identify inefficiencies or underutilized resources in the
infrastructure. The findings also indicated provisioning controls and documentation are
important processes that support the overall technical strategies, and that IT managers
must have a long-term perspective on cost management, and yet be ready to capitalize on
newer and more efficient cloud technologies to further reduce costs.
The technical strategies and processes are important, but the findings indicated
that it is necessary to combine them with social subsystem strategies and processes such
as fostering internal and external collaboration, providing employees with training and
skills improvement opportunities, and the evolving some organizational roles and
governance. These changes are necessary to build the skills organization needs, as well
as integrate any new processes into the organization. Because of the nature of cloud
computing platform, managers may need to modify the traditional siloed IT
organizational structure to a more cross-functional team dynamic to facilitate crossfunctional support and knowledge transfer between the resources supporting the
environment. The organization must also be prepared to support team members involved
in the transformation with technical and professional development opportunities, and
incent them to take advantage of them. If IT managers effectively practice the
sociotechnical strategies and processes from the findings of this study, they stand a great
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chance to succeed in their post-transformation operational cost management effort and
give their organizations a better chance of realizing one of their key objectives for cloud
computing adoption.
Recommendations for Further Research
In this study, the focus was on the strategies and processes IT managers use to
manage infrastructure operations costs in cloud computing. The findings from the study
represent information I collected and analyzed from a single IT organization in the
Tampa, Florida area in the United States. IT managers in the organization use AWS and
MS Azure cloud services, so their responses to the interview questions reflect their shared
experiences with these cloud services providers.
As recommendations for further studies, I will suggest additional studies using a
similar single or multiple case study of other organizations outside of Tampa area of the
US or even other regions of the world, with a successful record of IT operations costs
management in cloud computing. Findings from additional studies outside of this
geographic area if consistent with this study will help to lend credence to these findings
and improve applicability. According to the RightScale 2018 report on the state of the
cloud, organizations are using an average of over three clouds, and over half of them use
hybrid cloud infrastructure (RightScale, 2018a). Since the site for this study used two
such clouds—AWS and Azure, I will propose a study with an organization that uses a
hybrid cloud, and another that uses four or more cloud services providers. Findings from
such studies may potentially extend what we know about strategies and processes from
this study, and or help managers understand what additional strategies and processes may
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be necessary for environments with more than two clouds. Other studies will extend the
findings from this study will help IT managers in their effort to contain costs in different
cloud environments and types.
Reflections
When I started this journey to complete this doctorate program, I expected that it
would be interesting, and I will have the opportunity to learn new skills and improve my
abilities along the way. Little did I realize what I was committing to and the level of
perseverance which will be required to be successful with it, all the while balancing
multiple businesses and family. For a while, it was hard to see how this it was ever going
to end and what it would take to get there. But in hindsight, I am I made the decision,
and for the opportunity to be in the program to the end. There was something new to
learn in every class, from my colleagues and instructors, but in the process, I also learned
a lot about myself and what motivates me to accomplish my dreams, something I did not
expect when I enrolled in the program.
My research experience through this program has been an eye opener. It was
interesting for me to research a topic that I have some passion for, and yet take steps not
to bias the study with my own experiences. Through the research, I have been able to
expand my understanding of IT operations cost management in cloud computing, and I
hope that other IT managers may also find value for their organizations by applying the
findings of this studies to their unique transformation situations. It is also my hope that
other researchers may also be able to use this study as a basis to perform further studies
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on the subject and to continue to improve professional practice in this area that is so
critical to cloud computing adoption and use in organizations.
Summary and Study Conclusions
The findings from this qualitative single case study indicated that to effectively
manage IT infrastructure operations costs in cloud computing the key strategies IT
managers need includes (a) assess and plan the migration, (b) architect applications and
systems to optimally fit cloud services, (c) select and use the right tools to actively track
and manage all cloud resources, and (e) to establish and execute a medium to long-term
plan to capitalize on ongoing changes to their environments. The study also revealed that
social strategies such as collaboration, employee training, and evolving organization roles
are also necessary to support the human aspects of the innovation, and without which
complete success will be difficult to achieve.
The findings indicated that managers must also be ready to support the strategies
with new processes, some of which may be new to some organizations. The processes I
identified from this study included regular reviews of cloud consumption and costs,
provisioning controls, documentation and knowledge management, and management of
team member growth and professional development. It is important to note that STS
framework states that it is only when IT managers effectively implement both the
technical and social strategies and processes that they will have the high likelihood of
success from the application of technological innovation.
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Appendix A: Interview Protocol
A: Preinterview Protocol
1. Obtain IRB approval to conduct interviews
2. Work with CIO/CTO to send introductory email I create to potential pool of
participants
3. Respond to employees who indicate interest to participate in study providing
details on researcher/role, more information on project, and consent form.
4. Work directly with participants who return consent form to identify availability
for interview (date/time)
5. Schedule interviews – quiet location onsite, away from distraction
6. Send separate email reminder to each participant 48 hours prior to their interview
time
7. Complete other logistics to be on site and ready for interviews.

B: Day of Interview Protocol
8. Arrive early at location, ready to start with interviews.
9. At time of interview with a participant
10. Re-Introduce myself, and the objective of the study and meeting
a.

Ask confirm with participant if they still want to participate

b.

If no, thank participant for the consideration and terminate interview

c.

If yes, continue to 5

d.

Thank participant again for their participation, and review flow of activities

e.

Remind them of recording, and why

f.

Remind them of member checking transcripts review processes and why

g.

Start recorder and commence with interview questions and data collection

h.

At end of interview, inquire about other sources of data, and arrange with
participant to send them to interviewer for review (Data Triangulation)

i.

Summarize next steps and what to expect (2 Stage member checking)
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Appendix B: Interview Questions
The overarching research question is what strategies and processes IT managers
use for managing IT infrastructure operational costs in cloud computing.
1. What strategies have you used for managing IT infrastructure operational
costs in cloud computing?
2. What processes did you find worked the best for developing and
implementing IT infrastructure operational costs in cloud computing?
3. What tools did you find to be effective to use for managing IT operational
costs?
4. What types of staff training, if any, did you find to be effective for managing
IT operational costs in cloud computing?
5. What organizational changes, if any, did you find to be effective for managing
IT infrastructure operational costs in cloud computing?
6. What ongoing adjustments to IT operational procedures have you found to be
necessary for managing costs on a month-to-month or an ongoing basis?
7. What else would you like to add that we have not yet addressed?

157
Appendix C: STS Design Principles
The STS design principles according to Chern (1987) are:
(i)

Design should be compatibility with organizational objectives—A
capability of the design to accommodate self-modification through the
creative abilities of the individual. People are extensions of the systems
(Trist, 1981)

(ii)

Employ minimal critical specifications—Some systems specifications are
necessary, but their specification should not be too precise to mandate the
specifics on the performance of the related tasks.

(iii)

Sociotechnical criterion control—Variances in output must be
controlled/reconciled as close to the point where they occur as possible. In
other words, the integration of inspection/resolution into tasks in the
workstream.

(iv)

Capitalize on the multifunction nature of organism and mechanism – The
design must support different ways to accomplish the same outcome using
a different combination of elements to increase system adaptability and
equifinality.

(v)

Ensure boundary locations do not impede the desirable sharing of
information, knowledge, experience, as well as the efficient transition of
activities between groups or departments
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(vi)

Information systems should provide the right type and amount of feedback
directly to the teams who need to act so that they can use the information
to improve outputs

(vii)

Systems of social support should reinforce the types of behaviors that the
organization structure desires to promote. These systems include the
system of selection, training, remuneration, and conflict resolution.

(viii) Design with human values in mind—The work design should focus on
providing quality work, but that quality is subjective, so the characteristics
of a good job (as defined by Thorsrud (1972) should guide work design.
(ix)

Work design is always an incomplete process – The incompletion of
design is a result of the reiterative nature of the process, requiring a
redesign soon after one implementation completes.

