The data and analysis scripts for RQ1 through RQ3 are available on the Open Science Framework at <https://osf.io/zsvqk/>.

Introduction {#sec001}
============

Vocabulary acquisition is a fundamental aspect of foreign language learning that positively impacts the learning and communicative developments in that language \[[@pone.0236798.ref001]\] and that is vitally important for adequate and efficient communication \[[@pone.0236798.ref002]\]. Moreover, inadequate vocabulary knowledge can be a major obstacle in acquiring a target language \[[@pone.0236798.ref003]\]. Despite its value, vocabulary has not received the same attention that second language instructors and researchers have bestowed on other aspects of language, such as grammar and phonology. Lewis \[[@pone.0236798.ref004]\] criticized this neglect by stating that "language consists of grammatical lexis, not lexicalized grammar" (p. 95). Since then, research on vocabulary acquisition has increased \[[@pone.0236798.ref001],[@pone.0236798.ref005]--[@pone.0236798.ref010]\] and instructors and course designers have increased their focus on how learners acquire and retain new words.

Vocabulary learning strategies {#sec002}
------------------------------

A good number of foreign and second language learners adopt what is known as vocabulary learning strategies (VLS), either inside or outside of the classroom. Catalan \[[@pone.0236798.ref011]\] defined VLS as mechanisms that language learners typically apply to determine the meaning of unknown lexical items, retrieve them from long-term memory and apply them in verbal and written situations. The current study focuses on two particular VLS: guessing the meaning of words from context (lexical inferencing) and looking words up in a bilingual dictionary (dictionary consultation). We focus on these two strategies because they are among the most frequently used as reported by learners \[[@pone.0236798.ref009],[@pone.0236798.ref012]--[@pone.0236798.ref015]\] and previous studies have yielded conflicting results in terms of the learning effect that both strategies yield \[[@pone.0236798.ref016]--[@pone.0236798.ref021]\].

Following Schmitt's \[[@pone.0236798.ref009]\] VLS taxonomy, both lexical inferencing and dictionary consultation are discovery strategies, which are employed to learn new words, rather than consolidation strategies, which are employed to remember initially learned words. Discovery strategies are further subdivided into determination strategies, which provide a set of limited choices to learn new words, and social strategies, which refer to the cooperation with others to learn new words. Both lexical inferencing and dictionary consultation constitute determination strategies. While learners use various VLS when reading a written text in the target language \[[@pone.0236798.ref022],[@pone.0236798.ref023]\], some VLS seem to be more popular than others. As mentioned above, both dictionary consultation and lexical inferencing are rather popular \[[@pone.0236798.ref009],[@pone.0236798.ref012]--[@pone.0236798.ref015]\], possibly because they are quite easily implemented.

Processing depth {#sec003}
----------------

Many second language researchers assume that deeper processing and more elaboration of lexical information will increase retention compared to less deep processing and less elaboration \[[@pone.0236798.ref024]\]. This assumption is expressed in a number of psycholinguistic theories of vocabulary retention (e.g. \[[@pone.0236798.ref001],[@pone.0236798.ref025]--[@pone.0236798.ref027]\]). Craik and Lockhart's \[[@pone.0236798.ref025]\] Level of Processing theory was one of the early theories on retention emphasising that learners could engage with novel materials either shallowly or in depth.

Hulstijn and Laufer's \[[@pone.0236798.ref026]\] more recent Involvement Load Hypothesis operationalises the concepts of processing depth and elaboration for L2 vocabulary learning. They introduce the notion of involvement load, made up of the components *need*, *search* and *evaluation*. Need is a motivational component that considers who has set the particular task of determining the meaning of a word. Need is moderate if an instructor sets this task for learners (e.g., by asking learners to look up a specific lexical item), and it is strong if learners set this task for themselves (e.g. deciding to look up a certain target word when reading a text). Search is a cognitive component that refers to whether the meanings of the new lexical items are given to learners (e.g. by providing them in the margins \[[@pone.0236798.ref028]\]) or whether they need to find them. Search is absent in the former case, and present in the latter. If search is present, it can be moderate if learners have to engage in receptive retrieval (e.g. looking for the meaning of a target word) or strong if learners have to engage in productive retrieval (e.g. determining the form of a target word) \[[@pone.0236798.ref026]\]. Finally, evaluation is a cognitive component that refers to whether learners have to compare or combine the new lexical items with other words. Evaluation is moderate when learners compare the meaning of the target lexical item with other words' meanings (e.g. comparing multiple meanings of the word *bank* against the provided context). Evaluation is strong when learners need to assess how the new word can combine with other words in a specific linguistic context (e.g. determining how the target word *intellectual* fits in with other words in an original sentence) \[[@pone.0236798.ref026]\]. The stronger these three components are, the greater is the involvement load and the better is the retention of the new lexical items \[[@pone.0236798.ref026]\]. To estimate involvement load for a task, scores are assigned to the strength of each component: 0 if a component is absent, 1 if it is moderate, and 2 if it is strong.

The Technique Feature Analysis is another more recent theoretical framework for lexical learning \[[@pone.0236798.ref027]\]. It involves five factors that affect the depth with which learners process new lexical items that they encounter: *motivation*, *noticing*, *retrieval*, *generation* and *retention*. Each factor has associated questions about the particular task that learners are engaged in. Questions are posed such that a *yes* response captures a type of elaboration or processing that has been suggested to facilitate vocabulary learning (see \[[@pone.0236798.ref029]\]). For each question that can be answered with a *yes*, the task therefore receives 1 point for a possible total of 18 points. The complete set of questions from the Technique Feature Analysis is given in [Table 1](#pone.0236798.t001){ref-type="table"} in the following section.

10.1371/journal.pone.0236798.t001

###### Technique Feature Analysis (adapted from \[[@pone.0236798.ref027]\], p. 7) with points assigned to the tasks of Lexical Inferencing (LI) and Dictionary Consultation (DC) as implemented in the current study during training.

For a detailed explanation of these questions and the concepts they refer to (see \[[@pone.0236798.ref029]\]).

![](pone.0236798.t001){#pone.0236798.t001g}

  Factor                               Questions                                                          LI   DC
  ------------------------------------ ------------------------------------------------------------------ ---- ----
  Motivation                           Is there a clear vocabulary learning goal?                         1    1
                                       Does the activity motivate learning?                               1    1
                                       Do the learners select the words?                                  0    0
  Noticing                             Does the activity focus attention on the target words?             1    1
                                       Does the activity raise awareness of new vocabulary learning?      1    1
                                       Does the activity involve negotiation?                             1    1
  Retrieval                            Does the activity involve retrieval of the word?                   1    1
                                       Is it productive retrieval?                                        0    0
                                       Is it recall?                                                      1    0
                                       Are there multiple retrievals of each word?                        0    0
                                       Is there spacing between retrievals?                               1    1
  Generation                           Does the activity involve generative use?                          1    1
                                       Is it productive?                                                  0    0
                                       Is there a marked change that involves the use of other words?     0    0
  Retention                            Does the activity ensure successful linking of form and meaning?   0    1
                                       Does the activity involve instantiation?                           1    1
                                       Does the activity involve imaging?                                 0    0
                                       Does the activity avoid interference?                              1    1
  Total score out of a maximum of 18   11                                                                 11   

Lexical inferencing {#sec004}
-------------------

Guessing or inferring meaning from context usually involves "direct mental operations" \[[@pone.0236798.ref030]\] (p. 117) to comprehend, categorize, store and memorize target words. Such lexical inferencing forms part of general reading skills \[[@pone.0236798.ref031]\] and is thought to enhance student autonomy in vocabulary acquisition \[[@pone.0236798.ref006],[@pone.0236798.ref017]\]. It is generally assumed that a rather high amount of lexical text coverage is needed to successfully infer unknown lexical items from context \[[@pone.0236798.ref032]\]. Nation \[[@pone.0236798.ref033]\] suggests that 98% of text coverage is needed for adequate comprehension of a variety of written and spoken texts. This amount of coverage requires a vocabulary size in terms of breadth of between 8000 and 9000 word families for novels, newspaper articles and academic texts \[[@pone.0236798.ref031],[@pone.0236798.ref033]\]. In contrast, simplified texts require knowledge of about 3000 word families for adequate comprehension \[[@pone.0236798.ref033]\].

Haastrup \[[@pone.0236798.ref034]\] suggests that inferencing includes "informed guesses as to the meaning of a word in the light of all available linguistic cues in combination with the learner's general knowledge of the world, her awareness of the co-text and her relevant linguistic knowledge" (p. 39). This involves three major sources of knowledge: Intralingual cues refer to knowledge from the target language; Interlingual cues refer to knowledge from the native language or any other foreign language; Contextual cues involve knowledge of the world and the linguistic context. Inappropriate use of these cues might lead to incorrect guesses \[[@pone.0236798.ref035]\]. Some researchers suggest that the presence of clear textual cues besides the existing linguistic clues are vital components for correct lexical inferencing \[[@pone.0236798.ref036]--[@pone.0236798.ref038]\].

The literature has highlighted several factors which could influence the process of lexical inferencing. These factors fall into two main categories: contextual and learner-related aspects \[[@pone.0236798.ref039]\]. Contextual aspects include the importance of the unfamiliar word for text comprehension as a whole and the semantic richness of the context \[[@pone.0236798.ref040],[@pone.0236798.ref041]\]. Learner-related factors comprise the level of attention that the learner dedicates to the provided text and the breadth and depth of his/her vocabulary knowledge \[[@pone.0236798.ref042],[@pone.0236798.ref043]\]. The learner's level of engagement includes several factors, such as determining the meaning of surrounding vocabulary items, the grammatical structures, the structural character of surrounding sentences, the topic and the broader context of the target text \[[@pone.0236798.ref026]\].

In terms of processing depth and elaboration, the Involvement Load Hypothesis \[[@pone.0236798.ref026]\] assigns a high score of 4 out of a possible 6 to lexical inferencing as it is implemented in the current study, where participants were asked to read a text and guess the underlined words from context. Need is moderate and receives a score of 1 as learners were instructed to do the task, search is also moderate and receives a 1 as participants were engaged in receptive retrieval, and evaluation is high and receives a 2 as learners needed to establish how the word meaning fits into the particular linguistic context.

The Technique Feature Analysis \[[@pone.0236798.ref027]\] assigns lexical inferencing as implemented in current study a moderate to high score of 11 out of 18 (see [Table 1](#pone.0236798.t001){ref-type="table"}; \[[@pone.0236798.ref044]\]). The task receives 2 points out of 3 for motivation as there is a clear vocabulary learning goal and the activity motivates learning. The task receives all 3 points for the noticing factor because the underlining focuses attention on the target words, the task directly involves new vocabulary learning, and inferencing involves negotiation of meaning (cf. \[[@pone.0236798.ref045]\]). Retrieval yields 3 points out of 5 since the target words need to be retrieved through recall and since there is spacing between the retrieval of successive target words. The task scores 1 out of 3 for generation as target words are encountered in a novel sentence. The task thus involves generative use. Finally, retention scores a 2 out of 4: The task involves instantiation as the written context can help with recall, and it mostly avoids interference as the task does not involve interference from semantic sets.

Dictionary consultation {#sec005}
-----------------------

Many researchers (e.g. \[[@pone.0236798.ref046]\]) have noted the impact of dictionary consultation in general as a beneficial strategy for building learners' lexical knowledge. Dictionary consultation promotes reading comprehension and vocabulary acquisition (e.g. \[[@pone.0236798.ref047]--[@pone.0236798.ref049]\]). However, dictionary consultation might be an obstacle to the development of other VLS \[[@pone.0236798.ref050]\]. Specifically, learners relying mostly on basic and straightforward VLS strategies such as dictionary consultation may be reluctant to use more complicated strategies like lexical inferencing. Moreover, Nation \[[@pone.0236798.ref001]\] criticizes dictionary usage because it supports the notion that the first language (L1) has exact equivalences of the target language words.

There is no agreement on whether bilingual or monolingual dictionaries promote more successful vocabulary acquisition \[[@pone.0236798.ref051],[@pone.0236798.ref052]\], with some studies highlighting more effective vocabulary acquisition through monolingual dictionary use \[[@pone.0236798.ref053]\], others through bilingual dictionary use \[[@pone.0236798.ref054]\], and yet others suggesting that both methods yield comparable outcomes \[[@pone.0236798.ref051]\]. Differences in learners' proficiency levels may have yielded these discrepant results. Specifically, bilingual dictionary usage is considered to be a beneficial strategy for less proficient learners as it encourages them to link the second language (L2) target word to their first language knowledge, allowing them to use the L1 as a reference to comprehend the L2 \[[@pone.0236798.ref055]\]. Furthermore, Kroll and Curley \[[@pone.0236798.ref056]\] argue that new L2 vocabulary is effectively stored in the lexicon if it is linked to its L1 equivalent. In contrast, monolingual dictionaries may be more beneficial for more proficient learners \[[@pone.0236798.ref055]\].

Numerous researchers have discussed the depth of cognitive processing involved in dictionary consultation. For instance, Scholfield \[[@pone.0236798.ref057]\] argues that dictionary consultation involves exploring a target word's spelling, inflections and part of speech in addition to establishing the word's meaning, all of which contributes to vocabulary retention. In line with this, Liu et al. \[[@pone.0236798.ref058]\] suggest that dictionary consultation can involve deep cognitive processing (1) when considering unknown lexical features, (2) through repeated exposure to unfamiliar vocabularies, and (3) by detecting headwords and word syllables in dictionary content. In contrast, O'Malley and Chamot \[[@pone.0236798.ref059]\] argue that dictionary consultation involves a low degree of conceptual processing.

In terms of processing depth and elaboration, the Involvement Load Hypothesis \[[@pone.0236798.ref026]\] assigns a high score of 4 to dictionary consultation as implemented in the current study, where participants read a text and were asked to look up the meaning of underlined words in a bilingual dictionary. Specifically, need receives a 1 as learners were instructed to engage in dictionary consultation, search receives a 1 as learners engaged in receptive retrieval, and evaluation receives a 2 as learners needed to decide which of the suggested translations in the dictionary entry fits the sentence context.

The Feature Technique Analysis \[[@pone.0236798.ref027]\] assigns a moderate to high score of 11 out of 18 to dictionary consultation as implemented in the current study (see [Table 1](#pone.0236798.t001){ref-type="table"}). Dictionary consultation scores identically to lexical inferencing, with two exceptions: In contrast to lexical inferencing, the type of word retrieval through dictionary consultation does not involve recall. While lexical inferencing involves recall, i.e. retrieving the meaning of target words from memory, dictionary consultation does not, but instead involves recognition of the correct translation among a number of choices. Furthermore, while lexical inferencing does not ensure that form and meaning are successfully linked because learners can guess incorrectly, dictionary consultation mostly allows for the successful linking of form and meaning.

Vocabulary acquisition through lexical inferencing vs. dictionary consultation {#sec006}
------------------------------------------------------------------------------

The previous two sections have shown that the Involvement Load Hypothesis \[[@pone.0236798.ref026]\] and Feature Technique Analysis \[[@pone.0236798.ref027]\] assign the same number of points with a moderate to high score to lexical inferencing and dictionary consultation as they are implemented in the current study. These approaches thus predict that both strategies should yield a sizeable learning effect.

Numerous studies have explored how lexical inferencing and dictionary consultation affect vocabulary acquisition. Shangarfam et al. \[[@pone.0236798.ref017]\] examined the impact of bilingual dictionary consultation and guessing from context on learners' ability to select the appropriate vocabulary item in a fill-in the blank exercise. Participants were explicitly taught inferencing procedures and finding a word's meaning in a bilingual dictionary. The pre- and post-tests were multiple choice fill-in-the-blank exercises, where participants had to decide which of four words correctly fills the blank. The results indicated that the context-guessing group significantly outperformed the dictionary look-up group in terms of selecting the correct vocabulary item in the post-test fill-in-the-blank task. This suggests that practicing inferencing strategies increases performance at tasks that require guessing meaning from context.

In contrast, other studies found better vocabulary acquisition through dictionary consultation (mostly using bilingual dictionaries) than through guessing (e.g. \[[@pone.0236798.ref016],[@pone.0236798.ref019],[@pone.0236798.ref060],[@pone.0236798.ref061]\]). Participants in Zou \[[@pone.0236798.ref019]\] read a text, either translated ten underlined words using a monolingual dictionary or inferred the meaning of the underlined words, and answered comprehension questions about the text. Participants were tested on the meanings of the underlined words in both immediate and delayed post-tests. Results showed better vocabulary acquisition for the dictionary consultation strategy compared to inferencing.

Still other studies found that both strategies similarly assisted learners' vocabulary acquisition (e.g. \[[@pone.0236798.ref018],[@pone.0236798.ref062]\]). Participants in Mondria \[[@pone.0236798.ref063]\] either looked up the translation of target words in a provided word list or guessed the meaning of target words from context and then verified their guess through the provided words list (to prevent learning incorrect meanings for target words). Participants in both groups had similar vocabulary retention levels, but the guessing-plus-verifying method was significantly more time consuming than the look-up strategy.

How lexical inferencing and dictionary consultation relate to vocabulary size {#sec007}
-----------------------------------------------------------------------------

Several studies have found relationships between the frequency of using lexical inferencing and dictionary consultation strategies and learners' vocabulary size (e.g. \[[@pone.0236798.ref039],[@pone.0236798.ref064]\]). For example, Alahmadi and colleagues \[[@pone.0236798.ref065]\] found a significant positive relationship between learners' vocabulary size and how frequently learners reported guessing the meaning of words from context. In the same vein, Gu and Johnson \[[@pone.0236798.ref064]\] found that contextual inferencing and dictionary use positively correlated with participants' vocabulary knowledge. While it is likely that increased dictionary use leads to a larger vocabulary size rather than the other way around, the same is not necessarily the case for lexical inferencing. Specifically, it is possible that successfully guessing word meaning from context increases learners' vocabulary size, but it is also conceivable that learners with larger vocabularies use this strategy successfully more often than learners with smaller vocabularies. Specifically, learners with larger vocabulary sizes have greater lexical coverage and may thus be able to engage in lexical inferencing more successfully \[[@pone.0236798.ref033]\].

The current study {#sec008}
-----------------

This study examines whether lexical inferencing or dictionary consultation supports initial learning and retention of English vocabulary among male and female Saudi senior undergraduate English-major students. We exposed students to target words in semi-authentic reading materials and measured their knowledge of these target words and their overall vocabulary knowledge in terms of breadth prior to and following exposure. During the exposure phase, students were asked to guess the meaning of some of the target words and to look up the meaning for others in a dictionary. The pre- and delayed post-tests allowed us to calculate a learning effect in both the guessing and dictionary conditions. We explored whether these two vocabulary learning strategies impact target word acquisition. The study contributes to the currently rather heterogeneous picture of how lexical inferencing and dictionary consultation contribute to vocabulary acquisition. Unlike many previous studies, we used a within-participant design and a comparatively authentic learning situation, thus emphasizing ecological validity \[[@pone.0236798.ref066]\]. Furthermore, our design allowed us to measure the amount of successful lexical inferencing. This study intends to answer the following research questions (RQs):

1.  Do learners show a larger learning effect for words that were trained in the two training sessions than for words that were not trained?

2.  Do learners show a larger learning effect for words that they guessed in the two training sessions than for words that they looked up in a dictionary?

3.  Does learners' vocabulary size, previous knowledge of the trained words, success in guessing, success in correctly looking up words and/or success in correctly answering comprehension questions about the texts influence how large their learning effect is for (a) words that they guessed and (b) looked up in the two training sessions?

Methodology {#sec009}
===========

Participants {#sec010}
------------

Sixty-one Saudi senior undergraduate English major students (47 \[77%\] males; 14 \[23%\] females) from three different Saudi Universities participated. Participants' ages ranged from 20 to 28 years (M = 22.75; *SD* = 1.63). All participants had Arabic as their first language. They started learning English in grade 4 of primary school and had received approximately 1600 hours of EFL instruction between their public school and university education \[[@pone.0236798.ref067]\]. Two additional participants were excluded because they did not guess or did not look up any target words during the training sessions (see below).

Materials and procedure {#sec011}
-----------------------

The study was approved by the ethics committee of the College of Arts, Humanities and Business at Bangor University (approval number LX-1610). The study involved four sessions, a pre-test, two training sessions and a delayed post-test (see [Fig 1](#pone.0236798.g001){ref-type="fig"}). During the pre-test, participants completed (a) an English language self-assessment questionnaire gauging their use and knowledge of English, (b) Al-Masrai and Milton's \[[@pone.0236798.ref068]\] vocabulary size test XK_Lex, which provides an estimate of learners' breadth of lexical knowledge out of the most common 10,000 words in English, and (c) a translation task gauging participants' knowledge of 48 words that were relevant for the current study. During the two training sessions, participants read four texts (two per test session) that included a vocabulary task and comprehension questions. During the delayed post-test, participants completed (a) a vocabulary learning strategy (VLS) questionnaire, (b) the XK_Lex test again, and (c) the translation task again.

![The overall study design.](pone.0236798.g001){#pone.0236798.g001}

### Pre-test {#sec012}

*English-language self-assessment questionnaire*. An English-language self-assessment questionnaire, given in Arabic, assessed how participants rated their English knowledge in the four language skills (listening, speaking, reading and writing). The questionnaire recorded demographic information (age, native language). Learners also rated their English generally as near native (4), fluent (3), advanced (2), intermediate (1) or beginner (0) and gauged how frequently they used English outside the classroom using the Likert scale: always (4), frequently (3), sometimes (2), rarely (1) or never (0). Participants then gauged how frequently various statements about reading, writing, listening, and speaking applied to them, using the same Likert scale.

*Word translation task*. A word translation task before and after training assessed participants' pre-test and delayed post-test knowledge of the words trained during the training sessions. The translation task consisted of 24 target words, which were trained during the main training sessions, and 24 control words, which were not trained during the main training sessions. None of the target or control words were cognates with or loanwords from Arabic (see [S1 Appendix](#pone.0236798.s001){ref-type="supplementary-material"} for a list of target and control words).

Target and control words were matched for frequency, difficulty, word length, derivational complexity and part of speech. Target and control words had mean frequencies of 1764 words (*SD* = 2685) and 1745 words (*SD* = 1898), respectively, in the BYU British National Corpus (BYU-BNC; \[[@pone.0236798.ref069]\]), which did not differ statistically significantly (generalized linear model with family = "quasipoisson" for overdispersed count data: β = -0.01, *SE* = 0.38, *z* = -0.03, *p* = 0.98).

A norming study with 16 senior undergraduate English major Saudi students (11 females, 5 males; mean age = 22.38, *SD* = 3.03; self-assessed proficiency level of 2.43, *SD* = 0.72) assessed the target and control words' difficulty levels. Students provided Arabic translations for the target and control words without consulting dictionaries or any other aids, and we counted how many points participants scored in the translation task. Scoring followed Wesche and Paribakht's \[[@pone.0236798.ref038]\] system, with participants receiving 1 point for presenting a semantically and syntactically suitable translation, 0.5 points for a partial success, such as providing an incomplete meaning or a semantically but not syntactically applicable response, and 0 points for an incorrect translation. This means that the maximum possible score corresponded to the number of words scored, and scores therefore approximated the number of words known. Participants correctly translated an average of 2.40 (*SD* = 1.86) and 2.13 (*SD* = 2.06) of the 24 target and 24 control words, respectively, which did not differ statistically significantly (generalized linear model with family = "poisson" for count data: β = 0.12, *SE* = 0.19, *z* = 0.62, *p* = 0.53).

Letter counts revealed that target and control words had mean word lengths of 8.96 letters (*SD* = 1.90) and 7.86 letters (*SD* = 3.05), respectively, which did not differ statistically significantly (generalized linear model with family = "poisson" for count data: β = 0.13, *SE* = 0.10, *z* = 1.29, *p* = 0.20). Target and control words had mean derivational complexities (as number of derivational affixes) of 0.58 (*SD* = 0.65) and 0.42 (*SD* = 0.50), respectively, which did not differ statistically significantly (generalized linear model with family = "poisson" for count data: β = 0.34, *SE* = 0.41, *z* = 0.81, *p* = 0.42). Finally, there was no significant difference in how the parts of speech noun, verb, adjective and adverb were distributed across the target and control word lists (Pearson's Chi-squared: χ^2^ = 3.82, *df* = 3, *p* = 0.28).

Overall, this suggests that target and control words are quite well matched for frequency, difficulty, word length, derivational complexity and part of speech. It needs to be noted though that the absence of statistically significant differences in the above tests does not provide evidence for equivalence \[[@pone.0236798.ref070]\]. Instead, matching merely ensures that target and control words are relatively comparable across a range of factors. Importantly for the current study, participants in the norming study correctly translated only a minority of target and control words, suggesting that their knowledge of these words is not already at ceiling.

*The XK_Lex vocabulary size test*. The XK_Lex test \[[@pone.0236798.ref068]\] assessed participants' vocabulary knowledge in terms of breadth out of the most familiar 10,000 words in English. The test estimates the number of lemmas, i.e. the number of headwords and some inflected and reduced forms \[[@pone.0236798.ref001]\], that learners know. For instance, the lemma for the word *perform* includes *performs*, *performed* and *performing*, but not *performer*. Participants selected the words they knew from a total of 120 words spread across ten columns with twelve words per column. Each column contained ten real words and two pseudo-words (to minimise the influence of guessing on learners' responses) for a total of 100 real words and 20 pseudo words. Participants' vocabulary size (as number of lemmas) was calculated using the following formula.
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We selected the XK_Lex test for numerous reasons: It is considered to be a reliable and valid test to measure participants' breadth of lexical knowledge \[[@pone.0236798.ref068]\] and has been used in various previous studies (e.g. \[[@pone.0236798.ref071]--[@pone.0236798.ref073]\]). It is quick and easy to administer \[[@pone.0236798.ref074]\], taking only about 5 to 10 minutes. It is therefore less time-consuming than, for example, the Vocabulary Levels Test (VLT; \[[@pone.0236798.ref075]\], revised by \[[@pone.0236798.ref076]\]) or the Vocabulary Size Test (VST; \[[@pone.0236798.ref077]\]), which take 30 to 45 minutes to administer \[[@pone.0236798.ref078],[@pone.0236798.ref079]\]. Since we were testing university students, we expected some students to have vocabulary sizes above 5,000, but below 10,000. We therefore chose a test that covers all frequency bands from 1,000 to 10,000 \[[@pone.0236798.ref068]\] as opposed to, for example, the VLT \[[@pone.0236798.ref076]\], which skips bands 6,000 through 9,000.

We also chose the XK_Lex because it is less likely to overestimate vocabulary knowledge than some other tests: First, its unit of word count is the lemma, as opposed to the word family used in many other vocabulary knowledge tests, including the VLT \[[@pone.0236798.ref076]\] and VST \[[@pone.0236798.ref077]\]. Lemmas are less likely to overestimate vocabulary knowledge because learners can typically easily derive inflected forms from the headword, but may not know all members of a word family \[[@pone.0236798.ref080]\], which tests based on the word family assume. Furthermore, the multiple choice format of the VLT \[[@pone.0236798.ref076]\] and VST \[[@pone.0236798.ref077]\] may overestimate learners' vocabulary size \[[@pone.0236798.ref081]\]. In contrast, the XK_Lex \[[@pone.0236798.ref068]\] includes pseudo-words to control for the potential amount of guessing.

That said, all vocabulary size tests have their limitations. Most importantly, the XK_Lex involves only self-report of word knowledge, not an actual demonstration of word knowledge. This means that learners' personal characteristics may affect the results of the XK_Lex substantially more than tests that require demonstration of knowledge. We will therefore address how personality traits may have influenced the results from the XK_Lex test in the discussion section.

*Pre-test Procedures*. Participants were tested in their classrooms at three Saudi universities. They gave informed consent immediately before the pre-test. As part of this, they could consent to grant the researcher access to their academic Grade Point Average (GPA), which was used as a general estimate of their English language academic performance \[[@pone.0236798.ref082],[@pone.0236798.ref083]\], reflecting long-term monitoring of students' language level in a degree program with more than 95% of academic classes delivered in English.

After giving consent, students completed the English-language self-assessment questionnaire, the word translation task, and the XK_Lex vocabulary size test. Participants' were then grouped into a low and high English proficiency level. Specifically, each participant whose scores for the GPA, translation task and vocabulary size test were below the median scores for two or more of these measures was considered to have low English proficiency and vice versa.

### Training {#sec013}

*Counterbalancing*. Participants were distributed across two groups (A and B). Assignment to groups was not entirely random. Instead, participants with low English proficiency were randomly distributed across these two groups; separately, participants with high English proficiency were randomly distributed across both groups. This was done to ensure a spread of abilities across both groups, with half the participants in each group having low vs. high English proficiency, respectively. We refrained from an entirely random assignment of participants to minimize proficiency differences across the two groups. Specifically, we wanted to avoid a situation where the majority of participants in one group have high English proficiency, whereas the majority of participants in the other group have low English proficiency. Text order and task (lexical inferencing or dictionary consultation) during the two training sessions were also counterbalanced across the two groups, as illustrated in [Table 2](#pone.0236798.t002){ref-type="table"}. Notice that this counterbalancing ensured that both groups engaged in the guessing tasks and in the dictionary tasks at the same time, e.g. while one group engaged in guessing with Text 1, the other group also engaged in guessing, but with Text 2. This allowed us to better check that participants were actually following instructions. Specifically, during guessing tasks, the experimenters ensured that participants in both groups were not using a dictionary. During dictionary tasks, the experimenters observed that learners were frequently using a bilingual dictionary of their choice, mostly through apps on their phones. While we cannot entirely rule out that some participants may have guessed some words during a dictionary task, the frequent dictionary use suggests that, if this happened, it should have been a rather rare occurrence.

10.1371/journal.pone.0236798.t002

###### Overview of the study's counterbalancing.

![](pone.0236798.t002){#pone.0236798.t002g}

  Groups                      A                           B
  --------------------------- --------------------------- ---------------------------
  Session 1                   Task 1: Text 1 Guessing     Task 1: Text 2 Guessing
  Task 2: Text 2 Dictionary   Task 2: Text 1 Dictionary   
  Session 2                   Task 1: Text 3 Dictionary   Task 1: Text 4 Dictionary
  Task 2: Text 4 Guessing     Task 2: Text 3 Guessing     

*Reading Texts*. The four texts used for training were adapted from two primary English textbooks \[[@pone.0236798.ref084],[@pone.0236798.ref085]\]. All four texts had a moderate level of difficulty, especially regarding vocabulary, which we considered to be well suited for undergraduate students majoring in English. Individual vocabulary items that were deemed too specialized (for example, medical terminology) or culturally inappropriate were replaced with more appropriate words. All texts had similar lengths, which was achieved by shortening longer texts. The vocabulary profiler software Lextutor \[[@pone.0236798.ref086]\] determined that knowledge of 3,000 word families were needed for 95% text coverage and of 4,000 word families for 98% text coverage for the four texts. In addition, only two words were beyond the 5,000 word family level.

Six words in each text, corresponding to the target words in the pre- and delayed post-test word translation tasks, were underlined (4 texts x 6 words = 24 target words). Students were asked to provide the Arabic meaning for each underlined word. For two texts, they translated all the underlined words that they knew, and looked up the remaining words in a dictionary. For the remaining two texts, participants translated all the underlined words that they knew, and guessed the meaning of the remaining words from context. In both cases, participants engaged in translation from the L2 to the L1, which is generally considered to be easier for learners than translation from the L1 to the L2 \[[@pone.0236798.ref087]\]. Two different response columns were provided, and participants were asked to write their translation in the first column if they already knew the word and in the second column if they had looked up or guessed the word. Each text was followed by two multiple-choice text-comprehension questions. There was no time restriction to complete the task, but most participants completed it in about 20 minutes. Participants completed the two training sessions two weeks and three weeks, respectively, after the pre-test.

*Scoring*. The first author rated participants' translations of underlined words in line with Wesche and Paribakht's \[[@pone.0236798.ref038]\] scoring system. As in the pilot study, participants received 1 point for presenting a semantically and syntactically suitable translation, 0.5 points for a partial success, and 0 points for an incorrect translation. A second Arabic-English bilingual coder rated translations from a random subset of 20 participants. Inter-coder agreement was extremely high with 98.75% agreement (Cohen's Kappa κ = 0.987; p \< 0.001).

### Delayed post-test {#sec014}

The delayed post-test occurred two weeks after the second main training session. Participants completed the word translation task, the XK_Lex vocabulary size test, and a vocabulary learning strategy questionnaire. Results from the latter two are beyond the scope of this paper, but we mention these instruments here for reasons of transparency.

Results {#sec015}
=======

The data and analysis scripts for RQ1 through RQ3 are available on the Open Science Framework at <https://osf.io/zsvqk/>.

Participants' English language profile {#sec016}
--------------------------------------

Participants rated their English-language proficiency as, on average, 2.32 (*SD* = 0.71), a value between *advanced* (2) and *fluent* (3). Participants' average vocabulary size during the pre-test of 3331 words (*SD* = 1318), however, is substantially lower than what has been suggested for high text coverage for authentic spoken and written materials \[[@pone.0236798.ref031],[@pone.0236798.ref033]\]. It is therefore possible that participants overestimated their proficiency, and that they might only be at the intermediate level. Participants rated their English use outside of the classroom with a mean value of 1.97 (*SD* = 0.98), roughly corresponding to *sometimes* (2). [Table 3](#pone.0236798.t003){ref-type="table"} presents participants' mean scores from the statements that self-assessed their English reading, writing, listening and speaking. Most of the rating values for the four language skills are between *sometimes* (2) and *frequently* (3).

10.1371/journal.pone.0236798.t003

###### Mean scores of English language self-assessment questionnaire.
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  Self-Assessment statements                                                              M *(SD)*
  --------------------------------------------------------------------------------------- -----------------
  I recognise the main ideas when reading texts in my course textbooks                    2.76 (*1*.*00*)
  I can locate the information that I need in a general text in a quick and easy manner   2.65 (*0*.*88*)
  I can comfortably read complex lengthy texts, stories and articles                      1.84 (*1*.*19*)
  I can freely write my opinion on a variety of topics                                    2.29 (*0*.*94*)
  I can take notes during lectures                                                        2.49 (*1*.*03*)
  I can build up my arguments in a logical way within an essay                            1.62 (*1*.*16*)
  I can understand informal conversations on common topics                                2.76 (*0*.*93*)
  I can easily follow lectures and presentations when they are conveyed clearly           2.90 (*0*.*82*)
  I can understand the news on the radio or TV                                            2.35 (*0*.*99*)
  I can express myself confidently within informal life situations                        2.68 (*0*.*86*)
  I can present an academic topic in front of my class                                    2.03 (*1*.*24*)
  I can participate in an academic argument during lectures                               2.11 (*1*.*06*)

Target word learning (RQ1) {#sec017}
--------------------------

We first report participants' knowledge of the target and control words before and after the training. As expected, before training participants knew only a minority of the 24 target (M = 4.61, *SD* = 4.40) and 24 control (M = 3.75, *SD* = 3.39) words. This number of known words was larger than expected based on the norming study, where participants scored, on average, below 3 for both the target and control words. Compared to the norming study, there is thus a somewhat larger than expected proportion of target and control words that cannot be learned because they are already known. Nevertheless, the vast majority of words are unknown, avoiding a ceiling effect and leaving room for additional learning during training. In line with the number of target words known before training, participants also reported knowing only a minority of target words during training (M = 6.56, *SD* = 4.85), with slightly lower numbers when adjusted for accuracy, i.e. for words that participants reported as knowing and that were also scored as correct (M = 5.11, *SD* = 4.58). After training, participants had substantially increased their knowledge of the 24 target words (M = 9.97, *SD* = 6.05), but numerically less so for the 24 control words (M = 5.43, *SD* = 3.71).

We then assessed whether the training sessions yielded a learning effect at all by analysing whether participants showed more learning for target words compared to control words. [Fig 2](#pone.0236798.g002){ref-type="fig"} shows the mean vocabulary learning effect, i.e. the average increase in correctly translated words from pre-test to delayed post-test, for target and control words. This was calculated by subtracting the score for correctly translated words in the pre-test from that in the delayed post-test. Importantly, our calculation of the learning effect takes into account the two groups' pre-knowledge of the target words, i.e. their knowledge before training, and therefore rules out that the learning effect is merely due to the two groups differing in their knowledge of the target words before the training sessions. A Welch two sample t-test showed that the mean learning effect is significantly higher for trained words than control words (*t* = 6.54, *df* = 100.45, *p* \< 0.001). Cohen's *d* = 1.18 (confidence interval: 0.80--1.57) shows a large effect size.

![Mean learning effect for trained and control words.](pone.0236798.g002){#pone.0236798.g002}

We then conducted two additional analyses focusing on the target words only. First, a pairwise comparison analysis gauged how the number of target words self-reported as known (i.e. words that participants translated in the response column for known words during training) and actually known (i.e. words that participants *correctly* translated in the response column for known words) during the training session compared to the number of target words known in the pre- and delayed post-tests. Pairwise comparisons were calculated from a mixed effects model using a Poisson distribution for count data with number of known words as the dependent variable and context (self-reported-as-known during training, actually known during training, pre-test, and delayed post-test), i.e. the context in which word knowledge was measured, as the independent variable. Random intercepts for participants were also included in the model. The results are shown in [Table 4](#pone.0236798.t004){ref-type="table"}, and confirm that participants' knowledge of target words was significantly higher in the delayed post-test not only compared to the pre-test, but also compared to words reported as known and words actually known during training. Additionally, target word knowledge for the pre-test and actual knowledge during training did not differ significantly, suggesting that while learning did occur from training to delayed post-test, we find no evidence for learning from pre-test to training. Finally, participants' self-reported knowledge of target words during training was significantly higher than their actual knowledge of target words for both the pre-test and during training, indicating that they significantly over-reported their word knowledge during training.

10.1371/journal.pone.0236798.t004

###### Post-hoc tests for knowledge of target words across different contexts.
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  contexts                                       β       SE     t        p
  ---------------------------------------------- ------- ------ -------- ----------
  pre-test vs. self-reported as known            -0.35   0.05   -6.41    \< 0.001
  pre-test vs. actually known                    -0.10   0.06   -1.78    = 0.28
  pre-test vs. delayed post-test                 -0.77   0.05   -15.17   \< 0.001
  self-reported-as-known vs. actually known      0.25    0.05   4.67     \< 0.001
  self-reported-as-known vs. delayed post-test   -0.42   0.05   -9.24    \< 0.001
  actually known vs. delayed post-test           -0.67   0.05   -13.61   \< 0.001

Second, a correlation analysis shows that the number of target words self-reported as known and actually known during training is highly correlated (t = 22.54, df = 59, p \< 0.001, R^2^ = 0.9), with 90% of the variability in self-reported knowledge explained by the variability in actual knowledge.

Word learning through lexical inferencing vs. dictionary consultation (RQ2) {#sec018}
---------------------------------------------------------------------------

We first report participants' knowledge of the target words learned through inferencing vs. dictionary consultation before and after the training. Before training, participants received similar scores for the 12 target words that they would be asked to guess (M = 2.24, *SD* = 2.41) and for the 12 target words that they would be asked to look up (M = 2.38, *SD* = 2.36) during training. After training, participants had substantially increased their knowledge of both the 12 target words that they were asked to guess (M = 5.04, *SD* = 3.04) and the 12 target words that they were asked to look up (M = 4.93, *SD* = 3.52).

We then tested whether participants showed a larger learning effect for words that they guessed than for words that they looked up in a dictionary. [Fig 3](#pone.0236798.g003){ref-type="fig"} shows the mean vocabulary learning effect for the two learning conditions, calculated as above to control for participants' pre-knowledge of target words. A paired t-test found no evidence that guessing words from context yields a significantly larger learning effect than looking words up in a dictionary (*t* = 0.59, *df* = 119.85, *p* = 0.55). In line with this, Cohen's *d* = 0.11 (confidence interval: -0.25--0.47) is negligible.

![Mean learning effect for dictionary training and guessing training.](pone.0236798.g003){#pone.0236798.g003}

Factors influencing word learning (RQ3) {#sec019}
---------------------------------------

Next, two separate generalized linear models explored which factors influenced the mean vocabulary learning effect (a) for words that participants guessed and (b) for words they looked up in the dictionary. The independent variables were participants' vocabulary size (pre-test score from the XK_Lex; numeric from 0 to 10000), previous knowledge of the trained words (pre-test score for target words from the translation task, numeric from 0 to 24), success in guessing during training (score for correctly guessed words divided by the total number of words guessed; numeric from 0 to 1), success in correctly looking up words during training (score for correctly looked-up words divided by the total number of looked-up words; numeric from 0 to 1), and success in correctly answering the comprehension questions during training (number of correctly answered comprehension questions; numeric from 0 to 8). The dependent variable for the first model was the mean vocabulary learning effect for words that participants encountered in the guessing condition during training (delayed-post-test minus pre-test score for guessed words from the translation task; numeric from -12 to 12); The dependent variable for the second model was the mean vocabulary learning effect for words that participants looked up during training (delayed-post-test minus pre-test score for looked-up words from the translation task; numeric from -12 to 12).

All independent variables were centred prior to analysis to minimize collinearity. Independent variables that did not significantly contribute to model fit were removed from the models in a step-wise procedure to yield the final statistical models. The model for the guessing condition revealed three significant main effects, showing that the higher participants' pre-test vocabulary size (β = 0.001; *SE* = 0.0006; *t* = 2.03; *p* \< 0.05) and the better participants were at guessing correctly (β = 2.39; *SE* = 1.03; *t* = 2.33; *p* \< 0.05), the better they learned the words in the guessing condition. Furthermore, the more words participants already knew before training, the lower their learning effect in the guessing condition (β = -0.22; *SE* = 0.09; *t* = -2.46; *p* \< 0.05). The marginal R-squared \[[@pone.0236798.ref088]\] for the model is R^2^~m~ = 0.17, suggesting that 17% of the variance in the data can be explained by the fixed factors.

Various authors have emphasized the need for large lexical coverage, which requires a sufficiently high vocabulary size to be able to understand a text and infer unknown words successfully \[[@pone.0236798.ref033]\]. We therefore conducted an additional analysis to test for a possible relationship between vocabulary size and guessing. This additional generalized linear model had vocabulary size as independent variable and success in guessing as dependent variable. The results showed that participants with higher vocabulary knowledge were significantly more successful at guessing from context than participants with lower vocabulary knowledge (β = 0.0001; *SE* = 0.00006; *t* = 2.89; *p* \< 0.01).

The final statistical model for the look-up condition revealed only one main effect showing that the higher participants' vocabulary size, the better they learned the words in the look-up condition (β = 0.001; *SE* = 0.0004; *t* = 3.00; *p* \< 0.01). The marginal R-squared for the model is R^2^~m~ = 0.13, suggesting that 13% of the variance in the data can be explained by participants' vocabulary size.

Discussion {#sec020}
==========

The current study found a clear learning effect for the words trained in the study, with a statistically significantly higher learning effect for target words compared to control words. Words trained through lexical inferencing and dictionary consultation produced similar learning effects, suggesting that both learning methods are equally effective for the current learner group. Learners' vocabulary size predicted the size of their learning effect in the guessing and look-up conditions. Specifically, the larger participants' vocabulary size, the larger their learning effect. The learning effect in the guessing condition was additionally influenced by the number of words that participants already knew during training, with higher previous knowledge related to lower learning effects, and by participants' success in guessing correctly, with participants who were better at guessing correctly showing a larger learning effect.

Target word learning {#sec021}
--------------------

The first research question (RQ1) investigated whether learners' retention in the delayed post-test for words that were trained in the two training sessions was better than their retention for words that were not trained. Our results indicate that this was indeed the case. This suggests that encountering a word while reading for comprehension and engaging with the word by either guessing its meaning from context or looking it up in a dictionary yields a larger learning effect than vocabulary learning that would have occurred anyway during the duration of the study. The trajectory of actual and self-reported target word knowledge throughout the study confirmed the significant learning effect: Participants knew significantly more target words in the delayed post-test than in the pre-test and during training. Even though participants' self-reported knowledge of target words during training overestimated their actual knowledge of target words both during training and in the pre-test, their actual target word knowledge in the delayed post-test still significantly exceeded their self-reported knowledge during training. It is thus not merely the case that learners retained the same amount of knowledge that they reported during training. Instead delayed post-test knowledge of target words significantly exceeds all three prior measures of target word knowledge. These findings emphasize the substantial role of the examined VLS (lexical inferencing and dictionary consultation) on vocabulary learning.

The current results suggest that the trained words were processed in a sufficiently deep and meaningful manner within the context in which they appeared, resulting in enhanced retention. In contrast, most control words were only encountered in isolation and without any contextual cues for learning \[[@pone.0236798.ref089]\] during the pre- and delayed post-tests, resulting in significantly less retention. Generally, rich and deep semantic processing is believed to facilitate the learning process \[[@pone.0236798.ref090]\]. The current results are also in line with prior-mentioned studies in which lexical inferencing and dictionary consultation are considered as strong predictors of vocabulary retention \[[@pone.0236798.ref018],[@pone.0236798.ref063]\].

Word learning through lexical inferencing vs. dictionary consultation {#sec022}
---------------------------------------------------------------------

Our second research question (RQ2) explored whether a larger learning effect would be observed for words that participants guessed in the two training sessions compared to words that they looked up in a dictionary. Results revealed a similar learning effect across the two learning situations. These findings are consistent with Çiftçi and Üster's \[[@pone.0236798.ref062]\], Mondria's \[[@pone.0236798.ref063]\] and Zaid's \[[@pone.0236798.ref018]\] outcomes, in which lexical inferencing produced similar levels of retention as dictionary consultation. It seems that both VLS play similar roles in building learners' vocabulary knowledge.

This result is also consistent with the predictions of the Involvement Load Hypothesis \[[@pone.0236798.ref026]\] and Technique Feature Analysis \[[@pone.0236798.ref027]\]. Both approaches suggest similar processing depth and elaboration for lexical inferencing and dictionary consultation, as implemented in the current study. In line with this, both VLS showed a comparable learning effect. In fact, the similar levels of processing depth of both VLS according to the Involvement Load Hypothesis and Technique Feature Analysis might be a possible explanation for the finding that both strategies led to similar levels of word learning and retention. Furthermore, both approaches suggest that lexical inferencing and dictionary consultation, again as implemented in the current study, involve relatively deep processing and elaboration. In line with this, participants showed a significant learning effect for target words compared to control words even though they encountered each target word only once during training. Engagement with each target word during this single encounter sufficed to yield a measurable learning effect.

However, our results are not consistent with some studies that have highlighted the superiority of one strategy over the other in terms of impact on learners' vocabulary retention level. For instance, Akpınar et al. \[[@pone.0236798.ref020]\], Shokouhi and Askari \[[@pone.0236798.ref091]\] and Shangarfam et al. \[[@pone.0236798.ref017]\] found that inferencing is more efficient than dictionary use. Most studies linked such findings to the deep mental processes involved in inferencing, as a learner will need a combination of cognitive techniques, linguistic clues and world knowledge to determine the meaning of a word. According to Van Parreren \[[@pone.0236798.ref092]\], inferencing engages many mental processes, such as determining the word form and linking current context with one's background knowledge. Such cognitively meaningfully processed materials enrich retention \[[@pone.0236798.ref093]\].

Other studies highlighted the role of dictionary consultation as a strong predictor of learners' vocabulary retention (e.g. \[[@pone.0236798.ref016],[@pone.0236798.ref019],[@pone.0236798.ref061]\]). Dictionary use often provides different aspects of word knowledge besides the meaning, for instance, the word's pronunciation, synonyms, derivatives and example sentences or phrases \[[@pone.0236798.ref019]\]. All this information can establish a cognitive network or foothold for the target word in the learner's mind.

While both lexical inferencing and dictionary consultation involve a fair amount of cognitive engagement, the kind of engagement seems to differ across the two VLS. For example, Amirian and Momeni \[[@pone.0236798.ref016]\] found that learners who applied guessing techniques paid more attention to word roots and meaning than morphological and phonological features. Moreover, successful lexical inferencing usually requires a high L2 proficiency level and an adequate vocabulary size \[[@pone.0236798.ref034],[@pone.0236798.ref042],[@pone.0236798.ref043]\], whereas even beginning learners can successfully use a bilingual dictionary. Interestingly, participants in the current study benefited equally from dictionary consultation and lexical inferencing, even though their average vocabulary size of 3331 was somewhat below the suggested 98% text coverage needed for adequate comprehension and successful lexical inferencing. Specifically, knowledge of about 4000 word families is needed for 98% text coverage for the four texts used in the current study, with 3000 word families yielding only 95% text coverage, which is likely to lead to adequate text comprehension only in a small minority of learners \[[@pone.0236798.ref094]\]. This suggests that learners whose vocabulary sizes allow them less than 98% of text coverage can successfully engage in lexical inferencing.

Our findings indicate that both VLS methods lead to higher learning than the baseline, but we found no evidence that inferencing lead to higher learning than dictionary use or vice versa. Discrepancies of our results with previous findings could be linked to many factors, such as the applied methodological approach, learners' vocabulary size, learning styles, proficiency levels or learners' motivation to participate in the study. For example, Shangarfam et al. \[[@pone.0236798.ref017]\] differs from the current study in relevant ways. While VLS was a within-participant factor in the current study, Shangarfam et al. \[[@pone.0236798.ref017]\] used a between-participant design, where each participant engaged in either lexical inferencing or dictionary consultation (see e.g. \[[@pone.0236798.ref019],[@pone.0236798.ref093]\], for other studies where VLS was a between-participant factor). Thus, Shangarfam et al. \[[@pone.0236798.ref017]\] may have found higher learning from inferencing than dictionary use due to individual differences in participants' retention abilities or engagement with the task. Furthermore, Shangarfam et al. \[[@pone.0236798.ref017]\] explicitly taught participants how to apply these two strategies. One possibility is therefore that inferencing leads to higher learning than dictionary use, but only if students are aware of or have been trained in proper inferencing strategies. There is, however, evidence that not all inferencing strategies need to be explicitly taught. For example, using a think-aloud protocol, Yayli \[[@pone.0236798.ref095]\] found that learners naturally used some guessing strategies, for example cohesive ties, such as anaphora, conjunctions, causal cohesion etc., as clues to guess word meaning. In addition, not all studies have found that inferencing strategies lead to higher retention than dictionary consultation even when participants are taught inferencing strategies. For example, Amirian and Momeni \[[@pone.0236798.ref016]\] found that high school students who were explicitly told the target words' meanings and experienced the words in suitable contexts outperformed students who were taught how to infer target words' meanings from context. One possible explanation for this finding is that participants, particularly at lower proficiency levels, may not successfully use inferencing strategies even if explicitly taught. Alternatively, experiencing target words in meaningful sentences after being provided the correct translation might have impacted the words' recall.

Azin et al. \[[@pone.0236798.ref093]\] also found higher learning for inferencing over dictionary consultation. Their control group was explicitly taught the target words' meanings, whereas their experimental group was asked to infer the target words from provided context. The experimental group additionally had the opportunity to verify their guess by using a dictionary. The differences in results between Azin et al. \[[@pone.0236798.ref093]\] and the current study may be related to this additional verification method. For example, it is possible that guessing followed by verifying the correct meaning may lead to better retention than simply inferring the target words' meanings because the combination of guessing and verifying may lead to deeper engagement with the lexical items than guessing alone. However, Mondria \[[@pone.0236798.ref063]\] found no advantage for guessing-plus-verifying compared to dictionary consultation in terms of learning, but guessing-plus-verifying took reliably longer than just dictionary consultation, suggesting that guessing-plus-verifying is less efficient than dictionary consultation alone. Furthermore, guessing and verifying prevents participants from guessing incorrectly and potentially learning incorrect meanings for lexical items. In fact, the current results are fully compatible with the idea that guessing can lead to no learning and possibly even incorrect learning. We found that participants who were better at guessing the correct meanings of target words during the training also showed higher learning than participants who were less successful at guessing correctly during the training. The above result means that, on the flip-side, participants who more frequently guessed incorrectly during training showed less learning, and the reason for this may be that the incorrect guesses during training lead them to learn an incorrect meaning for some items.

The present finding raises questions about what skills are needed for successful inferencing and whether strategies should explicitly be taught or should be adopted naturally in the language learner. Based on their results, Shangarfam et al. \[[@pone.0236798.ref017]\] argue that inferencing strategies should be explicitly instructed. However, inferencing requires the application of many processing strategies, including the use of extra-textual clues. That is, a text may not always provide enough information to infer the correct meaning and one has to rely on one's own knowledge for successful inferencing \[[@pone.0236798.ref096]\]. In the current study, participants were not explicitly taught guessing strategies, but were simply told to guess in order to let them naturally apply these techniques.

Factors influencing word learning {#sec023}
---------------------------------

Our third research question (RQ3) explored various factors that may influence the vocabulary learning effect when participants are guessing from context or looking words up in a dictionary. As our results suggest that vocabulary size influences word learning in various ways, we begin by discussing the implications of using a vocabulary size test involving self-report rather than a demonstration of knowledge, such that learners' personal characteristics may have influenced their vocabulary size score in the current study. For example, some learners may have ticked a word only if they are absolutely sure that they knew both the word form and meaning, whereas others may have ticked words that simply looked familiar to them. The results from the XK_Lex may thus reflect personality traits in addition to different vocabulary sizes. To what extent the scores derived by the XK_Lex are influenced by differences in personalities is not entirely clear. Studies in a US context have found that self-reported L1 vocabulary knowledge is either highly correlated with actual vocabulary knowledge \[[@pone.0236798.ref097]\] or that speakers moderately overestimate their vocabulary knowledge \[[@pone.0236798.ref098]\]. However, there are cross-cultural differences in accurately estimating and overestimating one's knowledge. For example, Vonkova et al. \[[@pone.0236798.ref099]\] found that students in East Asia estimate their knowledge highly accurately, but students in Southern and Central America do not. Furthermore, students in Southern Europe tend to exaggerate their knowledge more than those in Western Europe. However, there seems to be no consistent pattern in terms of accurately estimating and overestimating knowledge across the Middle East. Since Saudi Arabia is not included in Vonkova et al.'s study \[[@pone.0236798.ref099]\], it is not clear how students with this particular cultural background would fare in terms of accuracy and exaggeration of estimated knowledge.

Our own results from the training sessions, where we measured self-reported and actual knowledge of known target words, suggest that learners in the current study overestimated their knowledge of target words to a small to moderate extent. We additionally found that self-reported and actual knowledge of known target words was highly correlated. This shows that while participants over-reported their knowledge of target words during training, their reporting is highly consistent, namely consistently somewhat higher than their actual knowledge of target words. It seems reasonable to suggest that participants may have been equally consistent in over-reporting word knowledge in the XK_Lex. We would therefore like to suggest that participants may have overestimated their vocabulary knowledge in the XK_Lex test, which may have led to somewhat inflated vocabulary sizes in the current study, but that any possible effects of personality traits on the results of the XK_Lex are likely to be small. Nevertheless, this possible limitation of the XK_Lex test should be kept in mind in the following discussion.

First, we found that learners with a higher vocabulary size showed a larger vocabulary learning effect than learners with a lower vocabulary size in the guessing condition. In addition, participants with a larger vocabulary size were significantly more successful at guessing from context than participants with a lower vocabulary size. These results are in line with some previous studies \[[@pone.0236798.ref038],[@pone.0236798.ref042]\] and with the claim that vocabulary knowledge plays an important role in language acquisition (e.g. \[[@pone.0236798.ref008],[@pone.0236798.ref100]--[@pone.0236798.ref102]\]). This finding also supports the notion that substantial prior vocabulary knowledge is needed to guess meaning from context correctly and efficiently. Specifically, Huckin and Coady \[[@pone.0236798.ref103]\] suggested that in order to guess meaning successfully from context, a learner must have high lexical coverage so as to identify most of the surrounding lexical items. Similarly, Nation \[[@pone.0236798.ref008]\] claims that successful inferencing relies on learners' lexical knowledge. Higher vocabulary size eases the inferencing attempt as the more vocabulary learners know, the more text coverage they have and the more effective their guessing will be.

However, our results suggest that text coverage of less than 98% \[[@pone.0236798.ref031],[@pone.0236798.ref033]\] may be sufficient for successful inferencing. Specifically, we propose that our participants' average vocabulary size likely corresponded to only about 95% text coverage, which likely leads to adequate text comprehension only in a minority of cases \[[@pone.0236798.ref031],[@pone.0236798.ref094]\]. While it is not entirely clear how participants' vocabulary knowledge, which is calculated in lemmas in the current study, translates into word families, we can estimate a reasonable range. Specifically, Lextutor's \[[@pone.0236798.ref086]\] vocabulary profiler determined that our texts contained between 1.10 and 1.18 word types per word family. This means that the 3000 word families needed for 95% text coverage for our texts correspond to a vocabulary size ranging anywhere from 3000 to 3540 (i.e. 3000 x 1.18) lemmas. Participants' actual average vocabulary size of 3331 lemmas is within this range. In contrast, the 4000 word families needed for 98% text coverage convert to a vocabulary size within the range of 4000 to 4720 (i.e. 4000 x 1.18) lemmas, which is above the average vocabulary size in the current study. While the above estimates give us a reasonable range of how word families relate to lemmas for the texts used in this study, we should also point out that the relationship between lemma knowledge and word family knowledge is not straightforward. Studies suggest an average number of 4 members per word family for English \[[@pone.0236798.ref080],[@pone.0236798.ref104]\]. However, knowing one member of a family does not equate knowledge of all family members. For example, Kremmel and Schmitt's \[[@pone.0236798.ref105]\] data suggest that knowing the meaning of a base word allows connecting other word family members to the base word in only about 73% of cases \[[@pone.0236798.ref080]\]. Keeping these caveats in mind, we tentatively suggest that our participants likely had about 95% text coverage, but on average did not reach 98% text coverage. Thus, while we did find that participants with larger vocabulary size and thus likely higher text coverage for the particular texts used here learned more effectively through inferencing and were more successful at guessing correctly, participants in the current study overall likely had an average vocabulary knowledge below that suggested for successful inferencing. Our results thus confirm the importance of text coverage for successful inferencing, but suggest that in some cases learners may be able to successfully engage in lexical inferencing despite not reaching 98% text coverage.

It is possible that learners in the current study overall could engage in successful inferencing despite their relatively low vocabulary size because we chose reading texts from textbooks geared towards their level of knowledge. These texts may include cues that allow even learners with less text coverage to engage in successful inferencing. To tentatively explore this idea, we probed which target words were learned most successfully during the study and which cues might have contributed to this. Two patterns emerged: First, participants seemed to have particular trouble with words that appeared in a list, as in *Cognitive processes include* [*perception*]{.ul}, *thinking*, *problem-solving*, *memory*, *language and attention* or *At least until the start of schooling*, *the family is responsible for teaching children cultural values*, *attitudes*, *and* [*prejudices*]{.ul} *about themselves and others*. Lists do not provide any specific cues as to how the words listed are related, which may explain why target words found in lists were comparatively difficult to learn. In addition, unfamiliar words contained in lists may not be of high importance for text comprehension as a whole. Some of the words that were learned most successfully were attributive adjectives, such as [*diverse*]{.ul} *issues* or [*glamorous*]{.ul} *magazine*, and adverbs, as in *The iceman's hair was* [*neatly*]{.ul} *cut* or *\[S\]ociology was born out of a concern with this* [*rapidly*]{.ul} *changing character of the modern*, *industrial world*. Here, the meaning of both adjectives and adverbs is constrained by the nouns and verbs that they modify. For example, in the iceman example above, *neatly* modifies *cut* in the context of *hair*, which constrains the possible meanings for *neatly* to a manner of hair having been cut. Such constraints can aid guessing (as well as dictionary consultation) and act as cues to support the vocabulary acquisition process. In contrast, nouns modified by an adjective, as in *Cognition is based on a person's mental* [*representations*]{.ul} *of the world*, *such as images*, *words*, *and concepts*, tended to yield moderate learning gains. It is possible that adjectives do not constrain the meaning of the nouns that they modify as much as nouns constrain the meaning of the adjectives that can modify them.

Second, we found that learners with a higher vocabulary size showed a larger vocabulary learning effect than learners with a lower vocabulary size not only in the inferencing condition, but also in the dictionary condition. This novel result expands on previous findings as it highlights that successful vocabulary learning through dictionary use also relies on learners' vocabulary size. It seems that even when engaged in dictionary consultation, a strategy that even beginning learners can use successfully, a solid vocabulary base supports vocabulary learning. It is possible that learners with larger vocabularies could integrate and connect the words that they looked up more easily into their mental lexicon than learners with smaller vocabularies. This result thus puts into perspective Krashen's \[[@pone.0236798.ref106]\] idea that dictionary consultation is especially suited for novice L2 learners. Overall, our results support the idea that vocabulary knowledge is important for a wide range of tasks, even for such simple tasks as looking up words in a dictionary.

We further found that the more words participants already knew during training, the lower their learning effect in the guessing condition. This effect is most likely simply related to the experimental design. Participants who already knew many of the twelve target words that they were asked to guess during training could not learn many words. For example, a participant who already knew six of the twelve words, could only learn six words through guessing. In contrast, a participant who knew none of the twelve words, could potentially learn all twelve words through guessing. While our norming study ensured that participants overall knew few of the target words that they would be asked to learn during training, there were individual differences among learners that were beyond our control.

Finally, we found that the better participants were at guessing correctly, the better they learned the words in the guessing condition. Conversely, participants who were less successful as guessing the correct meaning, showed less learning. Our results therefore support the idea that guessing is risky because incorrect guesses may lead to learning incorrect meanings for vocabulary items. This result is in line with Huckin and Coady's \[[@pone.0236798.ref103]\] observation that inferencing is an imprecise technique, which may be problematic if a reading task asks for precise meanings. In the current study, participants who were less successful at guessing correctly may not have been entirely wrong, but may have guessed a lexical item related to the target translation. Interestingly, Mondria \[[@pone.0236798.ref063]\] found that words that were incorrectly inferred prior to verification were retained better than words that were correctly inferred before verification. This suggests that incorrect inferences are risky, but the process of discovering that a guess was incorrect seems to be beneficial for learning.

Conclusion {#sec024}
==========

In conclusion, the results from the current study suggest that both lexical inferencing and dictionary consultation led to substantial vocabulary learning over the course of the study. A larger vocabulary size at the beginning of the study supported acquisition of words trained through lexical inferencing, but also through dictionary consultation. The amount of learning of the particular words trained was thus influenced by participants' prior vocabulary size. In addition, learning through inferencing was also influenced by previous knowledge of the target words and how successful learners were at guessing correctly.
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Dear Dr. Foltz,

Thank you for submitting your manuscript to PLOS ONE. After careful consideration, we feel that it has merit but does not fully meet PLOS ONE's publication criteria as it currently stands. Therefore, we invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

I am sorry to have kept you waiting. Your manuscript (PONE-D-19-34526) was reviewed by two experts on language learning, and their comments are appended at the bottom of this letter. As you will see, they saw some merits in your study but also provided several major concerns. As an academic editor, I have read the manuscript myself. My view on the current version of your manuscript largely overlaps with the reviewers\'.

Both Reviewers stated that the vocabulary size increase addressed under the research questions 4 and 5 is not easily acceptable. They both pointed out that, as you yourself mentioned in the manuscript, it might be merely due to the fact the learners took the same test twice. If you choose to revise your manuscript, I strongly request that you focus on the research questions 1, 2, and 3 (and remove 4 and 5). The two reviewers also request that some methodological details (e.g., target words, texts, dictionary) should be provided. I agree.

Given Reviewer 1\'s suggestion to request \"Minor Revision\" and Reviewer 2\'s suggestion to \"Reject,\" my editorial decision here is \"Major Revision.\" If and only if you find it possible to satisfy the reviewers\' and my requests, please revise and resubmit your manuscript. Please note that this does not guarantee eventual acceptance of your manuscript. If resubmitted, depending on the quality of the revised manuscript, I might try to send it to the same reviewers or reject it right away at the editorial stage. Whether or not you resubmit to PLOS ONE, I hope that you will find the present reviews beneficial to your study.

Finally, there are some more minor issues:

line 52: VLS strategies

-\> VLS (because S stands for strategy)

line 222: Likert scale always

-\> scale: always

line 208: relevant for the current

-\> relevant for the current \... what?

lines 243, 247: \"family = poisson\"

-\> These analyses are not for count data. Please reconsider or justify your analyses.

line 280: \"used as a general estimate of proficiency\"

-\> What kind of proficiency are you talking about here? Did you use GPAs as a general estimate of language proficiency?

line 303: \"at the same time\"

-\> This sounds slightly misleading. What about \"within the same session\"?

line 348: \"Participants\' average \....

-\> I found this line slightly awkward and difficult to understand.  You are talking about the difference in proficiency\... are you?

We would appreciate receiving your revised manuscript by Apr 09 2020 11:59PM. When you are ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter.

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). This letter should be uploaded as separate file and labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. This file should be uploaded as separate file and labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. This file should be uploaded as separate file and labeled \'Manuscript\'.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

We look forward to receiving your revised manuscript.

Kind regards,

Koji Miwa, Ph.D.

Academic Editor

PLOS ONE

Journal Requirements:

When submitting your revision, we need you to address these additional requirements.

1\. Please ensure that your manuscript meets PLOS ONE\'s style requirements, including those for file naming. The PLOS ONE style templates can be found at

<http://www.journals.plos.org/plosone/s/file?id=wjVg/PLOSOne_formatting_sample_main_body.pdf> and <http://www.journals.plos.org/plosone/s/file?id=ba62/PLOSOne_formatting_sample_title_authors_affiliations.pdf>

2\. Your ethics statement must appear in the Methods section of your manuscript. If your ethics statement is written in any section besides the Methods, please move it to the Methods section and delete it from any other section. Please also ensure that your ethics statement is included in your manuscript, as the ethics section of your online submission will not be published alongside your manuscript.
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1\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Yes

Reviewer \#2: Partly
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2\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: Review of PONE-D-19-34526

Overall I find the study well designed and executed and the paper well-presented and thorough. I find the research questions to be answered appropriately by the method and analysis, though I am a little more skeptical than the authors about the reasons for increased vocabulary size over the duration. My hunch is that it is primarily a practice effect from taking the same test twice. I feel this makes RQs 4 and 5 somewhat unnecessary. Nevertheless, the authors' approach to these questions and the discussion that they provide is interesting and well supported. Therefore, I recommend minor revisions but would suggest some more hedging and consideration of the counter-arguments regarding the increase in vocabulary size.

Major comments

My major concern reading the paper was the increase in vocabulary size (addressed in RQ4 and RQ5). The average increase of 506 words over five weeks is barely believable in terms of normal second language word learning, but when considering that this increase is actually derived from an increase in the average score of just five words (5.06 words, without considering distractors), it becomes more realistic. The authors provide a very well-researched and argued discussion (line 648\~) of this finding, which makes the finding reasonably palatable. Nevertheless, it requires a little more explanation. At present, only one sentence mentions "Finally, participants completed the same test twice within a period of five weeks, which may have somewhat inflated the scores of the second test" (lines 668-669). To me, this is what I assumed while reading the paper, from the RQs onwards. Basically, I was puzzled why vocabulary size was measured twice in such a short duration using exactly the same test -- it seems obvious that the test itself would play some role in learning, especially if it contains the same items. The first test provides an opportunity to notice words that are only partly known or completely unknown, followed by potential opportunities to learn these words during the learning period, resulting in an overall increase in vocabulary size on the second test. This narrative does seem to fit with the research though -- that is, focused training on vocabulary learning should in fact provide this kind of learning opportunity. Nevertheless, I think one sentence does not quite do justice to the most likely reason why such a large increase in vocabulary size was observed, that is, a practice effect.

Also, on re-reading the Method section I noticed on line 276 that the formula may partly explain the increase in vocabulary size over the duration. Incorrect guessing (i.e., selecting pseudowords) is penalized in the formula; therefore, it is plausible that the increase in vocabulary size over the five weeks may also be partly due to reduced guessing (or increased awareness of) pseudowords the second time that participants took the test. Basically, this adds weight to the counter-argument that the increase in vocabulary size was due to a practice effect of taking the same test twice, rather than a real increase in word knowledge over the period.

Minor points

\- line 89 - change 'brain" to 'lexicon'

\- Could the target/control words be included as an appendix?

\- Were any of the items borrowed words (loanwords) sharing form and meaning in Arabic and English? I assume not, but this should be mentioned at some point when describing the materials because cognates/loanwords are often easier to learn than non-cognates/non-loanwords.

\- Replace 'mean' with M, 'estimate' with β, and 'std.error' with SE in the text?

\- Line 231 - why was a GLM with quasipoisson distribution used instead of a non-parametric two-group test (e.g. wilcoxon test)?

\- L243 - as above, why was a GLM with Poisson distribution used instead of t-test? I think a sentence should be provided explaining use of GLMs for these two-group comparisons.

\- L266-268 this sentence needs correcting for grammar

\- L307 - avoid contractions

\- L339 - 'test session' should be 'training session' I think

\- L363 - participants knew M=9.2 of 24 target words before training. Describing this as a 'minority' is true, but it is still a large proportion of target words that cannot be learned because they are already known.

Reviewer \#2: This study follows a within-participants experimental design to analyse and compare the effectiveness of two vocabulary learning strategies, i.e., lexical inferencing and dictionary consultation, in the vocabulary development of undergraduate EFL learners. The participants had to learn a total of 24 target words using these two vocabulary strategies (12 words in each) over two training sessions. After the treatment, participants had to complete a translation task including the 24 target words and 24 control words, a vocabulary size checklist and a vocabulary strategies questionnaire. Generalised linear models showed that participants' knowledge of the target words improved to a similar extent under both learning conditions, suggesting that the two strategies have a comparable learning effect on vocabulary development. This learning was also affected by the participants' vocabulary size, with larger breadth of vocabulary leading to larger learning gains in both conditions. The authors also claim that learners' vocabulary size increased as a result of the treatment and discuss the factors that might have led to this increase.

This study is interesting and generally well though through, and there is certainly merit in examining the effect of these two very popular learning strategies in L2 vocabulary development. However, the manuscript in its current form does not meet the quality requirements to warrant publication in PLOS ONE. The paper attempts to address many research questions, which consequently has affected the coherence of the paper and the discussion of the main aim. More importantly, there are certain methodological issues that required more rigorous control and consideration and have affected the quality of the results and the discussion.

These and other issues are described below in more detail, along with comments and suggestions on how they might be addressed in order to warrant publication in future attempts.

See attached pdf for more comments.
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6\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No

\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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Dear Dr. Foltz,

Thank you for submitting your manuscript to PLOS ONE. After careful consideration, we feel that it has merit but does not fully meet PLOS ONE's publication criteria as it currently stands. Therefore, we invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

Your manuscript (PONE-D-19-34526_R1) was reviewed by the same two experts from the previous round. As you will see below, both reviewers commented that you revised the manuscript well to the extent that it is now almost ready for publication. I agree with both reviewers. I found the manuscript easier to read, with the story revised properly and necessary information supplied sufficiently. 

Although your journey is almost coming to the end, I would like to direct your attention to further suggestions provided by Reviewer 2. I find the reviewer\'s concern important. In your revision, I request that you respond to Reviewer 2\'s comments fully and revise the text appropriately. 

We would appreciate receiving your revised manuscript by Jul 02 2020 11:59PM. When you are ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter.

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). This letter should be uploaded as separate file and labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. This file should be uploaded as separate file and labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. This file should be uploaded as separate file and labeled \'Manuscript\'.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

We look forward to receiving your revised manuscript.

Kind regards,

Koji Miwa, Ph.D.

Academic Editor

PLOS ONE
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Reviewer \#1: All comments have been addressed

Reviewer \#2: All comments have been addressed

\*\*\*\*\*\*\*\*\*\*
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The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Yes

Reviewer \#2: Yes
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3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

Reviewer \#2: Yes
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4\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

Reviewer \#2: Yes
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6\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: The authors have comprehensively addressed both reviewers\' comments and have made significant revisions that have improved the manuscript considerably. I am happy to recommend that this paper be accepted. There are just a handful of minor textual clarifications that I believe need addressing to finalise the paper for publication.

1\) I think a little reworking of the text is needed from lines 107 and 720. In these sections, the authors discuss the estimated lexical knowledge required for successful inferencing, citing Nation, who suggests 98% coverage needed for lexical inferencing, and Laufer & Ravenhorst-Kalovski, who say knowledge of 8-9000 words needed to achieve this coverage. Were these researchers were talking about a specific type of text, that is, academic texts? In other words, to read typical academic texts, knowledge of 8-9000 words is required to reach 98% coverage. The authors do not mention the genre but should do so in the section starting line 107.

Also, in the discussion from line 720 the authors suggest that 98% coverage is perhaps not required for successful inferencing because the participants were successful even though they had average vocabulary sizes of 3-4000 words, not 8-9000 words. But then from line 730 (and also from 429 where the texts are described in the methodology) the authors suggest that the texts used in this study were most likely simpler than typical academic texts, which is why participants could achieve successful inferencing. It is unclear to me whether the 98% coverage at 8-9000 words really applies in this case. Basically 98% coverage depends specifically on the lexis present in the texts and the learners' lexical knowledge (a beginner learner can reach 98% coverage of some children's books). Without reporting the specific number of words and their frequencies in the texts, it is difficult to convincingly challenge the claims by previous researchers.

The argumentation in these sections should therefore be clarified.

2\) I found the following text (from line 690) somewhat misleading as well: "the current results are fully compatible with the idea that just guessing can lead to incorrect learning as we found that participant \[-s missing here\] who were better at guessing the correct meanings of target words during the training also showed higher learning than participants who were less successful at guessing correctly during the training."

It seems to me that the evidence does not suggest that 'guessing can lead to incorrect learning' but instead suggests that 'guessing can lead to no learning'. The authors would may wish to modify the text to resolve this issue.

3\) From line 695: "strategies should explicitly be taught or should arise naturally in the language learner" -- I think the latter part needs changing to "...or should be adopted naturally' or similar. It seems odd to say strategies arise in someone.

Reviewer \#2: See attached document.

I would like to commend the authors for their huge efforts to review and rewrite this manuscript. I feel that these have improved the paper considerably.
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While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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Dear Dr. Foltz,

We're pleased to inform you that your manuscript has been judged scientifically suitable for publication and will be formally accepted for publication once it meets all outstanding technical requirements.

Within one week, you'll receive an e-mail detailing the required amendments. When these have been addressed, you'll receive a formal acceptance letter and your manuscript will be scheduled for publication.

An invoice for payment will follow shortly after the formal acceptance. To ensure an efficient process, please log into Editorial Manager at <http://www.editorialmanager.com/pone/>, click the \'Update My Information\' link at the top of the page, and double check that your user information is up-to-date. If you have any billing related questions, please contact our Author Billing department directly at <authorbilling@plos.org>.

If your institution or institutions have a press office, please notify them about your upcoming paper to help maximize its impact. If they'll be preparing press materials, please inform our press team as soon as possible \-- no later than 48 hours after receiving the formal acceptance. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information, please contact <onepress@plos.org>.
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Koji Miwa, Ph.D.

Academic Editor
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Dear Dr. Foltz:

I\'m pleased to inform you that your manuscript has been deemed suitable for publication in PLOS ONE. Congratulations! Your manuscript is now with our production department.

If your institution or institutions have a press office, please let them know about your upcoming paper now to help maximize its impact. If they\'ll be preparing press materials, please inform our press team within the next 48 hours. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information please contact <onepress@plos.org>.

If we can help with anything else, please email us at <plosone@plos.org>.

Thank you for submitting your work to PLOS ONE and supporting open access.

Kind regards,

PLOS ONE Editorial Office Staff

on behalf of

Dr. Koji Miwa

Academic Editor

PLOS ONE
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