Abstract. Bearing in mind the considerable importance of fuzzy differential equations (FDEs) in different fields of science and engineering, in this paper, nonlinear nth order FDEs are approximated, heuristically. The analysis is carried out on using Chebyshev neural network (ChNN), which is a type of single layer functional link artificial neural network (FLANN). Besides, explication of generalized Hukuhara differentiability (gH-differentiability) is also added for the nth order differentiability of fuzzy-valued functions. Moreover, general formulation of the structure of ChNN for the governing problem is described and assessed on some examples of nonlinear FDEs. In addition, comparison analysis of the proposed method with Runge-Kutta method is added and also portrayed the error bars that clarify the feasibility of attained solutions and validity of the method.
Introduction
After the initiative of constructing fuzzy differential equations sequentially by Zadeh [1] , Dubois et al. [2] and Kaleva [3] , FDEs have been investigated by numerous authors to attain its numerical and analytical approximations. In recent times, many ways and means are being established to analyze and simulate fuzzy differential equations. For instance, Euler type methods [4] , shooting method [5] , fuzzy Picard method [6] , fuzzy Laplace transform [7] , fuzzy Sumudu transform [8] , Runge-Kutta method [9] - [10] , fuzzy variational iteration method [11] , Adams predictor corrector [12] , Taylor method [13] , modified Homotopy perturbation method [14] , to name a few. Along with these techniques, various papers are found where the latest methods, like different artificial neural networks [15] - [16] , are also carried out for the evaluation of FDEs.
Recently, artificial neural networks (ANNs) is being widely used to solve linear and nonlinear ordinary and partial differential equations. It has gained immense attention of researchers for its universal approximating capabilities of initial and boundary value problems [17] - [19] . ANNs is considered to be more advantageous than the other numerical methods as it has lesser number of model parameters and on increasing the sampling points it does not go through any computational complexity. FLANN [20] - [21] , multilayer perceptron (MLP) [22] and radial basis function (RBF) networks [23] are three different neural network structures that are mostly found in the literature. Among these, FLANNs has got abundant interest, for the reason that it involves polynomials functions for functional expansion and makes the structure simple.
Nonlinear FDEs are of significant importance, nowadays, as these envelop the nonlinearity and uncertainties of dynamical models, simultaneously. Therefore, successful scrutiny of these equations has augmented a notable contribution in the literature. In this scenario, we endeavor to utilize Chebyshev neural network to efficiently obtain the approximate solutions of nonlinear nth order FDEs. It is a single layer orthonormal FLANNs, where Chebyshev polynomials of second kind are chosen as the basis for the construction of activation function. The convergence rate of FLANNs is faster and has lesser computational complexity than MLP method. The rest of the paper is arranged as follows: In Section 2, preliminaries of fuzzy set theory are described briefly along with the explanation of nth order differentiability of fuzzy-valued functions under gH-differentiability. Structural elaboration of ChNN is mentioned in Section 3. Section 4 illustrates general formulation of proposed algorithm for nth order FDEs. Graphical results of some nonlinear FDEs in comparison with the Runge-Kutta method, and error bars for each example are investigated in Section 5. In addition, constructive conclusion is drawn in Section 6 on the basis of the interpretations examined in Section 5.
Preliminary
This section contains brief description about fuzzy set theory and differentiability of fuzzy-valued functions that are considerably important for the remaining paper. The detailed definitions and properties of fuzzy set theory are greatly found in [1] - [14] . Let θ and ϑ be two fuzzy numbers, then gH-difference between these two fuzzy numbers is defined as:
Fuzzy Set Theory
And in terminology of γ-level sets, for γ ∈ [0, 1]
Additionally, gH-difference can also be illustrated with respect to the length of fuzzy numbers. Let, L [θ (γ)] and L [ϑ (γ)] be length of θ and ϑ, respectively, then
Fuzzy-Valued Function
Any function µ (λ) is said to be a fuzzy-valued function if µ : → Λ f , for all λ ∈ , where Λ f is the space of all fuzzy numbers on .
Generalized Hukuhara Differentiability
The gH-differentiability of fuzzy-valued functions was initially introduced by Bede et al. [24] . It has been followed by several authors for fuzzy differential equations of initial and boundary value problems [4] - [7] . Subsequent to the gH-difference, gH-differentiability of fuzzy-valued function is described as:
where h is such that (λ 0 + h) ∈ (a, b). For the γ-level sets of χ (λ) i.e. χ (λ; γ) = χ (λ; γ) , χ (λ; γ) , it is said to be gH-differentiable at λ, if χ (λ; γ) and χ (λ; γ) are differentiable i.e.
Concisely, χ (λ) is said to be gH (i) -differentiable at λ i.e.
Analogously, extending the illustration of gH-differentiability for nth order derivative of χ (λ), we have,
f also be continuous functions, is said to be nth
is decreasing and
Chebyshev Neural Network
The original goal of ANNs approach is that it solves the problems in the same way as a human brain, for instance passing information in the reverse direction and adjusting the network to reproduce that information. It is greatly exercised in several areas of science and engineering such as system identification, medical diagnosis, ocean modelling, geomorphology, etc. In this section, we define the basic structural algorithm of proposed Chebyshev neural network, which is a type of ANNs that has a single hidden layer [21] . 
Structure of Chebyshev Neural Network
Chebyshev neural network is a functional link artificial neural network, where the Chebyshev polynomials of second kind are taken into account as basis functions for the neural networks. The structural design of ChNN employed for the present problem is shown in Fig.1 that depicts the network connections from a single input node to a functional expansion block and then to a single output node. The neural model is configured with two parts, numerical transformation and training process. In numerical transformation part, each input data λ = (λ 1 , λ 2 , . . . , λ h ) T is expanded to several terms using Chebyshev polynomials of second kind T (λ). Expansion of functions with truncated series of Chebyshev polynomials is highly encouraged as its expansions converge more rapidly than the other orthogonal polynomials. The Chebyshev polynomials of second kind may be obtained by the following recursive formula, 
where T 0 (λ) = 1, T 1 (λ) = 2λ and T p (λ) denotes pth Chebyshev polynomial of second kind. In ChNN to get the result the dimension of the input is increased through Chebyshev polynomial. In the training process, network parameters are updated and an error func- tion is minimized using different algorithms. Here, error back propagation algorithm is exercised to reduce the error and update weights, until the network learns the training data. In this process gradient of an error function with respect to the network parameters q is calculated. The hyperbolic tangent function tanh (λ) is considered for the activation of the output function, i.e. 
with input data λ = (λ 1 , λ 2 , . . . , λ h ) T , parameters (weights) q and ξ be the linear weighted sum of Chebyshev polynomials that can be expressed as, where T j−1 (λ) denote the (j − 1) th Chebyshev polynomial and ω j are the weight vectors of the ChNN. Now, for modification of weights of ChNN the principle of back propagation is given as
where E (λ, q) is the error function that is to be minimized, τ is learning parameter that can have any value in [10 −1 , 10 −3 ] and k is iteration step.
Formulation of ChNN for Nonlinear Nth Order Fuzzy Differential Equation
In this section, we formulate the trial and error function of ChNN method to approximate nonlinear nth order FDEs. Analytical and numerical investigations of nth order FDEs are accomplished by various authors, for instance, Jayakumar et al. [10] used Runge-Kutta method of order five to numerically solve nth order FDEs, Salahshour [25] proposed an integral form to examine analytical solutions of these equations, Ahmady [26] proposed piecewise approximation method to discuss the solutions of nth order FDEs etc. Comparatively, ChNN for its less computational complexity, executes the appropriate analytical approximations more rapidly. In a nutshell, the following attributes of ChNN has made it more efficient approximator than the other existing methods:
• As learning proceeds, the weights vary and controls the strength of the signals between neurons that it sends to the activation function.
• The passing process of weighted sum through a nonlinear activation function proficiently bounds the values of the neurons so that the neural network is not paralyzed by divergent neurons.
• Using gradient descent method, for training algorithm, changes the weights of the network in such a manner that the error of lower and upper functions is minimized, separately.
• Its process of expanding the functions in truncated series of Chebyshev polynomials and insertions of neurons, completely discretizes each lower and upper functions of FDE to an algebraic equation.
As a result, the intricacy of integrations, which exist in other methods in case of nonlinear functions [14] , become extinct. Let the considered nonlinear FDE be of the form
with the initial conditions ϕ (λ 0 ) = u 0 , ϕ gH (λ 0 ) = u 1 , . . ., ϕ (n−1) gH (λ 0 ) = u n−1 , where ϕ (λ) is a fuzzy-valued function, f λ, ϕ (λ) , ϕ gH (λ) , . . . , ϕ (n−1) gH (λ) describes the nonlinear function of λ and
is the nonhomogeneous part of the equation and u 0 , u 1 ,. . ., u n−1 represent fuzzy numbers. Now, let ϕ t (λ, q) be the trial solution with adjustable parameters q, then Eq. (4.1) changes into
In ChNN, ϕ t (λ, q), for the case of Eq. (4.1) is expressed as:
where the last term N (λ, q) is defined in Eq. (3.2) as the output of ChNN, which contains the parameters that are to be modified, whereas all the other remaining terms satisfy the initial conditions and do not contain adjustable parameters. The γ-level set of trial solution ϕ t (λ, q; γ) = ϕ t (λ, q; γ) , ϕ t (λ, q; γ) can be written as, for all γ ∈ [0, 1],
q and q are assigned merely to make a distinction between the parameters of lower and upper functions, respectively, during the network training for lower and upper functions, independently. Next, define the error function for the considered FDE with input data λ = (λ 1 , λ 2 , . . . , λ h )
T and parameters q as:
To update the weights, derivatives of E λ, q; γ and E (λ, q; γ) are taken with respective to the weights ω j and ω j , accordingly, i.e.
and
Using Eqs. (4.9) and (4.10) in Eq. (3.4) and working out iteratively, the weights ω j and ω j are modified until the network learns the data and minimum error is obtained for lower and upper functions together. Throughout this process, different values of τ ∈ [10 −1 , 10 −3 ] are taken for each iteration. The modified weights are then plugged into trial solutions i.e. in Eqs. (4.4) and (4.5), to obtain the approximate solutions of lower and upper functions, accordingly of fuzzy-valued function ϕ (λ).
Illustrative Examples
In this section, we have obtained the solutions of some nonlinear FDEs for eleven equidistant input points (neurons) in [0, 1] and considered eleven weights together with ten Chebyshev polynomials of second kind for the activation of ξ. Consequently, results are plotted in comparison with the analytical solutions and Runge-Kutta method [10] . Exact solutions of each governing problem are obtained using Mathematica. Moreover, the accuracy of the algorithm is elaborated through error bar plots, which is displayed by plotting the deviations of exact and approximated values, against the approximated values. Since, the computational procedure is same for all the cases of gH-differentiability, for brief exemplification here, we have just considered Fig. 9 , where each point on the graph represents the calculated solution together with the error variation bars, illustrates the accuracy of proposed algorithm, because the error bars are barely visible.
Conclusions
In this work, we studied Chebyshev neural networks method for nonlinear nth order fuzzy differential equations. Firstly, the nth order differentiability of fuzzy-valued functions under the theory of gH-differentiability was elaborated. Secondly, structural algorithm of ChNN was explained generally and later for the proposed FDEs. At last, for numerical illustration, we considered two examples of nonlinear FDEs. Thus, following facts are achieved conclusively from the whole study,
• Dealing together with the nonlinearity and impreciseness of the functions, the nonlinear FDEs are widely utilized for modelling different aspects of biology and physics. The immediate, appropriate solutions of these equations augment a great contribution in probing the dynamical effects of existing parameters imprecisely. Hence, this endeavor will provide a new efficient methodology to obtain the effective series solutions of these models.
• Error minimization process in the Chebyshev neural network method benefits to attain feasible solutions with more accuracy, which is observed from the error bar graphs of discussed examples.
• ChNN discretizes all the functions and differential terms due to which the differential equation converts into algebraic equations and hence removes all the difficulties of integrating the terms, mainly in case of nonlinearity.
• Inclusion of orthogonal polynomials as basis functions reduces the hidden layers, which as a result produces the output more rapidly as compared to other multiple layer neural networks and thus lessens the computational time.
• The computational complexity of ChNN can occur in the gradient process of the error function, for the large number of neurons in addition with the nonlinearity of the activation function. However, this step is eased by using Mathematica.
• As compared to other methods, such as Euler type methods, RungeKutta method, where in each iteration the increment parameter is not modified according to minimization of the error, ChNN, modifies the unknown weights through the error minimization process that highly rectifies the solutions.
• In Runge-Kutta method numerical results are produced, hence for each set of input, the whole program is constructed again, whereas ChNN produces series solution, which is once constructed using modified weights can be utilized for any specified domain of the problem under consideration.
• After the whole manipulation, in Runge-Kutta method, the convergence through the absolute error is calculated to check the accuracy, which consume more time to run the whole program again, in the case of diverging results, whereas the activation function of ChNN controls the divergence of the parameters initially during the learning process.
• Approximated solutions so obtained using ChNN can then be used to measure the solution of FDE at any arbitrary point within the interval defined for the training points. For this reason, without any ambiguity fuzzy solutions were attained for different values of λ, efficiently.
• The architecture of ChNN once established can be employed on FDEs of any order n > 2, by simply increasing the order of expansion of the trial solution for higher order.
• The undergone nonlinear examples have wide physical applications, for instance quantum theory, mechanics, nonlinear waves, etc., thus, the involvement of fuzzy theory overcomes the lack of precision of the parameters and variables. In addition, view of the fact that the ChNN models are good universal approximators to nonlinear functions, in this attempt, solving nonlinear nth order fuzzy differential equations have developed a new pace for the numerical investigations of fuzzy differential equations.
