We show that the semi-linear ordering principle for continuous functions implies the determinacy of all Wadge and Lipschitz games.
Introduction
In [3] we investigated the mutual relation between several consequences of AD: the determinacy of all Wadge games AD W , the determinacy of all Lipschitz games AD L , and the semi-linear-ordering principles for continuous maps and for Lipschitz maps, SLO W and SLO L -see Section 2 for the relevant definitions. Assuming the axiom of Dependent Choice over the reals (DC(R)) and that all sets of reals have the property of Baire (BP), it is proved in [3] that AD W , AD L , and SLO L , are all equivalent, and that each one of the three implies the determinacy of all symmetric Wadge games AD sW , which in turns implies SLO W . In other words,
The purpose of this paper is to reverse the last two implications by proving that SLO W =⇒ AD L , showing thus that these various forms of Wadge determinacy are indeed all equivalent. On the route to proving this we add a further equivalence to our list, showing that SLO W is equivalent to its weakening SLO ∆ 0 2 : this is the analogue of SLO W where the reductions are taken to be ∆ 0 2 -functions, i.e., functions such that the pre-image of a ∆ 0 2 -set is ∆ 0 2 . We also correct a mistake in [3] : on pages 186-187 of that paper, a sketch of a proof (assuming only AD L + BP + DC(R)) of a theorem of Steel's is given-this result was originally proved in [7] assuming AD. The purported sketch of the proof of this fact (Theorem 30 of [3] ) is incorrect, but the result (i.e., the statement that Steel's result holds under AD L + BP + DC(R)) is true-see the remarks at the end of Section 6.
The paper is organized as follows. After reviewing in Section 2 the basic results on the Wadge hierarchy, we prove that SLO W =⇒ AD L in Section 3. The proof uses a theorem from [7] originally proved under AD. The complete proof of this result under SLO W is postponed to Section 8 since it needs a detailed analysis of the ∆ 0 2 -hierarchy carried out in Section 5. In Section 4 it is shown that the notion of ∆ 0 2 -reducibility is the same as the so-called back-trackreducibility. In Section 7 a proof that SLO (the ∆ 0 2 -rank of A, defined using SLO ∆ 0 2 ) that SLO W holds for all sets which are Wadge reducible to A. Finally, in Section 9 we prove that SLO ∆ 0 2 is equivalent to the determinacy of all back-track games.
Preliminaries
Our base theory will be ZF augmented with DC(R), the principle of Dependent Choice on the reals, and with BP, the assertion that all sets of reals have the property of Baire. We collect below some results from [3] and [2] -the reader is referred to these two papers for all undefined concepts, for proofs, for attributions of the various results, as well as for motivations. In fact, the reader should have a copy of these two papers at hand while reading this work. For each of the theorems hereafter, we will carefully state the amount of SLO W needed for their proof-the reason for this will be clear in Section 7.
If s and t are finite sequences, then s t denotes the sequence obtained by concatenating s with t; when dealing with sequences of length 1, i.e., of the form x we will often write x t and s x rather than x t and s x . The operation of concatenation is also used when t is a sequence of length ω and s is a finite sequence: the resulting s t will be of length ω. As is customary in set theory, R is identified with the Baire space ω ω with the topology induced by the metric d(x, y) = 2 −n if x n = y n and x(n) = y(n),
The basic open neighborhood determined by s ∈ <ω ω is denoted by N s = {x ∈ R | s ⊂ x} .
For A n ⊆ R let n A n = n n A n and let A ⊕ B = n A n where A 2n = A and A 2n+1 = B. The interior of a set A ⊆ R is denoted by Int(A). Closed sets are identified with [T ] where T a pruned tree on ω. If T is a non-empty pruned tree on ω then
is a canonical length and order preserving map which is the identity on T : for each u / ∈ T let t ⊂ u be largest such that t ∈ T and let s be the left-most node of T such that s ⊃ t and lh(s) = lh(u); then set T (u) = s. The map T induces a Lipschitz surjection
which is the identity on [T ] . (A function f : R → R is Lipschitz if x n = y n =⇒ f (x) n = f (y) n.) The boundary ∂ T of a tree T on ω is the set {s ∈ <ω ω | s / ∈ T ∧ s lh(s) − 1 ∈ T }. For F a collection of functions from R to R, let
in this case we say that A is F-reducible to B. In order to have a decent theory going, we need to put a few restrictions on F: in particular we require that F (i) is the surjective image of R, (ii) contains all Lipschitz functions, (iii) is closed under composition, (iv) is closed under the ω-ary operation f n | n ∈ ω → n f n , where n f n (x) = f x(0) (x ← ), and x ← = x(n + 1) | n ∈ ω . Note that the collection of all Lipschitz functions satisfies (i)-(iii) but not (iv). Since the notion of Lipschitz reducibility is definitely of interest to us, following [2] , we will say that F ⊆ R R is amenable if either F is the set of all Lipschitz functions or else it satisfies (i)-(iv) above. The notion ≤ F will be considered only for amenable F's. Let A < F B just in case A ≤ F B ∧ B F A, let ≡ F be the equivalence relation induced by the pre-order ≤ F , and let [A] F be the F degree of A, i.e., the set {B | B ≡ F A}. Then [A] F ≤ [B] F ⇐⇒ A ≤ F B is the induced order on the F degrees. A degree is successor/limit just in case it is a successor/limit in this order; a limit degree If F is the collection of all continuous functions, then we will simply say that the set is (non-)self-dual. The notion of self-duality-being ≡ F -invariant-can be applied to F degrees as well. When F is the collection of all Lipschitz functions (respectively: of all continuous functions) then "F" is replaced in all subscripts and superscripts by "L" (respectively: "W").
The pre-orders ≤ L and ≤ W can be characterized in terms of games: the Lipschitz game G L (A, B) is the game on ω where I plays a 0 , a 1 , . . . , II plays b 0 , b 1 , . . . , and II wins just in case a = a n | n ∈ ω ∈ A ⇐⇒ b = b n | n ∈ ω ∈ B .
In the Wadge game G W (A, B) player II has the further option of passing at any round of the game, with the proviso that he must play infinitely often, otherwise he loses. If τ is a strategy for II, then s * τ will be the position resulting from pitting τ against I's position s, and (s * τ ) II is II's position at this round-see [3] . It is easy to see that II has a winning strategy in G L (A, B) (in G W (A, B)) iff A ≤ L B (A ≤ W B, respectively).
Van Wesep introduced in [8] a variant of G W called the back-track game for A, B, in symbols G bt (A, B): it is the Wadge-style game in which II can pass at any round, and has the further option of erasing his board (i.e., backtracking) at any stage and start it anew, but he can do so only finitely many times. We say that A is back-track reducible to B, in symbols A ≤ bt B, just in case II has a winning strategy in G bt (A, B). A strategy for II in a back-track game induces a function R → R, called a back-track function. By definition of strategy, II cannot erase the board infinitely often, so the back-track functions are total, and the collection of all such functions is easily seen to be amenable. In Section 4 we will see that by a result of Jayne and Rogers [5, Theorem 5 ] the back-track functions are exactly the ∆ 0 2 -functions. Notice that A ≤ L A and I wins G bt (A , B), then I wins G bt (A, B).
In fact I can simply use the Lipschitz reduction A ≤ L A to translate any winning strategy for G bt (A , B) into a winning strategy for G bt (A, B). (An analogous result holds for the games G L and G W .) Let F be an amenable set of functions. The semi-linear-order principle for F is the statement
By [2, Lemmas 1 and 3] we have: former. By Proposition 1 let C ≡ F ¬C be such that B ≤ F C < F A. Then C ≡ F ¬C and hence A would also be F -self-dual: a contradiction.
If A ⊆ R and s ∈ <ω ω, the localization of A to s is the set
Similarly, if T is a tree on ω, T s = {t ∈ <ω ω | s t ∈ T } is a tree on ω. It is easy to check that
is a non-empty tree on ω. Clearly B ≡ W B implies T (A; B) = T (A; B ) and let
It is easy to check that
and by results of Wadge [3, Lemma 22, p. 180]
The principle SLO W proves the reverse implication. In order to state this at the right level of generality we need a "local form" of the semi-linear-ordering principle: say that SLO W ≤A holds just in case
(SLO • If T (A) is not pruned (which is the case if it is well-founded), then A is self-dual,
and if A is non-self-dual then
Moreover if [A]
W is a successor degree and A ≡ W B, then
Proof. (a) Let τ be a strategy for II in G W (A, B) inducing f : if I's position p is in T (A), then II's position q must also be in T (B), since at that stage τ must be winning for what's left of the game, namely G W (A p , B q ).
(b) If A and B are self-dual or if A = B = R, then the result follows for trivial reasons, so we may assume that A and B are non-self-dual and different from R. Let τ be II's winning strategy in G W (A, B) . Then II wins
As long as II plays inside T (A) then II follows τ , so that if I ends up with a real in [T (A)], then (x * τ ) II ∈ [T (B)] by part (a), and
If at some round the positions of I and II are p ∈ T (A) and q ∈ T (B), respectively, and if I plays n such that p n / ∈ T (A), then II starts enumerating a real outside B q , which exists since B q ≡ W B = R.
The principle SLO W is powerful enough to recover the usual structure of the Wadge degrees-see [3] .
W , is prewell-ordered by <, single self-dual degrees and non-self-dual pairs alternate, with self-dual degrees at limit levels of countable cofinality and non-self-dual pairs of degrees at limit levels of uncountable cofinality.
Therefore, assuming SLO W , the structure of the Wadge hierarchy is:
Assuming SLO W ≤A , the rank of A in the pre-well-ordering by < W can be defined: it is called the Wadge rank of A and it is denoted by A W , and, for technical reasons, it is a non-zero ordinal-that is R W = ∅ W = 1.
For any x ∈ <ω ω ∪ R, let
and for X ⊆ <ω ω ∪ R, let
The addition of two sets A and B is defined as
It is easy to check that B ≤ W B =⇒ A ≤ W A + B ≤ W A + B and that
In view of this we set
Since Int(R + ) = ∅,
In particular,
If A is self-dual, then
is ill-founded, hence A + R and A + ∅ are non-self-dual by (4) . Therefore
The assumption that A be self-dual is crucial, since there are non-self-dual B such that B + B ≡ W B -see (32).
Proof. For notational ease, let
Here is a winning strategy for II in G W (A + B, ¬B + (B + B)):
As long as I plays non-zero natural numbers, II copies and adds 1. If at some round I plays 0 for the first time, then II passes. In the next round, if I plays an odd integer (choosing the ¬B-side of A) then II plays 0 and then copies; if otherwise I plays an even integer (choosing the B-side of A) then II plays 1 and then copies and adds 1.
Suppose that A is self-dual and that τ is a winning strategy for II in G W (A + B, A + B ). We claim that if II follows τ then he is not the first player to play a 0. Suppose otherwise: then at some round I reaches a position s + and II plays 0 reaching a position t + 0. Then II must be able to win what's left of the game and hence
contradicting (9). Therefore τ yields a winning strategy s → τ (
Lemma 7 (Wadge). Suppose A < W B with A self-dual, and assume SLO
Proof. The tree
is pruned, since B t n ≤ W A for all n implies B t ≤ W A. Let T : <ω ω T and r T : R [T ] be as in (1) and (2) . Then
It is enough to show that A + C ≡ W B.
To show that B ≤ W A + C consider the following strategy for II in G W (B, A + C):
As long as I plays in T , then II copies and adds 1. If I ever reaches a t ∈ ∂ T , then B t ≤ W A. Then II plays 0 and from now on follows a strategy witnessing B t ≤ W A.
To show that A + C ≤ W B consider the following strategy for II in G W (A + C, B):
As long as I plays non-zero integers, then II subtracts 1 and uses T . Suppose at some round I plays first a 0, and let s and t be I's and II's positions reached before this round: then t ∈ T , hence B t
and therefore II can easily win the game from this point on.
The following result will be useful in Section 7.
Corollary 8. Suppose A is self-dual, n ≥ 1, and that
Proof. Apply Lemma 7 with B = A · (n + 1): the appeal to SLO W ≤B , used for proving (11), is here replaced by (12). Lemma 7 only guarantees that C ≤ W A · (n + 1): to check that C ≤ W A · n, we must proceed by induction on n. If n = 1 then by (12) either C ≤ W A or else A < W C: the latter is impossible since by (10) it would imply that
a contradiction. Now suppose n > 1: if C ≤ W A, then we are done, otherwise, by repeated applications of the arguments above, we inductively construct a sequence
). An easy inductions shows that X ≡ W A · (i + 1) + C i , whenever C i is defined. If C n−1 were defined, then
a contradiction. Let m < n − 1 be largest such that C m is defined: then X ≡ W A · (m + 1) + C m , and C m ≤ W A, since otherwise C m+1 would be defined, contrarily to the maximality of m. Therefore 
If A is non-self-dual then (13) may fail: e.g. take A = ∅, B = R, then A + B = R + has rank 3 while
Suppose SLO W ≤A holds and that A W ≥ ω. Let D be clopen. By Lemma 7 there is a C ≤ W A such that A ≡ W D + C and hence A W = 2 + C W . Thus A W = C W , which implies A ≡ W C and hence
Since Int(A + ) = ∅, we have shown that
is well-founded and the result holds trivially, so we may assume that A is non-selfdual and hence T (A) is pruned. We may also assume that A = R. We claim that if t n ∈ ∂ T (A), then
II copies I's moves as long as they yield positions inside T (A), so that if I's play is in [T (A)] then II wins this game. Suppose at some round I plays n so that his resulting position is t n ∈ ∂ T (A): then II follows from now on a real in N t \ A.
. If A = R or A = ∅ then the result follows at once, so we may assume otherwise.
the third line following from A t ≡ W A and Lemma 4(b). Therefore
, and by case assumption the inequality is strict.
Proof. By Proposition 10 and case assumption
As A is not closed,
Define a Lipschitz map ρ : <ω ω → T (A) to be the identity on T (A), and for t n / ∈ T (A) set
Conversely,
Proof of Claim. Fix a t and notice that
], B t ) as follows:
As long as I plays inside T (A) ρ(t) , then II copies I's moves: since ρ(t s) = ρ(t) s as long as ρ(t) s ∈ T (A), this guarantees victory for II. Suppose that at some stage I plays an n such that s n ∈ ∂ T (A) ρ(t) , that is, ρ(t) s n ∈ ∂ T (A). Letā be a real such that ρ(t) s ā ∈ [T (A)] \ A -such a real exists since ρ(t) s ∈ T (A) and by (17). Then II can enumerateā from now on.
Thus by the Claim by (18) and (19),
which is another way of saying that T (B) = <ω ω.
Lemma 12. Assume SLO W ≤A and let δ ≤ A W be an additively indecomposable ordinal. If C < W A and C W < δ, Assume now C is non-self-dual. Then C + A ≤ W (C ⊕ ¬C) + A ≡ W A by the previous paragraph, and since the reverse inequality holds trivially, we are done.
Lemma 13. Let T be a (non-necessarily pruned) tree on ω such that [T ] = ∅, and let X, Y, Z ⊆ R.
with f : R → R continuous, and suppose T is the pruned tree such that
by following τ and adding 1 as long as I's position is in T , and if I ever reaches a position s ∈ ∂ T , then II plays 0 and then uses the reduction for
, Z ) as follows: As long as I plays in T , then II follows τ and subtracts 1. If I reaches ∂ T , then II starts enumerating a real not in Z -here is where we need that Int(Z ) = ∅.
(c) Let τ be a winning strategy for II in G W (X, Y + Z ) and suppose that at round n I reaches a position s ∈ ∂ T . Since τ can pass, it may happen that at round n II's position be still in ( <ω ω) + , although any play extending s will eventually bring II's play outside R + . Therefore
+ is a well-founded (possibly empty) tree. Then II wins G W (X s , Y ) by passing, until I reaches a position s p with p / ∈ U , when τ plays 0 for the first time. Then II follows τ from now on.
Suppose A is non-self-dual so that T (A) is pruned. If A W is limit and additively decomposable, and B, C < W A are such that A ≡ W B + C, then T (B + C) = T (C) + and by Lemma 4
Conversely, assume A W is additively indecomposable. For any s ∈ ∂ T (A) (if any such s exist) A s < W A, and since cof( 
where (Ψ ) is the statement:
The assumption (Ψ ) was introduced only because we were unable to prove that SLO W alone implies any of the other three hypotheses. It is used only to prove a technical result [ A ≡ W B non-self-dual and A W limit and additively
Here is the statement of the stronger version of [3, Proposition 26]: 
we apply the induction hypothesis there is a reduction
As long as I plays in T (A m 0 ) then II follows such a reduction; if I reaches a position p ∈ ∂ T (A m 0 ) then II maintains his position q inside T (B n 0 ), so that A m 0 p < W B n 0 q hence by inductive hypothesis, the reduction ca be taken to be Lipschitz.
A W is additively indecomposable so we can appeal to (Ψ ) and argue as in [3] .
In this section we will show that (Ψ ) follows from SLO W , therefore establishing
We need one more definition: If x ∈ R is such that ∃ ∞ m x(m) = 0, i.e., ∀n∃m > n x(m) = 0, the unstretch of x is the real obtained from x erasing all 0s and subtracting 1 from the surviving entries. (For reals which are cofinitely equal to 0, the unstretch operation is not defined.) Let A stretch = {x | the unstretch of x belongs to A} .
It is easy to check that
In general, the rank of A stretch is much larger than that of A, and the implications in (21) and (23) cannot be reversed.
Proof. Let τ be a winning strategy for II in G W (A stretch , A) and consider the following strategy τ for II in
Suppose I plays n 0 : choose k 0 large enough so that τ makes its first move m 0 when challenged with
. Suppose now I plays n 1 : choose k 1 large enough so that τ makes its second move m 1 when challenged with n 0 0
And so on.
To check that τ is winning notice that if y is obtained by inserting a few 0's in the sequence x, then x ∈ A stretch ⇐⇒ y ∈ A stretch . Formally, if σ : <ω ω → <ω ω is defined by
, where k is least such that τ does not pass when I is at position σ (s) n 0 (k) ,
In order to state the next result, we need the notion of back-track reducibility, introduced in Section 2. Also <ω-Π 0 2 denotes the collection of all finite differences of Π 0 2 sets, i.e., the smallest Boolean algebra containing the Π 0 2 sets.
Steel's original proof of Theorem 17 (see [7, Lemma 7, p .82]) uses AD, but in Section 8 we will show how to make the result go through under SLO W .
Proof. Let A ≡ W B be non-self-dual and suppose A W is limit additively indecomposable. We must show that A ≡ LB , where for notational ease, we letĀ
IfĀ,B ∈ <ω-Π 0 2 then they are Lipschitz equivalent, since the determinacy of G L (Ā,B) can be proved outright in ZF + DC(R), so we may assume otherwise. By Proposition 14Ā ≡ WB hence by (23)
and since Wadge reducibility refines back-track reducibility,Ā ≡ bt ¬Ā andB ≡ bt ¬B. Applying Theorem 17 and Lemma 16 toĀ andB we have thatĀ stretch ≤ LĀ andB stretch ≤ LB , and since the reverse inequalities hold by (22), we have thatĀ stretch ≡ LĀ andB stretch ≡ LB . ThereforeĀ ≡ LB by (24). This concludes the proof, modulo Theorem 17.
We conclude this section with the simple, but useful, observation that
In fact I can simply play 0 in his first move and then follow II's winning strategy in G L (B, A stretch ).
4. Back-track reducibility and ∆ 0
-functions
It is not hard to check that for a function f : R → R the following are equivalent:
2 , for any X ∈ Σ 0 1 . Ref. [5] calls any f satisfying (i) a first level Borel function, but in view of the equivalence of (i)-(iii) we would rather call it a ∆ 0 2 -function. Recall that a function is Baire-class-1 if the pre-image of an open set is Σ 0 2 or-equivalentlythe pre-image of a clopen set is ∆ 0 2 . Thus every ∆ 0 2 -function is Baire-class-1, but not vice versa, since the collection of all ∆ 0 2 -functions is closed under composition while the collection of all Baire-class-1 is not. In this section we will show (Theorem 21) that the back-track functions are exactly the ∆ 0 2 -functions. A partition of X ⊆ R is a family {D n | n < N } of distinct non-empty sets with 2 ≤ N ≤ ω, such that n = m =⇒ D n ∩ D m = ∅ and n D n = X ; if each D n ∈ Γ we will say it is a Γ-partition. If X = R and Γ is closed under countable unions, then a Γ-partition is actually a ∆-partition, where ∆ = Γ ∩Γ. If C, D are closed subsets of R, then there are pairwise disjoint closed sets D n such that C ∩ D n = ∅, for all n, and C ∪ D = C ∪ n D n : to see this consider the pruned tree T on ω such that [T ] = C and let D n | n ∈ ω be an enumeration without repetition of 
Moreover this holds for any space X ⊆ R. (By a change-of-topology argument, (26) can be generalized to higher Borel pointclasses, but we have no use for this fact here.) Therefore any Σ 0 2 -partition can be refined to a Π 0 1 -partition. If X = n<N D n , with D n ∈ ∆ 0 2 for all n, and ∅ = D 0 = X , then the non-empty sets among
, then any infinite set in Γ can be split into countably many non-empty sets in Γ, and therefore any Γ-partition can be taken to be infinite (use the fact that R is 0-dimensional when Γ = Π 0 1 ). Let {D n | n ∈ ω} be a closed partition of R and suppose f : R → R is such that f D n is continuous for all n. If U is open then
The results in [5] are proved in ZFC, but it is easy to check that (27) is provable in our base theory, ZF+DC(R)+BP: in fact (27) is a projective statement and we can appeal to the following general absoluteness result.
Lemma 19. Suppose σ is a projective statement and that ZFC σ . Then ZF + DC(R) σ .
Force CH over L(R) using countable conditions, that is, let
and consider the generic extension L(R) [G] : since in L(R), the ground model, P is countably closed and DC holds, then
Summarizing we have the following ZF + DC(R)-theorem.
Theorem 20. A function f : R → R is ∆ 0 2 if and only if there is a Π 0 1 -partition {D n | n < N } of R such that each f D n is continuous.
We will now show that the notions of back-track functions and ∆ 0 2 -functions coincide. If τ is a strategy for II for a back-track game (a bt-strategy, for short) then let S τ = {s ∈ <ω ω | s is I's position and τ back-tracks at s} .
We may assume that II cannot back-track in the first round, then ∀s ∈ S τ (lh(s) ≥ 2), and let
where in the equation above we set t −1 = ∅. Since τ cannot back-track infinitely often when pitted against a real played by I, then W τ is a well-founded tree and letρ : W τ → Ord be its rank function, i.e.,
The ordinal α =ρ(∅) is called the bt-index of τ . Notice that for any s ∈ S τ there is exactly one t = t 0 , . . . , t n ∈ W τ such that s = t n , hence we can define ρ : S τ → α by letting ρ(s) =ρ(t) for that unique t. Notice that if s ∈ S τ , then τ restricted to the positions extending s is a bt-strategy with bt-index ρ(s) < α.
Theorem 21. A function f : R → R is a back-track function if and only if there is a Π 0 1 -partition {D n | n < N } of R such that f D n is continuous, for all n.
Therefore the back-track functions are exactly the ∆ 0 2 -functions. Proof. Let τ be a bt-strategy inducing a function f . For each s ∈ S τ the sets
are closed, and so is
Then {F ∅ } ∪ {F s | s ∈ S τ } is a closed partition of R and each f F s is continuous.
Conversely, suppose {D n | n ∈ ω} is a Π 0 1 -partition of R such that each f D n is continuous, and let T n be the pruned tree such that [T n ] = D n and τ n : T n → <ω ω be the Wadge-strategy inducing f D n . Let n 0 = 0. Then II follows τ n 0 as long as I's position is in T n 0 . If I reaches a position not in T n 0 , then II back-tracks and let n 1 > n 0 be least such that I's position is in T n 1 and then starts following τ n 1 as long as I's position is in T n 1 . And so on. Since the D n 's cover R player II changes strategy (i.e., back-tracks) only finitely many times, so this is a bt-strategy and f is the bt-function induced by it.
Since the notion of ∆ 0 2 -function seems (at least to us) more natural than the notion of back-track function, we will replace in many cases the prefix "bt" with "∆ 0 2 " and speak of ∆ 0 2 -reductions, ∆ 0 2 degrees, ∆ 0 2 -rank, etc. In other words: 1 carried out in [2] . 2 In fact, many of the proofs in this sections can be obtained from the analogous ones in that paper simply by replacing "Borel" with "∆ 0 2 ". Since the collection of ∆ 0 2 -functions is amenable (see the paragraph following equation (2)), SLO ∆ 0 2 implies that properties in Proposition 1 hold for the ∆ 0 2 degrees. We now prove a few results on ∆ 0 2 sets and functions in 0-dimensional Polish spaces-recall that every 0-dimensional Polish space is homeomorphic to a closed subspace of the Baire space R. If τ is a Polish topology on a set X or d is a complete separable metric on X , then ∆ 0 2 (X, τ ) and ∆ 0 2 (X, d) denote the collection of all subsets of X which are ∆ 0 2 in (X, τ ), respectively in (X, Proof. Let τ generated by the N s ∩ X and by the D n , so that a basis is given by the sets N s ∩ X ∩ D n . Since each of these sets is τ -clopen, then τ is 0-dimensional. That τ is Polish follows from standard arguments-see [6, Lemmas 13.2 and 13.3]. We are now going to show that τ ⊆ ∆ 0 2 . Any non-empty U ∈ τ is a countable union of finite intersections of basic open sets and D n 's. Therefore we may assume that
with the proviso that n i = n j =⇒ N s i ∩ N s j ∩ X = ∅, so that the union above is disjoint. Then its complement is of the form
and since U and ¬U are in Σ 0 2 (X ) we are done.
where τ is the topology on X ;
Proof. Fix a partition {D n | n ∈ ω} of B such that each f D n is continuous and consider the topology τ generated by the {D n ∩ B | n ∈ ω} as in Lemma 25. 
is a successor degree.
For any A ⊆ R let
2 -sets and it is the analogue of the σ -ideal of Borel sets of [2, Definition 14]. Notice that 
Corollary 32. Assume SLO ∆ 0 2 .
(a) A limit ∆ 0 2 degree of uncountable cofinality is non-self-dual. (b) Immediately above a self-dual ∆ 0 2 degree there is a non-self-dual pair.
Therefore the structure of the ∆ 0 2 degrees is similar to that of the Wadge degrees and can be summarized by the diagram (5).
The and operations
Wadge defined two important operations on sets that give a concrete description of the next pair of non-self-dual ∆ 0 2 degrees above a self-dual ∆ 0 2 degree. For A ⊆ R let
It is easy to verify that
Proof. (a) Any winning strategy for II in G bt (A, B) can be turned into a winning strategy for II in G W (A, B ) and in G W (A, B ): just add 1 every time, and play 0 instead of back-tracking.
For (b) argue as follows: T (A ) = T (A ) = <ω ω is ill-founded, hence by the contrapositive of (4) A and A are non-self-dual. If τ is a winning strategy for II in G W (A, ¬A) then II wins G W (A , ¬A ) as follows:
if I plays 0 then II plays 0, and if I plays a non-zero integer, then II subtracts 1, applies τ to the current position and adds 1, with the proviso that if τ passes, then so does II.
The proof that ¬A ≤ W A is analogous. is -closed just in case
A. Therefore we have shown that:
It is easy to check that a ∆ 0 2 degree which is -closed or -closed must be non-self-dual.
Proof. The ( =⇒ ) is part (a) of Lemma 33.
Conversely, if II has a winning strategy σ for G W (A, B ) and τ for G W (A, B ) , then II wins G bt (A, B) as follows: We must check that this is indeed a strategy, that is II does not back-track infinitely often. Towards a contradiction suppose that II back-tracks infinitely often when presented with a real a ∈ A. Since back-tracking means hitting a 0 with either σ or τ , this means that a = n p n = n q n so that both (a * σ ) II and (a * τ ) II have infinitely many 0's. Since σ is winning for G W (A, B ) then a / ∈ A, and since τ is winning for G W (A, B ) then a ∈ A: a contradiction. Therefore II settles from some point on either σ or τ , and since no more 0's are played, this yields a win in G bt (A, B) . Lemma 36. Suppose A ≡ W ¬A and that for every 0 < α < ω 1 there is a set A such that SLO W ≤A holds and A W = A W · α. Then for any B,
Remark 37. We will show in Section 7, Theorem 48, that the assumption "for every 0 < α < ω 1 there is a set A such that SLO W ≤A holds and A W = A W · α" can be reduced to "SLO W ≤A holds". Proof of Lemma 36. For each countable α > 0, the sets of rank A W · α (which exist by hypothesis) are self-dual. We will show by induction on α that if B W ≤ A W · α then II wins G bt (B, A). This is trivial if α = 1. If α is limit, II passes until I reaches a position s such that B s W < A W · α (and this is going to happen, since sets of rank A W · α are self-dual), and let α < α be such that B s W ≤ A W · α . By inductive assumption there is a winning strategy for II in G bt (B s , A), hence we are done. Suppose now α = α + 1. If B W ≤ A W · α then we are done by inductive hypothesis, so let C be self-dual of rank A W · α and let B ≤ W A be such that B ≡ W C + B . (This follows from Lemma 7.) Since II wins G bt (B, A) iff II wins G bt (C + B , A), it is enough to prove the latter:
As long as I plays non-zero numbers, then II uses the Wadge reduction witnessing B ≤ W A. If I plays 0, then II back-tracks and uses his winning strategy in G bt (C, A).
Therefore, if A is self-dual then
Conversely, suppose II wins G bt (B, A) via some τ . In order to reverse the implication in (34) it is enough to prove the following Claim.
Claim 37.1. For all α < ω 1 , if τ is a winning strategy for II in G bt (B, A) with bt-index α, then B ≤ W C, for some/any C with C W = A W · (α + 1).
Proof of Claim. By induction on α. If α = 0 then τ is winning in G W (B, A), so we are done. Suppose the claim holds for all β < α. It is enough to show that B ≤ W C + A, where
II uses the strategy s → τ (s) + 1 as long as it does not require back-tracking: if back-tracking never occurs, this is a winning strategy in G W (B, C + A). If at some position s for I τ back-tracks, then II plays 0: since τ has bt-index β < α in N s and since it is winning in G bt (B s , A), by inductive hypothesis B s ≤ W C where
It is easy to check that this is indeed a winning strategy.
This concludes the proof of the Claim, and hence of the Lemma. ∈ Γ n \Γ n and Γ n is the pointclass of all n-differences of Σ 0 2 sets-see [1] for more on this. Notice that this can be proved outright in ZF + AC ω (R) by Borel determinacy.
Lemma 38. Assume SLO 
, which is what we had to prove.
We now prove two corollaries, the first of which is essentially 3 
The original proof of (35) in [7] appeals to a result of Van Wesep's [8, Theorem 3.1.6, p. 89]:
Theorem 41. Assume AD. If A is not closed, the following are equivalent:
AD is used to prove the direction (ii) =⇒ (i), and this is the implication needed for Steel's result. Van Wesep's theorem actually follows from SLO W using Corollary 39, Proposition 14, and the results from Section 5, but at the time of the writing of [3] we had no clue on how to prove it even from AD L , let alone from SLO W . We instead by-passed it and gave a sketch of the proof of (35). After [3] was published, we realized that said sketch of the proof was wrong, and the attempts to fix this problem eventually yielded the results of Section 5 (which imply (35) 
Proof. Suppose X = f −1 (B ⊕ ¬B) with f : R → R continuous. For ease of notation let B 0 = B and B 1 = ¬B, let holds for every n. It is easy to check that A = n A n is self-dual. Let X = f −1 (A) with f : R → R continuous, and let
, it follows that II has a winning strategy in G W (X, An +1 ): he just passes until I enters in some D m and then uses the appropriate reduction. Suppose also X ≤ W A · (n + 1) and X W A. Then either
Proof. Since the statement of the Lemma depends on the Wadge degree of A, rather than A itself, and since A W ≥ ω, we may assume by (16) and (8) that Int(A · n) = ∅. Let X = f −1 A · (n + 1) , with f : R → R continuous, and suppose X W A. Suppose first that
Then n = 1 implies that X ≤ W A (contradicting our assumption), and n > 1 implies A < W X by SLO W ≤A·n , and therefore A + ∅ ≤ W X or A + R ≤ W X by inductive hypothesis. Therefore we may assume that
The set f −1 (R + ) is closed so letT be the pruned tree such that
and ∀s ∈ ∂T X s ≤ W A · n . Suppose X s 0 W A for some s 0 ∈ ∂T : then A + R ≤ W X s 0 or A + ∅ ≤ W X s 0 by SLO W ≤A·n , and since X s 0 ≤ W X we are done. Thus we may assume that
hence X ≤ W A + A by Lemma 13(a). If n > 1 this contradicts (37), so we may assume that
Let T ⊆T be a pruned tree such that
, and in either case X s ≤ W A. Therefore
Also, as T ⊆T , Lemma 13(b) implies that
For each t ∈ T let
Since s ⊆ t =⇒ ϕ(s) ≥ ϕ(t), then U is a (possibly empty) subtree of T . (Notice that the Wadge ranks mentioned above are defined, since the sets involved are reducible to A and SLO
Proof of Claim. Supposex ∈ X . Then II wins G W (A + R, X ) as follows
As long as I does not play 0, then II followsx. If, at round m Player I first plays 0, then II passes until I reaches a position q = t + 0 p such that (A + R) q = A p < W A (and this is bound to happen, since A is self-dual).
Sincex m ∈ U ⊆ T and [T ] has empty interior, II can reach a position s ⊃x m, with s ∈ ∂ T , such that (A + R) q ≤ W X s and then follows this reduction.
The proof whenx / ∈ X is completely analogous.
Therefore we may assume that U is well-founded.
Case 1: A W is an additively indecomposable ordinal. We shall now argue that this assumption leads to a contradiction.
Proof of Claim. Let u ∈ ∂U ∩ T and let τ be II's winning strategy for G W (X u ∩ [T u ], A), which exists by (40). Let C be such that ϕ(u) < C W < A W -such a set exists since A W is limit by case assumption. By Lemma 12, C + A ≡ W A, so it is enough to show that II wins G W (X u , C + A):
II follows the reduction τ and adds 1, as long as I's position is in T u ; if I ever reaches a position s ∈ ∂ T u , i.e., u s ∈ ∂ T , then II plays 0 and follows a reduction witnessing X u s ≤ W C, which exists, since X u s W ≤ ϕ(u) < C W .
We will now show that X ≤ W A, contradicting the hypothesis. In fact II wins G W (X, A) as follows:
II passes as long as I plays in U , and since U is well-founded, I reaches a position u ∈ ∂U after a few rounds. If u ∈ T then X u ≤ W A by the Claim. If u ∈ ∂ T , then X u ≤ W A by (39). In either case II has a winning strategy.
Case 2: A ≡ W B ⊕ ¬B with B non-self-dual, B ≡ W B + B and B W is additively indecomposable. By Proposition 14 we may assume that T (B) = <ω ω. Let
where, for notational simplicity, B 0 = B and B 1 = ¬B. Then T 0 and T 1 are (possibly empty) subtrees of T . Notice that our case assumption implies that B i + B i ≡ W B i , for i = 0, 1, hence by Lemma 6 implies that cof( B W ) > ω, hence there is a set C s < W B such that
By (40) fix a winning strategy τ for II in the game
As long as I's position is in T s , then II follows τ and adds 1. If at some stage I reaches a position p ∈ ∂ T s , i.e., t = s p ∈ ∂ T , then II plays 0 and then applies the reduction X t ≤ W C s .
If both T 0 and T 1 are well-founded, then II wins G W (X, A) as follows:
II passes until I reaches a position s / ∈ T 0 ∪ T 1 ∪ U , and then applies Claim 45.3 or (39) depending whether s ∈ T or not.
Therefore the hypothesis X W A implies that
Arguing as in Claim 45.1 we get
Therefore we may assume that
Assume, for the moment, that B 1−i ≤ W X ∩ [T i ], for some i ∈ {0.1}, and suppose τ is a winning strategy for II in
by subtracting 1 and following τ , as long as I does not play 0; if at some round I plays 0, then, by the definition of T i , II can reach a position s ∈ ∂ T such that B i ≤ W X s and then follow this reduction. Using (41) we get that
Since A + R, A + ∅ ≤ W A + B i by monotonicity, then the result would follow. Therefore we may assume that
For i = 0, 1 let U i ⊆ T i be the tree
We are now going to show that II wins G W (X, A), contradicting (37). Let II pass until I reaches a position
(This is going to happen since the tree above is well-founded.)
Case A: s / ∈ T . Hence s ∈ ∂ T and therefore X s ≤ W A by (39). Then II can follow this reduction. Case B: s ∈ T \ (T 0 ∪ T 1 ). Since s / ∈ U , then Claim 45.3 implies that X s ≤ W A, and therefore we are done. Case C: s ∈ T i \ T 1−i , for some i ∈ {0, 1}. If T i is well-founded, then II passes until I reaches a position t ∈ ∂ T i and we follow Case A or Case B depending whether t / ∈ T or t ∈ T . So we may assume [T i ] = ∅. We will show that X ≤ W B i + B i ≡ W B i , and since B i < W A, we are done. The winning strategy for II in G W (X, B i + B i ) is as follows:
As long as I's position is in T i , use that X ∩ [T i ] ≤ B i by (42). If I reaches t ∈ ∂ T i , then II plays 0 and:
• If t ∈ T , then t / ∈ U 1−i implies B 1−i W X t , and since X t ≤ W A by (40), then X t ≤ W B i by SLO W ≤A . Let II follow this reduction.
• If t ∈ ∂ T , then t / ∈ T 1−i implies X t ≤ W B i , so we are done. Therefore in all three cases we reach a contradiction. This concludes the proof of Lemma 45.
Therefore Corollary 8 implies that
Lemma 46. Assume SLO W ≤A·n with A self-dual and satisfying (36). Then
holds.
Proposition 47. Assume SLO W ≤A with A self-dual and satisfying (36). Then, for every n ≥ 1, SLO W ≤A·n holds. Proof. We will show by induction on n, that SLO W ≤A·n holds. When n = 1 there is nothing to prove, so assume SLO W ≤A·n towards proving SLO W ≤A·(n+1) . We must show that for any
By ( A·n ), for i = 1, 2, either
, and, similarly, if X 2 ≤ W A and
Finally, we prove the "propagation of SLO W " result mentioned before.
Theorem 48. Suppose A is self-dual and SLO W ≤A holds. Then, for every 1 ≤ γ < ω 1 there is a self-dual C such that SLO W ≤C holds, and C W = A W · γ . Remark 49. The statement of theorem above is somewhat contrived-we would like to phrase it more directly by saying that when A self-dual
where A α = A · α. The problem is that set A α was defined in (7) only for α < ω; its generalization to larger countable α's is immediate for the successor case (just let A α+1 = A α + A), but problematic when α is limit, since we must choose an increasing cofinal sequence α n → α and set A α = n A α n . In other words, the construction of the A α 's when α is limit is far from being canonical, as it depends on the sequence of the α n 's. The sequence A α | 1 ≤ α < ω 1 can be constructed using the following combinatorial principle ( ω ), which is a consequence of AC:
There is F λ | λ < ω 1 ∧ λ is limit such that for each λ F λ : ω → λ is increasing and cofinal.
(44)
ω is not provable in ZF since it implies the existence of an ω 1 -sequence of distinct reals, and-similarly-the sequence A α | 1 ≤ α < ω 1 does not exist if AD is assumed: if, for example, A is clopen (and different from R and ∅), then the A · α's are ∆ 0 2 , and by a celebrated theorem of Harrington [4] , there is no ω 1 -sequence of distinct Borel sets of bounded Borel rank. Finally, let us notice that the initial segments of a ω -sequence can be constructed without choice; in other words, it is provable in ZF that for all γ < ω 1 there is a sequence F λ | λ < γ ∧ λ is limit satisfying (44) -we will use this fact in the proof below.
Proof of Theorem 48. Let us first prove this under the additional assumption that A satisfies (36). Clearly, if the result holds for a certain γ , then it holds for all γ < γ , and since the limit ordinals are cofinal in ω 1 , it is enough to prove the theorem when γ is limit. Fix F = F λ | λ ≤ γ ∧ λ limit satisfying (44). We will construct, by induction on α, a sequence
If α = 1 then (i) takes care of the construction. If 1 < α < ω then by Proposition 47 we may take C m = A · m, for all m ≤ α. Suppose that ω ≤ α < γ and C β | 1 ≤ β ≤ α has been defined and satisfies (i)-(iv) above. Since SLO W ≤C α holds, then Lemma 7 implies that
Set
holds. Let δ ≤ α be the largest such that C δ satisfies (36) so that SLO W ≤C δ ·n holds for all n by Proposition 47: if C δ · n ≤ W C α for all n, then n (C δ · n) ≡ W C δ·ω would satisfy (36), contrarily to the maximality of δ. So let n be least such that δ · n > α + 1.
Case 1: δ · n < α. Let β < δ be such that α = δ · n + β so that by (45)
Then β < δ and C β+1 ≤ W C δ by (45), so that C α+1 ≤ W C δ · (n + 1), and hence SLO
Suppose now λ ≤ γ is limit and that C α | 1 ≤ α < λ has been defined. Since n → α n = F λ (n) is increasing and cofinal in λ, then (ii), (iii) and Lemma 44 implies that C λ = n C α n is self-dual and SLO
This proves the Theorem 48 when A satisfies the additional assumption (36). Now we tackle the general case: Let α ≤ A W be the largest additively indecomposable ordinal, and let A be a set of Wadge rank α. If A is selfdual then it satisfies (36), so for every γ < ω 1 there is a self-dual C such that SLO W ≤C holds and C W = A W · γ and since α · ω 1 = A W · ω 1 , we are done. If A is non-self-dual, then A = A ⊕ ¬A satisfies (36), and since
Proof. We will show, by induction on α, that
If α is limit and (46) holds for every α < α, then-trivially-it holds also at α. This concludes the proof.
Proof of Theorem 17
This section is devoted to proving
Recall that <ω-Π 0 2 is the smallest Boolean algebra containing the Π 0 2 , or-equivalently-the family of all finite differences of Π 0 2 sets. This will finish the proof in Section 3 that SLO W =⇒ AD L . In this section, unless otherwise noted, SLO W will be assumed.
Lemma 51. Suppose A = R and T (A) = <ω ω. For any s ∈ <ω ω \ {∅} there is a set A (s) ≡ W A such that T (A (s) ) = <ω ω, and a winning strategy γ s,A for I in G L (A + , ¬((A (s) ) + )) that plays s + in the first lh(s) rounds and that never plays 0. In the first lh(s) rounds I is bound to play s + . After round lh(s), as long as II plays inside ( <ω ω) + , then let γ s,A (t + ) = σ (t) + . Suppose at some round II plays 0, reaching a position t + 0: then II's play will end up in ¬((A (s) ) + ), hence γ s,A follow from now on any real in R + \ A + -such real exist since T (A) = T (¬A) = <ω ω.
Remark 52. A strategy for I in the Lipschitz game is just a map σ : <ω ω → ω, and any such map can be identified with a mapσ : <ω ω → <ω ω which is monotone (i.e., s ⊆ t =⇒σ (s) ⊆σ (t)) and lh(σ (s)) = lh(s) + 1. We will identify the winning strategy for I of Lemma 51 with the monotone map γ s,A : <ω ω → <ω ω such that
The rationale for this quirk will be clear later in the proof.
In order to motivate the technicalities that follow, let us give a sketch of the proof assuming AD L . Towards a contradiction, suppose A stretch W A: then a fortiori A stretch L A and hence, by AD L , I must have a winning strategy σ in G L (A stretch , A). We now apply the Martin-Monk method to σ and τ , the copying strategy for II. For any z ∈ ω 2 let Σ z n = σ if z(n) = 0 and Σ z n = τ if z(n) = 1, and consider the diagram generated by Σ z n | n ∈ ω and constructed according to the following rule: take x n+1 (z), the real in the n + 1-st row, unstretch it and feed it into Σ z n to construct the n-th row x n (z). If z and w differ for exactly one entry, then H (z) ∈ A stretch ⇐⇒ H (w) / ∈ A stretch , where H : ω 2 → R is the map z → x 0 (z). Therefore {z ∈ ω 2 | H (z) ∈ A stretch } is a flip-set, contradicting the property of Baire. The only problem with this sketch of the proof is that for some z and n the real x n+1 (z) may not be the stretch of anything, that is x n+1 i (z) = 0 for all sufficiently large i, so that the diagram cannot be filled-in. As in the proof of the Steel-Van Wesep theorem, we need some "padding" in the Martin-Monk diagram, i.e., we need to introduce enough well-behaved strategies for I for Lipschitz games that guarantee that the diagram can be filled-in for every z ∈ ω 2 -this is the role of the γ s,A 's strategies.
If we try to make the proof go through assuming SLO W rather than AD L , we are immediately faced with the problem of constructing strategies for I. But if A stretch W A then ¬A ≤ W A stretch by SLO W , and hence ¬A ≤ L A stretch by (21) and (22). Therefore I has a winning strategy in G L (A stretch , A) by (25). In order to simplify the notation, in the Martin-Monk diagram we shall work with sets of the form X + = {x + | x ∈ X } rather than X , since it is technically more convenient to not subtract 1 when unstretching a real. Therefore we have shown that
Here are the details: Towards a contradiction suppose A ≡ bt ¬A, that is A is ∆ 0 2 -non-self-dual, and suppose that A stretch W A. Since Wadge-equivalent sets have Lipschitz-equivalent stretches (23) and appealing to Corollary 39, we may assume that
be the map that erases all 0's from a sequence, i.e., π(∅) = ∅ and π(s 0) = π(s). Then π induces a continuous function
Fix a sequence
of elements of <ω ω \ {∅} and consider the sets A n defined inductively by
n , as defined in Lemma 51.
It is immediate to check that T (A n ) = <ω ω, A n ≡ W A, and since Wadge equivalent sets have Lipschitz equivalent stretches by (23), then by (48)
• I has a winning strategy σ n in G L (A stretch n , A + n ). Let τ denote II's copying strategy. For every z ∈ ω 2 we define games G z n and strategies Σ z n such that
n is a Lipschitz game, and a play of G z n according to Σ z n is represented by the diagram
= y where if n is odd or n = 2m and z(m) = 0, then I plays in the upper row x 0 , x 1 , . . . , and II plays in the lower row y 0 , y 1 , . . . ; if instead n = 2m and z(m) = 1, the situation is reversed, with I playing y 0 , y 1 , . . . in the lower row and II playing x 0 , x 1 , . . . in the upper row. In other words: the strategy Σ z n always operates in the upper row, and B n is the set relevant for the player using Σ z n while C n is the set for the opponent. We simultaneously play all games G z n with the appropriate player using the strategy Σ z n . All these plays conjure to build-up the Martin-Monk diagram in Fig. 1 : rows 2n and 2n + 1 are, respectively, the boards where the player using Σ z n and his opponent play the game G z n . The vertical arrows from row 2n to row 2n − 1 denote the application of π : if in row 2n we have filled-in the finite sequence x 2n 0 , . . . , x 2n k then in row 2n − 1 we input π( x 2n 0 , . . . ,
, the subsequence of all non-zero elements of x 2n 0 , . . . , x 2n k . Remark 53. The output of π may be much shorter than its input-in the extreme case that x 2n 0 , . . . , x 2n
0 , . . . , x 2n k ) = ∅, i.e., we do not write anything at this stage in row 2n − 1. Lemma 51 guarantees that the real x 4n+2 constructed by γ s n ,A n belongs to R + , so if u + ⊇ s + n is the initial segment constructed at some finite stage, then π(u + ) = u + will be inputted on row 4n + 1. If z(n) = 1 then Σ z 2n = τ copies u + on row 4n. Then π will move it to row 4n − 1 so that γ s n−1 ,A n−1 constructs a v + ⊇ s + n−1 on row 4n − 2. (Note that by (47), lh(v + ) ≥ max(lh(s n−1 ), lh(u) + 1).) Therefore if ∀n (z(n) = 1) then the diagram can be filled-in. If instead z(n) = 1 then Σ z 2n = σ n and w = (σ n * u + ) I , the sequence produced by σ n on row 4n may contain 0's so that its length lh(w) = lh(u) + 1 is strictly larger than the length of its image π(w) on row 4n − 1. This is a serious issue since it could happen that the real x 4n ⊃ w constructed by σ n , might not be in R stretch , blocking the filling-in procedure. The s n 's will be carefully chosen so that the damage done by the σ n 's will be kept to a minimum, and the Martin-Monk diagram can be completed.
Suppose the diagram can be filled-in for any z ∈ ω 2. Notice that the integers x n m and the reals x n depend (continuously) on z, so we should really write x n m (z) and x n (z). Since then {z ∈ ω 2 | x 0 (z) ∈ A stretch 0 } is a flip set, contradicting the property of Baire. Therefore it is enough to construct the sequence (51) so that the diagram can be filled-in for any z. Recall that if ϕ : <ω ω → <ω ω is monotone, then
is of the form f ϕ , with ϕ monotone-see [6, Proposition 2.6]. The following result follows at once.
2 and f : G → R is continuous. We need the following Proposition 55. Suppose Σ 2i+1 = γ s i ,A i and Σ 2i ∈ {σ i , τ }, for i ≤ n. Then ∀s = ∅ ∃t ⊇ s such that the 0-th row of the finite portion of the Martin-Monk diagram given by Σ i | i ≤ 2n γ t,A n has length at least n.
Proof. Let Σ = Σ i | i ≤ 2n and s = ∅ be as in the hypothesis. Thus Σ is the sequence of the strategies in the games G 0 , . . . , G 2n , which use rows 0, . . . , 4n + 1. We will show that for somex ∈ R + ∩ N s + , if we let x 4n+2 =x, then the reals in the first 4n + 2 rows:
x 4n+1 , x 4n , . . . , x 0 are defined. Then, by continuity of the strategies, we can take t + =x k, for k sufficiently large. This is where convention (47) of Remark 52 comes handy: the sequence t + is inputted on row 4n + 2, even if row 4n + 3 is completely empty. Notice also that if t ⊇ s works, so does any t ⊇ t.
How do we get such anx? By Remark 53 the only possible source of troubles are the σ i 's, so we may assume that the set {i | 0 < i ≤ n ∧ Σ 2i = σ i } is non-empty. (The case when Σ 0 = σ 0 is harmless, since row 0 is the first and there is no need to apply π here.) Let j 0 > j 1 > · · · > j M be the enumeration of this set in decreasing order 4 and let L k = 4 j k : the game
) takes place on rows L k , L k + 1, and x L k is I's play according to σ j k . Thus we must find an x ∈ R + ∩ N s + such that the reals in rows L 0 , . . . , L M are in the domain of the unstretching function g, i.e.,
This will ensure that the filling-in procedure of the diagram does not come to a grinding halt. Let f be the continuous partial function obtained by composing the strategies and π between rows 4n + 2 and L M − 1, restricted to N s + ∩ R + . By Lemma 54, dom( f ) is Π 0 2 and for anyx ∈ dom( f ), ifx is inserted in row 4n + 2, then f (x) will be produced on row L M − 1, and since the composition of strategies and π from row L M − 1 to row 0 yields a total function, it is enough to show that dom( f ) = ∅. The function f can be decomposed into simpler functions, as follows: let f k : R + → R be the (total) continuous function obtained by composing the strategies and π between rows L k−1 + 1 and L k , where we let L −1 + 1 = 4n + 2, and with the proviso that f 0 is restricted to N s + ∩ R + . The diagram below illustrates the situation when M = 2.
As f 0 is composition of strategies τ and γ s i ,A i 's, then G 0 = N s + and f 0 : N s + → R + . Similarly, σ j k−1 is used in row 4 j k−1 = L k−1 and since this is the only time that a strategy σ i is used between rows L k−1 and L k + 1, we can conclude, using (52), that for x ∈ R + x ∈ A + j k−1 +1 ⇐⇒ f k (x) / ∈ A stretch j k +1
(1 ≤ k ≤ M) x ∈ N s + =⇒ x ∈ A + n ⇐⇒ f 0 (x) / ∈ A stretch j 0 +1 .
Letting
Note that f 0 = F 0 , and by (53) applied k + 1-many times,
By a further application of (53), for x ∈ G k
if k is even,
if k is odd.
Since g • F M = f , we must prove that dom(g • F M ) = G M = ∅. We will show by induction on k ≤ M that
and hence G k = ∅.
, hence (54) holds. Assume (54) holds for some k < M, so that G k \ A + n / ∈ <ω-Π 0 2 . For the sake of definitiveness, suppose k is odd, the other case being similar. Since G k+1 ⊇ G k ∩ A + n , if G k+1 ∩ A + n ∈ <ω-Π 0 2 then G k+1 \ A + n = G k+1 \ (G k ∩ A + n ) ∈ <ω-Π 0 2 , and therefore G k ∩ A + n = G k+1 \ (G k+1 \ A + n ) would also be in <ω-Π 0 2 , contrarily to our induction hypothesis. Hence the result holds for k + 1, and therefore G M ∩ A + n = ∅, which is what we had to prove.
The s n 's are defined inductively: supposing s i | i < n has been defined, s n must be constructed so that for any choice of strategies Σ i | i ≤ 2n such that Σ 2i ∈ {σ i , τ } and Σ 2i+1 = γ s i ,A i , the 0-th row of the Martin-Monk diagram using Σ i | i ≤ 2n γ s n ,A n has its first n entries filled-in. For u ∈ n+1 2, let Σ u = Σ u i | i ≤ 2n is defined by letting Σ u 2i+1 = γ s i ,A i , and Σ u 2i = σ i if u(i) = 0, and Σ 2i = τ if u(i) = 1. Let u 1 , . . . , u 2 n+1 be an enumeration of n+1 2. By applying the lemma 2 n+1 times, we construct
such that the 0-th row of the Martin-Monk diagram relative to Σ u k γ t k ,A n has the first n-entries filled-in, for any 1 ≤ k ≤ 2 n+1 . Thus it is enough to take s n = t 2 n+1 . This concludes the proof of Theorem 17.
Concluding remarks
We have seen that (over the base theory: ZF+DC(R)+BP) the various natural formulations of Wadge determinacy are equivalent:
Moreover, in Section 7 we showed that they are equivalent to SLO ∆ 0 2 . Since back-track games correspond to ∆ 0 2 -reducibility, it is quite natural to ask whether AD bt , the determinacy of all back-track games, can be added to the list. (3) it is enough to show that I has a winning strategy for G bt (A , B). Since A p ≡ W A W B, then AD W implies that I has a winning strategy σ p for G W (A p , B) , for any p ∈ <ω ω. Then I wins G bt (A , B) by following σ ∅ , as long as II does not back-track. If II back-tracks at some round, and p is the position I has reached so far, then I switches to σ p . If II back-tracks a finite number of times, then I will settle on a σ p which will be winning, since from this point on G bt (A p , B) is just G W (A p , B) . If II back-tracks infinitely often, then I wins by default. Therefore in all cases I has a winning strategy for G bt (A, B) , and this completes the proof.
