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We investigate stationary and travelling wave solutions of a special lattice
differential equation in one space dimension. Depending on a parameter l; results are
given on the existence, shape and stability for these kind of solutions. The analysis of
travelling wave solutions leads us to a functional differential equation with both
forward and backward shifts. The existence of solutions of this equation will be
proved by use of the implicit function theorem. In particular, we consider kink
solutions and periodic solutions. # 2002 Elsevier Science (USA)
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Lattice differential equations (LDEs) have attracted more and more
interest in the last few years. Simply spoken, a LDE is a system of ordinary
differential equations (ODEs) indexed by points of a lattice. As an example,
LDEs arise as the spatial discretization of partitial differential equations
(PDEs). Due to discreteness, LDEs may behave much different than PDEs
do (e.g., pinning effects may occur). LDEs arise in applications, such as
solid-state physics, material science, biology, chemical reaction theory,
image processing and pattern recognition, nonlinear optics and electronics
(for references see [1, 2, 8]). Frequently considered examples of model
systems are systems of coupled oscillators (e.g., Josephson junctions) or
integrable hamiltonian systems (e.g., the Toda lattice).
In general, a LDE is given by
’u ¼ F ðuÞ ð1:1Þ
with u 2 U and F :U! U: By U  B; we denote some Banach space which,
as a set, is contained in
B ¼ ðRnÞL ¼ fu j u : L! Rng; ð1:2Þ224
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CLASSICAL TRANSVERSE FIELD ISING CHAIN 225the set of vectors u indexed by the set L: Typically, the index set L is chosen
to be a discrete inﬁnite subset of Rd ; invariant under a given symmetry
group. Examples are L ¼ Zd ; the hexagonal lattice in R2 or crystallographic
lattices in R3:
An initial value problem for LDE (1.1) is given by uð0Þ ¼ u0 with u0 2 U:
Local existence and uniqueness follows as for ODEs.
Solutions of special interest are ‘‘breathers’’ (cf. [7, 8]), mosaic solutions
for the spatial dimension d52 (cf. [1]) and travelling wave solutions (cf.
[2, 4]). This paper is concerned with travelling wave solutions. In general, a
travelling wave solution looks like
uðx; tÞ ¼ jðsx
 ctÞ ð1:3Þ
with some linear mapping s :Rd ! R and some velocity c 2 R: LDE (1.1)
becomes a functional differential equation in j by this ansatz. There exists a
bunch of literature on functional differential equations with delays (cf. [3]).
In this case, the time evolution is given by a (bounded) integral operator.
This nice feature permits most of the theory on functional differential
equations. But the travelling wave ansatz (1.3) gives a functional differential
equation with both forward and backward shifts in many physical
interesting cases. Now, the time evolution is given by an (unbounded)
differential operator and most of the existing theory breaks down.
In this paper, we investigate different types of travelling wave solutions.
Translationally invariant stationary solutions (i.e., solutions constant in
space and time) are the most simple ones:
j ¼ const: ð1:4Þ
Much more interesting are periodic travelling wave solutions and kink
solutions. A kink solution is a travelling wave solution j satisfying
lim
x!1
jðxÞ ¼ j ð1:5Þ
with ﬁxed constants j
=jþ: Typically, kink solutions interpolate between
two different translationally invariant stationary solutions j:
The LDE investigated in this paper is the classical one-dimensional Ising
model in a transverse ﬁeld, given by the following equations of motion:
’s1ðx; tÞ ¼ ls2ðx; tÞ;
’s2ðx; tÞ ¼ 
ls1ðx; tÞ þ s3ðx; tÞðs1ðx
 1; tÞ þ s1ðxþ 1; tÞÞ;
’s3ðx; tÞ ¼ 
s2ðx; tÞðs1ðx
 1; tÞ þ s1ðxþ 1; tÞÞ ð1:6Þ
with the spin functions ðs1; s2; s3ÞðtÞ in B ¼ ðR
3ÞL and L ¼ Z: By l 2 R; we
denote a real parameter. The equations of motion can be formally derived
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H ða; bÞ ¼ 

Xb
1
x¼a
s1ðxÞs1ðxþ 1Þ þ l
Xb
x¼a
s3ðxÞ
" #
; ð1:7Þ
using
’siðx; tÞ ¼ lim
n!1
½siðx; tÞ;H ð
n; nÞ ð1:8Þ
with the Poisson brackets
½siðxÞ; sjðyÞ ¼ dxy
X3
k¼1
eijk skðxÞ: ð1:9Þ
Here, dxy denotes the Kronecker delta and eijk the completely antisymmetric
tensor.
The Ising model is used in solid-state physics for describing a double-
sided inﬁnite chain of spins. The spins are next neighbour coupled in
the s1 direction. Therefore, they prefer to align parallel to the s1 direction.
There do exist two possibilities: Alignment either in the positive or the
negative s1 direction. This effect is opposed by an external ﬁeld of strength l
in the s3 direction. With increasing jlj; the spins will turn into the s3 direction
more and more until they are aligned completely. The interplay of both
effects (the next neighbour coupling and the external ﬁeld) gives a complex
dynamical behaviour, enabling travelling wave solutions with nonzero
velocity c: For references on the physical interpretation and experiments
see [9, 10].
We will restrict our investigation to chains of constant total spinﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s21ðxÞ þ s
2
2ðxÞ þ s
2
3ðxÞ
q
¼ const at every lattice site. This corresponds to a
monoatomic chain. We require this total spin to be equal to 1 without loss
of generality.
By the ansatz siðx; tÞ ¼ si ¼ const; we obtain the following translationally
invariant stationary solutions ðs1; s2; s3Þ of Eq. (1.6):

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
; 0;
l
2
0@ 1A for 
 25l52; ð1:10Þ
ð0; 0;1Þ for l 2 R; ð1:11Þ
ð0; cosðmÞ; sinðmÞÞ for l ¼ 0 and m 2 R: ð1:12Þ
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1
2nþ1 H ð
n; nÞ equals 
ð1þ
l2
4
Þ in the ﬁrst case,
l in the second case, and 0 in the last case. The transverse ﬁeld dominates
the next neighbour interaction for jlj52: Therefore, solution ð0; 0; sgnðlÞÞ
has the least energy density there. The next neighbour interaction starts
dominating at the bifurcation points jlj ¼ 2; where that solution pitchforkes
into two solutions (1.10) of least energy density and a solution ð0; 0; sgnðlÞÞ
of a higher energy density. Therefore, in the case jlj52 there are two
translationally invariant stationary solutions of the same energy density.
Kink solutions will be proved to exist in this case. They interpolate spatially
between the two solutions (1.10).
In Section 2, we investigate stationary kink solutions of LDE (1.6).
We will prove the existence of stationary kink solutions for jlj52: There
will be two basic types of stationary kink solutions (i.e., CS and CB
solutions; for a precise deﬁnition see below), classiﬁed by their spatially
reﬂectional symmetry. The exact shape of stationary kink solutions in the
case l=0 cannot be obtained. We obtain some information on the shape of
the stationary kink solutions by an investigation of an exactly solvable
LDE, approximating LDE (1.6) in the limit jlj ! 2: This new LDE has an
one-parameter family of stationary kink solutions. In general, these
solutions do not allow any spatial reﬂectional symmetry, such as CS or
CB solutions do. The existence of a one-parameter family of stationary kink
solutions of the original LDE (1.6) will be proved in Section 3. This
additional family of solutions will be proved to exist if jlj52 is sufﬁciently
large.
In Section 3, we investigate nonstationary solutions of LDE (1.6). First,
we give the general solution in the case l ¼ 0: In the case l=0; we prove the
existence of periodic travelling wave solutions in a neighbourhood of the
translationally invariant stationary solutions (1.10) and (1.11). The period
of these solutions will be computed too. We prove the existence of travelling
wave solutions with magnons if jcj5
ﬃﬃﬃ
2
p
and 05jlj52 is sufﬁciently large.
These are kink solutions, which are allowed to be superimposed to small
oscillations or any other ‘‘dust’’. Kink solutions without magnons cannot be
proved to exist if c=0: In the case c ¼ 0; we obtain the one-parameter
family of stationary kink solutions stated above. The main tool used in this
section is the implicit function theorem. It allows us to extend solutions
from the linear case (in case of periodic solutions) or the continuum
approximation (in case of kink solutions with magnons) to solutions of the
LDE (1.6).
In Section 4, we investigate the stability of general solutions of LDE (1.6)
in the case l ¼ 0: Furthermore, we investigate the spectral stability of special
stationary solutions in the case l=0: This is done by linearization and
spectral analysis. We are able to determine the spectrum exactly for
translationally invariant stationary solutions. For stationary kink solutions,
ANDREAS JOHANN228we are only able to calculate the essential spectrum. The discrete spectrum
has to be computed numerically.
2. STATIONARY KINK SOLUTIONS
If we consider general stationary (i.e., time-independent) solutions of
Eq. (1.6), we obtain the following set of difference equations for the spin
component: siðx; tÞ ¼ siðxÞ; i ¼ 1; 2; 3; x 2 Z:
0 ¼ ls2ðxÞ;
0 ¼ 
ls1ðxÞ þ s3ðxÞðs1ðx
 1Þ þ s1ðxþ 1ÞÞ; ð2:1Þ
0 ¼ 
s2ðxÞðs1ðx
 1Þ þ s1ðxþ 1ÞÞ;
together with the normalization condition
s21ðxÞ þ s
2
2ðxÞ þ s
2
3ðxÞ ¼ 1 ð2:2Þ
for each x 2 Z:
In this section, we will prove the existence of stationary kink solutions.
Typically, these are solutions which interpolate spatially between two
distinct translationally invariant stationary solutions of the same energy
density. For the Ising model, there do exist such pairs of translationally
invariant stationary solutions in the case jlj52: In this case, stationary kink
solutions will be proved to exist.
Definition 2.1. A time-independent solution sðxÞ of Eq. (1.6) is called
stationary kink solution if there exist two constants s
=sþ with
lim
x!1
sðxÞ ¼ s: ð2:3Þ
We are able to give a complete classiﬁcation of the possible stationary
kink solutions in the special case l ¼ 0:
Theorem 2.1. In the case l ¼ 0; there do exist the following stationary
kink solutions:
ðs1ðxÞ; s2ðxÞ; s3ðxÞÞ ¼
ð
1; 0; 0Þ if x50;
ðm1;m2;m3Þ if x ¼ 0;
ð1; 0; 0Þ if x > 0;
8><>: ð2:4Þ
ðs1ðxÞ; s2ðxÞ; s3ðxÞÞ ¼ ð0; cosðnðxÞÞ; sinðnðxÞÞÞ ð2:5Þ
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2
1 þ m
2
2 þ m
2
3 ¼ 1 and some function n : Z!
R=2p satisfying limx!
1 nðxÞ=limx!1 nðxÞ; respectively.
All other stationary kink solutions can be obtained by a change of sign in the
s1 component, some shift in the x direction or chains of individual stationary
kink solutions.
Proof. At every lattice site x 2 Z it holds either
ðs2ðxÞ; s3ðxÞÞ ¼ ð0; 0Þ ð2:6Þ
or
s1ðxþ 1Þ ¼ 
s1ðx
 1Þ: ð2:7Þ
This follows from Eq. (2.1) in the case l ¼ 0: In addition, the normalization
condition (2.2) holds. Therefore, the only possible limit points for x!1
are ð0; cosðnÞ; sinðnÞÞ and ð1; 0; 0Þ:
First, let limx!1 s1ðxÞ ¼ 0: Suppose, there exists a smallest x0 2 Z with
s1ðxÞ= 1 for all x > x0: In this case, Eq. (2.7) gives s1ðxþ 1Þ ¼ 
s1ðx
 1Þ
for all x > x0 and, by the existence of the limit, it holds s1ðxÞ ¼ 0 for all x5x0:
Therefore, x0 ¼ 
1 and s1ðxÞ ¼ 0 holds true for all x 2 Z: This gives
solution (2.5). In the case limx!
1 s1ðxÞ ¼ 0; we obtain solution (2.5) in the
same manner.
In the remaining cases, it holds limx!1 s1ðxÞ ¼ 1: Let x0 2 Z with
s1ðx0Þ= 1: Then, s1ðx0 þ 1Þ ¼ 
s1ðx0 
 1Þ ¼ 1; where the ﬁrst equation
holds due to Eq. (2.7) and the second one, because otherwise Eq. (2.7) would
give ð
1Þi s1ðx0 þ 2iÞ ¼ s1ðx0Þ= 1 for all i 2 Z: But this contradicts
limx!1 s1ðxÞ ¼ 1: Therefore, we obtain a chain of ﬁnitely many kinks of
the type of solution (2.4). ]
The stationary kink solutions (2.5) are an exceptional case for the
parameter value l ¼ 0: Two special cases of solution (2.4) will be important
in the following. They are classiﬁed by their reﬂectional symmetry in the s1
component. In the case m1 ¼ 0; solution (2.4) is symmetric under spin
inversion together with spatial reﬂection with respect to a lattice site.
Therefore, it is called central spin (CS). In the case m1 ¼ 1; solution (2.4) is
symmetric under spin inversion together with spatial reﬂection with respect
to the center between two neighboured lattice sites. It is called central bond
(CB).
In the case 05jlj52; we will prove the existence of stationary kink
solutions which satisfy
ðs1ðxÞ; s2ðxÞ; s3ðxÞÞ ¼ s1ðxÞ; 0; sgnðlÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ
q 
ð2:8Þ
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lim
x!1
s1ðxÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
: ð2:9Þ
If we plug ansatz (2.8) into Eq. (2.1), we obtain a difference equation in s1ðxÞ
only:
jljs1ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ
q
ðs1ðx
 1Þ þ s1ðxþ 1ÞÞ: ð2:10Þ
Given the value of s1 at two neighboured lattice sites x and xþ 1; we are able
to solve Eq. (2.10) for s1ðx
 1Þ if js1ðxÞj51 holds:
s1ðx
 1Þ ¼ jlj
s1ðxÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ
q 
 s1ðxþ 1Þ: ð2:11Þ
Therefore, we obtain s1ðxÞ for all x 2 Z by iteration if js1ðxÞj stays less than 1;
which is true in all cases considered later on.
In order to prove the existence of CS and CB solutions of Eq. (2.10), we
need some preparations ﬁrst. We denote by Ds1ðxÞ ¼ s1ðxþ 1Þ 
 s1ðxÞ the
difference operator and by D2s1ðxÞ ¼ s1ðxþ 2Þ 
 2s1ðxþ 1Þ þ s1ðxÞ the
second difference operator. Now, we obtain using Eq. (2.10)
D2s1ðx
 1Þ ¼
jljﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ
q 
 2
0B@
1CAs1ðxÞ: ð2:12Þ
Lemma 2.1. Let 05jlj52 and 04s1ðxÞ5s1ðxþ 1Þ4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
: Then,
s1ðx
 1Þ5s1ðxÞ: ð2:13Þ
Proof. If 04s1ðxÞ5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
; the second difference D2s1ðx
 1Þ is strictly
negative. Therefore,
Ds1ðx
 1Þ > Ds1ðxÞ ð2:14Þ
holds with Ds1ðxÞ ¼ s1ðxþ 1Þ 
 s1ðxÞ > 0: ]
Lemma 2.2. Let 05jlj52 and 04s1ð0Þ5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
: Then, there exists a
second initial value s1ð1Þ which defines s1ðxÞ for x 2 N via iteration using
Eq. (2.11). Furthermore,
lim
x!1
s1ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
ð2:15Þ
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s1ðxÞ4s1ðxþ 1Þ for x50: ð2:16Þ
Proof. Let N > 0 be ﬁxed and let
s1ðN ;N Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
; ð2:17Þ
s1ðN 
 1;N Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s

 e: ð2:18Þ
Now, we search for an e > 0 such that
s1ð0;N Þ ¼ s1ð0Þ; ð2:19Þ
s1ðx;N Þ5s1ðxþ 1;N Þ for 04x5N ð2:20Þ
holds for s1ðx;N Þ; 04x4N ; determined by iteration using Eq. (2.11) with
the initial values (2.17) and (2.18).
Condition (2.20) holds true due to Lemma 2.1, if
s1ðx;N Þ5s1ð0Þ for 04x4N : ð2:21Þ
In the case e ¼ 0; we obtain a translationally invariant stationary solution
and condition (2.21) is satisﬁed. For all 04x4N the s1ðx;N Þ depend
continuously on e: Therefore, there exists a maximal e1 > 0 such that for all e
with 05e4e1 condition (2.21) is satisﬁed (an upper bound for e1 is given byﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
). For e ¼ e1 we obtain s1ð0;N Þ ¼ s1ð0Þ:
Now, we consider the sequence s1ð1;N Þ for N !1: It is bounded by s1ð0Þ
and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
from below and above. Therefore, it has an accumulation point
s1ð1Þ: In addition, the sequence s1ð1;N Þ is monotonically decreasing.
Therefore, s1ð1Þ is a limit point. We obtain s1ðxÞ for all x 2 N by iteration
using Eq. (2.11) if s1ðxÞ stays less than 1: But this holds true because of
s1ðx;N Þ4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
and
s1ðxÞ ¼ lim
N!1
s1ðx;N Þ; ð2:22Þ
which is given by continuity as above. We obtain Eq. (2.16) using Eq. (2.20).
Up to now, we know the sequence s1ðxÞ to be monotonically increasing and
bounded for x!1: Because of D2s1ðx
 1Þ being zero only for s1ðxÞ ¼ 0
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
; the only possible limit points in our case are given by 0 andﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
: If s1ð0Þ > 0; we are ﬁnished. In the case s1ð0Þ ¼ 0; we have to rule
out s1ðxÞ to become zero everywhere. Therefore, it is sufﬁcient to prove
s1ðxÞ=0 for at least one x 2 N:
We remember the second difference (2.12) to equal
D2s1ðx
 1;N Þ ¼
jljﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðx;N Þ
q 
 2
0B@
1CAs1ðx;N Þ ¼: f ðs1ðx;N ÞÞ; ð2:23Þ
which gets strictly negative for s1ðx;N Þ being given between the zeroes 0 and
y0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
: Therefore, the sequence Ds1ðx;N Þ is monotonically decreasing
for 04x5N :
We deﬁne aðlÞ > 0 by
aðlÞ ¼ minf
f ðyÞj14 y04y4
3
4 y0g: ð2:24Þ
Now, let N52: Then, either there exists a 05x5N satisfying
1
4
y04s1ðx;N Þ434 y0 ð2:25Þ
or it exists a 04x5N satisfying Ds1ðx;N Þ >
y0
2
: We obtain,
s1ð1;N Þ ¼ s1ð1;N Þ 
 s1ð0;N Þ5Ds1ðx;N Þ >
y0
2
ð2:26Þ
by Ds1ðx;N Þ being monotonically increasing.
In the ﬁrst case, we obtain
s1ð1;N Þ ¼ s1ð1;N Þ 
 s1ð0;N Þ
5Ds1ðx
 1;N Þ
5Ds1ðx;N Þ þ aðlÞ
5 aðlÞ: ð2:27Þ
Therefore,
s1ð1Þ ¼ lim
N!1
s1ð1;N Þ5min
y0
2
; aðlÞ
n o
> 0: ] ð2:28Þ
Now, we are able to prove the existence of CS solutions.
Theorem 2.2. If jlj52; there exists a stationary kink solution satisfying
s1ð0Þ ¼ 0 and limx!1 s1ðxÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
:
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05jlj52:
We obtain
s1ð
1Þ ¼ 
s1ð1Þ ð2:29Þ
from s1ð0Þ ¼ 0 and Eq. (2.10). Now, we obtain
s1ð
xÞ ¼ 
s1ðxÞ ð2:30Þ
using Eq. (2.11) and the induction principle. Lemma 2.2 gives a solution
s1ðxÞ for x 2 N; satisfying
lim
x!1
s1ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
ð2:31Þ
and
s1ðxÞ4s1ðxþ 1Þ for x50: ð2:32Þ
This solution can be extended by Eq. (2.30) to a stationary kink solution
deﬁned for all lattice sites x 2 Z: ]
The existence of CB solutions is proved in exact analogy.
Theorem 2.3. If jlj52; there exists a stationary kink solution, satisfying
s1ð1Þ ¼ 
s1ð0Þ and limx!1 s1ðxÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
: In particular, s1ðxÞ ¼

s1ð1
 xÞ holds for all x 2 Z:
Proof. The case l ¼ 0 has been settled in Theorem 2.1 already.
Therefore, let 05jlj52:
By requiring s1ð1Þ ¼ 
s1ð0Þ; we obtain from Eq. (2.11) and the induction
principle
s1ðxÞ ¼ 
s1ð1
 xÞ: ð2:33Þ
Let N > 1 and set
s1ðN ;N Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
; ð2:34Þ
s1ðN 
 1;N Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s

 e ð2:35Þ
in analogy to Lemma 2.2. Again, s1ðx;N Þ is given by iteration using
Eq. (2.11).
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05s1ð1;N Þ ¼ 
s1ð0;N Þ; ð2:36Þ
s1ðx;N Þ5s1ðxþ 1;N Þ for 04x5N : ð2:37Þ
Condition (2.37) holds true due to Lemma 2.1, if
s1ðx;N Þ50 for 14x4N : ð2:38Þ
Again, there exists an e1 > 0 such that for all 05e4e1 condition (2.38) holds
true. Now, we search for an e 20; e1½ such that Eq. (2.36) holds true. To do
so, we use a continuity argument. We obtain s1ð1;N Þ ¼ 0 if e ¼ e1 and by
Lemma 2.1 s1ð0;N Þ50: Therefore, s1ð0;N Þ þ s1ð1;N Þ50: In contradiction,
we are able to ﬁnd an 05e05e1 such that, if e ¼ e0; we obtain s1ð0;N Þ ¼ 0:
By Lemma 2.1, 0 ¼ s1ð0;N Þ5s1ð1;N Þ holds and therefore, s1ð0;N Þ þ s1ð1;
N Þ > 0: Now, s1ð0;N Þ þ s1ð1;N Þ is continuous in e: There exists an e05e5e1;
satisfying s1ð0;N Þ þ s1ð1;N Þ ¼ 0; and therefore Eq. (2.36) holds true. We
investigate the sequence s1ð1;N Þ for N !1 in analogy to Lemma 2.2.
Again, a limit point s1ð1Þ does exist. Let s1ð0Þ ¼ 
s1ð1Þ: By iteration using
Eq. (2.11), we calculate s1ðxÞ for all x 2 Z: In analogy to Lemma 2.2, it is
proved that
lim
x!1
s1ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
ð2:39Þ
and therefore by Eq. (2.33)
lim
x!
1
s1ðxÞ ¼ 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
: ] ð2:40Þ
Now, after having proved the existence of CS and CB solutions, we are
interested in their exact shape. Actually, we are unable to calculate the shape
of stationary kink solutions for l=0 except numerically. For numerical
results see [6]. But we are able to change Eq. (2.10) slightly to obtain an
equation being exactly solvable. The s1 component of the CS and CB
solutions becomes very small in the limit jlj ! 2 (in fact, it is bounded by

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
). Therefore, we should try to replace the square root
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ
q
in Eq. (2.10) by the ﬁrst two terms of its Taylor expansion. Doing so, we
obtain
jljs1ðxÞ ¼ ð1
 a1s21ðxÞÞðs1ðx
 1Þ þ s1ðxþ 1ÞÞ: ð2:41Þ
We get a1 ¼ 12 by Taylor expansion.
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s1ðxÞ ¼ s1 of Eq. (2.41). We obtain
s1 ¼ 0 or s1 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
a1
1

jlj
2
 s
: ð2:42Þ
Now, there is another possibility for choosing a1: Equation (2.41)
has exactly the same translationally invariant stationary solutions
as the original equation (2.10) if we choose a1 ¼ 11þðjlj=2Þ : Because of
stationary kink solutions interpolate between translationally invariant
stationary solutions, it is suggestive to investigate an equation with
the same translationally invariant stationary solutions as the original
equation.
The next theorem holds true for a1 ¼ 12 as well as a1 ¼
1
1þðjlj=2Þ :
Theorem 2.4. Equation (2.41) has a one-parameter family of stationary
kink solutions
s1ðxÞ ¼ a tanhðbðx
 cÞÞ ð2:43Þ
with
a ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
a1
1

jlj
2
 s
;
b ¼ artanh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

jlj
2
r !
;
c 2 R: ð2:44Þ
Proof. Using s1ðxÞ ¼ a tanhðbðx
 cÞÞ; we obtain
s1ðx
 1Þ þ s1ðxþ 1Þ
¼ a½tanhðbðx
 cÞ 
 bÞ þ tanhðbðx
 cÞ þ bÞ
¼ a
tanhðbðx
 cÞÞ 
 tanhðbÞ
1
 tanhðbðx
 cÞÞ tanhðbÞ
þ
tanhðbðx
 cÞÞ þ tanhðbÞ
1þ tanhðbðx
 cÞÞ tanhðbÞ
 
¼ 2a
tanhðbðx
 cÞÞð1
 tanh2ðbÞÞ
1
 tanh2ðbðx
 cÞÞ tanh2ðbÞ
¼
2ð1
 tanh2ðbÞÞ
1
 tanh
2ðbÞ
a2 s
2
1ðxÞ
s1ðxÞ: ð2:45Þ
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s1ðx
 1Þ þ s1ðxþ 1Þ ¼
jlj
1
 a1s21ðxÞ
s1ðxÞ: ] ð2:46Þ
In the above theorem, we obtain CS solutions by choosing c 2 Z: CB
solutions can be obtained with c 2 Zþ 1
2
: In Theorem 3.5 we will answer the
question, whether there are any stationary kink solutions other than CS and
CB solutions which satisfy the original equation (2.10). As it turns out, there
also exists a one-parameter family of stationary kink solutions if jlj52 is
sufﬁciently large.
3. NONSTATIONARY SOLUTIONS
In this section, we investigate nonstationary solutions of Eq. (1.6). After a
short review of the completely solvable case l ¼ 0; we restrict our attention
to travelling wave solutions. First, we consider small amplitude periodic
solutions in the neighbourhood of translationally invariant stationary
solutions. Afterwards, we give results on the existence of generalized kink
solutions (i.e., kink solutions with magnons).
3.1. General Solution in the Case l ¼ 0
The equations of motion (1.6) read in the case l ¼ 0 as follows:
’s1ðx; tÞ ¼ 0;
’s2ðx; tÞ ¼ s3ðx; tÞðs1ðx
 1; tÞ þ s1ðxþ 1; tÞÞ;
’s3ðx; tÞ ¼ 
s2ðx; tÞðs1ðx
 1; tÞ þ s1ðxþ 1; tÞÞ:
ð3:1Þ
Together with the normalization condition s21ðxÞ þ s
2
2ðxÞ þ s
2
3ðxÞ ¼ 1; we
obtain the following result.
Theorem 3.1. In the case l ¼ 0; the equations of motion (1.6) have the
general solution
s1ðx; tÞ
s2ðx; tÞ
s3ðx; tÞ
0B@
1CA ¼ mðxÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1
 m2ðxÞp cosððmðx
 1Þ þ mðxþ 1ÞÞ ðt 
 t0ðxÞÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 m2ðxÞ
p
sinððmðx
 1Þ þ mðxþ 1ÞÞ ðt 
 t0ðxÞÞÞ
0BB@
1CCA ð3:2Þ
with any functions m : Z! ½
1; 1 and t0 : Z! R:
Proof. The equations of motion (3.1) decouple into distinct harmonic
oscillators. The stated result follows instantly. ]
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We consider solutions which satisfy either s3ðxÞ50 or s3ðxÞ40 for all
x 2 Z: The second case can be transformed into the ﬁrst one by the transition
l! 
l: We require s3ðxÞ50 for all x 2 Z without loss of generality. Now,
the normalization condition can be written as s3ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ 
 s
2
2ðxÞ
q
:
Using the travelling wave ansatz siðx; tÞ ¼ siðx
 ctÞ; the equations of
motion (1.6) read as follows:
cs01ðxÞ ¼ 
ls2ðxÞ;
cs02ðxÞ ¼ ls1ðxÞ 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ 
 s
2
2ðxÞ
q
ðs1ðx
 1Þ þ s1ðxþ 1ÞÞ: ð3:3Þ
We denote the derivative with respect to x by s0i: Now, we obtain the
travelling wave equation
T ðs1Þ ¼ 0 ð3:4Þ
with
T ðs1ÞðxÞ ¼ c2s001ðxÞ þ l
2s1ðxÞ 
 l
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ 

c2
l2
s021 ðxÞ
q
ðs1ðx
 1Þ þ s1ðxþ 1ÞÞ:
ð3:5Þ
In the remainder of this section, we investigate Eq. (3.4) for the existence of
periodic solutions and generalized kink solutions.
3.3. Periodic Solutions
In this section, we prove the existence of periodic solutions of the
travelling wave equation (3.4). First, we solve the linearization of Eq. (3.4)
around the translationally invariant stationary solutions. Afterwards, we
extend these solutions to the nonlinear case using the implicit function
theorem.
First, we investigate periodic solutions in a neighbourhood of the
translationally invariant stationary solution
ðs10; s20; s30Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
; 0;
l
2
0@ 1A ð3:6Þ
for 05l52: In this case, it holds s30 > 0: Therefore, s3ðxÞ > 0 holds for
periodic solutions sufﬁciently close to solution (3.6).
Using the perturbation ansatz
s1ðxÞ ¼ s10 þ s11ðxÞ; ð3:7Þ
ANDREAS JOHANN238we obtain by linearization of Eq. (3.4) around s10 the linear travelling wave
equation
LT ðs10Þðs11Þ ¼ 0 ð3:8Þ
with the linear operator
LT ðs10Þðs11ÞðxÞ ¼ c2s0011ðxÞ þ l
2s11ðxÞ 
 l
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s210
q
ðs11ðx
 1Þ þ s11ðxþ 1ÞÞ
þ l
s10ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s210
q 2s10 s11ðxÞ
¼ c2s0011ðxÞ þ l
2s11ðxÞ 

l2
2
ðs11ðx
 1Þ þ s11ðxþ 1ÞÞ
þ 4 1

l2
4
 
s11ðxÞ
¼ 4s11ðxÞ þ c2s0011ðxÞ 

l2
2
ðs11ðx
 1Þ þ s11ðxþ 1ÞÞ: ð3:9Þ
Using the ansatz s11ðxÞ ¼ expðixxÞ; we obtain
LT ðs10Þðs11ÞðxÞ ¼ ð4
 c2x
2 
 l2 cosðxÞÞs11ðxÞ: ð3:10Þ
The multiplication operator
hðxÞ ¼ 4
 c2x2 
 l2 cosðxÞ ð3:11Þ
is the Fourier transform of the linear differential difference operator LT ðs10Þ:
It is called its characteristic function. Every zero x of h gives rise to a periodic
solution sxðxÞ ¼ expðixxÞ of the linear travelling wave equation (3.8). The
following result extends these solutions to the nonlinear case using the
implicit function theorem.
Theorem 3.2. For almost all c=0 and 05jlj52; Eq. (1.6) has periodic
travelling wave solutions sufficiently close to the translationally invariant
stationary solution (1.10). Their period is given by 2px with x emerging with
increasing amplitude continuously differentiable from zeroes x0 of the
characteristic equation
hðxÞ ¼ 4
 c2x2 
 l2 cosðxÞ ¼ 0: ð3:12Þ
First, we need some auxiliary results to prove this theorem.
Definition 3.1. We denote the space of even 2p periodic functions the
ﬁrst m derivatives of which are in L22pðRÞ by H
m
2p;e: Together with the
CLASSICAL TRANSVERSE FIELD ISING CHAIN 239canonical inner product
ðf j gÞHm
2p;e
¼
Xm
j¼0
ðDjf jDjgÞ2 ð3:13Þ
and the resulting norm
jjf jjHm
2p;e
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXm
j¼0
jjDjf jj22
r
; ð3:14Þ
Hm2p;e becomes a Hilbert space.
Lemma 3.1. Let L be a linear differential difference operator with
characteristic function h 2 C1ðRÞ: Further, we assume
(a) The growth of jhðxÞj for jxj ! 1 is at least of order d:
(b) L maps Hd2pa;e to H
0
2pa;e (i.e. even periodic functions are mapped to
even functions of the same period, the highest order derivative is of order d).
(c) x0=0 is a zero of h with h0ðx0Þ=0:
(d) It exists a neighbourhood V  R of 0; such that in Zx0 þ V there are
no zeroes of h other than x0 (nonresonance condition).
Let Sa :Hm2p;e ! H
m
2p1=a;e denote the stretching operator given by
SaðgÞðxÞ ¼ gða xÞ: ð3:15Þ
Then there exists a neighbourhood 0 2 U  H 02p;e such that for all f 2 U the
inhomogeneous equation
#Lðg; aÞ ¼ f ð3:16Þ
with the rescaled operator
#Lðg; aÞ ¼ S
1a LSaðgÞ ð3:17Þ
has a solution g 2 Hd2p;e for some 0=a 2 R: We are able to choose g such that
the Fourier component
*g1 ¼
1
p
Z 2p
0
gðxÞ cosðxÞ dx ð3:18Þ
takes any given value *g1 ¼ b 2 R=f0g: It has to be remarked, that the size of
the neighbourhood U is determined by b:
In addition, a depends in a continuously differentiable way on f and b and
there exists a fixed constant C such that
ja
 x0j4C
jjf jj2
jbj
: ð3:19Þ
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*f n ¼
1
p
Z 2p
0
f ðxÞ cosðnxÞ dx: ð3:20Þ
Let b 2 R=f0g be given. The implicit function theorem gives by (c) an a 2 R
with hðaÞ ¼
*f 1
b if
*f 1
b is contained in a sufﬁciently small neighbourhood U
0 of 0:
Now, we choose the neighbourhood U in dependency of b such that for all
f 2 U ; the quotient  jjf jj2jbj and therefore
*f 1
b is contained in U
0: Equation
(3.19) is obtained by the continuous differentiability of a as an implicit
function of
*f 1
b :
Now, deﬁne
gðxÞ ¼
*f 0
2hð0Þ
þ b cosðxÞ þ
X1
n¼2
*f n cosðnxÞ
hða nÞ
: ð3:21Þ
The function g is even and 2p periodic by deﬁnition. One obtains for j4d
jjDjgjj224 c
X1
n¼0
nj *gn
 2
4 c
*f 0
hð0Þ


2
þ
*f 1
hðaÞ


2
þ
X1
n¼2
nj *f n
hða nÞ


2
0@ 1A
4 *c
X1
n¼0
j *f nj2
¼ #c jjf jj22
51: ð3:22Þ
The estimate n
j
hða nÞ
 4const holds true due to (a) and (d) because of j4d:
Therefore, g 2 Hd2p;e:
It remains to prove that g satisﬁes Eq. (3.16). It holds hðxÞ ¼ hð
xÞ due to
(b) (L maps even functions to even functions). Therefore,
Lðcosða n xÞÞ ¼ hða nÞ cosða n xÞ ð3:23Þ
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Sa #Lðg; aÞðxÞ ¼ LðgÞða xÞ
¼ hð0Þ
*f 0
2hð0Þ
þ hðaÞb cosða xÞ þ
X1
n¼2
hða nÞ
*f n cosða n xÞ
hða nÞ
¼
*f 0
2
þ
X1
n¼1
*f n cosða n xÞ
¼ f ða xÞ
¼ Saðf ÞðxÞ: ] ð3:24Þ
Proof of Theorem 3.2. Without loss of generality, we restrict our
attention to the case 05l52 and s10 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
:
Equation (3.4) reads as
0 ¼ T ðs10 þ s11ÞðxÞ
¼LT ðs10Þðs11ÞðxÞ þ F ðs10Þðs11ÞðxÞ ð3:25Þ
with
F ðs10Þðs11ÞðxÞ ¼ T ðs10 þ s11ÞðxÞ 
 LT ðs10Þðs11ÞðxÞ: ð3:26Þ
All terms in F ðs10Þðs11Þ are of at least quadratic order in s11: Therefore,
1
e F ðs10Þðes11Þ is of at least linear order in e and Eq. (3.25) is equivalent to
0 ¼ LT ðs10Þðs11ÞðxÞ þ
1
e
F ðs10Þðes11ÞðxÞ: ð3:27Þ
The linear bounded differential difference operator LT ðs10Þ satisﬁes
conditions (a) and (b) of Lemma 3.1 with d ¼ 2:
The characteristic function hðxÞ ¼ 4
 c2x2 
 l2 cosðxÞ satisﬁes, for the
given domain of parameters c=0 and 05l52;
hð0Þ ¼ 4
 l2 > 0 and lim
x!1
hðxÞ ¼ 
1: ð3:28Þ
Therefore, it has at least one positive zero. Additional positive zeroes emerge
in pairs as an extremum of hðxÞ passes the x-axis due to variation of the
parameters c and l: Zeroes of hðxÞ and its derivative h0ðxÞ only fall together
at such passings. This happens for a zero set of parameters only. Therefore,
condition (c) of Lemma 3.1 is satisﬁed for almost all parameter values c and
l in the given domain.
The number of zeroes of the characteristic function hðxÞ is bounded for a
given c0 > 0 and l052 and any 05l5l0 and jcj > c0: Therefore, a suitable
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zeroes x0 of hðxÞ do not resonate (i.e. the set Z x0 does not contain any
zeroes other than x0).
The resonance condition hðx0Þ ¼ hðnx0Þ ¼ 0 with n 2 N implies
l2
4
ðn2 cosðx0Þ 
 cosðnx0ÞÞ ¼ n
2 
 1: ð3:29Þ
Both sides of this equation equal zero if n ¼ 1: It is not solvable if n=1
because of jlj52 and
n2 cosðx0Þ 
 cosðnx0Þ4n
2 
 1: ð3:30Þ
Therefore, condition (d) of Lemma 3.1 is satisﬁed for all parameter values c
and l in the given domain.
Now, we are allowed to apply Lemma 3.1 for almost all c=0 and 05l
52: Therefore, for all f 2 U  H 02p;e equationcLT ðs10Þðg; aÞ ¼ S
1a LT ðs10ÞSaðgÞ ¼ f ð3:31Þ
has a solution ðg; aÞ 2 H 22p;e  R with its ﬁrst Fourier component satisfying
*g1 ¼ 1:
The operator cLT ðs10Þ is already linear in g and locally invertible at a ¼ x0:
Therefore, by linearization at a ¼ x0 one obtains the linear bounded
operator
L :H 22p;e  R! H
0
2p;e: ð3:32Þ
Let g0ðxÞ ¼ cosðxÞ: Next, we want to apply the implicit function theorem to
the operator
#T :U ! H 02p;e ð3:33Þ
in a neighbourhood of ðg0; x0; 0Þ 2 U  H 22p;e  R
2 with
#Tðg; a; eÞ ¼
1
e
S
1a T ðs10 þ egÞSa ¼ cLT ðs10Þðg; aÞ þ 1e S
1a F ðs10ÞðegÞSa: ð3:34Þ
It holds #Tðg0; x0; 0Þ ¼ 0: Let e 2 R and ðg; aÞ 2 Y ¼ H22p;e  R: The operator
#T is continuously differentiable at ðg0; x0; 0Þ with
ðD #TÞðg0; x0; 0Þðg; a
 x0; eÞðxÞ
¼ Lðg; a
 x0ÞðxÞ þ e2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s "
g0ðx0xÞðg0ðx0ðx
 1ÞÞ
þ g0ðx0ðxþ 1ÞÞÞ þ
4
l2
g20ðx0xÞ þ
c2
l2
g020 ðx0xÞ

: ð3:35Þ
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ker L ¼ spanfðg0; 0Þg: The operator LjY1 is bijective and bounded by the open
mapping theorem. Now, for any sufﬁciently small e the implicit function
theorem gives a unique solution
s11ðxÞ ¼ gðeÞðaðeÞ xÞ ð3:36Þ
of Eq. (3.27) which satisﬁes *g1ðeÞ ¼ 1: For e! 0; this solutions approaches
in a continuously differentiable way the solution s11ðxÞ ¼ cosðx0 xÞ of the
linear travelling wave equation (3.8).
Therefore, we obtain a solution
s1ðeÞðxÞ ¼ s10 þ egðeÞðaðeÞ xÞ ð3:37Þ
of the travelling wave equation (3.4). For e! 0; the period 2paðeÞ approaches
in a continuously differentiable way 2px0 and the solution s1ðeÞ approaches in a
continuously differentiable way the translationally invariant stationary
solution s10: ]
One proves the existence of periodic solutions in the neighbourhood of
the translationally invariant stationary solution
ðs10; s20; s30Þ ¼ ð0; 0; 1Þ ð3:38Þ
in exact analogy. Again, s3ðxÞ > 0 holds for periodic solutions sufﬁciently
close to solution (3.38).
Theorem 3.3. For almost all c=0 and l=0; Eq. (1.6) has periodic
travelling wave solutions sufficiently close to the translationally invariant
stationary solution (3.38) if the characteristic equation
hðxÞ ¼ l2 
 c2x2 
 2l cosðxÞ ¼ 0 ð3:39Þ
has positive zeroes x0: The period of these solutions is given by 2px : Here, x
emerges with increasing amplitude continuously differentiable from zeroes x0
of the characteristic function hðxÞ:
In the case 05l52; the characteristic function hðxÞ has zeroes only if jcj is
sufﬁciently small. Zeroes of the characteristic function hðxÞ do exist for all
velocities c if l > 2 or l50: By the transition s3ðxÞ ! 
s3ðxÞ and l! 
l
this result applies to the translationally invariant stationary solution
ðs10; s20; s30Þ ¼ ð0; 0;
1Þ as well.
Proof of Theorem 3.3. We obtain by linearization of the travelling
wave equation (3.4) around the translationally invariant stationary
ANDREAS JOHANN244solution s10 ¼ 0;
LT ðs10Þðs11ÞðxÞ ¼ c2s0011ðxÞ þ l
2s11ðxÞ 
 l
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s210
q
ðs11ðx
 1Þ þ s11ðxþ 1ÞÞ
þ l
s10ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s210
q 2s10s11ðxÞ
¼ c2s0011ðxÞ þ l
2s11ðxÞ 
 lðs11ðx
 1Þ þ s11ðxþ 1ÞÞ: ð3:40Þ
The ansatz s11ðxÞ ¼ expðixxÞ gives
LT ðs10Þðs11ÞðxÞ ¼ ð
c2x
2 þ l2 
 2l cosðxÞÞs11ðxÞ ð3:41Þ
and therefore the characteristic equation
hðxÞ ¼ l2 
 c2x2 
 2l cosðxÞ ¼ 0: ð3:42Þ
This equation has only a ﬁnite number of zeroes if c=0 and l=0: These
zeroes are no zeroes of the derivative h0ðxÞ for almost all parameter values c
and l: In the case 05l52; the nonexistence of resonances is proved as in
Theorem 3.2. In all other cases, the resonance condition hðx0Þ ¼ hðnx0Þ ¼ 0
with n= 1 gives
l ¼
2ðn2 
 1Þ
n2 cosðx0Þ 
 cosðnx0Þ
ð3:43Þ
and
c2 ¼
1
x20
ðl2 
 2l cosðx0ÞÞ: ð3:44Þ
Both conditions give a countable set of one-dimensional curves in the
parameter plane. Therefore, resonance does not occur for almost all
parameter values c and l:
The remainder of the proof follows in exact analogy to Theorem 3.2. ]
3.4. Kink Solutions
If we consider travelling wave kink solutions with a velocity c=0; our
notion of kink solutions has to be extended. In general, travelling kink
solutions turn out to be superimposed to small oscillations. Therefore, we
introduce kink solutions with magnons. They do not need to converge for
x!1; but they must be bounded and need to behave somehow
‘‘differently’’ as x goes to 1:
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 ctÞ of
Eq. (1.6) with velocity c 2 R is called kink solution with magnons if there exist
two disjoint open balls B
 \ Bþ ¼ | and a ﬁxed constant x 2 R; such that
for all x > x it holds
sð
xÞ 2 B
 and sðxÞ 2 Bþ: ð3:45Þ
As a special case, every bounded stationary kink solution turns out
to be a kink solution with magnons for velocity c ¼ 0: Examples are CS and
CB solutions. In these cases, we choose B to be centered at the
translationally invariant stationary solutions ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
; 0; l
2
Þ: The constant
x is determined by the radius of B and the exact shape of the stationary
kink solutions.
In Theorem 2.4, approximative stationary kink solutions turned out to
decrease in amplitude and increase in width as jlj ! 2: The same holds true
for kink solutions with magnons. The shape of a solution of the travelling
wave equation (3.4) can be made to change only slightly as l! 2 by an
appropriate deformation (i.e. stretching in s1 direction and shrinking in x
direction). Now, the lattice distance goes to zero and the discrete model
becomes continuous (continuum approximation). The following result
extends solutions of the continuum approximation back to the discrete
model.
Theorem 3.4. Equation (1.6) has travelling wave kink solutions with
magnons if jcj5
ﬃﬃﬃ
2
p
and 05jlj52 is sufficiently large. These solutions depend
continuously on l in the L1 norm and satisfy
s2ðxÞ ¼
c
l
s01ðxÞ;
s3ðxÞ ¼ sgnðlÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ 
 s
2
2ðxÞ
q
: ð3:46Þ
As l! 2; the s1 component behaves asymptotically like
#s1ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
tanh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
 c2
1

l2
4
 s
x
0@ 1A: ð3:47Þ
These kink solutions with magnons tend continuously to
ð0; 0; sgnðlÞÞ in the limit as jlj ! 2: Therefore, the requirement that
either s3ðxÞ > 0 or s3ðxÞ50 for all x is satisﬁed. First, we need some technical
results again.
ANDREAS JOHANN246Definition 3.3. We denote the space of odd real-valued functions the
ﬁrst m derivatives of which are in L1ðRÞ by Hm1;o: Using the norm
jjf jjHm1;o ¼
Xm
j¼0
jjDjf jj1; ð3:48Þ
Hm1;o becomes a Banach space.
Lemma 3.2. The linear bounded operator La:H 21;o ! H
0
1;o given by
LaðgÞðxÞ ¼ g00ðxÞ þ 2a2ð1
 3 tanh
2ða xÞÞgðxÞ ð3:49Þ
has a bounded inverse if a 2 R=f0g:
Proof. The homogeneous linear differential equation
LaðgÞðxÞ ¼ 0 ð3:50Þ
transforms by the substitution y ¼ tanhða xÞ into the associated Legendre
equation
ð1
 y2Þg00ðyÞ 
 2yg0ðyÞ þ nðnþ 1Þ 

m2
1
 y2
 
gðyÞ ¼ 0 ð3:51Þ
with n ¼ 2 and m ¼ 2: One obtains two linear independent solutions
P 22 ðyÞ and Q
2
2ðyÞ (associated Legendre functions) on the interval
½
1; 1: We obtain by backward substitution the following two solutions
of Eq. (3.50):
g1ðxÞ ¼ 1
 tanh
2ða xÞ;
g2ðxÞ ¼
1
8a
tanhða xÞ 3þ
2
1
 tanh2ða xÞ
 
þ
3
8
xð1
 tanh2ða xÞÞ; ð3:52Þ
which satisfy
g1ð0Þ ¼ 1; g2ð0Þ ¼ 0;
g01ð0Þ ¼ 0; g
0
2ð0Þ ¼ 1: ð3:53Þ
Both solutions are no elements of H21;o: The ﬁrst one is even, the second one
is unbounded.
Let f 2 H 01;o be given. We search for a solution g 2 H
2
1;o which satisﬁes
the inhomogeneous linear differential equation
LaðgÞ ¼ f : ð3:54Þ
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gðxÞ ¼ 
g1ðxÞ
Z x
0
f ðxÞg2ðxÞ dx
 g2ðxÞ
Z 1
x
f ðxÞg1ðxÞ dx ð3:55Þ
can be obtained by variation of constants. The function g1 is even, g2 and f
are odd. Therefore, g is also odd. The boundedness of g and its ﬁrst two
derivatives will be proved as follows. Without loss of generality, let x50:
Now,
jgðxÞj4jjf jjH01;o jg1ðxÞj
Z x
0
jg2ðxÞj dxþ jg2ðxÞj
Z 1
x
jg1ðxÞj dx
 
; ð3:56Þ
jg0ðxÞj ¼ 
g01ðxÞ
Z x
0
f ðxÞg2ðxÞ dx
 g02ðxÞ
Z 1
x
f ðxÞ g1ðxÞ dx
 
4jjf jjH01;o jg
0
1ðxÞj
Z x
0
jg2ðxÞj dxþ jg02ðxÞj
Z 1
x
jg1ðxÞj dx
 
;
jg00ðxÞj ¼ f ðxÞ 
 g001ðxÞ
Z x
0
f ðxÞg2ðxÞ dx
 g002ðxÞ
Z 1
x
f ðxÞ g1ðxÞ dx
 
4jjf jjH01;o 1þ jg
00
1ðxÞj
Z x
0
jg2ðxÞj dxþ jg002ðxÞj
Z 1
x
jg1ðxÞj dx
 
:
It is sufﬁcient to prove the boundedness of
G1nðxÞ ¼ jg
ðnÞ
1 ðxÞj
R x
0 jg2ðxÞj dx;
G2nðxÞ ¼ jg
ðnÞ
2 ðxÞj
R1
x jg1ðxÞj dx
ð3:57Þ
with n 2 f0; 1; 2g: Using x50 and a=0; one obtains
G10ðxÞ ¼ g1ðxÞ
Z x
0
g2ðxÞ dx
4 ð1
 tanh2ða xÞÞ
Z x
0
3
8jaj
þ
1
8a2
2a tanhða xÞ
1
 tanh2ða xÞ
þ
3
8
x dx
¼ ð1
 tanh2ða xÞÞ
3
8jaj
xþ
1
8a2
1
1
 tanh2ða xÞ

 1
 
þ
3
16
x2
 
4
1
8a2
þ
6xþ 3x2
16jaj cosh2ða xÞ
4C10; ð3:58Þ
ANDREAS JOHANN248G20ðxÞ ¼ g2ðxÞ
Z 1
x
g1ðxÞ dx
4
3
8jaj
þ
1
4a
tanhða xÞ
1
 tanh2ða xÞ
þ
3
8
x
 
1
jaj
ð1
 tanhðjajxÞÞ
4
3
8a2
þ
1
4a
tanhða xÞ
1þ tanhðjajxÞ
þ
3
8jaj
xð1
 tanhðjajxÞÞ
4
3
8a2
þ
1
4jaj
þ
3
8jaj
xð1
 tanhðjajxÞÞ
4C20; ð3:59Þ
G11ðxÞ ¼ jg01ðxÞj
Z x
0
jg2ðxÞj dx
¼ j 
 2a tanhða xÞg1ðxÞj
Z x
0
jg2ðxÞj dx
4 2jajG10ðxÞ
4C11; ð3:60Þ
G21ðxÞ ¼ jg02ðxÞj
Z 1
x
jg1ðxÞj dx
¼
1
4
þ
3
4
ð1
 a x tanhða xÞÞð1
 tanh2ða xÞÞ

þ
1
2
tanh2ða xÞ
1
 tanh2ða xÞ
 1jaj ð1
 tanhðjajxÞÞ
4
1
jaj
þ
3x
4 cosh2ða xÞ
þ
1
2jaj
4C21: ð3:61Þ
Using the homogeneous differential equation (3.50), one obtains
G12ðxÞ ¼ jg001ðxÞj
Z 1
x
jg2ðxÞj dx
¼ j 
 2a2ð1
 3 tanh2ða xÞÞg1ðxÞj
Z 1
x
jg2ðxÞj dx
4 4a2G10ðxÞ
4C12 ð3:62Þ
and in the same manner
G22ðxÞ4C22: ð3:63Þ
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1a is given
by
1þ C10 þ C20 þ C11 þ C21 þ C12 þ C22: ] ð3:64Þ
Proof of Theorem 3.4. Without loss of generality, let l > 0: The
asymptotic transition l! 2 we obtain by letting e! 0 in
l ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 e2
p
: ð3:65Þ
Given 
15e51 and g 2 H 21;o; let
s1ðxÞ ¼ egðxÞ: ð3:66Þ
By plugging s1ðxÞ into the travelling wave equation (3.4), we obtain
T ðe gÞðxÞ ¼ e
"
c2g00ðxÞ þ 4ð1
 e2ÞgðxÞ

2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
e2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
e2 g2ðxÞ þ
c2
4ð1
 e2Þ
g02ðxÞ
 s
ðgðx
 1Þ þ gðxþ 1ÞÞ
#
¼ e

c2g00ðxÞ þ 4gðxÞ 
 4e2gðxÞ

 ð2
e2Þ 1

e2
2
g2ðxÞþ
c2
4
g02ðxÞ
  
ðgðx
 1Þ þ gðxþ 1ÞÞ þ o e4
  
¼ e½c2g00ðxÞ 
 2ðgðx
 1Þ 
 2gðxÞ þ gðxþ 1ÞÞ
þ e3
"

 4gðxÞ þ ðgðx
 1Þ þ gðxþ 1ÞÞ
þ g2ðxÞ þ
c2
4
g02ðxÞ
 
ðgðx
 1Þ þ gðxþ 1ÞÞ
#
þ o e5
  
: ð3:67Þ
Using the stretching operator SeðgÞðxÞ ¼ gðe xÞ; we obtain
S
1e TSeðe gÞðxÞ ¼ e
3
"
c2g00ðxÞ 
 2
gðx
 eÞ 
 2gðxÞ þ gðxþ eÞ
e2

 4gðxÞ þ ðg2ðxÞ þ 1Þðgðx
 eÞ þ gðxþ eÞÞ
#
þ oðe5Þ: ð3:68Þ
ANDREAS JOHANN250Now, we deﬁne an operator #T :U ! H01;o by
#Tðe; gÞ ¼
1
e3 S

1
e TSeðe gÞ if e=0;
c2g00 
 2g00 
 4gþ ðg2 þ 1Þ2g if e ¼ 0:
(
ð3:69Þ
Given any g0 2 H21;o; we denote by U  R H
2
1;o a sufﬁciently small
neighbourhood of ð0; g0Þ: The operator #T turns out to be continuous in U : It
also has a continuous derivative Dg #T in U : Using
g0ðxÞ ¼ tanh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
 c2
r
x
 !
ð3:70Þ
it holds #Tð0; g0Þ ¼ 0: The linear bounded operator Dg #Tð0; g0Þ :H 21;o ! H
0
1;o
reads as follows:
Dg #Tð0; g0ÞðgÞðxÞ ¼ 
ðð2
 c2Þg00ðxÞ þ 2ð1
 3g20ðxÞÞgðxÞÞ: ð3:71Þ
It has a bounded inverse by Lemma 3.2 if c252: Therefore, the implicit
function theorem gives a gðeÞ 2 H21;o which satisﬁes
#Tðe; gðeÞÞ ¼ 0; ð3:72Þ
if e stays sufﬁciently small. The function gðeÞ depends continuously on e and
gð0Þ ¼ g0 holds. One obtains by backward transformation a solution
s1ðxÞ ¼ egðeÞðe xÞ ð3:73Þ
of the travelling wave equation (3.4). Now, s1 as well as s2 and s3 given by
Eq. (3.46) are continuous bounded functions, depending continuously on e in
the L1 norm if e stays sufﬁciently small (i.e. l52 is sufﬁciently large). The balls
B of radius 12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
have to be centered at the translationally invariant
stationary solutions (1.10). Given a suitable x; for any sufﬁciently small e; the
solution ðs1ðxÞ; s2ðxÞ; s3ðxÞÞ stays in B if x > x due to continuity in e:
For l! 2; we obtain by Eq. (3.65) the asymptotics
#s1ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
tanh
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
 c2
1

l2
4
 s
x
0@ 1A: ð3:74Þ
]
Using the tools developed in the last proof, we are able to prove the
existence of a one-parameter family of stationary kink solutions as well. In
general, these solutions do not have any reﬂectional symmetry (such as CS
and CB solutions do).
CLASSICAL TRANSVERSE FIELD ISING CHAIN 251Theorem 3.5. If jlj52 is sufficiently large, Eq. (1.6) has a one-parameter
family of stationary kink solutions. As x!1; they converge to the
translationally invariant stationary solutions (1.10).
Proof. Without loss of generality, let 05l52 be sufﬁciently large.
Using c ¼ 0; one obtains in analogy to Eq. (3.73) a function sc 2 H21;o
given by
scðxÞ ¼ e gðeÞðe xÞ ð3:75Þ
with e ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
: In particular, the function sc is continuous and bounded
by1: Now, one obtains for any given x0 2 R a stationary solution given by
ðs1ðxÞ; s2ðxÞ; s3ðxÞÞ ¼ ðscðx
 x0Þ; 0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s2cðx
 x0Þ
q
Þ: ð3:76Þ
We prove s1ðxÞ; x 2 Z to be monotone if jxj is sufﬁciently large. Doing so, we
remember the second difference operator D2s1ðx
 1Þ given by Eq. (2.12). If
s1 is not monotone, it has a local maximum or a local minimum. Suppose
s1 has a local maximum. Then, there exists a xmax 2 Z such that
s1ðxmax 
 1Þ5s1ðxmaxÞ5s1ðxmax þ 1Þ: Therefore, D
2s1ðxmax 
 1Þ50: By
Eq. (2.12), we obtain 
14s1ðxmaxÞ5
 e or 05s1ðxmaxÞ5e with e given
above. In the ﬁrst case, s1ðxmaxÞ is a global maximum. To obtain a second
maximum, one would need a local minimum xmin with s1ðxminÞ4s1ðxmaxÞ5

e: This is ruled out by D2s1ðx
 1Þ50 for any s1ðxÞ5
 e: But by
construction, s1ðxmaxÞ5
 e cannot be a global maximum (i.e. s1 has to
enter Bþ as well as B
 given in the proof of Theorem 3.4).
Therefore, 05s1ðxmaxÞ5e: Because of D
2s1ðx
 1Þ50 for 05s1ðxÞ5e; the
ﬁrst difference Ds1ðxÞ is bounded away from zero to the left and to the right
of xmax until s1ðxÞ40: But by construction of s1; it exists a x satisfying
s1ðxÞ > e2 > 0 if x > x: Therefore, s1 has to be monotonically increasing if
x > x:
The same argument excludes minima for sufﬁciently large jxj and proves s1
to be monotonically decreasing if x5
 x: Therefore, limx!1 s1ðxÞ does
exist. The only possible limit points are the translationally invariant
stationary solutions (1.10). ]
4. STABILITY
In this section, we analyse the stability of special solutions of the
equations of motion (1.6) under l2-perturbations. After a short discussion of
the completely solvable case l ¼ 0; we investigate the spectral stability of
stationary solutions in the case l=0 by linearization and spectral analysis.
ANDREAS JOHANN2524.1. Stability in the Case l ¼ 0
In the case l ¼ 0; the general solution of the equations of motion (1.6)
is given by Theorem 3.1. By ðs10ðxÞ; s20ðx; tÞ; s30ðx; tÞÞ; we denote any
given solution. Note that in the case l ¼ 0; the s10 component is always
constant in time. The s2 and s3 components at each lattice site x oscillate
with the amplitude aðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s21ðxÞ
q
and the angular frequency
oðxÞ ¼ s1ðx
 1Þ þ s1ðxþ 1Þ:
s2ðx; tÞ ¼ aðxÞ cosðoðxÞ ðt 
 t0ðxÞÞÞ;
s3ðx; tÞ ¼ aðxÞ sinðoðxÞ ðt 
 t0ðxÞÞÞ: ð4:1Þ
Thus, all solutions are quasiperiodic. A small perturbation gives rise to a
small change in the s1 component only. In the s2 and s3 components, there
will be only small changes to the amplitudes, angular frequencies and phases
of the oscillators too. Therefore in the case l ¼ 0; all solutions are orbitally
stable.
4.2. Spectral Stability of Stationary Solutions
In the case l=0; we do not know the general solution of the equations
of motion (1.6) and the analysis of stability becomes much more difﬁcult.
In order to give any stability results, we linearize the equations of
motion (1.6) around a given stationary solution and analyse its spectral
stability.
First, we give an auxiliary result, which will be used to obtain information
on the continuous spectra of operators.
Lemma 4.1. Let F 2Lðl2ðZ; X ÞÞ be a bounded linear operator
and *F 2Lðl1ðZ; X ÞÞ an extension of the operator F : Furthermore, let N 2
N be fixed such that for all c 2 lpðZ; X Þ with compact support suppðcÞ 
½a; b; it holds
suppð *F ðcÞÞ  ½a
 N ; bþ N : ð4:2Þ
Now, if c is an eigenvector of *F to the eigenvalue n; then n belongs to the
spectrum of F as well.
We denote an eigenvector c of the extended operator *F as generalized
eigenvector to the generalized eigenvalue n of the operator F :
Proof of Lemma 4.1. By deﬁnition, n 2 sðF Þ iff the operator F 
 nI
is not a bijection with bounded inverse. A sufﬁcient criterium for n to
be a spectral point is the existence of a sequence ðcnÞn2N which satisﬁes
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lim
n!1
jjðF 
 nIÞcnjj2 ¼ 0: ð4:3Þ
Now, we will construct such a sequence. Let c be an eigenvector to the
eigenvalue n of the operator *F and deﬁne
*cnðxÞ ¼
cðxÞ if 
 n5x5n;
0 else:
(
ð4:4Þ
Without loss of generality, we require *cn=0 and deﬁne
cn ¼
*cn
jj *cnjj2
: ð4:5Þ
For a ﬁxed N 2 N; we obtain by Eq. (4.2)
jjðF 
 nIÞðcnÞðxÞjjX4
0 if jxj5n
 N ;
ðjjF jj þ jnjÞ
jjcjj1
jj *cnjj2
if n
 N4jxj5nþ N ;
0 if jxj5nþ N :
8>><>>: ð4:6Þ
In the ﬁrst case, cn equals locally a scalar multiple of the eigenvector c:
In the third case, cn equals locally zero. In the second case, the
transition zone has only ﬁnite extension because of Eq. (4.2). Therefore,
we obtain
jjðF 
 nIÞðcnÞjj24
ﬃﬃﬃﬃﬃﬃ
4N
p
ðjjF jj þ jnjÞ
jjcjj1
jj *cnjj2
: ð4:7Þ
If c 2 l2ðZ; X Þ nothing has to be proved. Otherwise, jj *cnjj2 diverges as
n!1: Now, n 2 sðF Þ holds due to criterium (4.3). ]
In order to analyse spectral stability, we linearize the equations of motion
(1.6) around a given stationary solution ðs10ðxÞ; s20ðxÞ; s30ðxÞÞ: The perturba-
tion ansatz
siðx; tÞ ¼ si0ðxÞ þ si1ðx; tÞ ð4:8Þ
ANDREAS JOHANN254gives the following set of linearized equations of motion for the perturbation
ðs11ðx; tÞ; s21ðx; tÞ; s31ðx; tÞÞ:
’s11ðx; tÞ ¼ ls21ðx; tÞ;
’s21ðx; tÞ ¼ 
ls11ðx; tÞ þ s30ðxÞðs11ðx
 1; tÞ þ s11ðxþ 1; tÞÞ
þ s31ðx; tÞðs10ðx
 1Þ þ s10ðxþ 1ÞÞ;
’s31ðx; tÞ ¼ 
s20ðxÞðs11ðx
 1; tÞ þ s11ðxþ 1; tÞÞ

 s21ðx; tÞðs10ðx
 1Þ þ s10ðxþ 1ÞÞ: ð4:9Þ
The right-hand side of Eq. (4.9) gives a linear bounded operator F ðs10; s20;
s30Þ which maps perturbations in l2ðZ;C
3Þ to l2ðZ;C3Þ: An investigation of
the spectrum of the operator F ðs10; s20; s30Þ will give us information on the
stability of the solution ðs10ðxÞ; s20ðxÞ; s30ðxÞÞ: A solution is called linearly
unstable if there are contributions to the spectrum with positive real part.
Otherwise, it is called spectrally stable.
The order of the operator F ðs10; s20; s30Þ can be reduced in the case of
stationary solutions ðs10ðxÞ; s20ðxÞ; s30ðxÞÞ of Eq. (1.6). Let ðs11ðxÞ; s21ðxÞ;
s31ðxÞÞ be a (generalized) eigenvector to the (generalized) eigenvalue n: Using
Eqs. (4.9) and (1.6), one obtains
nðs10ðxÞs11ðxÞ þ s20ðxÞs21ðxÞ þ s30ðxÞs31ðxÞÞ
¼ lðs10ðxÞs21ðxÞ 
 s20ðxÞs11ðxÞÞ
þ ðs10ðx
 1Þ þ s10ðxþ 1ÞÞðs20ðxÞs31ðxÞ 
 s30ðxÞs21ðxÞÞ
¼ 
 ð’s10ðxÞs11ðxÞ þ ’s20ðxÞs21ðxÞ þ ’s30ðxÞs31ðxÞÞ
¼ 0: ð4:10Þ
Therefore, by requiring
s10ðxÞs11ðxÞ þ s20ðxÞs21ðxÞ þ s30ðxÞs31ðxÞ ¼ 0 ð4:11Þ
we only exclude the spectral point n ¼ 0: This point does not affect stability.
Equation (4.11) is motivated as the linearization of the normalization
condition s21ðxÞ þ s
2
2ðxÞ þ s
2
3ðxÞ ¼ 1: All stationary solutions considered in
this subsection will either satisfy s30ðxÞ > 0 or s30ðxÞ50 for all x 2 Z: Let
again s30ðxÞ > 0 without loss of generality. The case s30ðxÞ50 can be
obtained by the transition s30ðxÞ ! 
s30ðxÞ and l! 
l: By use of s30ðxÞ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s210ðxÞ 
 s
2
20ðxÞ
q
; the operator F ðs10; s20; s30Þ becomes
F1ðs10; s20Þðs11; s21ÞðxÞ ¼ ls21ðxÞ;
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¼ 
 ls11ðxÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s210ðxÞ 
 s
2
20ðxÞ
q
ðs11ðx
 1Þ þ s11ðxþ 1ÞÞ


s10ðx
 1Þ þ s10ðxþ 1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 s210ðxÞ 
 s
2
20ðxÞ
q ðs10ðxÞs11ðxÞ þ s20ðxÞs21ðxÞÞ: ð4:12Þ
Now, we investigate the spectral stability of the translationally invariant
stationary solutions (1.10) and(1.11). For stationary kink solutions given by
Theorems 2.2, 2.3 and 3.5, we will compute the essential spectra only. One
needs information on the exact shape of the solutions to obtain information
on the discrete spectra too. This has been done numerically in [6].
Theorem 4.1. If 05l52; we consider the translationally invariant
stationary solution
ðs10ðxÞ; s20ðxÞÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
; 0
0@ 1A: ð4:13Þ
Then, the operator F ðs10; s20Þ has the purely continuous spectrum
scðF ðs10; s20ÞÞ ¼ 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ l2
p
;

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4
 l2
ph i
i[
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4
 l2
p
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ l2
ph i
i: ð4:14Þ
Therefore, solution ðs10; s20Þ is spectrally stable.
Proof. Using the bilateral shift operators Aðs11ÞðxÞ ¼ s11ðx
 1Þ and
Anðs11ÞðxÞ ¼ s11ðxþ 1Þ; the operator F ðs10; s20Þ reads as follows:
F ðs10; s20Þ ¼
0 l I


4
l
I þ
l
2
ðAþ AnÞ 0
0@ 1A: ð4:15Þ
Squaring gives
F 2ðs10; s20Þ ¼
B 0
0 B
 !
ð4:16Þ
with the self-adjoint operator B ¼ 
4I þ l
2
2 ðAþ A
nÞ:
The function f ðxÞ ¼ 
4þ l
2
2
x is continuous on C: Therefore, the spectral
mapping theorem gives
sðF 2ðs10; s20ÞÞ ¼ sðBÞ ¼ f ðsðAþ AnÞÞ: ð4:17Þ
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without any residual parts. Generalized eigenvectors are given by
ymðxÞ ¼ eimx ð4:18Þ
with m 2 R: The corresponding generalized eigenvalues are 2 cosðmÞ: They are
spectral points by Lemma 4.1. Due to ym =2 l2ðZ;CÞ; it holds 2 cosðmÞ 2
scðAþ AnÞ: Using
sup
n2sðAþAnÞ
jnj ¼ jjAþ Anjj42 jj Ajj ¼ 2; ð4:19Þ
we obtain
spðAþ AnÞ ¼ |;
scðAþ AnÞ ¼ ½
2; 2: ð4:20Þ
Therefore,
sðF 2ðs10; s20ÞÞ ¼ ½
4
 l
2;
4þ l2: ð4:21Þ
The spectral mapping theorem gives
sðF ðs10; s20ÞÞ
2 ¼ sðF 2ðs10; s20ÞÞ: ð4:22Þ
Using the unitary operator
U ¼
I 0
0 
I
 !
; ð4:23Þ
we obtain
sðF ðs10; s20ÞÞ ¼ sðUF ðs10; s20ÞUnÞ ¼ sð
F ðs10; s20ÞÞ ¼ 
sðF ðs10; s20ÞÞ: ð4:24Þ
The splitting of point spectrum, continuous spectrum and residual spectrum
persists in all steps. Therefore, we obtain the stated result. ]
Theorem 4.2. If l=0; we consider the translationally invariant stationary
solution
ðs10ðxÞ; s20ðxÞÞ ¼ ð0; 0Þ: ð4:25Þ
Then, the operator F ðs10; s20Þ has the purely continuous spectrum
scðF ðs10; s20ÞÞ ¼ f
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lð2m
 lÞ
p
jm 2 ½
1; 1g: ð4:26Þ
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spectrally stable.
Proof. In exact analogy to the proof of Theorem 4.1, the operator
F ðs10; s20Þ reads as follows:
F ðs10; s20Þ ¼
0 lI

lI þ ðAþ AnÞ 0
 !
: ð4:27Þ
Squaring gives
F 2ðs10; s20Þ ¼
B 0
0 B
 !
ð4:28Þ
with B ¼ 
l2I þ lðAþ AnÞ: The remainder of the proof is obtained in exact
analogy to Theorem 4.1. ]
Theorem 4.3. If 05l52; we consider a stationary kink solution ðs10; s20Þ
satisfying
lim
x!1
s10ðxÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1

l2
4
s
: ð4:29Þ
Then, the operator F ðs10; s20Þ has the same essential spectrum as the
translationally invariant stationary solutions ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 l
2
4
q
; 0Þ;
sessðF ðs10; s20ÞÞ ¼ 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ l2
p
;

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4
 l2
ph i
i[
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4
 l2
p
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ l2
ph i
i: ð4:30Þ
In addition, a discrete spectrum may exist.
Numerical results on the discrete spectrum are given in [6]. In general, CS
solutions turns out to be stable, while CB solutions are unstable. The one-
parameter family of stationary kink solutions appears at 1:99l52: In this
case, all stationary kink solutions (including CB solutions) are stable
according to our numerical computations.
Proof of Theorem 4.3. In the case l=0; s20ðxÞ ¼ 0 holds due to Eq. (2.1).
We consider the operator A ¼ F 2ðs10; s20Þ 
 B with B ¼ 
4I þ l
2
2
ðAþ AnÞ
given in the proof of Theorem 4.1. The sequence An; n 2 N of ﬁnite rank
operators given by
AncðxÞ ¼ w½
n;nðxÞAcðxÞ ð4:31Þ
ANDREAS JOHANN258converges to A in the norm topology due to Eq. (4.29) (here w½
n;n denotes the
characteristic function). Therefore, A is compact and Weyl’s theorem gives
sessðF 2ðs10; s20ÞÞ ¼ sessðBÞ: ð4:32Þ
Again, using
U ¼
I 0
0 
I
 !
; ð4:33Þ
we obtain the stated result as follows:
sðF ðs10; s20ÞÞ ¼sðUF ðs10; s20ÞUnÞ
¼sð
F ðs10; s20ÞÞ ¼ 
sðF ðs10; s20ÞÞ: ð4:34Þ
]
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