This study presents the first quantitative meta-analysis of the non-market valuation literature on the external effects associated with wind power production. A dataset of 60 observations drawn from 32 studies is constructed. The relative economic values of different types of externalities as well as the impact of various methodological and sample characteristics on welfare estimates are examined. The results indicate a significant effect of visual externalities on welfare estimates in both directions, i.e. a positive effect of visual improvements and a negative effect of deteriorations. This finding corresponds to predictions of the importance of visual impacts in the social science literature. External effects of wind power on biodiversity (mainly birds) do not affect welfare estimates. Indirect externalities caused by conventional sources of electricity that can be avoided by wind power, such as a the reduction of air pollution, do neither have a significant impact on welfare measures. Methodologically, we find substantial but inelastic income effects, and for choice experiments clear evidence of sensitivity to scope. From a policy point of view, our results suggest that a policy mix combining a promotion of wind turbines with another green policy facilitates expansion of wind energy.
Introduction
There is a growing consensus on the need to decarbonize the world economy (Fay et al., 2015; G7, 2015) . This is reflected in most industrialized economies emitting less CO 2 than five or ten years ago (PBL, 2014) . The process of decarbonization has a profound impact on the electricity production sector. Conventional carbon-intense electricity production technologies are replaced with renewable sources of electricity in many developed countries (see e.g., ECN (2011) for an overview of renewable energy expansion projections for the EU-27). In Europe, some signs can be found of a similar replacement process that takes place for nuclear power, where Germany and Switzerland both decided to phase-out nuclear power following the 2011 nuclear accident in Fukushima, Japan. This development is restricted to Europe so far. However, with the exception of China, the often heralded "renaissance of nuclear power" does not seem to manifest itself in other parts of the world either (Mez, 2012) .
Among the various available renewable sources of energy, wind power is the second most important one after hydroelectricity as measured by its share in global renewable electricity generation. In 2012, wind power had a worldwide market share of 11% (EIA, 2012) . Roughly 40% of worldwide wind energy is produced within the EU-27, where wind power has a share in renewable electricity production of 27.1% (EIA, 2012) . Wind power has seen high and continuous growth rates that are likely to continue. The worldwide installed capacity in 2012 was roughly nine times as high as it was in 2002 with an average yearly growth rate of 25.2% (GWEC, 2012) .
Predictions for future capacity growth seem equally promising. The European Wind Energy Association predicts an increase of 64% in installed wind capacity in Europe between 2013 and 2020 (EWEA, 2014 ). China's roadmap foresees an even more extensive expansion in order to reach its goal of supplying 17% of electricity demand by wind power by 2050. Achieving this goal requires the installed capacity to expand by a factor 25 and an investment of USD 2'000 billion (IEA, 2011) .
Although there is an evident benefit of wind power production in terms of low greenhouse gas emissions, there are also negative effects associated with it. These effects are in general caused by renewable energy sources operating with lower energy densities than non-renewable energy carriers, which results in spatially larger production facilities (Wüstenhagen et al., 2007) . This characteristic is often at the core of the observed limited community acceptance of renewable sources of energy. Wind power specifically results in a variety of uncompensated side-effects.
Such externalities include visual impacts (e.g., Pasqualetti et al., 2002) , noise pollution (e.g., Harrison, 2011) and negative effects on animals, in particular birds (e.g., Drewitt and Langston, 2006; Leung and Yang, 2012; Mathew, 2006) . Offshore wind farms may have additional negative effects on marine animals caused by underwater noise (e.g., Bergström et al., 2014; Wahlberg and Westerberg, 2005) and electromagnetic fields (e.g., Gill et al., 2012; Ohman et al., 2007; Petersen and Maim, 2006) . They also provide positive externalities, such as creating new habitats and recreational benefits by serving as artificial reefs (e.g., Petersen and Malm, 2006; Westerberg et al., 2013; Wilson and Elliott, 2009 ) and improving fishery management by facilitating the control of fish harvest surrounding wind turbines (e.g., Fayram and de Risi, 2007) . Except for these direct external effects of wind power facilities there are also indirect effects, which refer to the negative effects caused by conventional energy sources that are mitigated or avoided by wind power. Such indirect effects include the avoidance of greenhouse gas emissions -although there are some emissions during construction and decommissioning of wind power plants (Weisser, 2007 ) -and the reduction or elimination of risks associated with nuclear power.
Apart from the valuation studies that are analyzed in this paper, there exists a number of empirical non-economic social science studies that investigate the impact of wind power characteristics on its public acceptance. These latter studies also provide an indication of relevant factors that influence public preferences and economic values of wind power externalities. They focus predominantly on visual impacts, noise and effects on birds caused by wind power turbines and link these effects to the acceptance of wind energy. A consistent result reported in this literature is the identification of visual impacts as a key externality determining public acceptance of wind power. Devine-Wright (2005) for example conclude in a literature review that negative visual impacts on the landscape and noise are the most frequent reasons for the public to oppose wind power development. Similar evidence is provided by Wolsink (2000 Wolsink ( , 2007 and Warren et al. (2005) . Wolsink (2000) also identifies noise pollution and dangers to birds as important predictors of public attitudes towards wind power. However, their impact is much smaller than the impact caused by visual effects. Johansson and Laike (2007) specifically focus on the determinants of individuals to oppose local wind turbines. Their results support the importance of aesthetic effects and the "perceived unity of the environment" on local opposition. As commented by Pasqualetti (2011) , there are few other artifacts that change landscapes as profoundly as wind turbines. Pedersen and Larsman (2008) , Pedersen and Persson Waye (2007) and Pedersen (2011) study individuals' perception of wind turbines from a medical perspective and conclude that visual and audio effects have a significant impact on annoyance levels. They also find that the annoyance levels due to noise increase with visual annoyance. This paper synthesizes the empirical evidence on the economic non-market valuation of the external effects of wind power in a meta-analysis. This is to our knowledge the first meta-analysis on the economic valuation of wind power externalities. Meta-analysis is a technique frequently used in environmental and resource economics (Nelson and Kennedy, 2008; van den Bergh et al., 1997) . The usual procedure for conducting a meta-analysis in a non-market valuation context is to regress economic values (e.g. willingness to pay (WTP)) on regressors that are expected to explain data heterogeneity of economic values within-and between-studies. There are several possible objectives of a meta-analysis such as providing combined estimates of the dependent variable, explaining the variation of economic values within-or between-studies and estimating within-sample and out-of-sample predictions based on specific conditions (Nelson and Kennedy, 2008) . This last objective makes meta-analysis a valuable tool in benefit-transfer applications since it allows the construction of a value function than can be used to transform values from one site to another (Bergstrom and Taylor, 2006; Brouwer, 2000) .
The purpose of the meta-analysis conducted in this study is to review the existing literature and explain the observed variation in the non-market values of various types of wind power externalities whilst controlling for key methodological and sample characteristics. The main objectives are thereby to identify, disentangle and classify the external effects of wind power production valued in the literature. In a further step, welfare estimates for the non-market effects of wind power production and their drivers are quantitatively assessed in a meta-regression model. The quantitative analysis aims to answer our main research question: what is the relative importance of various external effects, methodological features and sample characteristics in explaining the economic values of wind power externalities? With respect to the types of external effects valued, the quantitative analysis distinguishes between the externalities caused by wind power directly (direct effects) and the external effects caused by other sources of electricity that are replaced by wind power (indirect effects). From a methodological perspective, this meta-analysis tests for sensitivity to scope by constructing a quantitative variable that represents the size of change valued across studies and types of externalities.
The remainder of this paper is structured as follows. Section 2 explains the search and selection procedure of studies included in the meta-analysis. Section 3 describes the meta-regression models and the main explanatory variables. Section 4 presents the results of the meta-regression models, which is followed by discussion and conclusions in section 5.
Study selection
The non-market valuation of wind power externalities constituted the main criterion for a study to be included in the meta-analysis. More specifically, studies that generated primary valuation data, in terms of public WTP or willingness to accept compensation (WTA), of the non-market impacts of electricity produced by wind power were considered for inclusion. We thereby included only those studies in which wind power production was identified as the source of externalities.
Applying this selection criterion ensured that individuals specifically focused on wind power when valuing its external effects. Studies were included that value externalities of wind power exclusively (roughly half of all observations in the meta-analysis) and studies which value external effects of renewable energy in general but explicitly mention wind power as one of them.
Some studies valued external effects directly, whereas others focused on the WTP for electricity generated by wind power compared to the electricity generated from other sources. Based on Lancaster's theory of demand (Lancaster, 1966) , the latter approach usually explicitly defines the positive and negative externalities of wind power in order to elicit the economic values of the external effects of wind power more so than of its standard market good (electricity). This approach ensures that survey respondents focus on the externalities of wind power production when valuing a certain scenario. The economic values elicited in these studies are therefore comparable to the values obtained by studies valuing wind power externalities directly.
A total of 32 studies were identified. Two reports that satisfied the criteria above could not be obtained despite an extensive search procedure (in addition to being written in Nordic languages).
Other studies that were excluded to avoid double counting analyzed data that had already been used in one or more other relevant publication. Six papers valued the effects of wind power without clearly defining the specific effects of wind power and thus the economic values could not be ascribed to wind electricity production. Furthermore, only two studies elicited WTA compensation (du Preez et al., 2012; Groothuis et al., 2008) and six studies provided only marginal welfare estimates elicited by choice experiments (CE) that are not directly comparable with the values obtained from contingent valuation studies (CV) (Aravena et al., 2014; Dimitropoulos and Kontoleon, 2009; Ek, 2006; Meyerhoff et al., 2010; Roe et al., 2001; Strazzera et al., 2012 [ 
Methodology
In this study, meta-regression models are applied to analyze the impact of the valuation object, study and sample population characteristics on stated preferences related to wind power. Metaregression models mainly differ by how they treat data heterogeneity, heteroscedasticity of effectsize variances and non-independence of observations obtained from the same studies (Nelson and Kennedy, 2008) . Section 3.1 explains these issues and how they are addressed in this study. Section 3.2 introduces the explanatory variables included in the meta-regression models.
Meta-regression models
Meta-analyses study data obtained from different papers, authors and countries. This implies that the effect-size examined (i.e. the dependent variable) may not measure the exact same concept in all the studies included in the analysis (Smith and Pattanayak, 2002) . Furthermore, the data elicited from surveys stems from samples that differ in individual-specific aspects and other design elements (Ringquist, 2013) . In a meta-analysis it is therefore crucial to define the examined effect-size as precisely as possible, to include as many covariates as feasible and to improve comparability by adjusting the data and dropping observations that lack comparability (Nelson and Kennedy, 2008; Smith and Pattanayak, 2002) . The covariates included in this analysis control for differences in the types of wind power externalities valued as well as for variations in methodological and sample characteristics.
A further consequence of combining multiple studies in a meta-analysis is that the values obtained from each study differ in their variances. Observations with smaller variances are generally more reliable (Nelson and Kennedy, 2008) . One approach to include this information in the meta-regression is to use the inverse of the variances as weights (e.g., Lipsey and Wilson, 2001 ).
We did not have sufficient information to follow such a procedure in our analysis. Alternatively, we controlled for quality differences between studies by using the square root of the study sample size as a weight, assuming that studies using larger sample sizes produce more precise data (e.g., Nelson and Kennedy, 2008) .
Finally, non-independence of observations from the same studies is another issue in metaanalyses. This is due to the fact that single studies often produce multiple values and the observations drawn from the same study may therefore suffer from within-study correlation (Nelson and Kennedy, 2008) . A remedy for within-study correlation is to include only one observation per study. This may result in a serious loss of observations and estimation leverage because many observations from the same study share common characteristics which more easily allows to identify and isolate the differences between the observations (Ringquist, 2013 ). An alternative solution to address non-independence is to explicitly take the hierarchical structure of the data into account by estimating either panel data models or more advanced mixed-effects models (Nelson and Kennedy, 2008) .
We apply three different meta-regression models in order to address the econometric issues described above. Model 1 is estimated by weighted least squares. Model 2 is a random-effects panel model with individual studies defined as cross-sectional units. Model 3 is an extension of the random-effects model that allows not only intercept coefficients, but also slope parameters to be randomly distributed (Cameron and Trivedi, 2005 ).
The baseline model (model 1) is specified as follows (e.g., Harbord and Higgins, 2008 ): The model above serves as a baseline case and is compared with more refined models that take the hierarchical data structure inherent in meta-data into account (models 2 and 3). Model 2 is based on random-effects and is estimated using a maximum likelihood estimation procedure where is observation from study :
This model has two error terms: denotes the standard error term, whereas is a random variable that varies across studies, but is assumed to be distributed independently of the regressors (Cameron and Trivedi, 2005) . Both the random-effects as well as the error term are assumed to be identically and independently distributed (iid).
The second model incorporates systematic differences in mean welfare estimates between studies and is therefore able to reproduce the actual data structure more realistically than model 1. An even more elaborated model would also take differences in the impact of individual regressors on the dependent variable between studies into account. Such differences can be modelled by taking not only random intercepts, but also random slope parameters into account. This results in a mixed-effects model (model 3) 1 , which can be described as follows (Cameron and Trivedi, 2005 ):
where denotes the regressors, is a vector of observable characteristics and represents a subset of that includes the variables in the random part, a random vector and is the standard error term. Mixed-effects models allow for the estimation of both fixed-effects and random-effects. Fixed-effects describe the ordinary effects of regressors on the dependent variable.
Their slope and intercepts describe the impacts for the sample as a whole. These are the main effects of interest. Random-effects are the intercepts and slope parameters that vary across studies and therefore capture the heterogeneity between them. Random-effects are usually not estimated directly, but their variances are calculated instead. The size and standard errors of these variances indicate whether there exist significant variations between studies in the slope coefficients of the regressors that are assigned to the random part (Hamilton, 2012) .
Variable definition
One of the main goals of a meta-analysis is to explain variation in effect-size estimates, that is, variation in the dependent variable of interest, here welfare estimates for externalities associated with wind power. There are different categories of explanatory variables that may have an impact on such welfare measures. Most importantly, the types of externalities valued differ between the studies in the database. Furthermore, the studies differ with respect to their methodological features as well as the characteristics of survey respondents. All of these study properties may help explaining differences between the elicited welfare measures. Sections 3.2.1 and 3.2.2 describe in more detail the wind power externalities as well as the methodological features and characteristics of the samples used in the studies that are included in the dataset. Table 2 identifies the types of externalities that are valued in each study included in the database (indicated by the same study-ID as in Table 1 ). The externalities are classified into various categories. The last column "N" denotes the number of studies valuing each externality and each category (in bold). Air pollution and climate change describes the major positive indirect external effect of wind power. This category summarizes studies that estimate WTP for avoiding greenhouse gas or other emissions, for the improvement of air quality and for avoiding the environmental drawbacks of electricity produced by non-renewable sources such as coal. The independence from fossil fuels describes a further positive and indirect external effect of wind power installations. The following three categories, biodiversity, visual and noise impacts describe the main direct external effects of wind power. Effects on biodiversity can be negative or positive, depending on the framing of the scenario compared to the current situation described in the stated preference surveys. All studies framed visual and audio impacts as negative externalities caused by wind power. A couple of studies also valued institutional arrangements associated with green policy measures such as the introduction of a coherent environmental policy, the set-up of a green fund or the transfer of wind power revenues to the local municipality earmarked for nature conservation. These effects are not externalities of wind power in a strict sense but since they were valued repeatedly in various studies we decided to include them in the analysis. Finally, there are a number of factors valued by one study only. Such factors include the location of facilities, ownership structures, the amount of public consultation involved, the number of blackouts, the area of land that is affected by a facility and recreational activities associated with an artificial reef created by offshore wind power turbines.
Wind power externalities
[
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A frequency analysis of the number of studies that value each type of externality shows that nearly two-thirds of all papers value visual effects. Air pollution and climate change are also valued frequently, in 53% of the studies. Only five out of the 30 studies value noise impacts and seven of them explicitly assess economic values that represent wind power effects on fauna and bird life." Therefore, as in the broader social science literature, visual impacts are identified as the most important external effects of wind power in the non-market valuation literature, followed by air pollution and climate change.
The externalities shown in Table 2 had to be meaningfully summarized before they could be included in the meta-analysis. Table 3 provides the resulting list of regressors describing externalities that are included in the meta-regression models. The directions of the valued external effects are also indicated, i.e. whether they measure improvements or deteriorations compared to the baseline conditions. Different directions are captured by separate dummy variables. Noise effects of wind power are not included in the meta-regression because the number of observations valuing this externality in the database is too low: there are only three studies valuing a noise deterioration and two studies valuing an improvement relative to the baseline scenario. The same holds for the valuation of independence from fossil fuels.
[ Table 4 describes various methodological and sample characteristics of the studies in the dataset.
Methodological and sample characteristics
With respect to the valuation methods and survey modes, most of the studies applied CEs (53%) and conducted face-to-face surveys (38%). Only eight out of the 32 studies defined a payment frequency other than annual or monthly. There is a low variation in the data with respect to payment vehicles and payment durations. An increase in electricity costs is the most common payment vehicle used in 78% of all studies. More than 80% of the studies defined a payment vehicle of indefinite length. Only three studies included a one-off payment frequency. The majority of the studies was carried out in Europe (63%), followed by the United States (25%) and Asia (9%).
The shares of wind power production by these three geographical areas in worldwide production are approximately 40% for the EU-27, 27% for the USA and 27% for Asia (EIA, 2012) . In terms of number of studies, these figures show that Europe is overrepresented whereas Asia is underrepresented in the dataset. However, this geographical distribution does not need to be representative of the distribution of externalities, as it might be the case that wind turbines in Asia are associated with less externalities than wind turbines in Europe. Furthermore, only one study was found for Germany and Spain, the two largest wind power producers in Europe. Some studies valued both onshore and offshore facilities, while 56% focused exclusively on onshore wind power and 22% on offshore wind power. Considering that 98% of the installed wind power ca-pacity worldwide is onshore (GWEC, 2012), offshore wind power facilities are hence overrepresented in the dataset. The focus on visual effects associated with wind power (see Table 2 ) is in line with the fact that nearly half of all studies use visualizations in their surveys to represent these visual impacts.
[ The methodological and sample characteristics of the studies in the dataset had to be synthesized into a number of variables that could be included in the regression analysis. Furthermore, a few additional variables describing more general study characteristics were constructed based on external data sources (ECN, 2011; IEA, 2014a IEA, , 2014b OECD, 2014) such as the share of wind power in national electricity production. Table 5 provides the full list of regressors included in the meta-regression models related to the methodological and sample characteristics of the data.
Special care was taken in the process of selecting variables for the meta-regression to ensure that the theoretically most relevant variables are included in the models and multicollinearity is minimized.
[ The size of change variable included in this study aims at capturing the scope effect. It distinguishes between small, medium and large changes valued in different studies. Classification of the size of change was done based on the baseline and alternative policy scenarios descriptions provided in the individual studies. The underlying assumption in variable construction was that the number of wind turbines associated with the valued external effects is proportional to the magnitude of change valued. The classification was done in two steps. First, each observation was assigned the number of turbines that were considered in the survey. A majority of surveys provided this information directly, some however only informed about the amount of electric power that would be produced, usually measured in megawatts (MW). For these cases the number of turbines was estimated based on the assumption that an average wind turbine generates roughly 2.5 MW of electric power. Other studies defined the magnitude of electricity generation as a change in the national share of renewable or wind energy, replacing fossil fuel with wind energy or as tons of avoided CO 2 emissions. All these values were transformed into the number of turbines by using data on national shares of renewable energy or national electricity production, the amount of electricity generated by an average fossil fuel power plant and the average amount of CO 2 emissions that is avoided by a wind turbine. Nine studies did not provide any information about the magnitude of electric power production. For these observations, the median number of turbines of all other observations in the dataset was used. In a second step, the number of turbines associated with each study was transformed into a categorical variable (small, medium, large). Small change describes the amount of electricity that corresponds to less than 50 wind turbines, medium between 50 and 300 turbines and large change is associated with more than 300
turbines. The relatively large number of turbines even in the small change category can be explained by the fact that the majority of the studies in the dataset focused on future projects, that is, on projects that are either hypothetical or in the initial planning stages and that tend to be larger than existing wind farms.
An important adjustment of the dependent variable was to express all welfare measures as an annual value to the degree that this was possible. Monthly, bi-monthly and quarterly payments were extrapolated to yearly payments. Three studies used one-off payment vehicles and hence had to be excluded from the analysis. Payment vehicles defined as an increase in electricity costs per KWh were expressed on an annual basis using the average annual KWh consumption in the country where the study was conducted (IEA, 2014a (IEA, , 2014b . One study defined the payment vehicle "per trip" and the welfare estimate was adjusted by multiplying it by the average number of trips per year. Another study used a payment vehicle per trip for a sample consisting of tourists at a beach resort. Since a majority of them declared to be loyal regular visitors of this beach resort, this payment vehicle was treated as an indefinite yearly payment. Another study used a monthly payment vehicle restricted to one year and the effects occurring from the associated wind project were limited to one year as well. Assuming similar discount rates for future benefits and costs, this welfare estimate was included in the analysis without adjustment. Two studies restricted payment vehicles to 3 and 5 years. However, the empirical literature usually reports rather high individual discount factors (e.g., Harrison et al., 2000) , implying that benefits and costs after a certain point in the near future are not relevant for individual decisions. We thus assumed that payment vehicles restricted to 3 or 5 years to be similar to payment vehicles of indefinite durations.
Finally, the household income of surveyed participants was made comparable across studies, just like the welfare estimates, by expressing them in 2014 USD. They were adjusted for annual consumer price inflation and GDP purchasing power parities (PPPs) of the countries where the stud-ies were conducted (OECD, 2014) . Furthermore, gross income data was transformed into disposable income by adjusting it for tax rates at average income level in a country and for the year of survey implementation.
Results

Descriptive statistics
From the database with 32 studies, 52 observations from 29 studies could be used in the subse- [ The dummy variables representing sensitivity to scope (i.e. the size of change) indicate that welfare estimates substantially increase when the size of change shifts from small to medium and increase slightly less for shifts from medium to large changes in externalities. This preliminary result suggests the presence of sensitivity to scope but diminishing marginal utility when moving from small to medium and then to large impacts of wind power. The results of the Kruskal-Wallis test confirm that there are significant differences in welfare estimates for small, medium and large changes at the 5% significance level.
The mean WTP values for different regions suggest that surveys conducted in North-America or Asia generate significantly higher welfare estimates than surveys in Europe. Furthermore, studies using the CE method elicit significantly higher economic values than CV studies. The KruskalWallis test confirms that differences in welfare estimates due to geographical location and valuation method are statistically significant at the 5% level.
Although the PPP adjusted mean welfare measures associated with offshore wind power are higher than for onshore turbines or for studies that do not discriminate between the two, the Kruskal-Wallis test statistic cannot be rejected, implying that there are no statistically significant differences between them. Finally, the Kruskal-Wallis test statistic for local residents, visitors and non-users of a resource suggests that there are no significant differences in economic values reported between these groups of respondents either. However, the results reported in Table 6 need to be interpreted with care since the standard errors are relatively high.
Meta-regression results
The results of the three models described in section 3.1 are presented in Table 7 . All three models perform well with reasonable R 2 and pseudo-R 2 statistics, although the models are not directly comparable based on these indicators. Estimating three different types of models also serves as a robustness check for the stability of the results obtained. This is especially important considering the small number of observations. Most of the variance of the random terms did not turn out to be significant in the mixed-effect model 3. In other words, differences in the impact of most of the explanatory variables across studies are not significant and allocating these variables to the random-effects part of the models does not improve the model fit in most cases. This is supported by Likelihood-ratio (LR) tests. The majority of variables are consequently specified as fixed-effect terms with the exception of the dummies for local residents and improvements in air pollution and climate change. Although the variances of these terms do not reach significance either, the random specification of the terms resulted in an improved model fit. The Akaike information criterion (AIC) and the Bayesian information criterion (BIC) both show that there is an improvement when moving from model 2 to model 3. The outcome of the LR test confirms the statistical significance of this improvement. Since cross-validation of the three models shows that the pre-dictive errors are substantially reduced in models 2 and 3 compared with model 1 (see section 4.3), the following interpretation of the results mainly focuses on the coefficients that are stable across models 2 and 3.
[TABLE 7 AROUND HERE]
The coefficients for variables indicating the types of externalities valued provide evidence that there is, as expected, a significant positive impact of improvements and a significant negative impact of deteriorations in visual effects caused by wind power turbines on WTP. The same holds for the implementation of a green policy. This variable has a significant positive effect on WTP even though it describes a rather heterogeneous category of externalities. In contrast, the coefficient estimates for the biodiversity variables do not reach significance level in any model, irrespective of whether improvements or deteriorations are valued.
The parameter estimates for reducing air pollution and climate change are not statistically significant in any model either. This means that avoiding air pollution and climate change, the second most frequently valued positive externality of wind power production in the dataset, does not result in significantly higher welfare estimates. Therefore, a reduction of air pollution and a mitigation of climate change do not seem to improve individuals' utility. A possible explanation for this finding is that the survey participants are not aware or do not believe that wind power reduces air pollution or climate change, possibly because of its relative small share in national energy production. In order to check for other explanations, the dummy variable for improvements in air pollution and climate change was interacted with the survey year and the share of wind power in national electricity production. Neither of these interaction terms was significant and therefore they were not included in the models presented here. Hence, there is no significant effect of a change in air pollution and climate change over time or as part of a national energy policy on welfare estimates.
Signs and statistical significance of the coefficients for dummy specifications describing a medium and a large change in externalities provide evidence that economic values are sensitive to scope. This finding is further supported by the relative magnitudes of the coefficients, which are, depending on the model, 30% to 65% higher for a large than for a medium change. This result is in line with the scope sensitivity detected in the non-market valuation literature (e.g., Bateman and Brouwer, 2006; Carson and Mitchell, 1993; Carson, 1997; Ojea and Loureiro, 2011; Smith and Osborne, 1996) . The evidence for sensitivity to scope found in this study is however not restricted to a specific externality. This was tested by interacting the scope dummies with the types of externalities, which did not result in any significant effects. Sensitivity to scope therefore exists for all types of externalities. With respect to differences in sensitivity to scope between CV and CE valuation methods, it is theoretically expected that estimates derived from CEs are more sensitive to scope than estimates from CV studies because in CEs respondents are often asked to directly compare different provision levels of goods or services which is not always the case in CV studies (Foster and Mourato, 2003) . This theoretical hypothesis is confirmed in a number of empirical studies (e.g., Foster and Mourato, 2003; Goldberg and Roosen, 2007) . In order to test for such an effect we ran an additional specification of models 2 and 3, in which interaction effects between the valuation method and dummies for medium and large changes were included (see Table A1 in the Appendix). This analysis reveals that these interaction effects are statistically significant with positive signs, thereby confirming theoretical and empirical evidence that welfare estimates from CEs are more sensitive to scope than estimates from CV studies.
The coefficient estimate for offshore wind power projects indicates that offshore wind farms have a significantly negative effect on economic values compared to onshore wind farms and observations where the two categories are not distinguished explicitly. Put differently, WTP that expresses externalities of onshore wind farms is significantly higher than WTP for the avoidance or mitigation of the externalities of offshore farms This result is not driven by different sensitivities to the visual effects of onshore and offshore wind power facilities, as interaction of the dummies for visual effects with the offshore variable did not yield a significant outcome. This interaction effect is therefore omitted from the analysis. The negative coefficient for the offshore dummy is in line with the non-economic social science literature comparing the social acceptance of onshore and offshore wind energy, where people tend to prefer offshore to onshore wind farms (e.g.; Bishop and Miller, 2007; Ladenburg, 2008) . However, Haggett (2011) argues that although resistance to offshore developments might be lower, this does not imply that there is no resistance and that the public opinion can be neglected in the decision-making process.
The variable controlling for the share of wind energy in total electricity production in the countries where the surveys were conducted does not yield conclusive results. This variable has a significantly negative effect on economic values in all three models if included in the models without its quadratic term (not shown in the estimated models here). In order to control for nonlinear relationships, a quadratic term is included in the analysis. This quadratic term is negative and significant in models 1 and 2, whereas the coefficient for the linear relationship loses its significance. This suggests an exponential relationship between WTP for mitigating or avoiding external effects and national shares of wind power. In other words, WTP decreases exponentially as the share of wind power in national energy production increases. However, a more in-depth analysis of the spatial effects of wind power would include finer grain geographical data on the distribution of wind turbines that go beyond data at the national level. Unfortunately none of the studies provided such information.
Whether nuclear power is included in the baseline scenario or not does not exert a significant influence on WTP values. This finding corresponds to the insignificance of the coefficient for air pollution and climate change, confirming that only direct effects of wind power are valued significantly whereas indirect effects, i.e. avoided effects of other sources of electricity, namely greenhouse gas emissions and nuclear risk, do not seem to have an effect on the economic values associated with wind power externalities.
As expected, the income effects are consistently positive and significant. Since both the dependent and income variables are transformed into natural logarithms, the coefficient for the income variable represents the income elasticity of WTP for external effects of wind power. The positive income elasticity is relatively high compared to other studies but below unity in all three models.
Demand for the valued resources is therefore inelastic, implying that they are perceived as necessity rather than luxury goods. The literature on the income elasticity of WTP for the conservation of environmental goods supports this result. Jacobsen and Hanley (2009) for example found the income elasticity of WTP for biodiversity conservation in a meta-analysis to be higher than zero but also inelastic. The income elasticities they reported are lower than in our study. Similar evidence is found by Kristrom and Riera (1996) and Hökby and Söderqvist (2003) . The latter study estimates income elasticities of WTP for a broad range of environmental resources in Sweden.
The dummy variable for visitors is positive and significant in models 2 and 3. This indicates that survey respondents who visit the area of the planned wind power turbines are willing to pay significantly more for improvements or avoiding deteriorations caused by wind power facilities than respondents who live in the vicinity of such plants or are non-users of the resources valued. The insignificance of the variable for local residents suggests that residential proximity to future wind power plants has no effect on economic values. Our results thus provide no evidence for either not-in-my-backyard (NIMBY) or please-in-my-backyard (PIMBY) effects sometimes found in the literature (e.g., van der Loo, 2001; Warren et al., 2005) .
Cross-validation
The meta-regression models presented above are based on a low number of observations and a relatively large number of regressors. This increases the risk of overfitting the models. In order to test for overfitting and compare the different models, a cross-validation procedure is applied. This procedure consists of three steps. First, a share of the total observations is randomly chosen (here 80%) and the models are estimated based on this reduced dataset. The coefficients obtained are [
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The mean value of the log-transformed dependent variable equals 4.87. The mean standard error of the prediction of model 1 is 1.24, which is reduced to 0.65 and 0.57 in models 2 and 3, respectively. The panel data specification of model 2 substantially reduces the prediction errors. Allowing between-study slopes of the regressors for improvement in air pollution and climate change and local residents to vary in model 3 results in a further reduction of the prediction errors although the difference to model 2 is small. The results of this cross-validation procedure provide evidence that models 2 and 3 perform best and model 1 worst.
What matters from a more practical perspective are the expected errors of the models when applied in a benefit transfer exercise. The relative performance of models 1, 2 and 3 for such purposes is assessed by estimating the model based on n-1 observations and predicting the observation that is left out (e.g., Brander et al., 2013) . In a next step, the actual and predicted values are compared and a percentage prediction error is calculated. After following this procedure for every observation in the dataset, the prediction error can be averaged. This error amounts on average to 21.9% for the first model, 11.2% for the second model and 10.5% for the third model (median values are 12.3%, 4.3% and 2.7% respectively). This implies that if model 1 was applied to another policy context and the mean value of wind power externalities was predicted based on the existing literature using this model specification, this would result in an error margin of 21.9%.
The benefit transfer errors found here are rather low compared to the magnitudes reported in the literature (e.g., Brander et al., 2006; Brander et al., 2013; Brouwer, 2000; Rosenberger and Stanley, 2006) and confirm the usefulness of meta-analysis for benefit transfer purposes. However, a careful interpretation of these results is warranted since the standard deviations of this measure of prediction are of similar magnitudes as the values themselves (results are available from the authors upon request). Furthermore, ensuring low heterogeneity of the values in the dataset used in a meta-analysis is of even higher importance if the aim is to provide values for benefit transfer purposes (Smith and Pattanayak, 2002) . Although it is possible to control for data heterogeneity in a meta-regression, some authors nevertheless advise against using meta-analysis based on choice experiment values for benefit transfers (e.g., de Ayala et al., 2014).
Discussion and conclusions
This paper applies a quantitative meta-analysis to the non-market valuation literature on wind power externalities. The analysis allows to identify factors that explain study-to-study variation in welfare estimates for the non-market effects of wind power.
The results reveal that improvements as well as deteriorations of visual effects caused by wind farms are valued. The importance of visual effects for people's preferences for wind power is supported by the fact that this is the most frequently valued externality associated with wind power development. It also confirms predictions from the non-economic social science literature on the importance of visual effects of wind power for the public acceptance of this electricity source. The empirical evidence further shows that the negative effects of wind power on biodiversity do not exert a significant influence on welfare measures independently of whether improvements or deteriorations in biodiversity are valued. The variable describing the effects on biodiversity comprises effects on habitat and flora, effects on fauna and bird life and effects on biodiversity more generally (as explained in Table 2 ). The effects on fauna and bird life are the effects that are valued most often in seven out of the eleven studies that value biodiversity. The insignificant effects on biodiversity may therefore be interpreted as partially reflecting insignificant effects on birds. This corresponds to findings reported in Erickson et al. (2005) , who put the number of birds killed by wind turbines in a broader context by comparing this with other sources of birds' death. They estimate that between 500 million and 1 billion birds are killed annually due to anthropogenic sources in the United States. The main causes of these deaths include collisions with buildings, power lines and cars as well as cat killings. Domestic cats alone are responsible for 100 million deaths annually, whereas wind turbines are estimated to cause roughly 30,000 deaths.
Focusing on methodological and sample characteristics, we find strong evidence for income effects and sensitivity to scope. A sensitivity analysis including interactions of the valuation method with the scope variables furthermore suggests that sensitivity to scope holds for CEs but not for CV studies. Although we find clear evidence for scope effects, it cannot be ruled out that this is an artefact of our specific definition of the scope dummies. Our scope variables rely on the assumption that the magnitude of an externality is proportional to the number of turbines causing the externality. We constructed the scope variables based on this assumption but there may be other possible definitions of scope as well. For example, the amount of electricity produced by a turbine or the height of turbines may be equally relevant for external effects than the number of turbines. Some characteristics that may be related to the observed significant scope effects, such as whether respondents are residents of the area where turbines are planned or whether externalities are caused by onshore or offshore wind parks, are controlled for in our study. Due to a lack of data, the influence of residential distance to current wind parks could not be investigated here.
The insights provided by this study are of considerable policy relevance for prospective wind power investment and expansion projects worldwide. To start with, the insignificance of the coefficient for air pollution and climate change constitutes an unfavorable result for wind power since it suggests that the main advantage of this technology, compared to conventional electricity generation based on fossil fuels, is not valued significantly among the general population. Improvement of air pollution and climate change is therefore only to a very limited extent an argument in favor of wind power. Since there is no study that values the effect of avoiding nuclear risk by installing wind power, no conclusion can be drawn about the welfare impact of this indirect and positive external effect of wind power. However, the variable indicating whether nuclear power is present as an electricity source in the baseline scenario description suggests that this effect is not significant either. In contrast to the lack of importance of indirect effects, the meta-analysis confirms that the utmost care must be taken with respect to visual impacts that are directly caused by wind turbines. To conclude, visual impacts as direct externalities of wind power affect welfare measures significantly and are of high policy relevance whereas indirect (avoided) impacts caused by conventional sources of electricity do not have such effects.
Our analysis indicates that green policies have positive effects on welfare under the assumption that all else remains equal (ceteris paribus). They may therefore constitute an important factor influencing public acceptance or opposition towards wind power projects. This is not to say that green policies can compensate for the negative effects on wind turbines but they may alleviate such effects. If the goal is to expand wind power, a single policy instrument of facilitating the construction of wind turbines (e.g. subsidies or renewable electricity quotas for energy suppliers) may be insufficient to guarantee project success. Rather, a policy mix of subsidies or quotas combined with another green policy, like the setup of a green fund fed by electricity revenues that is earmarked for nature conservation or channeled back to local communities, is expected to yield more promising results.
Caution has to be taken when interpreting the results of this study. First of all, the welfare estimates represent externalities that are heterogeneous and stem from studies using different methodologies and samples. Specifically also, we used data obtained by CE and CV studies. Economic values by both methods highly depend on characteristics of design and methodology. Such are, for example, the attributes chosen, the alternative and the status quo defined, the levels of attributes shown, sample characteristics and other factors. Some of these factors are caused by inherent differences in design between different methods, other factors depend more on decisions taken by the study authors. As an example, in CE we used values reported for scenarios, i.e. values that are adjusted for the level of change in an attribute. As an anonymous reviewer correctly pointed out, the values reported in these cases partly depend on decisions taken by the study authors since there are other possible scenarios that could be reported instead. We acknowledge that this is an issue. However, more often than not scenarios are presented which are most likely also used in practice by policy makers and hence have some degree of realism and credibility. Furthermore, there are procedures to alleviate this issue. Next to assuring as much data homogeneity as data availability permitting during the data collection phase, there are two general steps to minimize the problem in in the context of the more general issue of data heterogeneity in meta-analysis (e.g., Nelson and Kennedy, 2008; Rolfe and Brouwer, 2012) . First, the data, and especially the dependent variable, has to be transformed to common units. Second, as many regressors as de-grees of freedom permitting have to be included in order to control for as many sources of heterogeneity as possible. In fact, to isolate significant sources of heterogeneity is one of the three main purposes of meta-analysis (Bergstrom and Taylor, 2006) . As explained in Chapter 3 above, we followed both steps thoroughly. Considering that we have included control for the valuation method, the size of the change valued, the location (offshore, onshore, both) and other methodological and sample characteristics as well as for the types of externalities evaluated in the scenarios, we are confident that we have managed to control for the most important sources of data heterogeneity. The high performance of our models in terms of explanatory power and average prediction errors support our confidence. A second limitation of this study is the low number of observations. In general, the sample size in meta-analyses can be expanded by broadening the inclusion criteria for the studies. This, however, intensifies the problem of data heterogeneity. As already explained above, our approach in this trade-off was to prioritize data homogeneity over sample size.
Although we were able to present some results on the relative importance of direct and indirect externalities, there are to our knowledge no valuation studies that clearly distinguish and comprehensively value these two categories of external effects. The indirect externalities included in wind power valuation studies focus exclusively on the effects of carbon-based sources of electricity, that is, on the avoidance of air pollution and greenhouse gas emissions. However, nuclear power and sources of renewable energy other than wind also carry negative externalities. Examples include the risk of nuclear accidents and issues associated with nuclear waste disposal or the ecological externalities caused by reduced connectivity of waterbodies and altered flow regimes in the case of hydropower. Including such indirect impacts in assessing the economic value of planned wind turbines and their non-market effects is a promising line for future research. 
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