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Abstract
An n× n real matrix A is called completely positive (CP) if it can be factored as A = B ′B
(“′” stands for transpose) where B is an m× n entrywise nonnegative matrix for some integer
m. The smallest such number m is called the cprank of A. In this paper we present a necessary
and sufficient condition for any entrywise nonnegative and positive semidefinite matrix to be
CP. We also present an expression for the cprank of any CP matrix.
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1. Introduction
Completely positive (CP) matrices are very important in the study of block de-
signs in combinatorial analysis [9] and are also related to copositive (COP) matrices,
which have applications in control theory and in mathematical programming [13]. It
was Hall [10] who pioneered this field in 1958. The subject of complete positivity
has originated from the following question which was proposed by Mordell [19]:
Find conditions on real constants a1, a2, . . . , an such that
a1
n∑
i=1
x2i + a2
n∑
i=1
xixi+1 + · · · + an
n∑
i=1
xixi+n−1  0, xn+i = xi ∀i,
and tackled by Diananda [6] in the form:
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Given an arbitrary real quadratic form Q(x1, x2, . . . , xn), determine its nonneg-
ativity for x1, x2, . . . , xn.
A quadratic form satisfying
Q(x) := Q(x1, x2, . . . , xn)  0 (1.1)
for all nonnegative vectors x = (x1, x2, . . . , xn)′ ∈ Rn (“′” denotes transpose) is
called a COP form. The corresponding symmetric matrix is therefore called a COP
matrix. Q(x) is called doubly nonnegative (DNN) if Q(x) is positive semidefinite
and (each coefficient of Q(x)) is nonnegative as well. The corresponding symmetric
matrix is called DNN. Q(x) is called CP if it can be decomposed as
Q(x) = L21(x)+ L22(x)+ · · · + L2m(x), (1.2)
where each Li(x) is a nonnegative linear form on n variables x1, x2, . . . , xn, i.e.,
Li(x) can be expressed as
Li(x) = bi1x1 + bi2x2 + · · · + binxn, bij  0 ∀j = 1, 2, . . . , n. (1.3)
The corresponding symmetric matrix of a CP form is thus called a CP matrix, and
the smallest number m such that (1.2) and (1.3) hold is called the ‘cprank’ (or fac-
torization index) of A. Hall and Neumann [11] proved that the class of CP forms
and the class of COP forms are convex cones dual to each other. In 1962, Maxfield
and Minc [18] proved by using matrix theory that a matrix of order less than 5 is CP
if and only if it is DNN. They also gave a counterexample to show that this is not
the case for matrices of order greater than 4. In 1988, Kaykobad [14] proved that all
symmetric nonnegative diagonally dominant matrices are CP. In 1994, Drew et al.
[7] showed that a symmetric nonnegative matrix A is CP if its comparison matrix
(see [7]) is an M-matrix. In 1991, Ando [1] showed that a totally positive symmetric
matrix is CP. Meanwhile, Berman and coworkers [3–5] gave complete positivity a
combinatorial interpretation and showed that a graph is CP (a CP graph is defined to
be a graph any of whose DNN realizations is CP) if and only if it contains no odd
cycle of length greater than 3. The reader is referred to [1,12,15,17,20–23] for other
characterizations of CP matrices. The set of cpranks of all A ∈ CPn is even more dif-
ficult to tackle than the set CPn itself. An obvious fact is that cprank(A)  rank(A)
for any A ∈ CPn. Hanna and Laffey [12] proved that
cprank(A)  k(k + 1)
2
−N,
where k = rank(A),N is the number of zeros beyond the diagonal of A. Drew et al.
[7] conjectured that
cprank(A) 
⌈
n2
4
⌉
∀A ∈ CPn.
Recently Loewy and Tam [16] provided a supporting evidence for the conjecture
by proving that the cprank of any 5 × 5 CP matrix whose graph is not complete is
less than 7. Other results concerning cpranks can be found in [2,8,22].
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We denote by CPn(DNNn) the set (or cone) of all CP (DNN, respectively) matri-
ces of order n. It is obvious from (1.2) and (1.3) that A is CP if and only if A can be
decomposed into
A = b1b′1 + b2b′2 + · · · + bmb′m, (1.4)
where bj ∈ Rn is nonnegative for all j = 1, 2, . . . , m. Eq. (1.4) is called a rank-1
representation of A and can be rewritten as
A = B ′B, (1.5)
where B = [b1, . . . , bm]′ is an m× n nonnegative matrix. Thus, by definition, we
have
cprank(A) = min{m : ∃B ∈ Rm×n+ s.t. (1.5) holds}, (1.6)
where Rm×n+ denotes the set of all nonnegative m× n matrices.
In Section 2, we will use cone theory to present a necessary and sufficient condi-
tion for any DNN matrix to be CP. Also we will present an expression for cprank of
any CP matrix. Another necessary and sufficient condition will reduce a general case
of A ∈ CPn to the case when all the column vectors of A are conically independent.
Finally we show that for any factorization A = T ′T ∈ CPn with T not necessarily
nonnegative, cprank(A) equals the number of extreme rays of ST , where ST is the
self-dual convex cone spanned by the columns of T .
2. Main results
First we present
Lemma 1. Let A = [aij ] ∈ Rn×n be positive semidefinite (psd), and suppose A
has factorizations
A = T ′T = B ′B, (2.1)
where T and B are k × n matrices (k is some positive integer). Then there exists a
k × k real orthogonal matrix U such that B = UT .
Proof. Write B = [b1, . . . , bn], T = [T1, . . . , Tn], bj , Tj ∈ Rk (j = 1, 2, . . . , n)
and denote by R(B) (R(T )) the subspace of Rk spanned by the columns of B (T ,
respectively). We know from (2.1) that there exists a linear transformation φ from
R(T ) to R(B) such that
(φ(Ti), φ(Tj )) = (Ti, Tj ), i, j ∈ {1, 2, . . . , n}, (2.2)
where ( , ) denotes the standard inner product defined in the Euclidean space Rk . By
extending φ onto the space Rk , we get an orthogonal transformation. 
For any m× n real matrix T = [T1, . . . , Tn] where Tj ∈ Rm (j = 1, 2 . . . , n),
we denote
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ST =
{
n∑
i=1
λiTi : λi  0, i = 1, 2, . . . , n
}
,
S∗T = {y ∈ Rm : (y, u)  0 ∀u ∈ ST },
i.e., ST is the convex cone spanned by the columns of T , and S∗T is the dual cone of
ST .
From Lemma 1, we know that ST is orthogonally isomorphic to SB for any T ,B ∈
Rm×n satisfying (2.1). It follows that ST is well defined (uniquely determined by A
up to orthogonal isomorphism). Now we can state
Theorem 2. Let A = [aij ] ∈ DNNn and suppose that A = T ′T with T a real k × n
matrix and k = rank(A). Then A ∈ CPn if and only if there exists m nonzero vectors
x1, . . . , xm ∈ S∗T such that
x1x
′
1 + x2x′2 + · · · + xmx′m = Ik. (2.3)
Furthermore, the smallest such number m is equal to cprank(A).
Proof. “Sufficiency” Suppose that there exists some nonzero vectors x1, . . . , xm ∈
S∗T such that (2.3) holds, then we have
A = T ′T = T ′(x1x′1 + x2x′2 + · · · + xmx′m)T .
By writing yi = T ′xi , we get yi  0 ∀i = 1, 2, . . . , m since xi ∈ S∗T . Meanwhile,
we have
A = y1y′1 + y2y′2 + · · · + ymy′m. (2.4)
Hence A ∈ CPn.
“Necessity” Suppose A ∈ CPn with cprank(A) = d . Then there exists a d × n
nonnegative matrix B, such that A = B ′B and d = cprank(A)  rank(A) = k. By
setting
T1 =
[
T
O
]
,
where O is a (d − k)× n zero matrix, we get
A = B ′B = T ′1T1.
By Lemma 1, there exists a real orthogonal matrix U ∈ Rd×d such that B = UT1.
Write U = [V,W ] with V ∈ Rd×k . Then
B = V T . (2.5)
Denote V ′ = [u1, u2, . . . , ud ], uj ∈ Rk, j = 1, 2, . . . , d . It follows from (2.5)
that uj ∈ S∗T (j = 1, 2, . . . , d) since B is nonnegative. Note that U ′U = Id , we get
V ′V = Ik , i.e.,
u1u
′
1 + u2u′2 + · · · + udu′d = Ik. (2.6)
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Denote by m′ the least number of nonzero vectors x1, . . . , xm ∈ S∗T such that (2.3)
holds. Then from the proof of the sufficiency and (2.6), we get cprank(A) = m′ as
desired. 
The following theorem is an obvious fact.
Theorem 3. Let A = [aij ] ∈ DNNn with C ≡ {A1, A2, . . . , An} as the set consist-
ing of the n columns of A, and suppose {Ai1 , Ai2 , . . . , Aik } is a subset of C, the rays
through which constitute a complete set of extreme rays of the polyhedral cone SA.
Then A ∈ CPn if and only if
A[i1, . . . , ik] ∈ CPk. (2.7)
Furthermore, we have cprank(A) = cprank(A[i1, . . . , ik]).
By Theorem 3, it suffices for us to consider the complete positivity of a DNN
matrix whose column vectors (also row vectors) are conically independent.
Now we may assume that the column (row) vectors of A ∈ DNNn are conically
independent, and so are those of T for any factorization A = T ′T . In fact, if this is
not true, then we may express some column vector, say, Tn, the nth column vector of
T , as
Tn = a1T1 + a2T2 + · · · + an−1Tn−1,
where Tj stands for the j th column vector of T , and a1, . . . , an−1 are n− 1 nonneg-
ative real numbers. By denoting b = (a1, a2, . . . , an−1)′ and A = [A1, . . . , An], we
get
An=T ′Tn
=T ′[T1, . . . , Tn−1]b
=[A1, . . . , An−1]b
=a1A1 + · · · + an−1An−1,
which contradicts the independence of the column vectors of A. Therefore we have
Theorem 4. Let A = [aij ] ∈ CPn and suppose that A = B ′B is a factorization of
A, where B ∈ Rm×n is nonnegative, with m = cprank(A). If the columns (rows) of
A are conically independent, so are the columns (rows) of B.
Proof. The above discussion implies that the columns of B are conically indepen-
dent. It suffices to prove that the rows of B are conically independent.
Suppose this is not true. Then B can be partitioned into the form (after a permu-
tation of rows, if necessary)
B =
[
B1
XB1
]
, (2.8)
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whereB1 is an r × nmatrix whose rows are conically independent, andX ∈ R(m−r)×r
is nonnegative, with 0 < r < m. Hence we have
A=B ′B
=[B ′1, B ′1X′]
[
B1
XB1
]
(2.9)
=B ′1B1 + B ′1X′XB1.
Or equivalently,
A = B ′1(Ir +X′X)B1. (2.10)
It is obvious that M ≡ Ir +X′X is CP. If we denote X′ = [x1, . . . , xm−r ], then
M = (Ir + x1x′1)+ x2x′2 + · · · + xm−rx′m−r . (2.11)
Write H ≡ Ir + x1x′1, then H ∈ CPr . Next we use the induction on r to show that
cprank(H)  r (in fact, we have cprank(H) = r since cprank(H)  rank(H) = r).
For r = 1, the assertion is obvious. Suppose it is true for r − 1. We denote by H1
the (r − 1)th leading principal minor of H , and partition the vector x1 as
x1 =
[
y1
a
]
, (2.12)
where a  0 and y1 ∈ Rr−1 is a nonnegative vector of dimension r − 1. Then the
Schur complement of H with respect to hrr is
(H |hrr ) = Ir−1 + 11 + a2 y1y
′
1.
By the hypothesis of the induction, we have
cprank[(H |hrr )]  r − 1. (2.13)
Write
H =
[
H11 v
v′ hrr
]
,
where hrr = 1 + a2, and denote
S =
[
Ir−1 h−1rr v
0 1
]
.
Then S ∈ Rr×r is nonnegative, and H = S[(H |hrr)⊕ hrr ]S′. By (2.13) we have
cprank(H)  cprank[(H |hrr )] + 1  r.
Thus cprank(H) = cprank(Ir + x1x′1)  r for all 0 < r < m. This completes the
proof of the assertion. It follows from (2.11) that cprank(M)  r +m− r − 1 =
m− 1. By (2.10), we get cprank(A)  m− 1, a contradiction to the definition of m.
The proof is completed. 
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It is not easy to determine cprank(A) for any A ∈ CPn. The last theorem shows
that the cprank of A ∈ CPn is exactly the number of extreme rays of ST when ST is
a self-dual cone.
Theorem 5. Let A = T ′T ∈ CPn with T ∈ Rk×n where k = rank(A), and ST is de-
fined as above. If ST is a self-dual cone, then cprank(A) = |Ext(ST )| where Ext(C)
denotes the set of extreme rays of a cone C, and |S| denotes the cardinality of
a set S.
Proof. By Theorem 2, there exist m ≡ cprank(A) vectors x1, . . . , xm ∈ S∗T such
that (2.3) holds. We want to prove
W ≡ {x1, . . . , xm} = Ext(ST ). (2.14)
First we conclude that the xi’s are conically independent. Otherwise, there exists
some xj , say, xm, such that it can be expressed as a nonnegative linear combination
of the other xi’s, i.e., there exists m− 1 nonnegative numbers α1, . . . , αm−1 such
that
xm = α1x1 + α2x2 + · · · + αm−1xm−1.
It follows from (2.3) that
X1(Ir +N1N ′1)X′1 = Ik, (2.15)
where X1 = [x1, . . . , xm−1], N1 = (α1, . . . , αm−1)′, r ≡ m− 1, k = rank(A). It is
easy to see from the proof of Theorem 4 that
cprank(Ir +N1N ′1) = r, (2.16)
which implies that there exists an r × r nonnegative matrix M1 such that Ir +
N1N
′
1 = M1M ′1. It follows from (2.15) that X1M1M ′1X′1 = Ik , which is equivalent
to
y1y
′
1 + · · · + yry′r = Ik, (2.17)
where we denote X1M1 = [y1, . . . , yr ]. Since yj is a nonnegative linear combina-
tion of x1, . . . , xm−1 for any 1  j  r , we have yj ∈ S∗T for any 1  j  r (r =
m− 1). From Theorem 2, we get a contradiction to the definition of m = cprank(A).
Therefore x1, . . . , xm are conically independent.
It is easy to see that ST is a closed convex cone (because ST is polyhedral), so
(S∗T )∗ = ST . Since ST = S∗T , we have
(x, y)  0 ∀x, y ∈ S∗T . (2.18)
On the other hand, by (2.3),
y = x1(x′1y)+ · · · + xm(x′my) ∀y ∈ S∗T . (2.19)
It follows from (2.18) that y can be represented by a nonnegative linear combination
of x1, . . . , xm. Thus the set W is just a generating set of ST = S∗T . The proof is
completed. 
326 C. Xu / Linear Algebra and its Applications 379 (2004) 319–327
We conclude the paper with the following
Open Problem. Give practical criteria to determine the complete set of extreme rays
of ST for any given A = T ′T ∈ CPn.
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