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Abstract. This paper deals with wave simulations for which the input data are highly inaccurate. 
Inaccuracies can consistent of high levels of noise or strongly mutilated wave forms. Such 
inaccuracies can occur in various applications, one of which is in coastal wave prediction using 
remotely observed waves upstream. Wave data from radar images obtained at a ship or at the 
coast is already used to determine statistical properties of the approaching wave field, properties 
such as significant wave height, period and wavelength. For various modern coastal engineering 
applications it is desired to obtain time accurate information of incoming waves. To predict the 
incoming waves, we propose new methods to improve the inaccurate input in a dynamic 
simulation model that calculates the evolution of the waves towards the vessel. For the dynamic 
evolution we use a linear spectral code with exact dispersion. This model calculates the 
elevation from input that consists of the elevation at one or more specified positions upstream. 
The input is processed in an embedded way, i.e. by a source in the governing dynamic equation. 
We will show effects of inaccuracies at the input positions and show that averaging of multiple 
inputs will increase the prediction at the position of the vessel. Using synthetic data, the 
improvement is shown for inaccuracies caused by noise and caused by mutilations that remove 
partly or completely the waveform below the still water level.  
Keywords:  wave prediction, fully dispersive linear evolution model, inaccurate input, averaged 
multiple input. 
1 Introduction 
With increasing offshore activities, prediction of incoming wave towards a ship or offshore 
structure has become important research in the last decades, see for instance Blondel et al. [1], 
Naaijen et al. [2], Triantafyllou et al. [3], Wu [4], Hassanaliaragh [5]. The activities include 
LNG offloading, helicopter landing at a ship and placing of wind mills. Anticipating the 
effect of the incoming wave will increase safety and reduce the downtime of such engineering 
operations. Up to now, for prediction of statistical properties of the incoming waves, most 
times navigational X-band radars are used. The X-band radar sends an electromagnetic signal 
to the surface waves and captures the backscatter signal which leads to a radar image that 
covers an area upstream of the vessel. For deterministic prediction of waves at the vessel, two 
major problems have to be overcome. One problem is to identify accurately the upstream 
waves from one or more radar images. This requires various nontrivial modelling aspects (see 
e.g. Borge et al. [6]). We will not go into these aspects in this paper, but remark that so far 
still various inaccuracies perturb the wavefields. Such inaccuracies motivated the research 
reported here. 
For the time advancing of inaccurate input wave fields, this paper proposes an approach that 
is different than the method used in so called 3D-FFT methods in which spectral 
reconstruction and time evolution are intertwined, see e.g. Naaijen & Blondel [7] and Blondel 
& Naaijen [8]. We use a dynamic model to evolve given information of surface elevations at 
one or more positions. In this paper we will restrict to long-crested wind waves propagating in 
one direction. As evolution model we use fully dispersive linear theory, which has been 
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discretized in a spectral code. Input of wave signals at one or more positions will be 
performed by a source term in the governing evolution equation as described in section 2. 
As stated, the main focus of this paper is how to deal with inaccurate input data from the so-
called Observation Zone (OZ). To reduce input errors in the quality of the prediction 
downstream of the observations, the simple idea is that averaging of multiple inputs could 
reduce the inaccuracy. One simple way would be to evolve data from various input points, 
calculate for each one the evolution and average the resulting wave at downstream positions 
(the so-called Prediction Zone PZ). A disadvantage of this method is that it requires multiple 
simulations. An alternative is to average the multiple inputs from OZ and evolve that average 
with a single simulation to PZ. This method can be done using the Lie-group property of 
evolution equations. The details of the averaging method will be described in section 3. 
To develop and investigate the quality of our methods, we use synthetic data. That is, we 
create inaccurate inputs from well-known accurate data, which enables us to qualify the 
simulation with inaccurate data by comparison with the evolution of the accurate data. As 
basis of our accurate input we use data from measurements of experiments in a wave tank at 
the Maritime Research Institute Netherlands (Marin). The inaccuracies in input that will be 
considered in this paper are random noise and trough removal. Random noise is motivated to 
describe severe perturbations in backscatter signals that may occur in the radar observations. 
Trough removal has some resemblance with the shadowing effect that is inevitably present in 
radar observed sea waves. The design of such inaccurate inputs and the result of averaging 
methods will be presented in section 4. We finish the paper with conclusions about the 
obtained results. 
2 Wave Model 
In this paper, we will use a linear equation with exact dispersion as dynamic model to evolve 
input signals of waves. We will describe this equation and the source function added to this 
equation to influx initial signals at various positions in an embedded way in the next 
subsections, together with the simple discretization. 
2.1 Linear evolution model 
Unidirectional waves travelling to the right (direction of the positive x-axis) that satisfy linear, 
fully dispersive, wave theory are described by the equation 
  𝜕𝜕𝑡𝑡𝜂𝜂 = 𝒜𝒜𝜂𝜂   (1) 
Here, 𝜂𝜂(𝑥𝑥, 𝑡𝑡) is the surface elevation; the operator 𝒜𝒜 is a skew-symmetric pseudo-differential 
operator with symbol 𝑖𝑖Ω(𝑘𝑘) , where Ω  is given by the dispersion relation 𝜔𝜔 = Ω(𝑘𝑘) with 
Ω(𝑘𝑘) = 𝑐𝑐0𝑘𝑘�𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑘𝑘ℎ0)/𝑘𝑘ℎ0  and 𝑐𝑐0 = �𝑔𝑔ℎ0 , with ℎ0  the constant depth and g the 
gravitational acceleration. Eq.(1) can be considered as initial value problem if the surface 
elevation is given over the domain at an initial time. This paper will consider the signalling 
problem: the elevation signal is given at a certain position and the aim is to determine the 
evolution of the signal at downstream positions. 
The dynamic equation has the Lie-group property which will be exploited in the next section. 
To describe this, we introduce the evolution operator ℰ, which assigns from a given input 
signal 𝑠𝑠0 at position 𝑥𝑥0 the resulting signal at a downstream position 𝑥𝑥1, to be denoted by 
ℰ(𝑥𝑥0, 𝑠𝑠0)[𝑥𝑥1]. The Lie-group property is that a successive evolution to a further point 𝑥𝑥2 
produces the same signal as a direct evolution form 𝑥𝑥0 to 𝑥𝑥2, in formulas : 
 ℰ(𝑥𝑥0, 𝑠𝑠0)[𝑥𝑥2] = ℰ(𝑥𝑥1,ℰ(𝑥𝑥0, 𝑠𝑠0)[𝑥𝑥1])[𝑥𝑥2]          (2) 
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2.2 Source Function in the Governing Equation 
The signalling problem of the homogeneous equation with excitation signal 𝑠𝑠(𝑡𝑡) at a point 
𝑥𝑥0 : 
   �
𝜕𝜕𝑡𝑡𝜂𝜂 = 𝒜𝒜𝜂𝜂
𝜂𝜂(𝑥𝑥0, 𝑡𝑡) = 𝑠𝑠(𝑡𝑡)   (3) 
can be solved as an inhomogeneous equation with a specific source function G : 
 𝜕𝜕𝑡𝑡𝜂𝜂 = 𝒜𝒜𝜂𝜂 + 𝐺𝐺(𝑥𝑥, 𝑡𝑡)   (4)  
according to Duhamel’s principle. The source function G is chosen such that Eq. (4) satisfies 
the condition  𝜂𝜂(𝑥𝑥0, 𝑡𝑡) = 𝑠𝑠(𝑡𝑡). In this paper we will use so-called area generation in which G 
is written as 
 𝐺𝐺(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥) ∙ 𝑠𝑠(𝑡𝑡)     (5) 
Here 𝑓𝑓(𝑥𝑥) = 𝛾𝛾(𝑥𝑥 − 𝑥𝑥0), where the function 𝛾𝛾 is the Fourier transform of the group velocity V 
defined as  𝑉𝑉(𝑘𝑘) = ∂Ω 𝜕𝜕𝑘𝑘⁄  (see Van Groesen et al [9]). 
2.3 Spectral Discretization 
For numerical simulation we use a spectral method; that is we solve the dynamic equation in 
spectral space, with time marching by the ODE-solver in Matlab (with automatically adjusted 
time step). To prevent periodic looping in the spatial interval, we add damping zones at each 
end of the interval. Details are similar as described in Van Groesen & Van der Kroon [10]. 
3 Influx Averaging Method 
Given an elevation signal at a single position in OZ, the signal can be used as input for the 
dynamic equation, which leads to the calculation of the surface elevation at any point in PZ. 
For accurate prediction we have to take into account that the input signals originate from 
radar images which contain errors of various kind. Such errors arise from physical effects in 
the radar sensing, such as effects of shadowing, diffraction, atmospheric attenuation, etc. 
Such errors will be evolved and lead to errors at each point in PZ. One way to try to reduce 
the effect of input errors is to use multiple input signals at different positions at OZ; 
intuitively this should lead to improved input, and therefore improved prediction. Here we 
will describe one average method and show the error reduction in PZ in the next section. 
Using the Lie-group property of the dynamic equation, we use the inaccurate signals at 
successive points to construct a better input signal at the last point as the average of all 
previous images, which should first be evolved from their position to the last point. This is 
described as follows. Consider a number m of signals 𝑠𝑠𝑗𝑗, 𝑗𝑗 = 1, 2, 3,⋯ ,𝑚𝑚, that are given at 
different successive positions 𝑥𝑥1 < 𝑥𝑥2 < ⋯ < 𝑥𝑥𝑚𝑚. Starting with signal 𝑠𝑠1 at the first position 
𝑥𝑥1, we evolve it to the next position 𝑥𝑥2, resulting in a signal that we will denote by 𝜒𝜒2. At this 
position there are two signals, the signal 𝜒𝜒2 and the given signal 𝑠𝑠2. If there is no reason to 
believe that any one of these two is more accurate, we consider the average of the two, 
leading to a signal at 𝑥𝑥2 denoted by ?̅?𝜒2 = (𝑠𝑠2 + 𝜒𝜒2)/2. Then we repeat the process: evolve ?̅?𝜒2 
to the next position 𝑥𝑥3, leading to the signal 𝜒𝜒3. At this position, we have signal 𝜒𝜒3 and 𝑠𝑠3. 
Since 𝜒𝜒3  carries the information from two previous observation (𝑠𝑠1 and 𝑠𝑠2), assuming the 
same accuracy of all, we give 𝜒𝜒3  a  double weight compared to 𝑠𝑠3  and take the average 
?̅?𝜒3 = (𝑠𝑠3 + 2 ∙ 𝜒𝜒3)/3. Continuing this process until the end position 𝑥𝑥𝑚𝑚, the averaged signal 
at the last position will be ?̅?𝜒𝑚𝑚 = (𝑠𝑠𝑚𝑚 + (𝑚𝑚 − 1) ∙ 𝜒𝜒𝑚𝑚)/𝑚𝑚 , collecting  information of all 
previous signals with the same weight. This is the signal that we will take as averaged influx 
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at 𝑥𝑥𝑚𝑚. Evolving this averaged influx, which will be more accurate than each of the individual 
input signals, will lead to an improved prediction of the wavefield in PZ.  
In a numerical execution, the averaging is achieved in a single simulation by taking the source 
function G in Eq. (4) as the superposition of the given influx signals with weight 1 𝑚𝑚⁄  at each 
influx point. Hence, the desired evolution is given by Eq.(4) with source function 
                𝐺𝐺(𝑥𝑥, 𝑡𝑡) = 1
𝑚𝑚
∑ 𝛾𝛾�𝑥𝑥 − 𝑥𝑥𝑗𝑗� ∙ 𝑠𝑠𝑗𝑗(𝑡𝑡)𝑚𝑚𝑗𝑗=1    
The performance of simulations with this average procedure is presented in the next section.   
4 Simulation Result 
To investigate the quality of the averaged input method, we will design severely mutilated 
input signals from given accurate wave fields. We evolve the averaged input and compare the 
calculations with those of the accurate waves in PZ. The accurate waves are based on actual 
wave heights as measured in a hydrodynamic laboratory and will be described in the first 
subsection. In the next subsection, we consider two types of mutilation, and show the 
comparison of the evolution results of the mutilated and accurate data in the successive 
subsection. 
4.1    Experimental waves and linear evolution 
We use data from a real life experiment at Marin hydrodynamic laboratory. The experiment is 
performed in a wave tank of 200 m long. Scaled with a factor 50 in space (and a 
corresponding factor √50 in time), the waves of experiment 103001 corresponds to realistic 
wind waves with Jonswap spectrum of mean period 12 s and significant wave height of 3 m 
above a flat bottom of depth 30 m. The set-up is given in Fig.1, where we restrict our 
attention to the area with flat bottom before the slope. The waves are generated by a flap, and 
we use the measured elevations at positions W1, W2, and W9. 
 
 
Figure 1 Lay-out of the wave tank with flap at the left and four measurement positions denoted 
by W1, W2, W9 and W12. All the values are given in [m], the rescaled laboratory values. 
 
To produce our ‘accurate’ data, we take the measured signal at W1 as input signal and evolve 
this with the linear code (Eq.4) to the right. The result of this linear simulation is compared to 
the measured signals at W2 and W9, presented in Fig.2. The differences between the 
measured and simulated signals are mainly due to the fact that nonlinear effects are missing in 
the wave model. Inclusion of nonlinear contribution leads to better results, as is shown for a 
nonlinear AB-code in Van Groesen & Van der Kroon [10]. For the purpose of this paper the 
results of the linear simulations will be taken as the accurate data. Note that Fig.2 shows that 
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even after 25 minutes (plots at the right), the linear simulation produces waves that are still 
good in phase and that most have also reasonably good amplitude, although the high waves at 
W9 near 1275 s are calculated too low.  
        
       
Figure 2 The result of simulation (red) and measurement (blue) at W2 (1st row) and W9 (2nd 
row) for two different time intervals.  
4.2 Mutilated Input 
Starting with ‘accurate’ input signals as calculated by the linear evolution, we will now 
construct two different types of severe inaccuracies in the influx signals: random noise and 
trough removal. 
1. Random noise  
For each accurate input signal 𝑠𝑠(𝑡𝑡), we add at each instant a random number which uniformly 
distributed in the interval �–𝛼𝛼,𝛼𝛼�. Then the perturbed signal, denoted by  𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚, is given by 
𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡) = 𝑠𝑠(𝑡𝑡) + 𝛼𝛼 ∙ 𝑈𝑈[−1,1] 
Fig. 3 shows the original signal and the perturbed signal with 𝛼𝛼 = 0.4 ∙ 𝐻𝐻𝑠𝑠 where 𝐻𝐻𝑠𝑠 is the 
significant wave height of the original signal.  
2. Trough removal 
The shadowing effect in radar observations has as consequence that large portions of the 
lower parts of the original waves are unobservable by the radar rays. Motivated by this, we 
design a mutilated wave that resembles somewhat this effect by cutting the trough area: the 
elevation below a certain value is replaced by that value. The cutting level is taken to be a 
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fraction of the significant wave height, 𝐻𝐻𝑠𝑠 of the given signal. Hence, the mutilated signal can 
be written as 
𝑠𝑠𝑐𝑐𝑐𝑐𝑡𝑡(𝑡𝑡) = 𝑚𝑚𝑡𝑡𝑥𝑥(𝑠𝑠(𝑡𝑡),−𝛽𝛽 ∙ 𝐻𝐻𝑠𝑠) 
Fig. 4 shows the two mutilated signals that we will consider, 𝛽𝛽 = 0 and  𝛽𝛽 = 0.2. 
 
 
Figure 3 The original signal (blue) and the signal with noise 𝛼𝛼 = 0.4 ∙ 𝐻𝐻𝑠𝑠 (red) 
      
Figure 4 The original signal (blue) and the mutilated signal (red) for 𝛽𝛽 = 0 (left plot) and 
𝛽𝛽 = 0.2 (right plot). 
4.3 The result of Averaging Method 
We perform simulations in the spatial domain [0, 2000] m. Part of the interval, [0, 1000] m 
will be used as OZ, the remaining part [1000, 2000] m as PZ. The spatial resolution is 
𝑑𝑑𝑥𝑥 = 4.2569 m. In this case, we take 𝑁𝑁𝑖𝑖𝑡𝑡 = 1 or 3 or 5 signal(s) at different positions in OZ 
and show the result of evolution at the end of PZ, 𝑥𝑥 = 2000 m. 
1. Input with Random noise 
Fig. 5 shows the comparison between the simulation results with accurate and noisy input 
data for one simulation case. The effect of the noise in the input signal reduces during the 
propagation because of dispersive effects; better results are obtained with multiple inputs. To 
measure the quality of the simulation, we use the correlation of the signals obtained with the 
accurate and with the noisy (averaged) input signal; the correlation is defined as the inner 
product of the normalized signals. If the correlation is close to 1, the simulation and the 
measurement are well in phase; if the correlation is equal -1 the signals are in counter phase. 
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The values of the correlation at 𝑥𝑥 = 2000 m for different input scenarios are 0.9687, 0.9896 
and 0.993 for 1, 3 and 5 inputs respectively. 
        
        
        
Figure 5 The accurate signals (solid blue) and the signals obtained with noisy input (dash red) 
at 𝑥𝑥 = 2000 m. The upper, middle and lower plots are the results with 1, 3 and 5 noisy inputs 
respectively.  
2. Input with Trough removal 
Each mutilated signal was shifted down with an amount to ensure that the total signal has zero 
mean. After the simulation we rescale the result by multiplying with factor 𝐻𝐻𝑠𝑠 𝐻𝐻𝑠𝑠,𝑐𝑐𝑐𝑐𝑡𝑡⁄  to get 
the correct significant wave height 𝐻𝐻𝑠𝑠 instead of the significant wave height 𝐻𝐻𝑠𝑠,𝑐𝑐𝑐𝑐𝑡𝑡. Since the 
differences between the results of 3 inputs and those of 5 inputs are too small to show in a 
plot, we will present the results for 1 and 5 inputs. Fig. 6 shows the comparison between the 
simulation results for 𝛽𝛽 = 0 and 𝛽𝛽 = 0.2; Table 1 provides as quantitative quality of the 
comparison the correlation of the signals.  As expected, the result for 𝛽𝛽 = 0.2 is better than 
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for  𝛽𝛽 = 0, since the input signal for 𝛽𝛽 = 0.2  is less truncated. Most important for our aim is 
that by using more inputs, the result becomes better. 
 
              
              
Figure 6 Shown are signals at position 𝑥𝑥 = 2000 m: the accurate signals (solid blue) and the 
signals obtained with truncated input signals, with a single input (dash red), and with an average 
of 5 inputs (dash black). The upper row for 𝛽𝛽 = 0.2 and the lower row for  𝛽𝛽 = 0 
 
Table 1 Correlation at 𝑥𝑥 = 2000 m between accurate signals and signals obtained for trough-
removed inputs for 3 input scenarios 
 1 input 3 inputs 5 inputs 
𝛽𝛽 = 0 0.844 0.9017 0.9051 
𝛽𝛽 = 0.2 0.9593 0.9781 0.9786 
 
5 Conclusion 
It is quite common to study effects on the evolution of perturbations in the input signals. For 
nonlinear equations the perturbations satisfy approximately the linearized equation (around 
the nonlinear solution). Since we took a linear evolution equation, both the unperturbed and 
the severe mutilation evolve according to this linear equation. Yet it is interesting to see the 
results of the severe mutilation of the input signal.  
In this paper we explored the idea to improve simulations with mutilated inputs by averaging 
the inputs, expecting the errors in the averaged input to be less than with a single input. We 
showed that averaged inputs indeed improved the simulations as described in section 4. But 
we also observed that the evolution of one single input was better than we had expected, in 
summary as follows. 
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The perturbing effect of noise is reduced already substantially by dispersive effects, as seen 
by comparing the input signal in Fig.3 and the evolution of this single input shown in Fig.5, 
upper row. The reason must be that the mainly high frequencies of the noise correspond to 
wave numbers that are outside the range of the numerical accuracy, except when accidental 
successive noisy points are closely clustered. Using multiple noisy inputs reduces the error 
after evolution further.  
For inputs mutilated by trough removal the results are more surprising. Even when all 
information of the wave below the still water line is removed (for 𝛽𝛽 = 0), a single input still 
gives an evolved signal, shown in Fig.6 upper row, with a rather high correlation 0.844. This 
must be mainly due to the fact that the phasing remains conserved for this mutilation. The 
wave forms become better by using multiple inputs, but seemingly only for a rather limited 
amount and more than 3 inputs hardly seem to improve the result (lower row in Fig.6 and 
Table 1). A closer investigation of the observed results will be executed, and (rather 
comparable) findings for nonlinear simulations will be published elsewhere. 
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