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ABSTRACT
ON THE LOW FREQUENCY 
CURRENT AND TEMPERATURE FLUCTUATIONS 
ALONG THE SHELF BREAK 
IN  THE SOUTH ATLANTIC BIGHT
Sunny Y. Wu 
Old Dominion University 
Director : Dr. Larry P. Atkinson
Current and temperature data collected along the shelf edge in the South At­
lantic Bight were analyzed using a spectral analysis technique. The power spectra 
of both alongshore currents and temperatures (upon removal of seasonal trends) 
in the mid- to lower water column suggest a significant energy peak at 28 days. 
The spatial characteristics of the fluctuations around this period band were deter­
mined using the frequency domain empirical orthogonal function (EOF) analysis 
applied to the concurrent current and temperature records. Consistent results 
were obtained from the upstream side of the Charleston Bump. Around the 28- 
day period, temperature seems to have little correlation with currents, suggesting 
distinct controlling mechanisms over the two variables. Temperature fluctuations 
in the mid- to lower water column appear to be advected downstream by the mean 
current. The first and second current EOF modes each represent a southward 
propagating signal with a wavelength ca. 5000 km and a northward propagating 
signal with a wavelength ca. 360 km. This modes account for 64.5% and 18.2% of 
the total normalized variance, respectively. The first mode is probably related to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the interaction between topographically induced wave signals and the Gulf Stream 
current. The wave characteristics of the second mode fit the dispersion relation­
ship sought by Brooks (1978) for similar bottom topographic profile and mean flow 
conditions. The nature of the second alongshore current mode is therefore likely 
to be a baxotropic shelf wave.
Although the limitation of the current data in the cross-shore direction prohib­
ited calculating the cross-shore shear of the mean flow, the signs of the transfer 
of energy between the fluctuations and the mean flow were determined. The re­
sults were consistent with earlier findings (e.g., Schmitz and Niiler, 1969; Csanady, 
1989; Lee, Yoder and Atkinson, 1991) in that the transfer is a two-way process: 
the fluctuations draw energy from the mean flow and at times also feed back to 
the mean flow. It  seems, though, there are preferable areas where the transfer is a 
predominantly one-way process.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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11. Introduction
The continental shelf and slope area between West Palm Beach, Florida, and 
Cape Hatteras, North Carolina is commonly referred to as the South Atlantic Bight 
(SAB) (Figure 1.1). It is geomorphologically characterized by a broad shallow 
continental shelf (less than 75 m) and a relatively steep continental slope (on the 
order of 5 x 10-3 ). South of 32° N the western edge of the Gulf Stream generally 
lies within 15 km of the shelf break (Bane and Brooks, 1979). Between 32° and 
33°N a topographic anomaly known as the “Charleston Bump” protrudes into 
the Gulf Stream. By virtue of the conservation law of potential vorticity. the 
Stream deflects eastward. Downstream of the Charleston Bump, the wavelike Gulf 
Stream meanders are observed amplified in magnitude. The enlarged meanders can 
displace the Gulf Stream front up to 100 km east from the shelf break (Legeckis, 
1979: Bane and Brooks, 1979).
The shallow shelf water is readily affected by heating, cooling and wind induced 
turbulent mixing. Consequently strong thermal and density contrasts (fronts), 
which separate the cool, fresh, usually nutrient-depleted shelf water from the warm, 
saline and nutrient-bearing Gulf Stream water, are persistent features along the 
shelf break in the SAB area. During the summer, these shelf break fronts are sub­
merged under a warm, highly stratified surface layer (Figure 1.2(a), from Atkinson, 
1977). During the winter, convective mixing due to cooling on the surface and me­
chanical mixing due to high winds result in vertically homogenized water on the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
shelf. The shelf break front becomes narrower in the cross-shelf direction, reaching 
the sea surface (Figure 1.2(b), from Atkinson et al., 1989). Besides the persistent 
shelf break front, a transient thermal front can also be formed on the mid- to 
outer shelf during a severe cold air outbreak in the winter season (Figure 1.3(a), 
from Chandler et al., 1987). The formation of the front is due to the following 
processes: 1) the breakdown of the shelf break front by Gulf Stream meanders 
or strong southward winds or both; 2) shoreward intrusion of upper Gulf Stream 
warm water by persistent southward winds; and 3) mixing of this warm water with 
continental shelf water cooled by cycles of cold air outbreaks (Oey, 1986). This 
front, in the absence of the above mentioned forcings, is subject to enhanced dif­
fusion due to the large gradient and quickly dissipates within a few days (Figure 
1.3(b), from Chandler et al., 1987). The cross-shelf density gradient during the 
winter season in this area is mainly controlled by the temperature distribution. 
The density is therefore decreasing seaward on the outer shelf, causing the shelf 
break front to intersect the bottom on the continental slope. The orientation of 
the front is unlike most of shelf break fronts in other coastal region, such as those 
in the Middle Atlantic Bight (See, for instance, Figure 1 in Huthnance, 1981).
The shelf break is, as we have demonstrated in the foregoing discussion, a site 
where fronts are formed. Frontal zones are of great interest in physical oceanogra­
phy since they are regions where vertical advection and the exchange of momentum 
and other properties are locally intense. Physical activities taking place at fronts 
have a profound impact on the biogeochemical cycle in the ocean margins. In order 
to refine the conceptual and dynamical diagnostic and prognostic models of fronts, 
it is very important to characterize the frontal zone variabilities.
The objective of this study is two-fold: 1) to quantify the low-frequency current 
and temperature variability along the shelf break in the SAB area during winter;
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3Chapter 2 briefly reviews the studies carried out in the past three decades or so 
on the low-frequency current variabilities near the shelf break in the South Atlantic 
Bight area. Chapter 3 describes our data sources and statistical methods adopted 
in this study, namely, the basic statistical calculations, power spectral analysis 
and frequency-domain empirical orthogonal function (EOF) analysis. Chapter 4 
presents and interprets the results of the various methods outlined in Chapter 3. 
The power spectra of both alongshore currents and temperatures presented in this 
chapter strongly suggest that there are energetic fluctuations at around a 28-day 
period. In an attempt to capture their characteristics and further determine the 
nature(s) of these fluctuations, the frequency-domain EOF analysis was performed 
for the frequency band centered around 0.036 cpd (corresponding to the 2S-day 
period). Chapter 5 discusses three physical mechanisms: l)the long-period tides, 
in particular, the lunar monthly tide which has a period of 27.6 days; 2)various 
types of shelf waves; and 3)Gulf Stream associated low-frequency fluctuations, 
all of which may be a contributing factor to the 28-day fluctuations. Chapter 6 
summarizes and concludes this study.
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Figure 1.3. (a). Temperature section in winter, showing a “transient” thermal 
front at mid-shelf; (b). Temperature section in winter, one day after the section 
shown in (a) was taken, showing a much diffused thermal front at mid-shelf.
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2. Low-frequency Flow and Therm al Variability  along the Shelf Break
In this chapter, we review earlier studies relevant to low-frequency current vari­
ability along the shelf break in the SAB area. This is a prelude to the examination 
of even lower frequency variability that is the topic of this thesis. We first ex­
amine the fluctuations and the principal mechanisms governing them. To better 
understand the dynamics involved, we also look into the energy source of the fluc­
tuations. This is followed by a discussion on energy budget. We end this chapter 
by summarizing some of the profound impacts these fluctuations may exert on the 
biogeochemical cycle in the SAB.
2.1 Controlling Mechanisms
G ulf Stream Frontal Disturbances
Low-frequency* current and temperature records often indicate a substantial 
amount of energy being concentrated in a 2-day to 2-week period band (see, for 
example, Duing, Mooers and Lee, 1977; Lee and Brooks, 1979; Brooks and Bane, 
1981; Lee and Atkinson, 1983). Low-frequency flow variability and water exchange 
along the shelf break have been shown to be greatly influenced by Gulf Stream 
frontal disturbances which occur on the time scale of 2 days to 2 weeks. South 
of 32°N, the frontal eddies have been shown to propagate along the shelf break, 
causing an exchange of water and momentum and a net flux of nutrients to the shelf
*  “Low-frequency variability” in oceanography is almost always synonymous to 
“subtidal variability”. Here it refers to fluctuations with a time scale longer than 
the periods of the diurnal and semi-diurnal tides, as well as inertial oscillations.
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8(Lee, Yoder and Atkinson, 1991). Between 32° and 33°N the Charleston Bump 
appears to force an offshore meander of the Gulf Stream. Downstream of the 
Bump, the wavelike Gulf Stream meanders axe amplified significantly (Legeckis, 
1979; Bane and Brooks, 1979). These enlarged meanders have similar kinematic 
properties as those observed in the smaller frontal disturbances upstream and 
suggest a dynamic connection between the two (Brooks and Bane, 1981; Bane, 
Brooks and Lorenson, 1981).
Webster (1961a) first documented the characteristics of flow under the influence 
of the Gulf Stream meanders. He described the meander as “... a sort of skewed 
wave motion”. Figure 2.1(a) (from Pietrafesa, Janowitz and Wittman, 1985) shows 
the characteristics of current and temperature records while a series of frontal 
waves (or meanders) moving past a current meter moored in the vicinity of the 
shelf break. The meander typically consists of an intense shoreward flow (lasting 
for 1-2 days), followed by a broad, confused flow offshore (lasting for 2-3 days). 
Figure 2.1(b) illustrates schematically the streamline pattern on a level plane at 
one instant during the event. As shown in Figure 2.1, at the meander trough 
(the offshore excursion of the Gulf Stream front), the water parcels experience a 
cyclonic rotation, accompanied by the upwelling in the center of the trough which 
causes a few degrees temperature drop at the meter site.
One interesting and intriguing phenomenon associated with the wavelike Gulf 
Stream meanders is that they frequently evolve into a series of “backward break­
ing” waves at the inshore edge of the Stream, a feature sometimes referred to as 
a “shingle” structure following von Arx et al. (1955). Figure 2.2 is a satellite 
VHRR (very high resolution radiometer) imagery of the sea surface temperature 
(from Lee and Atkinson, 1983). A series of “shingles” are seen to develop at 28° 
to 29°N and again at 32.5° to 34.5°N at the inshore edge of the Gulf Stream. The
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9first area is where the Gulf Stream emerges from the Straits of Florida. The sec­
ond is downstream of the Charleston Bump. The “shingle” pattern indicates an 
“engulfment” of relatively cool coastal water and the “backward” (in contrast to 
“forward”, the direction the lateral wave propagates to) breaking of the warmer 
Gulf Stream water (being referred to as the “warm filament”), as the latter wraps 
around the engulfed water (being referred to as the “cold-core frontal eddy”). Fig­
ure 2.3 shows the near surface temperature distributions of two such “shingle” 
structures, as they were mapped extensively by an AXBT (air-deployed expend­
able bathythermograph) survey, while they propagated from Charleston to Cape 
Hatteras (from Luther and Bane, 1985). A schematic representation of a fully de­
veloped Gulf Stream frontal eddy-meander field, identifying the various features, 
is shown in Figure 2.4 (from Lee et a l ,  1991).
Stern (1985) used a so-called “equivalent” baxotropic model to explain the 
development of the “shingles”. The model consists of a heavy and dynamically 
passive layer lying beneath the shear flow in the upper layer, simulating the vertical 
density variation in the Gulf Stream system. The shear flow, in turn, consists of 
two piecewise uniform potential vorticity regions separated by a vorticity front 
across which the velocity is continuous. Under the long-wave approximation, an 
equation governing the evolution of the frontal disturbance is then obtained and 
solved. The solution implies that a trough (L  <  0) propagates faster than a crest 
and that the continually steepening part of the front rotates in the same (cyclonic) 
sense as the shear of the mean flow. The model results demonstrate how a frontal 
disturbance eventually evolves into a “shingle” structure from the initial symmetric 
wave form. Stern (1985) shows that sufficiently large amplitude disturbances on 
the front separating fluid of low relative vorticity (e.g., coastal water) from one 
with large shear (e.g., the cyclonic side of the Gulf Stream) will lead to backward
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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wavebreaking and the entrainment of the low vorticity fluid into the shear flow. 
However, a vorticity front is not a necessary condition for the “shingle” structure 
to be developed. As a matter of fact, the real Gulf Stream front more closely 
resembles a density front accompanied by a strong shear flow. Given sufficiently 
large perturbation, a density front or a shear flow alone can harbor the “shingle” 
structure (Csanady, private communication).
Atmospheric Forcing
Atmospheric forcings enter the governing equations of water movement in two 
forms: atmospheric pressure fluctuation affects the vertical pressure balance, while 
wind stresses influence the horizontal momentum balances as the upper boundary 
condition. Atmospheric-pressure forcing is, in general, an insufficient process in 
driving currents compared to the winds {e.g., Mysak, 1980; Wunsch, 1980).
Near the coast, the alongshore wind stress and subsequent sea level set-up (or 
set-down) dominate the circulation pattern in the SAB {e.g., Lee et al., 1985). 
Although its effect tends to decrease rapidly seaward and is usually overshadowed 
by the Gulf Stream disturbances at shelf edge, wind stress can at times play an 
important role in determining flow patterns near the shelf break. One such exam­
ple is the upwelling along upper continental slope which is frequently induced by 
southerly winds during summer (Green, 1944; Taylor and Steward, 1959; Stone 
and Azarovitz, 1968; Stefansson, Atkinson and Bumpus, 1971). Wind stress can 
also reinforce the onshore intrusion of the Gulf Stream water. For instance, Atkin­
son et al. (1987) found subsurface water of Gulf Stream character extended far 
beyond shelf break during the passage of Gulf Stream frontal eddies with the help 
of upwelling-favorable winds.
In analyzing a set of daily mean sea level records from Sydney to Coff’s Harbor 
(situated 500 km to the north of Sydney), Hamon (1962) detected a northward
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propagating signal of several days period. The nature of this propagating signal 
was unclear at the time. The question was answered shortly afterward by Robinson 
(1964). He developed a simple theory of coastally trapped, subinertial, nondisper- 
sive vorticity waves based on the linearized shallow water equations which included 
the Coriolis force and varying depth. The essence of Robinson’s model is that the 
strongly sloping seafloor of the shelf-slope region acts as a wave guide, in the sense 
that motions further offshore are negligible. Robinson named these low-frequency, 
highly rotational wave motions “continental shelf waves”. Following this early 
work, the subject of shelf waves has been extensively explored from both theoreti­
cal and observational aspects. Based on either sea level data or current meter data, 
shelf waves have been observed at many continental margins, e.g., the east coast 
of Australia (Hamon, 1962), the west coast (Mooers and Smith, 196S; Kundu and 
Allen, 1976; Wang and Mooers, 1977) and east coast (Mysak and Hamon, 1969; 
Schott and Duing, 1976; Brooks and Mooers, 1977) of the United States. On the 
theoretical side, a question of particular interest is the generation mechanism of 
shelf waves. It was originally proposed (Robinson, 1964; Mysak, 1967a,b) that 
shelf waves are generated when the sea surface near the coast responds resonantly 
to the atmospheric fluctuations. Later, Adams and Buchwald (1969) demonstrated 
that the alongshore component of the wind stress is the dominant driving force. 
A more thorough account of this generation mechanism was given by Gill and 
Schumann (1974). Their formulation of the generation problem was then used by 
Hamon (1976) to show that along the east Australian coast, shelf waves are more 
likely generated by the alongshore component of the wind stress.
It seems possible that given the right condition wind forcing can excite shelf 
waves along the SAB, though there has been no convincing report on this account 
except that Duing et al. (1977) attributed a southward propagating signal in the
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Florida Straits (situated at the southern end of the SAB) to the wind forcing. In 
fact, Lee and Atkinson (1983) show that the energy peaks in the power spectrum 
of the alongshore current along the outer shelf offset that of the alongshore wind 
in the frequency dimension, suggesting a weak, if at all significant, correlation 
between the two variables.
2.2 Energy Budget
Because of the proximity of the Gulf Stream front, one cannot obtain a clear 
picture of the energetics along the shelf break without first considering those of the 
Stream. Wavelike meanders along its path have been observed to be the dominant 
mode of oscillations in the Stream from the Straits of Florida to Cape Hatteras. 
They do not appear to be responses to any apparent forcing {e.g., Kielmann and 
Duing, 1974; Brooks and Bane, 1981; Lee and Atkinson, 1983). These meanders 
propagate northward along the Stream with a period on the order of one week, 
downstream wavelengths of a few hundred kilometers, and cross-stream amplitudes 
of a few tens of kilometers. They have been found to play an important role in the 
mass and energy exchanges between deep ocean and continental shelf waters.
What is the mechanism of these wavelike meanders? Where do they draw 
energy from? Before the 1960’s, it had been proposed by some {e.g., Rossby, 1936, 
p.6; von Arx, 1954; Stommel, 1958) that the meanders draw their energy from the 
kinetic energy of the mean flow through a mechanism of frictional dissipation of 
the mean flow. The rate of kinetic energy transfer from mean flow to fluctuations 
equals the eddy momentum flux (Reynolds stress). Should the Reynolds stresses 
be “viscosity-like”, the kinetic energy transfer is down the mean flow gradient, 
from mean flow to fluctuations (or perturbations, eddies). If maintained by this 
mechanism, the meanders could be attributed to so-called “barotropic” instability
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(or ordinary shear flow instability).
Webster (1961b) was the first one to challenge this conventional concept of 
energy transfer in oceanography. Based on the GEK (geomagnetic electrokine- 
tograph) current data, he calculated the lateral transfer of kinetic energy by the 
meanders in the surface layer for two cross-shelf transects in the SAB, one in the 
Florida Straits, the other in Onslow Bay. Figure 2.5 shows the results of Webster’s 
calculations, where Figures 2.5(a) and (b) are for regions in Onslow Bay and in 
Florida Straits, respectively. A positive value for the transfer of energy indicates 
the energy is from the meanders to the mean flow, while a negative value indicates 
the opposite is true. As can be seen from Figure 2.5, for both regions, the energy 
transfer is from the meanders to the mean flow for most part of the cyclonic side 
of the Stream, and the maximum energy transfer occurs in the region of maximum 
shear. Furthermore, it was found that the cross-stream integral of energy transfer 
is positive in Onslow Bay, indicating a net transfer of kinetic energy from the me­
anders to the mean flow. Webster concluded from his results that the mean flow 
was enhanced by the kinetic energy of the meanders, and that the meanders should 
derive their kinetic energy from sources other than the kinetic energy of the mean 
flow. The source of the energy maintaining the meanders remained to be found.
Webster (1961b) noticed the similarity between the profiles of velocity and 
kinetic energy transfer in the Gulf Stream system and in an atmospheric jet system 
(Starr, 1954). He further suggested an analogy between the two systems by stating:
“It is possible that necessary frictional dissipation is carried out by 
perturbations of a scale smaller than the meanders. If  so, then the 
energy balance is analogous to that in the atmosphere, where the mean 
zonal flow is sustained by large-scale eddies, but dissipated by small- 
scale eddies and molecular viscosity.”
Schmitz and Niiler (1969) carried out the same calculations as Webster (1961b) 
using data from their free-fall instrument measurements. Their results confirm
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Webster’s in that there is a narrow zone in the region of lateral cyclonic shear 
where intense kinetic energy transfer occurs. The net cross-stream integral of 
energy transfer is, however, not significantly different from zero. Schmitz and 
Niiler thus questioned the necessity of an external energy source. According to 
their arguments, the kinetic energy is redistributed between fluctuations and mean 
flow: it is transferred intensely to the mean flow in a narrow zone of cyclonic side of 
the Stream, while an equal amount is transferred from the mean flow less intensely 
over a wider zone covering most of the rest of the Stream. Overall, the energy 
transfer merely carries out an internal adjustment requiring no external energy 
source.
The conclusion drawn from the energetics calculations of Webster (1961b) and 
Schmitz and Niiler (1969) have provoked extensive discussion in the literature on 
the driving mechanism of the meanders {e.g., Orlanski and Cox, 1973; Killworth, 
Paldor and Stern, 1984; Luther and Bane, 1985; Oey, 1988). The general approach 
is an instability analysis based on the assumption that the dominant meanders are 
natural mode oscillations of the Gulf Stream. Much insight about the dynamics 
of the meanders has been gained as a result. Luther and Bane (1985) analyzed 
linear wave motion superimposed on steady alongshore flow over sloping bottom 
topography. The background velocity field resembles the Gulf Stream, and is in 
geostrophic balance with the mean density field. The momentum equations gov­
erning the perturbations are ageostrophic. The fluid is assumed to be inviscid, 
incompressible, nondiffusive, and continuously stratified. The study sought small- 
amplitude alongshore propagating perturbations with real frequency and complex 
alongshore wavenumber. Of the four eigenmodes identified, one particular eigen- 
mode with a period of eight days (referred to as the eight-day wave hereafter) 
exhibited a perturbation velocity and buoyancy field similar to Gulf Stream mean­
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ders. The instability mechanism of this eight-day wave was the mixed barotropic- 
baroclinic type, with the majority (about 80%) of the perturbation energy derived 
from the potential energy of the background flow. The potential energy conversion 
occurs in the center of the background current, the region of maximum isopycnal 
slope. The kinetic energy conversion occurs in the cyclonic frontal zone, where the 
maximum horizontal current shear is found. The energy conversion associated with 
the wave motions extracts the potential energy from the background by eroding 
the horizontal temperature gradient, while returning energy to the background by 
increasing the horizontal shear.
The eight-day eigenmode found in Luther and Bane’s numerical investigation 
reproduces many observed features within the limits of linear theory. One, in 
particular, is the skewed vertical velocity pattern near the surface, resembling 
the observed meander and warm filament structure. This skewness means that u 
(cross-shore velocity) and w (vertical velocity) are not in phase so that there is no 
contribution from w, and that u and b (buoyancy anomaly) are not in quadrature 
signifying the release of potential energy from the background flow to the pertur­
bation. However, the linear model does not reproduce the observed skewed wave 
form, as small-amplitude linear instability theory is inherently incapable of sim­
ulating finite wavelike motions. It is not certain, therefore, to what extent these 
linear results can be applied to the Gulf Stream system. Also, the numerical solu­
tions depend on the background flow. While the flow profile used by Luther and 
Bane agrees reasonably well with observation on the cyclonic side of the Stream, 
it is unrealistic on the anticyclonic side of the Stream.
Oey (1988) took a step forward in analyzing the same problem. He used a 
simplified model of the Gulf Stream front near a vertical wall (simulating the con­
tinental slope) over an ocean basin of a constant depth. The dynamics governing
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frontal instabilities, meanders and eddies in his case depends primarily on two 
well-defined ratios: Lo/Ro and h0/Ho, the former being the ratio of the cross­
stream distance of the stream axis from the slope (L q) to the baroclinic Rossby 
radius of deformation (Rq), the latter being the ratio of the upper layer depth 
(ho) to the ocean basin depth (Ho). Oey used a nonlinear, time-dependent, three- 
dimensional model to study this interdependency. The computed flow displays 
realistically skewed waves (meanders), with gradually varying offshore currents at 
troughs followed by sudden shoreward turning upstream of the following crest. 
The model results show strong dependence on the available potential energy of 
the system, which is proportional to (h0/H o ) (L 0/Ro). At the initial instant, the 
perturbed field contains a finite amount of potential energy due to the small-scale 
wave introduced. Within a time span of a few inertial periods, the flow undergoes 
inertial oscillations, while energy is being transferred from the perturbation field 
to the mean field as short waves decay and rotational-dominated long waves evolve 
on a smoothed-out front. This result agrees with laboratory frontal experiments 
of Griffiths and Linden (1982) in which short waves were observed at the frontal 
region in the first one or two rotational periods before longer waves evolved. The 
duration time of decay of the short waves varies inversely with APE. After initial 
adjustments perturbation energy grows exponentially until the process of frictional 
“spin-down” sets in.
A typical pathway of energy conversion is given in Figure 2.6 (from Oey, 1988). 
Thus, PEP is provided by initial APE due to the initial perturbation*, and sub­
*In  Oey’s (1988) numerical investigations, the initial perturbation is produced 
by explicitly introducing short (2Ay) waves. While in laboratory experiments (such 
as those of Griffiths and Linden, 1982) and conceivably in nature, the initial per­
turbations can be produced by turbulent mixing in the form of Kelvin-Helmholtz 
billows (G ill, 1982, p.325).
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sequently loses its energy through viscous dissipation and also to kinetic energy of 
the perturbation field (KEP). The kinetic energy conversion between perturbation 
field and mean field takes place through:
K E C  — J (—uvvx — vwvz)dy (2.1)
where a positive value indicates the energy transfer is from mean field. The per­
turbation field not only gains its kinetic energy from PEP, but also from the mean 
vertical shear through the second term in equation (2.1). Nonetheless, the energy 
conversion through equation (2.1) is generally from perturbation field to mean 
field, because the first term is negative and has an absolute value larger than the 
second term. The net result is a depletion of potential energy of the mean field via 
the perturbation and a feedback of kinetic energy to the mean field. The energy 
conversion has a characteristic of baroclinic instability. The model results also 
show that perturbation kinetic energy is transferred to the mean stream on the 
cyclonic side while the mean field feeds the perturbation field on the anti-cyclonic 
side, which agree with the observations (e.g., Webster, 1961b).
Based on the evidence obtained from field and laboratory experiments, Csanady 
(1989) summarized the characteristics of energy balance in a western boundary 
current or other intense oceanic jet as the following:
1. Potential energy is converted into kinetic energy as primary eddies (meanders 
and eddies) grow on a baroclinic current;
2. Eddy-mean flow kinetic energy transfer proceeds both ways, but contributes 
little  to eddy energy balance over the cross section of a boundary current;
3. The primary eddies transfer their energy to the surrounding fluid by an 
essentially inviscid mechanism and are themselves unaffected by energy dis­
sipation, much as the “energy containing eddies” of laboratory turbulence;
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4. Secondary eddies* and topographic waves spreading out over the region sur­
rounding the boundary current eventually dissipate their energy in bottom 
boundary layers.
2.3 Implication for the Biogeo chemical Cycle
The upper thermocline of the Gulf Stream contains a rich load of nutrients, such 
as nitrate, phosphate and silicate, and is sometimes referred to as the “nutrient 
stream”. The transport of new nutrients from the “nutrient stream” provides a 
major food source for a succession of biological responses (see, for instance, Yoder 
et al., 1983; 1985; Paffenhofer, Sherman and Lee, 1987). It is found that along- 
isopycnal inflow of new nutrients from the subtropical gyre can triple the nutrient 
transport between the Florida Straits and the Mid-Atlantic Bight (Pelegri and 
Csanady, 1991). Geostrophic uplifting of the thermocline on the western side of the 
gyre in the Gulf Stream brings the 10- and 20- f iM  nitrate concentrations to within 
100 and 200 m below the surface, respectively. Unlike in the MAB, where the 
Gulf Stream is separated from the shelf by the slope sea (Csanady, 1990), the Gulf 
Stream interacts directly with the shelf waters in the SAB through the mechanism 
of baroclinic instability that leads to the growth of meanders and frontal eddies. 
Atkinson et al. (1983) found evidence from climatological hydrography that active 
exchange of water properties occurs across the shelf break: an estimated 80% of 
the shelf water (by volume) is replaced by Gulf Stream water per month.
A shelf edge exchange model for the SAB is shown in Figure 2.4, where waters 
with nitrate concentration exceeding 10 f iM  is shaded. The Gulf Stream flows
* “Secondary eddies” are presumably eddies of smaller spatial scales. The energy 
transfer between them and the surrounding fluid is hypothesized as viscousity-like, 
in that they lose energy through viscous dissipation. Very little is actually known 
about them to date.
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along the shelf edge over almost entire stretch of the SAB, except in the area of 
Long Bay (immediately downstream of the Charleston Bump) where the Stream 
can be displaced offshore for periods of 1 to 3 months (Bane and Dewar, 198S; 
Lee et al., 1989). Frontal eddies extend across the outer shelf, causing direct 
interaction of the Stream with shelf water. Upwelling and onshore transport in 
the cold core of frontal eddies “pumps” new nutrients from the “nutrient bearing 
strata” (NBS) directly onto the outer shelf and into the euphotic zone for biological 
uptake. For instance, Yoder et al. (1983) found phytoplankton (diatom) blooms 
in the frontal eddies upwelled waters that match the physical dimensions of eddy 
features; Ishizaka (1990) analyzed CZCS (coastal zone color scanner) images from 
the 30° to 32°N region together with optimally interpolated flow and temperature 
fields from the GABEX (Georgia Bight Experiment) I data set to show that the 
outer shelf chlorophyll distributions were produced by the passage of the frontal 
eddies.
Since long time series of biological measurements are not available for southeast­
ern shelf waters, seasonal, annual and interannual effects of Gulf Stream-induced 
upwelling on productivity of this region has to rely on models, satellite imagery and 
extrapolation of limited field data. Long time series of current and temperature 
data are extremely useful in estimating nutrient fluxes. For example, O’Malley et 
al. (1978) found a linear correlation between temperature and new nitrate from 
the NBS for temperature less than 20°C as:
[ N 0 3] =  53.0 -  2.6T
Lee and Atkinson (1983) used this empirical relationship to calculate nitrate flux 
profiles at the shelf break from moored current and temperature time series. This 
calculation led to an estimate of nitrogen input from the NBS to the outer shelf 
area. Using Redfield’s carbon:nitrogen ratio of phytoplankton biomass, Lee et al.
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(1991) were able to further estimate the annually-averaged potential new carbon 
production rate. These papers all indicate that instabilities on the Gulf Stream 
front are an important controlling mechanism for nutrient supplies to the shelf and 
thus are a key factor in the response of biological systems.
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Figure 2.1. (a). Time series of current and temperature from Site K-top during 
passage of Gulf Stream frontal waves, (b). Schematic streamline pattern of three 
consective Gulf Stream frontal meanders moving past Site K. Both (a) and (b) are 
from Pietrafesa et al., 1985.
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from Lee. Yoder and Atkinson, 1991.
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Figure 2.3. Near surface temperature distribution of two ‘‘shingle" structures, as 
mapped by an AXBT survey, from Luther and Bane, 1985.
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Figure 2.5. (a). A cross-shelf transect in Onslow Bay, solid line indicates eddy 
kinetic energy transfer rate in 10-2  ergs/cm3/sec (a positive value means energy is 
from the meander to the mean flow), dash line indicates the alongshore velocity in 
cm/sec. (b). a cross-shelf transect in Florida Straits, others same as in (a), both 
(a) and (b) are from Webster, 1961b.
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3. Data Sources and Statistical Methods
3.1 Data Sources
The current meter data analyzed in this study were from a number of field 
experiments: the second leg of Florida Atlantic Coast Transport Study (FACTS- 
II); Winter 76/77; SAI Long Term Measurement and Blake Plateau Array. The 
locations of current meter moorings are shown in Figure 3.1. Further details about 
the data are given in Table 3.1. The data sets share one common feature in that 
they were all collected in the vicinity of the shelf break during winter season. 
Current meter data from FACTS-II have been previously analyzed by Lee et al. 
(1986). Some were analyzed in Lee, Yoder and Atkinson (1991).
As can be seen in Figure 3.1, the selected current meter array covers the SAB 
from Jupiter, Florida (27°N) to Wilmington, North Carolina (33.4°N). The dis­
tances between adjacent moorings ranges from 59 km to 146 km. The temporal 
spans of individual time series ranges from 47 days to 223 days. Niskin Winged 
Current Meters (NW CM) were used at all stations except at BTOP, ETOP and 
EBOT, where Aanderaas Current Meters (AACM) were used.
During data preprocessing, hourly temperature and eastward and northward 
current components data were filtered with a forty-hour low-pass (40-HLP) Lanczos 
filter and subsampled at six-hour interval. Signals of diurnal and semi-diurnal 
tides, inertial oscillations and other high-frequency motions were removed this way. 
Current components were then rotated to align with the local bathymetry, with u 
being perpendicular and v parallel to the isobaths. The angles of rotation for all
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moorings axe given in Table 3.1. Since the temperature data exhibit predominant 
seasonal variations, the seasonal trends were first fitted, assuming they have a 
sinosoidal form with a period of 365 solar days, by the least-squaxe method and 
subsequently removed from the records before any spectral analysis was applied. 
The time spans of the current meter data did not all coincide with each other. 
The best concurrent records were from the transects at 27°N, 28°N, 29°N, 30°N, 
32.5°N and 33.4°N (solid diamonds shown in Figure 3.1), from early October, 1984 
to early March, 1985. Data from other locations (open diamonds in Figure 3.1) 
axe good for time domain calculations and individual power spectrum calculations 
only.
3.2 Basic Statistical Methods
There axe two basic types of approach to the time series analysis: “time do­
main” (or “correlation”) approach and “frequency domain” (or “spectral”) ap­
proach. The time domain approach concerns the mean, variance or standard devi­
ation, autocorrelation function and cross-correlation function. The frequency do­
main approach, on the other hand, transforms the information obtained in the time 
domain into the frequency domain by calculating the power-spectral density func­
tion (or power spectrum) and cross-spectral density function (or cross-spectrum). 
The time domain approach is often used to capture the “mean” and “variability” 
of an observed variable, while the frequency domain approach is often used to 
analyze the periodicity of a time series. In this section we will describe the basic 
statistical methods used in this study.
3.2.1 Statistics in T im e Dom ain
Two of the most frequently calculated quantities in the time domain approach 
are the sample mean and sample standard deviation. For a time series { x j  with
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the number of observation being N ,  the sample mean (or ensemble average) is 
defined as
The sample standard deviation a  is defined as
1 N
* = 7 7  E x‘- (3 J )
a  = - ^ £ ( x t - x ) 2. (3.2)
t=i
To obtain information about the correlation structure within each process, one 
needs to estimate the auto-covariance function R { t ) .  For each time lag t  ( t  =  
m A t ,m  =  0, ±1 , ±2 , • • •, ± ( N  — 1)), R (r )  measures the covariance between pairs 
of values in the process separated by an interval of length r  if defined as
R ( t )  =  E[{xt -  n } { x t+T -  / i } ] ,
where E[ ] is the expectation operand, p, is the “true” mean (not the sample mean) 
of the process { x j .  To estimate this quantity, we used the “biased estimate”, 
following Priestley’s terminology (Priestley, 1981, p323), as
^ (T) =  E  “  *)■ (3-3)
JV t=l
Similar to the autocovariance function, the cross-covariance function describes 
the correlation structure between processes, and is defined by
R j k  ( "^) =  — /f; }{■*■<:,(+t — }] •>
provided that {xj,t} and are jointly stationary.
We used a natural extension of Eq.3.3 to estimate Rjk{T)
% ( T) =  ^ E ( a:^ - i )(xi.‘+ r - x ) ,  T =  0 ,± 1 ,---,± (A T  —1), (3.4)
where the summation goes from t =  1 to N  — t  when r  >  0, and from t =  (1 -  r) 
to N  when r  <  0.
'A ll processes considered here are real-valued.
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3.2.2 Statistics in  Frequency Dom ain
The frequency domain approach studies the behavior of the time series in fre­
quency domain by calculating various spectra. To justify this approach, one has to 
assume that the process is stationary, meaning that the statistical properties of the 
process do not change over time. In practical applications, though, the best we can 
hope for is that the process, over the observed time span, would not depart “too 
far” from the stationaxity for the results of the subsequent analysis to be invalid. 
In this approximate sense, we consider the (forty-hour low-pass filtered) velocity 
components over the course of several months to be stationary, while temperature, 
apparently exhibiting seasonal trend, to be non-stationary. It  was for this reason 
the temperature data were first transformed into stationary forms by subtracting 
the seasonal trends (detrending).
Power Spectrum
Power spectrum displays the distribution of energy density (or “power” ) in 
the frequency dimension. It shows the relative contribution of various components 
each having their own characteristic frequencies. In this study the individual power 
spectra were calculated using Fourier cosine transform of the autocovariance func­
tion. Each time series was first demeaned (in the case of temperature, the time 
series was first detrended and then demeaned), and then Fourier transformed using 
the Parzen window (Priestley, 1981, p443). This window has two superior prop­
erties: 1) it produces non-negative estimates of the spectral density function; and 
2) it provides the maximum equivalent degrees of freedom for a given N / M  ratio 
(Priestley, 1981, P467, Table 6.2), where N  denotes the number of observations 
in a time series, M  (<  N  — 1) is called the “window parameter” and, ideally, is 
chosen to match the rate of decay of the autocovariance function.
Let R(s)  be the estimate of the autocovariance function R(s) of a demeaned
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time series {x ,}, in mathematical terms, the discrete Fourier cosine transform is 
carried out as
1 I* " 1)
H u ) =  z -  Y  A(s)£(s)cos(ws), (3.5)
2?r ,= - ( * -1)
where h(uj) is the estimated power spectrum, w is the frequency at which power 
density is estimated, A(s) is called the “lag window”. For the reason mentioned
in the last paragraph, the Parzen window was chosen for the calculation. This
window has the following form (Priestley, 1981, p443),
l - 6(s /M )2 +  6(|s |/M )3, |s| <  M /2 ,
A(«) =  ' 2(1 -  |s |/M )3, M /2  <  |s| <  M , (3-6)
0, \s\ >  M .
Cross-spectrum
Cross-spectrum reveals the relation between two time series at a certain fre­
quency. It is generally-complex valued, and may be written in the form
hjk{u) =  Cjk(u )  -  iqjk{u),
where Cjk(u>) and { —qjk(w)} denote the real and imaginary parts of hjk{u>), re­
spectively. The function Cjfc(w) is called the co-spectrum, and qjk{u) is called the 
quadrature spectrum, of time series {xj,*} and {xfc,t}. Alternatively, hjk{u>) can be 
written in the “polar” form
hjk{u) =  <*,-*(«) exp {i> ji(tt)},
where
and
O j f c ( w )  =  I M W ) I  =  \ / c j f c 2( w )  +  qjk2(u)
<}>jk(u) =  a rc ta n {-g jfc(w )/cjjt(w )}.
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The function otjk(ui)  is called the cross-amplitude spectrum, and <f>jk{w) is called the 
phase spectrum. When o t j k ( u )  is scaled by the root of the product h j j ( u i )  ■ h k k ( w ) ,  
we obtain the coherency spectrum
Cjfc2(w) +
hjj(u)hkk(u)
The coherency spectrum Wjk(u) may be interpreted as a correlation coefficient 
between two components {xj,t} and at frequency w, with the maximum being 
unity and the minimum being zero; while the phase spectrum <£,•*(w) represents 
the “average value” of the phase shift between two components {xj,t} and {xfc.t} 
at frequency u.
As an analogy to Eq.3.5, we estimated the cross-spectrum as
1
M w) =  —  ^  Ajv(s)^jjb(s)exp(-*ws), (3.7)
s = - { N - 1)
or, in terms of co- and quadrature spectrum,
1 (Ar_1)
tyfcM =  T~ Y >^N{s)Rjk(s) cos (aw) (3.8)
5=-(iV -l)
1 t^ -1)
?jfe(w) =  5“  Y W » ) R i k ( » )  sin(aw) (3.9)
2 lr  , = - { N - l )
where Ajv(s) is the Hanning lag window for this study, R j k { s )  is the estimate of 
cross-covariance function.
3.3 Empirical Orthogonal Function Analysis
In analyzing multiple time series concurrently collected at a spatial array, we
need to find a quantative and objective means to extract as much statistical in­
formation as possible. Often wave-like oscillations are present in the time series 
we obtain. It is highly desirable to define the number of significant wave distur­
bances present in certain frequency intervals and to separate the total disturbance
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field into individual wave components. A “wave” is defined observationally by the 
presence of statistically significant spatial and inter-parameter correlations which 
can be interpreted in terms of a diagnostic physical model. The method we have 
adopted to achieve such a goal is the empirical orthogonal function (EOF) analysis 
(also referred as the principal component analysis). As in basic statistical methods 
we outlined in the last section, there axe two approaches in this technique as well: 
the time-domain and the frequency-domain EOF analysis. Since we are primarily 
interested in looking for the propagating wave signals in this study, the frequency- 
domain approach (also referred to as the complex eigenvector analysis) is more 
suitable in this case. In this section we will summarize the fundamental idea and 
the general procedure of the EOF analysis. This is followed by a discussion on the 
mode-selection rules. Finally we will give a brief account of the adventages and 
shortcomings inherit in this technique.
3.3.1 Basic Idea of the EOF Analysis
Assuming the time series under consideration are well-correlated in a specified 
frequency band, the basic idea of the frequency-domain EOF analysis is that each 
time series may be expressed as a linear combination of a same set of base functions 
(or modes) which are mutually orthogonal to each other, in a manner similar to the 
Fourier series expansion. In the case of the frequency-domain EOF expansion, each 
base function (mode) happens to be a time series representing the “typical” tem­
poral behavior associated with this mode, while the complex-valued coefficients, 
which constitute the spatial part of the mode, give the relative amplitudes and 
phase differences of the coherent signals across the array.
To summarize the kind of data available, we typically have data at L  different 
levels for M  different stations and N  different variables for a total of p =  L  x
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M  x N  records. They define a p-dimensional vector-valued time series which can 
be subjected to the cross-spectral analysis. For any given frequency band, the 
cross-spectra between all possible pairs of variables can be displayed in a p x  p 
matrix, the cross-spectrum matrix. The diagonal elements of this matrix are the 
power spectral estimates obtained by crossing each time series with itself. The 
off-diagonal elements are complex, the real part being the co-spectrum and the 
imaginary part being the quadrature spectrum.
To better understand the development of the frequency-domain empirical or­
thogonal function analysis technique, we first review the procedure of the time-
domain EOF analysis. Let us suppose the time series has components u j ( t ) .  Then
a covariance matrix U j *  can be generated by
Uj i  = <  U j ( t ) m ( t )  >  (3.10)
where the angular brackets denote an ensemble average. In the method of em­
pirical orthogonal functions we introduce new variable z,(t), which is statistically 
uncorrelated. This is done by finding eigenvectors of the symmetric matrix Uji. 
The j th element of the ith  eigenvector e,j gives the desired transformation
* i(0  =  X > « « i(0 - (3-U )
j=i
The covariance matrix of the Zi{t )  is diagonal, i .e., all off-diagonal elements are 
identically zero, or, if we use the notation
6«Jt =
then,
1 if i =  k 
0 if i  7^  k,
Zik = <  Zi{ t ) zk( t )  > =  6ikA, (3.12)
^Throughout this thesis, i and k are designated to the ith  and kth  eigenvectors, 
while j  and I are designated to the jth  and /th elements of parameter space.
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where A,- are the eigenvalues of Uji, which axe real because Uji is symmetric.
For proper normalizations of the U j ( t )  as we will discuss later, we can measure 
the relative importance of the ith component of the new time series z,(f) by its 
contribution to the trace of the covariance matrix,
r  =  =  =  (3.13)
j= l i=i t'=i
which is simply the sum of the variances of the U j ( t ) .  In other words, z,(t) con­
tributes the fraction Ai / T  of the total variance of the series. Usually most of the 
variance in the time series is carried out by only a few z,(t) with relatively large 
A,-. For convenience, we order the z,(t) in order of decreasing magnitude of the A,-.
In the foregoing discussion, we have demonstrated how the original time series 
U j ( t )  can be expressed in terms of a new time series of uncorrelated variables z,-(f)
« j(0  =  ! > * ( * ) •  (3-14)
i=i
This is accomplished by means of linear transformation of the original series making 
use of the eigenvectors of its covariance matrix. The eigenvector component e,j 
determines the sign and relative weight of the contribution which the jth  input 
variables makes to the zth transformed variable (or the base function). Thus, each 
eigenvector e,- determines a structural relationship between the input variables in 
a manner completely analogous to the sine and cosine functions of a Fourier series 
expansion in the parameter domain.
The important properties of the empirical orthogonal function representation 
can be summarized as follows (Wallace and Dickinson, 1972):
1. The eigenvectors are orthogonal in the parameter domain because the co- 
variance matrix is symmetric. They can be normalized to unity so that
E ^  =  fe . (3.15)
3
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2. The elements of the transformed time series 2;(f) are uncorrelated at zero lag 
(cf, Eq.3.12).
3. The variance explained by the ith  empirical orthogonal function is given by
<  zi2 > =  A,-, (3.16)
where A,- is the ith  eigenvalue of the covariance matrix Uji. Summing over 
all the eigenvalues, we get the trace of Zik which is the total variance of all 
the variables, and also the trace of the covariance matrix Uji.
4. The fraction of the variance of the jth  parameter explained by the ith em­
pirical orthogonal function is given by the square of the coefficient of the 
correlation between the U j ( t )  and z i ( t )  series, which can be expressed in the 
form
<  UjZi > 2 _  e ,j2A,-
< Uj  > 2<  Zi  > 2 ~  <  U j 2 >
From this relation one can compute the amplitude of the fluctuations of each 
parameter Uj in each of the empirical orthogonal functions.
One can readily extend the theory just summarized to the frequency domain 
by using the eigenvectors of the cross-spectrum matrix in place of the covariance 
matrix to represent the parameter space structure of a multiple time series. The 
eigenvectors of the cross-spectrum matrix are not directly applied to the original 
time series as in the time domain case demonstrated in Eq.3.11. Here, they are 
applied to an augmented time series involving the original time series and its time 
derivative. The real part of the new time series generated in this manner has 
properties analogous to those of Z{ defined by Eq.3.11.
The time series U j { t )  has the spectral representation
U j ( t )  =  Re /  exp(iuit)dAj(ui), (3.18)
Jo
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where d A j(u ) is a random increment function for an interval du, which is uncor­
related with dA j(u ')  i f  u '  ^  u  (e.g., Yaglom, 1962, pp. 37, 81). Formation of the 
Uj(t)  correlation matrix with lag r  gives
Uji(T) = <  Uj(t)u i(t  +  t )  > =  ^Re f  exp(-iuJT) <  dA j(u )dA i(u )  > , (3.19)
2 Jo
where Ai denotes the complex conjugate of A[. For r  =  0, U ji( r )  reduces to the 
covariance matrix defined by Eq.3.10. The covariance matrix formed by the dAj(uj) 
gives the contribution to U ji( r )  by the cross-spectrum $j;(w) in an infinitesimal 
frequency interval du,
$ j t (u )du  =  ^ <  dA j(u )dA i(u )  >  . (3.20)
We define a filtered time series u,j(t) by removing all spectral components outside 
the frequency interval uj to u  +  du, i.e.,
U j( t)  =  Re[exp(iwf)dA,(u>)]. (3.21)
The filtered correlation matrix Uf^T) is then
Ujt(T) =  Re[exp(-zwt)$j/(w)]. (3.22)
Since $_,•/ is a Hermitian m atrix*, we know that it also has a complete set of 
orthogonal eigenvectors e,- and real eigenvalues A,- corresponding to each e,-, but 
now the eigenvectors are complex-valued. In considering how the components of 
two complex orthogonal modes multiply together to give zero, one must keep in 
mind not only the mode shapes but also their phase relationships. Let Dik(u )  be 
the diagonal matrix obtained by diagonalizing $ j i (uj) :
A * M  =  £ £ e iie-w (3.23)
j  i
* A  Hermitian matrix has the following properties: the diagonal elements are 
all real-valued, the symmetric off-diagonal elements are complex conjugate pair.
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If  we can find some transformation of our time series that has the diagonal cross 
spectra given by Eq.3.23, we have established the desired empirical orthogonal 
functions. The most obvious choice is the direct analogue of Eq.3.11, which now 
results in a complex transformed time series z,-(f) since u j ( t )  is multiplied by eigen­
vectors which are complex. Since our main purpose in computing z,(t) is to subject 
it to further cross-sectrum analysis, it would be more convenient to have a real time 
series whose power spectrum satisfies Eq.3.23.
In order to obtain such a series, we first define an augmented (complex) time 
series from Uj(t). Let
Wj{t) =  uj{t ) - (3.24)
(jj d t
then the desired transformation is
Zi{t) =  Re Y je ijW j{ t) . (3.25)
i
Upon substituting the right hand side of Eq.3.21 for uj(t ) in Eq.3.24, we obtain
W j ( t )  =  exp (iu t)d A j(u ) (3.26)
and
Zi(t) =  Re[exp(iu;f) ^  eijdAj(u)\. (3.27)
i
The unitary transformation determined by the e,j does not change the “length” 
but merely “rotate” dAj(u)  in the parameter space. The correlation function for 
Z{ ( t )  using Eqs.3.20 and 3.23 is then
<  Z i { t ) z k{ t )  > =  SikDa(uj) cos(wr)dw (3.28)
as required.
The empirical orthogonal functions obtained by Eqs.3.24 and 3.25 have proper­
ties equivalent to those listed above for the time domain case. The eigenvectors are
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orthogonal. The elements of the series in Eq.3.25 have no mutual coherence ( i.e . , 
the coherence is nearly zero) in the specified frequency band. The ith eigenfunction 
has the variance
<  2,-2 > =  D a =  A, (3.29)
and the fraction of the variance of the jth  filtered parameter explained by the zth 
empirical orthogonal function in given by the coherence square between Uj and Z{ 
in the specified frequency band, which can be expressed in terms of the filtered 
analogue of Eq.3.17.
The theory we just summarized was described in terms of a transformation of 
a time series where all frequencies had been filtered outside the infinitesimal band 
ui to u> +  dui. The transformation was determined in terms of the eigenvectors 
of the cross-spectrum matrix at w. In practice, though, a statistically significant 
cross-spectrum matrix determined from a data sample of finite length is necessarily 
averaged over frequency bands of finite width. W ith such averaging, the theory we 
just outlined is no longer strictly applicable. If, as may be expected, the eigenvec­
tors change little with frequency over the frequency range, the transformation of 
an averaged cross spectrum should yield time series which are nearly uncorrelated 
over the specified frequency range.
The uj series under consideration need not be identified with a single parameter 
such as temperature. In many cases (such as in present study), the index j  may 
refer to a number of different parameters, each measured in terms of its own 
characteristic units. In order to ensure that the resulting empirical orthogonal 
function is not dominated by one particular variable which happens to be measured 
in units which give rise to large numerical fluctuations in its time series, some 
form of normalization is necessary. There are a number of possible approaches. 
Earlier studies (Wallace and Dickinson, 1972; Hogg, 1981) have indicated that
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the results would not depend strongly upon the particular normalization scheme 
one chose to perform. By far the most frequently used and perhaps the least 
arbitrary normalization scheme is the coherence normalization, which is to divide 
each Uj by the square root of its variance in the specified frequency band. Upon 
performing this scheme, all the diagonal elements in the cross-spectrum matrix <!>_,/ 
become unity, and the absolute magnitude of the off-diagonal elements becomes 
equal to the coherence between Uj and iq in the frequency band. This scheme has 
the advantage of giving an equal weight to all variables. We used the coherence 
normalization scheme for the present study.
The linear combination of the uj's prescribed by a particular mode in an em­
pirical orthogonal function expansion with complex eigenvectors may be thought 
of as representing a specific wave structure in which the amplitude and phases of 
the various u j  are defined by their corresponding eigenvector components e,j. The 
question of whether this structure represents a genuine physical entity, a fabrica­
tion of the statistics, or a manifestation of random noise must be decided.
3.3.2 Mode-Selection Rules
To recast the problem in hand, suppose a time series can be expressed in the 
EOF expansion as*
t=i
The next step is to examine the sequence of eigenvalues A! >  A2 >  • • • >  Ap >  0. 
Occasionally the magnitudes of the A,-, after a certain index p', drop relatively 
abruptly and become relatively small. Hence, on this basis, only the first p1 eigen­
values may be considered important in the representation of the total variance of
*For simplicity, we take the time-domain EOF modal expansion as example, 
the same idea can be readily expanded to the frequency-domain approach.
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the data set U j(t). The resultant representation of Eq.3.30 takes the form
P* p
+  J 2  yJXidjZiit) (3.31)
*=i f=P'+i
The second sum is therefore considered to contain a non-significant amount of 
variance while the first sum is thought of as the “signal” of interest. Concurrently, 
when one plots the first p' eigenvector components e,j (j  =  1, 2, - - - ,  p), they in­
variably look simpler and less “noisy” than those of e,j ( j  =  1, 2, • ■ • ,p ) for i >  p'. 
As a result of visual analysis of the sequence of eigenvalues A,• and the patterns 
of e,-, one decides on p', drops the second sum in Eq.3.31, and represent the time 
series by
uj{t )  «  H (3.32)
t=i
Unfortunately, assurance of statistical significance does not necessarily guaran­
tee physical significance. Since our ultimate goal is to express our geophysical data 
set as a combination of a set of physically meaningful “signals”, there is a need to 
establish objective, physically and statistically reasonable rules for selection of the 
truncation parameter p'.
There are three broad classes of procedures (Preisendorfer, 1988), each resulting 
in a set of “selection rules” whereby the parameter p' in Eq.3.31 may be deter­
mined or, more generally, whereby the subset of summands in Eq.3.31 which differ 
significantly from noise, may be selected. The three classes of procedures are:
1. The dominant-variance rules: they are based on the premise that the larger 
variance terms (as represented by A;) are associated with the physically mean­
ingful “signals”.
2. The time-history rules: they examine the time series z,-(Z), t =  1,2,•••,1V, 
for significant, non-noisy temporal behavior.
3. The space-map rules: these rules intercompare the ith eigenvector compo-
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nents e,j, j  =  1, 2, • • •, p, with a specified kth. mode of geophysical signal 
j  =  1, 2, • • • ,p, over the same spatial domain. For example, the latter may 
be one of the normal modes of a dynamical system which is hypothesized to 
have generated the data set in hand.
The significance test of eigenmodes in this study was based on the class 1. 
The important parameter to be examined is the frequency-domain analogue to 7y 
defined in Eq.3.17. Since this parameter can be viewed as the coherence square 
between Uj and 2,- in the frequency band under investigation, we can obtain some 
indication of the significance of the ith mode in the variable Uj by applying some 
standard tests for coherence. In this way we can single out those 7,7 ’s which are 
large enough so that the corresponding phase relationships have some meaning. 
The remaining information may be regarded as noise.
As we have demonstrated so far in this section, the EOF analysis has the 
following appealing features: 1) it provides a way to reduce the dimensionality of 
the representation of the geophysical field; 2) it extracts the maximum amount of 
information out of a given data set; and 3) it partitions the measurements in such 
a way that possibly lead to a recognition of the physical mechanism(s) governing 
the field.
To justify the use of the EOF analysis, though, one must always keep in mind 
the assumption underlying this method, i.e., the wave structures generated by 
different physical processes in the real geophysical setting are mutually orthogonal 
and that they are not coupled with one another. The question then arises: is this 
assumption a reasonable one? The answer to this question is given by Wallace and 
Dickinson (1972):
“It  seems difficult to conceive of physically distinct waves that do 
not have some orthogonal degrees of freedom, but the orthogonal vari­
able may not necessarily be present in a given set of observations. ...
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it is apparent that when more than one wave type is present in a par­
ticular frequency band, the success of complex eigenvectors analysis 
depends crucially upon the selection of a combination of parameters, 
Uj, in which the waves have a substantial degree of orthogonality. If 
such a combination cannot be found, then the waves will not be distin­
guishable from one another by this method or, for that matter, by any 
other method.”
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4. Statistical Analyses
In this chapter, we first describe the prominent features observed in the forty- 
hour low-pass filtered current and temperature time series. We then present the 
basic statistics for both current components and temperature. This is followed by a 
detailed discussion on their implication to the energetics along the shelf break. At­
tention is then devoted to the results of power spectrum calculations. A subsequent 
discussion on the energy distribution in the frequency domain lead to this find­
ing: the energy associated with the low-frequency fluctuations in the currents are 
primarily concentrated in three different period bands: 1) 3-7 days—presumably 
induced by the synoptic scale weather system; 2) 7-14 days—governed by the Gulf 
Stream meandering activities; and 3) a somewhat loosely defined period band cen­
tered around 28 days whose generating mechanism is yet to be determined. In 
an effort to capture the characteristics of the 28-day fluctuations and eventually 
unveil its nature, we present the statistic results of our frequency-domain empirical 
orthogonal function analyses of the time series.
4.1 Basic Statistics
Figures 4.1 to 4.18 show the forty-hour low-pass filtered time series of the along­
shore and cross-shelf currents, as well as temperature with the seasonal trend at 
selected meter sites. The time series reveal some familiar features, for example, 
the outburst of the onshore flow is almost always accompanied by the diminishing 
of the northward alongshore flow, occasionally the alongshore flow even reverses 
its direction, and by the decrease in temperature. This scenario results from the
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meandering activity of the Gulf Stream or strong northerly wind event, the latter 
mainly takes place during winter season. Other noticeable features depicted by 
the time series include: 1) upstream of the Charleston Bump, the fluctuations of 
temperature were substantially larger near the bottom (7-8°C) compared to those 
near the surface (1-2°C), contradicting to what one would expect; 2) at the south­
ernmost meter location (inside the Florida Straits), the temperature records in the 
lower layer (at F013 and F014) clearly reveal episodes of impulse-like temperature 
drops of 7-8°C. These events, which typically last for 2-3 days, are apparently 
distinguished from the more gradual and smaller temperature fluctuations usually 
associated with the diminishing of the northward alongshore flow. The signature 
of this impulse-like event remains recognizable, though much weaker, as far away 
as some 300 km to the north and appears to be advected northward by the mean 
alongshore current.
The basic statistics for all moorings are listed in Table 4.1. The cross-shelf 
current component, as expected, is generally weak and variable. The alongshore 
current, from the southernmost mooring site northward to around 32°35', is consis­
tently northward throughout the water column. Further north at 32°55', prolonged 
southward flow is evident from surface to bottom (at B170007D4, B170040D4 and 
B170070D4), and curiously, the strongest alongshore flow occurs near the bottom 
(at B170070D4). Pietrafesa and Janowitz (1980) postulated that the shelf break 
region off Charleston is part of a large counterclockwisely rotating gyre (called 
“Charleston Gyre”) that has the inshore side of the Gulf Stream as its southern, 
eastern and northern boundaries and is closed on its shoreward side by a southerly 
flowing current (see Figure 2 of Pietrafesa, Janowitz, and Wittman, 1985). Ap­
parently the particular location we just cited is at the shoreward side of the Gyre 
and the persistent southward bottom flow is a manifestation of it. At its northern
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neighboring mooring site, the alongshore current again turns northward, implying 
the longshore dimension of the Gyre is no larger than the distance between the 
two mooring sites (about 214 km) which bracket the location where southward 
flow prevails.
The kinetic energy of mean flow is calculated by taking the square of the mean 
velocity. The eddy momentum transfer u'v', cross-shelf heat transfer u 'T ' and 
eddy kinetic energy u'2 and v'2 are calculated by taking the ensemble average of 
each pair*. The results of energetic calculations along with momentum and heat 
fluxes calculations are listed in Table 4.2. The magnitude of the kinetic energy 
of the fluctuations (or eddy kinetic energy) are generally comparable to that of 
the mean flow. Similarly to that the Reynolds number being a measure of the 
turbulency in a flow, the eddy kinetic energy to the mean flow kinetic energy ratio 
(EK E/M K E) provides another measure to the turbulency in a flow. This ratio, as 
can be seen in Table 4.2, increases going down the water column at all mooring 
sites and almost always achieves its maximum near the bottom, suggesting the flow 
becomes increasingly turbulent towards the bottom, probably due to the gradual 
loss of the Gulf Stream integrity as going down the water column. Near surface, the 
maximum EK E/M K E occurs immediately downstream of the Charleston Bump (at 
SAI9601), indicating a turbulent readjustment process takes place as the Stream 
veers shoreward after being deflected seaward by the Bump.
As discussed in detail by Webster (1961b), at the cyclonic shear zone (shoreward 
side) of the Gulf Stream, i.e., where d v/dx  >  0 holds, a positive value of eddy 
momentum flux u'v' indicates the kinetic energy is from the fluctuations to the 
mean flow, and vice versa. The results of our eddy momentum flux calculations 
indicate that along shelf break the kinetic energy transfer proceeds both ways.
*For these calculations, the temperature data without de-trending were used.
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Near surface, the transfers are generally from the fluctuations to the mean flow, in 
agreement with earlier findings (e.g., Webster, 1961b; Schmitz and Niiler, 1969), 
except at two mooring sites, one (at meter F011) located inside the Florida Straits 
(but near its northern exit), the other (at meter BTOP) is situated immediately 
upstream of the Charleston Bump. Both observations (Lee and Atkinson, 1983; 
Lee et.al., 1991) and numerical studies (e.g., Oey, 1988) show that upon leaving 
the confines of the Straits, the Gulf Stream becomes more turbulent. It seems 
conceivable that prior to the flow becoming more turbulent, the kinetic energy 
transfer should be directed from mean flow to the fluctuations in order to supply 
an additional amount of energy for the turbulence to grow. By the same argument, 
the area situated just upstream of the Charleston Bump is another place where 
growing turbulence is expected. It is tempting to suggest that the kinetic energy 
transfer from the mean flow to the fluctuations at these two particular locations 
is in fact consistent with previous discoveries. Upstream of the Charleston Bump, 
kinetic energy transfer in the lower layer is from the mean flow to the fluctuations, 
which explains the fact that near bottom flow is more turbulent. Downstream of 
the Charleston Bump, the kinetic energy transfer is from the fluctuations to mean 
flow at all depths, suggesting that after the initial readjustment, the flow gradually 
stabilizes as it moves along.
During winter season, the shelf waters are usually cooler than 20°C, while 
the characteristic temperature of the Gulf Stream remains 26°C. If, under this 
circumstance, the motion is purely horizontal, one would expect that the heat flux 
is directed onshore (i.e ., u 'T ' <  0). An offshore directed heat flux (i.e., u 'T ' >
0) during this season is inevitably associated with the Gulf Stream meandering 
activity. Recall that a typical scenario as a meander trough (frontal eddy) passing 
by is an outburst of the onshore flow accompanied by a decreasing northward flow,
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followed by a temperature drop resulting from an upward motion of the water 
column. As we have discussed in Chapter 2, this upwelling originates near the 
bottom. Therefore if an offshore directed heat flux is indeed induced by a frontal 
eddy, two characteristics should be present: 1) if the heat flux is directed towards 
offshore at a certain level at a given location, the heat flux should be all directed 
towards offshore everywhere below that level at that location; 2) the intensity of 
this event, which may be represented by the value of u'T', is at its maximum 
near the bottom and weakens upward. An examination of our results in Table 4.2 
confirms that this is precisely the case.
4.2 Power Spectral Analysis
Power spectra calculated for selected time series are shown in Figures 4.19 to 
4.24, where energy densities are displayed in the logarithmic scale as a function 
of the linearly spaced frequencies. The equivalent degrees of freedom (/i) is 20 
for all time series except for one. Since the time series have different number 
of observations (N ), the effective frequency bandwidth B e ranges from 0.0045 to 
0.0213 cpd (cycle per day). The details are given in Table 4.3.
The power spectra of currents (Figures 4.19-4.24) exhibit the two characteris­
tics which are thought to be typical of the flow field on the continental margins 
as opposed to that in the open ocean (Duing et a i, 1977): 1) there is a decline 
of energy towards periods longer than a month; 2) they have a greater cut-off fre­
quency at the high frequency end. The significance of these difference is that they 
imply distinct controlling mechanisms. While the general shape of the subinertial 
frequency spectrum in the open ocean is probably governed by planetary Rossby 
waves, it is thought to be governed by topographic Rossby waves on the continen­
tal margins (Duing et at., 1977). It  is helpful to bear this in mind when we discuss
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the controlling mechanims later on.
The energy level of alongshore current (v) fluctuations generally decreases 
rapidly downward. Cross-shelf current (u) fluctuations, on the contrary, can have 
an entirely different character: the fluctuation near the bottom is actually more 
energetic than that near the surface (see the power spectra for locations at F01 
and F03).
The power spectra indicate that energy associated with the cross-shelf current 
are concentrated typically in 3-5-day and 7-10-day period bands. The former falls 
in the period band of the synoptic scale weather systems (see, for example, Wunsch, 
1980) the latter that of Gulf Stream meanders. This suggests that the cross­
shelf current fluctuations along the shelf break are essentially a mixed response to 
synoptic scale weather systems and Gulf Stream meanders. The energy associated 
with the alongshore current, like the cross-shelf component, generally peaks at 
around 5 and 10 days. In addition, many of the power spectra show a predominant 
peak at around 28 days. To quantify the strength of this 28-day fluctuation, we 
multiply the energy density by a suitable bandwidth, say, 0.036 cpd. The power 
spectra of the alongshore currents suggest (see Figures 4.19-4.24) that the energy 
density (power) at the period of 28 days is typically 8000 cm2/s2-cpd, thus the total 
energy concentrated in this frequency band is typically 288 cm2/s2, corresponding 
to a current fluctuation of 17 cm/s. While the governing mechanisms of the former 
two bands having been identified, the nature of the latter is somewhat puzzling 
and requires more investigation. We will try to address this question later in this 
chapter.
Not surprisingly, the energy of the temperature fluctuations peaks at around 
the periods of 5 and 7 days, since both synoptic scale weather and the Gulf Stream 
meander can greatly alter the thermal structure of the water column along the shelf
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
51
break. The most noticeable feature of the temperature spectra, though, is that the 
temperatures at the mid- to lower water column consistently show prominent peaks 
at, again, around the period of 28 days in mid- to lower water column. Is this 28- 
day temperature fluctuation just a coincedence or does it suggest a close connection 
to the 28-day oscillation of alongshore current? Once again, the question is being 
raised: what is the nature of this 28-day fluctuation? To answer this question, we 
need to find out more details, such as, what are the relationships between signals 
detected at different mooring sites? Are they well-correlated? How big are the 
phase lags between each other? What is the spatial scale of the fluctuations? W ith 
the aid of the frequency-domain empirical orthogonal function analysis, we will be 
in a position to address those characteristics associated with the fluctuations.
4.3 Empirical Orthogonal Function Analysis
To further investigate the nature of the 28-day fluctuations presented in along­
shore current and temperature records, the frequency-domain empirical orthogonal 
function analysis technique was applied to the concurrent current and temperature 
data as described in Section 3.3. In the process of seeking the leading eigenmodes, 
we are interested in finding the various aspects concerning each mode, in particular,
1) the eigenvalues, which indicate the relative contributions in the total normalized 
variance; 2) the complex eigenvectors, which represent the amplitudes and phases 
corresponding to each mode to the linear representation of an observed time series.
Several different combinations of the data on hand were subjected to the EOF 
analysis. It is found that the most consistent and significant results are from 
data obtained from the upstream side of the Charleston Bump. This implies that 
the current fluctuations at the two sides of this topographic irregularity are likely 
dominated by different dynamic mechanisms. We shall present the results using
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data obtained at the upstream side only.
To place the technique in perspective, we need to select a proper frequency 
band. For analyzing the current records, the frequency band was chosen to be 
from 0.018 to 0.054 cpd centering at 0.036 cpd, corresponding to a 19-56 day 
period band. The technique was performed using the alongshore currents ob­
tained from all meter sites south of the Charleston Bump*: F011, F013, F014, 
F032, F034, F061, F063, F064, F i l l ,  F112, F113 and F114. Since there were 12 
concurrent records in this group, the EOF analysis yielded 12 eigenmodes. The 
percentages of total normalized variance explained by each mode are displayed in 
Figure 4.25. Clearly the percentage decreases exponentially as the index of the 
eigenmode increases. As a rule of thumb, one can ignore those modes with indices 
higher than the one corresponded by the mode at which the slope of the curve 
changes most abruptly. In our case, this rule implies that the third and higher 
modes can be considered as statistic noise and can be discarded. The first two 
modes together account for more than 82% of the total normalized variance. Fig­
ures 4.26(a) and (b) show the normalized amplitudes (which can also be viewed as 
the coherency between the time series and the eigenmode) at each meter site for 
the first and second modes, respectively, as a function of the longshore distance 
measured from the southernmost mooring site. The solid line indicates the 95% 
confidence level. Figures 4.27(a) and (b) show the phases in degrees against the 
longshore distance for the first and second modes, respectively, where the phase 
with a coherency exceeding the 90% confidence level is represented by an open 
circle while that with a coherency less than the 90% confidence level is represented 
by a solid circle. It is apparent from Figure 4.27(a) that for those time series
*Except the time series from meter F033, which was excluded from the 
frequency-domain EOF analysis because of its much shorter time span due to 
an intrumental failure.
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highly coherent (coherency exceeding 90% confidence level) with the first eigen­
mode, their corresponding phases lag progressively southward and lie closely to 
the sloping line which represents a southward propagation with a wavelength of 
about 5000 km. Assuming the signals have a 28-day period, the phase speed of 
these propagating signals is about 178 km/day or 2.1 m/s. For the second mode, 
assuming that the phase differences between two adjacent moorings are within the 
range of [0°, 360°]^, if we are to “fix” the phases for the currents measured at the 
southernmost mooring site and allow the phases for currents measured at other 
locations be represented by angles outside of the range of [-180°, 180°], we then 
get a revealing picture (Figure 4.27(b)). The phases almost all lie in the vicinity 
of the straight line, which indicates the signals propagated northward with a much 
shorter wavelength (about 360 km) in comparison to the first mode, corresponding 
to a phase speed of about 13 km/day, or 0.15 m/s.
We have also performed the EOF analysis using another group of time series 
which includes the temperature records obtained at the mid- to lower layers (those 
show prominent spectral peaks at around 28-day period) along with the alongshore 
current records. The results indicate that the current and temperature do not share 
common mode, which means that they are statistically incoherent. It is safe to 
conclude that at this frequency band the current and temperature fluctuations 
each have their own generating mechanisms.
To study the characteristics of the temperature fluctuations, the EOF analysis 
was applied to a group of temperature records obtained at the mid- to lower layers 
over the 0.0-0.072 cpd frequency band, recall this frequency band contains the most 
energetic fluctuations in the temperature records after the removal of the seasonal
^This is equivalent to assuming that the distance between two ajacent moor- 
ingsdoes not exceed one wavelength.
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trends. Though the center frequency was still 0.036 cpd, the bandwidth was chosen 
to be a broader one*. Figure 4.28 shows the percentage of total variance explained 
by each eigenmode. The first and second modes each account for 65% and 22% of 
the total variance. Figure 4.29(a) and (b) shows the normalized amplitude for each 
time series corresponding to the first and second eigenmodes, against the longshore 
distance, the solid line again indicates the 95% confidence level. Figure 4.30(a) 
and (b) show the phases corresponding to the first and second modes against 
the longshore distance. As can be seen in Figure 4.30(a), the phases at different 
locations are nearly all on the same straight line, which represents a northward 
propagation with a wavelength of about 1000 km. The phase speed is estimated as 
0.41 m/s, approximately equaling the speed of the mean alongshore current south 
of the Charleston Bump. Apparently this mode represents the thermal signature 
of the mean alongshore current along the shelf break. The phase relationships 
for the second mode (Figure 4.30(b)), however, are not that straightforward. We 
noticed from Figure 4.29(b) that this mode is significant only at the northernmost 
mooring site (off St. Augustine at 50 m and 72 m depths), and therefore does not 
seem to propagate along the shelf. It  is likely that this mode represents only a 
local effect.
*Upon removal of the seasonal trends, the magnitude of temperature fluctua­
tions becomes relatively small compare to the resolution of the thermometers, thus 
the detrended temperature data have a lower signal to noise ratio. It will improve 
the statistical significance of the results to analyze the detrended temperature 
records over a wider frequency band.
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Table 4.3: Information about power spec­
trum calculation for time series obtained 
at each meter.
Mooring ID N M B e (cpd)
F011 635 115 20 0.0063
F013 637 115 20 0.0063
F014 637 115 20 0.0063
F032 647 115 20 0.0062
F033 469 85 20 0.0085
F034 647 115 20 0.0062
F061 651 115 20 0.0061
F063 651 115 20 0.0061
F064 651 115 20 0.0061
F i l l 663 120 20 0.0060
F 112 663 120 20 0.0060
F l 13 663 120 20 0.0060
F114 663 120 20 0.0060
BTOP 452 80 20 0.0088
ETOP 188 65 10 0.0213
EBOT 378 70 20 0.0106
B170007D4 868 155 20 0.0046
B170040D4 889 160 20 0.0045
B170070D4 889 160 20 0.0045
C110020D4 817 145 20 0.0049
C110071D4 863 155 20 0.0046
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Figure 4.1. Forty-hour low-pass filtered time series of cross-shelf and alongshore 
currents in cm/sec, as well as temperature in °C with the seasonal trend (shown 
in dotted line) at meter F011, 10-m depth.
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Figure 4.2. Same as in Figure 4.1, except at meter F013, 50-m depth.
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Figure 4.4. Same as in Figure 4.1, except at meter F032, 30-m depth.
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Figure 4.5. Same as in Figure 4.1, except at meter F033, 50-m depth.
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Figure 4.6. Same as in Figure 4.1. except at meter F034, 72-m depth.
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Figure 4.7. Same as in Figure 4.1, except at meter F061, 10-m depth.
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Figure 4.8. Same as in Figure 4.1, except at meter F063. 50-m depth.
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Figure 4.9. Forty-hour low-pass filtered time series of cross-shelf and alongshore 
currents in cm/sec at meter F064. 72-m depth. The temperature data at this 
location are not available due to an instrumental failure.
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Figure 4.10. Same as in Figure 4.1. except at meter F i l l .  10-m depth.
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Figure 4.11. Same as in Figure 4.1. except at meter F l 12. 30-m depth.
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Figure 4.12. Same as in Figure 4.1. except at meter F113. 50-m depth.
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Figure 4.13. Same as in Figure 4.1, except at meter F114, 72-m depth.
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Figure 4.14. Same as in Figure 4.1, except at meter B170007, 7-m depth.
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Figure 4.15. Same as in Figure 4.1, except at meter B170040, 40-m depth.
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Figure 4.16. Same as in Figure 4.1, except at meter B170070. 70-m depth.
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Figure 4.17. Same as in Figure 4.1, except at meter C 110020. 20-m depth.
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Figure 4.18. Same as in Figure 4.1, except at meter C l 10071. 71-m depth.
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Figure 4.19. Power spectra for cross-shelf (u ) and alongshore (v)  currents (both 
in cm2/sec2/cpd), as well as temperature (in (°C)2/cpd), for data obtained from 
mooring F01.
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Figure 4.20. Same as in Figure 4.19, except data obtained from mooring F03.
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Figure 4.21. Same as in Figure 4.19. except data obtained from mooring F06.
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Figure 4.23. Same as in Figure 4.19, except data obtained from mooring B17.
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Figure 4.24. Same as in Figure 4.19, except data obtained from mooring C ll.
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Figure 4.25. Percentage of total normalized variance explained by the 12 EOF 
modes for the 12 alongshore current records.
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Figure 4.26. Normalized amplitude (coherency) in each alongshore current record 
corresponding to (a) the first and (b) the second EOF modes for the alongshore 
currents, open cirles indicate data are from near bottom, straight line denotes the 
90% confedence level.
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Figure 4.27. Phase lag in each alongshore current record correponding to (a) 
the first and (b) the second EOF modes for the alongshore currents, open cirles 
indicate data are from near bottom.
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Figure 4.28. Percentage of total normalized variance explained by the 6 EOF 
modes for the 6 temperature records.
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Figure 4.29. Normalized amplitude (coherency) in each alongshore current record 
corresponding to (a) the first and (b) the second EOF modes for temperatures, 
the straight line denotes the 90% confidence level.
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Figure 4.30. Phase lag in each alongshore current records correponding to (a) the 
first and (b) the second EOF modes for temperatures.
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5. Theoretical Considerations
As we have noted in last chapter, our power spectra, calculated using the 
current meter data collected near the shelf break in the South Atlantic Bight from 
October 1984 to March 1985, strongly suggest that a substantial amount of the 
energy associated with alongshore current fluctuations was concentrated around 
the period of 28 days. The frequency-domain EOF analysis based on the current 
data from south of the Charleston Bump yields two statistically significant eigen- 
modes, that account for 64.5% and 18.2% of the total normalized variance. The 
question now is what the possible physical mechanisms that governing theses modes 
are. In light of the continental shelf dynamics, there appears to be three different 
classes of mechanism which may be at work, namely: 1) the long-period tides, in 
particular, the lunar monthly tidal constituent which has a period of 27.6 solar 
days; 2) the various kinds of continental shelf waves which are coastally trapped 
in nature; 3) Gulf Stream associated low-frequency fluctuations which are known 
to exist in data obtained at the immediate proximity of the Stream (e.g., Wunsch, 
1980). We shall examine those possible explanations in turn in this chapter.
5.1 Long-period Tides
Table 5.1* (from Table 1 in Pietrafesa et al., 1985) lists the principal diurnal 
and semidiurnal tidal harmonic constituents in the South Atlantic Bight. Although 
there are total of nine semidiurnal and six diurnal constituents in the table, the
*The energy density values given in both Table 5.1 and Table 5.2 each have 
been normalized by the values of the principal lunar tide.
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S9
principal lunar (M 2 ) tide, with a period of 12.42 solar hours, dominates the SAB 
tidal dynamics (e.g., Redfield, 1958; Clarke and Battisti, 1981; Pietrafesa, 1983). 
The tidal regime in the North Atlantic Ocean is in fact chiefly semidiurnal, owing 
to the fact that the dimensions of the North Atlantic Basin are such that its natural 
period of resonance is close to the period of the principal lunar (M 2 ) tide (Redfield, 
1980).
As a general rule, the energy contributed by the tides decreases rapidly offshore. 
In the SAB, according to Pietrafesa et a/.’s (1985) measurements and calculations, 
energy at semidiurnal frequencies dominates the inner shelf and mid-shelf regions, 
accounting for almost 80% of the total kinetic energy there; at the outer shelf, 
semidiurnal energy accounts for less than 30% of the total energy.
In order to gain a perception as to how much energy may be accounted for by 
the long-period tides, particularly the lunar monthly tide, we wish to estimate the 
order of magnitude of energy made up by the lunar monthly constituent in terms 
of the total energy associated with the low-frequency fluctuations. Since there are 
no suitable long term current measurements available in this area for conducting a 
long-period tidal harmonic analysis, we are prompted to make our estimates based 
upon the indirect measurements and calculations.
Let us represent the energy density contributed by the various agents as fol­
lows:
E  the total fluctuation energy density;
Ei the energy density contributed by the low-frequency fluctuations whose 
period are longer than forty hours;
Eh the energy density contributed by the high-frequency fluctuation whose 
period are shorter than forty hours;
E s the energy density accounted for by the semidiurnal tides;
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E m 2 the energy density accounted for by the principal lunar (A/2) tide;
EMm the energy density accounted for by the lunar monthly (M m) tide.
Obviously, we have
E  =  Ei +  Ek «  Ei +  E s. (5.1)
To be consistent with the earlier estimates we quoted in the last paragraph, we
assume that the semidiurnal tides can at most contribute 30% of the total energy, 
i.e.,
E s =  0.30 x E , (5.2)
or, making use of Eq.5.1,
while
E s =  0.43 x E i, (5.3)
E s =  Z E j ,  (5.4)
j
where J  denotes one of the nine semidiurnal tidal constituents listed in Table 5.1, 
and the summation goes over all nine of them. We are then able to obtain an 
estimate for
Em2 Em2 n
I
or in terms of £ 7,
E m 2 =  0.78 x 0.43 x E i  =  0.335 x E h (5.5)
We further assume that the energy density ratios provided by Table 5.2 (after 
Table 13.1 in Pond and Pickard, 1983) are representative to the SAB region, we 
can obtain an estimate for E m „  in terms of E m 2 as
E Mm =  0.008 x E u 2. (5.6)
Finally, making use of Eq.5.5, we have
E Mm =  0.008 x 0.335 x E, =  0.003 x £ ,. (5.7)
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That is, the energy contributed by the lunar monthly tidal constituent can at most 
account for 0.3% of the total low-frequency current fluctuations. Thus we are fully 
convinced that the long-period tides can be safely neglected as far as the energy 
of subinertial current fluctuations is concerned.
5.2 Continental Shelf Waves
It  has been well recognized that the continental shelf acts as an efficient wave 
guide for the propagation of subinertial sea level and current fluctuations over vast 
distances. These propagating oscillations are generally referred to as continental 
shelf waves. In the northern (southern) hemisphere, they propagate their phases 
with the coast to the right (left). At mid-latitudes (as the SAB is), shelf waves 
typically have long wavelengths (A >  £ , I  being shelf width), low-frequencies 
(w ■< / ,  /  being Coriolis parameter or local inertial frequency), and small ampli­
tudes (with sea level fluctuations at 0(10 cm)) (Mysak, 1980). In the SAB, the 
values for L  and /  are 0(75 km) and 0(7.5 x 10-5  radian/sec) (corresponding to 
an inertial frequency of 1.03 cpd), respectively. In regions where intense western 
currents occur {e.g., the east coast of the United States—where the SAB is lo­
cated) the mean shear of the current d v /d x  can be comparable in magnitude to 
/ .  In that case, three new effects may arise (Mysak, 1980): (1) shelf waves can 
be significantly advected by the current and have their propagation characteristics 
strongly modified; (2) shelf waves can become amplified, extracting kinetic energy 
from the mean flow through the process of barotropic instability; and (3) a new 
class of shear waves can exist.
As we have discovered in our current data analysis in the last chapter, the 
first and second current EOF modes each represents southward and northward 
propagating signals with wavelengths of 5000 km and 360 km, respectively. Since
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the characteristics of the shelf waves seem to fit the two EOF modes, it is natural 
for us to ask: do these two modes actually belong to the class of continental shelf 
waves?
The length scale (~5000 km) of the first EOF mode is indeed enormous. It is 
difficult to imagine how such a long wave can exist in a continental margin that has 
a north-south dimension only at the order of 2000 km (e.g., the distance between 
Nova Scotia and the Straits of Florida). The nature of this “very low frequency” 
fluctuation which has an extraordinarily long wavelength is puzzling. Interestingly, 
in analyzing a completely different type of data obtained from the SAB between the 
Straits of Florida and Cape Haterras, Miller (1994) found annual signals also with 
exceptionally long wavelength (2000-3000 km) propagating southward (northward) 
in the region south (north) of the Charleston Bump. In that study, the Navy ocean 
frontal analysis charts for the 12-year period, 1976-1988, which cover the SAB were 
digitized. Time series of distance from the shelf break to Gulf Stream’s western 
edge at ten equally spaced cross-isobath transects were extracted. The 30-day low- 
pass filtered data were then subjected to the time domain and frequency domain 
EOF analyses. The signals suggest an annual generation of a perturbation in the 
vicinity of the bump which radiates away as a long annual wave which may be 
related to, or part of the mechanism which produces the annual modulation of 
Gulf Stream transport (M iller, 1994).
There are several similarities between our leading EOF mode and M iller’s: 
1) both data sets directly or indirectly represent current velocity near the shelf 
break; 2) they all have exceptionally long wavelength; 3) in the region south of 
the Charleston Bump, they all propagate southward. In addition, M iller’s results 
show that at regions south and north of the bump, the leading modes have dif­
ferent wavelength (3000 km vs. 2000 km) and propagate to different directions
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(southward vs. northward), which substantiates our finding that the southern and 
northern regions do not share a commom mode (or, have different wave charac­
ters). The major difference between the two being that the signals in M iller’s study 
have even longer periods (monthly to annually) than ours (monthly). In spite of 
the difference, the similarities seems to imply a dynamical connection between the 
two. Without detailed theoretical analysis, the interpretation of the signals can 
only be speculative. It  is probably safe to conclude that our first EOF mode does 
not belong to the shelf waves. The nature of this mode is likely to be more com­
plex, probably related to the interaction between topographically induced (by the 
Charleston Bump) wave signals and the Gulf Stream current.
In analyzing sea level oscillations along the coast of North Carolina, Brooks 
(1978) constructed a barotropic continental shelf wave model based on the bottom 
topography and mean flow conditions off North Carolina coast, and worked out the 
dispersion curves for the first three barotropic shelf wave modes (Figure 5.1). We 
feel that the results of this model may shed some light to the interpretation of our 
current EOF modes, noting the similarity in both cases as in bottom topography 
(both can be charaterized by an exponential function) and mean flow conditions 
(the Rossby number in his case in 0.11, while in our case is 0.13). Figure 5.1 shows 
that modes higher than the first have a high-wavenumber cutoff for upstream 
(southward) propagation in the mean current (upstream propagation is indicated 
by cr > 0). The first mode does not have an upstream cutoff for large wave number 
because it is effectively trapped against the boundary, out of the high mean current 
region offshore (Brooks, 1978). Additionally, at the long wavelength end, the first 
mode always has a much longer wavelength compared to the higher modes at 
the same frequency, and thus has a higher phase speed to offset the downstream 
advection. On the contrary, the second and higher modes are partially trapped
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over the shelf-slope juncture in the high mean current region, where they are 
subject to strong downstream advection. As a result, waves traveling downstream 
in the range of the mean current experience critical points at which their phase 
speed vanishes relative to the mean current, and they may become unstable (Niiler 
and Mysak, 1971). Stable downstream waves can also exist, but their frequency 
spectrum is not discrete (Brooks, 1975; Mckee, 1977). Rather, the downstream 
half of the dispersion diagram for stable waves is a continuum, and the curves in 
Figure 5.1 do not cross the wavenumber axis (Brooks, 1978). The results imply 
that for a given frequency of a downstream propagation (in our case, 0.036 cpd), 
we can find a neighborhood within the accuracy of the calculation, where many 
wavenumbers (or wavelengths) containing any giving wavenumber (in our case, the 
wavelength of 360 km) exist. This provides us a theoretical basis to believe that it 
is possible that our second current EOF mode belongs to a shelf wave mode higher 
than the first mode, which is advected downstream by the swift current along the 
shelf edge.
5.3 Gulf Stream Associated Low-frequency Fluctuations
In literature, oceanographers often classify the different time scales for the low- 
frequency fluctuations presented in the geophysical data sets, from the short end 
towards the long end, as synoptic, mesoscale (or eddy-containing band), annual, 
interannual and so on (Wunsch, 1980). Though clear distinctions between the 
neighboring time scales are not available, they are generally referred to the period 
band of 1-day to a half month, a half month to several months (but less than a 
year), a year or so, and those much longer than a year, respectively. A period range 
around 28-day would fall into the mesoscale band, over which geophysical data 
generally show a significant amount of, if not the most of, energy (e.g., Wunsch,
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1980).
Figures 5.2a and b (from Schmitz, 1978) display the spectra of data records 
obtained in the near proximity of the Gulf Stream, in log-log form and covariance- 
preserving form, respectively. As noted by Schmitz, the motion is much more 
barotropic in character than in the records obtained elsewhere. This result is 
consistent with the observation by Richman, Wunsch and Hogg (1977) in that the 
fluctuation kinetic-energy density increases much faster toward the Gulf Stream 
than does the potential energy. The near-Gulf Stream records exhibit a strong peak 
in the 25-30-day range for meridional velocity, but in the zonal velocity, the peak 
is shifted toward lower frequency. Given the geographic similarity between this 
location and the current mooring sites where our data are from, (all in the vicinity 
of the Gulf Stream), it appears that the repeated occurance of the spectral peak 
around 28-day is more than a mere coincidence, but a well-founded phenomenon, 
one likely to have a close connection to the Gulf Stream.
Important questions to be answered are from where the fluctuations draw their 
energy and what processes are involved? Wunsch (1980) lists the four most likely 
sources as: open-sea generation by meteorology, open-sea baroclinic instability, 
topographic generation and generation and radiation from strong boundary cur­
rent, i.e., the Gulf Stream. Meteorologic forcings, mainly the wind stress, since 
atmospheric-pressure forcing is a very insignificant process compared to the winds 
and the thermal forcing is known to be comparably weak except on the largest 
time scales that determine the mean (as opposed to the fluctuating) thermohaline 
general circulation, seems to be coherent with currents only at the short-period 
end of the spectrum, namely, periods shorter than about 10 days {e.g., Duing, 
Mooers and Lee, 1977; Wunsch and Wimbush, 1977). Further, since the SAB is 
constrained by the coast to the west and the Gulf Stream to the east, the open-sea
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baroclinic instability seems to be simply out of reach to the current variability in 
the SAB.
If  we rule out open-sea generation by meteorology and open-sea baroclinic 
instability as mesoscale eddy sources, we are left only with topographic generation 
and the generation and radiation from the Gulf Stream as possible significant eddy 
sources. As Wunsch (1980) asserts, both are difficult to evaluate quantitatively. 
In the SAB, the most noticeable topographic irregularity is the Charleston Bump. 
Lee waves are found to be generated by a topographic irregularity which mimic the 
Charleston Bump in numerical models {e.g., Chao and Janowitz, 1979), but this 
topographic impact appears to be confined to the downstream side of the Bump. 
At the present time, the most likely major source of eddy energy seems to be the 
Gulf Stream.
As for the processes that are responsible for redistributing the energy, both 
barotropic and baroclinic instabilities can play an important role. In addition, the 
radiation process may also be a contributing factor. It is difficult to quantify all 
these processes, partly because of the inadequate sampling, and partly because 
of the fact that details of these process are still not fully understood. Our data 
permits us only to have a somewhat obscure picture of the baroclinic instability 
process (as we have discussed in Section 4.1): this process appears to be a two-way 
channel in that the energy conversion from potential energy to kinetic energy can 
proceed either way between the mean flow and the eddy fields, and for the most 
part the values of u 'T ' are much smaller than the error bar (see Table 4.3), making it 
very difficult to decide which way the energy is heading to. However, there is some 
evidence (Lee et al., 1991) suggesting there axe preferred areas where the energy 
flow has a definite direction. More current and temperature records designed to 
give a finer spatial resolution (in both longshore and cross-shore directions) and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
a longer time span (preferably over a year) are needed before final words can be 
spoken on the subjects of both low-frequency fluctuations and the energy transfer.
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Table 5.1: Principal tidal harmonic constituents in the South Atlantic 
Bight (after Pietrafesa et al., 1985).
Species and name Symbol Period 
(solar hours)
Measured Energy 
Density
Sem i-diurnal:
Luni-solar semidiurnal I<2 11.97 0.038
Principal solar s 2 12.00 0.037
Larger solar elliptic t 2 12.01 0.038
Smaller lunar elliptic l 2 12.19 0.010
Principal lunar m 2 12.42 1.000
Larger lunar evectional U>2 12.63 0.080
Larger lunar elliptic n 2 12.66 0.071
Variational /*2 12.87 0.006
Lunar elliptic second order 2 N 2 12.91 0.005
D iurnal:
Smaller lunar elliptic Jx 23.10 0.010
Luni-solar diurnal I<i 23.93 0.051
Principal solar diurnal Pi 24.07 0.048
Smaller lunar elliptic M i 24.84 0.009
Principal lunar diurnal Ox 25.82 0.007
Larger lunar elliptic Qi 26.87 0.004
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Table 5.2: Characteristics of some of the principal tidal constituents in 
global oceans (after Pond and Pickard, 1983).
Species and name Symbol Period 
(solar hours)
Characteristic Energy 
Density
Sem i-diurnal: 
Principal lunar m 2 12.42 1.000
Principal solar s2 12.00 0.221
Larger lunar elliptic n 2 12.66 0.036
Luni-solar semi-diurnal k 2 11.97 0.017
D iurnal:
Luni-solar diurnal I<1 23.93 0.336
Principal lunar diurnal Ox 25.82 0.176
Larger lunar elliptic Qi 26.87 0.006
Long period:
Lunar fortnightly M j 327.9 0.029
Lunar monthly M m 661.3 0.008
Solar semi-annual S,a 4383 0.006
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Figure 5.1. Dispersion diagram for the first three continental shelf wave modes 
constructed by Brooks (1978) for the bottom profile off Wilmington, North Car­
olina, and barotropic mean flow (Rossby number is 0.11). The normalized (by 
the inertial frequency) frequency is 0.035 at the dash line (which corresponds to a 
frequency of 0.036 cpd).
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Figure 5.2. Power spectra of the meridional and zonal current components for data 
obtained at 35°56/N, 55°06/W  (in the proximity of the Gulf Stream), from Schmitz. 
1978.
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6. Summary and Conclusions
In this study, we have used the spectral analysis technique to analyze the cur­
rent meter and temperature data obtained from a series of locations along the shelf 
break in the South Atlantic Bight. The power spectra for the alongshore current 
and temperature data calculated based on these data strongly suggest a signifi­
cant spectral peak at the 28-day period. Low-frequency current fluctuations with 
periods longer than 2 weeks have seldom been analyzed before due to inadequate 
sampling. As a result very little is known about them and many questions, such 
as, the governing mechanisms, the energy sources, and the process(es) in which the 
energy is transferred, remains open. The greatest difficulty has been, as Wunsch 
(1980) put it, that not only are there few long records, but the number of long 
simultaneous records, which are crucial for understanding spatial correlations and 
possible propagation, are even rarer. Since the current meter array from which 
our data were obtained covers a good portion of the South Atlantic Bight, and the 
simultaneous data records from those meters have a maximal length of about 150 
days, we feel that we may be in a position to explore this subject, at least to lay 
some groundwork to advance the theory.
In an attempt to capture the spatial characteristics of the 28-day fluctuations, 
we have adopted a statistical technique called the frequency-domain empirical or­
thogonal function analysis. A number of combinations of records have been tested. 
The most consistent and convincing results are from the combination of along­
shore current only and that of temperature only, all from the upstream side of the
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Charleston Bump. The fact that both alongshore current and temperature fluctu­
ations peak around the 28-day period may be merely coincidental, since they do 
not share any common mode (this is reflected by the fact that for the mode which 
is highly coherent with the alongshore currents, the temperature records show very 
little  coherency, and vice versa) and exhibit distinct spatial characteristics. This is 
also consistent with previous findings that correlations between currents and tem­
peratures are generally very weak (e.g., Hamilton, 1987; Lee, Yoder and Atkinson, 
1991). The temperature fluctuation in the mid- to lower water column at the 28- 
day period appears to be purely advective, being carried by the mean alongshore 
current and gradually losing its intensity along the way.
The first and second EOF modes of the alongshore current at the 28-day period 
band are found to be statistically significant and each accounts for 64.5% and 
18.2% of the total normalized variance, respectively. The first mode represents 
an upstream (southward) propagation with a wavelength of circa 5000 km, the 
second represents a downstream (northward) propagation with a wavelength of 
circa 360 km. Long-wave signals similar to our first EOF mode are also found in 
a recent paper (M iller, 1994) from a completely different type of data obtained 
near the shelf break in the SAB. Although inconclusive, this mode appears to be 
related to the interaction between topographically induced wave signals and the 
Gulf Stream current. The characteristics of the second EOF mode is found to be 
consistent with the dispersion relationship of the barotropic continental shelf waves 
modeled by Brooks (1978) with characteristically similar bottom profile and flow 
condition. Hence it is possible that the nature of the second alongshore current 
EOF mode is the barotropic continental shelf wave. Without the meteorologic, 
mainly the wind data, we do not know the relationship between the alongshore 
currents and the atmospheric forcing at this long-period band. However, earlier
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results (e.g., Duing, Mooers and Lee, 1977; Wunsch and Wimbush, 1977) seem to 
suggest that the correlation between the winds and currents are significant only at 
period shorter than the synoptic time scale, i.e., about 10 days. If  this is the case, 
the first and second EOF modes of the alongshore currents may well represent the 
free (as opposed to the forced) shelf waves. It is interesting to note that the low- 
frequency current fluctuations at 28-day period is dominated by the lowest wave 
mode.
From the results of current data analysis available in the literature, we have no­
ticed that the low-frequency fluctuation of currents at mesoscale or eddy-containing 
band (as Richman, Wunsch and Hogg (1977) called it) is a well-founded phe­
nomenon (e.g., Schmitz, 1978; Wunsch, 1980). In the immediate vicinity of the 
Gulf Stream, the current spectra often suggest a time scale circa 28-day period. 
As Gulf Stream is known to be an eddy-spawning ground, as satellite and other 
remote-sensing imagery have consistently shown, the 28-day period band may be 
relevant to or even characteristic of the eddy field. If the nature of the mesoscale 
current fluctuations is that of eddy activity, it is certain that their energy source 
is the Gulf Stream. The transfer of energy, though, is a two-way process in that 
eddies not only draw energy from the Stream but occasionally also feed back the 
mean flow (Webster, 1961b; Schmitz and Niiler, 1968; also the discussion in Sec­
tion 4.1 in this dissertation). However, there seems to be preferable areas along the 
Stream where the process is predominated by oneway energy transfer, as a result 
the eddies tend to grow or decay in those areas (Lee, Yoder and Atkinson, 1991).
A more thorough investigation on the current and temperature fluctuations 
at periods longer than the synoptic temporal scale would require a current meter 
array designed to provide a finer and better spatial coverage, in both cross-shore (to 
study the structure of wave amplitudes) and longshore (to study the propagation
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of the waves) directions, and longer temporal span (ideally longer than a year). In 
addition, wind and hydrographic data are needed to determine the nature of the 
“very” low-frequency fluctuations. Data and theoretical analyses will likely remain 
suggestive until more comprehensive surveys are undertaken.
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