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Abstract 
Inexpressibility results in Finite Model Theory are often proved by showing that Duplicator, 
one of the two players of an Ehrenfeucht game, has a winning strategy on certain structures. 
In this article a new method is introduced that allows, under certain conditions, the extension 
of a winning strategy of Duplicator on some small parts of two finite structures to a global 
wiping strategy. 
As applications of this technique it is shown that 
- Graph Connectivity is not expressible in existential monadic second-order logic (MonNP), 
even in the presence of a built-in linear order, 
- Graph Connectivity is not expressible in MonNP even in the presence of arbitrary built-in 
relations of degree no(‘), and 
_. the presence of a built-in linear order gives MonNP more expressive power than the pres- 
ence of a built-in successor relation. 
I. Intr~uction 
One of the reasons that makes Finite Model Theory attractive for Computational 
Complexity Theorists is Fagin’s famous result that the complexity class NP coincides 
with the class of all sets of finite structures that can be characterized by existential 
second-order formulas (C ] -formulas). 
The result of Fagin opens, at least in principle, the possibility of resolving the P 
vs. NP problem (and, even more, the NP vs. coNP problem) by showing that .?I!- 
formulas and universal second-order formulas have not the same expressive power on 
finite structures. 
* E-mail: tick~infa~atik.mathematik.uni-mainz.de. 
’ Dissertation D77. 
0168-0072/96/$t5.00 @ 1996 Elsevier Science B.V. Ail rights reserved 
SSDI 0168-0072(95)00030-5 
62 T. Schwentickl Annals of Pure and Applied Logic 79 (1996) 61-92 
Furthermore there have been results that establish an even closer connection between 
the arity of the quantified relations in a formula which characterizes a problem and the 
degree of a polynomial which bounds the running time of a non-deterministic Turing 
machine which solves the problem (cf. [ 151). But for the time being we are far from 
resolving the P vs. NP question by making use of Fagin’s Theorem. 
On the other hand there have been a lot of results concerning the expressive power of 
Cl-formulas, in which the second-order quantification is restricted to unary relations. 
The class of all sets of finite structures that can be characterized by this kind of 
formulas is called Monadic NP (MonNP) [9]. 
Graph Connectivity has played the role of a key natural example for the separation 
of Monadic NP from Monadic coNP (MonCoNP). Whereas Graph Connectivity is 
expressible in MonCoNP, 
_ Fagin [8] showed that Graph Connectivity cannot be expressed in MonNP; 
_ de Rougemont [5] showed that Graph Connectivity cannot be expressed in MonNP 
even in the presence of a built-in successor relation; 
_ Fagin et al. [9] showed that Graph Connectivity cannot be expressed in MonNP 
even in the presence of arbitrary built-in relations of degree (logn)“(‘). 
For a definition of expressibility in the presence of built-in relations and a discussion 
of its importance see Section 2.2. 
It should be noted that it was already shown by Ajtai [l] that MonCoNP is not 
contained in MonNP even in the presence of arbitrary built-in relations. Even more, 
he showed that there is no fixed k, such that all of MonCoNP can be expressed by 
X:-formulas in which the second-order quantification is restricted to k-ary relations. 
All of the above results, except the two of Ajtai, are proved with the help of Ehren- 
feucht games. Ehrenfeucht games are played on finite structures by two players, Spoiler 
and Duplicator. That a problem is not expressible by first order formulas can be estab- 
lished by showing that Duplicator has a winning strategy in the Ehrenfeucht game on 
certain structures. For MonNP there exists a corresponding modified game developed 
by Ajtai and Fagin (cf. Section 2). 
It was stated as an open problem in [2] and [9], whether Graph Connectivity is 
expressible in MonNP in the presence of a built-in linear order. In this article we show 
that, as was widely conjectured, this is not the case. For the proof of this result, we 
introduce a new method for showing the existence of a winning strategy for Duplicator 
in an Ehrenfeucht game. We refer to it as the Extension Theorem. It allows us to deal 
with relations of large degree, as long as they are, in some sense, homogenous. As a 
second application of the Extension Theorem we show that Graph Connectivity cannot 
be expressed in MonNP even in the presence of arbitrary built-in relations of degree 
no{’ 1. Finally we show that the presence of a built-in linear order gives MonNP more 
expressive power than the presence of a built-in successor relation. 
In Section 2 we give some basic definitions and notations. We define finite structures, 
formulas, expressibility and give some examples for the various kinds of formulas we 
are going to use. Furthermore, we recall the basic facts about Ehrenfeucht games. We 
define game types and state the theorem of Ehrenfeucht and Frai’sse. We also describe 
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the game of Ajtai and Fagin which can be used in the context of MonNP. In Section 3 
we state and prove the Extension Theorem. It allows us to extend, under certain circum- 
stances, a winning strategy of Duplicator on some small parts of two finite structures to 
a global winning strategy. We discuss the underlying ideas and give two formulations 
of the theorem. The weak formulation will be sufficient for the proofs in Sections 4 
and 6. For the proof that Graph Connectivity is not in MonNP even in the presence 
of a linear order, we need the strong formulation. Finally we compare the Extension 
Theorem with other methods as defined by Fagin et al. [9] and Arora and Fagin [3]. 
In Section 4 we show, as a first application of the Extension Theorem, that Graph 
Connectivity cannot be expressed in MonNP even in the presence of arbitrary built-in 
relations of degree no(‘). The proof is similar to the proof of Fagin et al. [9] of the 
according result for built-in relations of degree (log n) “(I) In contrast to their proof it 
makes the construction of the considered graphs explicit. In Section 5 we show that 
Graph Connectivity cannot be expressed in MonNP even in the presence of a built-in 
linear order. In Section 6 we show that MonNP is more powerful in the presence of a 
built-in linear order than in the presence of a built-in successor relation. 
2. Definitions and notations 
2. I. Finite structures 
A signuture S is a finite set of relation symbols RI,. . . , R,, each with a fixed arity 
ai, and constant symbols ci ,. . .,ct. We do not make use of function symbols. 
A jnite S-structure JZ! = ( U.d,Ry,. . . , Rt, cI’/, . . . , c;“) consists of 
~ a finite universe U.d, which will usually be a subset of the natural numbers, 
mostly of the form { 1,. . . , n}, for some natural number IZ, 
_ relations Rid of arity ai over U”, and 
_ elements c,:” of U.d. 
Most of the time we will give up the strict notational distinction between a relation 
symbol and its corresponding relation and therefore omit the superscript d. This should 
not lead to any confusion. 
If a signature S is the disjoint union of signatures Si and S2, the SI-reduct .J?l of the 
S-structure .d has universe U,“/ and those relations and constants of .d that correspond 
to symbols in Si. In this case we also call .d an &-expansion of the Si-structure &. 
If we want to distinguish certain elements xi,. . ,xm in &‘, we view .& with the dis- 
tinguished elements as a (S U {cl,. . . , c,})-structure and denote it with (&,x1,. . .,x,). 
Sometimes we make use of functions from the universe of a structure into a finite set. 
If S is a signature which does not contain any of the unary relation symbols U,, , Uk 
and f is a function from U.” to (0,. . ,k}, we write (&‘, f) for the S U {U,, . . . , Uk}- 
structure (&, Ui”, . . . , Uid), where x E Uid if and only if f(x) = i. In particular, the 
Ui constitute a partition of U.d. 
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For a subset W & U,“, which contains all of the constants of d, the induced sub- 
structure d J, W has universe W, relations Ri n Wan and constants c;“. 
As an abbreviation we write d J, [xi,. . .,x,1 for the structure (~4 L {xi,. . .,xm}, 
xl,. . . ,x,,,), i.e. for the substructure of L& which is induced by the xi and in which all 
the xi are distinguished elements. 
We say that x, y E U,&, x # y, are adjacent in Ri, if there are xi,. . . ,x0, such that 
(Xl,..., x,) E R;f and x = Xj and y = xk for some j,k d ai. We call (xi,...,x,,) an 
Ri-edge connecting x and y. If ._& is an S-structure and S’ is a subset of S, we call 
a sequence x0,. . . ,x, of elements of d an St-path of length m from x0 to x,,,, if, 
for every j < m, xj and Xj+i are adjacent in some relation R of S’. The S’-distance, 
6s,(x, y), between x and y is the length of a shortest S/-path from x to y. For d 2 0 we 
define N:‘(x), the S’-d-neighbourhood of x, as the set of all y with &(x, y) < d. For 
a subset H C U,” we write N:‘(H) for the set UxEH N:‘(x). We call an integer-valued 
function 6 defined on U,” x U.d a distance function on -02, if 6(x, y) = 6(y,x), for 
every x, y. If H C U.d we set 6(x, H) := min,,H 6(x, y). We write NJ(x) for the set 
of elements y with 6(x, y) d d. We define N:(H) to be the set of all y E U,d with 
d(y,H) d d. 
2.2. Formulas and expressibility 
First-order formulas over a signature S are built of 
_ relation and constant symbols from S, 
_ the relation symbol =, 
_ the logical connectives A, V, 7, -+, H, 
_ variables x, y,xi, . , and 
_ quantifiers 3, V 
in the usual way. 
Second-order jbrmulas may additionally contain relational variables X, Y, . . Second- 
order formulas of the form Xi,. ,3&y with a first-order part cp are called C! - 
formulas. Monadic Xi-formulas are Cj-formulas where all quantified relation symbols 
are unary. 
We say that a formula 4 expresses (or characterizes) a property P (a class 59) of 
finite structures over some signature S, if for every S-structure d it holds that 
d has property P (~4 is in V), if and only if d b 4. 
Example 1. 
4 = vxk, Y [Wx, Y) H -QY,X)) A -w,x>l 
is a first order formula which expresses that a graph is undirected and does not contain 
any self-loops. 
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Example 2. 
4 = SLJc W’x,Y WX,Y) + (X(x) - X(Y))>1 A 
w, Y (X(x) A 1WY))l 
is a monadic Cl formula which expresses that an undirected graph is not connected. 
One can view the vertices in X as coloured white and the vertices not in X as coloured 
black. Then the first part of 4 expresses that two vertices are connected by an edge 
only if they have the same colour, the second part assures that there exist vertices with 
different colours. As no white vertex is connected to any black vertex, the graph is not 
connected. 
As in Example 2 above, we will always view a graph with k unary relations 
XI,. . . ,X, as a graph that is coloured by (at most) 2k different colours. 
We write MonNP for the class of sets of finite structures that can be characterized 
by Monadic Ci-formulas. We often call such formulas MonNP formulas. 
We are particularly interested in a modified form of expressibility, where the struc- 
tures have additional relations, so-called built-in relations. 
Let S be a signature, P a property of S-structures. Let S’ be a signature, disjoint 
from S. Let C#I be a formula over S U S’. 
_ We say that C#I expresses P on the S’-structure d, if 4 holds exactly in those 
S-expansions of ,Q! whose S-reducts have property P. 
_ We say that 4 expresses P in the presence of S-built-in relations, if for every 
universe U there is an S’-structure d with universe U such that 4 expresses P 
on 1;9. 
We are especially interested in expressibility in the presence of built-in relations of 
a special type, e.g. a linear order, a successor relation, or built-in relations of bounded 
degree. 
Let S and S’ be disjoint signatures. Let Q be a property of S’-structures, P a property 
of S-structures, and 4 a formula over S U S’. We say that C#I expresses P in the presence 
of built-in relations with property Q, if for every universe U there is an S’-structure 
& with universe U which has property Q, and on which C#J expresses P. 
The following example shows that the presence of built-in relations may in fact 
increase the power of a logic. 
Example 3. It is well known that the property Even, “the number of elements of the 
universe is even”, is not expressible in MonNP. On the other hand it is expressible in 
MonNP in the presence of a built-in successor relation s by the formula 
a, 3 3x [Vx, y (s(x) = y) --+ (X(x) H d-(y))] A 
Ek Y bk (44z) = x) A -My 1 = z)) A X(x) A +f-(Y)l, 
where we write s(x) = y for s(x, y). 
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The first part of @ says that the elements are coloured alternatingly with respect to 
the order relation, the second part assures that the least element (x) is coloured, say, 
white whereas the largest element (_Y) is coloured black. 
Why are inexpressibility results in the context of built-in relations relevant? One 
reason is the following. If a graph is given as input to a computer program it is 
represented by some encoding in which its vertices are in a certain order. An algorithm 
may contain statements like “Take the first vertex” or “Proceed with the next vertex”. If 
the graph is represented as a finite structure with only one binary relation such an order 
is no longer available. This is the main reason that one looks at finite structures with a 
built-in successor relation or a built-in linear order. Especially, successor relations are 
of essential importance in the characterization of many complexity classes. 
2.3. Ehrenfeucht games 
Ehrenfeucht games were introduced in [6] in the context of general (i.e. possibly 
infinite) structures. They turned out to be particularly useful for inexpressibility proofs 
in Finite Model Theory. All the results in Sections 46 make use of Ehrenfeucht games 
and the main contribution of this article is a new method for proving the existence of 
a winning strategy for Duplicator, one of the two players in Ehrenfeucht games (cf. 
Theorem 8). 
The rules of a k-round first order (FO) Ehrenfeucht game are as follows. 
There are two players, Spoiler and Duplicator. They play on two (not necessarily 
finite) structures &,&’ over some signature S. Spoiler’s aim is to prove a difference 
between d and .&‘, whereas Duplicator tries to let them look alike. 
They play a fixed number, k, of rounds. In every round, Spoiler chooses one element 
of one of the two structures. Then Duplicator chooses an element of the other structure. 
We write xi for the element of &, chosen in round i, and xi for the element of LzJ”, 
chosen in round i. 
At the end of the game, Duplicator wins if the structures induced by the chosen ele- 
ments are isomorphic under an isomorphism mapping xi to xi, i.e. if d J, [xi,. . . ,xk] 2 
d’ J [xi,. .,x:1. 
The importance of Ehrenfeucht games results from the following theorem: 
Theorem 4 (Ehrenfeucht [6] and Fraisse [lo]). Let % be u set of structures over some 
signature S. %Z is jirst-order dejinuble, if and only if there is a jixed k, such that, 
whenever JZ? E 5~9 and A?’ 6 %T, then Spoiler has a winning strategy in the k-round 
FO Ehrenfeucht game on JZ? and d’. 
We write ,& ~=k d’ if Duplicator has a winning strategy in the k-round FO Ehren- 
feucht game on JZZ and &‘. 
Accordingly we write (&,x1,. . ,x,) =kArn (.d”,x{, . . . ,xh) if Duplicator still has a 
winning strategy after m rounds, in which xl,. . ,x,, xj , . . . , XL were chosen. If W C U,” 
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and W’ C U,*‘, we write (-Pe 1 W,xl, . .,x,) zk-,,, (at’ 1 W’,x{, . . . ,xh), if Duplicator 
has a k - m rounds winning strategy on the substructures induced by W and W’ and 
those vertices Xi and xi in W and W’ resp. 
Next we define the k-type of a structure d. 
We first define the k-type for sequences XI,. . . ,xj of elements of U.d inductively. 
_ #(Xl , . . . ,xj) is the S-isomorphism class of .d 1 [XI,. . ,x/l. 
- &“/XI ,...,X/) := {zf(x, )...) X/,X) 1 x E P}. 
For k > 0 we define the k-type, rf, of structure d as {r$‘, (x) 1 x E U,“}. 
We will sometimes call these types game types to distinguish them from isomorphism 
types. 
We will make use of the following two lemmas (going back to [6]): 
Lemma 5. Duplicator has a winning strategy in the k-round FO Ehrenfeucht game 
on the S-structures d and d’ if and only if zk’ = rkd’. 
Proof. One shows, by induction on k - j, that Duplicator has a winning strategy for 
the remaining k - j rounds if and only if 
Z~~JX,,... ,Xj) = r&(x;, . .,x;.>. cl 
Lemma 6. Let S be a fixed signature. For every k and every 1 there is a constant .N 
such that in every S-structure d there are at most N d@erent k-types $(x1,. . . ,xi). 
The proof is a simple induction on k. 
There are generalizations of the first-order Ehrenfeucht game for second-order logics 
(cf. [8,18,14]). 
We are going to use second-order games only in the context of finite graphs instead 
of general finite structures. Therefore we will describe these games here only for finite 
graphs. As usual we view a graph with additional unary relations as a coloured graph, 
where m relations define 2m colours in a natural way. 
For MonNP Ajtai and Fagin [2] introduced the following game which has the un- 
expected feature that Duplicator selects the second graph after Spoiler has coloured 
the first one. The Ajtai-Fagin (c,k)-game over a class % of graphs consists of the 
following steps: 
(1) Duplicator selects a graph G E V. 
(2) Spoiler colours the vertices of G with c colours. 
(3) Duplicator selects a graph G’ @ +Z and colours it with c colours. 
(4) Spoiler and Duplicator play a k-round FO Ehrenfeucht game on the coloured 
graphs G and G’. 
Theorem 7 (Ajtai and Fagin [2]). A class %’ of finite graphs is in MonNP, if and 
only if there are c and k such that Spoiler has a winning strategy in the Ajtai-Fagin 
(c, k)-game over 59. 
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Fig. I. Two almost isomorphic graphs with respective subgraphs. 
The outstanding significance of Ehrenfeucht games for inexpressibility proofs results 
from its vividness. On the other hand, the task of proving that Duplicator has a winning 
strategy on given finite structures ~4’ and d’ remains, in general, very difficult (see 
for example [5,2] ). 
One approach to overcome this difficulty is to find general sufficient conditions 
that assure a winning strategy for Duplicator. Two such conditions were proposed in 
[9] and [3]. Another approach will be introduced in Section 3 as the central methodical 
contribution of this article. 
3. Extending a local winning strategy 
In this section we are going to present a new method to show the existence of a win- 
ning strategy of Duplicator in an FO E~enfeucht game. We refer to it as the Extension 
Theorem. We first discuss its main features in a simpli~ed context (cf. Fig. 1). 
Let G and G’ be undirected graphs with subgraphs H and H’, resp., such that 
_ Duplicator has a winning strategy in the k-round Ehrenfeucht game on H and H’, 
and 
- G - H and G’ - H’, i.e. the graphs induced by the vertices outside H and H’, 
resp., are isomorphic. 
For the moment, all graphs are simply {E}-structures, where E is a binary relation 
symbol. There are neither coIours nor any other built-in relations. 
Informally, our question is: 
If we extend H and H’ in the same way to graphs G and G’ respectively, can we 
also extend Duplicator’s winning strategy to the graphs G and G’? 
We will argue in the following that the answer is yes, if the extensions of the graphs 
fulfill conditions (1) and (2) below. 
As abbreviations, we write 6 for the {E}-distance, 8~, on G and G’ and N,(H) for 
NJE’(H) . 
For a given number of rounds, k, the two conditions are 
(1) Duplicator’s k-round winning strategy on H and H’ can be extended to Np(H) 
and Np(H’) in such a way that in every round the two chosen vertices have the same 
distance from H and H’ respectively. 
(2) There is an isomo~hism z from G - H to G’ - H’ which on Np(H) respects 
the distance from H and H’, i.e. 6&H) = G(ix(x),H’) for every x E A$(H) - H. 
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The idea for the winning strategy of Duplicator is as follows: At the beginning of 
the game we view the vertices in H and H’ as inner vertices and the vertices outside 
N2k(H) and N2k(H’) as outer vertices. The status of the vertices in the bufir area 
between inner and outer vertices remains open. By definition, at the beginning, the 
distance from every outer vertex to every inner vertex is more than 2k. 
During the game, Duplicator’s strategy depends on the distance from H of vertex x 
chosen by Spoiler (where we w.1.o.g. assume that Spoiler chooses x E G). If x is 
an inner vertex, Duplicator chooses a vertex according to his winning strategy on 
the inner vertices; 
an outer vertex, Duplicator plays according to a; 
a vertex of the buffer area, then there are two cases: 
_ if x is closer to the inner vertices, the area of the inner vertices will be extended 
to NbCX,HJ(H) and N. d(x,~)(H’), and Duplicator chooses a vertex according to his 
winning strategy on the inner vertices and the buffer area, 
_ in the other case, the area of the outer vertices will be extended to all vertices 
outside NQJ+_I(H) and N~,.J__I(H’), and Duplicator plays according to CI. 
It is easily shown, by induction on q, that after round q the distance from every 
outer vertex to every inner vertex is more than 2k-q. In particular, at the end of the 
game, no inner vertex is adjacent to any outer vertex. 
Therefore the selected vertices induce subgraphs I C G and I’ C G’, consisting only 
of inner vertices and 0 C G and 0’ C G’, consisting only of outer vertices. 
_ I and I’ are isomorphic because inside Duplicator played according to a winning 
strategy; 
- 0 and 0’ are isomorphic, because outside Duplicator played according to the 
isomorphism a; 
_ Because there is neither an edge between I and 0 nor between I’ and O’, we get 
that I U 0 is isomorphic to I’ U 0’, hence the induced subgraphs of all selected 
vertices are isomorphic. 
This shows that Duplicator has a winning strategy on G and G’. 
3.1. The extension theorem 
Now we are going to transform the ideas of the previous discussion into a more 
general situation. 
_ We may have more relations. 
_ We allow more general distance functions, where vertices may be far apart with 
respect to the distance function though they are adjacent w.r.t. some relation. As 
a compensation we need a more advanced kind of homogeneity condition for the 
interplay between the distance function and the relations. 
_ Instead of one pair H,H’ of subgraphs, we combine winning strategies of several 
pairs of substructures. 
As condition (iii) of Theorem 8 below is quite complicated it deserves some prepa- 
ration. 
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In the above discussion, at the end of the game, there were subgraphs I ” I’ and 
0 Z 0’. We argued that I U 0 ” I’ U O’, because there was neither an edge between a 
vertex of I and a vertex of 0 nor an edge between a vertex of I’ and a vertex of 0’. 
In our main application of the Extension Theorem, namely the proof of Theorem 17, 
we will not be able to guarantee that there is no connection between I and 0. In fact, 
as the graphs there will be equipped with built-in linear orders every pair of vertices 
will be adjacent. Furthermore, as mentioned before, we will have to deal with several 
inner graphs Zi. 
But we will assure that, for every i, every outer vertex x will relate (in terms of the 
linear order) to all vertices of Z, in the same manner (i.e. either x will be smaller than 
all vertices in li or x will be greater than all vertices in Zi), and, even more, its image 
a(x) will relate to 1: exactly the same (i.e. if x is smaller than all vertices of Zi, then 
X(X) is smaller than all vertices of 1:). 
Condition (iii) describes such a kind of homogeneity in a more general setting. We 
will give some more explanation after the formulation of the theorem. 
We will make use of the theorem only in the context of Finite Model Theory, but 
it holds also for infinite structures. 
Theorem 8. Let k > 0. Let S be u signature with relational symbols RI,. . . ,R, of 
arities al,..., a, and constant symbols cl,. . . , ct. Let &,&I be S-structures and 6,6’ 
be distunce functions on d and ~8, respectively. Let HI,. . .,Ht and HI,. . . ,H,’ be 
sequences of subsets of U,” and U,“’ 
and N$‘(H~)rlN$‘(H~) = 0 j 
respectively, such that N$(Ht) n N$.(Hj) = 8 
or i # j. Let c( be an isomorphism from & 1 (U-“l -(HI U 
. .uHt)) to d’ 1 (Ud’ -(HiU...UHi)). Let oj(x) := 6(~,Hj) and d;(x) := 8(x, H;). 
Duplicator has u winning strategy in the k-round FO Ehrenfeucht game on d and 
AZ?, if the following conditions are fulfilled: 
(i) For every j 6 I, Duplicator has a winning strategy in the k-round Ehrenfeucht 
game on (& J, N$(Hj),dj) and (JzZ’ J. N,6(Hi),c$). 
(ii) For every x E U” - (HI U.. . U Ht) and every j 6 1 
Sj(X) = Si(Ci(X)) or (6,(x) > 2k and i$(~r(~)) > 2k). 
(iii) For every p < s, all sequences x1,. . ,x0,, E Up” and xi,. . . ,xLp E LJ, &’ it holds 
thut R;(x,, . . . , xap) e R$‘(xj,. . .,xi,>) if there is e < 2k such that 
(a) for every i d up and j < I: oj(xi) # e + 1 # 6$(x:), 
(b) for every i 6 aP: if oj(xi) < e for some j < 1, then Jj(xi) = $(x!), 
otherwise a(xi) = XI, 
(C) for every j < 1: ifXj,, . . . , Xj,, are exactly the elements of x1,. . . ,xop in Nj(Hj) 
then d L [xj,, . . . , Xi,] g cd' J_ [Xj,,...,Xiq]. 
Remember that (lal J, N$(Hj),oj) in condition (i) is an abbreviation for a structure 
that encodes the (0,. . . , 2k}-valued fu nc ion Sj by making use of 2k + 1 unary relations t’ 
(cf. Section 2). 
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The three subconditions of condition (iii) intuitively mean the following. Whenever 
it is possible to divide two tuples of v9rtices into inner and outer vertices, such that 
(a) e + 1 is a dividing point, separating inner and outer vertices, 
(b) for every i, it holds that xi and xi are either 
(i) both inner vertices, in which case they have the same distance to the corre- 
sponding inner subgraph, or 
(ii) both outer vertices and then a maps xi to xi, and 
(c) restricted to every inner subgraph the tuples are isomorphic, then the tuples as 
a whole are isomorphic. 
An example is given after the proof of the theorem. 
Proof of Theorem 8. Duplicator will follow the same strategy as above, maintaining 
a buffer zone of size more than 2k-4, after q rounds. We write xi and xi for the 
vertices chosen in round i, where xi E d and xi E d’. After Spoiler has chosen a 
vertex in round i, Duplicator decides, as we explain later, whether this vertex, and the 
corresponding one he is going to choose, is viewed as inner or as outer vertex. We 
set d(x) := min{di(x) Ij < I}, (similarly d’) and 
d, := max{d(xi) 1 i < q, xi inner vertex}. 
We write D(q) for d, + 2k-q. 
As we show, the theorem follows from the following lemma. 
Lemma 9. Duplicator can play in such a way that, for every q < k, after round q, it 
holds that 
(1) for every i d q 
(a) either for some j we have 6j(xi) 6 d,, then dj(xi) = 8:(x:), 
(b) or, otherwise, d(x,) > D(q), d’(xi) > D(q) and a(xi) = xi, 
(2) jbr every j < 1 
((d I @(q)(Hj),~j),X1,~. .Y xq) =k-q ((d’ i @;q,(H,% $),x;, . . .,x;), 
(3) for every j < I, it holds that d, < D(q). 
We show first how the theorem follows from Lemma 9. We set q := k and let 
xi,. . . ,x,+ and x;, . . .) XL be the selected vertices. Let p < s and il,. . , i,,, be a sequence 
of indices from { 1,. . , k}. By setting e := d, (which is less than 2k because of (3)), 
the sequences xi,, . . . ,x;,,, and x:, , . ,xt ,,,,, fulfill the prerequisites (a), (b), (c) of con- 
dition (iii): 2 
(a) It is assured by (1) that for every i either d(xi) > d, + 1 and d’(xj) > d, + 1 
or for some j it holds that hj(xi) < d, and $(xi) < d,, in which case for all j’ # j 
both 6j,(xi) and 6:,(x;) are larger than 2k because of the pairwise disjointness of the 
2 Here we write a(p) instead of ap to omit triple subscripts. 
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2k-neighbourhoods of the HI,. . . , HI and of the HI,. . . , Hi. In particular, Gj(Xi) # d, + 
1 # 6i(x!) and for every j and i. 
(b) This follows directly from (1). 
(c) This follows directly from (2). 
Hence 
$(xij f.. . 2Xi,cp, > * R.;’ (xi, ) ) Xi”,,, ). 
As this holds for every p and for every pair of tuples, Xi,, . . ,~i~,~~~, and xi,, . . .,x: “,,, ), 
we finally get 
d L [XI )...) Xk] ” &4’ 1 [xi )...) XL]. 0 
Proof of Lemma 9. We prove the lemma by induction on q. For q = 0, by setting 
da := 0, statements (1) and (3) follow immediately, and (2) follows from (i). 
Let Duplicator have played according to (l)-(3) in the first q rounds. Let w.1.o.g. 
xq+i E U” be the element chosen by Spoiler in round q + 1. We show how Duplicator 
can select xi+, such that ( l)-(3) hold again. 
We distinguish two cases. 
Case 1: d(x,+l)<d,+2- . k (q+‘) In this case xq+i is closer to the inner vertices, 
hence, if necessary, the area of the inner vertices will be extended to contain x,,,. 
d(x,+, ) < d, + 2k-(q+‘) means that for some j we have aj(xq+l) < d, + 2k-(q+*). By 
the induction hypothesis we know that 
((S 1 N&q,(Hj), dj),Xi ,...J,) =k-q (cd’ I ~j;,,(H;):6:) b;,...,J$ 
Therefore there is an xk+i E N$,,(H,!) such that 
((d 1 N&q,(Hj), dj),Xi ,...J,+i) =k-(q+l)((d’ 1 ~~;,)(H:),61),~~,...,1:+,). 
In particular dj(Xq+l ) = L$(x~+~ ). Hence ( 1) follows. 
As d(xq+i) d d, + 2k-(qf’), we get d,+l d d, + 2k-(qf’), so D(q + 1) < 
d, + 2 . 2k-(q+‘) = D(q), and (2) follows. 
Finally (3) follows because 
d,,, < d, + 2k-(q+‘) 
< 2k _ 2k-4 + 2k-(q+‘) 
= 2k _ 2k-_(q+i) 
Case 2: &++I) > d, +2 - k (6’ ) In this case xq+i will be viewed as outer vertex. . 
Duplicator chooses xi,, := a(~~+,). (l)-(3) follow immediately. 0 
Example 10. The two graphs G and G’ in Fig. 2 give a non-trivial example for con- 
dition (iii) of Theorem 8. The graphs are very similar to those that will be used in 
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Fig. 2. Two graphs that fulfill condition (iii). 
the proof of Theorem 17. G and G’ have two binary relations, the edge relation and a 
linear order, which is induced by the numbering of the vertices. 
Let Zft = HI = (9,. . . , 16) and Hz = Hi = (29,. . . , 36). Outside HI and H2 both 
graphs are isomorphic via the identity mapping CI. Let on both graphs the distance of 
two vertices be defined as the distance of their respective columns. E.g. vertex 18 and 
vertex 31 have distance 3 in both graphs. Therefore vertices which have distance more 
than one are not connected by an edge. Hence, if vertices XI ,xz,x~,x~ fulfill (a)-(c) 
of condition (iii), either 
_ all of them are inner vertices, so E(XI,XZ) ( E(x~,x~) by condition (c), or 
- all of them are outer vertices, so E(xt ,x2) _ E(x~ ,xi) follows from (b), or 
_ neither xl and x2 nor xi and X$ are connected, so again E(xl ,x1) w E(xl,xi) 
holds. 
This means that condition (iii) is fulfilled for the edge relation. But, of course, every 
pair of vertices is adjacent in the linear order. Hence, it remains to show: for every e 
and every x1,x2 E G and x{,xk E G’, that fulfill (a)-(c), it holds that: 
There are three cases: either (1) both Xi are inner vertices, or (2) one of them is an 
inner vertex or (3) both are outer vertices. 
(1) If xt and xz are in the same Hi then (*) follows from (c). So let us assume they 
are in different Hi. Then it follows from fb) that xi and X$ are in the corresponding 
H[. Because every vertex of HI is smaller than every vertex of HZ and every vertex 
of H; is smaller than every vertex of Hi it follows (*). 
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(2) If, say, xi E Hi then by (b) we have X{ E H( and of course .$ = x(x2). x2 is 
either smaller than all vertices in Hi or larger than all vertices in HI and the respective 
statement holds for xi and H,‘. 
(3) In this case (b) of condition (iii) assures xi = xi and x2 = xi, because a is the 
identity. As < coincides on G and on G’ we get (*). 
The formulation of the Extension Theorem (Theorem 8) is not the only possible. For 
example in condition (i) it is not essential that Duplicator has a local winning strategy 
in which he always plays at the same distance as Spoiler. For the proof, it would be 
enough if he played always in a distance not greater than that of Spoiler, or even if 
he always found a vertex which is not farther from H/ than the farthest inner vertex 
that has been chosen so far. 
As another example condition (iii) is not really needed for all sequences XI,. . . ,x,,> 
but only for such sequences that can actually occur during the game. E.g. there 
will never be selected two inner vertices x, y with 6,(x) = Sj(y) = 2k - 1 be- 
cause a vertex of distance 2k - 1 can become an inner vertex only if it is chosen 
in round k and if the vertices that have been chosen before have distance 2k-‘, 2k-’ + 
2k-2 1 ” 
Depending on the application of the theorem a lot of other modifications are con- 
ceivable. 
We next give a weaker formulation of the theorem in which there is only one subset 
H, and only distance functions are allowed for which vertices are not adjacent, if their 
distance is greater than one. We will refer to this version of the theorem as the Weak 
Extension Theorem. It will be sufficient for two of the applications in the following 
sections. It is different from the exposition at the beginning of this section in that 
we consider here arbitrary finite structures and 6 need not to be the distance function 
induced by the relations of .&‘. 
Theorem 11. Let k > 0, S be u signuture with relational symbols R,,R2,. . . ,R,. 
Let -c4, &’ be finite S-structures, and H and H’ be subsets of U.” and U”‘, 
respectively. Let 6 and 6’ be distance functions on d and G?’ resp., such 
that 6(x, y) > 1 (8(x, y) > 1) implies that x and y are not adjacent. Let 
or,(x) := S(x,H) und o;,(x) := o’(x,H’). Duplicator has a winning strategy in 
the k-round FO Ehrenfeucht game on d and A&, tf the following conditions are 
fuljilled. 
(i) Duplicator has a wlinning strategy in the k-round Ehrenfeucht game on (& 1 
N21(H),on) and (&’ I N2h(H’),6h,). 
(ii) There is an S-isomorphism CI jrom & 1 (iIJ.& - H) to &’ J. (l_J,“’ -H’), such 
that for every x E U,” - H 
Sf/(x) = S&(ct(x)) or (6&x) > 2k and &,(a(~)) > 2k). 
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It is worth pointing out that the approach of the Extension Theorem is very different 
from the methods of Fagin et al. [9] and Arora and Fagin [3]. The main differences 
are the following. 
_ In the condition of Fagin et al. the two structures need not to be almost isomor- 
phic. Only the multiplicities of local isomotphism types in both structures must 
be the same or large. On the other hand, the Extension Theorem does not restrict 
the vertex degree. 
__ The condition of Arora and Fagin does not force the graphs to be almost iden- 
tical, though it makes more assumptions about the relationship between the two 
structures (i.e. every vertex has the same (d,q)-colour in both graphs). The Exten- 
sion Theorem has the advantage of neither imposing any restriction on the vertex 
degree nor on the existence of small cycles. 
._ The main limitation of the Extension Theorem is that the involved structures need 
to be isomorphic except in some small parts. But in most inexpressibility proofs 
for MonNP that make use of Ehrenfeucht games [7, 2, 93 the two structures differ 
only in one or two edges. Those proofs can be done with the Extension Theorem 
too. There might also be cases in which the two structures are not of the same 
size, if the substructures with the local winning strategy are not. 
The Extension Theorem equips Duplicator with a very simple winning strat- 
egy. Given the local winning strategies, Duplicator’s moves can be computed at 
once. Maybe this makes the Extension Theorem applicable in more complicated 
situations. 
All the discussed methods should be viewed as tools which can be modified and, 
maybe more importantly, combined, in order to work in a concrete application. From 
this point of view most important are the basic ideas, i.e. 
_ the idea of Fagin et al. that Spoiler cannot take advantage of the fact that some 
substructure occurs more often in one than in the other structure, as long as they 
occur very often in both structures; 
- the idea of Arora and Fagin that Spoiler cannot distinguish two substructures even 
if they are not isomorphic as long as in both of them all subsubstructures occur 
equally often or very often; 
_ the idea of the Extension Theorem that winning strategies on different parts of 
structures can, under certain circumstances, be combined to a global winning 
strategy. 
4. Built-in relations of moderate degree 
In this section we are going to show, as a first application of the Weak Extension 
Theorem, that Graph Connectivity is not in MonNP even in the presence of built-in 
relations of degree n”(i). 
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Fig. 3. The graphs G and G’ from the proof of Fagin et al. 
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Fig. 4. The four paths in the case n = 24,d = 2. 
Let us first review the proof of Fagin et al. [9] that Graph Connectivity is not in 
MonNP in the presence of built-in relations of degree (logla)o(‘). 
In their proof, Duplicator chooses a cycle G on n vertices for some large n. After 
Spoiler has coloured G, Duplicator chooses two edges el = (xl, ~1) and e2 = (~2, yz) 
and obtains G’ by switching these edges, i.e. G’ contains, instead of eI and e2, the 
edges (x1, 3~2) and (x2, yl), and thus consists of two cycles (see Fig. 3; cf. Fig. 4). 
Fagin et al. argue that Spoiler cannot detect the difference if for some d, depending 
on the number of rounds of the Ehrenfeucht game, el and e2 
_ are d-good, i.e. the d-neighbourhoods of xi and yi in G - ei are disjoint, 
- have the same local isomorphism type, i.e. their d-neighbourhoods (including the 
built-in relations) are isomorphic, and 
- have disjoint d-neighbourhoods. 
Then they show that, with high probability, in a randomly chosen cycle most edges 
are d-good. As the built-in relations have degree (logn) ‘(‘) the d-neighborhoods have 
size (log ,)@I). Hence there are 2(‘*gnf”’ = n’(l) local isomorphism types. So G has 
enough vertices to assure that, no matter how Spoiler colours the vertices, there will 
be a pair of edges with the properties described above. 
Our proof is similar but differs from the original one in that 
(1) we will construct G explicitly without any probabilistic construction. This does 
not improve the result, but makes the proof more transparent; 
(2) instead of local isomorphism types we will make use of local game types in the 
sense of Subsection 2.3. 
Dealing with game types instead of isomorphism types has the advantage that the 
number of possible game types is bounded by a constant that does not depend on the 
T. Schwenrickl Annals of Pure and Applied Logic 79 (1996) 61-92 77 
size of the graph. This is because the number of possible game types depends only 
on the number of rounds of the Ehrenfeucht game and the arity of the given relations, 
whereas the number of isomorphism types depends on the size of the neighbourhoods 
under consideration and grows exponentially in that size. 
In the following we are going to describe, how, given built-in relations of degree 
n”(l), a cycle G can be constructed such that it contains many good edges. 
To explain the idea we will first look at the case where there is only a single 
built-in successor relation s. We write s(x) = y instead of s(x,Y). We say that an 
edge e = (x, y) of a graph G with a built-in successor relation s is d-good, if in 
G -e the {E,s}-distance between x and y is more than 2d, i.e. x and y have disjoint 
{E, s}-d-neighbourhoods in G - e. 
Lemma 12. Let d and n be positive integers und let s be a successor relution on 
{ 1,. . . ,n}. Then there is un edge relation E on { 1,. . . ,n} such that ({ 1,. , n},E) 
is a cycle and E contains at least n/(4d + 2) - 2 edges which are d-good in G = 
({l,..., n}, E, s) and have pairwise disjoint {E, s}-d-neighbourhoods. 
Proof. W.1.o.g. we may assume that s is such that s(m) = m+ 1 for every m < n. We 
write D for 2d + 1. For every i < (n - d)/D we define the path pi to be the sequence 
of vertices 
iD,iD+l,iD- 1,iD+2,iD-2 ,..., iD+d,iD-d 
in that order. 3 
We construct E by concatenating fi, p2,p3, ~4,. . ., where p stands for p reversed, 
adding the remaining (d 3d) vertices at the end of the resulting path, and connecting 
the first with the last vertex to close the cycle (cf. Fig. 5). 
It is easy to see that, 
_ for every i, pi contains all vertices that have {s}-distance at most d from iD; 
_ if i is odd, there is an edge e; between iD and (i + 1)D. In G - ei the vertices 
iD and (i + l)D have {E,s}-distance D = 2d + 1. 
This means that, for every odd number i, ei is a d-good edge. Furthermore, these 
edges have pairwise disjoint (E, s)-d-neighbourhoods. q 
Now we turn to the case of arbitrary built-in relations of moderate degree no(‘). 
Here the construction is very similar. Again we call an edge e = (x, y) d-good, if the 
d-neighbourhoods of x and y in G - e are disjoint. 
Lemma 13. Let d, 1 > 0, n > 212di2, and let B,,. ,B, be relations over { 1,. . . ,n} 
such that the {Bl,. . . , B,)-degree of every vertex is at most 1 - 2. Then there is un 
edge relation E on { 1,. . . , n} such that ({l,...,n},E) is a cycle and E contains at 
least n/212d+2 - 1 edges which are d-good in G = ({ 1,. . , n}, E, BI, . . . , B,) and have 
pairwise disjoint {E, B,, . . . , B,)-d-neighbourhoods. 
3 We “waste” the numbers I,. , d to make the numbering easier. 
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Fig. 5. The resulting graph in the case n = 24,d = 2. el and e3 are 2-good edges. 
Proof. First, observe that, if the E-degree of every vertex is at most 2, then the 
maximum {E,Bl, . ,B,}-degree is 2. Hence, the number of vertices that have 
(E,Bl,..., B,)-distance at most d from a fixed vertex u is less than Id+‘. 
Again we define paths pi and concatenate them to a cycle. Let ~1,. . . , pi-1 be 
already constructed. Let Ui be a vertex that has {Bl,. . . ,B,}-distance more than d 
from every vertex in the paths ~1,. . . , pi-l. Such a ui exists as long as the paths 
~1,. . . , pi-1 contain together less than n/Id+’ vertices. 
Let pi consist of ri followed by all vertices with {Bl, . . , B,}-distance 1 from vi, 
followed by all vertices with {B,, . . . , B,}-distance 2 from vi and so on up to all 
vertices with {Bt, . . . , B,}-distance d from Ui. Hence pi contains at most Id+’ vertices 
and all vertices which have {BI, . . . , B,}-distance at most d from Ui are included in 
Pi. 
We note that, unlike in the case of a single successor relation, here the paths pi are, 
in general, of different size. 
Again we construct E by concatenating p1, ~2, p3, ~4,. . . , adding all remaining ver- 
tices (i.e. those that are not contained in any pi) at the end of the path and closing 
the cycle by connecting the first and the last vertex. 
For every odd number i we set ei := ( ol, Vi+] ). As in Lemma 12, for every odd 
i, Vi has {E, B1, . . . , B,}-distance more than 2d from Ui+t in G - ei. Furthermore, by 
construction the {E, B1, . . . , B,}-d-neighbourhoods of vi and Uj are disjoint for different 
odd numbers i and j. As each single pi contains at most Id+’ vertices and all pi contain 
together at least nlld” vertices, the above construction will yield at least n/212d+2 - 1 
good edges. Cl 
From this construction, which does not depend on the Extension Theorem, one could 
conclude the result of [9] without any probabilistic arguments. 
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Now we are ready to prove the main result of this section. 
Theorem 14. Let f be a function, flailing f(n) = n @‘). Connectivity is r2ot expres- 
sible in MonNP even irr the presence of built-id re~otions qf degree at most ,f(n). 
Proof. We make use of the Ajtai-Fagin game. Let k be a fixed number of rounds 
and c the number of colours of the Ajtai-Fagin game. Let y1 be chosen large enough 
with respect to k, c, and the number and the arities of the built-in relations. Let 
Br,. . . , B, be relations of degree at most f(n). Let G be a graph constructed as in 
the proof of Lemma 13 with d := Zk and 1 := f(n) i- 2. As G is a cycle it is 
connected. 
Let G be coloured by Spoiler with colours AI,. . . ,A,. By distance, in this proof, we 
always mean the (E,Bl, . . . ,B,)-distance. The outline of the proof is as follows: 
(a) We show that there are distinct odd numbers i and j such that Duplicator has a 
distance respecting winning strategy on pi and pj and on pi+1 and p,+t. 
(b) We construct G’ from G by deleting the edges (vi, t’i+r ) and (vi, vi.+ 1) and 
inserting new edges (Vi, Uj+r) and (Vi, vi+]). G’ consists of two cycles and is therefore 
disconnected. 
(c) By applying the Weak Extension Theorem we show that Duplicator has a winning 
strategy in the k-round Ehrenfeucht game on G and G’. 
Let &i(X) be the distance of vertex x E pi from ui. Recall from Section 2 
that (pi, St) is the structure consisting of the vertices of pi together with the edge 
relation given by pi and d + 1 unary relations encoding the (0,. . . , d}-valued 
function fii. 
Let ..Y be such that there are at most ,4” different k-types ‘E~,~‘)(x) (cf. Lemma 6). 
Now let n be chosen such that n > 2(X2 + Z)(f(n) + 2)*f2”+‘). This is possible 
because f(~r) = II“(‘) and ..V” does not depend on n. By the proof of Lemma 13 there 
are at least ~4”’ + 1 edges ci that are 2k-good in G and whose 2k-neighbourhoods are 
pairwise disjoint._ It follows that there exist distinct odd numbers i and j such that 
~~,“I)~~,~) = ~~,~~)(~j) and ~~~l,~~+i)(~~j+, ) = rj”“‘.“‘“‘(tij+1). Therefore i and j fulfill 
(a). Hence Duplicator has a distance respecting k-round winning strategy on pi and 
pj on one hand and on pi+, and pj+r on the other hand. Because all these paths are 
pairwise disjoint, their winning strategies can be combined to winning strategies on the 
two graphs consisting of pi, (Vi, uj+ I), pi+ 1 and pi, (Uj, vi+ I), pi+ 1, 
Let 6’ be defined as in (b) above, by deleting the edges (IQ, ui+t ) and (Uj, Uj+t ) and 
inserting new edges (tli, ~5~1) and (Uj, ni+t ), Hr be the set of vertices { t’i, nj, Vi-i-t, z;i+t } 
and Hi be the respective set of vertices of G’. We have to show that conditions (i) 
and (ii) of Theorem 11 are fulfilled. But ( 1) was already shown above, and (ii) 
follows immediately from the construction. Hence, the statement now follows from 
Theorem 11. q 
The graph G in the proof of Theorem 14 is Hamiltonian and consists of a single 
cycle in contrast to G’. Therefore we can conclude the following corollary. 
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Corollary 15. Let f be a function, fulJilling f(n) = no(‘). Neither the class of Hamil- 
tonian graphs nor the class of graphs that consist of a single cycle are in MonNP 
even in the presence of built-in relations of degree at most f(n). 
5. Graph connectivity and linear order 
In this section we are going to prove that Graph Connectivity cannot be expressed 
in MonNP even in the presence of a built-in linear order. 
In the proof of Theorem 17 below we use a result of Coppersmith [4] about permu- 
tation groups. It says that, whenever the size of a group of permutations over { 1,. . . , n} 
exceeds n!(6/ logn)” then it contains an element h such that the product of (123 . . . n) 
and h is not an n-cycle. 
Putting it another way 
Theorem 16. Let n be sufficiently large. Let g be an n-cycle and H a subgroup oj 
S, such that for every h E H the product gh is an n-cycle. Then 
For a proof see [4] or [17]. Coppersmith has also shown that under the same con- 
ditions as above, it always holds that IHI < n(1/2+o(1))n. 
Now we are going to prove the main result of this section. 
Theorem 17. Graph Connectivity cannot be expressed in MonNP even in the presence 
of a built-in linear order. 
Proof. We have to show that, for every k and c, Duplicator has a winning strategy in 
the Ajtai-Fagin (c, k)-game over the set of connected graphs on linearly ordered vertex 
sets. 
Let k, the number of rounds of the Ehrenfeucht game, and c, the number of colours, 
be fixed. We will use graphs that are closely related to sequences of permutations. For 
n > 0 and a sequence P = XI,...,~C~ of permutations over {l,...,n}, we define the 
undirected graph Gp in the following way. 
The vertices of GP are numbered Uij, i = 1,. ,I + 1, j = 1,. . . ,n and are ordered 
lexicographically. There is an edge between Uij and Uilj’ if 
(a) i’ = i + 1 and j’ = ni( j), or 
(b)i=l,i’=I+l,andj=j’. 
As an example let n = 4,711 = (124),rc2 = (243),n3 = (24). Gp is shown in Fig. 6. 
The following observation is essential for the entire construction. 
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Fig. 6. The graph of (124), (243),(24). 
Lemma 18. Gp is connected if and only if rc := nf=, TC, is an n-cycle. 
Proof. Obviously, every vertex Dii is connected by a path to some vertex ~11 of the 
first column. Hence Gp is connected, if and only if, there is a path from 1111 to every 
~1,. On the other hand, by the construction, there is a path from VI 1 to 011 if and only 
if rP( 1) = I or rrm(Z) = 1 for some m. From this the statement of the lemma follows 
immediately. 0 
We define a distance function 6 on Gp by setting 
S(Uij,Ui/jl) := min(li’ - iI, I + 1 - Ii’ - ii). 
Thus, the distance of two vertices is given by the distance of their respective columns. 
The idea of the proof is as follows: 
_ For some large n, Duplicator selects a graph G = Gp for some sequence 
P, consisting of many identical subsequences Ri, each containing all permu- 
tations over { 1,. . . , n}. Recall that the vertices Uij of G are ordered lexico- 
graphically; 
_ we show that, irrespective of how Spoiler colours G, in every subgraph corre- 
sponding to one of the Ri, there is one permutation that can be replaced by a 
lot of other permutations, such that every single replacement is undetectable in a 
k-round Ehrenfeucht game; 
- finally, we show that there exists a combination of such undetectable replacements 
in different Ri that results in a sequence P’ of permutations, such that 
(i) P’ does not multiply to an n-cycle, and 
(ii) the corresponding disconnected graph, G’ = Gpl cannot be distinguished 
from G in a k-round Ehrenfeucht game. 
Let ~1,. . . , on! be an enumeration of all permutations over { 1,. . . , n} and let 
p:= i”rq 
-I 
( >. i=l 
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2’ columns 2’ columns 
Fig. 8. The subgraph Llj. 
We write Qi as an abbreviation for the sequence 
(),...,(),~i,(),...,(), 
-- 
2” 2” 
where () denotes the identity permutation. Furthermore, we write R for the sequence 
P, QI, . . ., Qn!. Now let the sequence P consist of the n-cycle (123 . . . n) followed by 
n!2”! copies RI, R2,. . . of R. The structure of P is sketched in Fig. 7. 
As the product of the permutations of every Ri is the identity permutation, the 
product of all permutations of P equals (12. . n). Hence Gp is connected. 
Duplicator will choose G := Gp for some large enough n. We will write Ki for the 
subgraph of G corresponding to Ri, and Lij for the subgraph of Ki corresponding to 
Qj. Hence Lq looks like the graph shown in Fig. 8. 
Now let G be coloured by Spoiler with c colours. 
Goal 1. In every Ki, Duplicator can find a large set Ai of indices, such that he has 
a winning strategy on every pair Lij, Lij, for j, j’ E Ai. 
Every L;, consists of p(n) := n(2k + 2 + 2k) vertices. Let 6ij(x) be the distance of 
vertex x E Lij from the two innermost columns of Ltj. Let T(Lij) := (~f/f”(wI),..., 
CL, 45, ) 
‘k-1 (~~(~1)) be the vector of (k - l)-types of the vertices of Lij, ordered according 
to the vertex ordering of G. We know from Lemma 6 that the number JV of different 
(k - 1 )-types of vertices does not depend on n, but only on k, c and the size of the 
range of 6,, which is 2k + 1. At most M &) of the type vectors T(Lij) are different. 
AS there are n! subgraphs Lij of Ki, it follows, that for every i, there is a type vector, 
Ti, that occurs at least n!/MP(“) many times in Ki, We fix, for every i, such a type 
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vector 7’i. We denote by Ai the set of all j with T(Lij) = Ti. In particular it holds 
that \Ai( 3 n!/JlrJ’(“). Then any two subgraphs Lij,Lij/ with indices j,j’ in Ai only 
differ in their central permutation. AS T(Lij) = T(Liy ), all Lij are coloured identically. 
Moreover, from Lemma 5 it follows immediately that 
(#) if j,j’ E Ai, then Duplicator has a winning strategy on Lij and Lijj that respects 
6,i and 6,). 
Goal 2. The possible changes can be combined to disconnect Gp. 
Now we fix a ji E Ai for every i. We write R:(j) for the sequence of permutations 
that arises if we replace in Ri the permutation Oj, by aj. We denote the product of the 
permutations of Rj(j) with rtij. NOW let 
Xi := {rtij ) j E Ai}. 
That is, for every i, Xi is the set of those permutation products, that are obtainable by 
undetectable changes of Lij>. 4 Because there are only 2”! subsets of S, but P consists 
of n!2”! copies of R, there is a set Y 2 S,, of permutations that occurs at least n! times 
among the Xi. Recall that 1 Y\ = (Xi1 = (Ail bn!/MP(“) 
Let U be the group of permutations that is generated by Y. We have 
Because JV depends only on k and c, and p(n) is linear in n, we can choose n 
large enough, such that 
n! 6 * 
J”p(n) ’ n! logn H 
Then it follows from Theorem 16, that there is a g E U, such that (12. . . n)g is 
not an n-cycle. As U is generated by Y, it follows from standard finite group theory, 
that there exist an m B n! and yi,...,ym E Y, such that g = yi . ..y.,,. As Y occurs at 
least n! times among the Xi, there are indices il,. . . , i, and ji,. . . , j,,,, such that for all 
q6m 
- j4 E Aiy and 
- %,j, = Yq. 
NOW let G’ result from G by replacing Li’lj,q by Liyjq, for every q < m. Hence, the 
product of the permutations of G’ is (12. . . n)yl . . . y, = (12. . . n)g which is not an 
n-cycle. Hence G’ is not connected. 
Goal 3. Duplicator has a winning strategy in the k-round FO Ehrenfeucht game on 
G and G’. 
4That these changes are undetectable in the Ehrenfeucht game on the entire structures will be proved 
below. For the moment, we only know that L,, and Lzj are indistinguishable for every j E A,. 
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For every q, we write H4 for the set of vertices of the innermost two columns 
of Ly,,. In the same manner we define Hi. We show now, that G, HI,. . . ,H, and 
G’, H(, . . , Hi, fulfill conditions (i)-(iii) of the Extension Theorem. 
_ With distance functions 6,6’, defined as above, we have that 
- (i) follows2from (#) above’ 
N$(H,)nN”(H,)=8=N2k’(H~)nN$‘(H,!) fori#j; 
- (ii) follows by setting X(U) 1= z’ for every vertex v outside of the H4. 
It remains to show, that the conclusion of condition (iii) is fulfilled for the edge 
relation and the linear order. For the edge relation this follows from the fact that no 
two vertices X, y E G with 6(x, y) > 1 are connected (and the same holds in G’). The 
linear order also fulfills (iii), because (cf. Example 10) 
_ for every fixed outer vertex x and every j, either all vertices in Ne(Hj) are 
greater than x (and if so, the same holds for N,(Hi) and Z(X)), or they are all 
smaller (and again the same holds for N,(H,‘) and a(x)), and 
~ for different j and j’ either every vertex from Nc(Hj) is greater than every vertex 
from Ne(Hj,) (and if so, the same holds for N,(q:) and U(X)) or every vertex 
from Ne(H/) is smaller than every vertex from NJHjt) (and again the same 
holds for N&H,!) and x(x)). 
Hence we can apply the Extension Theorem (Theorem 8). 0 
The graph G in the proof of Theorem 17 is Hamiltonian and consists of a single 
cycle in contrast to G’. As in the previous section, from this fact we can conclude 
Corollary 19. Neither the class of Hamiltonian graphs nor the class of graphs that 
consist of a single cycle are in MonNP, even in the presence of a built-in linear order. 
6. Successor relation vs. linear order 
In this section we show that “Graph Connectivity is not in MonNP in the presence of 
a built-in linear order” is in some sense a stronger statement han “Graph Connectivity 
is not in MonNP in the presence of a built-in successor relation”. More precisely, we 
show 
Theorem 20. There is a graph property that can be expressed in MonNP in the 
presence of a built-in linear order, but not in the presence of a built-in successor 
relation. 
The property in question is “consists of a disjoint union of cliques of even size”. 
In the presence of a linear order one can express in MonNP that every clique has 
even size by simply colouring the vertices in every clique alternatingly with respect 
to the order and verifying that in every clique the smallest and the largest vertex get 
different colours. A successor relation, on the other hand, if distributed carefully over 
the whole graph does not help in testing whether a clique has even size or not. 
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Fig. 9. Part of a DUC-graph. Here s(b) = d, s(h) = f, s(e) = k and s(i) = m. 
We call graphs that consist of a disjoint union of cliques DUGgraphs. The class of 
all DUC-graphs in which every clique has even size is called EvenCliques. We first 
show 
Lemma 21. EvenCliques can be characterized in MonNP in the presence of a built-in 
linear order. 
Proof. There is an existential monadic second-order formula that expresses that 
- G is a clique graph - in fact this can be done by a first-order formula which 
states that the edge relation of G is an equivalence relation, 
_ there is a 2-colouring (say black and white) of the vertices of G, such that 
(i) in every clique the colours of the vertices alternate with respect to the 
built-in order, 
(ii) the smallest element of every clique is coloured white, 
(iii) the largest element of every clique is coloured black. 0 
Now we are going to prove that EvenCliques cannot be expressed in MonNP in the 
presence of a successor relation. Again we make use of the Ajtai-Fagin game. 
Given the number k of rounds and the number c of colours we will cons- 
truct a DUC-graph G consisting only of even-sized cliques such that, for every 
colouring of G that Spoiler may choose, Duplicator can construct and colour a graph 
G’, such that G’ contains cliques of odd size and is indistinguishable from G in k 
rounds. 
For the purpose of this section we need the following non-standard definitions for 
paths, distance and neighbourhoods in DUC-graphs with a successor relation s. We 
write again s(x) = y instead of s(x, y). To explain our definitions we will always refer 
to the example of a DUC-graph which is given in Fig. 9. 
Example 22. See Fig. 9. 
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Essentially we view a DUC-graph as a graph with two kinds of edges, namely graph 
edges and successor edges. We say that v and v’ are connected by a successor edge, 
if s(v) = L” or s(v’) = v. For the distance we count only the successor edges. We only 
consider paths where at least every other edge is a successor edge. More formally, if G 
is a DUC-graph and s is a successor relation on the vertices of G, we call a sequence 
vg = v, vi,. . . , VI = v’ a DUC-path from v to v’, if 
- for every i < 1 either 
(i) v, and vi+1 are in the same clique, or 
(ii) there is a successor edge between vi and vi+i; 
- for every i < 1 - 1 if v; and vi+1 are not connected by a successor edge, then 
vi+1 and vi+2 are connected by a successor edge; 
_ no vertex appears more than once in vg,vi,. . .,vj. 
The successor-length of a DUC-path is defined by the number of its successor edges. 
Hence in the graph of Fig. 9 the sequence a, b,d,f, h,g constitutes a DUC-path of 
successor-length 2. Accordingly we define the DUC-distance between v and v’ as the 
successor-length of a shortest DUC-path from v to v’, and Nd(v) as the set of all 
vertices whose DUC-distance from v is at most d. 
Given d > 0 we say that G is d-locally tree-like in v if for every vertex w E Nd(v) 
there is only one DUC-path of successor-length at most d from v to w. 
In a first step we show that, for fixed d and fixed clique size n, one can distribute 
the successor relation on a DUC-graph G, such that G is d-locally tree-like in all but 
a constant number of its vertices. It will turn out that such a successor relation is 
sufficiently distributed for our purposes. 
Lemma 23. For every d,n > 0 there is a constant e such that, ly G is a disjoint 
union of cliques of size n then there is a successor relation on G such that G is 
d-locally tree-like on all but at most e of its vertices. 
Proof. First we note that INzd(u)j < (2n)2df1. We set e := (2n)4d+2. In the following 
we always identify in a natural way an initial segment of a successor relation s of a 
graph G with the numbering it induces on a part of G and vice versa. We will write vi 
for the vertex with number i. We give an algorithm that numbers G vertex by vertex. 
In the first stage G stays d-locally tree-like in all of its vertices. In the second stage 
some of the vertices may lose this property. By Gi we denote the graph G with the 
successor relation s(v’, v2), . . . ,s(ui-‘, vi). 
The algorithm works as follows: 
- Choose an arbitrary vertex as v’. 
- Stage 1: 
LOOP 
After v’ ,..., vi are numbered, let A4i := V - ({VI,..., vi} U N24ai)). 
IF ML # 8 select vi+’ arbitrarily from Mi, 
OTHERWISE set is := i and go to Stage 2. 
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- Stage 2: 
Number the remaining vertices arbitrarily. 
First we show that Gj is d-locally tree-like for every i < io. Assume to the contrary 
that for some i < io the graph Gi is not d-locally tree-like in some vertex u. We choose 
i minimal with this property. Obviously i > 1. By definition there is a pair v, z” of 
vertices such that there are two DUC-paths of successor-length at most d from u to 
v’ in Gi. As i is chosen minimal, one of the two DUC-paths has to go through the 
successor edge (t”-‘,v’). This means that there is a DUC-path of successor-length at 
most 2d - 1 in Gi_l from uiPi to ri contrary to the choice of vi in the algorithm. As 
NM(u’ ) contains less than (2~) 2d+’ vertices, we have io >n - (2n)2df’. 
On the other hand, as every vertex is contained in the neighbourhood of less than 
(2n)Zdf’ other vertices, every vertex numbered in phase 2 can destroy the local tree 
property of only less than (2n)2d+’ other vertices. Altogether G loses its property of 
being d-local tree-like in at most (2n)4d+2 vertices. 0 
Let from now on k > 0, d := 2k, n an even number, and G be a disjoint union 
of cliques of size n together with a successor relation and a colouring with c colours. 
With f(u) we denote the colour of a vertex u. 
If G is d-locally tree-like in some vertex 2: then this is true for all the vertices of 
the clique C(u) that contains v. We then say that G is d-locally tree-like in C(c). 
For a fixed clique C, in which G is d-locally tree-like, we will define a modified 
k-type for vertices and cliques in Nd(C). Essentially, the modified k-type of C is the 
isomorphism type of the d-neighbourhood of C, where vertices of the same type in 
a clique are counted at most k times. The idea of this definition is that in k rounds 
Spoiler cannot make use of the fact that there are, say, more vertices of a given 
kind in G than in G’, as long as there are at least k vertices of this kind in both 
graphs. It will hold that, if two vertices have the same modified k-type then they have 
the same k-type, in the sense of Subsection 2.3, in their respective neighbourhoods. 
We note that this definition is similar to the definition of (d,q)-colour of Ajtai and 
Fagin [2], which is, in a modified form, used in the method of Arora and Fagin 
[31. 
We write {. . .}I for multisets that count every element at most i times. For example 
{ 1,2,3,3,3}2 = { 1,2,3,3}2. We define the modified k-type p:(v) for vertices and 
&(C’) for cliques of Nd(C) inductively as follows. 
- For every clique C’ in Nd(C) we set &(C’) := {p:(u) 1 u E C’}k; 
_ If w has DUC-distance d from C then p:(w) := f(w), the colour of w; 
- If w has DUC-distance d’ < d from C and is not connected (via a successor 
edge) to a vertex of DUC-distance d’ - 1 then ,uF(w) := (f(w), &‘(C,), ,$(C,)), 
where C, and C, are the cliques that contain the successor and the predecessor 
of w respectively; 
- If w has DUC-distance d’ < d from C and its successor has DUC-distance d’- 1 
then p:(w) := (f(w), 0, &(C,)), with C, as before; 
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- If w has DUC-distance d’ < d from C and its predecessor has DUC-distance 
d’ - 1 then p:(w) := (f(w),&(C,),O), with C, as before. 
We note that the definition of the type of a vertex of DUC-distance d’ only refers to 
the type of cliques with DUC-distance d’ + 1. On the other hand the type of a clique 
is defined by the types of its vertices. As the type of vertices with DUC-distance d 
is defined explicitly, p:(u) and &( C’) are well-defined for every vertex u and every 
clique C’ in Nd(C). We note also that, by definition, if &(v) = &(u’), then u and v’ 
have the same DUC-distance from C. 
Just as for the game types defined in Subsection 2.3, the number of modified k-types 
is independent of the size of the graph. 
Lemma 24. For every jixed k and number c of colours there are only jinitely many 
direrent modijied k-types. 
For every w E Nd( C) there is a vertex v in C and a unique DUC-path v, ~1,. . , VI = w 
from v to w of successor-length at most d, such that either 1 = 0 (if w E C) or vi 6 C. 
We call this DUC-path the descent path of w w. r. t. C, its vertices the ancestors of w 
W.Y. t. C and v the forefather of w W.Y. t. C. We say v is a descendant of w w.r.t. C 
if w is an ancestor of v w.r.t. C. 
Hence in Example 22, if we take C as the clique containing a, b,c, vertex b is the 
forefather of k w.r.t. C, and b, d, e are its ancestors w.r.t. C. On the other hand, h, m, o 
are descendants of f w.r.t. C. 
In the following we will often omit “w.r.t. c”. 
In Lemma 26 below we show that if two cliques have the same modified k-type 
then Duplicator has a local winning strategy. In the proof we will make use of the 
following lemma. 
Lemma 25. Let G be d-locally tree-like in C and G’ be d-locally tree-like in C’. 
Let v E Nd(C) and v’ E Nd(C’). rf ,u~(v) = &‘(v’) and w E Nd(C) is a descendant 
of v W.Y. t. C then there is a descendant w’ E Nd(C’) of v’ w.r. t. C’ such that 
there is an isomorphism 1 jrom the DUC-path p from v to w to the DUC-path 
p’ from v’ to w’ such that u:(x) = &‘(p(x)) for every x in p. Especially 
P:(w) = &‘(w’). 
Proof. The proof is by induction on the length of p. If the length of p is 0 then 
v = w, hence w’ := v’ has the desired property. 
Let the statement be true for all DUC-paths of length less than a < d and let v, v’ 
and w be as in the statement such that the length of the DUC-path p from v to w 
is a. Let x be the ancestor of w. By induction there is an x’ E Nd(C) such that the 
DUC-path from v to x is isomorphic to the DUC-path from v’ to x’. Especially p:(x) = 
&‘(x’). By definition of the modified k-type x’ has a descendent w’ that is connected 
to x’ by the same kind of successor edge as w to x and fulfills p:(w) = &‘(w’). 
0 
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Lemma 26. Let k,d > 0. Let G, G’ be DUC-graphs with successor relations and 
colourings. If G is d-locally tree-like in C, G’ is d-locally tree-like in C’ and p:(C) = 
$‘(C’), then Duplicator has a winning strategy in the k-round Ehrenfeucht game on 
Nd(C) and Nd(C’). 
Proof. We show by induction on j d k that Duplicator can play k rounds of an Ehren- 
feucht game in such a way that after round j the subgraphs Sj and Si of Nd(V) and 
Nd(v’), induced by all the Xi E Nd(V) and xj E Nd(z”) chosen so far and their ancestors, 
are isomorphic under an isomorphism tl that fulfills 
_ x(Xi) = xj for every i and 
._ &(w) = ,/&‘(a(W)) for every W E Sj. 
The statement of the lemma then follows. 
For j = 0 there is nothing to show. 
For j > 0 let c1 be the isomorphism which maps S’_1 to SJ_, . W.1.o.g. let Spoiler 
have chosen a vertex Uj E Nd(C). We distinguish two cases. 
(1) Vj E Sj_1. 
Duplicator simply chooses a(vj). 
(2) Uj $i Sj_1. 
Again we distinguish two cases 
(a) No one of the ancestors of vj is in Sj_1. 
Let v E C be the forefather of Uj and ,LL := &(v). By induction hypothesis 
the number of vertices in C n S’_l of type p equals the number of vertices 
in c’ns(_, of type p. As the number of vertices of type p in C and in C’ 
are equal or at least k, there is a vertex v’ E C’ of type p with v’ # Sj_, . By 
Lemma 25 there is a vertex w’ in G’ such that the DUC-path from v’ to w’ 
is disjoint from SJI_l and isomorphic to the DUC-path from v to w. Hence 
Duplicator can choose vj := w’. 
(b) One of the ancestors of rj is in &I. 
Let v be the forefather of vj, let v = ~0,. . . , uj,. . . , u, = v, be the path from 
v to vi and let I be maximal with ul E Sj-1. By induction we have &(u/) = 
&‘(a(~~)). By a similar argument as in (a) there is a vertex v’ E G’ such 
that v’ $ Sj-1, r(ul) is the immediate ancestor of v’, and &(ul+t) = /$(v’). 
Again by Lemma 25 there is a vertex w’ such that pF(Vj) = pE’(w’) and the 
paths from u/+1 to Uj and from v’ to w’ are isomorphic. Duplicator chooses 
v; := w’. 0 
Now we are ready to show the main result of this section. 
Theorem 27. EvenCliques cannot be characterized in MonNP in the presence of a 
built-in successor relation. 
Proof. Let k > 0,c > 0,d := 2k. We make use of the Ajtai-Fagin game. Let G 
be a disjoint union of N cliques of even size n with a successor relation according 
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to Lemma 23, where n and N are chosen large enough such that for every colouring 
of G 
_ in every clique C at least one modified k-type &(v) appears more than k times, 
and 
_ there exist two cliques Cl and Cl such that 
(i) G is d-locally tree-like in the vertices of Ci and Cl, 
(ii) the distance of Ct and Cz is more than 2d, and 
(iii) &‘(Ci) = pF(C2). 
Let G be coloured by Spoiler with c colours. Let Ci and C2 be cliques of G 
as above, and u be a vertex of Ci such that & (u) appears more than k times 
in Cl. By deleting u in Ci and inserting u in C, we neither change p: (Cl ) nor 
@(C2 ). 
Let G’ be the graph that results from deleting u in Ci and inserting u in C2. With 
Ci and Ci we denote the cliques that emerge in G’ from Ci and C2. G’ contains 
two cliques of odd size and is therefore not in EvenCliques. We are going to apply 
the Weak Extension Theorem (Theorem 11) to show that Duplicator has a k-round 
winning strategy on G and G’. 
We set H := Cl U C2 and H’ := Cl U Ci. 
As &‘(Ci) = $(CI) and &‘(CZ) = ,$(Ci) condition (i) follows from Lemma 
26. Condition (ii) is fulfilled as outside H and H’ the graphs are identical. 
Hence it follows from the Weak Extension Theorem (Theorem 11) that Duplicator 
has a winning strategy in the k-round Ehrenfeucht game on G and G’. 0 
Remark 28. It is worth to note that in other contexts the power of built-in linear orders 
need not to be stronger than the power of built-in successor relations. 
- For general monadic second-order formulas the presence of a built-in successor 
relation gives the same power as the presence of a built-in linear order. 
- Also, it follows from work of Grandjean [ 111, that for existential second-order 
formulas with quantification over unary functions, a built-in successor relation is 
as powerful as a built-in linear order. 
_ For first-order formulas it seems to be an open problem whether a successor 
relation helps as much as a linear order when given as a built-in relation. 
7. Discussion 
There exist also upper bounds on the difficulty of Graph Connectivity. Grandjean 
showed 
Theorem 29 (Grandjean [12]). Graph Connectivity is expressible by an existential 
second-order formula, where the second-order part is restricted to unary relations 
and unary functions. 
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If we allow a semantical restriction of quantifiers in the sense of [13] we get the 
following: 
Theorem 30. Graph Co~~ect~~it~? is e~~pressi~~e by a for?nula 3.~9, Moliere 40 is jirst- 
order and the quantification of s is restricted to successor elations. 
This is an immediate consequence of the following result of Sekanina. Let G3 denote 
the graph in which (X,JJ) is an edge, just in case d&x, y) < 3. 
Proposition 31 ([ 161). A graph G is connected if and only zy G3 contains a Hamil- 
tonian cycle. 
Maybe the time is ripe to pass to questions about the expressive power of Cl - 
formulas which are allowed to quantify over binary relations. For instance, it would be 
interesting to find a natural graph property P and a non-trivial semantical restriction R 
of binary relations for which one can prove that P is not expressible by Cf -formulas in 
which second-order quantification is only allowed over a single binary relation of type 
R. Plausible candidates might be to show that Graph Connectivity is not expressible by 
existential quantification over permutations (i.e. bijective unary functions), or to show 
that acyclicity of directed graphs is not expressible by existential quanti~~ation over 
successor relations. 
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