Yes. We analyze the economic benefit of Treasury Inflation Protected Securities (TIPS) issuance by estimating the inflation risk premium that penalizes nominal Treasuries visa-vis TIPS and the cost derived from TIPS liquidity disadvantage. To account for the latter, we introduce a novel model-independent range for the liquidity premium in TIPS exploiting additional information from inflation swaps. We also adjust our model estimates for finite-sample bias. The resulting measure provides a lower bound to the benefit of TIPS, which is positive on average. Thus, our analysis suggests that the Treasury could save billions of dollars by significantly expanding its TIPS program.
Introduction
In light of the large deficits in recent years and the budgetary outlook for the years ahead, the question of how the U.S. government should finance its debt has become a pressing issue.
Such a challenging fiscal environment highlights the importance of minimizing the cost of debt in order to reduce future tax burdens and the related economic inefficiencies. Historically, the U.S. government financed its deficits by issuing regular Treasury securities that pay fixed coupons and a fixed nominal amount at maturity. However, in 1997 the Treasury began issuing an alternative set of securities known as Treasury Inflation Protected Securities (TIPS) that deliver a real payoff because their principal and coupon payments are adjusted for inflation. 1
Since its inception, the market for TIPS has grown steadily and, as of the end of 2010, it represented 7.0 percent of the total market for tradeable U.S. Treasury securities. 2
The policy question we address in this paper is straightforward: does the U.S. Treasury benefit from issuing TIPS instead of regular nominal Treasury securities and, if so, to what extent? The most direct benefit of issuing TIPS is that the government can avoid paying the premium on inflation uncertainty that investors demand in return for the risk of inflation exceeding its expected path. This inflation risk premium tends to push nominal Treasury yields up relative to TIPS yields, but estimating its level can be complicated due to the fact that the market for TIPS is smaller and less liquid than the market for Treasuries. As a result, bond investors require a liquidity premium to compensate them for the greater frictions to trade they might encounter from trading a less liquid asset during times of market uncertainty. In order to assess the economic benefit of issuing TIPS, we need to quantify this tradeoff between the advantage of the inflation risk premium and the disadvantage of the liquidity premium.
We determine the inflation risk premium using the dynamic term structure model of nominal and real Treasury yields developed in Christensen, Lopez, and Rudebusch (2012, henceforth referred to as the CLR model). This model allows us to decompose the difference between the two yield curves-also known as breakeven inflation (BEI)-into two components: bond investors' expected inflation and the associated inflation risk premium. The model we use is a slightly restricted version of the canonical affine term structure models classified by Dai and Singleton (2000) and is a well established approach within the empirical term structure literature to extracting risk premiums from yield curve data. 3
1 The Treasury uses the change in the headline Consumer Price Index (CPI) from the time when a series was issued to account for inflation compensation.
2 According to the Bureau of the Public Debt, the total outstanding notional of TIPS was $616 billion as of the end of December 2010, which should be compared to $8,863 billion in total marketable Treasury securities. The data is available at: www.TreasuryDirect.gov 3 We provide the basic model details in the paper, but those interested in a more thorough description should refer to CLR and the related paper by Christensen, Lopez, and Rudebusch (2010) .
In order to account for the TIPS liquidity premium, we use a novel approach that exploits additional information in the market for inflation swaps. Instead of attempting to estimate the liquidity premium directly, we apply a series of no-arbitrage assumptions about the pricing of TIPS and inflation swaps relative to nominal Treasury bonds. The result is a model-independent range that allows for any assumption about the size of the TIPS liquidity premium that does not violate the joint pricing information in regular Treasuries, TIPS, and inflation swaps. The fundamental observation underlying our range is that, in a world without frictions to trade, BEI should equal the inflation swap rate. However, in reality, the observed BEI and inflation swap rates are not the same. We attribute the difference between the two to non-negative liquidity premiums in both the TIPS and inflation swap markets that reflect the distance these markets are from the ideal frictionless outcome. 4 In support of our approach, we find that our measure of the sum of TIPS and inflation swap liquidity premiums is highly correlated not only with existing estimates of TIPS liquidity premiums, but also with measures of liquidity premiums in other fixed-income markets.
This model-independent range allows us to correct TIPS yields for any admissible assumption about the level of TIPS liquidity premiums prior to model estimation. We use the CLR model to obtain estimates of the inflation risk premium at both extremes of the range. At the lower extreme TIPS yields contain no liquidity premiums and at the upper they contain the maximum. This produces a range of inflation risk premium estimates that maps one-to-one to any admissible assumption about the level of TIPS liquidity premiums. We also account for the finite-sample bias that occurs in the estimates of the model factor dynamics that drive the BEI decomposition. 5 We combine our inflation risk and liquidity premium analysis to construct a measure that provides a quantitative lower bound to the economic benefit of TIPS issuance. In order to construct our measure, we first take the minimum of the estimated range of inflation risk premiums for each observation date and at each maturity. We then deduct the corresponding maximally admissible TIPS liquidity premium. 6 We refer to the resulting measure as the minimum liquidity-adjusted inflation risk premium. The average of our measure is positive over our sample with means of 5.5 and 10.5 basis points at the five-and ten-year maturity, 4 Note that, due to collateral posting, the credit risk in inflation swap contracts is negligible and can be neglected for pricing purposes. Also, we assume the default risk of the U.S. government to be negligible, which is warranted for our sample that ends in 2010 well before the downgrade of U.S. Treasury debt in August 2011. However, even for this later period, any significant credit risk premium is not likely to bias an analysis like ours as it would affect regular Treasury and TIPS yields in the same way, leaving BEI effectively unchanged.
5 Bauer, Rudebusch, and Wu (2012) provide a complete discussion of the finite-sample bias in empirical affine Gaussian term structure models. Our bias correction represents an adaptation of their approach to non-Gaussian models. 6 We also adjust the result for the fact that the U.S. Treasury issues regular Treasury securities at low, so-called on-the-run Treasury yields, which differ from the seasoned, or so-called off-the-run, Treasury yields we use in model estimation.
respectively. 7 This suggests that the inflation risk premium has more than outweighed the liquidity disadvantage of TIPS on net and that the U.S. Treasury has benefitted from its TIPS program during our sample period.
To put the cost difference into perspective, we calculate the savings to the Treasury of dedicating a larger portion of its debt portfolio to TIPS instead of nominal Treasuries using our ten-year minimum liquidity-adjusted inflation risk premium. We find that over the next ten years at current debt levels the Treasury would save over $24.6 billion if the proportion of TIPS in its portfolio were increased from the current seven percent to one third. More realistically, if the debt continues to grow at the rate it has for the past ten years, restructuring the Treasury's portfolio to contain one third in TIPS would save $50.7 billion over ten years.
Given the conservative nature of our measure and the fact that increasing the volume of TIPS would likely reduce their liquidity disadvantage and further increase the net premium investors are willing to forgo for inflation protection, the actual savings could prove to be substantively higher.
The rest of the paper proceeds as follows. Section 2 briefly describes the minimum liquidity-adjusted inflation risk premium and presents our results of assessing the benefit of TIPS issuance to the U.S. government. Section 3 describes the theory construction of the admissible range for the liquidity premium in TIPS yields, while Section 4 introduces the CLR model and our estimation of the inflation risk premium penalty of regular Treasuries.
Section 5 concludes the paper. Appendices contain additional technical details.
The Benefit of TIPS Issuance to the U.S. Treasury
In this section, we summarize the result of our analysis of the benefit of TIPS issuance to the U.S. Treasury, while subsequent sections describe the various components that went into generating the result.
To assess the benefit to the U.S. Treasury of issuing TIPS, we calculate the most conservative estimate possible of a liquidity-adjusted inflation risk premium based on our biascorrected model estimation results. To construct this measure for a given maturity, we first take the minimum for each observation date of the range of inflation risk premium estimates produced by the CLR model while allowing for any admissible TIPS yield liquidity correction.
Second, we deduct the top of our range of admissible TIPS liquidity premiums. A positive difference at this point implies that even the smallest inflation risk premium estimate produced by the CLR model is larger than the largest feasible TIPS liquidity penalty, independent of any assumption about the specific level of the TIPS liquidity premium. We also make a final adjustment for the liquidity differential between the seasoned Treasury yields we use in the 7 Most TIPS issuance takes place at the five-and ten-year maturities. Illustration of the five-and ten-year minimum liquidity-adjusted inflation risk premiums based on the CLR model. model estimation and the lower yields of newly issued Treasuries. In order to correct for this effect, we deduct the spread between off-the-run and on-the-run Treasury yields of the same maturity from the difference above to produce our final measure that we refer to as the minimum liquidity-adjusted inflation risk premium shown in Figure 1 .
While this liquidity-adjusted measure of the smallest possible inflation risk premium is the most conservative estimate of the cost advantage of TIPS we can generate using the CLR model, it is still positive for 49.2 and 58.9 percent of the sample at the five-and ten-year maturities, respectively. The respective mean values are 5.5 and 10.5 basis points, while the respective maxima are 93.3 and 93.1 basis points. 8 Taken with the fact that, as we will argue later, the TIPS liquidity premium is likely in the lower half of the admissible range, far below the value assumed in the calculation of our measure, the actual benefit of TIPS is most likely higher than the estimate we provide. We believe this is a strong indication that the U.S.
Treasury has benefitted from issuing TIPS for extended periods during this six-year sample.
As an alternative way of illustrating the benefits of TIPS, we attempt to put the cost savings of TIPS into dollar terms. This requires assumptions about both the amount of Treasury debt and its composition. Here, we limit the exercise to two simple calculations to 8 For robustness, we repeated the analysis using the Gaussian model of nominal and real yields introduced in Christensen et al. (2010) and obtained similar results. These are available upon request.
exemplify the potential savings. The first scenario we consider is that the total amount of tradeable Treasury securities remains constant over the next ten years at their level as of the end of 2010 ($8,863 billion) and that the proportion of TIPS is increased from the current seven percent to one third. 9 Using the average of our ten-year minimum liquidity-adjusted inflation risk premium as the cost saving rate, we find that the Treasury would save $24.6 billion over the next ten years. Another scenario is the somewhat more realistic assumption that the Treasury debt will continue to grow at the rate it has for the past ten years. If we assume the Treasury restructures its portfolio to contain one third in TIPS, it would lead to a cost reduction of the order of $50.7 billion dollars over ten years. 10 It is also important to note that these are likely not to be exaggerated numbers. We first point to the conservative nature of our measure that imposes the maximally admissible liquidity penalty on TIPS. Second, the development of the TIPS market and its liquidity since its inception in 1997 suggests that increasing the TIPS issuance volume as implied by the envisioned policy change above would likely reduce their liquidity costs. As a result, TIPS would become even more attractive to investors and the cost reductions would be even larger.
However, we emphasize that this is a narrow cost-benefit analysis of the tradeoff on any given day between issuing a nominal or a real bond based on bond investors' outlook for inflation and their associated premium for being exposed to that risk. Other considerations such as the overall composition of the Treasury's liabilities or differences between the Treasury's inflation outlook and that of market participants might lead to a different conclusion, 11 but such aspects are outside the scope of this paper.
The remainder of the paper is devoted to detailing the components that went into achieving the result above. In Section 3, we describe our model-independent measure of the liquidity disadvantage of TIPS, while Section 4 describes our usage of the CLR model to generate estimates of the inflation risk premium penalty of nominal Treasuries.
Measuring the Liquidity Premium in TIPS Yields
The existence of TIPS liquidity premiums is well documented. Fleming and Krishnan (2012) report that the market characteristics of TIPS trading indicate smaller trading volume, longer turn around time, and wider bid-ask spreads than is normally observed in the nominal Treasury bond market (see also Campbell, Shiller, and Viceira 2009 , Dudley, Roush, Steinberg Ezer 2009 , Gürkaynak, Sack, and Wright 2010 , Sack and Elsasser 2004 . However, the degree 9 We choose this ratio because it is close to the ratio of real to total government debt that the U.K currently issues 10 This assumes the amount of marketable Treasuries continues to grow for ten years at the average rate of 13.1 percent, the yearly rate it has averaged from 2001 through 2011. Additionally, the cost comparison assumes a constant ratio of TIPS of one third versus seven percent.
11 We thank Ib Hansen for pointing out this distinction.
to which they bias TIPS yields remains a topic of debate because attempts to estimate the insight into the level of the premium, but for the purpose of our cost-benefit analysis, the range we provide is ideal since it is model-independent. The following sections introduce the theory, data, and characteristics of the range we use to account for the TIPS liquidity disadvantage in our assessment.
The Maximum Range for the Liquidity Correction of TIPS Yields
To begin, we first detail our theoretical thinking and the information set that underlie it.
We observe a set of nominal and real Treasury zero-coupon bond yields, which we denote y N t (τ ) and y R t (τ ), respectively, where τ is the number of years to maturity. Also, we observe a corresponding set of zero-coupon rates on inflation swap contracts denoted IS t (τ ). Due to microstructure frictions, such as bid-ask spreads and discrete-time trading in discrete denominations, these rates differ from the unobserved values that would prevail in a frictionless world without any obstacles to continuous trading, which we denote y N t (τ ), y R t (τ ), and IS t (τ ), respectively. Assuming investors are forward looking and utility-maximizing, there should be no arbitrages in such a world and the resulting asset prices should only reflect the underlying Implicit in the usage of the word "premium" (or penalty) is the notion that a clean, unobserved price would prevail if only some, not necessarily well-identified, market microstructure frictions did not bias the prices actually observed. We define the absolute liquidity premium as the price difference between the observed and the unobservable "frictionless" market outcome of a given asset. As is common in the literature, we only seek to identify the relative liquidity premium between two comparable assets since it is extremely difficult to identify the unobservable frictionless price of an asset directly. In this sense the liquidity premiums we derive represent the total cost of all frictions to trade (wider bid-ask spreads, lower trading volume, etc.) of the less liquid asset beyond those of the more liquid asset against which it is being compared.
Three Fundamental Assumptions
In order to derive the bound for the admissible range of liquidity premiums in TIPS yields, we introduce three fundamental assumptions:
(i ). The nominal Treasury yields we observe are very close to the unobservable nominal yields that would prevail in a frictionless world. Thus, we assume y N t (τ ) = y N t (τ ) for all t and all relevant τ . Even if not exactly true (say, for example, during the financial crisis of 2008 and 2009), this is not critical to the analysis as the story is ultimately about the relative liquidity between securities that pay nominal and real yields.
(ii ). TIPS are no more liquid than nominal Treasury bonds. As a consequence, the TIPS yields we observe contain a time-varying liquidity premium denoted δ R t (τ ), which generates a wedge between the observed TIPS yields and its frictionless counterpart given by y R t (τ ) = y R t (τ ) + δ R t (τ ) with δ R t (τ ) ≥ 0 for all t and all relevant τ .
(iii ). Inflation swaps are no more liquid than nominal Treasury bonds. As a consequence, observed inflation swap rates can also be different from their frictionless counterpart with the difference given by IS t (τ ) = IS t (τ ) + δ IS t (τ ) and δ IS t (τ ) ≥ 0 for all t and all relevant τ .
Provided the above assumptions are valid, there exists an upper bound to the unobservable liquidity premium in TIPS yields tied to the difference between observed inflation swap and BEI rates, which we define as
(1)
In a world without any frictions to trade, arbitrageurs would chisel away any difference between the inflation swap rate and breakeven inflation. Thus, the frictionless inflation swap rate must equal the frictionless breakeven inflation rate such that IS t (τ ) = y N t (τ ) − y R t (τ ) for all t and all τ . 13 By implication, the difference ∆ t (τ ) is a measure of how far the observed market rates are from the frictionless outcome. Using our three assumptions the difference can be re-written as
This shows that, under our assumptions, the difference between the observed inflation swap and breakeven inflation rates is non-negative and equal to the sum of the liquidity premium in TIPS and the liquidity premium in inflation swaps. Since we assume the liquidity premiums to be non-negative, the difference provides a bound on the TIPS liquidity premium:
At the lower bound, observed TIPS prices contain no liquidity premium because the deviation from the frictionless market outcome is entirely attributable to liquidity premiums in the observed inflation swap rate. In terms of the notation introduced above, δ R t (τ ) = 0 and δ IS t (τ ) = ∆ t (τ ), implying that the observed TIPS yields are equal to the frictionless real yields, y R t (τ ) = y R t (τ ). This extreme represents the assumption implicit in papers like Adrian and Wu (2010) and CLR where TIPS yields are taken at face value without any correction for liquidity.
Conversely, at the upper bound, TIPS are priced with the maximum liquidity premium while inflation swap rates carry none. In this case, δ R t (τ ) = ∆ t (τ ) and δ IS t (τ ) = 0, meaning the observed inflation swap rates reflect the frictionless breakeven rates, IS t (τ ) = IS t (τ ),
. Thus, the corrected frictionless TIPS yields are the observed nominal yields less the observed inflation swap rates.
This assumption is implicit in the analysis performed by FLL as all opportunities for arbitrage documented in that paper are assigned to the market for TIPS rather than the market for inflation swaps. Finally, it should be noted that the continuum in between the two extremes gives all admissible combinations of δ R t (τ ) and δ IS t (τ ).
The Liquidity Premium in Inflation Swap Rates
We believe our first two assumptions are uncontroversial because the market for nominal U.S.
Treasury bonds is one of the most liquid fixed-income markets. In comparison, TIPS are
13 In a frictionless world, to buy one nominal zero-coupon bond at t that yields y N t (τ ) produces the same cash flow as buying one real zero-coupon bond that yields y R t (τ ) and going short, at zero cost, a τ -year inflation swap contract with a fixed rate of ISt(τ ). Illustration of the cash flows involved in the investment strategy that hedges a short position in an inflation swap. It involves: 1) The inflation swap position itself. 2) A long asset swap position in the τ -year zero-coupon TIPS. 3) A short asset swap position in the τ -year zero-coupon Treasury bond.
widely considered to be less liquid. However, the assumption that the observed inflation swap rates are above their ideal frictionless rate is less obvious and merits elaboration.
The mechanics of hedging activity in the inflation swap market, as described in Campbell et al. (2009), suggest that the observed inflation swap rate should be marked up from the unobserved frictionless rate due to the financing and transaction costs of replicating cash flows in related asset swap markets. In practice, there are two strategies for generating the CPI-linked floating cash flows in the inflation swap contract. The first is to buy the TIPS with the desired maturity. This requires funding and implies receiving cash flows on all coupon dates of that security, which investors may not find to be desirable. The alternative is to enter into a zero-coupon inflation swap of the desired maturity. There are no funding costs in a zero-coupon inflation swap as its value is zero at inception. As a consequence, investors should be willing to pay an extra premium to avoid such funding costs, which explains why the inflation swap rate can be above BEI in equilibrium. However, the size of the inflation swap rate markup is primarily determined from the supply side. The counter party to the inflation swap (typically a hedge fund or investment bank) generates CPI-linked cash flows by going long in TIPS and short in nominal Treasury bonds through the asset swap market.
Thus, the markup represents the compensation the counter party requires for assuming the liquidity risk of multiple transactions on the backside of the contract.
This hedging activity creates a connection between our range for the TIPS liquidity premiums and asset swap rates. In an asset swap, the party long the contract pays LIBOR plus a spread while receiving the cash flow of a specific bond without exchange of the principal.
In the inflation swap, the party short the contract typically generates CPI-linked cash flows by making the following set of transactions at time t to hedge the assumed risk:
• A short position in the τ -year zero-coupon inflation swap struck at IS t (τ ), that is, the investor will receive IS t (τ )τ at maturity in return for delivering the net change in the price level
• A long asset swap position for the τ -year zero-coupon TIPS, that is, agree to paying Here, β N t (τ ) and β R t (τ ) denote the asset swap spreads for the nominal Treasuries and TIPS, respectively. As all transactions involve swaps on zero-coupon assets, there is no outlay upon inception because they all have zero net value and payments are only exchanged at maturity τ years later. Table 1 summarizes the outlays and receipts from this set of transactions at maturity. The net receipt to the party short the inflation swap is
Note that this strategy is really a hedge as the value on the left-hand side of Equation 4 is deterministic and set at the inception of the contract. For the leveraged investor to be willing to participate in the inflation swap market this value must be non-negative as indicated. Since we defined the maximum TIPS liquidity premium by
, the inequality in Equation (4) can also be written as
(5) Campbell et al. (2009) note that, normally, the asset swap spreads, β N t (τ ) and β R t (τ ), are negative and more so for the nominal Treasuries, that is,
Under competitive circumstances (zero cost of entry to the inflation swap market etc.), we expect Equation (5) to hold with equality. Using the inequality in Equation (6), we can then re-write Equation (5) as
Thus, our maximum range for the TIPS liquidity premium equals the difference between the TIPS and nominal Treasury asset swap spreads and is strictly positive. Of course, this
14 Here, we are neglecting the value of the deflation protection in the TIPS in that the actual payment on the TIPS asset swap is max[
− 1, 0]. We thank Xiaopeng Zhang for pointing this out. Thus, the calculations are accurate provided the value of the deflation protection for the particular TIPS in the asset swap is negligible. If not, they can be corrected by calculating its value in a way similar to the one described in CLR. idealized calculation is based on zero-coupon bonds, but the difference between asset swap spreads on TIPS and regular Treasuries should still provide a good approximation to our maximum range.
We re-emphasize that, without additional information, any combination of non-negative δ R t (τ ) and δ IS t (τ ) that satisfies the condition ∆ t (τ ) = δ R t (τ ) + δ IS t (τ ) is admissible and cannot be legitimately excluded ex ante. Also, we underscore that our construction is valid for any sample of nominal Treasury and real TIPS yields as long as our three key assumptions are satisfied by the data. This observation implies that the size and shape of the range depend on the underlying pool of bonds, the method used in the yield curve construction etc., but that the range still represents the admissible band for the TIPS liquidity premium for the specific sample under consideration.
Construction and Characteristics of the Range
We use daily estimates of zero-coupon nominal and real Treasury bond yields as constructed by Wright (2007, 2010 , henceforth GSW) for our observed bond yields.
For our inflation swap rates, we use daily quotes from Bloomberg. The rates we use are for zero-coupon inflation swap contracts, meaning they have no exchange of payment upon issuance and a single cash flow exchanged at maturity. The quoted rates represent the payment of the fixed leg at an annual rate, which we convert into continuously compounded rates using the formula IS Summary statistics for the sample of differences between zero-coupon inflation swap rates and comparable zero-coupon breakeven inflation rates covering the period from January 4, 2005 to December 31, 2010, a total of 1,482 daily observations. spread as reported by Bloomberg for the most recently issued, or so-called on-the-run, fiveand ten-year TIPS. The average over our sample period is 1.4 basis point for the five-year TIPS and 0.7 basis point for the ten-year TIPS, which should be compared to averages of 9.1 and 7.7 basis points for the five-and ten-year inflation swap, respectively. This is of the order of transaction costs in the inflation swap market reported by FLL based on their conversations with traders. For comparison, Fleming and Mizrach (2009) report the inside bid-ask spreads for regular Treasuries average one basis point of par at the ten-year maturity. Illustration of the bid-ask spread as reported by Bloomberg for the most recently issued, or so-called onthe-run, five-and ten-year TIPS. Shown are also the bid-ask spreads from the inflation swap market for the five-and ten-year zero-coupon inflation swap contracts. All series are smoothed four-week moving averages and measured in basis points.
This implies even smaller trading costs in terms of yield to maturity, the return comparable to the inflation swap rate. Thus, bid-ask spreads only account for a small fraction of the sum of liquidity premiums in TIPS and inflation swaps that represents our maximum range for the TIPS liquidity premium.
Comparison to Other Liquidity Premium Estimates
Our measure of combined liquidity premiums in TIPS yields and inflation swap rates is highly correlated with several other commonly used measures of bond liquidity. Notably, the Comparison of the model-independent maximum for the admissible liquidity premium in TIPS yields to the estimated TIPS liquidity premiums from the DKW model. the liquidity advantage of government bonds over corporate bonds that contain negligible credit risk. These comparisons are meant to illustrate that more general variation in bond market liquidity is apparent in our maximum range.
We also compare our measure to the TIPS liquidity premiums estimated in DKW and PV. DKW estimate the liquidity premium in TIPS yields by constructing a joint model of nominal and real Treasury yields and CPI inflation and including a TIPS-specific factor in order to capture the liquidity disadvantage of TIPS yields explicitly. Figure 4 illustrates the five-and ten-year DKW TIPS liquidity premium series and compares them to our maximum range for the admissible five-and ten-year TIPS liquidity premiums. The DKW estimate and the maximum range are highly correlated, with correlation coefficients of 0.86 and 0.77 at the five-and ten-year maturities, respectively. While this suggests that both measures are capturing similar variation in the market yields, the magnitude of the DKW estimate is not consistent with the maximum of the admissible range.
At the five-year maturity, the DKW TIPS liquidity premium is above our maximum for about half of the sample period, and at the ten-year maturity their estimate is systematically outside the range. This might result from the fact that DKW attributes all variation in the TIPS-specific factor they identify to liquidity effects, leading to excessively large estimates of the TIPS liquidity premium. The impact this overstatement of the liquidity premium has on the decomposition of BEI rates is not entirely clear for the inflation risk premium. However, results from our CLR model exercise to be discussed later suggest that the DKW estimation Comparison of the model-independent maximum for the admissible liquidity premium in the ten-year TIPS yield to the estimated ten-year TIPS liquidity premium from PV.
of expected inflation may be too high because the DKW model overcorrects TIPS yields for liquidity differentials. Finally, it is worth noting that DKW are not likely to disagree with the fundamental assumptions that produce our model-independent maximum range because their approach relies on the same intuition, namely that TIPS are less liquid than nominal Treasuries, and they use the same GSW nominal and real Treasury yields.
PV take a different approach to estimating TIPS liquidity premiums in that they regress BEI on several measures of bond liquidity (including the off-over the on-the-run yield spread discussed previously) to generate estimates of the liquidity premium differential between TIPS and nominal yields. Figure 5 compares our maximum range for the ten-year TIPS liquidity premium to their estimated ten-year TIPS liquidity premium for the overlapping sample period. 18 The level of their liquidity premium is well above the maximum range, but they share a very high correlation. This suggests that, while regression-based estimates of liquidity premiums using economic fundamentals can be off in terms of the level of the premium, they may capture the time variation reasonably well. 19 As was the case for DKW, we emphasize that the analysis in PV is based on BEI rates from the same GSW databases used in the construction of our upper bound for the TIPS liquidity premium. Hence, their estimated liquidity premium is comparable to our range.
To summarize, the information in nominal Treasury and real TIPS yields can be used in junction with inflation swap rates to derive a model-independent range for the admissible size of TIPS liquidity premiums. The constructed range relies on two assumptions, namely that TIPS and inflation swap contracts are each less liquid than nominal Treasuries, which we think are widely accepted and well documented in the literature. Furthermore, the range is highly correlated with existing estimates of TIPS liquidity premiums. Thus, with an upper bound for the liquidity disadvantage of TIPS in place, we can turn our attention to the benefit of TIPS, i.e., the saved inflation risk premiums. We address this subject in the following section.
Measuring the Inflation Risk Premium in Nominal Yields
While we use a model-independent measure of the liquidity effects in TIPS yields because
researchers have yet to arrive to a consensus on their size, the practice of empirically extracting inflation risk premiums from breakeven inflation using term structure models is much more established within the bond pricing literature. To that end, we employ the model introduced in CLR, but use it in a novel fashion to exploit the information in the model-independent maximum range for the TIPS liquidity premium described in the previous section.
To begin the analysis, we first provide a brief theoretical discussion of how an arbitragefree term structure model of nominal and real yields can decompose the difference between the two into inflation expectations and inflation risk premiums, where the latter is the excess yield a nominal bond has to pay for not providing inflation protection. We then describe the model introduced in CLR before proceeding to the empirical results.
Decomposing Breakeven Inflation
To begin, let the nominal and real stochastic discount factors be denoted by M N t and M R t , respectively. The requirement of no arbitrage enforces a consistency of pricing for any security over time. Specifically, the price of a nominal bond that pays one dollar at time t + τ and the price of a real bond that pays one unit of the consumption basket at time t + τ must satisfy
Given their payment structure, the no-arbitrage condition also requires a consistency between the prices of nominal and real bonds such that the price of the consumption basket, denoted as the overall price level Π t , is the ratio of the nominal and real stochastic discount factors:
We assume that the nominal and real stochastic discount factors have the standard dy-
, where r N t and r R t are the instantaneous, risk-free nominal and real rates of return, respectively, and Γ t is a vector of premiums on the risks represented by W P t . Then, by Ito's lemma, dΠ t = (r N t − r R t )Π t dt. Thus, with the absence of arbitrage, the instantaneous growth rate of the price level is equal to the difference between the instantaneous nominal and real risk-free rates. Now, it easily follows that we can express the price level at time t+τ as
The relationship between the yields and inflation expectations can be obtained by decomposing the price of the nominal bond as follows:
Converting this price into a yield-to-maturity using
the connection between nominal and real zero-coupon yields and expected inflation can be readily expressed as
where the market-implied rate of inflation expected at time t for the period from t to t + τ is 20
20 Appendix A explains how the expected inflation is calculated within the CLR model.
The corresponding inflation risk premium is
This last equation highlights that the inflation risk premium can be positive or negative. It is positive if and only if
That is, the riskiness of nominal bonds relative to real bonds depends on the covariance between the real stochastic discount factor and inflation and is ultimately determined by investor preferences, but for our analysis we will not need to specify those.
The CLR Model of Nominal and Real Yields
As is clear from the theoretical section above, the market-implied expected inflation and the associated risk premium is measured by modeling the instantaneous nominal and real rates, r N t and r R t . The model we use for that purpose was first introduced in CLR and is centered around the arbitrage-free Nelson-Siegel (AFNS) model framework derived in Christensen, Diebold, and Rudebusch (2011) , but modified to allow for stochastic yield volatility. The four factors that determine the rates are explained by the state vector
and L R t represent level effects in the nominal and real yield curves, respectively, while S t and C t represent slope and curvature effects common to both yield curves. The instantaneous nominal and real risk-free rates are defined by:
The differential scaling of real rates to the common slope (and indirectly the common curvature) factor is captured by the parameter α R . To preserve the Nelson-Siegel factor loading structure in the nominal and real yield functions, the dynamics of the state variables under the pricing, or risk-neutral, probability measure (traditionally referred to as the Q-measure) are, in general, given by the stochastic differential equations: 21
This structure implies that nominal yields are 22,23
while real yields are given by
To link the risk-neutral and real-world dynamics of the state variables, we use the extended affine risk premium specification introduced by Cheridito, Filipović, and Kimmel (2007). The maximally flexible affine specification of the P -dynamics is thus
To keep the model arbitrage-free, the two level factors must be prevented from hitting the lower zero-boundary. This positivity requirement is ensured by imposing the Feller condition 21 We follow CLR and limit our focus to specifications with a diagonal Σ volatility matrix.
In our implementation, we follow CLR and fix κ
−7 to get a close approximation to the uniform level factor loading in the original Gaussian AFNS model. on their factor dynamics under both probability measures, i.e., Furthermore, to have well-defined processes for L N t and L R t , the sign of the effect that these two factors have on each other must be positive, which requires the restrictions that κ P 14 ≤ 0 and κ P 41 ≤ 0.
These conditions ensure that the two square-root processes will be non-negatively correlated. Finally, the model is estimated with the standard Kalman filter, see CLR for details.
Model Specification and Parameter Sensitivity
Our model application exercise follows CLR and uses nominal yields with three-month, sixmonth, one-, two-, three-, five-, seven-, and ten-year maturities and the six real yields with five-to ten-year maturities. For the nominal yields, we use a sample period from January 3, 1995 to December 31, 2010 with a total of 3,972 observations. For the real yields, the sample begins on January 4, 2005 so that it aligns the TIPS sample with the inflation swap data, resulting in 1,482 observations. We use the admissible range for the TIPS liquidity premium derived in Section 3 to correct for the liquidity effects in TIPS yields prior to model estimation. This allows us to study the sensitivity of the CLR model output to the assumed level of the TIPS liquidity premium. The bound provided by the admissible range of TIPS liquidity premiums converts into a range of admissible estimates for the output produced by the model. Thus, this exercise is telling of the relationship between TIPS liquidity premiums and the BEI decomposition as captured through the lens of the model. Since the specification of the P -dynamics is an important element in determining a model's decomposition of BEI rates into inflation expectations and associated risk premiums, we conduct a careful evaluation of various model specifications.
We start the model selection from the unrestricted specification of the mean-reversion matrix K P , and pare down this matrix using a general-to-specific strategy that restricts the least significant parameter (as measured by the ratio of the parameter value to its standard error) to zero and then re-estimate the model. This strategy of eliminating the least significant coefficients continues to the most parsimonious specification, which has a diagonal K P matrix.
In order to select our preferred specification, we use the Bayes information criterion, which is commonly used for model selection and is defined as BIC = −2 log L + k log T , where T is the number of data observations (see e.g., Harvey 1989) . 24 The first case we consider assumes that there are no liquidity premiums priced into TIPS yields. In this case we use the GSW yields without any corrections, which is implicitly assumed in papers like Adrian and Wu (2010) and CLR. We then evaluate the model specification assuming that there are no liquidity risk premiums in the inflation swap rates. That is, the model estimations are performed on TIPS yields that have been maximally corrected for liquidity differentials as described in Section 3. The preferred specification according to the BIC has a mean-reversion matrix K P under both assumptions given by
This matrix is identical to the specification preferred in CLR. 25
Most parameter estimates and corresponding standard deviations for the P -dynamics are practically indistinguishable and not significantly different across the two assumptions about the size of TIPS liquidity premiums, except for a markedly higher estimated value of κ P 44 when TIPS are assumed subject to the maximum liquidity premium. This suggests a very limited impact on the estimated P -dynamics of correcting for TIPS liquidity premiums. The most notable difference relates to the estimated Q-dynamics where the estimated value of α R is raised from 0.3860 to 0.5890 in response to a lower estimated path for L R t as TIPS yields are lower when maximally corrected for liquidity premiums. As a consequence, the variation of the common slope and curvature factors plays a bigger role for real TIPS yields in this case, which ultimately affects the model's decomposition of BEI into expected inflation and inflation risk premiums as we will see later. Finally, Table 3 reports the summary statistics of the fitted errors across maturities based on the two estimations and provides further documentation of the accuracy of the model under either assumption. 26
Finite-sample Bias Correction
The main limitation of the model results discussed so far is one that generally plagues the estimation of any dynamic term structure model. Because interest rates are highly persistent, empirical autoregressive models, including dynamic term structure models like ours, suffer from potentially substantial finite-sample estimation bias. Specifically, model estimates will generally be biased toward a dynamic system that displays much less persistence than the 25 The full details of the specification evaluations and the estimated preferred specification under both the zero and maximum TIPS liquidity premium assumptions are provided in Appendix B.
26 As expected, the fit of the nominal yields is practically identical and the dispersion in the fit of the real yields is of modest magnitude. The mean fitted errors, the root mean squared fitted errors (RMSE), and the estimated fitted error standard deviations from the preferred specification of the CLR model of nominal and real yields are shown with the minimum and the maximum liquidity correction of TIPS yields prior to model estimation. All numbers are measured in basis points. The nominal yields cover the period from January 3, 1995, to December 31, 2010, while the real TIPS yields cover the period from January 4, 2005, to December 31, 2010.
true process (so estimates of the real-world mean-reversion matrix, K P , are upward biased).
In our context of decomposing BEI into expected inflation and the associated inflation risk premium, such bias tends to imply that the expected inflation is too stable and the inflation risk premium too volatile. For our sample period, which is dominated by the financial crisis of 2008-2009 and the ensuing low inflation outcomes from sharp declines in energy prices, the upward bias manifests itself as excessively high estimates of the expected inflation component of BEI and corresponding excessively low estimates of the inflation risk premium. This could lead to serious bias in the assessment of the benefit of issuing TIPS versus regular Treasury securities. For these reasons a correction for the finite-sample bias is critical to our analysis.
In a recent paper, Bauer, Rudebusch, and Wu (2012) provide a complete discussion of the finite-sample bias in empirical affine Gaussian term structure models. However, as our model is non-Gaussian, we cannot follow their exact procedure as it relies on the ability to rapidly estimate the model, which is feasible for affine Gaussian term structure models due to the work of Joslin, Singleton, and Zhu (2011) and Hamilton and Wu (2012) , but not for non-Gaussian Illustration of the range of viable ten-year inflation expectations and associated inflation risk premiums due to TIPS yield liquidity corrections based on the CLR model with and without correction for the parameter estimation finite-sample bias. In each chart, the black lines represent the case with no TIPS liquidity premiums, while the grey lines represent the reverse case where TIPS yields contain the maximum liquidity premium. models like ours as the underlying statistical limit results do not apply. Instead, we make an adaptation of the approach of Bauer et al. (2012) to non-Gaussian models that preserves their median-based bias correction, but relies on a parameter-by-parameter adjustment. 27
Estimates of Inflation Expectations and Risk Premiums
In this section we analyze the impact the assumed level of the liquidity premium in TIPS yields has on the CLR model decomposition of BEI rates into expected inflation and the associated risk premium. We also illustrate the effect on the decomposition from the bias correction.
Figure 6(a) shows the wedge of the expected inflation obtained from the two extreme cases in the assumed level of the TIPS liquidity premium, both with and without bias correction. 28 We note the significant negative effect on the estimates of the expected inflation component 27 The full details of the bias correction are provided in Appendix C along with the complete table of the bias-corrected parameters under both assumptions about the size of TIPS liquidity premiums.
28 In order to correct each estimate, we first use the bias-corrected parameter set along with the observed yield data as input into the Kalman filter to obtain the corresponding filtered factor paths. In a second step, the expected inflation is calculated as described in Appendix A and deducted from the fitted BEI (difference between fitted nominal and real yields) from the Kalman filter to produce the bias-corrected estimates of the inflation risk premium.
from the bias correction. Since the inflation risk premium is determined as a residual by deducting the expected inflation from BEI, there is a similar effect of the bias correction on the estimated inflation risk premiums, but with the opposite sign as shown in Figure 6(b) . This underscores the importance of addressing the finite-sample bias in the parameter estimation when it comes to assessing the benefit of TIPS issuance over issuing regular Treasury securities. Second, we note the large difference in the estimates of the expected inflation when we move from the case with no liquidity correction of TIPS yields before estimation to the case with a maximum correction for TIPS liquidity premiums. The latter case produces estimates that are systematically higher as BEI is larger under that assumption.
For the range of estimated ten-year inflation risk premiums shown in Figure 6 (b), we note that the differences are typically much smaller and with no systematic sign, indicating that the assumed level of the TIPS liquidity premium has a much smaller effect on estimates of the inflation risk premium. Also worth noting are the occasional simultaneously negative values in both series, suggesting that inflation risk premiums can be negative even when TIPS yields are maximally corrected for liquidity premiums. 29 Theoretically, a number of circumstances could lead to this result. One possibility is that the CPI figure used in the indexation of TIPS tends to overstate the true inflation because substitution effects are not adequately accounted for. Another explanation is that the marginal investor who determines the tradeoff between nominal and real yields might have a personal price index different from headline CPI. If so, TIPS only provide a partial hedge for inflation risk and, as a result, the investor demands a premium for being exposed to an imperfect hedge. In both cases, TIPS yields can be higher than they otherwise might be absent such risk effects. Assuming inflation expectations do not change, which is reasonable as such risk effects should not alter investors' outlook for inflation, this would result in negative estimates for the inflation risk premiums.
To recapitulate the construction of the minimum liquidity-adjusted inflation risk premium shown in Figure 1 , we first take the minimum of the estimated range of inflation risk premiums (shown in Figure 6 (b) for the ten-year maturity) for each observation date and at each maturity. We then deduct the corresponding maximally admissible TIPS liquidity premium introduced in Section 3. Lastly, we adjust the result for the fact that the U.S. Treasury issues regular Treasury securities at low, so-called on-the-run Treasury yields, which differ from the seasoned, or so-called off-the-run, Treasury yields we use in model estimation. The final series represent the most conservative assessment of the economic benefit of TIPS over nominal Treasuries that our approach allows us to generate. Despite its conservative nature, the measure is still positive on average over our sample. This suggests that the U.S. Treasury could reduce its debt servicing costs by increasing its TIPS program. Our own calculation assuming a constant debt level and an increase in the ratio of TIPS to one third showed that savings of the order of $24 billion over the next ten years could be obtained by such a shift in debt management policy.
Conclusion
In this paper, we provide a measure we refer to as the minimum liquidity-adjusted inflation risk premium in order to quantitatively assess the economic benefit to the U.S. Treasury of issuing TIPS. It is constructed by taking the smallest inflation risk premiums produced by the CLR model and subtracting the maximum admissible TIPS liquidity premium in addition to the on-the-run premium for nominal Treasury bonds. The measure itself is conservative in nature, yet it still indicates that the U.S. Treasury has benefitted from issuing TIPS since the beginning of our sample period in 2005. Provided other considerations are secondary, our cost-benefit analysis suggests that the U.S. Treasury could save billions of tax payer dollars over the next ten years by expanding its issuance of TIPS relative to nominal Treasuries.
To assess the costs of issuing TIPS, which is their liquidity disadvantage relative to regular Treasury securities, we introduce a model-independent maximum range for the admissible liquidity premium in TIPS using the joint pricing information in the markets for nominal Treasury securities, TIPS, and inflation swaps. The theoretical assumptions we make in constructing the range are simple, realistic, and consistent with findings from studies on the microstructure of these three markets. Furthermore, the range is highly correlated with other widely accepted proxies of bond liquidity.
As a consensus on the precise level of the TIPS liquidity premium has yet to develop, the range also provides a means by which current and future models may be assessed. To exemplify, we compare the range to the TIPS liquidity premiums estimated in DKW and PV and find the levels of their estimates to be largely outside the admissible range. The strategies employed by DKW and PV seem to be problematic. By attributing variation in TIPS yields largely to liquidity, they overestimate its role in the pricing of TIPS yields. Thus for the purpose of our cost-benefit assessment, our maximum range is ideal since it does not depend on model-generated results.
To assess the benefits of TIPS, which is the inflation risk premium that nominal Treasuries are penalized with for not providing inflation protection, we use the CLR model of nominal and real yields. We follow the most recent literature and adjust the estimated model parameters for finite-sample bias. We also demonstrate the sensitivity of the CLR model decomposition of BEI to variations in the TIPS liquidity correction by estimating the model at both extremes of the maximum range for the TIPS liquidity premium. This exercise can be done with any term structure model to assess its robustness under different assumptions about liquidity effects in TIPS pricing.
Our analysis provides insight into the economic costs and benefits of the U.S. Treasury's TIPS issuance with the most concrete result being that it is very likely that the U.S. Treasury gets a cost reduction in the form of saved inflation risk premiums from TIPS that surpasses the liquidity penalty investors price into their rates. We roughly calculate that these savings could be augmented by tens of billions of dollars if the Treasury were to allocate a larger portion of its portfolio to TIPS over the next ten years and, given the conservative nature of the assumptions in the construction of our metric, these figures likely understate the benefit of issuing TIPS.
Appendices A). Calculation of the Expected Inflation and the Inflation Risk Premium
From the theoretical discussion in Section 4.1, it follows that the model-implied expected inflation is given
For the affine framework, we are working within, it holds that
where
, and B π 4 (t, T ) are the unique solutions to the following system of ODEs and the boundary condition is B π (T, T ) = 0, while A π (t, T ) is the unique solutions to the following ODE
Here, K P , θ P , and Σ reflect the P -dynamics of the state variables. Now, the ODEs above are solved with a standard fourth order Runge-Kutta method.
By Equation (11), we can easily calculate the inflation risk premiums, once we have the corresponding expected inflation, π e t (τ ), and the fitted nominal and real yields from Equations (17) and (18), respectively.
B). Model Specification Evaluation
We start the model selection from the unrestricted specification of the mean-reversion matrix K P , which provides the maximally admissible flexibility in fitting the data given our restrictions on the state variable volatility structure. We then pare down this matrix using a general-to-specific strategy that restricts the least significant parameter (as measured by the ratio of the parameter value to its standard error) to zero and then re-estimate the model. This strategy of eliminating the least significant coefficients continues to the most parsimonious specification, which has a diagonal K P matrix.
Each estimated specification is listed with its maximum log likelihood, its number of estimated parameters (k), and the p-value from a likelihood ratio test of the hypothesis that it differs from the specification with Nine alternative estimated specifications of the CLR model of nominal and real Treasury bond yields are evaluated assuming no liquidity premiums in TIPS yields. Each specification is listed with its maximum log likelihood (Max log L), number of parameters (k), the p-value from a likelihood ratio test of the hypothesis that the specification differs from the one directly above that has one more free parameter. The Bayes information criterion (BIC) is also reported, and its minimum value is given in boldface.
one more parameter-that is, comparing specification (s) with specification (s − 1). We also report the Bayes information criterion commonly used for model selection, which is defined as BIC = −2 log L + k log T , where
T is the number of data observations (see e.g., Harvey 1989) .
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We start with the case where it is assumed that there are no liquidity premiums priced into TIPS yields.
In that case we use the GSW yields without any corrections in the model estimation. The result of the model selection in this case is shown in Table 4 . The preferred specification according to BIC has a mean-reversion matrix K P given by
This is identical to the specification preferred in CLR. Table 5 contains the estimated parameters in this case.
In Table 6 we evaluate various model specifications assuming that there are no liquidity risk premiums in the inflation swap rates, that is, the model estimations are performed on TIPS yields that have been maximally corrected for liquidity differentials as described in Section 3. Under this assumption, the preferred specification of the mean-reversion matrix is again given by
. Table 7 contains the estimated parameters in this case. 31 We have 3,972 nominal yield and 1,482 real yield daily observations. We interpret T as referring to the longest data series and fix it at 3,972. Nine alternative estimated specifications of the CLR model of nominal and real Treasury bond yields are evaluated for the case when TIPS yields are assumed to contain the maximum liquidity premium. Each specification is listed with its maximum log likelihood (Max log L), number of parameters (k), the p-value from a likelihood ratio test of the hypothesis that the specification differs from the one directly above that has one more free parameter. The Bayes information criterion (BIC) is also reported, and its minimum value is given in boldface.
C). The Simulations-Based Finite-Sample Bias Correction
In this appendix, we detail the classic parametric bootstrap simulation exercise we use to correct for the finite-sample bias of the parameter estimates in the CLR model. As in the model estimation, we consider both extremes: (1) Assuming no TIPS liquidity premiums and (2) assuming the maximally admissible TIPS liquidity premium.
To begin the exercise, we consider the model parameters estimated as of December 31, 2010 and reported in Tables 5 and 7 , respectively, as the "true" parameters in each case. In the next step, we use the model to The estimated parameters of the K P matrix, θ P vector, and diagonal Σ matrix are shown for the preferred specification of the CLR model when TIPS yields are assumed to contain the maximum liquidity premium. The Q-related parameters are estimated at: λ = 0.5937 ( Table 3 , respectively). Third, we use the N = 100 artificial data samples as input into the original Kalman filter estimation, whereby we obtain N = 100 alternative optimal parameter sets. Importantly, if the model is true, these alternative parameter sets are each statistically just as likely as the "true" parameter set we got from the original data set. Thus, for each parameter, we can rank the estimated values and take out the median. It is worth noting that this approach implicitly handles any correlation there might be between various parameter estimates, in particular joint outliers naturally occur.
The details of the simulation of the factor paths are provided in the following. The continuous-time P -dynamics are, in general, given by
For both restricted square-root processes and unconstrained processes we approximate the continuous-time process using the Euler approximation. 32 To exemplify, for a restricted square-root process,
the algorithm is
We fix ∆t at a uniform value of 0.0001, which is equivalent to approximately 27 shocks to the X i t -process via the Brownian motion per day. As Feller conditions and other non-negativity requirements are imposed in the estimations performed with the observed bond yields, the parameter sets used in the simulations naturally sat-32 Thompson (2008) is a recent example. The table reports the summary statistics of the first four steps of the finite-sample bias correction of the CLR model with no liquidity correction of TIPS yields. The results of each step of the algorithm is based on N = 100 simulated data sets identical to the original data sample.
isfy all non-negativity requirements, so the "true" underlying continuous-time process never becomes negative P -a.s. However, for the discretely observed process above there is always a positive, but usually very small, probability that the approximation will become negative. Whenever this happens, we truncate the simulated square-root processes at 0 similar to what we do in the model estimations.
As for the starting point, X0, of the simulation algorithm, we ideally want to draw it from the unconditional joint distribution of the state variables. However, due to the non-Gaussian property of the model, the unconditional distribution of the state variables is unknown. We overcome this problem by taking the estimated value of the state variables at the end of the observed bond yield sample and simulate the state variables according to the algorithm above for 100 years and repeat this N = 100 times. This effectively gives us random draws from the joint unconditional distribution of Xt.
The linear bias correction itself proceeds as follows. Denote the "true" parameter set obtained from the The table reports the summary statistics of the first four steps of the finite-sample bias correction of the CLR model with maximum liquidity correction of TIPS yields. The results of each step of the algorithm is based on N = 100 simulated data sets identical to the original data sample.
estimation based on the observed data by ψ1. In the first step of the bias correction algorithm, we use ψ1 to simulate the model as described above. The median of the N = 100 estimation results from the simulated data is denoted med(ψ1). As a result, the initial bias is given by bias(ψ1) = med(ψ1) − ψ1.
To determine the parameter set to be used in the second step of the algorithm, we assume that the shape of the bias function for each parameter is approximately linear, monotonically increasing, and independent of all other model parameters. As a consequence, the best guess of the bias-corrected parameter set given the information available from the first step is ψ2 = ψ1 − bias(ψ1). Table 10 : Finite-Sample Bias-Corrected Parameter Estimates.
The table reports the summary statistics of the fourth step of the finite-sample bias correction of the CLR model, first assuming no liquidity correction of TIPS yields, second assuming the maximum liquidity correction of TIPS yields. In each case, the results are based on N = 100 simulated data sets identical to the original data sample in each step of the bias correction algorithm.
Now, ψ2 is used in the simulation of the model and everything is repeated. In general, after step i, the remaining bias is bias(ψi) = med(ψi) − ψ1, and the parameter set to be used in step i + 1 is ψi+1 = ψi − bias(ψi).
This algorithm is continued until a satisfactory level of accuracy is obtained. In terms of determining the stopping point, it should be kept in mind that there is an unavoidable base level of uncertainty inherent in the bias correction tied to the structure of the observed data as well as the number of simulations. Here, we choose to stop the bias-correction algorithm after the fourth step as the remaining bias is within the Illustration of the medians of estimated parameters in the K P matrix in the CLR model from subsamples containing 100 parameter estimates each (1-100, 101-200 etc.) out of a total of 1,000 parameter estimates from simulated data as described in the text. In each chart, the solid grey line indicates the median of all 1,000 estimates.
base level uncertainty. The results of the first four steps of the bias correction for the case where no TIPS liquidity premiums are assumed are reported in Table 8 , while the corresponding results for the case where the maximum TIPS liquidity premiums are assumed are reported in Table 9 . Finally, the summary result of the bias correction with the bias-corrected parameter sets are reported in Table 10 .
To illustrate the inherent base uncertainty in the median-based bias correction we employ in this paper, we simulate N = 1,000 artificial samples based on the "true" parameters from the observed data for the case where no TIPS liquidity premiums are assumed. Using the simulated data in model estimations, gives us a total of N = 1,000 alternative parameter sets that we split into 10 subgroups each containing 100 parameter sets (1-100, 101-200 etc.). Now, we calculate the median estimates of each parameter from the ten subgroups and compare them to the median of all N = 1,000 parameter estimates. The result is shown in Figure 7 for the four parameters in the diagonal of K P that are most severely affected by the finite-sample bias. The important thing to note is that there is a tradeoff between accuracy and computation time to be made when choosing the number of simulations to use in the bias correction, and 100 simulations in each iteration appear sufficient as the median is not that sensitive to the number of simulations. 33 Also, in light of the statistical uncertainty of the parameter estimates we obtain from the observed data, we think that N = 100 strikes a reasonable balance in terms of the tradeoff. Importantly, we do not want to leave the impression that the bias-corrected parameters are estimated with greater accuracy than the "true" parameters we get from the data.
