Background: This work introduces a computational model of human temporal discrimination mechanism -the Clock-Counter Timing Network. It is an artificial neural network implementation of a timing mechanism based on the informational architecture of the popular Scalar Timing Model. Methods: The model has been simulated in a virtual environment enabling computational experiments which imitate a temporal discrimination task -the two-alternative forced choice task. The influence of key parameters of the model (including the internal pacemaker speed and the variability of memory translation) on the network accuracy and the time-order error phenomenon has been evaluated.
Background
Timing is one of the fundamental cognitive abilities among humans and animals. Temporal information is used by living organisms to perform many crucial tasks such as movement, planning and communication. Therefore it is of great importance to gain knowledge on how human timing mechanisms work, what are the biological (and especially neural) bases of these mechanisms, and what are their limitations.
Psychology, psychophysics and neuroscience of human timing have provided many theoretical approaches. One of the prominent approaches are clock-counter models (Eisler 1981; Gibbon 1992; Gibbon et al. 1984; Ulrich et al. 2006; Wearden 1999 Wearden , 2003 Wearden and Doherty 1995) . This class of models revolves around the concept of the internal clock emitting impulses and the counter storing these pulses whenever a stimulus is presented. One of the most popular models of this class is the Scalar Timing Model. Another type of model that has been recently proposed is the state-dependent network model (Buonomano et al. 2009; Karmarkar and Buonomano 2007) . This model relies on the idea of a network of simple computational elements, where internal time is encoded as a changing state of neurons during and after exposition of stimuli. Yet another prominent group of models is constituted by psychophysical quantitative models (Church 1999; Getty 1975 Getty , 1976 Killeen and Weiss 1987; Rammsayer and Ulrich 2001) . These models are usually represented as sets of equations describing dependencies between physical properties of a stimulus and an internal, subjective representation of time. These psychophysical equations are sometimes closely related to the other groups of models, and may be seen as their specification. Apart from these groups of models, there exist more complex interdisciplinary approaches, combining neurological, psychological and computational knowledge (Church 2003; Matell and Meck 2004; Meck 2005) . More information on different classes of time perception models is provided in (Buhusi and Meck 2005; Grondin 2001; Ivry and Schlerf 2008; Zakay et al. 1999) . Models that are outside of the classification outlined above are described in (Shi et al. 2013; Staddon and Higga 1999; Yamazaki and Tanaka 2005) . Overall, these are good theoretical frameworks: they provide explanations to experimental data, some of them are equipped with tools allowing to perform advanced simulations, and some of them integrate knowledge and data from different scientific disciplines. Nevertheless, a unified, commonly accepted theory of human timing is yet to be proposed.
Apart from the development of better and better explanations of human timing processes, much time and resources have also been devoted to explore human (and animal) timing phenomena. There is a great body of research concerning interval timing, ranging from behavioral experiments conducted on animal and human subjects (Gibbon 1977; Grondin 2005; Wearden et al. 2007) to neuroimaging studies and research on patients with mental or neurodegenerative diseases (Grondin 2010; Hairston and Nagarajan 2007; Malapani et al. 1998; Riesen and Schnider 2001; Sévigny et al. 2003; Smith et al. 2007 ). Among experimental findings, several phenomena have been frequently reported and analyzed. One of them is the scalar property of animal and human timing -a characteristic often perceived as an equivalent of Weber's law in the domain of timing (Eisler et al. 2008; Wearden and Lejeune 2008; Wearden et al. 1997; Komosinski 2012) . Depending on the type of an experiment, the scalar property may denote a constant coefficient of variation of a subject's timing judgments/measurements when perceiving stimuli of different durations, or a superposition of distributions of estimations of different time intervals, expressed on the same, relative timescale (Church 2002) . This property became the core assumption of one of the most popular timing models -the Scalar Timing Model (Gibbon et al. 1984; Wearden 1999 Wearden , 2003 or STM, which is a part of the Scalar Expectancy Theory -SET. The STM and the SET are popular (Perbal et al. 2005; Wearden et al. 2007) despite the fact that the scalar property is not observed in some experiments (Komosinski 2012; Lewis and Miall 2009; Wearden and Lejeune 2008) .
Another frequently reported and robust phenomenon is the time-order error -TOE (Allan 1977; Hairston and Nagarajan 2007; Hellström 1985; Hellström and Rammsayer 2004; Jamieson and Petrusic 1975) . The TOE is reported when duration (but also loudness, pitch, weight, etc.) of two successively presented stimuli is compared; this procedure is known as the twoalternative forced choice task (2-AFC). In the domain of human timing it is called the temporal discrimination task.
The TOE is a systematic overestimation (a positive TOE) or underestimation (a negative TOE) of the first stimulus relative to the second one. While the negative TOE is generally more common, many factors influence the magnitude and even the polarity of the TOE. For example, it is often reported that when the intensity of stimuli is low (in a context of timing research they have short durations), the TOE is closer to zero, and it even becomes positive (Allan 1977; Hellström 2003) . Another important factor influencing the TOE is an interstimulus interval (ISI); it was reported that longer ISIs cause a decrease of the magnitude of the TOE (Jamieson and Petrusic 1975) . Many kinds of explanations have been proposed (Eisler et al. 2008; Hellström 1985) , but there is no single explanation that would cover every property of the TOE. What is quite certain is that this is a perceptionrelated phenomenon, not the decision-making one. As much as the TOE is a matter to consider by theoreticians of human timing, it is also a methodological issue. The order of presentation of temporal stimuli may distort the response pattern of participants, increasing or decreasing correct response rate by tens of percent (Jamieson and Petrusic 1975; Schab and Crowder 1988) .
Responding to the need for a unified model of human timing, we have implemented an informational architecture of a commonly known clock-counter model, the STM, in a connectionist environment of an artificial neural network (Komosinski and Kups 2009, 2011) . We call this implementation the Clock-Counter Timing Network. In order to research the responses of the CCTN we developed a software platform which is able to conduct an artificial behavioral experiment: the temporal discrimination task. The CCTN consists of a number of modules, of which some are adopted directly from the STM. Furthermore, by including a few additional assumptions, the CCTN is able to manifest the TOE. A preliminary computational experiment proved that the CCTN can mimic the behavior of a human (the participant "BJ" from the study of (Allan 1977) ). This was possible even though those simulations did not demonstrate the scalar property which, according to various studies, does not always hold; such experiments allowed minimizing the influence of additional sources of variability in the otherwise complex system. After establishing that the CCTN is able to successfully manifest the TOE, it is natural to ask whether the source of scalar variability in the network affects the TOE and the network's ability to mimic human behaviors. Answering this question may reveal how the two frequently reported phenomena interact. What is more, including the assumption of the scalar property in the CCTN makes this architecture more similar to the STM, which is the original theoretical foundation of the CCTN.
Results reported in this paper demonstrate that the computational representation of the STM is capable of explaining the robustness of the TOE, and it is also useful in predicting performance in the temporal discrimination task under different modes of activity. These capabilities make the CCTN a valuable contribution in the quest for explaining human timing mechanisms.
The neural model -the clock-counter timing network
To build a neural model of the timing mechanism and to perform the experiments, the Framsticks simulation environment was employed (Hapke and Komosinski 2008; Jelonek and Komosinski 2006; Komosinski and Ulatowski 2009, 2014) . Apart from tools designed to build complex neural models, this software is able to efficiently perform simulation and optimization. Since simulation time is measured in simulation steps, it was assumed that one millisecond corresponds to one simulation step.
Neurons
The basic processing units used in the CCTN are depicted in Figure 1 . These are artificial neurons processing signal received from inputs and transforming it according to some rule or a simple function:
1. SeeLight -a receptor that outputs a value corresponding to the detected quantity of a stimulus; it can be used as a model of a light, sound, or smell sensor. 2. Pulse -outputs a pulse once in a few simulation steps; the number of steps between pulses is exponentially distributed and the mean can be adjusted. 3. Gate -this neuron has one control input and one or more standard inputs; if a signal flowing through the control input is positive, than the neuron outputs the weighted sum of inputs that have positive weights. When the signal in control input is negative, then the neuron outputs the weighted sum of inputs that have negative weights. For zero control signal the neuron outputs zero. 4. Thr -a threshold neuron with a binary transfer function. The threshold value and both output values can be adjusted.
5. Gauss -outputs a product of the input value and the value drawn from the normal distribution of a given mean and a standard deviation. 6. Sum -accumulates received signals in each step and outputs currently accumulated value, 7. Delay -propagates input to output with an adjustable delay of a number of simulation steps.
Modules in the CCTN
The modules of the CCTN are shown in Figure 2 . As described below, these modules belong to two groups: the modules present in the Scalar Timing Model informational architecture and additional modules enabling the CCTN to compare pairs of sequentially presented stimuli.
• Modules present in the STM:
1. Pacemaker -consists of one Pulse neuron which has no input and emits pulses once in a few steps. The key parameter of this neuron is the mean interpulse interval, further referred to as the Pacemaker Period or the Pacemaker Speed. 2. Switch -consists of one Gate Neuron; lets the signal from the Pacemaker through whenever it receives a positive signal from the Receptor. 3. Accumulator -in the default state it stores the bias signal from the Accumulator Bias Module. When a stimulus is present (the Receptor is excited), the Accumulator stores the pulses from the Pacemaker. 4. Reference Memory -the role of this module is slightly different than in the original STM. The module stores the signal from the Scalar Variance Module after the end of the first stimulus (this information represents the duration of the stimulus). This module is also equipped with the resetting loop which starts to reset the memory after the exposition of the second stimulus. In the original STM, this module integrates lengths of conditional stimuli during the conditional/ learning part of the experiment, and during the testing part, a randomly drawn sample of the duration is compared with the information stored in the working memory. 5. Working Memory -stores the signal from the Scalar Variance Module after the end of the second stimulus; it is equipped with a resetting loop which starts to reset it several steps after the signal is stored in memory. 6. Comparator -a few steps after the end of the second stimulus, it compares the values stored in the Reference and Working Memory buffers; if the signal from the Reference Memory has a greater absolute value than the signal from the Working Memory, the Comparator outputs 1.0. In the opposite case, the Comparator outputs −1.0. When the absolute difference between the two signals is lower than 0.1 (which usually happens before the end of a trial, and might happen when the difference between the two signals is really small), the Comparator outputs 0.0. 7. Scalar Variance Module -this module is not an explicit part of the STM, however, the function it serves is one of the ways of producing scalar variance (Komosinski 2012) . The module consists of one Gauss neuron which receives signal from the Accumulator, and outputs the product of its input and a random value drawn from the normal distribution with a given mean and a standard deviation. The mean and the standard deviation are further subjected to experimental manipulations, along with other parameters of the CCTN.
• Modules enabling CCTN to compare pairs of stimuli:
8. Stimulus Monitoring Module -consists of one Thr neuron that receives the signal from the Receptor. If the input signal is higher than the arbitrary threshold (currently set to 0.001), the module outputs 1.0, otherwise it outputs 0.0. An example of the key modules of the CCTN processing signals is shown in Figure 3 . The scalar property of timing is provided by the Scalar Variance Module (7). Another way to observe this property would be to use more biologically adequate building elements which may produce the scalar property emergently or to introduce some form of an inherent noise. However, the main goal of this work is to see how scalar property interacts with the TOE phenomenon and not to explain the scalar property itself.
Time-order error in the CCTN
In general, the TOE for two durations can be calculated as the difference between the conditional probability of the correct answer when the first stimulus lasted longer (the "LongShort" case), and the probability of the correct answer when the second stimulus lasted longer (the "ShortLong" case). In the case when the presented stimuli have the same durations, the TOE is calculated as the difference between the frequency of the answer "the first stimulus lasted longer" and 50 percent. To enable proper comparisons of the TOE values in these two different situations, the resulting value in the former case has to be halved (Jamieson and Petrusic 1975) . The formulas describing these two measures are:
(1)
A negative TOE value means overestimation of the second stimulus relative to the first one, which can be measured as a higher frequency of the correct answer when the second stimulus of a pair lasted longer, than in the case when the stimuli were presented in the reverse order -compare with (1). If the presented stimuli are of the same duration, a negative TOE means that the answer "the second stimulus lasted longer" is more frequent than 50 percent -compare with (2). A positive TOE means that the opposite pattern of responses occurred. As mentioned before, the earlier version of the CCTN that was not equipped with the Scalar Variance Module was capable of manifesting the TOE -at least for the range of stimuli used in the experiment described by Allan (see Section "Data"), and of nearly the same magnitude as the one exhibited by the participant BJ.
A positive TOE occurs mainly due to the activity of the Accumulator Bias Module and the Accumulator Reset Module. If, after the exposition of the first stimulus of a pair, the signal drops below the default level and then the second stimulus appears, the second stimulus has a smaller chance to be reported by the network as being longer than the first one. Increasing length of the interstimulus interval would reduce this effect; this phenomenon is reported in the literature on human timing (Jamieson and Petrusic 1975) .
A negative TOE in the CCTN is caused by the work of the Accumulator Reset Module. If, after the exposition of the first stimulus from a pair, there are many pulses accumulated in the Accumulator and the resetting process is slow, then at the time of the arrival of the second stimulus, the Accumulator still contains remnants of the pulses accumulated during the first stimulus. If the remaining value in the Accumulator is higher than the default bias, then there is a greater chance that the second stimulus will be reported as longer. Note that according to the predictions of the CCTN, this effect should be smaller for shorter stimuli and a longer interstimulus interval. Again, these phenomena are reported in the literature on human timing (Jamieson and Petrusic 1975) . A sufficiently long interstimulus interval would cause the TOE to be positive, which is a prediction that is yet to be confirmed in a separate empirical experiments.
The basic mechanisms responsible for the TOE that have been proposed in our earlier research remain the same in the present version of the CCTN. The assumptions underlying the manifestation of the TOE have led to the development of the model's ability to reflect human behaviors in timing tasks. In this work we investigate how including the source of scalar variability influences patterns of neural network responses during temporal discrimination of relatively short stimuli. These stimuli are in the range of tens to less than two hundred milliseconds, although in the experiment concerning variability of temporal representation, longer stimuli were considered as well. The existence of the source of scalar variance is shown to be unable to "swamp" the variance generated by the Poissonian generator when stimuli are really short (Gibbon 1992 ). This behavior is also supported by empirical data demonstrating that stimuli in the range of milliseconds tend to cause higher coefficients of variation of judgements than longer stimuli, and that the magnitude of this ratio drops fast as the stimuli get longer (Lewis and Miall 2009; Wearden and Lejeune 2008) .
Methods

Data
To perform extensive analyses of the CCTN, the idea of an experiment originally performed by Allan (1977) was employed. Allan's data have been previously used in tasks that model timing mechanisms (Eisler 1981; Hellström 1985) . Our experiments imitate the structure of the Experiment II -more specifically, the part where participants compared short stimuli. In this part, subjects were presented with the set of short durations in each trial, and had to decide which of the two visual stimuli lasted longer. The set of stimuli consisted of ten different types of pairs of stimuli ranging from 70 to 160 ms. Apart from adaptation of the experimental procedure, we have also fit the data from simulation experiments to the results of the "BJ" participant. The data were taken from Table two in (Allan 1977) with TOE for unequal stimuli halved to enable direct comparisons with pairs containing equally long stimuli.
Each pair of stimuli was presented to this participant approximately 150 times across 5 sessions of 3 blocks of 100 pairs. Actually, in the case of "BJ", 1-5 presentations of each pair did not take place or their results were discarded from further analysis (Eisler 1981) , but because these numbers were relatively low, this artifact was not reflected in our experiments.
For further analyses, we used the proportions of the responses "first longer" -meaning the the first stimulus of the pair was reported as lasting longer. Such proportions are also provided for each subject and for each stimuli length in the Allan's study.
Experimental procedures
To investigate the behavior of the CCTN and the interplay between its parameters, two kinds of simulations were performed. The aim of the first one was to study the influence of the Scalar Variance Module on the variability of signals in the Reference Memory and in the Working Memory modules. The second experiment was designed to study the TOE phenomenon and its dependence on parameter values of the network. The crucial part of the second experiment was testing how different parameters of the Scalar Variance Module influence the magnitude of the TOE, the overall accuracy of discrimination of two short stimuli, and the goodness of fit of the network to the human behavior.
The CCTN parameters
In this work, the influence of six important parameters of the CCTN on the actual outcome of the stimuli comparison is studied. These parameters are:
• Pacemaker Period PP -the mean interval between consecutive pulses in the Pacemaker Module. It is calculated as 1 λ , where λ is the mean of the Poissonian distribution. The PP parameter is often called the internal clock speed.
• The mean SV μ and the standard deviation SV σ of the normal distribution used in the Scalar Variance Module. These two parameters are further referred to as the Scalar Variance factor SV , as both values determine the (scalar) variability of stimuli representations in the Working Memory module.
• The Accumulator Reset Rate ARR -the rate at which the accumulator is cleaned up after exposition of a stimulus. This parameter is highly responsible for the negative TOE, since the remnants of the signal in the Accumulator Module add up to the signal related to the second stimulus and, in consequence, lead to its overestimation. The signal value in the Accumulator module at which the resetting process stops is called the Accumulator Reset Lower Bound, ARLB, and it was constant in our experiments.
• The Accumulator Bias value AB -the default signal value in the Accumulator when no stimulus is presented. Increasing this value potentially favors positive TOE, as the value may be added to the value which represents the first stimulus in a pair. However, the actual time profile of a trial and the Accumulator Bias Recovery Rate determine whether increased AB would indeed lead to the overestimation of the first stimulus.
• The Accumulator Bias Recovery Rate ABRR -the rate at which the Accumulator Bias recovers after the exposition of the second stimulus in a pair.
Experiment 1
Ten different CCTN networks were considered; each of them was presented 1000 times with a set of 27 different pairs of identical stimuli. Each network was characterized by one of the five pairs of parameters of the Scalar Variance Module:
2), and (SV μ = 2.0, SV σ = 0.4). In each network, the period of the Pacemaker Module was set to either 1 λ = 10 ss or 1 λ = 20 ss (ss denotes simulation steps). It was assumed that one ss reflects one millisecond. Other important parameters of the networks were adjusted so that there was no interference in the Accumulator between the signal remaining after the exposition of the first stimulus and the signal related to the second stimulus: the Accumulator Reset Rate ARR = 0.005, the Accumulator Reset Lower Bound ARLB = 0.1, the Accumulator bias (default signal) AB = 0.5, the Accumulator Bias Recovery Rate ABRR = 0.001. The stimuli ranged from 10 ss to 10000 ss. Pairs of stimuli were presented in the ascending order of stimulus length. Presentation of each pair was preceded by 2750 ss to charge the Accumulator with the bias signal. The interstimulus interval (ISI) of each pair lasted 10000 ss. Because the main aim of this experiment was to explore the behavior of networks comparing short stimuli, the stimuli in the range 10-280 ss were sampled with the highest resolution (30 ss); stimuli in the range 300-900 ss were sampled every 100 ss, and stimuli in the range 1000-10000 ss were sampled every 1000 ss. During the experiment, the network responded after the exposition of the second stimulus. The absolute difference between the signals from the Reference Memory and the Working Memory had to be higher than 0.01 for the Comparator to send out 1.0 (the first stimulus considered longer), or −1.0 (the second stimulus considered longer); otherwise the Comparator would output 0.0. The time between the end of the second stimulus of a pair and the start of the next trial lasted 3000 ss to let the network return to the initial state.
Experiment 2
270 networks were examined, and each network had a different configuration of six crucial parameters: the period of the Pacemaker Module pulse generation 1 λ , the mean and the standard deviation of the normal distribution associated with the Scalar Variance Module (SV μ and SV σ ), the Accumulator Reset Rate ARR, the Accumulator Bias value AB, and the Accumulator Bias Recovery Rate ABRR. The remaining aspects of network settings were the same as in the Experiment 1. The values of the parameters were as follows: λ ∈ {1/5, 1/10, 1/20},
0, 0.4)}, ARR ∈ {0.0016, 0.0017, 0.0018, 0.0019, 0.002}, AB ∈ {0.1, 0.6, 1.1}, ABRR ∈ {0.001, 0.011}. All the combinations of parameters in these sets yield a total of 216 network configurations. Additionally, networks with no Scalar Variance Module were examined; excluding parameters for scalar variability gives 54 combinations of the remaining parameters, thus 270 networks in total. Each of these networks was tested 32 times. There were ten different pairs of stimuli lengths given in simulation steps: (70,100), (100,70), (100,130), (130,100), (130, 160) , (160, 130) , (70, 70) , (100, 100), (130, 130) , and (160, 160). Each pair was presented to a network 150 times, hence 1500 pairs in total presented to each of the 270 networks. The simulation setup has been arranged to be similar to the experiment conducted by Allan (see Section "Data") with some obvious differences. Since artificial networks were tested, not humans, the experiment was not divided into blocks and sessions; as the networks were not equipped with sophisticated sensory and decision systems, there were no warning signals at the beginnings of trials, and stimulation concerned a single, simulated receptor.
Data collection and analyses
In the first experiment, values of signals were collected from four key neurons of the network: the Accumulator buffer, the Reference Memory buffer, the Working Memory buffer and the output of the Comparator module. For each network, one thousand values for each type of pair of stimuli were registered for all the modules except the Accumulator, from which we have collected two thousand values related to each of the stimuli. For the first three key neurons the mean value, the standard deviation and the coefficient of variation of the signal were computed. For the Comparator module, the proportion of the "first stimulus longer" signal for each stimuli pair was calculated. Additionally, distributions of the values from the Accumulator, the Reference Memory and the Working Memory were determined for each duration of stimuli. These values were stored during the trials. The values from the Accumulator were collected just after the end of the stimuli, the values from the Reference and the Working Memory buffers were collected several steps after the end of the stimuli, and the output value from the Comparator module was collected after the end of the second stimulus.
In the second experiment, for each network and for each type of stimuli pair, the proportion of the "first stimulus longer" response was calculated from the output of the Comparator. The cases of 0.0 signals (meaning that the difference between signals from the Reference Memory and the Working Memory was too small) were randomly assigned to one of the two categories. Having these proportions, the ratios of the correct answers for each stimuli pair and the TOE values were determined. For each pair of stimuli, we have also calculated the mean squared error (MSE) between response rates of the network and the participant BJ (see Section "Data"). Statistical analyses were performed using the IBM SPSS Statistics package, version 21.0.0.1. Figure 4 demonstrates that for each set of parameters of the Scalar Variance Module and the Pacemaker Module, the coefficient of variation of signal values in each memory buffer increased when registered stimuli were shorter than 2000 ss (the results were almost identical for the Working Memory and the Reference Memory buffers, so charts are presented only for the former buffer).
Results
Experiment 1
Contrary to the Accumulator, in the memory buffers the coefficient of variation stabilized when the duration of stimuli exceeded 2000-4000 ss. In the Accumulator, the coefficient of variation seemed to continuously drop, though the magnitude of the decrease tended to get lower when longer stimuli were presented. A detailed theoretical analysis of this relationship including asymptotic behavior can be found in (Komosinski 2012) . Altogether, the coefficient of variation in the Accumulator was higher when the Pacemaker speed was lower (recall that there were only two Pacemaker speeds tested). Although the coefficient of variation in memory buffers was highly influenced by the activity of the Scalar Variance Module, the dependence of the coefficient of variation on the Pacemaker speed was especially visible when the presented stimuli lasted shortly. To see this dependence, compare changes of the coefficient of variation in networks characterized by PP = 10, SV σ = 0.1, SV μ = 1.0 or PP = 10, SV σ = 0.2, SV μ = 2.0 and the network with PP = 20, SV σ = 0.05, SV μ = 1.0. Not surprisingly, the coefficient of variation grew together with the SV σ/SV μ ratio in the Scalar Variance Module, which is especially visible for longer stimuli. A high relative variability added by the Scalar Variance Module accompanied by the increased Pacemaker speed led to a faster stabilization of the coefficient of variation (cf. discussion on Weber's law in (Komosinski, 2012) ).
Apart from signals in the Accumulator and in the memory buffers, we also examined patterns of answers of the networks. For longer stimuli, for each network, two responses favoring one of the stimuli were equally probable. For pairs of the shortest stimuli, however, the answer "do not know" (the Comparator output was 0.0) appeared more often: the absolute difference between the stimuli was below the threshold. The probability of such situations increased with a decreasing speed of the Pacemaker and with the decrease of the relative variability in the Scalar Variance Module.
Experiment 2 Accuracy
The first indicator of timing performance that was measured was the overall accuracy (OA) -the mean percentage of the correct answers for all trials, including differing stimuli.
The outcome of the Kolmogorov-Smirnov test for normality (D = 0.007, p = .200) as well as the visual inspection of the Q-Q plot and the histogram showed that the residuals of the dependent variable were consistent with a normal distribution; the outcome of Levene's test indicated (F = 1.361, p < .001) that variances in groups are not homogeneous -which should deem parametric analyses of the dependent variable unusable until the scale is transformed. However, after the arcsin transformation (which caused the results of Levene's test to be nonsignificant: F = 1.115, p = .099), the output from the 5-way General Linear Model for the transformed data was very similar to the output from non-transformed data: the set of significant effects did not change. The magnitude of the effects on the transformed scale expressed as partial eta squared -η 2 p was usually slightly higher, but the order of magnitude of the effects was preserved. Because of this behavior and to avoid unnecessary transformations, the results of analyses will be presented for non-transformed data. All post hoc analyses were performed using the Bonferroni test a . The results of the analyses are presented in Table 1 .
The main effects of the Scalar Variance factor (SV , F(4, 8370) = 3566, p < .001, η 2 p = .630), Pacemaker period factor (PP, F(2, 8370) = 38548, p < .001, η 2 p = .902), Accumulator reset rate (ARR, F(2, 8370) = 947, p < .001, η 2 p = .185) and Accumulator bias (AB, F(2, 8370) = 233, p < .001, η 2 p = .053) were significant. The main effect of the Accumulator bias recovery rate factor was not significant (ABRR, F(1, 8370) = 0.037, p = .847, η 2 p < .001).
Post-hoc analyses revealed that for each main effect excluding the SV factor, each pair of levels differed significantly (all p < .001). As for the main effect of SV , all pairs but one (1,0.1-2,0.2: p = .812) differed significantly (p < .001). The details (see also Figure 5 ) are presented below:
• PP: the lower was the PP value, the higher was the accuracy.
• SV : the highest accuracy was observed for the networks which did not have the scalar source of variability; then the accuracy dropped with the increase of the relative variability produced by the SV module (the networks with the same SV-related variability did not differ significantly).
• ARR: the increase of the ARR parameter value entailed growth of the OA.
• AB: a similar trend was observed as in the previous case, however, the growth of the accuracy was less pronounced.
Additionally, there were significant interactions: • PP × SV : networks with lower scalar variability, including the networks without scalar variance source, demonstrated higher accuracy than those with a higher variability. Almost all differences between networks with different SV parameter values were significant across all levels of the PP factor, except for the (1.0,0.5 -non-scalar) pair, PP = 20, where p = .027, all other p < .001. The only non-significant difference across all levels of PP was for the (1.0,0.1 -2.0,0.2) pair: p ≥ .990. In general, the SV effect was more pronounced when the Pacemaker was faster; the least sensitive to the increase in the Pacemaker speed were the networks with the highest ratio of the SV σ/SV μ in the Scalar Variance Module: the higher the pacemaker speed, the lower the increase of accuracy in these networks.
• PP × ARR: except for the lowest speed of the Pacemaker module, pairwise comparisons revealed significant differences (p < .001) between all groups of networks across different Accumulator reset rates. For the lowest values of the PP factor, the only nonsignificant difference was between networks with the highest and the medium reset rate (p = .063). Other than that, all pairwise differences were significant (p < .001). The OA increased together with the ARR factor values across different levels of the PP factor. The magnitude of the difference changed across different levels of the period factor showing that the difference was higher when the Pacemaker was faster.
• PP × AB: here the pattern was similar to the previous interaction, except that for the lowest Pacemaker speed, the only significant difference was between two peripheral values of the bias parameter (p = .046).
Other differences at this level of the PP factor were not significant (p ≥ .113).
• SV × ARR: all differences between values of the ARR across all levels of the SV factor were significant (p < .001) demonstrating that networks with a higher Accumulator reset rate were more accurate than those with lower ARR values. The interaction seemed to be carried out by slight changes in the magnitude of differences between networks with different ARR levels across lower levels of the SV (including the lack of the scalar variance source) and networks with higher levels of the SV .
• SV × AB: this interaction seemed to be caused by a decreasing discrepancy in accuracy between networks with different Accumulator bias levels (a higher bias level increased accuracy) for growing scalar variability levels (starting from the lack of scalar variability source). Moreover, for the group with the highest relative variability caused by the SV module, the difference between 0.6 and 1.1 levels of the AB factor was non-significant (p = .794).
• ARR × AB: pairwise comparisons revealed that across all levels of the ARR factor, each pair of groups with different values of the AB parameter differed significantly (p < .001). However, these differences tended to be a bit smaller among the groups with higher values of the ARR parameter. Nevertheless, when the value of the ARR parameter was fixed, then accuracy increased as the value of the AB parameter increased.
• AB×ABRR: this interaction barely crossed the threshold of statistical significance both before and after the arcsin transformation of the data (p = .049 in both cases), so these results should be treated with caution. The pairwise comparisons revealed (all p < .001) that the discrepancy in accuracy between AB = 0.1 and AB = 1.1, and between AB = 0.6 and AB = 1.1 increased slightly when the value of the ABRR factor decreased.
• SV × PP × ARR: the PP × ARR interaction was modulated by the SV factor -i.e., the difference between networks with a different value of the ARR parameter within the group of the fastest networks was higher when the relative variability was lower (despite the fact that in these cases all p < .001). Across all levels of the SV factor, when the PP was higher than 20, the networks with a higher Accumulator reset rate were more accurate than those with a lower reset rate. Interestingly, as revealed by the F-tests, the effect of the ARR factor was not significant when SV = (2.0, 0.2) and PP = 20 (p = .375), contrary to all other cases, where p ≤ .003. There was also a minor non-linearity in the ARR effect size in the medium pacemaker speed groups across levels of the SV factor; overall, the performance dropped as the scalar variability increased.
• SV × PP × AB: particularly within the group of networks with a lower scalar variability produced by the SV module (or lack thereof), it was observed that the higher the Pacemaker rate, the higher the differences between networks with distinct values of the AB parameter. As revealed by the F-tests, the effect of the AB factor among the networks with the slowest Pacemaker was not significant (p ≥ .076) across almost all levels of the SV factor; only the networks with the lowest scalar variability (1.0,0.5) differed significantly in this group (p = .016). Apart from that, across all levels of the SV factor, when the PP level was fixed, networks with a higher Accumulator bias were more accurate -however, the overall performance decreased as the scalar variability increased.
TOE
To aggregate results concerning the TOE for different classes of pairs of stimuli, the arithmetic mean of TOE values was calculated across all types of pairs (both with unequal and equal stimuli within a pair). Obviously, this aggregating measure is insufficient to reveal the exact patterns of changes of the TOE across different pairs of stimuli, which are interesting and complex by themselves. However, since all pairwise correlations between the TOE related to different types of pairs were significant, positive and relatively high (all p < .001 and Pearson's r(8640) ≥ .717), employing such a measure was justified.
To additionally ensure that the mean reflects values of its arguments, only those effects were interpreted that are significant for the majority of TOEs related to individual types of pairs. This time both assumptions of normality of residuals (Kolmogorov-Smirnov test: D = 0.007, p = .200) and homogeneity of variances (Levene's test: F = 1.070, p = .208) were met, so all analyses were straightforwardly performed using the GLM and post hoc analyses (the Bonferroni test) on the mean TOE (denoted as mT below). The results of these analyses are presented in Table 2 . All the main effects were significant (PP : F(2, 8370) = 61228, p < .001, η 2 p = .936; SV : F(4, 8370) = 1216, p < .001, η 2 p = .368; ARR : F(2, 8370) = 17763, p < .001, η 2 p = .809; AB : F(2, 8370) = 22313, p < .001, η 2 p = .842; ABRR: F(1, 8370) = 37.1, p < .001, η 2 p = .004). All of these effects were significant for the majority of pairspecific TOEs.
Post-hoc analyses revealed that for each main effect excluding the SV factor, each pair of levels differed significantly (all p < .001). As for the main effect of the SV factor, all pairs but one (1,0.1-2,0.2: p = 1.0) differed significantly (p < .001). The mTs averaged for each group of networks were below zero. Details (see Figure 8 ) are presented below:
• PP: the higher was the PP value, the lower was the mT (recall that "lower" means more distant from 0.0 and closer to −0.5 -the maximal negative TOE). • SV : the lowest mT was observed for networks which did not have the scalar source of variability; then the mT increased with the growth of the relative scalar variability in the SV module. Networks with the same relative variability of the SV did not differ significantly in the mT.
• ARR: the increase of the ARR value entailed growth of the mT.
• AB: the growth of the AB parameter yielded increase of the mT.
• ABRR: the higher value of the ABRR entailed only slightly a higher mT than the lower value of the ABRR. The significant interactions were: (F(16, 8370) = 4.42, p < .001, η 2 p = .008), and PP × SV × AB × ABRR (F(16, 8370) = 1.77, p = .029, η 2 p = .003). All the other interactions were not significant (all p ≥ .063). Not all of these interactions were confirmed by the pair-specific TOE analyses (see below). Most interactions were ordinal.
More detailed analyses of interaction effects revealed that (see Figures 9 and 10 ):
• PP × SV : most of the time, when the PP level was fixed, the mT increased with the scalar variability level (starting from the situation when there was no SV module at all). For PP = 5 and PP = 10, the only non-significant difference was between networks with the same relative variability produced by the SV module (all p = 1.0 in these cases; in all other cases, p ≤ .017). The discrepancy between the mT values within a group of networks with a different relative variability got higher as the Pacemaker speed increased, which was inter alia caused by a drastic slowdown of the mT decreasing rate for the networks with the highest scalar variability. Consistently with this trend, within the networks with PP = 20, the only significant differences were between networks with the highest relative variability and with the the remaining levels of SV (all p ≤ .002; in other cases all p ≥ .055).
• PP × ARR: all pairwise comparisons within the ARR factor across all levels of the PP factor yielded significant differences (all p < .001), where mT increased with the Accumulator reset rate. The magnitude of the differences between the ARR levels increased with the growing speed of the Pacemaker.
• PP × AB: all pairwise comparisons within the AB factor across all levels of the PP factor yielded significant differences (all p < .001), where mT increased with the growing value of the Accumulator bias parameter. The magnitude of the differences between the ARR levels decreased with the growing speed of the Pacemaker.
• SV × ARR: all pairwise comparisons within the ARR factor across all levels of the SV factor yielded significant differences (all p < .001), where mT increased together with the growth of the ARR parameter value. This interaction seemed to be carried out mainly by the visible decrease of the ARR effect when the scalar variance was the highest.
• SV × AB: here the pattern was similar to the previous case, however the strength of the effect was slightly lower.
• ARR × AB: all pairwise comparisons within the AB factor across all levels of the ARR factor yielded significant differences (all p < .001) -the mT decreased as the value of the AB parameter decreased. The differences of mT between different values of the AB parameter seem similar, yet a slight drop of the mT is visible for decreasing ARR for the extreme values of the AB. • SV ×PP ×ARR: this interaction was not significant for TOEs observed for most pairs of stimuli.
• PP × SV × AB: this interaction was not significant for TOEs observed for most pairs of stimuli.
• ARR × SV × AB: the interaction between these three factors is easier to interpret when considering ARR as the main modulating factor. As revealed by the F-test, the effect of the AB factor was significant across all levels of the SV factor across all levels of the ARR factor (all p < .001). The increasing Accumulator reset rate seemed to strengthen the SV × AB interaction. When the Accumulator reset rate was low, changes of the mT across the SV levels were quite similar in different levels of the AB factor (though similarly as for other levels of the ARR, the mT was negative all the time and increased with an increase in the bias value). When the Accumulator reset rate was high, the increase of accuracy related to the growth of the relative variability caused by the Scalar Variance module tended to get noticeably smaller as the Accumulator bias value increased.
• SV × PP × AB × ABRR: this interaction was not significant for TOEs observed for all pairs of stimuli.
Discussion
As the number of significant effects is quite large, the following discussion focuses on the relevant observations concerning the influence of the pacemaker speed and the scalar source of variance on the measured indicators of network performance. These parameters are of the highest importance because the internal clock speed and the memory transfer process are of particular interest in research on human timing. They are also highly influential on the response pattern in the presented version of the 2-AFC task. Other factors are more difficult to be directly operationalized in empirical experiments with human participants without additional low-level empirical research. Nevertheless, complex interactions between the two main factors and the rest of the parameters provide predictions concerning accuracy of the answers of networks and concerning the TOE in the temporal discrimination task. The results obtained from the simulations show the relationship between the human timing mechanism and the exact response patterns in a specific experimental situation. The easiest way to verify predictions of the CCTN without resorting to neuropharmacological manipulations or neuroimaging techniques would be to perform exhaustive timing experiments using a rich set of stimuli and ISIs, and to observe patterns of changes in performance across different types of trials. Such experiments are the next step of our investigation.
Accuracy
The fundamental indicator of performance of networks is the mean proportion of correct answers (OA) across 6 types of trials concerning differing stimuli.
Pacemaker speed
The OA increased with the decreasing pulse generation period of the Pacemaker. The influence of this parameter was modulated by the Accumulator Reset Rate -as the reset rate increased, so did both the value of the OA and the increase of the OA caused by the decreasing PP. Similarly, the growth of the Accumulator Bias strengthened the influence of the PP on the OA. The effect of the PP was not modulated by the Accumulator Bias Recovery Rate. The influence of the PP was also modulated by the value of the Scalar Variance Module parameters -starting from the condition when there was no such module, the higher the relative variability produced by the Scalar Variance Module, the slower the growth of the OA with the decreasing PP. The same SV σ/SV μ ratio of the Scalar Variance Module yielded similar results.
Scalar variance module
Most of the interactions including the SV factor revealed the same pattern: increasing variability related to the Scalar Variance Module diminished the positive influence of the other factors on accuracy. The levels of the factors that increased accuracy more than others (e.g., the levels of PP and AB) often suffered greater loss of the OA. For most of the time, values of the SV parameters yielding the same SV σ/SV μ ratio influenced accuracy in the same way.
As the interaction SV × PP × ARR was significant, the PP × ARR interaction strength (recall that this interaction means that the joint growth of the generator period and the Accumulator reset rate resulted in the greatest increase of accuracy) was diminished by the increase of the relative variability caused by the Scalar Variance Module. The other significant three-way interaction (which is on the verge of significance), SV × PP × AB, was due to a weakening difference in the increase of accuracy between networks differing in Accumulator biases, with a growing PP and with an increasing relative variability of the Scalar Variance Module. This means that the interaction between the PP and the AB parameters is, again, reduced by the growth of the relative variability in the scalar module.
One conclusion from these analyses is that the overall accuracy depends strongly on the pacemaker speed. Although the influence of this parameter was modulated by other parameters, the direction was always the same. This result is important -it means that the increase in the Pacemaker speed yielded the overall increase in accuracy. This is despite the fact that the growing Pacemaker speed should have generally favored the correct answers in the ShortLong order of presentation, and should have lead to decrease of accuracy when the stimuli were presented in the LongShort order. A closer look at the accuracy in the LongShort and the ShortLong orders of presentation revealed that the ShortLong accuracy was higher than the LongShort accuracy, and that the discrepancy between them increased as the Pacemaker speed increased (Figure 11 ). The LongShort accuracy increased slightly when the Pacemaker was the fastest -this is probably a stimuli-range dependent effect. Additionally, changes of accuracy for the LongShort order were modulated by the Accumulator reset rate and by the ABRR and AB factors. Thus in the investigated range of stimuli, an increase in the Pacemaker speed yielded an interesting effect of an increase of the overall accuracy with the simultaneous increase of the negative TOE.
The high variability introduced by the Scalar Variance Module was able to dominate the activity of other modules. This, in turn, resulted in the decrease of the overall accuracy in the considered range of stimuli.
TOE
Pacemaker speed
The mean TOE decreased with the growth of the Pacemaker speed. This pattern of changes was modulated by all other factors except for the Accumulator Bias Recovery Rate, ABRR. Two mechanisms of which one is closely related to the positive TOE (the AB factor) and the other is more associated with the establishment of the negative TOE (the ARR factor) yielded the inverse pattern of interactions with the PP: the effect of the AB factor was more pronounced when the Pacemaker speed was lower relatively to the other Pacemaker speed levels -the effect of the ARR factor was stronger when the pacemaker speed was higher. This is consistent with our predictions of the CCTN behavior: when the pacemaker speed is high, a higher signal value should be accumulated in the Accumulator buffer, which means that the proportional contribution of the Accumulator bias drops. At the same time, the rate of the resetting mechanism plays an important role as there is always the same, limited time (ISI) to clean the Accumulator. When the Pacemaker speed is low, the situation is reversed. The influence of the PP on the mT was also modulated by the SV factor as in the case of accuracy: the greater was the scalar variance, the less steep was the growth of the negative mT with the increasing pacemaker speed. Groups of networks with the same SV σ/SV μ ratio yielded almost identical patterns.
Scalar variance
Increasing scalar variance (starting from networks not equipped with the SV module) tended to diminish the effects of other factors decreasing the mT. The two groups of networks equipped with the Scalar Variance modules with the same SV σ/SV μ ratio usually yielded similar results. The interaction effects show that networks which made the lowest mT were most sensitive to the changes in scalar variability produced by the SV module (mT usually increased in these cases).
The only complex interaction that was significant for the majority of the pair-specific TOEs, ARR × SV × AB, reveals that increasing the Accumulator reset rate leads to the growth of the SV × AB strength. At the highest Accumulator reset rate, networks with the highest Accumulator bias value tended to differ less across different levels of the scalar variance. This is probably because when both responses occur equally frequently, increasing variance does not change much. Conversely, when one type of response is prevalent, increasing scalar variability equalizes the proportion of both types of responses. This explains why this interaction may be present when the stimuli are of equal duration in trials. Regarding processing of differing stimuli pairs, as it was shown for accuracy (see Section "Scalar variance module"), usually the correct response rate was higher in the ShortLong than in the LongShort order of presentation. This is not surprising given that the negative mean TOE was prevalent in the results. What is more, on average, the correct response rate for the LongShort order was higher than 50% (M = 62.7%, SD = 5.1%). This means that increasing the Accumulator reset rate and increasing the Accumulator bias value should have boosted accuracy for the LongShort order above 50%, at the same time decreasing the ShortLong accuracy. Therefore, increasing the Accumulator Bias AB was not only responsible for the increase of the mean TOE. Within the group of networks with the highest Accumulator Reset Rate, it also increased similarity between the two orders of presentation of stimuli in the way accuracy changes for increasing scalarvariability.
Summarizing these remarks, the CCTN model produced results consistent with predictions regarding the examined stimuli range. Increasing the Pacemaker speed acted in favor of producing the negative TOE, and two out of the remaining three TOE generating parameters -ARR and AB -influenced the TOE inversely. The weak influence of the ABRR parameter may mean that the Accumulator bias recovery process rarely occurred. This is in agreement with the observation that a negative mT was prevalent in the collected data. However, as the main effect of the ABRR factor was significant, the predictions concerning the ABRR were confirmed: a higher Accumulator bias charging rate resulted in a slightly increased mT. As for the SV parameter, similarly as in the case of the measured accuracy, an increase in scalar variance resulted in a decrease of other effects. This is caused by the fact that a high scalar variance fosters similarity of memory representations of the first and the second stimulus. The three-way interaction revealed that the increasing contribution of the SV module is not simply additive with effects of other mechanisms. This contribution enables convergence of the accuracy of answers to 50% in both orders of presentation.
Accuracy vs. TOE
The presented results suggest that there is an interesting relation between the TOE and the total accuracy established by the CCTN. The results of the analyses revealed that increasing the pacemaker speed resulted in a lower TOE and in a higher accuracy. On the other hand, increasing the scalar variability caused a decrease in accuracy and in the TOE. To investigate the nature of the relation between the TOE and the OA, additional correlation analysis was performed. This time, the mean TOE for trials consisting of unequal stimuli (mTu) was calculated. The results of this analysis confirmed that there is a negative correlation between the mTu and the OA (p < .001 and Pearson's r(8640) = −.513). The reason for this may be a higher influence of the relation between mTu and OA for the ShortLong pairs th an for the LongShort pairs. Further analyses revealed that although correlations between the mTu and the OA were opposite, in the ShortLong group the correlation was stronger (p < .001 and Pearson's r(8640) = −.881) than in the LongShort group (p < .001 and Pearson's r(8640) = .556). This once again shows that modifying parameters of the timing mechanism does not influence processing of temporal stimuli symmetrically in these two orders of presentation. More importantly, the consequence of this asymmetry is a beneficial impact of the mechanisms responsible for the TOE on the overall quality of temporal judgements.
Conclusions
The results of performed experiments demonstrate consequences of the fundamental assumptions of the clockcounter model for the results in a temporal discrimination task. We showed that the CCTN is able to model internal timing processes including the scalar variance property. We examined the behavior of a number of neural networks during the temporal discrimination task. The outcome of this study is a set of predictions which can be verified straightforwardly in empirical research. The timing literature proves that a lot of effort is devoted to test how changes in modes of activity of the timing mechanism can change behaviors of humans in the timing task (Meck 2005; Meck and Benson 2002; Wiener et al. 2010 ). This influence is inter alia tested in experiments that concern Parkinson's Disease (Artieda et al. 1992; Hellström et al. 1997; Koch et al. 2008; Merchant et al. 2008; Malapani et al. 1998; Malapani et al. 2002; Rammsayer and Classen 1997; Smith et al. 2007 ), mental disorders Sévigny et al. 2003) , the influence of drug application (Lustig and Meck 2005; Meck 1983; 1996; Rammsayer 1999) , and presentation of stimuli in different modalities (Melgire et al. 2005; Penney et al. 2000; Ulrich et al. 2006) . Some of the these works suggest that anatomical correlates of the internal clock are present in basal ganglia and other brain structures connected to this important part of the dopaminergic system (Coull et al. 2008; Coull et al. 2010; Macar et al. 1999; Meck 2006; Perbal et al. 2005) .
Such research emphasizes the need for a model which is able to integrate experimental data, to explain obtained results, and finally, to predict patterns of responses in situations that have not been tested empirically. The CCTN model and the simulation results presented in this work demonstrate how the clock speed and other timing mechanism manipulation may influence accuracy and timeorder error in the temporal discrimination task. Since it is possible to manipulate the Pacemaker speed (and it is also possible to find patients with impaired Pacemaker speed), the predictions of our model concerning this property of the timing mechanism can be fully verified in empirical experiments. What is more, we investigated a range of parameters of one of the possible sources of the scalar variance proposed in (Gibbon et al. 1984 ) -the source that is responsible for the memory transfer from the Accumulator module. There is evidence suggesting that memory storage may be unsettled in people with Parkinson's Disease (Malapani et al. 1998; Malapani et al. 2002) . One of the several interesting predictions stemming from our research is that the slowdown of the memory transfer, when it is accompanied by the increase in the relative variability, may reduce the overall accuracy and the magnitude of the time-order error in the temporal discrimination task; this can be verified in PD patients.
Apart from quantitative and qualitative analyses of changes of performance indicators, data fitting analyses have been performed. We are well aware that the proposed model has many free parameters, however it was still important to verify whether it had the potential to reproduce human behavior. The results of the BJ participant (Allan 1977) were used as an example of human characteristics. As the CCTN demonstrated a similar pattern and for some parameters closely resembled experimental data (Figure 12 ), this is an indication that the model has the potential to be a good explanatory platform for human timing mechanisms. Interestingly, specific analyses revealed that the mean MSE dropped with the increase of the relative scalar variance produced by the SV module (though the differences in MSE were small, see Figure 13 ), which further emphasizes the importance of the scalar property in timing.
Each of the 270 gray lines shown in Figure 12 shows an average across 32 runs with the same set of parameter values. Since the BJ participant took the experiment only once, a direct comparison between human and simulation data is limited. It is still worth noting that the trend of changes in TOE is consistent for all averaged runs, thus the model can and does simulate empirical reality.
While the CCTN is able to explain more effects than just the influence of stimuli duration on the TOE, our experiments were designed to avoid effects other than those related to stimuli duration. Modeling across-trials effects could be achieved easily, but it would complicate the behavior of the model, while the goal of this work was to isolate and study stimuli duration effects exclusively.
Developing a complete model of human timing is a difficult task; this work demonstrated how to represent a clock-counter timing model in a connectionist architecture. Simulation results prove that the model is a suitable tool to analyze the influence of the scalar sources of variability on temporal judgements, which makes it a descendant of the Scalar Timing Model. Simulations concerning the time-order error phenomenon demonstrated that our model is not only able to manifest it, but also that the manifestation of the TOE may resemble the behavior of a human. This justified investigating interactions between the scalar variance and the TOE -the two hardwired properties of human timing.
There are some analogies between the CCTN and the Sensation Weighting Model (Hellström 2003) : in both models, the magnitude of the first or the second stimulus is "strengthened" depending on the context. Our further work will concern the analysis of the recently discovered Type B TOE phenomenon (Dyjas and Ulrich 2014; Ulrich and Vorberg 2009) , the exploration of the ISI effect, and the presentation of the results in terms of Just Noticeable Differences instead of raw frequencies of answers. Another issue is the employment of more sophisticated methods of analysis of temporal behaviors, such as adaptive psychophysical procedures -i.e., one of the versions of the up-down procedure (Kaernbach 1991; Leek 2001) . To gain more specific knowledge about the stimuli comparison process, simulations will be performed in order to establish determinants of discrimination thresholds or psychometric functions (Wichmann and Hill 2001) related to perception of durations.
Since there are many free parameters in the CCTN, we are going to perform extensive fitting of the proposed model to human data. We would also like to transform the model into the representation consisting only of the integrate-and-fire neurons. Such a representation may cause some of the inherent properties of timing to emerge spontaneously (Buhusi and Oprisan 2013) , and it would be a good compromise between the classical clockcounter models and the neural models that have been gaining more and more attention recently. This would meet the need for a connectionist model of timing, fitted to both behavioral and neurobiological data, but still allowing one to comprehend the activity of the networkthus preserving the explanatory power of classical models of timing and at the same time maintaining biological adequacy. This will open a path for further exploration of the patterns of temporal judgements in a wide range of experimental situations.
Endnote
a As this work concerns simulations with many free parameters and the number of their values is arbitrary, we use a conservative post hoc test to show that the significance of observed effects is not incidental.
