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Abstract
Quantum state discrimination underlies various applications in quantum informa-
tion processing tasks. It essentially describes the distinguishability of quantum systems
in different states, and the general process of extracting classical information from
quantum systems. It is also useful in quantum information applications, such as the
characterisation of mutual information in cryptographic protocols, or as a technique
to derive fundamental theorems in quantum foundations. It has deep connections to
physical principles such as relativistic causality. Quantum state discrimination traces
a long history of several decades, starting with the early attempts to formalise infor-
mation processing of physical systems such as optical communication with photons.
Nevertheless, in most cases, optimal strategies of quantum state discrimination remain
unsolved, and related applications are valid in some limited cases only. The present
review aims to provide an overview on quantum state discrimination, covering some
recent progress, and addressing applications in some selected topics. This review serves
to strengthen the link between results in quantum state discrimination and quantum
information applications, by showing the ways in which the fundamental results are
exploited in applications and vice versa.
1 Introduction
Quantum information science arises from the need to seek for faster and more efficient
means of processing information and computation. However, in order to exploit quantum
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mechanical features of photons, atoms and molecules for information processing, a deeper
understanding of the physics behind these microscopic systems is essential.
The information embedded in quantum mechanical systems are fully described by their
quantum states. Unlike their classical counterparts, unknown quantum states cannot be
copied perfectly[1, 2] (no-cloning theorem). Moreover, by exploiting the quantum entan-
glement of these quantum states, it is possible to obtain quantum correlations with no
classical equivalence [3]. Entangled quantum states violate local realistic descriptions of
Nature and cannot be described by any hidden variable theories [4, 5]. However, these in-
triguing features and properties of quantum mechanical states can be harnessed for various
cryptographic protocols giving rise to the whole field of quantum cryptography. Indeed, the
no-cloning theorem discovered in 80’s lends further weight to the argument that exploiting
quantum communication would enhance the level of security [1].
In fact, the fundamental properties that make such quantum applications possible are
also closely related to the fact that non-orthogonal quantum states cannot be discriminated
perfectly. If quantum state discrimination were perfect, it would lead directly to the con-
tradiction that quantum cloning could be done perfectly, or that quantum entanglement
could lead to instantaneous communication [6]. Thus, state discrimination lies at the heart
of some of these quantum applications .
The indistinguishability of quantum states is also implicit within the postulates of quan-
tum theory. Indeed, long before the interest in quantum information started, it was found
that optimal quantum state discrimination as well as measurement strategies could be stud-
ied rigorously and cast into firm mathematical foundation[7, 8, 9]. Historically, these studies
were motivated by the development of optical communication in the seventies.
The best strategy adopted for quantum state discrimination depends largely on the
figure of merit used, for instance, see reviews [10, 11, 12, 13, 14]. In some applications,
one may wish to minimize the average errors that occur in a state discrimination task,
and in others, one would like to maximised the confidence level of detection events in the
measurement. Different strategies adopted may lead to different outcomes. Nonetheless,
there are always consistencies amongst these strategies, e.g. the the strategy for maximum
confidence level in state discrimination is really equivalent to the strategy for the minimum-
error discrimination if an average over the given states is taken, or to the strategy for
unambiguous state discrimination if the given states are linearly independent.
In recent years, the need for quantum state discrimination appears widely in quantum
information processing and also in the study on the foundation of quantum theory. For
instance, it is a key tool to obtain a no-go theorem for an interpretation of quantum states
[15]. In addition, the characterisation of the indistinguishability of quantum states has also
been studied from a more fundamental perspective, in the so-called ψ-epistemic theories
[16] and generalised probabilistic theories [17]. Quantum state discrimination is also needed
for the search for a dimension witness of quantum systems [18] as well as an operational
interpretation of conditional mutual entropy [19].
Optimal quantum state discrimination is generally difficult apart from the case of two-
state discrimination. However, there has been much progress in recent years towards the
subject. For instance, an analytic solution for the discrimination of qubit states assigned
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at random is available.
The goal of this current review is to provide a fairly comprehensive introduction to
quantum state discrimination and its various applications. It is hoped that some of these
new results of state discrimination may lead to new insights in other issues in quantum
information science and vice versa. In Sec. 2, we first review various methods of quantum
state discrimination and the recent progress along the line. In particular, there are a number
of applications based on two-state minimum-error discrimination. In Sec. 3, we cover
selected results obtained recently in quantum information theory where state discrimination
has been exploited as a major tool, such as in interpretation of quantum states in foundation
and as dimension witness for device-independent quantum information processing. In Sec.
4, we address contexts where optimal state discrimination is characterized by information-
theoretic quantities and also physical principles. Finally, in Sec. 5, we summarize our report
and make a few concluding remarks.
2 Discrimination of Quantum States
Quantum state discrimination can be regarded as a game involving two parties, typically
called Alice and Bob: Alice first prepares a quantum state and send it to Bob and then
Bob applies appropriate measurement. An important assumption in this exchange is that
the two parties make prior arrangement concerning the set of quantum states. Bob’s goal
is to determine which state has been prepared by Alice knowing that the state receieved
is taken from an a priori agreed set of quantum states. The question now is how much
one can learn about the state prepared through quantum measurement together with the
classical knowledge available from a priori information. This is a non-trivial problem since
any measurement on a quantum system does not always reveal full information about the
prepared system. Arbitrary set of quantum states need not be orthogonal and so they are
generally not distinguishability from each other.
It is worth emphasising that indistinguishability of quantum states is not due to any
lack of knowledge as in classical systems. Classical states are perfectly distinguishable
from one another since they can be identified unambiguously. Indistinguishable classical
states only mean that both preparation and measurement are described, due to the lack
of knowledge, by probability distributions that overlap one another. Recently, it is shown
that indistinguishability of quantum states cannot be explained by overlapping probability
distributions of classical states [16]. In short, indistinguishability of quantum states does
not have a classical analogue.
Since quantum states cannot be discriminated perfectly, one naturally seeks an alterna-
tive option: by adopting a figure of merit, the discrimination scheme is designed and the
measurement setting is then optimised. There are a number of figures of merit in quantum
state discrimination, depending the application needed. For instance, measurements are ap-
plied in single-shot manner in which the states are measured one at a time as soon as they
arrive, or performed repeatedly or adaptively on independent and identically distributed
state preparation. Alternatively, the average error incurred in the discrimination scheme is
minimised. Or, incorporating inconclusive outcomes, the measuring party can unambigu-
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ously determine the prepared state. In this section, we review some of these methods for
discriminating quantum states and their recent progress.
2.1 A basic setting
Let the state be taken from a d-level quantum system be denoted by a unit-trace positive
operator ρ on a d-dimensional Hilbert space Hd. Let us also write the set of quantum states
by S(Hd). In short, the states, ρ ∈ S(Hd), satisfies ρ > 0 and trρ = 1 on Hilbert space Hd.
For the preparation, let {ρi}Ni=1 denotes the set of a priori quantum states that Alice and
Bob have agreed at the beginning and {qi}Ni=1 be the corresponding a priori probabilities,
i.e. {qi, ρi}Ni=1 as the preparation process in which one of states {ρi}Ni=1 is generated with
a priori probability {qi}Ni=1 respectively. Since one of the quantum states from the set is
generated during the preparation step, it follows that
∑N
i=1 qi = 1. If we do not know which
quantum state is being produced, the state after the preparation process is described as a
mixed state
{qi, ρi}Ni=1 : ρ =
N∑
i=1
qiρi, with
N∑
i=1
qi = 1. (1)
We depict the preparation scenario in Fig.(1), where Alice presses a button with the a priori
probability for generating her choice of a state from {ρi}Ni=1.
Bob’s device for detecting Alice’s state should generally have L output ports with L ≥ N
i.e. no less than the number of possible states in the preparation. Depending on the figures
of merit used, there are different optimal strategies for the measurement process. Quantum
measurements are described by positive-operator-valued-measure (POVMs), or also called
as probability-operator measurement (POM), which are positive operators Mk ≥ 0 for
k = 1, · · · , L that fulfill ∑Lk=1Mk = I, i.e. a positive resolution of the identity operator.
We should note that one can always find a method of realising such POVMs - at the very
least, one may invoke Naimark’s extension, which says the extra resources can be involved as
ancillary systems and projective measurements on the extra resources can provide a means
to construct POVMs on given systems. In fact, it is interesting to study the behaviour of
correlations between systems and ancillary systems, see also Refs. [20] and [21].
One can regard each POVM as an output port where a particular detection outcome
happens. For instance, let Mk denote the POVM corresponding to the kth port, then the
detection event occurs with some probability, say p(k) depending on how the measurement
setting {Mk}Nk=1 is constructed. In general, for a state ρi generated in the preparation,
detection event on Mk happens with probability given by
p(k|i) = tr[Mkρi], for k = 1, · · · , L, and i = 1, · · · , N. (2)
One can also check the sum of probabilities is still unity, i.e.
∑L
k=1 p(k|i) = 1 since∑L
k=1Mk = I.
We next review some known methods for distinguishing quantum states, namely the
minimum-error discrimination, unambiguous state discrimination, and maximum confidence
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⇢ =
NX
i=1
qi ⇢i
preparation
measurement
· · ·
· · ·
Figure 1: Two devices for preparation and measurement, respectively, are the building
blocks in implementation of quantum state discrimination. The device for preparation
generates a state ρi with a priori probability qi for some i ∈ [1, N ], and sends it to the
other party for measurement. Once a system is generated and before measurement happens,
the system is described by the probabilistic mixture of all possibilities. It can be described
as ρ =
∑N
i=1 qiρi. Then, measurement is applied and produces a detection event, from
which one can learn about the preparation.
discrimination. Note that we here focus and spend more on minimum-error state discrim-
ination, that has been much developed recently, and refer to other excellent reviews Refs.
[10, 11, 12, 13, 14] for the others such as details of unambiguous discrimination and maxi-
mum confidence measurement, as well as some of experimental progress.
2.2 Minimum-error discrimination
The goal here is to minimise the average error (or maximise the success probability for
the guess). The maximum success probability is called the guessing probability. During
measurement, if a detection event happens at the kth output port, Bob concludes that
Alice has prepared state ρk. Such an assignment cannot be perfect unless states {ρi}Ni=1 are
pairwise orthogonal. Otherwise, an error is incurred in the process.
As quantum measurement is described by POVMs, this optimisation over measurement
devices requires a search for optimal and experimentally viable POVMs that can give rise
the minimum error. We therefore seek for POVMs {Mk}Nk=1 so that the detection event on
each Mk leads to the state ρk with minimum average error:
detection event on Mk → ρk is given. (3)
When the state ρi is sent to the measurement device, the probability that a detection
event occurs corresponding to the POVM Mi is given by tr[Miρi]. Since each state ρi
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appears with a priori probability, the probability of guessing a state ρi correctly is given
by qip(i|i) = tr[Miqiρi], see Figure (2). The guessing probability is then obtained by
maximising the success probability of correct guesses:
pguess = max
M
N∑
i=1
qip(i|i) = max
N∑
i=1
qitr[Miρi]
subject to
∑
i
Mi = I, ∀ Mi ≥ 0, (4)
where M denotes measurement. The minimum average probability that one fails to guess
correctly a state is then perror = 1 − pguess. Note that Eq. (4) does not provide a simple
recipe for arriving at the guessing probability. Moreover, in general, even if the guessing
probability is obtained, it is still non-trivial to find the optimal measurements or its general
properties. In short, the main task in minimum-error discrimination is to find both the
optimal guessing probability and measurement.
The optimal measurement for minimum-error discrimination for a set of quantum states
{qi, ρi}Ni=1 is in general not unique. Different sets of POVMs can give rise to the same
guessing probability [22]. In some cases, a trivial guess can be made with just a priori
knowledge and without further measurement [23]. In other cases, an optimal strategy may
contain zero-valued POVM i.e. Mi = 0 for some states ρi so that there is no output port
associated with the measurement setting. From the point of experimental implementation,
such a strategy reduces the experimental resources and specifies the minimum number of
output ports associated with non-zero POVM elements. Note that the non-zero POVM
in optimal measurement must be projectors [9, 8]. An optimal strategy for minimum-
error discrimination is in general not easy to find, but in some specific applications, such
an optimal discrimination strategy is readily obtained. As a general method, numerical
optimisation are exploited, for instance, semidefinite programming [24]. This is feasible as
long as the numerical method yields solutions within polynomial time.
2.2.1 Two-state discrimination
Discrimination between two quantum states is probably the only case where optimal dis-
crimination is known without any imposing further assumptions[9]. Suppose that the two
quantum states are chosen from the set {qi, ρi}2i=1, and there are two output ports denoted
by {M1,M2}. A detection event on each port Mi for i = 1, 2 corresponds to a state ρi. Each
state is prepared according to an a priori probability qi for i = 1, 2 and the probability of
making a correct guess is given by qip(i|i), see also Eq. (3). The guessing probability is
obtained by maximising the average success probability over all possible measurements,
pguess = max
Measurement
q1p(1|1) + q2p(2|2) = tr[K], with K = q1M1ρ1 + q2M2ρ2,
where we have introduced an operator K, determined by optimising the POVMs. Since
M1 +M2 = I, the operator K can be shown to be
K =
{
q2ρ2 +M1X
q1ρ1 −M2X, where X = q1ρ1 − q2ρ2. (5)
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·
··
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1
i
N
preparation measurement
···
···
1
k
N
p(k|i)
probability of correct guess : qip(i|i)
Figure 2: In minimum-error discrimination, there are N inputs and N outputs. During
the preparation stage, one presses a button i among 1, · · · , N with probability qi. This
generates state ρi, which is sent to the measurement device. In the measurement device,
there are N output ports, one of which must show a detection event since a complete
measurement is applied. Given that ρi is generated, an output port k shows a detection
event with probability p(k|i). Overall, the probability that one makes a correct guess once
an output port i is clicked is given by qip(i|i).
By symmetrising the above expression, we get
K =
1
2
(q1ρ1 + q2ρ2) +
1
2
(M1 −M2)X.
If we denote M = M1−M2, we see that the POVMs M1 = (I+M)/2 and M2 = (I−M)/2,
both of which must be non-negative, and the guessing probability can be obtained through
the optimisation of a single parameter M satisfying −I ≤M ≤ I,
pguess = max
M
tr[K] =
1
2
+ max
M
1
2
trMX. (6)
This optimal M can be found by spectral decomposition of operator X = q1ρ1 − q2ρ2 into
positive and negative parts.
Let us write the spectral decomposition of the operator by X = λ+X+ − λ−X− with
positive (negative) projector X+ (X−) and λ+ (λ−) positive (negative) eigenvalue. This is
always possible to do with given states {qi, ρi}2i=1. The optimal choice is given by M =
X+ −X− with the guessing probability pguess = (1 + λ+ + λ−)/2. In fact, in terms of the
1-norm,
‖X‖1 =
∑
i=±
|λi| = tr|X| = tr
√
X†X. (7)
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The guessing probability is then rewritten as,
pguess =
1
2
+
1
2
‖q1ρ1 − q2ρ2‖1. (8)
This is also known as the Helstrom bound [9]. From the optimal choice of M , the optimal
POVMs are
M1 =
1
2
(I +M) = X+, and M2 =
1
2
(I −M) = X−, (9)
which form a projective measurement. It is also worth noting that the derivation above is
strictly valid only for any two given quantum states.
2.2.2 Multiple state discrimination
For more than two states, optimal state discrimination is only solved in some limited cases
where the given states possess certain symmetries or the dimension of the Hilbert space of
the quantum states is small. For instance, optimal discrimination of multiple states is known
for arbitrary qubit states that are given equal a priori probabilities, or for ”geometrically
uniform” states. In this subsection, we review optimal discrimination of geometrically
uniform states and mirror-symmetric states.
Geometrically uniform states. Quantum states {ρi}Ni=1 where ρi ∈ S(Hd) are called ge-
ometrically uniform [25], see Fig. (3) if there exists a symmetry represented by unitary
transformations U such that each state ρi is transformed to ρi+1 by an application of the
unitary for all i = 1, · · · ,M :
ρi+1 = UρiU
† for all i = 1, · · · ,M with UM = I and ρM+1 = ρ1. (10)
To see how this symmetry can be exploited for state discrimination, let us consider d
geometrically uniform states in a d-dimensional Hilbert space Hd assuming the equal a
priori probability qα = 1/d for all α = 0, · · · , d− 1. In particular, we consider the following
N copies of pure states
ρα = |ψα〉〈ψα|⊗N , for α = 0, · · · , d− 1, where |ψα〉 =
d−1∑
n=0
cn exp(
2pii
d
nα)|xn〉, (11)
where {|xn〉}d−1n=0 is an orthonormal basis for Hilbert space Hd. These states are of particular
interest as they have been considered in an optimal eavesdropping strategy in quantum key
distribution [26]. The unitary transformations that finds the symmetry among the states is
given by U⊗N where
U =
d−1∑
m=0
exp(
2pii
d
m)|xm〉〈xm|, such that U |ψα〉 = |ψα+1〉, ∀α (12)
With this unitary transform, one can find that (U⊗N )ρα(U⊗N )† = ρα+1 for all α =
0, · · · , d− 1.
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Given the symmetry, the eigenvalues of an equal mixture of the states, ρ =
∑
α ρα/d,
can be computed in an analytic way. For convenience, let us consider the case of N = 1 for
now, and the properties apply to the other cases of N > 1. For the geometrically uniform
states, one can find orthogonal basis spanning the support of those states explicitly as
|xn〉 = 1
dcn
∑
α
exp(−2pii
d
nα)|ψα〉.
Then, with equal probabilities qα = 1/d, it holds that
ρ =
1
d
∑
α
|ψα〉〈ψα| =
∑
n
c2n|xn〉〈xn|
This simply shows a spectral decomposition of the state ρ with eigenvalues {λµ}d=1µ=0
λµ = c
2
µ =
1
d2
∑
α,β
exp(
2pii
d
µ(β − α))〈ψβ|ψα〉,
which are useful to find optimal discrimination. Note also a useful relation that 〈ψβ|ψα〉 =
〈ψ(α−β)|ψ0〉. Then, following the method in Ref. [25], one then constructs a matrix
Φ =
∑
γ |ψγ〉〈xγ | and obtains the spectral decomposition for the optimal measurement.
In fact, for the above geometrically uniform states, the matrix Φ is diagonalised by a
Fourier transformation, F|xn〉 =
∑
w exp(
−2pii
d wu)/
√
d|xw〉. The optimal POVM are {Mj =
|mj〉〈mj |}d−1j=0 where
|mj〉 = 1√
d
d−1∑
k=0
exp(
2pii
d
jk)|xk〉.
Note that the measurement is really an example of the square-root-measurement (or also
called as “pretty good” measurement) [27, 28, 29, 22]. In this case, optimal POVMs fulfill
the relation that Mj ∝ ρ−1/2|ψj〉〈ψj |ρ−1/2 with the state preparation ρ =
∑
i qiρi. With
the optimal measurement, it is straightforward to compute the guessing probability,
pguess =
d−1∑
j=0
qj |〈mj |ψj〉|2 = 1
d
|
∑
µ
cµ|2 = 1
d2
∣∣∑
η
(
∑
m
exp(
2pii
d
ηm)〈ψm|ψ0〉)1/2
∣∣2.
Coming back to the original consideration for states {|ψα〉⊗N}d−1α=0 with N > 1, the prop-
erties of geometrical uniform states in the above are also applied. These are geometrically
uniform states with the symmetry given by the unitary transformation U⊗N with U in Eq.
(12). Then, it is straightforward to compute the guessing probability as,
pguess =
1
d2
∣∣∑
η
(
∑
m
exp(
2pii
d
ηm)〈ψm|ψ0〉N )1/2
∣∣2.
It is worth emphasizing that it is the inherent symmetry facilitates the computation of the
guessing probability and the optimal measurement.
9
| 1i
| 2i
| 3i
| i+1i = U | ii, i = 1, · · · , N.
UN = I
(A) (B)
|0i
|1i
✓
 ✓| i
|±i = 1p
2
(|0i± |1i)
|+i = | 3i
| 1i
| 2i
Figure 3: (A) Geometrically uniform states can be understood as a set of states forming
a circle connected by a single unitary transformation U . There is a cyclic symmetry such
that U |ψi〉 = |ψi+1〉 with UN = I. (B) Mirror-symmetric states in Eq. (13) are shown in
the Bloch sphere. Note that two states |ψ1〉 and |ψ2〉 are obtained from state |ψ3〉 = |+〉,
by rotating it with angle θ in opposite directions, respectively.
Mirror-symmetric states. Optimal discrimination has also been obtained for mirror-symmetric
states. These are linearly dependent three states lying on an equator of the Bloch sphere
|ψ1〉 = cos θ|+〉+ sin θ|−〉
|ψ2〉 = cos θ|+〉 − sin θ|−〉
|ψ3〉 = |+〉 (13)
where two orthogonal basis are denoted by |±〉 = (|0〉 ± |1〉)/√2. These states are con-
sidered in Ref. [30] with a priori probabilities given by q1 = q2 = p and q3 = 1 − 2p.
Mirror symmetry refers to the symmetry forms when the state |ψ3〉 is roated in opposite
direction through the same angle θ. The state preparation ρ =
∑
i qiρi is invariant under
the transformation |+〉 → |+〉 and |−〉 → −|−〉. The guessing probability is obtained as
if p ≥ p∗, pguess = p(1 + sin 2θ),
if p ≤ p∗, pguess = (1− 2p)(p sin
2 θ + 1− 2p− p cos2 θ)
1− 2p− p cos2 θ (14)
where p∗ = (2+cos θ(cos θ+sin θ))−1. Note that the optimal measurement provided in Ref.
[30] is not a square-root-measurement, nor does it attain the maximum guessing probability.
Therefore, the example also shows that square-root-measurement is not a general optimal
strategy for minimum-error discrimination.
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2.2.3 A general approach
Although minimum-error discrimination was formalised several decades ago [9, 7, 8], analyt-
ical solution of optimal discrimination is only known in some specific cases. One such case
is optimality condition which characterise optimal measurement and the guessing probabil-
ity in general. Note that they were already obtained in earlier works by Holevo and Yuen
[8, 7, 9].
Recently, a general approach for optimal state discrimination has been addressed by
exploiting quantum state geometry[31]. The approach has been derived from the insight
gained from the convex optimisation as a linear complementarity problem, more details can
be found in Ref. [31].
Optimality conditions. The optimality conditions are a set of necessary and sufficient
conditions for POVMs to be optimal measurements. For the given states {qi, ρi}Ni=1, the
POVM elements {Mi}Ni=1 provide a set of optimal measurements if and only if they satisfy
[8, 7, 9]
Mi(qiρi − qjρj)Mj = 0 ∀ i, j = 1, · · · , N, (15)
N∑
i=1
qiρiMi − qjρj ≥ 0 ∀ j = 1, · · · , N, (16)
These conditions can also be applied to a numerical optimisation scheme [32] where it is
shown that the optimality conditions can be rewritten as,
qiρi + riσi = K, ∀ i = 1, · · · , N, (17)
ritr[σiMi] = 0 ∀ i = 1, · · · , N. (18)
with the complementary states {σi}Ni=1, coefficients {ri ≥ 0}Ni=1, and a positive Hermitian
operator K [31]. The two forms of optimality conditions are equivalent [31]. The optimal
POVMs in Eq. (18) are orthogonal to corresponding complementary states. The guessing
probability can be found from Eq. (17) so that, with the optimal POVMs {Mi}Ni=1, it
follows that
pguess = tr[
∑
i
qiρiMi] = tr[
∑
i
(qiρi + riσi)Mi] = tr[K
∑
i
Mi] = tr[K]. (19)
In particular, K is the symmetry operator in that it is uniquely determined for a set of
states even though the optimal POVMs are in general not unique. Moreover, the optimal
discimination is achieved once K is obtained for given states.
The optimality conditions in Eqs. (17) and (18) are not obtained directly from Eqs. (15)
and (16). The conditions are derived from a linear complementarity problem in the context
of convex optimisation. In convex optimisation, optimal state discrimination is described
by the following optimisation problem:
(Primal) max
N∑
i=1
qitr[Miρi]
subjec to
∑
i
Mi = I, Mi ≥ 0, i = 1, · · · , N (20)
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or, equivalently
(Dual) min tr[K]
subjec to K ≥ qiρi i = 1, · · · , N. (21)
The former one is called a primal problem in the optimisation and the latter is its dual. In
general, the two problems may not yield the same solution. When the condition of strong
duality is satisfied, both problems give the same solution, i.e. the guessing probability can
be obtained by solving any one of them.
There is an approach called linear complementarity problem (LCP) that generalises
primal and dual problems:
(LCP) K = qiρi + riσi, for i = 1, · · · , N (Lagrangian stability),
ritr[σiMi] = 0, for i = 1, · · · , N (complementarity slackness),∑
i
Mi = I, Mi ≥ 0, i = 1, · · · , N
K ≥ qiρi i = 1, · · · , N. (22)
These conditions are also known as the Karush-Kuhn-Tucker conditions. In this approach,
the task is not really an optimisation problem but rather it is a search for suitable parame-
ters, operator K and {σi}Ni=1, and constants {ri}Ni=1 that satisfy the conditions. In this way,
optimal parameters of both the primal and dual problems are found. Since more parameters
are involved, an LCP is often regarded as more difficult than the primal or dual problems.
However, the advantage with LCP lies with the fact that it looks at the general structure in
a given optimisation problem. This technique can sometimes make the optimisation easier.
In LCP, apart from the trivial conditions arising from the constraints in primal and dual
problems, there are two additional ones: the first dictated by the Lagrangian stability and
the second by the complementarity slackness. These are precisely the optimality conditions
shown in Eqs. (17) and (18).
On the existence of complementary states. Before proceeding to the geometric formula-
tion, it is also worth mentioning how the approach of LCP has been developed. The general
structure of LCP in minimum-error discrimination was first shown for discrimination be-
tween two pure qubit states in Ref. [33]. This result was quickly generalised to mixed
states [34]. These papers make full use of qubit state geometry by finding the complemen-
tary states, instead of optimising measurement. The difficulty to prove the existence of
complementary states for n-state (n > 2) makes it hard to generalize the results beyond
the two-state case. The efforts were also made in general cases and examples as well, see
Ref. [35].
In Ref. [36], it was shown that the two-qubit state discrimination based on the LCP
approach in Refs. [33] and [34] can be applied to arbitrary two states in a convex oper-
ational framework in general, namely, generalised probabilistic theories such as classical
and quantum theories. It is important to note the crucial step that the generalisation was
possible by proving the existence of complementary states in the two-state discrimination
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[37]. For general cases of multiple state discrimination, the existence of complementary
states was not shown and a partial result was the progress with weak Helstrom families.
We also refer to specific examples of the LCP approaches for discrimination of more than
two quantum states in Ref. [38] where examples of three- and four-state discrimination are
shown. Finally, in Ref. [17] the existence of complementary states for any set of quantum
states is shown by analysing the strong duality in the semidefinite programming. This shows
that the LCP approach is valid in the discrimination task in quantum theory. Finally for
generalised probabilistic theories, the existence of complementarity states has been shown
by proving the strong duality in convex analysis [39]. The LCP approach is thus valid in
an convex operational framework in general.
Geometric formulation for minimum-error discrimination. This technique essentially ma-
nipulates the optimality conditions in Eqs. (17) and (18) using the geometry of the state
space. We recall from the optimality conditions that the task is to search either for a
symmetry operator K or for complementary states {ri, σi}Ni=1. as soon as this is done, the
rest of the formulation is straightforward. To this end, we first define a polytope of given
quantum states, denoted by
Pol({qi, ρi}Ni=1)
such that the vertices of the polytope correspond to state qiρi for i = 1, · · · , N . Let
Pol({ri, σi}Ni=1) denote the polytope of complementary states. By finding this polytope in
the state space, complementary states can be found and optimal state discrimination can
be analysed.
Now, notice that two polytopes Pol({qi, ρi}Ni=1) and Pol({ri, σi}Ni=1) of a given set of
states are congruent to each other in the state space since, from Eq. (17), it follows that
qiρi − qjρj = rjσj − riσi, ∀ i, j = 1, · · · , N, (23)
showing that (i) the lines connecting two vertices i and j of the respective polytopes must
be equal and (ii) they are anti-parallel. We next locate the polytope Pol({ri, σi}Ni=1) in the
state space, so that there exists a single operator K satisfying Eq. (17).
A general form of the guessing probability. The optimality conditions also allow us to find
a general form of the guessing probability as well as its operational meaning. Let us first
write the guessing probability, given by tr[K] in Eq. (19), as
tr[K] = tr[
1
N
N∑
i=1
K] = tr[
1
N
N∑
i=1
qiρi + riσi] =
1
N
+
1
N
N∑
i=1
ri. (24)
Note that parameters {ri}Ni=1 correspond to the distance between the symmetry operator
and corresponding states {ρi}Ni=1 as follows. We first recall that K = qiρi + riσi for all
i = 1, · · · , N and K ≥ qiρi, from which one can find that
ri = tr[riσi] = tr[K − qiρi] = ‖K − qiρi‖1.
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Parameter ri in Eq. (24) can be replaced by the relation in the above. The guessing
probability is then expressed as follows,
pguess =
1
N
+R(K‖{qi, ρi}Ni=1), with R(K‖{qi, ρi}Ni=1) =
1
N
∑
i
ri (25)
where R(K‖{qi, ρi}Ni=1) refers to the average distance between the symmetry operation K
and states {qi, ρi}Ni=1 [31]. This finds the guessing probability as the probability deviated
from the random guess 1/N by the average distance R(K‖{qi, ρi}Ni=1) .
The general form in the above corresponds to a quantum analogue of the guessing
probability for classical systems. In the classical regime, random variables directly denote
those alphabets in preparation and measurement while quantum states no longer play a
role, see also the subsection 2.1. Let X and Y denote random variables in preparation and
measurement, respectively. Assuming that no information other than Y from measurement
is provided, the guessing task about X can be described by the following general form [40]
pguess =
1
N
+ d(X|Y )
where d(X|Y ) is the (variational) distance of probability distribution pX|Y (x|y) from ran-
dom 1/N . One observes the analogy between d(X|Y ) and R(K‖{qi, ρi}Ni=1) that both de-
scribe the variational distances from given information to the preparation in the probability-
theoretic way 1.
If a priori probabilities are equal, i.e. with qi = 1/N for all i = 1, · · · , N , there is further
simplification in the form of the guessing probability. From the optimality condition in Eq.
(17), the guessing probability is given by pguess = tr[K] = qi+ri for any i = 1, · · · , N . Since
it holds for all decompositions of the operator K, we have that qi + ri = qj + rj for all i, j.
Since qi = qj = 1/N , we also have that ri = rj for all i, j = 1, · · · , N . Thus, the guessing
probability in Eq. (24) simplifies
pguess = tr[K] =
1
N
+ r (26)
where r denotes ri for i = 1, · · · , N since they are identical. Therefore, for the case of equal
a priori probabilities, the task is reduced to finding a single parameter r.
2.2.4 Qubit state discrimination
There has been much recent progress in studying the optimal methods for discrimination of
qubit (2-level) states. A recent attempt in Ref. [41] considers pure qubit states where the
state discrimination is expressed in terms of Bloch vectors. Partial solutions for three- and
four-qubit states have been illustrated with examples. In Ref. [42], a systematic analytic
1In quantum state discrimination, the set of quantum states in the preparation is known from the begin-
ning. Compared to the classical case, this introduces an a priori information. The guessing probability in
Eq. (25) is thus characterised by the distance from the a priori information, the ensemble {qi, ρi}Ni=1, but
not from the purely random I/d.
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study of qubit state discromination has been carried out. The method exploits the dual
problem, shown in Eq. (21), in semidefinite programming. In Refs. [43, 31], following a
along a similar method but with a different way of performing semidefinite programming, an
approach based on an LCP has been used to solve qubit state discrimination, see Eq. (22).
In the latter approach, optimal discrimination of arbitrary qubit states given at random
can also be completely solved in an analytical way. Based on this approach, a complete
analysis has recently been obtained for the discrimination of a system of three qubit states
with arbitrary a priori probabilities [44]. In the following, we introduce the geometric
formulation for qubit states and provide some examples.
For qubit states, the Bloch sphere provides a convenient and a complete description
with a clear geometric picture. For convenience, we write by ρi = ρ(vi) with a Bloch vector
vi as follows,
ρi = ρ(vi) =
1
2
(I + vi · ~σ)/2, with ~σ = (X,Y, Z)
where Pauli matrices are denoted by X,Y and Z. The state is pure if ‖vi‖ = 1, otherwise,
mixed. Then, as mentioned previously, the LCP deals with optimality conditions, which
for qubit states {qi, ρ(vi)}Ni=1 are
K = qiρ(vi) + riσi, and ritr[Miσi] = 0 (27)
for complementary states {σi}Ni=1, operator K, and parameters ri ≥ 0. See also Eqs. (17)
and (18). Recall that in this approach, instead of directly finding optimal measurement,
the task is to find an operator K and parameters {ri ≥ 0}Ni=1 and {σi}Ni=1 that satisfy the
optimality conditions in the above.
Suppose that the states are assigned with equal a priori probabilities, i.e., preparation
given by {qi = 1/N, ρ(vi)}Ni=1. The guessing probability is given by the simpler form in Eq.
(26). One still needs to determine a single parameter r geometrically. Recall from the sub-
section 2.2.3 that two polytopes, Pol({1/N, ρ(vi)}Ni=1) with given states and Pol({r, σi}Ni=1)
with complementary states, are congruent. Note that non-trivial complementary states
must be pure states from the optimality condition in Eq. (18) 2. The two polytopes
Pol({r, σi}Ni=1) and Pol({σi}Ni=1) are similar but the the ratio between the two polytopes
is only indicated by r. Since Pol({r, σi}Ni=1) is congruent to Pol({1/N, ρ(vi)}Ni=1), it holds
that Pol({1/N, ρ(vi)}Ni=1) and Pol({σi}Ni=1) are similar. Thus, thehe ratio r is found by the
relation in Eq. (23):
1
N
ρ(vi)− 1
N
ρ(vj) = r(σj − σi) → r =
‖ 1N ρ(vi)− 1N ρ(vj)‖1
‖σi − σj‖1
where the trace norm is taken. The natural norm in the Bloch sphere is the Hilbert-Schmidt
norm, which then has a property of being proportional to the trace distance by a constant:
‖ρ1 − ρ2‖1 =
√
2‖ρ1 − ρ2‖2 for all ρ1, ρ2,
2This holds true for qubit states.
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where the Hilbert-Schmidt norm is denoted by ‖ · ‖2. The relation shown above means that
the ratio r of comparing the two lines, estimated in Hilbert-Schmidt or the trace norm,
remains the same in both cases. Therefore, one can safely take either of the measures to
express the ratio, r, by referring to the geometry of the Bloch sphere.
Note that, since {σi}Ni=1 are pure states, Pol({σi}Ni=1) is the largest polytope similar to
the original one Pol({1/N, ρ(vi)}Ni=1). This means that, to find the polytope Pol({r, σi}Ni=1),
one expands the original one Pol({1/N, ρ(vi)}Ni=1) within the Bloch sphere such that its
volume is maximal in the sphere: then, some of vertices must reach the sphere. In this way,
two polytopes remain similar each other and, the ratio r is computed in a straightforward
manner, obtaining the guessing probability directly. Optimal POVMs are obtained after
complementary states are explicitly obtained, with the other optimality condition in Eq.
(18). This is done by rotating the expanded polytope Pol({σi}Ni=1) such that correspond-
ing lines of the two polytopes are anti-parallel, and then the vertices of the rotated one
correspond to optimal POVMs [43, 31].
Examples. As the simplest case, let us first consider two-state discrimination. As men-
tioned above, this works by
• constructing the polytope of given states,
• finding a similar polytope that is largest in the Bloch sphere, and
• computing the ratio between the two.
The guessing probability is obtained, and the optimal POVMs are found accordingly by
rotating the similar polytope. For two-state discrimination {qi, ρ(ri)}2i=1, the polytope
of given states is the line that connects q1r1 and q2r2 in the Bloch sphere. The expanded
polytope similar to the original one is the diameter parallel to the line connecting given Bloch
vectors. This corresponds to the polytope of complementary states σ1 and σ2. Taking the
trace distance, the diameter is given by 2 and the distance of states is given by ‖q1ρ1−q2ρ2‖1.
Since N = 2, from Eq., we have (26)
r =
‖q1ρ1 − q2ρ2‖1
2
, and therefore pguess =
1
2
+
1
2
‖q1ρ1 − q2ρ2‖1.
giving the Helstrom bound for qubit states, see Eq. (8). The optimal measurement is then
found by rotating the diameter so that it is anti-parallel to the original.
The geometric method can be in fact applied to an arbitrary set of qubit states with
equal a priori probabilities {qi = 1/N, ρ(vi)}Ni=1. The method may be useful even if the
given states have complex structure - see for instance polyhedron states in Ref. [43] or even
if there is no symmetry. Let us here consider an example of three qubit states here [31]:
|ψ1(θ)〉 = cos 1
2
(θ0 + θ)|0〉+ sin 1
2
(θ0 + θ)|1〉
|ψ2〉 = cos 1
2
θ0|0〉+ sin 1
2
θ0|1〉
|ψ3(θ)〉 = cos 1
2
(θ0 − θ)|0〉+ sin 1
2
(θ0 − θ)|1〉, (28)
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Figure 4: Discrimination of three qubit states {qx = 1/3, ρx = |ψx〉〈ψx|}3x=1 lying in a half-
plane is shown, see Eq. (28). In the half-plane, each state ρx/3 corresponds to line OXx for
x = 1, 2, 3. The polytope of given states corresponds to the triangle X1X2X3, an isosceles
triangle. The largest triangle similar to X1X2X3 is given by S1S2S3. The ratio between the
two triangles is, r = (sin θ)/3. The guessing probability is Pguess = (1 + sin θ)/3. Note that
the set {OSx}x=1,2,3 corresponds to complementary states. Since the complementary state
OS2 is not pure, the optimal POVM for the state ρ2 is the null measurement, M2 = 0.
forming an isosceles triangle in the Bloch sphere. In Fig. (4), the three states are depicted
in the Bloch sphere. Fig() also shows how the guessing probability and the optimal POVMs
can be obtained geometrically. The guessing probability for θ ≤ pi/2 is
pguess =
1
3
(1 + sin 2θ).
For θ ≥ pi/2, the ratio r is obtained as 1/3, and the guessing probability is given by
pguess = 1/3 + 1/3 = 2/3.
Note that an interesting observation here that the guessing probability remains the same in
ranges θ ≤ pi/2 or θ ≥ pi/2. The result is the same as in Ref. [45], where the von Neumann
entropy is taken as a measure for the distinguishability. Note that the guessing probability
is also an entropic measure, called the min-entropy 3. From the two measures, the agree-
ment shows that distinguishability of quantum states is a global property that cannot be
reduced to properties of pairs of states.
Using the geometric method, the optimal discrimination of geometrically uniform qubit
states, see also the subsection 2.2.2, is easily reproduced. Let us consider a simple case of
3The guessing probability corresponds to the conditional min-entropy, Hmin = − log pguess. See Sec. 4.1
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geometrically uniform states {1/3, ρi = |ψi〉〈ψi|} where
|ψ1〉 = cos θ0|0〉+ e2pi/3 sin θ0|1〉
|ψ2〉 = cos θ0|0〉+ sin θ0|1〉
|ψ3〉 = cos θ0|0〉+ e−2pi/3 sin θ0|1〉. (29)
These are instances of the set in Eq. (28) for θ > pi/2. Based on the geometric method
as illustrated in Fig. (4), the guessing probability is found to be pguess = 2/3. The op-
timal POVMs are found by rotating the polytope: they are explicitly given by {Mi =
|φi〉〈φi|/3}3i=1 where
|φ1〉 = (|0〉+ |1〉)/
√
2
|φ2〉 = (|0〉+ e2pii/3|1〉)/
√
2
|φ3〉 = (|0〉+ e−2pii/3|1〉)/
√
2. (30)
2.3 Selected topics in applications of two-state discrimination
Indeed, two-state discrimination is the only case where the optimal discrimination is com-
pletely analysed. In this subsection, we select and consider a few applications of two-state
discrimination. It quantifies state preparation, classifies the measurement strategies, and
introduces norms that possess operational meanings.
2.3.1 Quantification of quantum state preparation
Suppose that, for a certain task, the goal is to prepare a system to be in an ideal state ρideal,
denoted by Sideal. Often, the prepared state is not the original state but a slghtly different
state ρactual. This state can be identified through quantum state tomography. Note also that
two different states (ideal vs actually prepared) do not always give different measurement
outcomes. An operational way that can quantify the two systems Sideal and Sactual is to say
that they are the same if they cannot be distinguished by any measurements. The guessing
probability for the two states is
pguess(Sideal, Sactual) =
1
2
+
1
2
‖1
2
ρactual − 1
2
ρreal‖
and it can be used to distinguish the prepared state ρactual to the desired one ρideal. This
way of quantification via two-state distinguishability is used in a lot of contexts in quan-
tum information applications involving state preparation. A good example is quantum key
distribution where the desired state is a maximally entangled state needed for generating
an ideal key, and security with an actual state obtained after key distillation techniques is
quantified by the distinguishability of the two different states [46]. In addition, two-state
distinguishability is also an important tool to quantify security of building blocks of large
cryptographic systems, for universally composable security [46, 47] in quantum cryptogra-
phy.
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2.3.2 Distinguishing measurements
Let us first recall two-state discrimination {qi, ρi}2i=1 for which the guessing probability
could be written as
pguess =
1
2
+ max
−I≤M≤I
tr[MX], with X = q1ρ1 − q2ρ2.
One finds that distinguishing two quantum states is completely characterised by the op-
erator M , see Eq. (9). If the two quantum states are fixed as well as operator X, there
can be various ways of choosing measurements giving rise to different upper bounds for the
guessing probability. This perspective is related to the process of classifying measurements,
especially for multipartite quantum systems. They are, namely, non-local, separable, and
local measurements, or local operations and classical communication (LOCC). In fact, it
turns out that that the set of separable operations is strictly larger than the set of LOCC
processes [48]. Since it is obvious that separable operations are a class of quantum opera-
tions, it follows that
LOCC ( SEP ( ALL.
The strict inclusion of LOCC to SEP is shown using quantum state discrimination based
on the set of quantum states that can be perfectly distinguished by separable operations
but not by LOCC protocols [48].
In general, the characterisation of the capabilities of LOCC remains an open problem,
see, for instance, the recent progress in Ref. [49]. This characterisation is important since
LOCC is the alternative way to study entangled states that are resources for quantum infor-
mation processing in general. At the same time, it is also closely related to the separability
problem that underlines the border between entangled and separable states.
2.3.3 Norm defined by operational meanings
Motivated by the expression in Eq. (6), the trace-norm in Eq. (7) has been generalised to a
(semi-) norm characterised by the choice of measurement M . Since the trace-norm possesses
an operational meaning in terms of distinguishability via general quantum measurement, a
new norm is introduced based on possible quantum measurements. To this end, it is useful
to express the trace norm as
‖X‖1 = max
A
tr[AX] = max
{Ax≥0,
∑
x Ax=I}
∑
x
|trAxX|.
A norm induced by measurement M can then be constructed by restricting the possible
measurements on M as follows
‖X‖M = sup
M
tr[MX] = sup
M={Mx}Nx=1:POVM
∑
x
|trXMx|.
where M can be chosen as a class of measurement: LOCC, separable measurement etc. [50].
The trace-norm is recovered by setting M as the most general measurement strategy. The
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formalism is useful for describing the gaps between different classes of quantum operations,
for instance, between ‖X‖SEP and ‖X‖LOCC. See also the recent and related progress along
the line and its connections to quantum designs [51].
2.4 Unambiguous state discrimination
In minimum-error state discrimination, the measured state in the output ports does not
necessarily correspond to the prepared state. There is always an element of error. In
unambiguous discrimination, for a given set of states {qi, ρi}Ni=1, there exists measurements
{Mi}N+1i=1 with an additional element MN+1 such that
p(i|j) = tr[Miρj ] = 0, for i, j = 1, · · · , N.
This condition ensures that detection event on Mk is associated only with the state ρk and
not with others. However, there is an additional outcome, corresponding to MN+1, that
gather all the ambiguous results, see Fig. (5). Note that the additional POVM MN+1 should
fulfill the completeness condition, i.e., in case that
∑N
i=1Mi 6= I, one can find an additional
POVM such that
∑N+1
i=1 Mi = I. This is not always possible for arbitrary states. For pure
states, unambiguous discrimination can be designed if they are linearly independent [52].
For two mixed states, this is done when the support for the states do not completely overlap
[53].
For the given states {qi, ρi}Ni=1, unambiguous state discrimination is described by
max
N∑
i=1
qitr[Miρi]
subject to tr[Miρj ] = 0 for i 6= j = 1, · · · , N
N+1∑
i=1
Mi = I and Mi ≥ 0 for i = 1, · · · , N + 1.
A general numerical method for solving unambiguous state discrimination is to apply
semidefinite programming [54]. The error comes only from the collection of ambiguous
results, and thus it suffices to minimise the probability tr[MN+1ρ] where ρ =
∑
i qiρi. In
general, unambiguous state discrimination is not always possible for linearly dependent
quantum states [52]. For instance, for qubit states, unambiguous discrimination is possible
only when the given states are two pure states. For two states |ψ1〉 and |ψ2〉 with a priori
probabilities 1/2, the probability of having ambiguous results is
PIDP = |〈ψ1|ψ2〉|.
The last result depends on the overlap between the two states. This probability is called
the Ivanovic-Dieks-Peres limit [55, 56, 57].
If there are more than two pure states, a recent approach discussed in Ref. [58] is used.
This approach uses the geometrical properties of the given states, and it can be applied to
arbitrary number of linearly independent pure states. Remarkably, for linearly independent
three pure states, unambiguous state discrimination has been obtained in a closed form.
20
qi ··
·
··
· ⇢i
1
i
N
preparation measurement
···
···
1
k
N
p(k|i)
N + 1
Figure 5: A setting for unambiguous discrimination is shown. There is an additional output
port N + 1 that collects all ambiguous results; detection events on this port do not make
any conclusion about which state has been detected. Detection events on other output
ports have no ambiguity; a detection event on the ith port means that ρi is detected with
certainty.
Unambiguous state discrimination has a number of applications: in particular, for state
comparison and state filtering. It is also connected to the entanglement concentration. For
more details, the readers may wish to refer to the excellent reviews in Refs. [10, 11, 12].
2.5 Maximum confidence discrimination
In unambiguous state discrimination, a detection event inevitably corresponds to a correct
guess. This is in contrast to the minimum-error state discrimination where a detection event
on an output port does not lead to a correct guess all the time. However, unambiguous
discrimination can be applied to limited cases, for instance, when given quantum states are
linearly independent or when the states do not have an identical support.
In Ref. [59], maximum confidence measurement is introduced as an independent dis-
crimination strategy that utilises the confidence on detection events as the figure of merit.
This method coincides with unambiguous state discrimination if the latter technique ap-
plies. Or, it corresponds to minimum-error discrimination if the confidence is maximised
on the average over all given states. Here, the confidence is meant by the probability that
a detection event which has happened in an output port leads to giving a correct guess.
The maximum confidence measurement is an approach of retrodictive quantum theory that
maximises retrodiction from the measurement rather than the prediction from the prepa-
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ration.
In maximum confidence discrimination, the optimal measurement is obtained when a
detection event on each port provides a correct answer with highest probability. Otherwise,
there is an extra output port N + 1 that collects all ambiguous answers. More precisely,
for states {qi, ρi}Ni=1, suppose one obtains the measurement outcome on an output port Mk,
indicating that state ρk has been detected. The probability that the state ρk has actually
occurred, given that a detection event is shown at Mk, can be analyzed using Bayes’ rule
[59],
p(ρk|Mk) = p(ρk)p(Mk|ρk)
p(Mk)
=
qktr[Mkρk]
tr[ρMk]
, with ρ =
∑
i
qiρi, (31)
where p(Mk) denotes the probability that measurement port, Mk, is clicked, and p(ρk) the
probability that the state ρk is prepared from one of states in the ensemble, ρ =
∑
i qiρi.
The maximum confidence discrimination is then obtained by maximising the conditional
probabilities
max p(ρk|Mk) for k = 1, · · · , N
subject to
N+1∑
i=1
Mi = I, Mi ≥ 0 ∀ i = 1, · · · , N + 1
where measurement outcomes in the additional POVM MN+1 corresponds to ambiguous
results. Note that the additional POVM element MN+1 is essential since optimal POVM
elements {Mi}Ni=1 do not form a complement measurement in general.
2.5.1 Example
A simple and useful example that compares the maximum confidence measurement with the
minimum-error state discrimination is provided in Ref. [59] using the geometrically uniform
three-qubit states: {1/3, ρi = |ψi〉〈ψi|}3i=1. These states are linearly dependent and thus
unambiguous discrimination is not possible. The optimal measurement for the maximum
confidence is given by the POVM Mi = αi|φi〉〈φi| for i = 1, 2, 3 and M4 for inconclusive
results, where α1 = α2 = α3 = (2 cos
2 θ)−1 and
|φ1〉 = sin θ|0〉+ cos θ|1〉
|φ2〉 = sin θ|0〉+ e2pii/3 cos θ|1〉
|φ3〉 = sin θ|0〉+ e−2pii/3 cos θ|1〉
M4 = (1− tan2 θ)|0〉〈0|.
Compared to the optimal measurement for minimum-error state discrimination in Eqs. (29)
and (30), optimal measurement for maximum statistical confidence depends on θ. With the
optimal measurement, the conditional probability in Eq. (31) is given by
[p(ρi|Mi)]max = 2
3
for all i = 1, 2, 3.
whereas, with optimal measurement for the minimum-error state discrimination, the con-
ditional probablity is given by (1 + sin 2θ)/3.
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2.5.2 Optimal measurement
In this section, we briefly review the general method of finding optimal measurement for
maximum confidence measurement. For given states {qi, ρi}Ni=1, the main technique is to
consider an ansatz
Mi = ciρ
−1/2Qiρ−1/2, where ρ =
∑
i
qiρi (32)
with constant ci, that needs to be determined, and an operator Qi. By substituting this
expression into the conditional probability in Eq. (31), we have
p(ρk|Mk) = qktr[ρkρ−1]tr[ρ′kQk] where ρ
′
k =
ρ−1/2ρkρ−1/2
tr[ρkρ−1]
To maximise the conditional probability, the operator Qk should be taken as an operator
having a maximal overlap with the state ρ
′
k. We denote the spectral decomposition of the
state by ρ
′
k =
∑
i λ
k
i |λki 〉〈λki | and let λkmax = maxi λki . We then have Qk = |λkmax〉〈λkmax|.
This last step determines optimal POVMs. The coefficients {ci}Ni=1 are then determined
under the constraint that measurement is complete.
2.5.3 Equivalence to minimum-error state discrimination
As alluded before, for individual states, the conditional probability obtained for maximum
confidence measurement is always larger than that from minimum-error discrimination. One
then asked if the maximum confidence measurement would attain minimum-error discrim-
ination when maximum confidence measurement is averaged over all states. This is indeed
the case since
max
∑
i
p(Mi)p(ρi|Mi) = max
∑
i
p(Mi)
p(ρi)p(Mi|ρi)
p(Mi)
= max
∑
i
p(ρi)p(Mi|ρi).
The left-hand-side shows the maximisation of the average conditional probabilities over
all measurement and it turns out to be equal to the right-hand-side, i.e. the guessing
probability. Thus, it holds that maximising conditional probabilities on average is equivalent
to finding the guessing probability.
2.6 Relation between different strategies of state discrimination
There have been approaches that generalise both methods of minimum-error discrimination
and unambiguous discrimination. Maximum confidence measurement can also be viewed as
a generalisation of these approaches, in the sense that it coincides with unambiguous dis-
crimination for linearly independent states [52] or states whose support do not overlap [53]
and with minimum-error discrimination if the average confidence is maximised [13]. These
connections are obtained even though maximum confidence measurement is originally for-
mulated for maximising the confidence of the guessing task on detection events. Maximum
confidence measurement therefore interpolate between the two discrimination techniques in
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a quantitative way by relating an error rate and a rate of inclusive outcomes, motivated
through practical conditions in experiment where errors are sometimes inevitable [60].
One the one hand, minimum-error discrimination can be generalised with an additional
measurement output port that collects inconclusive outcomes. By fixing the rate of incon-
clusive outcomes, the optimisation is achieved through the minimisation of the error-rate.
For instance, in two-state discrimination {qi, ρi}2i=1, measurement is performed by three
POVM elements {M1M2,M3} with the additional M3, leaving the rate of inconclusive out-
comes Q = tr[ρM3] for the ensemble ρ =
∑2
i=1 qiρi fixed. The POVMs M1 and M2 are
then optimised to minimise the error probability perror. The case when Q = 0 corresponds
to minimum-error discrimination. If given states are linearly independent, unambiguous
discrimination can be recovered by putting Q sufficiently high. This was suggested and
studied in Ref. [61] and further analysed in semidefinite programming with examples in
Ref. [62].
On the other hand, a generalisation can also be obtained by introducing an error prob-
ability to unambiguous discrimination perror. The task then is to minimise the rate of in-
conclusive outcomes Q subject to a constraint on the error probability perror ≤ pc for some
pc ∈ [0, 1]. Unambiguous discrimination is found by putting pc = 0. This method of state
discrimination has been considered in Ref. [60] and analysed for two-state discrimination
in Refs. [63, 64].
In fact, relations between the two approaches is found as a trade-off between the error
rate perror and the rate of inconclusive outcomes Q. Recently, the relation perror(Q) or
equivalently Q(perror) is obtained analytically [65, 66]. Although the relation is not yet
fully analysed for arbitrary set of quantum states, it is remarkable that some general results
for the problem have been obtained, for instance optimality conditions, useful for deriving
analytic results for certain symmetric cases, and a general approach for perror(Q) with fixed
Q, see details in Refs. [65, 66] and references therein.
Finally, let us summarise a general way of transforming state discrimination with fixed
rate Q to a problem of minimum-error discrimination that minimises the error rate perror
[65]. For states {qi, ρi}Ni=1, let {Mi}N+1i=1 denote POVM elements. Suppose that MN+1 is
fixed, and thus Q = tr[ρMN+1] where ρ =
∑
i qiρi. The key idea is to identify the support
of measurement comprised only of {Mi}Ni=1. Denoted by Ω =
∑N
i=1Mi = I −MN+1, one
then find POVM elements in an alternative form as,
M˜i = Ω
−1/2MiΩ−1/2, for i = 1, · · · , N. (33)
Projecting the given states on the support, we get normalised states {ρ˜i}Ni=1 and a priori
probabilities {q˜i}Ni=1,
ρ˜i =
Ω1/2ρiΩ
1/2
tr[Ωρi]
, and q˜i =
qitr[Qρi]
1−Q .
The guessing probability is then found by minimum-error discrimination of {q˜i, ρ˜i}Ni=1. It
is interesting to observe that optimal strategies in Eq. (33) share similarity with maximum
confidence measurement in Eq. (32).
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2.7 Maximising mutual information
In terms of communication capacity, one can also consider the maximisation of the mutual
information shared between Alice (who prepares the state) and Bob (who applies the mea-
surement). The mutual information is used to estimate the rate of information transmitted
in communication channels. For the preparation {qi, ρi}i=1, the mutual information is given
by
I(A : B) =
∑
i
qi
∑
j
pB|A(j|i) log
pB|A(j|i)∑
k qkpB|A(j|k)
where p(j|i) denotes the conditional probability that Bob has outcome j when Alice sends
state ρi i.e. p(j|i) = tr[Mjρi]. Once the mutual information is maximised, the quantity is
called accessible information, also known as Holevo information [67],
I(A : B) ≤ χ = S(ρ)−
∑
i
piS(ρi) (34)
where ρ denotes the ensemble and S von Neumann entropy. It quantifies Bob’s information
accessible to Alice’s through measurement on his quantum states.
Although the upper bound has been known, it is not straightforward to find the op-
timal strategy. An important property is that the above mutual information is a convex
function of Bob’s POVMs. More precisely, suppose that M (B) is a convex combination of
of measurements M
(B)
i , i.e. M
(B) = p1M
(B)
1 + · · ·+ pnM (B)n , then it follows that
I(A : B) ≤
∑
i
piI(A : Bi) ≤ max
i
I(A : Bi).
This implies that the optimisation problem can be solved by convex optimisation techniques
and has a unique solution.
As an example, in Ref. [68], geometrically uniform states in two-dimensional Hilbert
space (qubit states) are considered. For N -state discrimination, the symmetry is given by
the following unitary transformation, a rotation about y-axis, and the states are obtained
by successive applications to a fixed state |ψ0〉 as follows:
V = exp(−i pi
N
Y ) =
(
cos piN − sin piN
sin piN cos
pi
N
)
, with |ψ0〉 =
(
1
0
)
, and |ψk〉 = V k|ψ0〉.
Using the symmetry and group-theoretical properties, optimal measurement could be ob-
tained as POVMs {Mk}N−1k=0 where Mk = |ak〉〈ak|/N , with |a0〉 orthogonal to |ψ0〉. In
this case, applying the techniques in Ref. [43], this set of POVMs coincides with the opti-
mal measurement for minimum-error discrimination of the same qubit states, even though
optimal measurement for minimum-error is not unique in general.
Note that channel capacities mentioned above are in fact defined in terms of mutual
information. In this case, given a channel, the task is to optimise the mutual information
over all possible sets of quantum states. For the progress along the line, there is a recent
review Ref. [69].
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2.8 State discrimination in the asymptotic limit
Until now, quantum state discrimination is considered in a single-shot manner, where quan-
tum states are prepared and collected, and measurement is applied only once for the state
discrimination. However, in situations where it is possible to repeat measurements, a more
general setting allowing for different strategies of the measurements is possible. Instead
of the figures of merit introduced in single-shot discrimination scenarios, for instance, the
guessing probability, the focus is now on the statistical behaviour of the success or error
probability, or extending different measurement strategies depending on costs of measure-
ments or the inherent experimental requirements.
2.8.1 Minimum-error discrimination of i.i.d. states
Suppose that, during the preparation stage, a quantum state (either ρ1 or ρ2) is repeatedly
and independently generated n times. From Bob’s perspective, they are prepared in the
form of ρ⊗ni for i = 1, 2, which are independently, identically, and distributed (i.i.d) states.
The analysis on discrimination of the i.i.d. states is technically hard but in fact crucial to
quantum communication or quantum coding. Here, let us briefly review quantum Chernoff
bound, recently obtained, that provides a complete analysis on the statistical behaviour.
For the case of two-state discrimination between ρ⊗n1 or ρ
⊗n
2 , the optimal discrimination
has been completely analysed, as it is shown the Helstrom bound in Eq. (8). It is however
not straightforward to compute the trace distance between the two states ρ⊗n1 or ρ
⊗n
2 in an
analytic form. In the asymptotic limit where the error tends to be very small, the conver-
gence rate can be easily treated by introducing the critical exponent of the convergence, as
follows
perror,n = 1− pguess(ρ⊗n1 , ρ⊗n2 ) ≈ exp(−nξQCB)
where pguess(ρ
⊗n
1 , ρ
⊗n
2 ) denotes the guessing probability assuming equal a priori probabili-
ties, and ξQCB is called quantum Chernoff bound.
It is also worth to note that for the classical analogy, i.e. for probabilistic systems
described by p1 and p2, the critical exponent is given by
ξCB = − log( min
0≤s≤1
∑
i
(p0(i))
s(p1(i))
1−s).
Recently in Ref. [70], its explicit form has been derived as a precise analogy to its classical
counterpart:
ξQCB = lim
n→∞−
perror,n
n
= − log( min
0≤s≤1
tr[ ρs1ρ
1−s
2 ]). (35)
The convergence rate of errors in quantum state discrimination has been extended to
multiple states. Let the given states be given by a set Σ = {ρi}Ni=1 and let ξQCB(Σ) denote
quantum Chernoff bound for the set Σ:
ξQCB(Σ) = min
i,j
ξQCB(ρi, ρj) for i, j = 1, · · · , N.
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This expression involves the pairwise quantum Chernoff bound among all pairs. It has been
conjectured that it suffices to consider just a pair of two states having a minimal overlap.
This holds true if the given states are commuting so that they can be considered as classical
states. Otherwise, it is known that the quantum Chernoff bound for multiple states has the
following upper and lower bounds:
1
3
ξQCB(Σ) ≤ lim
n→∞−
perror,n(Σ)
n
≤ ξQCB(Σ), (36)
where perror,n(Σ) denotes the error probability for the states in the set Σ assuming equal a
priori probabilities. It remains an open question whether the factor 1/3 in the lower bound
can be removed. A conjecture is that the quantum Chernoff bound for multiple states is
equal to the Chernoff bound of two states having the maximal overlapping. See also the
recent progress along the line [71, 72, 73].
2.8.2 Measurement strategies
For state discrimination among i.i.d. states Σ = {ρ⊗ni }Ni=1, the optimal measurement is the
so-called “collective measurement”, which is the most general form of measurements on
multiple copies of states. In this scheme, each POVM element M
(n)
j for j = 1, · · · , N on n
copies works on the whole block collectively as follows
p(j|i) = tr[M (n)j ρ⊗ni ].
To implement collective measurement, there is however an experimental requirement that
one should be able to store quantum states for sufficiently long time, perhaps in a device
called a quantum memory. Realising quantum memory however is still experimentally
challenging. In addition, one should be able to devise a method of realizing complicated
interactions among copies. This is also highly non-trivial with the present-day technology.
Therefore, from a practical point of view, the implementation of collective measurement is
not currently feasible.
A possible scheme in current experiment scheme is to apply measurement on single
copies individually, hence, called individual measurement. One of the most elementary
strategies of this class is that an identical measurement is repeatedly applied, called repeated
measurement. That is, a POVM element is of the following form: M
(n)
j = m
⊗n
j , where mj
denotes a POVM on single copies, so that
tr[M
(n)
j ρ
⊗n
i ] = tr[mjρi]× · · · × tr[mjρi].
There is an even finer scheme, further elaborated, called adaptive measurement where mea-
surement outcomes of an individual copy are updated and guides the measurement for
the next copy. In this case, a POVM element applying single-copy measurement can be
expressed as,
Mj = mj,n[xj,n−1]⊗ · · · ⊗mj,k[xj,k−1]⊗ · · · ⊗mj,1 (37)
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where xj,k denotes the measurement outcome of mj,k. This can be regarded as Bayesian
updating. In the most general strategy of individual measurement, the n-th measurement
may depend on the previous n − 1 outcomes. In this case, a POVM would be of the form
of Eq. (37) with single-copy measurement mj,k = mj,k[~xj,k] where ~xj,k = (xj,1, · · · , xj,k−1)
the collection of the previous k − 1 measurement outcomes xj,m for m = 1, · · · , k − 1.
It remains an open question whether individual measurement is as good as collective
ones, or if not, at least in the asymptotic limit 4. It is also a question on the power of
quantum memory in improving distinguishability of quantum states [74]. In Ref. [75],
two-state discrimination on multiple copies is in fact the case.
3 State Discrimination as a Tool
One of important contributions of quantum state discrimination is that it provides a link
between quantum foundations and quantum information processing. This link has provided
much motivation to investigate fundamental problems in quantum foundations. For in-
stance, minimum-error state discrimination has been applied to certifying the dimension of
quantum systems used in state preparation. It is an important application in the context of
device-independent quantum communication where the assumptions on devices are relaxed
so that a higher level of security is attained. Or, it has also been shown that optimal state
discrimination is equivalent to optimal quantum cloning if the number of output (approx-
imate) clones tends to be very large. Here, we review some selected topics of applications
of quantum states discrimination.
3.1 Pusey-Barrett-Rudolph (PBR) theorem
Although quantum mechanics formulated with its axioms and postulates serves as a good
description of microscopic world, the interpretation of quantum states has surprisingly re-
mained an issue of debate: do quantum states represent merely states of knowledge only
or, are they real physical states? It has been a long debate since the beginning of quan-
tum theory, going perhaps as far back as the celebrated article by Einstein, Podolsky, and
Rosen [76] and also the results of Bell [5]. Recently, a no-go theorem by Pusey, Barrett,
and Rudolph [15] says that if quantum state merely represents information about the real
physical state of a system, then experimental predictions that contradict those of quantum
theory can be constructed [15]. Note that the theorem is valid under the assumption that
two quantum systems at different locations can be prepared independently.
A state discrimination method called quantum state exclusion is useful for undertand-
ing the proof of the theorem. Note that it does not correspond to minimum-error nor
unambiguous state discrimination. To derive the theorem, let us assume a physical theory
where a system is described by a physical state λ or, more generally, its distribution µ(λ).
For instance, for classical theory, it is a distribution over the phase space. If a quantum
state represents a physical state, corresponding distributions µψ0(λ) and µψ1(λ) of different
states |ψ0〉 and |ψ1〉 must be disjoint. The hypothesis is that a quantum state is regarded as
4This is the 31st problem in the list in http://qig.itp.uni-hannover.de/qiproblems/.
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merely a state of knowledge, in which distributions of µψ0(λ) and µψ1(λ) contain an over-
lapping area in the preparation stage. Let q denote the probability that the preparation is
performed on the support. After measurement is performed, Bob then makes an error in
distinguishing two states with a probability not less than q.
The argument works with two states |ψ0〉 = |0〉 and |ψ1〉 = |+〉 = (|0〉 + |1〉)/
√
2.
Let us assume two systems prepared independently, {|0〉|0〉, |0〉|+〉, |+〉|0〉, |+〉|+〉}. With
states λ1 and λ2 for the two systems, the preparation can be described as µψ0(λ1)µψ0(λ2),
µψ0(λ1)µψ1(λ2), µψ1(λ1)µψ0(λ2), µψ1(λ1)µψ1(λ2). If both systems are prepared in the over-
lapping support, then the state is compatible with the four quantum states. In other words,
measurement does not give null outcome for any of the four states. As it is shown [15],
quantum theory allows for the existence of measurement in which one of the four outcomes
never shows a detection event. This leads to a contradiction to what has originally been
assumed about the interpretation of quantum states. To generalise the argument to arbi-
trary two states, n quantum systems have been taken and measurement is applied to their
2n states. In the proof of the no-go theorem, the main task is to seek the measurement that
give null outcome to one of input states, and invoke a quantum state exclusion principle.
Quantum state exclusion
The method of quantum state exclusion, first introduced in Ref. [77], aims to reject some of
the states and reduce the original state space to a subset. Recently, the problem has been
formalised in the form of semidefinite programming [78]. For state preparation {qi, ρi}Ni=1,
in contrast to minimum-error state discrimination, one seeks POVM elements {Mi}Ni=1
such that tr[ρiMi] is minimised on average over all i = 1, · · · , N . Ideally, it is aimed
that tr[ρiMi] = 0 for all i = 1, · · · , N . It is worth mentioning how this can be seen in
experiments: if one of states, say ρi, is repeatedly generated and sent for measurement, its
corresponding output port Mi never shows detection events even though the other ports may
show detection events with probabilities tr[Mjρi] for j 6= i. Repetition of the experiment
gives rise to an output port with no detection events successfully excluding a particular
state.
Quantum state exclusion can also be expressed in the form of semidefinite programming
[78]. The primal problem can be written as
(Primal) min
∑
i
qitr[Miρi]
subject to
∑
i
Mi = I, Mi ≥ 0, i = 1, · · · , N,
and its dual problem is also easily derived as
(Dual) max tr[K]
subject to K ≤ qiρi, i = 1, · · · , N.
The above program can be compared to minimum-error state discrimination in Eqs. (20)
and (21). Technically, the two primal problems achieve optimisation in the opposite direc-
tions. To derive the PBR theorem, two distinct states |ψk〉 = cos(θ/2)|0〉+(−1)k sin(θ/2)|1〉
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Figure 6: Two schemes of discriminating between two unitaries U1 and U2 are shown. In
(A), ancillary systems are introduced and it corresponds to discrimination between U1 ⊗ I
and U2 ⊗ I. Differently to the case of state discrimination, ancillary systems enhance the
distinguishability. In (B), it is allowed to exploit the box many times. After n repetitions,
it corresponds to discrimination between Un1 and U
n
2 . Contrast to state discrimination, for
any two unitaries there exist a finite n and input state ρ such that two unitaries after n
repetitions are perfectly distinguishable.
with k = 0, 1 are considered, and quantum state exclusion is applied to the product states
|Ψ(x1, x2, · · · , xn)〉 = |ψx1〉 ⊗ |ψx2〉 ⊗ · · · ⊗ |ψxn〉 (38)
where xi = {0, 1} for i = 1, · · · , n. By applying entangled POVM, measurement allowing
for state exclusion is optimised over H⊗n.
3.2 Discrimination of unitary transformations
Suppose that there is a box in which a unitary transformation, say one of the two unitaries
U1 or U2, is applied with some probabilities, say 1/2, respectively. How then can one learn
about which transformation is applied? A natural approach is to prepare and send a fixed
quantum state |ψ〉 into the box and then discrimnate between U1|ψ〉 or U2|ψ〉, corresponding
to two-state discrimination. Unlike the usual two-state discrimination, there is a freedom
to choose the input state so that the two “output” states are better distinguishable. One
may then argue that discrimination between unitaries is therefore equivalent to the case
of quantum states. The argument might come from the close connections, or similarity,
between states and dynamics: for instance, for two distinct quantum states, there always
exist a fixed state and two unitaries by which the two states are prepared. However, it turns
out that this intuition does not work in a discrimination task.
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From Eq. (8), the distinguishability is quantified by the trace distance between two
resulting states, and thus the optimisation is given by
u = max
ρ
‖U1ρU †1 − U2ρU †2‖1 (39)
with the guessing probability, pguess = (1 + u/2)/2.
Recall that the main goal here is not state discrimination but discrimnating one of
the two unitary transformations. To this end, one can exploit ancillary systems, that is,
discrimination between I ⊗ U1 and I ⊗ U2 [79], see Fig. (6). Assuming that the ancillary
system has the dimension as the system, the optimisation task becomes, for an input state
ρ ∈ S(H⊗H),
u = max
ρ
‖I ⊗ U1ρI ⊗ U †1 − I ⊗ U2ρI ⊗ U †2‖1. (40)
As an example, we consider two unitary transformations, say Pauli operators X and Z.
Note that for any input state |ϕ〉, it holds that 〈ϕ|XZ|ϕ〉 6= 0, showing that they are not
perfectly distinguishable without ancillary systems, see Eq. (39). Let us now consider an
input state |ψ〉 = (|00〉+ |11〉)/√2. It is easily shown that
〈ψ|(X ⊗ I)(Z ⊗ I)|ψ〉 = 0.
This shows that we have u = 2 in Eq. (40) and pguess = 1. That is, the two non-commuting
unitary transformations are perfectly distinguishable by introducing ancillary systems. Note
that the two corresponding states are not perfectly distinguishable even though ancillary
systems are considered.
Discrimination in the asymptotic limit. Suppose now that one can repeatedly exploit
the box involving the unitary transformations, i.e. with the input state as |ψ〉, the box
applies one of two unitary transformation U1 or U2 repeatedly many times so that, after n
repetitions, resulting states are either Un1 |ψ〉 or Un2 |ψ〉. To guess which unitary transforma-
tion is used, one looks at the two-state discrimination of resulting states. The problem is
precisely to find an input state |ψ〉 such that the resulting two states Un1 |ψ〉 and Un2 |ψ〉 are
orthogonal to each other. The task is therefore
max
ρ
‖Un1 ρUn†1 − Un2 ρUn†2 ‖.
In Ref. [80], it is shown that there always exist finite n and an input state ρ such that two
resulting states Un1 ρU
n†
1 and U
n
2 ρU
n†
2 become orthogonal, that is, perfectly distinguishable.
In the case of state discrimination, two non-orthogonal states are never perfectly distin-
guishable with certainty even if a number of copies are provided. Hence, there is intrinsic
difference between state discrimination and the discrimination of unitary transformations.
3.3 Dimension witnesses
For dimension witnesses, one looks at the question: in an experiment without full knowledge
of the measurement and preparation of unknown states, what features of the system can
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Figure 7: A setting for dimension witness using quantum state discrimination is shown.
In this case, no a priori information is known about state preparation: pressing one of N
buttons, say i, corresponds to generation of unkonwn state ρi, and measurement is applied
by a setting m giving an outcome k. The probability that this happens is denoted by
p(k|i,m), with which the minimal dimension of Hilbert space describing states {ρi}Ni=1 can
be then certified.
be gleaned from observed data? In Fig. (7), the experimental setup is depicted where the
observed data refers to the collection of probabilities p(k|i,m) of having outcome k when a
state ρi is prepared by pressing button i with measurement m. It turns out that minimal
dimensions of classical and quantum systems can be certified by observed data. A general
method has been presented in Ref. [81], based on numerical tests.
Recently, it is shown that quantum state discrimination can also be used to certify
the minimum dimension of a Hilbert space of a given quantum system [18]. Since two-state
discrimination is by far the only case where optimal discrimination is completely analyzed for
all dimensions, it can be applied in the context of dimension witnesses. We first specify the
POVM elements so that Mmk to denote the operator giving outcome k when measurement
m is chosen. For complete measurement, it holds that
∑
kM
m
k = I. In Ref. [18], the are
N possible preparations and M possible measurements with M = N(N − 1)/2 so that each
measurement consists of two outcomes k ∈ {−1, 1} only. Indeed, each measurement can be
labeled by m = (x, x′) for x, x′ ∈ {1, · · · , N}. The witness is then bounded by
WN =
∑
x>x′
|p(k = 1|x, (x, x′))− p(k = 1|x′, (x, x′))|2 ≤ Qd = N
2
2
(1− 1
min(d,N)
).
Let us explain the above equation. First, the difference between two probabilities cor-
responds to the trace distance between two unknown states ρx and ρx′ among x, x
′ ∈
{1, · · · , N}, that is, the minimum-error discrimination between the two states. The witness
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can be understood as the average fluctuations of pair-wise distinguishability of the prepa-
ration process. The inequality is fulfilled if the unknown states are described by a Hilbert
space of dimension equal to or less than d. The inequality would be violated if the quantum
dimension in the preparation is greater than d. For instance, the upper bound for W7 can
be analytically computed in Ref. [18]:
dimension d 2 3 4 5 6 7
Qd 12.25 16.33 18.38 19.60 20.42 21
The usefulness of applying state discrimination to dimension witnesses, compared to the
general formalism in Ref. [81], lies with the fact the the quantity Qd can be analytically
computed. Despite the advantage, it remains an open question how one could generalize
the method to multiple state discrimination and dimension witnesses due to the lack of
solutions in general situation.
3.4 Equivalence to asymptotic quantum cloning
Quantum cloning allows the distribution of unknown quantum states from one party to many
parties [82]. Formally, it corresponds to the dynamics from given states |φ〉 with additional
free resources |0〉⊗M−1 to a M -partite state ρ(×M)φ ∈ B(H⊗M ) so that the resulting state is
as close to as M copies of initial state. One may be interested in maximising the fidelity
of individual clones. It is called local fidelity in the context of symmetric cloning where all
clones are identical, i.e. for a resulting M -partite state ρ
(×M)
φ ∈ B(H⊗M ), it holds that an
individual clone ρi = tr¯iρ
(×M)
φ ∈ B(H) where tr¯i = tr1,··· ,i−1,i+1,··· ,M is identical the others:
ρi = ρj for all j 6= i. Thus, the local fidelity computes the fidelity between the input state
and an approximate output clone,
FL = F (|φ〉, ρj) = 〈φ|ρj |φ〉
where F denotes the fidelity.
It is interesting to see that state discrimination can be regarded as a form of cloning: for
states {qi, ρi}Ni=1, the minimum-error discrimination find out which state has been prepared
and then produced as many as copies of the state as one wishes. In some sense, it is like
a measurement-and-preparation scheme in which the information of the unknown quantum
state is converted into classical information through measurements and then the quantum
state is prepared using the classical information. Of course, the discrimination task is never
perfect, and thus the error contributes to imperfect clones. Note that the situation is exactly
a 1→∞ symmetric cloning, or also called asymptotic cloning.
A fair comparison of the two processes of cloning, one of optimal quantum cloning and
the other based on state discrimination, is made in cases of asymptotic cloning. Indeed, for
some cases it is shown that the two processes are equivalent [83, 84, 85], and the case of
equivalence in general is an open problem 5. In Refs. [86, 87], it is shown that quantum state
5This is 22nd problem in the list, http://qig.itp.uni-hannover.de/qiproblems.
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discrimination, or estimation in the case that given states contain continuous spectrum, is
equivalent to optimal asymptotic quantum cloning.
4 Characterizations in quantum communication
One of the main motivations that quantum state discrimination was investigated in the
very beginning was due to the huge development in optical communication. As the size
of systems in which information is encoded gets smaller, it is natural to consider quantum
systems in the limit of the physical size. In quantum communication, the framework relies on
quantum postulates: measurement results are interpreted according to the laws of quantum
mechanics. Quantum sources also contain entanglement that shows correlations stronger
than classical ones. All these are consistent to other physical principles of classical theories.
For instance, entanglement does not violate the relativistic causality, or also called as the
no-signaling principle that rules out instantaneous communication.
Interestingly, the formalism of quantum state discrimination is much related to con-
straints given by other physical principles. Here, we consider two contexts of quantum
communication that have tight relations to, and thus also characterize, optimal quantum
state discrimination. Both of them consider a cryptographic scenario.
4.1 Quantum min-entropy
In quantum cryptographic protocols, min-entropy is exploited to quantify privacy amplifi-
cation that decouples legitimate parties from an eavesdropper. It estimates the number of
bits to be sacrificed during privacy amplification protocols [46]. It is also a measure that
quantifies the randomness of sources. In Ref. [19], an operational meaning of quantum
min-entropy has been obtained that it is indeed equivalent to the guessing probability of
the minimum-error state discrimination. The precise relation is provided as follows.
Let us write an entangled state shared by Alice and Bob as |ψ〉AB. Suppose that
Alice applies a measurement with POVM elements {Mi}Ni=1. On measurement, she gets the
outcome, say j from a detection event on POVMMj , and then Bob is left with corresponding
quantum state,
ρ
(j)
B =
1
qj
trA[((Mj)A ⊗ IB)|ψ〉AB〈ψ|] (41)
where qj = tr[((Mj)A ⊗ IB)|ψ〉AB〈ψ|] denotes the probability that Alice has outcome j.
Bob’s states are normalized. Once Alice announces to Bob that she has performed her
measurement, Bob knows that he has quantum states {ρ(j)B }Nj=1. The state shared between
them can now be described by classical-quantum correlations,
ρAB =
N∑
j=1
qj |j〉A〈j| ⊗ ρ(j)B (42)
where Alice’s measurement outcome of Mj is denoted by |j〉A〈j| for j = 1, · · · , N . Note
that this state can also be prepared as in subsection2.1 without shared entanglement [3].
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The classical-quantum state in Eq. (42) precisely describes the physical situation before
Bob’s measurement. By applying optimal measurement, Bob can gain information from his
quantum states with the conditional min-entropy
Hmin(X|B) = − inf
σB
inf
λ
{λ‖ρAB ≤ 2λ(IA ⊗ σB)}
where the infimum is taken over all states σB ∈ B(H). Note that the above corresponds to
a convex optimisation task.
It turns out that the conditional min-entropy in the above is equivalent to the minimum-
error state discrimination [19]. More precisely, the equivalence is established with the
guessing probability of the minimum-error state discrimination for {qj , ρ(j)B }Nj=1 with ρ(j)B in
Eq. (41) with
Hmin(X|B) = − log pguess (43)
where the explicit form of the guessing probability pguess can be found in Eq. (4) in the
subsection 2.2. The equivalence means that, for Bob to maximise his information, the
optimal measurement he chooses should be identical to the optimal one for the minimum-
error state discrimination. It also means that optimal state discrimination is a corresponding
operational task when min-entropy is applied in cryptographic applications.
4.2 Optimal discrimination constrained by the no-signaling principle
Let us reconsider the bipartite scenario above where the two parties share an entangled
state |ψ〉AB, Alice applies measurement, and Bob is then left some quantum states. Here,
we consider a generalization that Alice can choose one of N possible measurement denoted
by {M (A)i }Ni=1, where each measurement by Alice M (A)i = {Mi, I−Mi} is complete and has
two outcomes of Mi and I−Mi. Since each measurement is complete, as long as Alice does
not announce her measurement, Bob does not learn Alice’s choice from his quantum states.
This already excludes the possibility of instantaneous communication [88].
Suppose that measurement M
(A)
i for some i = 1, · · · , N is appled and Alice does not
announce her measurement outcomes. Bob is then left with a mixture of two possibilities,
either ρi or σi so that
ρ
(B)
i = piρi + (1− pi)σi, for i = 1, · · · , N, (44)
where we have introduced ρi as the resulting state of Alice’s measurement Mi and σi as the
state of measurement I −Mi,
ρi =
1
pi
trA[|ψ〉AB〈ψ|Mi ⊗ I], (45)
σi =
1
1− pi trA[|ψ〉AB〈ψ|(I −Mi)⊗ I], where pi = tr[|ψ〉AB〈ψ|Mi ⊗ I]. (46)
Note that, since Alice’s measurement M
(A)
i is complete for all i = 1, · · · , N , it holds that
ρ
(B)
i = ρ
(B)
j for all i, j = 1, · · · , N.
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Bob’s strategy is based on the fact that each state ρj is contained in the ensemble of ρ
(B)
j
in Eq. (44) as a result of Alice’s measurement M
(A)
j . He then prepares his measurement to
discriminate the states {ρi}Ni=1, and concludes Alice’s measurement from the outcome: he
would conclude Alice’s measurement M
(A)
j if a detection event on his side happens in the
j-th port that finds ρj among states {ρj}Nj=1.). It is clear that, by the no-signaling principle,
the strategy would not add any information to Bob: this means that the distinguishability
for states {ρi}Ni=1 cannot be arbitrarily precise.
Bob’s discrimination task is restricted to the states {ρi}Ni=1 in the ensemble; other states
{σi}Ni=1 in the ensemble in Eq. (44) may still contribute to detection events, and are
considered as errors in the Bob’s guessing strategy. In any case, since Bob aims to guess
Alice’s measurement by discriminating states {ρi}Ni=1 only, detection events corresponding
to the states {σi} are disregarded in Bob optimal measurement setting. Therefore, the a
priori probabilities exploited for Bob’s measurement are
qi =
Prob[ρi]
Prob[{ρi}Ni=1]
=
pi
p1 + · · ·+ pN
with {pi}Ni=1 in Eq. (46), where Prob[ρ] denotes the probability that ρ appears. Bob’s
measurement is optimised for the state preparation {qi, ρi}Ni=1. If Bob’s guessing probability
is so high and he correctly guesses Alice’s measurement better above random guesses, a
faster-than-light communication would be established. thus, the guessing probability is
constrained by the no-signaling principle. It can be shown that the guessing probability is
bounded by
pguess ≤ p(NS)guess =
1
p1 + · · ·+ pN . (47)
In other words, violation of the above inequality would lead to instantaneous communica-
tion. In fact, the inequality turns out to be tight. That is, for any set {qi, ρi}Ni=1, the optimal
state discrimination always attains the equality in Eq. (47) as dictated by the no-signaling
principle.
Since analytical expression for optimal state discrimination remains an open problem
to date, it is not possible to compare it directly with the upper bound for the strategy.
Instead, one can find from the LCP formalism of optimal state discrimination in Eq. (22)
that for any set {qi, ρi}Ni=1, there exists a symmetry operator K that is decomposed into
K = qiρi + riσi for all i = 1, · · · , N . Normalising the symmetry operator gives
K˜ =
K
tr[K]
= piρi + (1− pi)σi
and this operator can be related to state ρ
(B)
i by identifying pi = qi/tr[K] for all i = 1, · · · , N
in Eq. (44). Recall that the guessing probability is given by tr[K] in Eq. (24). With the
fact that
∑
i qi = 1, we have the guessing probability
pguess =
1
p1 + · · ·+ pn
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which is equal to the upper bound in Eq. (47). It is also worth emphasising that the scenario
constraining the no-signaling principle can be exploited to discover optimality conditions in
Eq. (22).
The scenario shown above is generic in many quantum communication protocols. Im-
posing the impossibility of a faster-than-light communication is a useful tool to probe the
capabilities of manipulating quantum states, for instance, quantum cloning [6] or local
quantum dynamics [89]. In fact, optimal quantum cloning is also tightly related to the
no-signaling principle [6]: a faster-than-light communication would happen if cloning of
quantum states could work better than optimal quantum cloning. As mentioned in the sub-
section 3.4, quantum state discrimination is a form of quantum cloning, and therefore one
may expect relations between the no-signaling principle and state discrimination. Indeed,
optimal quantum state discrimination is also be tightly characterized by the no-signaling
principle.
5 Conclusion
Quantum state discrimination serves as a basic tool for both quantum information theory
and the foundation of quantum mechanics. Although general theorems regarding optimal
state discrimination remains unsolved, much progress has been gained in recent years on
some special cases. The technical difficulty in most general scenario may place strict limita-
tions on the development of some quantum information tasks. Moreover, since the quantum
state discrimination is closely related to some existing hard problems, developments in this
direction could lead to new perspectives and challenges. The present review has provided a
comprehensive introduction to quantum state discrimination and its selected applications.
Although it is not covered here, there has also been significant progress in discrimination
of continuous variable states, see for instance, Refs. [90, 91], for recent experimental im-
plementation along the line. They are in fact related to applications such as quantum key
distribution with continuous variable systems, e.g. [92]. There are also excellent review
articles, e.g. Refs. [10, 11, 12, 13, 14], on quantum state discrimination from different
angles. The present article mainly focus on recent development in the methods of state
discrimination from the theoretical point of view and its selected applications. It is hoped
that these new results in quantum state discrimination may lead to new insights for other
issues in quantum information science and vice versa.
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