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1) отношение линейного вывода;
2) p-значное отношение равноправного вывода (ИЛИ-параллельный вывод);
3) p-значное отношение независимого вывода (И-параллельный вывод).
Равноправное и независимое срабатывание продукций из активационного набора приводит к воз-
можности создания параллельных стратегий выводов с безотступной генерацией множества вариан-
тов-решений. Основу данных стратегий составляет дополнительная информация о конфликтных ситу-
ациях, выявляемых до начала генерации путем анализа структурных отношений между образцами в . 
Дополнительная информация представляется в виде внутреннего языка I управляющих слов, являю-
щихся характеристикой ПС.
* * *
Эффективная генерация ветвящихся продукционных процессов в модифицированной ПС основы-
вается на получении количественных оценок ветвлений и определении максимального количества эле-
ментарных преобразователей для технологии безотступных вычислений, что прежде всего необходимо 
для задач распознавания образов и медицинской диагностики.
Модифицированная система имеет встроенные средства для естественной параллельной генерации 
ветвящихся продукционных процессов и анализа  создаваемых дискретных объектов в виде набора 
взаимно дополняющих выводов, служащих основой стратегий параллельных выводов. Они имеют са-
мостоятельную ценность для организации параллельных вычислений, если решаемая задача допускает 
однородное описание на основе модели вычислений, управляемых потоком данных [4].
Работа выполнена в рамках государственного задания Министерства образования и науки Россий-
ской Федерации № 8.8482.2013.
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О. В. ШУТ
СИНТЕЗ АЛГОРИТМОВ ДЛЯ РЕШЕНИЯ ЗАДАЧ РАСПОЗНАВАНИЯ ОБРАЗОВ
В КОНЕЧНОМЕРНЫХ ДИСКРЕТНЫХ ПРОСТРАНСТВАХ
В статье рассматривается задача распознавания образов в случае, когда все признаки объектов принимают конечное ко-
личество значений. Используются дедуктивный и индуктивный подходы к решению задач распознавания и описаны соот-
ветствующие им модели представления начальной информации об объектах: логическая и прецедентная. Построена алгебра 
объектов. Предложена кодировка объектов, сохраняющая операции алгебры объектов и позволяющая учитывать возможную 
неопределенность значений признаков независимо от мощности множества их значений. Показан изоморфизм предложенной 
алгебры объектов и алгебры многозначной логики. В рамках дедуктивного подхода предложена модификация метода резолю-
ций для прецедентной модели. Разработан комбинированный алгоритм, объединяющий метод резолюций с параметрическим 
семейством алгоритмов распознавания, и показано, что он работает не хуже любого из алгоритмов, образующих комбинацию.
Ключевые слова: распознавание образов; многозначная логика; метод резолюций.
The paper considers a pattern recognition problem in the case when all signs of objects have a fi nite quantity of values. Deductive 
and inductive approaches to pattern recognition problems are considered. Two information encoding models, which correspond to these 
approaches, are described: logical and precedent-related. An algebra of objects is built. A coding of objects, which preserves operations 
of algebra of objects and allows to take possible uncertainty of values of signs into account without depending on the cardinal number 
Математика и информатика
57
of the set of their signs, is proposed. It is shown that algebra of objects and algebra of many-valued logic are isomorphic. In the context 
of the deductive approach a modifi cation of the resolution method in case of the precedent-related model is proposed. A new algorithm, 
which combines resolution method and a parametric family of pattern recognition algorithms, is developed. It is shown that this 
combined algorithm works not worse than any of the two algorithms which constitute a combination.
Key words: pattern recognition; many-valued logic; resolution method.
В задачах распознавания образов с обучением часто используются две основные модели пред-
ставления информации: логическая и прецедентная. Первая из них применяется в продукционных 
экспертных системах [1], вторая характерна для задач, в которых информация задается перечис-
лением или прямым указанием объектов. В системах, использующих логическую модель, знания 
представлены в форме правил, указывающих, какие заключения должны быть сделаны в различных 
ситуациях. На основании этих правил система делает логические выводы, универсальным способом 
построения которых является метод резолюций. Этот же метод используется, например, в задаче 
классификации формул в исчислении высказываний. Для решения задач, использующих прецедент-
ную модель, разработано большое количество алгоритмов. В качестве примера можно привести 
семейство алгоритмов, предложенное в [2]. В данной статье исследуется связь логической и пре-
цедентной моделей для задачи распознавания образов в конечномерном пространстве, а также воз-
можность использования обоих подходов с сохранением их преимуществ путем разработки алго-
ритма, объединяющего вышеуказанные алгоритмы.
1. Постановка задачи. Начнем с общей постановки задачи распознавания образов с обучением 
(обозначим ее через Z) [2]:
На множестве объектов X задано конечное число подмножеств (классов) lXX ,...,1 . Имеется 
начальная информация I0 о принадлежности к классам множества объектов XX 0 . Требуется 
указать алгоритм A, определенный на множестве X, который на основании информации I0 для произ-
вольного объекта 0\ XXx  вычисляет результат, который можно интерпретировать в терминах 
принадлежности x к классам lXX ,...,1 .
Для представления начальной информации I0 в задаче Z часто применяются две модели: прецедентная 
(перечисление объектов) и логическая (через предикаты, используемые для описания объектов и классов).
В [3] исследован подкласс ZZ 2 , для которого множество X удовлетворяет условию nBX 2 , где  2 0,1B  , Nn . Для Z2 получены следующие основные результаты:
1) установлено взаимно однозначное соответствие между логической и прецедентной моделями 
представления информации I0;
2) разработан метод объектных резолюций, представляющий собой метод резолюций, модифициро-
ванный для прецедентной модели (обозначим его через A1);
3) разработан комбинированный алгоритм AС, объединяющий алгоритмы A1 и A2, где через A2 обо-
значен алгоритм распознавания, описанный в [2].
В данной работе рассматривается «естественное» расширение подкласса Z2. А именно речь идет 
о подклассе ZZk  , для которого nkBX  , где  0,1,..., 1kB k  , Nn , k . Основной целью 
работы является исследование возможности использования результатов, полученных для задачи Z2, при 
решении задачи Zk. В этой связи рассматриваются следующие вопросы
1:
1) установление связи между логической и прецедентной моделями представления информации об 
объектах в Zk;
2) обобщение алгоритмов решения Z2 для их применения в Zk.
2. Алгебра объектов. Пусть  1,..., nS s s  – множество признаков объектов, Dj – множество значе-
ний признака sj, тогда  max jjk D . Зафиксируем порядок признаков. Объектом назовем отображе-
ние nn DDssp  ......: 11 . Будем считать, что  0,1,..., 1j jD D  , n
j
jDD
1
 , тогда Dk  ,
 0,1,..., 1D k  . Множество значений признака js S  объекта p обозначим pjD , где DD pj  , 
nj ,1 . Набором назовем любое множество объектов из предметной области Zk.
Пусть значение признака sj объекта p неизвестно, но точно известно, что этот признак принимает 
значения из множества DD pj  . Будем рассматривать такой объект p как набор из pjD  объектов, 
у которых значение признака sj пробегает множество 
p
jD , а значения остальных признаков совпадают 
1 Основные определения, используемые в этой статье, взяты из [3].
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со значениями соответствующих признаков p. Если pjD , то считается, что объект p не обладает 
признаком sj, поэтому p не рассматривается в рамках задачи Zk.
Объект p называется нормализованным, если 1 pjDj . Набор P называется нормализованным, 
если все его объекты нормализованы; в этом случае обозначим его )(PNorm . Пусть )(XNormX norm  .
В общем случае для произвольного признака существует ( ) 2kD   комбинаций его значений, где 
)(D  – множество всех подмножеств D. Поэтому будем считать, что ( ( ))nX D  . В случае нормализо-
ванных объектов произвольный признак принимает kD   значений, поэтому nnorm DX  .
Объектом-признаком называется объект, для которого точно известно значение ровно одного при-
знака, а информация о значении других признаков отсутствует:
 , ,
, ,
p
p j
j
d j hD
D j h

 
где Dd pj  .
Опишем операции алгебры объектов. Определим произведение объектов p и q как объект, значения 
признаков которого определяются формулой pq p qj j jD D D  .
Пусть заданы наборы P и Q. Введем следующие операции над наборами объектов:
1) отрицание: )(\ PNormXP norm ;
2) умножение:  
,p P q Q
PQ P Q pq
 
    . Объекты c pqjD   не входят в произведение;
3) сложение: QPQP  .
Таким образом, построены алгебры объектов  ( ), , ,G X       и нормализованных объектов 
 ( ), , ,norm normG X      , где ( )X  и ( )normX  – множества ненормализованных и нормализо-
ванных наборов соответственно.
Алгебра G обладает свойствами, которые будут использованы при исследовании соотношения 
прецедентной и логической моделей представления информации I0 и при описании метода объ-
ектных резолюций.
Свойства. 1) Система операций  , ,    над наборами является полной;
2) GG norm  .
Доказательство . Идея доказательства свойства 1 состоит в представлении произвольного набора 
как суммы его объектов, а каждого объекта – как произведения его объектов-признаков. Доказательство 
свойства 2 проводится непосредственной проверкой того, что результатом выполнения любой опера-
ции над нормализованным набором или парой таких наборов также является нормализованный набор.
3. Кодировка объектов2. В Z2 неопределенные значения объектов обозначались особым символом. 
Этот символ означал, что признак может принимать любое значение из D. В Zk признаки могут прини-
мать значения из DD pj  , где 1 pjDD . Кодировка, предложенная в [3], не позволяет учитывать 
такого рода ограничения на диапазон значений. Поэтому введем кодировку, которая, во-первых, была бы 
применима при любом k ; во-вторых, позволяла бы учитывать все виды неопределенности значений.
Введем отображение 2: ( )
k
kc D B  , которое кодирует отдельные признаки:
0 1 1( ) ( ... )
p p p p
k j j j jkc D d d d  , где 0, ,1, .
p
jp
ji p
j
i D
d
i D

 
Чтобы закодировать объекты из X, применим ck ко всем признакам всех объектов. Обозначим эту 
кодировку объектов через 2: ( ( ))
n nkc D B  :
 1 .( ) ( ) ... ( )p pnk kc p c D c D
В качестве примера на рисунке показано применение кодировки c2.
Если все объекты из набора P закодированы с помощью c, обозначим этот набор )(Pc .
2 Данная кодировка предложена научным руководителем В. А. Образцовым.
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4. Эквивалентность прецедентной и логической моделей. В первой части статьи задача Z сфор-
мулирована с использованием прецедентной модели представления информации. Приведем постанов-
ку этой задачи, основанную на логической модели [4]:
Информация I0 задана через предикаты, характеризующие принадлежность объектов к классам 
lXX ,...,1 :  ( ) 0,1ii P x  ,  | ( ) 1i iX x P x  . Требуется указать алгоритм A, определяющий выво-
димость объектов x из iP , li ,1 .
Введем переменные nxx ,...,1 , соответствующие значениям признаков nss ,...,1 , где Dxi  . Произ-
вольное множество объектов Y описывается формулой , состоящей из переменных nxx ,...,1  и опера-
ций k-значной логики [5]. Как принято в логике, не будем проводить различие между функцией и ее 
значением. Поскольку  определяет, принадлежит ли объект p множеству Y, то она должна принимать 
два значения, соответствующие ситуациям Yp  и Yp . Пусть  принимает значения
1, ,
( )
0, .
k p Y
p
p Y

   
Пусть Dxx 21, . Рассмотрим следующие операции k-значной логики [5]:
1) отрицание Лукашевича: xkx  1~ ;
2) обобщение конъюнкции: ),min( 212121 xxxxxx  ;
3) обобщение дизъюнкции: ),max( 2121 xxxx  .
Пусть Fk – множество функций k-значной логики, используемых для описания классов,
а  , ~, ,kH F     – алгебра этих функций. Обозначим через  2( ), , ,nkC B       алге-
бру объектов, записанных в кодировке c, т. е. множеств nk-мерных двоичных векторов, а через    2( ) , , ,norm nkC c B       – алгебру нормализованных объектов, представленных в кодировке c. 
Рассмотрим соотношение алгебр G, C и H.
Теорема 1. 1) CG  ;
2) HCG normnorm  .
Доказательство . 1. Покажем, что c – взаимно однозначное отображение множе-
ства ( )X  в множество 2( )nkB , сохраняющее основные операции [6]. Пусть QP    
 qpQqPp    qjpj DDj  . Предположим, что qjpj DD \ . Тогда qjpj DDi \  
 )()( qjkpjk DcDc    )()( qcpc    )()( QcPc  . Так как   2( ) 2n nk nkX D B    , то c ото-
бражает ( )X  в 2( )nkB  взаимно однозначно. Непосредственная проверка доказывает, что c сохраняет 
операцию умножения объектов и основные операции над наборами. Поэтому CG  .
2. Так как GG norm  , а CG  , то normnorm CG  , CC norm  . Занумеруем все нормализованные 
объекты. Введем отображения  1 2): ( nnorm kz c X B   и nkk BFz 22 :  , ставящие в соответствие на-
бору  )( normP c X  и формуле kF  векторы:
Значения признака sj в кодировке c2
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11 11( ) ... ),( nkP zz z  2 2 1 2( ) ( ( ( )) ... ( ( ))),nkz z p z p   
где 1
1, ,
0, ,
j
j
j
p P
z p P

    2 ) 1, ( ) 1,( 0, ( ) 1.jj j
p k
z p p k

      
Если QP   и    , то соответственно )()( 11 QzPz   и 2 2( ) ( )z z   . Так как   2( ) 2n nnorm k kkc X F B    , то z1 и z2 взаимно однозначны. Непосредственная проверка доказы-
вает, что z1 и z2 сохраняют основные операции алгебр 
normC  и H соответственно. Так как z2 взаимно 
однозначно, то существует 12 )(
z . Пусть 1
1
20 )( zzz  , тогда  0 : ( )norm kz c X F   является изо-
морфизмом, что и требовалось.
Из доказанной теоремы следует, что 2( )
nkc X B , поэтому    ( ) , , ,C c X      . Таким обра-
зом, показано, что использование кодировки c правомерно при исследовании как нормализованных, так 
и ненормализованных объектов. Отсюда следует также эквивалентность прецедентного и логического 
способов представления информации I0.
5. Метод объектных резолюций. Некоторые обобщения метода резолюций для многозначной ло-
гики предложены в [7, 8]. Далее в работе будет рассмотрен метод резолюций, исходными данными для 
которого являются объекты из X.
Объект r называется объектной резольвентой, построенной по объектам p и q, если значения при-
знаков r удовлетворяют условию:
, ,
, ,
p q
j jr
j p q
j j
D D j h
D
D D j h

 


где h – номер произвольного признака Ssh  .
Операцию построения объектной резольвенты обозначим ( , )hr Or p q .
Пусть )( pL  – формула, описывающая объект p. Если объект p не нормализован, то 
( )p Norm p
p p   .
По свойству 1 
1
n
jj
p p   , где jp  – объекты-признаки. Тогда по теореме 1
( ) ( ) 1
( ) ( )
p
j
n d
jp Norm p p Norm p j
L p L p x

   
     , где 1, ,
0, .
p
j
p
d j j
j p
j j
k x d
x
x d
 


  
Покажем, что выполнение операции ( , )hOr p q  эквивалентно выводу формулы )(rL  из формул 
)( pL  и )(qL  в алгебре k-значной логики.
Теорема 2. Пусть ( , )hr Or p q , тогда )(rL  логически следует из )()( qLpL  .
Доказательство .  Пусть 
( ) 1
( )
p
j
n d
jp Norm p j
L p x

    , ( ) 1( )
q
j
n d
jq Norm q j
L q x

    . Тогда
( ) ( ) 1
( ) ( )
r
j
n d
jr Norm r r Norm r j
L r L r x

        , где { , }, ,{ } { }, .
p q
h hr
j p q
j j
d d j h
d
d d j h
 

 

 
Пусть qp LLrL )( , где 
( )
( )
pr
h h
p r Norm r
d d
L L r



  , 
( )
( )
qr
h h
q r Norm r
d d
L L r



   .
По определению операций ( , )hOr p q  и умножения объектов
( )p Norm p   ,
,
p
hr p
j jp
j
d j h
d d
d j h

 


      r p      ( )( ) ( ) ( ( ))p Norm pp p
L p L p L p 
    .
Из )( pL  следует ( )L p , а значит, и pL . Аналогично доказывается, что из )(qL  следует qL . Тогда 
из )()( qLpL   следует qp LLrL )( , что и требовалось.
Опишем алгоритм применения метода объектных резолюций в задаче Zk. Зафиксируем номер i клас-
са Xi и определим принадлежность x этому классу. Пусть ii XXX 00  .
Алгоритм объектных резолюций A1:
Шаг 1. Введем множество 0iXY  .
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Шаг 2. Если Yx , то переходим к шагу 6, иначе – к шагу 3.
Шаг 3. Выбираем из Y нерассмотренную тройку ),,( hqp , где p и q – объекты, h – номер признака. 
Если все такие тройки уже рассматривались, то переходим к шагу 6.
Шаг 4. Вычисляем ( , )hr Or p q .
Шаг 5. Добавляем к Y объект r: }{: rYY  . Возвращаемся на шаг 2.
Шаг 6. Алгоритм завершает работу.
Если алгоритм закончил работу из-за получения x, то iXx . В противном случае с помощью алго-
ритма A1 нельзя сделать никаких выводов о принадлежности x классу Xi.
6. Сравнение алгоритмов. Опишем общую схему комбинированного алгоритма AС, объединяюще-
го алгоритмы A1 и A2.
Схема алгоритма AС:
Шаг 1. Для всех li ,1  применим алгоритм A1 к объекту x и классу Xi.
Шаг 2. Если найден такой класс Xi, что iXx , то переходим к шагу 4.
Шаг 3. Применим алгоритм A2 к объекту x.
Шаг 4. Алгоритм завершает работу.
Поскольку для алгоритма A2 требуется, чтобы значения признаков были заданы однозначно, то на 
вход алгоритма AС подаются объекты, представленные в кодировке c.
Сравним алгоритмы A1, A2 и AС. По результатам их работы построим векторы     1 ,...,A AlP x P x , 
где },,{ 21 CAAAA , 1 1, ,( ) 1, .
A i
i
i
x X
P x
x X

    
2 ( ) [0,1]AiP x  , ( ) [0,1]CAiP x  .
Введем такой функционал качества, значения которого легко интерпретировались бы в терминах 
близости )(xPi  и )(xP
A
i . Рассмотрим следующий функционал для произвольного алгоритма A, реша-
ющего задачу Zk на множестве X X  :
      
1
1 11
l
A
i iA
i x X
X P x P x
l X   
     .
Покажем, что на множестве X алгоритм AС работает не хуже, чем A1 и A2.
Теорема 3. 
1 2
( ) max{ ( ), ( )}
CA A A
X X X    .
Доказательство .  Пусть 1
1
{ | ( ) 1}
l
A
i
i
Y x P x

  , YXZ \ . Покажем, что для произвольного ал-
горитма A верно равенство )\(\)()( YXYXYYXX AAA  .
  
  
l
i Yx
A
ii
l
i Xx
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iiA xPxPl
YxPxP
l
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11
))()((1))()((1)(
)\(\)())()((1\
1 \
YXYXYYxPxP
l
YX AA
l
i YXx
A
ii   
 
.
Если Yx , то 1( ) ( ) 1CA Ai iP x P x    1 2( ) ( ) 1 ( )CA A AY Y Y    . Если же Zx ,
то 1 ( ) 1AiP x    и 2( ) ( )CA Ai iP x P x   2 1( ) ( ) 0 ( )CA A AZ Z Z    . Отсюда ( )CAX X   
1 1 1
( ) ( ) ( ) ( ) ( )
C CA A A A A
Y Y Z Z Y Y Z Z X X          . Тогда 
1
( ) ( )
CA A
X X  . Анало-
гично получаем, что 
2
( ) ( )
CA A
X X  . Отсюда 
1 2
( ) max{ ( ), ( )}
CA A A
X X X    .
Таким образом, цель, поставленная в данной работе, достигнута. Во-первых, для задачи Zk показана 
эквивалентность прецедентной и логической моделей представления информации. Во-вторых, разрабо-
тан комбинированный алгоритм, который объединяет метод объектных резолюций с семейством алго-
ритмов распознавания, и показано, что он работает не хуже любого из алгоритмов, образующих комби-
нацию. Отметим, что полученные результаты почти без модификации распространяются и на задачу Z2.
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В. Т. ЕРОФЕЕНКО, В. Ф. БОНДАРЕНКО
ВЗАИМОДЕЙСТВИЕ ЭКСПОНЕНЦИАЛЬНО ЗАТУХАЮЩИХ ОСЦИЛЛИРУЮЩИХ
ЭЛЕКТРОМАГНИТНЫХ ПОЛЕЙ С МНОГОСЛОЙНЫМИ КОМПОЗИТНЫМИ ЭКРАНАМИ
Разработана новая методика решения краевых задач дифракции плоских электромагнитных волн на многослойном биизо-
тропном экране. Получено аналитическое решение задачи проникновения затухающих колеблющихся полей через экран. Ис-
пользованы двусторонние граничные условия на плоских многослойных экранах и нелокальные граничные условия развиты 
для структур из  биизотропных материалов, с помощью которых сформулирована краевая задача проникновения E- и H-волн 
для уравнений Максвелла. Применены специальные условия ортогональности для комплексных векторов. Полученные ре-
зультаты обобщают известные результаты для композитных экранов на случай электромагнитных полей с комплексной часто-
той. Вычислены коэффициенты отражения и ослабления поля. Исследованы однослойные и двухслойные экраны со специ-
альными материальными параметрами киральности.
Ключевые слова: задача экранирования; электромагнитные поля; уравнения Максвелла; многослойные экраны; биизо-
тропная среда; комплексная частота;  численные расчеты.
The new procedures of the solution of the boundary-value problem of diffraction of a plane electromagnetic fi elds on a multilayered 
biisotropic screen is developed. The analytical solution of a task of penetration  of damped  oscillating  wave  trough  screen is obtained. 
The bilaterial boundary conditions on plane multilayered composite screens are used and nonlocal boundary conditions are developed 
for structures from biisotropic materials by means of which the boundary-value problem of the penetration of E-waves and H-waves 
for Maxwell equations are formulated. The special conditions of orthogonality for complex vectors are applied. The results of article 
generalize known results for composite screens on electromagnetic fi elds with complex-valued frequency.  The coeffi cients of refl ection 
and relaxation for fi eld are computed. The one-layer and two-layer screens with the special chiral material parameters are investigated.
Key words: problem shielding; electromagnetic fi elds; Maxwell equations; multilayered screens; biisotropic media; complex-
valued frequency; numerical calculations.
В настоящее время актуальным является исследование электродинамических свойств композит-
ных материалов с достаточно сложной материальной структурой [1]. Одно из важнейших приложе-
ний в технике – мультислойные композиты, слои которых выполнены из обычных материалов [2, 3], 
многослойные композитные структуры из киральных материалов [4, 5], композиты из биизотропных 
и бианизотропных материалов [6, 7]. Многослойные композиты используются для конструирования 
электромагнитных экранов и покрытий [8], применяемых для решения проблем электромагнитной со-
вместимости технических средств и защиты информации [3].
Большинство работ в научной печати посвящено исследованию взаимодействия электромагнит-
ных волн с экранами на заданной частоте. Представляет интерес изучение полей с комплексной ча-
стотой, что позволит моделировать экспоненциально затухающие колеблющиеся поля и их распро-
странение в сложных средах.
В данной работе предложена новая методика аналитического решения краевой задачи  проникнове-
ния экспоненциально затухающих полей через биизотропные плоские экраны. Приведены результаты 
вычислительного эксперимента. Исследованы коэффициенты прохождения и отражения для много-
слойных экранов со специальными материальными параметрами.
1. Постановка задачи
Рассмотрим пространство 3R  с фиксированной системой декартовых координат 0xyz. В простран-
стве с электрической и магнитной постоянными 0 0,   расположен плоский  экран  0D z   , со-
стоящий  из n слоев  1s s sz z z    ,  1 11, , 0, ,ns n z z      1s s sz z   , где s  толщина s-го 
слоя, 
1
.
n
s
s
    Слои заполнены биизотропными композитными материалами с электромагнитными 
