The approximation for the distribution function of a test statistic is extremely important in statistics. On testing the hypothesis in a multisample problem, the Jonckheere-Terpstra test is often used for testing the ordered location parameters. Herein, we performed a saddlepoint approximation with continuity correction in the upper tails for the Jonckheere-Terpstra statistic under finite sample sizes. We then compared the saddlepoint approximation with Odeh's approximation to obtain the exact critical value. The table of critical values was extended by using the saddlepoint approximation. Additionally, the orders of errors of a saddlepoint approximation were derived.
Introduction
Multisample testing hypothesis is one of the most important problems in performing nonparametric statistics. Various nonparametric statistics have been proposed and discussed over the course of many years. For ordered alternatives, the Jonckheere-Terpstra test (Gibbons and Chakraborti (2003) ) is the best-known test statistic for the shifted location parameters in a multisample problem. Let {X ij |i = 1, . . . , k, j = 1, . . . , n i } be k-independent samples of size n 1 , . . . , n k of independent observations. The observation X ij is assumed to come from an absolute continuous distribution function F i (x). For i > 1, we define ψ(X ij ) to be the number of observations from the first (i − 1) populations which are less than X ij . We are interested in testing the hypothesis:
where at least one inequality is strict. Let
The Jonckheere-Terpstra statistic, namely J T , is known to be
In addition, van de Wiel et al. (1999) introduced the probability generating function of the J T statistic as follows: To calculate the exact critical value of the test statistic is an important problem in nonparametric statistics. However, it is difficult to obtain the exact critical value when the sample sizes are medium to large. Under these circumstances, we must estimate the exact critical value with an approximation method. Hence, considering approximations for evaluating the density or distribution function of the test statistic remains one of the most important topics in statistics. For the approximation presented in this paper, we used a saddlepoint formula proposed by Daniels (1954 Daniels ( , 1987 ) and we applied this to the Lugannani and Rice formula (1980) . The saddlepoint approximation can be obtained for any statistic that admits a cumulant generating function. Saddlepoint approximations have been used with great success by many authors, and excellent discussions of their applications to a range of distributional problems are provided by Reid (1988) , Jensen (1995) , Goutis and Casella (1999) , Huzurbazar (1999) , Kolassa (2006) and Butler (2007) . Additionally, Easton and Ronchetti (1986) have discussed saddlepoint approximations by using expansions of the cumulant generating function.
For a distribution-free test, Giles (2001) and Chen and Giles (2008) considered the saddlepoint approximations to the limiting distribution of the AndersonDarling (1952 AndersonDarling ( , 1954 statistic and found that the saddlepoint approximations were better than the approximation of Sinclair and Spurr (1988) . In addition, Murakami (2009b) indicated that the saddlepoint approximations to the limiting distribution of the modified Anderson-Darling statistic were better than the approximation of Sinclair et al. (1990) .
In nonparametric statistics, researchers are very interested in considering approximations under finite sample sizes. Froda and van Eeden (2000) proposed a uniform saddlepoint expansion to the null distribution of the Wilcoxon-MannWhitney test (Gibbons and Chakraborti (2003) ). Additionally, Bean et al. (2004) compared a saddlepoint approximation of the Wilcoxon-Mann-Whitney test with that of Edgeworth, and determined normal and uniform approximations under finite sample sizes. In addition to assessing distributions, nonparametric statistics are used to test the competing risks model. Recently, Murakami (2009a) proposed a saddlepoint approximation to the distribution of the Bagai statistic (Bagai et al. (1989) ) and compared it with that of Bagai's approximation. In Section 2, we report on a saddlepoint approximation to the distribution of the J T statistic, and derivation of the orders of the errors of a saddlepoint approximation to the standardized Jonckheere-Terpstra statistic. In Section 3, we compare the saddlepoint approximation with Odeh's approximation (1972) . Finally, we conclude this paper in Section 4.
Saddlepoint Approximation

Saddlepoint Approximation to the J T test
In this section, we considered a saddlepoint approximation (Daniels (1954 (Daniels ( , 1987 ) to the distribution of the Jonckheere-Terpstra statistic. From equation (1.1) in the previous section, the moment generating function M (s) of the J T statistic is given by
The cumulant generating function of the
To obtain the saddlepoint approximation, we evaluate the first two derivatives of the cumulant generating function as
A highly lucid account of the generalized Lugannani and Rice formula for nonnormal distributions was suggested by Wood et al. (1993) . To determine the saddlepoint approximation to Pr(J T ≥ v), we solve the saddlepoint equation, κ (s) = v, and use the unique solution (s =ŝ) to calculatê
where sgn(ŝ) = ±1, 0 ifŝ is positive, negative or zero. The saddlepoint approximation to the cumulative distribution function of the J T statistic by using the Lugannani and Rice formula for the tail probability is given by
Since the J T statistic takes values on the integer lattice, the use ofû 2 instead of u 1 adjusts for the discreteness (Daniels (1987) ). Then we have a saddlepoint approximation with continuity correction by using the Lugannani and Rice formula as follows:
where φ(·) is the standard Normal density function and Φ(·) is the corresponding cumulative distribution function.
Orders of errors of a saddlepoint approximation
In this section, we consider the orders of errors of the saddlepoint approximations. Let the standardized Jonckheere-Terpstra test, namely V , be
From equation (2.1), the moment generating function of the V statistic is given by
We developed a standardized cumulant generating function of the V statistic, namely κ * (s), as follows:
, where
Here we have
where we define that k j = =s n j n n s = 0 and i−1 j< n j n = 0 when k = 2. We then approximated the standardized cumulant generating function as follows:
where
To obtain the saddlepoint approximation, we evaluated the first four derivatives of the standardized cumulant generating function as follows:
Then, to determine the saddlepoint approximation to Pr(V ≥ v * ), we solved the saddlepoint equation, κ * (s) = v * , and used the unique solution (s =ŝ) to calculateŵ * = 2(ŝv * − κ * (ŝ))sgn(ŝ),û 1 * =ŝ κ * (ŝ), and (2.2)û
where sgn(ŝ) = ±1, 0 ifŝ is positive, negative or zero. By Daniels (1987) , we had
Then we integrated the density for the upper probability as
By applying a procedure similar to that of Taniguchi and Kakizawa (2000), we obtained
which is well known as the Lugannani and Rice formula. Note that
To first order,û 2 * û 1 * from the continuous setting, and the approximations are the same. However, to second order,û 2 * <û 1 * , which implies that
where the latter term refers to the continuous version in (2.2) and (2.3) evaluated at v * . Thus, the use of the smallerû 2 * in place ofû 1 * adjusts the tail probability in a direction that is consistent with a continuity correction. Therefore, we obtained
Numerical comparison
In this section, we report on the evaluation of the tail probability using the saddlepoint approximation. For this test, we listed the exact probability of the J T statistic derived by Odeh (1971) , namely E P , Odeh's approximation, namely A O , and a saddlepoint approximation with continuity correction, namely A S , in Tables 1 and 2 , where the best result is in bold. Note that v and m = n 1 = n 2 = · · · = n k denote the exact critical value of the Jonckheere-Terpstra statistic and the sample size, respectively. Additionally, we estimate the exact critical value of the J T statistic by using a saddlepoint approximation for large sample sizes and a large number of groups because it is difficult to derive the exact critical value. In Table 1 , the numerical results are listed when m = 4, 5 and 6 for the cases of k = 3, . . . , 6 and the case of m = 7 and 8 for k = 3.
In addition, we compare the approximations for unequal sample sizes. The numerical results are listed in Table 2 . We treat the case of n 1 = 6, n 2 = 7, n 3 = 8, n 1 = 5, n 2 = 8, n 3 = 8 and n 1 = 5, n 2 = 5, n 3 = 8 for k = 3 in this paper.
From the results of Table 1 and Table 2 , the saddlepoint approximation to the distribution of the J T test is more suitable than Odeh's approximation for tails of the distribution. It is very difficult to derive the exact critical value of the J T test for large sample sizes when the number of groups is large. Furthermore, we may estimate the exact critical value of the J T statistic by using the saddlepoint approximation for large sample sizes. We list some results of estimating the exact critical values of the J T test in Table 3 .
Conclusion
In this paper, we considered a saddlepoint approximation to the distribution of the Jonckheere-Terpstra test. In addition, the error of orders of a saddlepoint approximation was derived. By the numerical results, the precision of the saddlepoint approximation is shown to be superior to that of Odeh's approximation (1972) of the Jonckheere-Terpstra test. In particular, the saddlepoint approximation is more accurate for the tails of the distribution. The difference between the exact probability and the saddlepoint approximation is shown in five decimal places for the tail probability. In addition, we estimated the exact critical values of the J T test for large sample sizes when k = 10, 15 and 20 by using the saddlepoint approximation.
