We obtain a nonasymptotic lower time bound for deciding sentences of bounded second-order arithmetic with respect to a form of the random access machine with stored programs. More precisely, let P be an arbitrary program for the model under consideration which recognized true formulas with a given range of parameters. Let p be the length of P and let N be an arbitrary natural number. We show how to construct a formula G(x) with one free variable with length not more than 400 symbols (where each constant is considered as one symbol) and a value f of x such that the time required by P to decide the truth of G( f ) is at least N + 1 steps. Furthermore, the G constructed does not depend on P and the length of f is less than p + 400. 
Introduction
Many results in complexity theory suffer from two weaknesses: (1) they present asymptotic lower time bounds as opposed to exact ones; and (2) they are demonstrated with respect to unrealistic models of computation (cf., e.g., [3] ). In actuality, however, the practical task of evaluating computational complexity should deal with both realistic models and computationally realistic ranges of data and time bounds. In such contexts, asymptotic bounds may be of only indirect interest as they contain unrealistic coefficients for input data. For example, the lower time bound 1000n log 2 n is asymptotically worse than n(log 2 n) 2 although this will not be the case in many practical instances.
This work gives an example of a realistic nonasymptotic lower time bound. The task we consider is that of deciding the truth of a certain class of bounded second-order arithmetic with respect to a modified version of the RASP model of computation [1] .
Minimal RASP
We consider an abstract model of computation which is a modification of the RASP machine studied in [1] . We call this model the minimal random access machine with stored program (MRASP) . Such a machine consists of a potentially infinite sequence of registers (or cells) which we refer to as R 0 , R 1 register will contain a natural number. The register R 0 always contains the proper difference between R 2 and R 3 -i.e. if the content of R 2 is greater than the content of R 3 , then R 0 = R 2 − R 3 ; otherwise R 0 contains 0. At the beginning of any computation the registers from R 1 , . . . , R p are initialized with a sequence of natural numbers that is taken to be a "program" of the computer. The registers from R p+2 , . . . , R p+q+1 contain input data for the program. The register R p+1 contains the maximal address (cell number) that is used to store the program-i.e. p + q + 1. All other registers are initialized to 0.
The computer executes the following actions in a potentially endless loop:
if the previous action did not write to the register R 1 (i.e. R R 1 did not contain 1), then
Here all the differences are proper, i.e. negative results are replaced by zeros. During the computation R 1 is used as the "instruction address register" and any instruction is an instruction for moving data and consists of two addresses: 
where the cell R one contains 1, the value of the cell R i−6 is set by the command in the cells R i−4 and R i−5 , and the cell R maddr contains the number m. The sense of this sequence can be expressed as follows:
where I = i − 6. It is clear that this sequence can be reduced to the following:
which gives the initial sentence
The halt command is simulated by a command that changes nothing. For example,
where R iaddr contains the number i . This command executes an empty loop equivalent to "i : go to i ". If the program is to be interpreted as computing a function on natural numbers, then the result is read off from the register R 0 when the "halt" command is executed. Otherwise, if the program is to be interpreted as deciding a property of its input, then it is taken to have answered affirmatively for a given sequence of inputs if R 0 contains 1 at the end of its execution and to have answered negatively if R 0 contains 0.
Note that the bounded addition (i.e. the function min{z, x + y}) is not hard to simulate by three modified subtractions. Similarly, bounded multiplication can be simulated by doubling, addition and subtraction. This leads to some growth in running time. Dividing can be simulated with a similar deceleration.
Minimal bounded arithmetic
We now consider the bounded theory of natural numbers with proper subtraction, or minimal bounded second-order arithmetic (MBA) . The language of MBA contains constant symbols denoting natural numbers which are written in the form ci , where the symbol c indicates a constant and i is the intended value of this constant. The language also contains functional variables. These are represented with symbols of the form x ji where j is the arity of the function and i indexes variables of this arity. Note that if j = 0, x ji is a variable over 0-ary functions which we can interpret as a numerical quantifier. The language of MBA also contains a binary functional symbol − for proper subtraction and binary relation signs < and =, respectively denoting the less than relation and equality on natural numbers. Finally, the language contains the propositional connective ¬ (negation), & (conjunction) and => (implication), as well as bounded quantifiers ∀ and ∃.
MBA formulas have the following syntax:
1. All the numerical variables and constants are terms. 2. If f n is an n-ary functional constant or variable and t 1 , . . . , t n are terms, then f n t 1 , . . . , t n is a term. For instance, −x00c5 and x10c0 are both terms. We will write these more traditionally as x − 5 and F(0), given that F abbreviates x10. 3. There are no other terms. 4. If t 1 and t 2 are terms and P is a binary predicate then Pt 1 , t 2 is a formula. For instance = −c4x00c2 is a formula which we write also more traditionally as 4 − t = 2 given that t abbreviates x00. 5. If B and A are formulas, x is a variable and t is a term, then ¬B, => BC, &BC, ∀xt B, ∃xt B are formulas. We will write the second and the third of these in the more traditional forms B => C and B&C.
The intended interpretation of formulas of the form ∀xt B and ∃xt B are, respectively,"for all x not greater than t" and "for some x not greater than t". We say that a function f is not greater than some number t if (i) all values of f (for arguments less than or equal to t) are not greater than t and (ii) for all arguments greater than t the function value is 0. These formulas will sometimes be written as ∀x t B and ∃x t B.
Evaluating MBA formulas using the MRASP
We now describe the task of recognizing true MBA formulas using the MRASP model. Consider formulas with one free unary functional variable and bound values of this variable. A formula whose truth is to evaluated is coded as a sequence of numbers in the following way.
Assign natural numbers as codes for the following symbols:
(1) c-symbol for a natural number constant; (2) x-symbol for a variable; (3) − -sign for subtraction; (4) < -sign for "less than"; (5) = -sign for "equal"; (6) ¬ (˜) -negation sign; Each formula to be processed is coded by the corresponding sequence of numbers. The formula can contain only one free variable which is a unary functional variable. This is the parameter of the formula. A bounded value of the parameter is coded as follows. Let f be a value of the parameter. It is not 0 only for natural arguments from 0 to n. Then the code of this value is the sequence f (0), f (1), . . . , f (n). All other values are equal to 0. The complete input data sequence for the recognition task is the concatenation of the formula code and the parameter value code.
Simulating the MRASP using MBA
We now construct a MBA formula which describes the operation of MRASP. The formula will contain a unique unary parameter F, which will serve as a code for an initial memory content. At the beginning of the work the storage of the described machine is supposed to contain a sequence f (1), . . . , f ( f (0)), f (0), f (1), . . . , f ( f (0) ) (the next registers contain zeros), which is coded by the formula parameter value f : f (0), f (1), . . . , f ( f (0) ). The intended interpretation of this formula is that the MRASP which solves the given initial content of the storage has 0 in the register R 0 at the step number N. A formula G N (where N is some natural number) with the functional parameter F which describes the work of the MRASP can now be written in conventional form as follows:
If we denote R as x20, t as x00, s as x01, F as x10, then the formula G N will be as follows:
x20 -x00c1 x20 -x00c1 c1 = x20 x00 x20 -x00c1 x20 -x00c1 c1 x20 -x00c1 x20 -x00c1 -x20 -x00c1 c1 c1 >~= c1 x20 -x00c1 x20 -x00c1 c1 = x20x00c1 -x20 -x00c1 c1 c2
It is not hard to see that the length of the code of this formula is 327. Denote this length by C. The program P while processing the formula G N with the parameter F at the N-th step will have to be such that R 0 = 0.
If Cond is not fulfilled, then the formula G N (F) is false and hence at the end of processing the program P will put 0 into the register R 0 . This means that the work is still not completed at the N-th step because the value of the register R 0 is not 0 at this step according to the negation of Cond.
If Cond is satisfied then the formula G N (F) is true and hence at the end of processing the program P will put 1 into the register R 0 . This will entail that its operation is still not completed at the N-th step because the value of the register R 0 is not 1 at this step according to Cond.
Therefore, in no case will the execution of program P be completed in N or fewer steps. The theorem is proved.
Conclusion
The theorem just demonstrated comes close to being invariant with respect to the language of the theory, the mechanism for coding formulas and the instruction set of the random access machine. Making the computer more complex produces the greatest effect. It can lead to an increase in the size of the formula which needs to be considered by approximately as many times as the increase of the instruction set. It causes proportional growth of the constant C in the theorem.
In the theorem the running time lower bound N is equal to the content of some memory cell. It can also be shown that this value can be replaced by a polynomial of this content with an arbitrary degree. This modification of the result can be relevant for real computation because the memory cell contents and memory sizes of some computers can be limited more drastically than the time available for executing the program.
Unfortunately we do not currently know an upper bound for the task under consideration that would be as close to the lower bound found as for abstract tasks for similar computers in the work [2] . Straightforward examination demonstrates that there is at least an exponential time complexity gap between the upper and lower bounds.
