Abstract-Traditional network routing algorithms send data from the source to destination along a single path. The selected path may experience congestion due to other traffic, thereby reducing throughput. Multi-path routing divides the data along multiple paths, with the aim of increasing overall throughput. Due to the different latencies of using multiple paths, packets are received out-of-order at the destination, and thus require reordering. This problem can be overcome by placing a buffer at the destination node in order to synchronize the incoming packets across the multiple paths. However, this solution is not scalable, since using a single large buffer is impractical, and can be expensive. An alternative is to distribute the buffering requirement along bounded buffers located at the intermediate nodes on the path, thereby reducing the need for a large buffer at the receiver. This work proposes several fair allocation algorithms aimed at improving the existing methods already in place to distribute the buffer requirement across the network in an efficient manner.
I. INTRODUCTION
In traditional computer network connectivity, single-path routing algorithms select the shortest length path between the source and destination nodes. In an ideal situation, only one user has access to all the resources of the network, and does not have to share them with anyone else. However, this idealistic environment rarely exists. In reality, a network is used by multiple users, each with their own flow requirements. Therefore, using a single path to achieve connectivity between two nodes could lead to decreased performance and reduced throughput due to congestion and traffic caused by other users.
An alternative aimed at avoiding the performance bottlenecks that come with using a single path is to divide the user flow requirement across multiple paths between the source and destination. By transmitting the same amount of traffic simultaneously over multiple paths, the congestion along one path will be decreased, and the overall throughput of the network will increase. The work in [1] establishes the principle that utilizing more than one path to transmit data between two nodes will lead to larger performance gains. Multipath routing algorithms take advantage of network redundancy and link availability in order to reduce network congestion and increase overall throughput [2] [3] .
However, there are significant disadvantages and drawbacks to using such an algorithm to fulfill network connectivity.
By dividing traffic over multiple paths, out-of-order packet delivery becomes a major concern. Since each path has its own length, or delay, sending packets across multiple paths causes these packets to arrive at the destination at different times, and hence, out of their original sequence. One approach to solving the problem of having different latencies is to place a buffer at the destination to hold the incoming packets while they are placed back in the correct order.
The work in [4] illustrates that utilizing one buffer at the destination node is not a scalable solution when multiple users in the network are considered. An alternative, therefore, is to evenly distribute the amount of buffering required across the path itself. Each intermediate node along the path will have a shared responsibility in buffering the flow so that it reaches the destination properly. To do this, smaller bounded buffers are placed at every node in the network. The amount of buffer space that is required at the destination node is distributed, with portions of it placed at every intermediate node along the path between the source and destination, if such nodes exist. This method effectively distributes the buffering load across the entire network, and the amount of buffer space required at the destination is greatly reduced. Additionally, the buffers placed at the intermediate nodes also have the potential to buffer multiple flows, thereby making this solution even more scalable.
The fair allocation algorithm put forth by [5] achieves distributed buffering by dedicating an equal share of the available resources at each node to every flow. Thus, each flow in the network is treated equally, as they all receive the same amount of buffering capacity, hence the term fair allocation. With each allocation performed, the algorithm transfers the buffered amount from the destination node to the intermediate node, and updates the available buffer space at each node. This process signifies the distribution of the requirement. Although this algorithm achieves a certain amount of distribution, the seminal work in [6] shows that it is hampered by limitations that restricts its effectiveness and performance. In this paper, we propose several modifications and improvements to the existing fair allocation algorithm. The existing fair allocation algorithm is used as the benchmark which all proposed algorithms will be compared and tested against.
The paper is organized as follows. In Section II, the existing algorithm is further detailed. In Section III, each proposed algorithm is introduced and an in-depth account of their implementation is provided. In Section IV, the algorithms are then tested against the existing model and each other to determine their performance characteristics. Future work is previewed, along with concluding remarks, in Section V.
II. THE FAIR ALLOCATION ALGORITHM
In order to distribute the amount of buffering required across a path, we must first determine how much buffering a flow requires. For a given flow, the amount of buffer space required at the destination is calculated as
First, the difference between the delay of the path, d p , and the maximum path delay experienced at the destination node, d max , is determined, and the absolute value is taken. The maximum path delay represents the path with the worst delay that terminates at the destination node. This path, however, must be one of the multiple paths chosen by the heuristic model to fulfill the requirement. The d max parameter is included because we need to account for the worst-performing path, as it represents the performance bottleneck in the system. All other paths must buffer their flows so that their path delays effectively equal that of the worst-performing path. The result is then multiplied by the transmission requirement of the flow itself f c to determine the amount of buffering required to ensure in-order packet delivery. As previously described, the motivation of using a fair allocation scheme in distributed buffering is to ensure fairness among all the network flows. The current algorithm achieves fair allocation by equally distributing an intermediate nodes buffer space among all traversing flows. The flowchart in Figure 1 illustrates the existing algorithm. First, the algorithm examines every network flow that requires buffering, and determines the intermediate nodes along the flow. It then determines the amount of available buffer space at the node, the number of flows traversing through the node, and the number of nodes along the selected flow. The amount of dedicated buffer space for a selected flow at a specific intermediate node is computed as
where Buf f er[n] represents the available buffer space at node n, t f is the number of flows traversing through the node, and n f is the number of nodes along the selected flow. The calculated amount represents how much of the buffer requirement can be handled by the intermediate node rather than by the destination node. Therefore, in order to complete the allocation, the algorithm subtracts the dedicated amount from the intermediate nodes buffer, and adds it to that of the destination node. This step is critical as it represents the release of occupied buffer space at the receiver that will now be handled by the intermediate node.
Although the existing fair allocation model is simplistic in nature, its performance is poor. Based on results from [5] , the amount of released buffer space at the receiver is almost non-existent, regardless of the initial buffer size. The problem lies within the allocation formula itself. It uses the product of the number of flows traversing through a node and the number of nodes along the flow as the denominator. Thus, the denominator in the formula is directly proportional to the number of flows in the network. In typical large-scale networks with multiple users, the number of flows can be significantly large. Therefore, in order to achieve a reasonable result from this formual, the numerator, or available buffer space, would need to be several times larger than the denominator, which is neither practical nor sustainable. The results indicate that the allocation formula yielded an insignificant value, which translated into the poor performance observed.
The goal of the three proposed algorithms will be to rectify the existing allocation formula in order to significantly increase the amount of released buffer space. They will also attempt to address the issue of wasted resources that comes as a result of using a fair allocation method. 
III. IMPLEMENTATION DETAILS
In this section, we detail the implementation and operation of the three proposed fair allocation algorithms. The proposed models have been implemented on a Java platform, and integrated into the multiple user, multiple path routing algorithm developed in [5] .
A. Per-Flow Algorithm
For every flow in the network that requires buffering, the per-flow algorithm begins by first examining the path of the flow to determine how many intermediate nodes exist between the source and destination, as shown in Figure 2 . If no such nodes exist, distributed buffering cannot proceed, and the entire buffer requirement will continue to be satisfied by the destination node alone. Once the algorithm determines how many intermediate nodes there are along the flow, it calculates the fair amount to allocate to each node using the following formula
where BR[f i ] represents the buffer requirement of flow f i , and n fi is the number of intermediate nodes along the flow. This calculated amount represents how much of the buffer requirement each intermediate node must handle in order to distribute it evenly across the flow. Next, the algorithm can perform the allocation itself. It begins at the first intermediate node along the flow, and determines if the node has enough available resources. If not, the node is bypassed, and the next intermediate node, if existent, is examined. If enough resources do exist at the node, a portion of its buffer equal to the calculated fair amount is allocated to the flow under consideration. An equal amount of buffer space is released back to the destination node, thus signaling the transfer of buffering responsibility from the destination to the intermediate node.
The allocation process is repeated with all intermediate nodes along the flow until the requirement has been satisfied, or the node buffers have been exhausted. If at the end of the allocation process there remains an unallocated portion of the original requirement, the algorithm will attempt to allocate this remaining amount to intermediate nodes that were not used previously, since they did not have enough buffer capacity to accomodate the calculated fair amount.
The per-flow algorithm is simple in its implementation, efficient in its execution, and will significantly improve the amount of released buffer space as compared to the existing fair allocation algorithm. However, its primary drawback is the fact that a flow with a large buffer requirement could potentially monopolize the entire buffer space of an intermediate node, rendering it unavailable to other flows.
B. Per-Node Algorithm
The per-node algorithm performs buffer allocation in a manner similar to that of the existing model. However, there are several contrasting features in this implementation. As the flowchart in Figure 3 illustrates, the algorithm has two distinct phases: distribution and allocation. In the distribution phase, the algorithm determines the amount of buffer space each flow is allotted at every node in the network. This allotment is then used to perform the actual buffering in the allocation phase. The distribution phase begins by examining every node in the network to determine how many traversing flows there are. Flows that do not have a buffer requirement are filtered out. Next, the algorithm calculates the fair allocation amount that is to be used for a particular node, as such
This calculated value, along with the identification number of the corresponding node, are stored and used in the allocation phase. This formula differs from the one used in the existing algorithm as it no longer includes the number of nodes along the traversing flow as part of the denominator. Once the buffer Fig. 3 . Proposed Per-Node Algorithm spaces have been reserved for the flows, the allocation phase can begin. Much like the per-flow model, the algorithm goes flow-by-flow, and node-by-node to perform the allocation. If the flows buffer requirement has not been fully satisfied after the last intermediate node has been reached, the algorithm restarts the process, and attempts to allocate any remaining requirement ay each node using their leftover buffer space from the allocation formula, if available.
Although the complexity of the per-node algorithm is more advanced than that of the existing model, the performance is markedly better, and for two distinct reasons. First, the allocation formula has been simplified, and the result provides more dedicated buffer space for every flow at each intermediate node. Secondly, unlike the existing algorithm, this formula does not include traversing flows that do not require buffering. By removing these flows, more resources are made available to flows that do require them. The per-node algorithm allows for a greater amount of buffer space to be released back to the destination node. However, it has not eliminated the problem of resource wastage. If a flow does not utilize all of the dedicated buffer space it has been allocated at an intermediate node, that space will go unused. Making these wasted resources available to other flows holds the potential for further performance gains.
C. Weighted Path Algorithm
This third and final proposed algorithm implements processes aimed at solving the shortcomings of the existing, per-flow and per-node models, all under one comprehensive solution. From Figure 4 , we see that the weighted path algorithm utilizes a similar two phase system found in the per-node model to distribute the available resources, and then allocate them to the flows. The distribution phase, however, is more complex, as this algorithm allocates the available buffer space at an intermediate node to flows based on the path delay they experience. This is in contrast to the per-node algorithm, which allocates an equal amount of a nodes buffer space to all traversing flows. From Eq. 1, we see that flows that experience a longer path delay require more buffering. Therefore, these flows are more likely to require more buffer space than flows that have smaller path delays. The algorithm begins by examining every node in the network to determine how many traversing flows require buffering. Next, the algorithm calculates the differential delay, ∆d, of every traversing flow, as such
The differential delay is defined as the absolute difference between the path delay experienced by the flow, d p , and the maximum path delay as seen by the sink node of the flow, d max . The algorithm computes the summation of all these differential delays, and uses these two results to calculate the dedicated buffer space for each traversing flow at an intermediate node, as such This formula provides a weighted amount of buffer space to the traversing node that is proportional to the path delay it experiences. Any buffer space remaining after this allotment is complete is placed in a free buffer pool, and will be used later to satisfy any unallocated requirement. Following the distribution of all available resources, the algorithm can now perform the actual allocation. This process is also different from previous models, as it will be performed using a roundrobin scheme. In Figure 1 , we see that in the existing algorithm, allocation is performed at each node sequentially. The algorithm attempts to allocate as much of the buffer requirement to one node before moving on to the next one. Although this is efficient, it can produce an uneven distribution of the requirement across the nodes. In this algorithm, load balancing is achieved by performing allocation in a roundrobin manner. For every flow with a buffer requirement, the algorithm examines the intermediate nodes to determine how much buffer space has been reserved for this particular flow. The algorithm then allocates 1 unit of requirement to every node, one at a time, in a round-robin fashion. An equal amount is also released back to the destination node. This process continues until the requirement has been satisfied, or the reserved space at all the nodes has been exhausted. Once complete, the algorithm revisits every intermediate node along the flow to determine if there are any unused resources that have been reserved for that flow. These resources are released and placed into the free buffer pool. Finally, if the flow requirement has not been fully satisfied, the algorithm will attempt to allocate the remainder using the free buffer pool at every intermediate node, if available. Not only will this process eliminate buffer waste, it can potentially improve the amount of buffer space released back to the destination node by making unused resources available for other flows in need.
The weighted path algorithm provides more resources to flows that need it, eliminates resource waste, and promotes fairness in the way allocation is performed. It successfully combines the favorable elements of all the other fair allocation algorithms that have been proposed. However, the primary weakness of this model is the significantly larger processing time required to execute the algorithm. The round-robin allocation process that has been implemented adds significant processing overhead, thereby driving up the time required to complete it.
IV. SIMULATION RESULTS
In this section, the performance of the proposed fair allocation algorithms are compared against the existing models using a sophisticated network topology implemented on a Java platform. The performance is evaluated in terms of the amount of released buffer space, the average processing time to execute the allocation algorithm, and the distribution of the allocated buffer requirement across the network flow.
In order to effectively test the performance of the algorithms that have been proposed, they must be tested under a real network scenario. The topology used is GEANT, a panEuropean multi-gigabit computer network primarily used for research and academic purposes. The topology, as seen in Figure 5 , consists of 33 nodes and 94 links. A total of 15 users have been randomly assigned for the purpose of this simulation. Each user has a source and destination node, and a flow requirement of data they wish to transmit between these two nodes.
The first performance metric measured is the amount of buffer space that is released back to the destination nodes as a result of distributing all buffering requirements across the intermediate nodes. This metric is the most indicative of performance, as it measures the effectiveness of the resource allocation and distribution algorithms. The released buffer space is calculated by the algorithm by comparing the size of the destination buffer prior to distribution, then again afterwards. The program generates an output showing the change in buffer space following distribution for all the nodes in the network. The graph in Figure 6 illustrates the amount of released buffer space with relation to the total available buffer space at the destination nodes. Every node in the network has the same bounded buffer space. Since there are 6 unique destination nodes used in the simulation testbench, the total amount is the sum of these 6 buffer spaces.
In general, these results show a significant increase in the amount of released buffer space in all three proposed algorithms as compared to the existing algorithm. This is a direct result to the modified and improved allocation formulas that were implemented in all three algorithms. Among the proposed algorithms, the per-flow and weighted models generally perform better than the per-node model. This can be attributed to the buffer waste avoidance techniques both models employ that effectively makes more resources available to other flows, and hence increases the amount of buffer space that is released back to the destination node. The second performance metric examined is the processing time required to execute each of the fair allocation algorithms. The graph in Figure 7 illustrates the processing time of each algorithm with relation to the total available buffer space at the destination nodes. Although most of the fair allocation algorithms generally experience the same processing time, there is one that does not perform well. The weighted path algorithm experiences a processing time up to 8 times larger than the other models. The significant increase in processing time is due to the added overhead that is the result of the round-robin buffer allocation process used. The final metric used to assess the performance of the fair allocation algorithms is buffer distribution. Although the results of this test do not improve the amount of released buffer space, it is an interesting metric to examine nonetheless. We are interested to see how each algorithm distributes the buffer requirement of a flow across the intermediate nodes. The graph in Figure 8 illustrates the distribution of the flow requirement among the intermediate nodes following allocation. The results show that the weighted path model performs the best in terms of distributing the flow requirement among the intermediate nodes as evenly as possible. This is made possible by the round-robin allocation process used, in which the flow requirement is allocated to one node at a time in 1 Mbit intervals. The per-flow and per-node models yield disproportionate buffer distributions. This can be attributed to the fact that both models do not perform allocation in a round-robin manner, but rather sequentially.
V. CONCLUSION
Multipath routing algorithms achieve higher throughput by dividing a flow across multiple paths. However, due to the different latencies of using multiple paths, packets are received out-of-order at the destination. By using a buffer at the destination node, packets incoming across the multiple paths can be synchronized. The use of a single buffer is neither scalable nor efficient, particularly when multiple users exist on the network. The alternative is to distribute the buffering requirement across bounded buffers located at the intermediate nodes on the path. In this work, several fair allocation algorithms aimed at improving existing methods are detailed, implemented, and integrated into a multiple user, multiple path routing algorithm. A simulation study is presented, and the results indicate that the proposed algorithms do indeed outperform the existing method. Future work will focus on improving the alternative distribution scheme known as chunk allocation. The work will focus on the development of an algorithm to dynamically select the optimal chunk size to use. At a higher level, future work will also focus on developing optimal and heuristic multipath routing solutions aimed at networks where delay and link costs are dynamic rather than static. 
