This study evaluates the effects of the Program of All-Inclusive Care for the Elderly (PACE) on hospital use. PACE's capitated financing creates incentives to reduce the use of costly services. Furthermore, its emphasis on preventative care and regular monitoring by provides a mechanism for reducing unnecessary hospital use while maintaining quality of care. Design and Methods: This study builds on previous research by comparing hospital use by PACE enrollees with a comparison group of frail community-dwelling older adults selected through propensity score matching over a 2-year period. Outcomes are estimated using regression adjustment with the 2-part model. Results: The results suggest that PACE effectively controls hospital use among community-dwelling frail elderly persons. PACE enrollees spent an estimated average of 0.2 days in the hospital per month alive compared with an estimated average of 0.8 days in the hospital per month alive by comparison subjects or an estimated PACE effect of 0.6 days in the hospital per month alive per enrollee. Implications: These results have implications for long-term care policy and service delivery. PACE provides a model for reducing unnecessary hospitalizations and rehospitalization through effective care management. The benefits of reduced hospital use are savings that offset the cost of an expanded set of services while maintaining quality.
As the population ages, the U.S. health care system will be challenged to meet the complex care needs of a growing number of frail elderly persons. This population typically has multiple long-term and acute care needs (Gleckman, 2009 ). However, existing eligibility and reimbursement policies hinder coordination of care across providers resulting in higher costs and lower quality (Anderson & Knickman, 2001; Coleman, 2003; Grabowski, 2007; Stone, 2000) . These problems are especially significant for dually eligible elderly persons whose care costs are substantially higher than for other Medicare beneficiaries yet experience poor outcomes (Grabowski, 2009) .
Since the 1980s, numerous federal and state policy initiatives have sought to improve the coordination of acute and long-term care services, control costs, improve quality, and expand community-based options for care (Rudolph & Lubitz, 1999; Stone, 2000) . Most recently, the Affordable Care Act expanded Medicaid homeand community-based services and created a new office within Centers for Medicare and Medicaid Services (CMS) to more effectively integrate Medicare and Medicaid benefits and improve coordination for dually eligibles (Kaiser Family Foundation, 2010) .
The Program of All-Inclusive Care for the Elderly (PACE), one of these earliest initiatives, addresses the problem of care coordination by fully integrating the financing and delivery of acute and long-term care services (Eng, Pedulla, Eleazer, McCann, & Fox, 1997) . The program serves nursing home eligible individuals who are aged 55 years or older and live within the programs catchment area (CMS, 2002) . The majority of PACE enrollees are dually eligible for Medicare and Medicaid (National PACE Association [NPA], 2007) . PACE provides all Medicare-and Medicaidcovered services as well as an array of additional long-term care services. Services are delivered in the programs' adult day centers, in the enrollees' home, as well as inpatient settings. Interdisciplinary care teams provide care management and plan service delivery based on the enrollees' assessed needs (Eng et al., 1997; Miller, Miller, Mauser, & O'Malley, 1998; Zimmerman, Pemberton, & Thomas, 1998 ). PACE's financing is integrated through capitated payments (from Medicare and Medicaid or private sources) and it assumes full financial risk for all medical and support services' costs of enrollees.
PACE's ability to finance its care approach is dependent on whether it can reduce the use of costly services such as hospital use. Its service structure and capitated financing provide several mechanisms to reduce hospital use. First, the interdisciplinary teams emphasize preventative care, provide regular clinical monitoring, and meet regularly to update the care plan in response to changes in enrollee's health and functional status (Miller et al., 1998) . This approach reduces hospitalization due to ambulatory sensitive conditions. Second, the interdisciplinary teams are responsible for managing enrollees' care across all settings, which facilitates transitions between settings and reduces rehospitalizations (Coleman, 2003 , Eng et al., 1997 Gleckman, 2009) . Third, capitated financing creates incentives to provide preventative care and reduce the use of expensive services (Eng et al., 1997) . Finally, it also allows the interdisciplinary team greater flexibility with service delivery, thereby better serving the enrollees' needs (Eng et al., 1997; Kane, Illston, & Miller, 1992) .
Previous research has shown that PACE enrollees have similar rates of hospitalization as the general Medicare population, despite having more medical conditions (Wieland et al., 2000) . PACE was found to have lower hospital use than a homeand community-based service program (Kane, Homyak, Bershadsky, & Flood, 2006) . Hospital use among PACE enrollees is also found to be highest shortly after enrollment and before death (Mukamel, Bajorska, & Temkin-Greener, 2002; Sands et al., 2006; Wieland et al., 2000) . These studies were cross-sectional and lacked a comparison group and therefore cannot address whether PACE has an effect on hospital use. The Abt Associates evaluation of PACE (Chatterji, Burstein, Kidder, & White, 1998) and Nadash (2004) found that, compared with other community-dwelling frail elderly persons, PACE enrollees had lower hospital use during the first year following enrollment. Although Chatterji and colleagues (1998) followed subjects for two years, results in the second year were not statistically significant. Both studies used regression analysis to control for baseline differences between PACE enrollees and comparison subjects (Chatterji et al., 1998; Nadash, 2004) . However, unmeasured differences arising from factors related to the decision not to enroll also could exist.
This study addresses these issues by evaluating the effects of PACE on hospital use in the two years following enrollment by comparing hospital use by PACE enrollees with a comparable group of frail community-dwelling elderly persons. Furthermore, we use propensity score matching to reduce the likelihood of selection bias.
Methods
We use a quasi-experimental design to evaluate the effects of PACE on hospital use over four 6-month (180-day) intervals and a 2-year followup period. An experimental study design is not feasible when evaluating a permanent Medicare program like PACE (Irvin, Massey, & Dorsey, 1998) . To minimize the effect of selection bias inherent in nonrandomized studies (Rosenbaum & Rubin, 1983; Smith & Todd, 2001 , 2005 , we use propensity score matching to identify a comparison sample of similarly frail community-dwelling older adults from the Medicare Current Beneficiary Survey (MCBS; CMS, 2006) . Propensity score matching improves upon regression adjustment techniques, which can fail to fully account for large initial differences between samples (Rosenbaum & Rubin, 1983; Rubin, 1997) . Furthermore, the effects of any differences not controlled for by regression are impossible to detect (Rubin, 1997) .
Matching on the propensity score, the predicted probability of participating in treatment conditional on the observable covariates is used to address the issue of selection bias. Selection bias can arise because some individuals may be more predisposed than others to enroll in PACE. Propensity score matching can effectively reduce selection bias in nonrandomized studies under two assumptions (Rosenbaum & Rubin, 1983; Smith & Todd, 2001 , 2005 .
We use regression adjustment in addition to propensity score matching to improve the precision and further decrease the bias of the outcome estimates (Rubin, 1973 (Rubin, , 1979 Shadish, Cook, & Campbell, 2002) . The standard two-part model is used to account for the skewed nature of the data (cf. Duan, 1983) .
Data
We obtained PACE enrollee data from Data-PACE, which includes data on individuals who enrolled in PACE between June 1, 1990 to June 30, 1998 (NPA, 2002 . The data was collected by PACE program staff to determine eligibility, plan service delivery, and track service use (NPA, 1993 (NPA, , 2002 . To improve reliability of the data, standardized collection procedures based on CMS guidelines are used and training is provided (Mukamel, Temkin-Greener, & Clark, 1998; NPA, 1993) .
As noted above, we used the MCBS to obtain data on comparison subjects. The MCBS is a nationally representative longitudinal survey of the Medicare population (CMS, 2006) . These data are collected by trained interviewers using computer-assisted personal interviewing. Data reliability is enhanced by having subjects keep logs of service use and retain invoices and by reconciling the self-reported service use data with Medicare claims data. We used MCBS subjects first interviewed between 1991 and 1999. The MCBS contains up to 3 years of hospital-use data. DataPACE includes hospital-use data for as long as the enrollee remains in the program (2002) . DataPACE and the MCBS contain baseline data on functional and cognitive impairments, prior hospital and nursing home use and demographics as well as on-going hospital use. We used Area Resource File for data on regional factors associated with hospital use (Quality Resource Systems Inc., 2002) .
Sample
The original data included 7,847 PACE enrollees and 32,716 MCBS subjects. Table 1 provides a summary of the exclusions made to arrive at the analysis sample. We excluded subjects with incomplete baseline or hospital-use data as well as subjects aged 65 years or younger, without functional limitations or dementia and with incomes greater than 300% of the Supplemental Security Income. The sample, before matching, has 6,992 subjects composed of 3,889 PACE enrollees and 3,103 MCBS subjects. A complete description of the exclusions is provided in Meret-Hanke (2008) .
We retained subjects with less than two years of follow-up data for as long as hospital-use data were available. Excluding these subjects would reduce the sample substantially (PACE 16%; MCBS 10%). We account for differences in exposure by adjusting the dependent variables for the amount of time the subject is in the interval.
Attrition occurred because of voluntary withdrawal from PACE, loss to MCBS follow-up, or mortality. We assess the likelihood of attrition bias in several ways. First, we compare the baseline characteristics of subjects lost to attrition with those of subjects who remained in their respective samples. Second, we analyzed the effect that these cases have on the study outcomes. Third, we assess the effect of mortality on hospital use by comparing the results of analyses including mortality with those excluding mortality. Finally, we tested the effect of the potential interaction between PACE and mortality.
Propensity Score Matching
We identified the comparison group from the MCBS using propensity score matching (Rosenbaum & Rubin, 1983) . Matching on the propensity score, the predicted probability of participating in treatment conditional on the observable covariates is used to address the issue of selection bias. Selection bias can arise because some individuals may be more predisposed than others to enroll in PACE. Propensity score matching can effectively reduce selection bias in nonrandomized studies under two assumptions (Rosenbaum & Rubin, 1983; Smith & Todd, 2001 , 2005 . First, propensity score matching assumes that outcomes are independent of treatment assignment given an observable set of covariates (Dehejia & Wahba, 2002; Rosenbaum & Rubin, 1983) . Second, the propensity score distributions of the treatment and comparison groups are assumed to overlap (Rosenbaum & Rubin, 1983) . To satisfy these assumptions, we included covariates that strongly affect both the treatment decision and the outcome to effectively reduce bias (Smith & Todd, 2005) . We also constructed a propensity score estimation model that minimizes the statistically significant differences between the treatment and comparison groups. Finally, we used only treatment and comparison subjects with propensity scores with overlapping propensity score distributions.
We used psmatch2 version 3.0.0 (Leuven & Sianesi, 2003) for STATA (STATA, 2007) to estimate the propensity score with logistic regression and conducted nearest neighbor matching with replacement. This approach matched PACE enrollees to the MCBS subject with the closest propensity score, even if that subject was already matched to another PACE enrollee (Dehejia & Wahba, 2002; Rosenbaum, 1995) . Matching with replacement produced better quality matches, but it also increases the variance of the estimated outcomes because fewer distinct subjects are used (Smith & Todd, 2005) . However, the relatively large sample size provided sufficient statistical power to identify meaningful effects, despite higher variance.
Measures
We measure hospital use as the days in the hospital per month alive averaged across all subjects. We used days in the hospital per month alive to control for different levels of exposure due to attrition and reduced follow-up time. Table 1 lists the individual characteristics of subjects used in the propensity score matching and regression analysis. Table 3 lists the market factors, geographic location, and historic time period variables used in the regression analysis. Data on the individual characteristics of PACE enrollees and the comparison sample are obtained from different data sets, which raises the potential that covariates are not comparable (Heckman, Ichimura, & Todd, 1997; LaLonde, 1986; Shadish et al., 2002) . Many measures are unambiguous (e.g., age, marital status) and therefore comparable. However, prior hospital and nursing home use were not included in the MCBS and activity of living limitations and cognitive impairment may have been measured differently. We took steps to improve the comparability and reliability of data on individual characteristics. Nevertheless, some data noncomparability could remain.
We constructed measures of prior hospital and nursing home use for MCBS subjects using data from subjects' first year in the MCBS panel. The start of the subjects' second year in the panel became the subjects' baseline data, and prior hospital and nursing home use was calculated from the data for the six months before this date. This measurement approach is less susceptible to recall bias than the self-reported DataPACE measure because the MCBS data are reconciled with Medicare claims data.
Activities of daily living (ADL) limitations and cognitive impairment measures in DataPACE are based on the assessment of program staff, whereas the MCBS uses self-reported measures. We took the following steps to make the ADL limitations measures more comparable and reliable. We excluded walking indoors and transferring because MCBS subjects reported disproportionately higher rates of limitations for these ADLs than would be expected, given the rate of limitations reported for bathing, dressing, toileting, and eating. To improve the reliability of the ADL measure, we measured ADL limitations as an aggregate of the number of limitations rather than using indicators of the specific limitations. We then created a variable that indicated whether a subject had either one or two ADL limitations or either three or four ADL limitations. The MCBS cognitive impairment measure is self-reported and subject to underreporting because cognitively impaired individuals may not recall whether they were diagnosed with dementia. Nevertheless, we included cognitive impairment because of its importance to this study. We made the measure more comparable by defining a subject as cognitively impaired if they had been diagnosed with Alzheimer's disease or dementia.
Very little data are missing from the analysis sample. Only self-reported health among PACE enrollees had a high rate of missing values (11%). Less than 1% of PACE subjects had missing values for marital status (0.03%) and race (0.03%). Within the MCBS sample, less than 1% of values were missing for race (0.48%), self-reported health (0.10%), and marital status (0.26%). We imputed values independently for PACE enrollees and the MCBS sample using multivariate regression to impute for variables missing more than 1% of values and simple random assignment for variables missing less than 1% of values.
Estimating PACE Effects
We estimate the number of days in the hospital per month alive for all subjects using the two-part model. The first part uses logistic regression to estimate the probability of any hospital use and the second part uses ordinary least squares (OLS) regression of the log of days in the hospital per month alive to estimate hospital use by subjects with any use. We calculate the average number of days in the hospital per month alive across all subjects as the product of these two outcomes and the smearing factor. The smearing factor is used to account for the non-normality of the retransformed standard errors in the OLS regression on the log of days in the hospital per month alive. To account for matching with replacement, we weight the regression analyses by the number of times a comparison subject is matched to a unique PACE enrollee. We use the Huber-White correction to estimate the standard errors to adjust for heteroskedasticity arising from the clustering effects of matching with replacement. We calculate the average number of days in the hospital per month alive across all subjects as the product of the first two outcomes and the smearing factor. We estimate the PACE effect as the difference between the predicted outcomes assuming all subjects are in PACE and assuming all subjects are not in PACE.
Bootstrapping is often used to account for the non-normal distribution of the retransformed OLS residuals in the two-part model (Duan, 1983) . However, the large sample properties assumed by bootstrapping techniques do not hold when using matching with replacement (Abadie & Imbens, 2006) . Therefore, we based statistical inferences on the standard error estimates of the treatment coefficient in the underlying regression equations. For the average number of days in the hospital per month alive across all subjects, we used the standard error estimates of the treatment coefficient from both regressions.
Results

Descriptive Statistics
As shown in Table 2 , propensity score matching eliminated most of the statistically significant differences and reduced the magnitude of the remaining differences. The only individual characteristics that retained statistically significant differences (at the p < .05 level) were no prior nursing home use and self-reported fair health. PACE enrollees were more likely to have had prior nursing home use and slightly less likely to self-report fair health. The difference in prior nursing home use declined substantially after matching. Although the difference in self-reported fair health was statistically significant, this difference represented less than 10% of the treatment group value. Table 2 shows that after matching, differences remained for market, geographic, and historic factors, which were not included in the propensity score model. Medicare discharge rates per 1,000 persons aged 65 years and older were significantly higher among matched-comparison subjects than PACE enrollees. However, the difference in the average Medicare length of stay was no longer statistically significant. Based on these results, we would expect that even in the absence of PACE, PACE enrollees would be less likely to have any hospital use than matched-comparison subjects. Geographic distribution of subjects and historic factors were relatively unchanged by matching, and all differences remained statistically significant. In addition, after matching, the comparison sample had higher death rates than the PACE sample. The implications of this are discussed below.
Attrition
Approximately 10% of PACE enrollees voluntarily withdrew from the program; the majority withdrew in the first year following enrollment.
This pattern is consistent with other studies of the PACE population (Mukamel et al., 1998) . PACE subjects who voluntarily dropped out of PACE were very similar to those who did not drop out. Dropouts were slightly younger and more likely to be non-White than were those who remained in the program. Other individual characteristics as well as market, geographic, and historical factors did not have statistically significant differences. Approximately 3% of weighted matched-comparison subjects were lost to follow-up. Compared with subjects with complete follow-up data, subjects lost to follow-up had fewer ADL limitations and were younger, less likely to have dementia, and more likely to be female. Although these subjects were less likely to report any prior hospital use and none had any prior nursing home use, they were more likely to report being in poor health. Subjects who were lost to follow-up were more likely to live in states with longer average Medicare lengths of stay and have baseline dates between 1991 and 1993 but less likely to have baseline dates between 1997 and 1999.
The matched-comparison sample had higher death rates than the PACE sample. Over the twoyear follow-up period, the matched-untreated group had a mortality rate of 24.9% or almost 5 percentage points higher than the PACE sample. Matched-comparison subjects had higher mortality rates than PACE enrollees in the first three intervals but lower mortality rates in the fourth interval (p < .05).
Effects of PACE on Hospital Use
As Figure 1 shows, the results shows that PACE enrollees had higher average hospital use in the six months before baseline (1.58 days per month alive vs. 1.04 days per month alive, p < .01) but lower average hospital use after baseline (0.22 days per month alive vs. 0.8 days per month alive, p < .01). The differences were statistically significant at the p < .01 level in each interval except in the first interval where the statistical significance was at the p < .1 level. The decline in hospital use after baseline resulted from a substantially lower probability of any hospital use and fewer days in the hospital per month alive when enrollees were hospitalized.
The logistic regression and the ordinary least squares regression results are shown in Tables 5  and 6 , respectively. As shown in Table 3 , PACE enrollment is associated with a lower odds ratio for any hospital use in each six-month follow-up interval when controlling for all other covariates. Many of the associations between the likelihood of any hospital use and individual characteristics are not statistically significant, which is expect given that these covariates were included in the propensity score model. Prior hospital use was the only individual characteristic with a statistically significant odds ratio in two or more intervals and over the two-year follow-up period.
The market and geographic covariates, which were not included in the propensity score model, are statistically significant in only one or two intervals. This suggests that these covariates are not strong predictors of the likelihood of any hospital use once PACE enrollment and other factors are taken into account. Mortality and the interaction between mortality and PACE enrollment had a statistically significant association with the likelihood of any hospital use; these associations will be discussed below.
As Table 4 shows, PACE enrollment is associated with a decline in the amount of hospital use among hospitalized subjects when controlling for all other factors. Many of the associations between individual characteristics and the amount of time spent in the hospital by hospitalized subjects are not statistically significant, which is expected since these covariates were included in the propensity score model. Of the market and geographic covariates, only Medicare average hospital length of stay has a statistically significant association with the amount of hospital use by hospitalized subjects. Higher Medicare average hospital lengths of stays is associated with increased log of days in the hospital in three time periods. This association is unlikely to affect the results of this study because both PACE enrollees and matched-comparison subjects would be equally affected. Mortality is associated with an increase in the amount of hospital use among hospitalized subjects, although the interaction with PACE is not statistically significant. The effect of mortality on our results will be discussed below.
Discussion
The results of our study provide evidence that PACE reduces hospital use. Using propensity score matching to select a matched-comparison sample from the MCBS and regression adjustment, we found that although PACE enrollees had higher hospital use in the six months before baseline, they had substantially lower use during the two-year follow-up period. PACE enrollees spent an estimated average of 0.2 days in the hospital per month alive compared with an estimated average of 0.8 days in the hospital per month alive by matched-comparison subjects or an estimated PACE effect of 0.6 days in the hospital per month alive per enrollee.
Our findings are consistent with those of previous studies. The Abt Associates evaluation found that PACE enrollees spent between 0.7 and 1.9 days in the hospital per six-month interval, whereas the comparison group spent between 2.5 and 6.1 days in the hospital per six-month interval (Chatterji et al., 1998) . Over six months, our results show that PACE enrollees spent between 0.5 and 1.4 days in the hospital and matched-comparison subjects spent between 3.2 and 4.4 days in the hospital. However, the Abt Associates' evaluation only found statistically significant in the first follow-up year, whereas we found statistically significant differences in all time periods, although only at the p < .10 level in the first interval. The lack of statistically significant difference in the second year of Abt Associates' evaluation could be due to their small sample size in the second year of their study (n = 529 at 18 months and n = 296 at 24 months). The slight differences between our results and those of Abt Associates are to be expected due to differences in how hospital use was measured and how entry and exit from the sample were addressed. Specifically, we adjusted our measurements for the amount of time subjects were in our study, whereas Abt Associates appear not to have done this.
The pattern of hospital use over time among PACE enrollees also is consistent with the pattern found in previous studies (Mukamel et al., 2002; Sands et al., 2006; Wieland et al., 2000) . Similar to these studies, we found that the likelihood of any hospital use by PACE enrollees is highest shortly after enrollment and just before death.
Implications for Cost Effectiveness
Although this study does not address issues of total costs or cost effectiveness, it does show that PACE effectively controls hospital use. Because savings in this area may be offset by expenditures in other areas, reductions in hospital-even reductions this large-cannot necessarily be taken to mean that total costs also are reduced. However, the reductions are large enough to make cost savings possible. To put these results into perspective, we estimated how much the reduction in hospital use would represent in terms of typical expenditures. Using data from the MCBS for our matched-comparison sample, we found that the average cost, inflation adjusted to Year 2000 constant dollars, of one day in the hospital was approximately $865. Based on an average reduction of 0.6 hospital days per month alive, the potential total savings per PACE enrollee is approximately $520 per month alive in hospital costs. The potential savings would be shared by Medicare ($450), Medicaid ($10), and private sources ($60).
We cannot say that PACE is cost effective because we do not address whether hospital use was optimal for either group. Nor do these calculations consider other benefits from PACE that accrue to payers, participants, and society. For example, Chatterji and colleagues (1998) provided evidence that PACE provides high quality of care and increases satisfaction of the individual and their caregivers. In this respect, PACE provides an attractive alternative to nursing home care, and for most people, staying out of nursing homes is a desirable outcome in itself. Long-term care policy needs to address both cost reductions and nonmonetary benefits of PACE.
Implication for Policy
As policy makers grapple with controlling costs and improving quality of care for a growing number of frail elderly persons, PACE offers an example for controlling costs while achieving high-quality care. Expansion of PACE programs has been slower than expected; reasons for this include the substantial initial investment required to start a PACE program, cost barriers for middle-class elderly persons, and the potential enrollees desires to keep their personal physician. Nevertheless, there is much to be learned about how PACE's interdisciplinary team manages care and how to structure capitation payments to provide appropriate incentives for delivering cost effective care while achieving improved quality. Currently, CMS is implementing programs to improve the management of transitions between care settings (Lind, 2010) . Frequently, poor communication and a lack of effective care management during transitions across settings results in poorer outcomes and avoidable hospitalizations. This is especially the case for frail elderly persons because they transition frequently between home, hospital, and skilled nursing facilities. PACE is cited as a potential model for improving transition care (Coleman, 2003; Gleckman, 2009 ). The PACE approach can serve as a model for improving transition care as well as preventing avoidable hospitalizations.
Limitations
We took several steps to minimize the potential threats to internal validity in this study. First, our choice and construction of covariates was guided, in part, by our efforts to ensure comparability of the data. Covariates that we suspected were not comparably measured in both data sets were omitted. Other variables were recoded to make the measures more comparable. Nevertheless, some data noncomparability could remain in both the dependent and independent variables. Second, we used propensity score matching to select a comparison sample with observed individual characteristics similar to those of PACE enrollees, which reduced the threat of selection bias from observed individual characteristics. We also used regression, after matching, to control for potential additional sources of bias. Regression, which controls bias more effectively when treated and untreated samples are similar, enabled us to control for remaining bias from covariates included in the propensity score model and from covariates that we did not include in the propensity score matching process. Nevertheless, it is possible that some selection bias remained that could affect the results of this study. For instance, individuals who enroll in PACE could be more averse to using hospitals than other individuals.
Third, the data used in this analysis are from the early 1990s until 2000 and numerous changes have occurred in the health care system since that time. In particular, Medicaid home-and community-based services have been expanded and the Medicare Modernization Act introduced Special Needs Plans, both of which increase options available to dually eligible elderly persons. However, PACE enrollees were found to have fewer preventable hospitalizations than participants in a homeand community-based services program (Kane et al., 2006) . Overall, our results are consistent across different specifications of the model, which suggests that we were able to reduce potential sources of selection bias. Furthermore, sub-group analysis showed that differential mortality rates are unlikely to affect our results. We believe that these steps effectively reduced potential selection bias. Nevertheless, despite our efforts, bias could remain. Specifically, propensity score matching cannot control bias arising from unobserved covariates. In addition, although we were able to match on most individual characteristics, we were unable to match on market, geographic, and historical factors. Although we controlled for these covariates through regression adjustment, we cannot know how much bias remains.
