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Abstract. A transversal of a hypergraph is a set of vertices intersecting
each hyperedge. We design and analyze new exponential-time algorithms
to enumerate all inclusion-minimal transversals of a hypergraph. For each
fixed k ≥ 3, our algorithms for hypergraphs of rank k, where the rank
is the maximum size of a hyperedge, outperform the previous best. This
also implies improved upper bounds on the maximum number of minimal
transversals in n-vertex hypergraphs of rank k ≥ 3. Our main algorithm
is a branching algorithm whose running time is analyzed with Measure
and Conquer. It enumerates all minimal transversals of hypergraphs of
rank 3 in time O(1.6755n). Our algorithm for hypergraphs of rank 4
is based on iterative compression. Our enumeration algorithms improve
upon the best known algorithms for counting minimum transversals in
hypergraphs of rank k for k ≥ 3 and for computing a minimum transver-
sal in hypergraphs of rank k for k ≥ 6.
1 Introduction
A hypergraph H is a couple (V,E), where V is a set of vertices and E is a set
of subsets of V ; these subsets are called hyperedges. A transversal of H is a
subset of vertices S ⊆ V such that each hyperedge of H contains at least one
vertex from S. A transversal of H is minimal if it does not contain a transver-
sal of H as a proper subset. The rank of a hypergraph H is the maximum
size of a hyperedge. Finding, counting and enumerating (minimal) transversals,
respectively (minimal) hitting sets of set systems fulfilling certain constraints
are fundamental problems in Theoretical Computer Science with many impor-
tant applications, for example in artificial intelligence, biology, logics, relational
and distributed databases, Boolean switching theory and model-based diagno-
sis. Various of those applications are described in Section 6 of [3]. The notions
hitting set and transversal are synonymous, both of them name a subset of el-
ements (vertices) having non empty intersection with each subset (hyperedge)
of a given set system (hypergraph). We shall use both notions interchangeably
usually speaking of transversals in hypergraphs whenever adressing enumera-
tion, while speaking of hitting sets when adressing optimization and counting.
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The Minimum Hitting Set problem is a well-studied NP-complete problem
that, like its dual Minimum Set Cover, belongs to the list of 21 problems
shown to be NP-complete by Karp in 1972 [19]. It can be seen as an extension of
the fundamental graph problems Minimum Dominating Set, Minimum Ver-
tex Cover and Maximum Independent Set; all of them also belonging to
Karp’s list [19]. These fundamental NP-complete problems have been studied ex-
tensively from many algorithmic views; among them exact, approximation and
parameterized algorithms.
Prior to our work. Wahlstro¨m studied Minimum Hitting Set on hyper-
graphs of rank 3 and achieved an O(1.6359n) time and polynomial space algo-
rithm as well as an O(1.6278n) time and exponential space algorithm [25,26].
Here, n denotes the number of vertices. In an attempt to show that iterative
compression can be useful in exact exponential-time algorithms, Fomin et al.
studied Minimum Hitting Set on hypergraphs of rank at most k for any fixed
k ≥ 2 as well as the problem of counting minimum hitting sets and achieved
best known running times for most of these problems without improving upon
Wahlstro¨m’s algorithms [9]. (See also Table 1 in [9].) The Minimum Hitting
Set problem on hypergraphs of fixed rank k has also been studied from a pa-
rameterized point of view by various authors [6,7,8,9,24,26]. (See Table 2 in
[9].) A well-known result of Cygan et al. states that for every c < 1, Minimum
Hitting Set cannot be solved by an O(2cn) algorithm unless the Strong Ex-
ponential Time Hypothesis fails [2], while there is a O(2n) algorithm based on
verifying all subsets of elements. The only exponential-time algorithm to enu-
merate all minimal transversals prior to our work had been given by Gaspers in
his Master’s thesis. It is a branching algorithm which for hypergraphs of rank k
has branching vector (1, 2, . . . , k) since in the worst case it selects a hyperedge
of size k and recurses on instances with n− 1, n− 2, . . . , and n−k vertices. The
corresponding recurrence for k = 3 gives a running time of O(1.8393n).
Our techniques and results.We use various properties of minimal transver-
sals to design branching algorithms and analyze them using an elaborate Measure
& Conquer analysis. For an in-depth treatment of branching algorithms, their
construction and analysis, branching rules, branching vectors and Measure &
Conquer we refer to [10]. For details on our approach, see Subsection 3.1 and
[13,14]. Our main result is the algorithm for hypergraphs of rank 3 in Section 3
which runs in time O(1.6655n). In Section 4 we show that the iterative compres-
sion approach from [9] can be extended to enumeration problems and obtain an
algorithm of running time O(1.8863n) for hypergraphs of rank 4. In Section 5 we
construct branching algorithms to enumerate the minimal transversals of hyper-
graphs of rank at most k, for all fixed k ≥ 5. Our algorithmic results combined
with implied upper bounds and new combinatorial lower bounds for the max-
imum number of minimal transversals in n-vertex hypergraphs of rank k are
summarized in Table 1. Finally to underline the potential of our enumeration
algorithms let us mention that they can be used to improve upon the best known
algorithms (see e.g. Table 1 in [9]) for counting minimum hitting sets in hyper-
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Rank Lower bound Upper bound
2 1.4422n 1.4423n [23,22]
3 1.5848n O(1.6755n)
4 1.6618n O(1.8863n)
5 1.7114n O(1.9538n)
6 1.7467n O(1.9779n)
7 1.7734n O(1.9893n)
8 1.7943n O(1.9947n)
9 1.8112n O(1.9974n)
10 1.8253n O(1.9987n)
20 1.8962n O(1.9999988n)
Table 1. Lower and upper bounds for the maximum number of minimal transversals
in an n-vertex hypergraph of rank k.
graphs of rank k ≥ 3 and for solving Minimum Hitting Set in hypergraphs of
rank k ≥ 6.
Other related work. Enumerating all minimal transversals of a hypergraph
is likely to be the most studied problem in output-sensitive enumeration. The
problem whether there is an output-polynomial time algorithm, i.e. an algorithm
with a running time bounded by a polynomial in the input size and the output
size, to enumerate all minimal transversals of a hypergraph is still open despite
efforts of more than thirty years including many of the leading researchers of the
field. These efforts have produced many publications on the enumeration of the
minimal transversals on special hypergraphs [3,4,5,11,20,21] and has also turned
output-sensitive enumeration into an active field of research. Recent progress by
Kante´ et al. [16] showing that an output-polynomial time algorithm to enumerate
all minimal dominating sets of a graph would imply an output-polynomial time
algorithm to enumerate the minimal transversals of a hypergraph has triggered
a lot of research on the enumeration of minimal dominating sets, both in output-
sensitive enumeration and exact exponential enumeration; see e.g. [1,15,17,18].
2 Preliminaries
We refer to the set of vertices and the set of hyperedges of a hypergraph H =
(V,E) by V (H) and E(H), respectively. Throughout the paper we denote the
number of vertices of a hypergraph by n. Note that a hypergraph of rank k has
O(nk) hyperedges. Let v ∈ V be a vertex of H . The degree of v in H , denoted
dH(v), is the number of hyperedges in E containing v. We omit the subscript
when H is clear from the context. The neighborhood of v in H , denoted N(v)
or NH(v), is the set of vertices (except v itself) that occur together with v in
some hyperedge of H . We denote by di(v) or di,H(v) the number of hyperedges
of size i in H containing v. We denote d≤i(v) :=
∑i
j=0 dj(v). If the hypergraph
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is viewed as a set system E over a ground set V , transversals are also called
hitting sets. We also say that a vertex v hits a hyperedge e if v ∈ e.
3 Hypergraphs of rank 3
3.1 Measure
We will now introduce the measure we use to track the progress of our branching
algorithm.
Definition 1. A measure µ for a problem P is a function from the set of all
instances for P to the set of non-negative reals.
Our measure will take into account the degrees of the vertices and the number
of hyperedges of size 2. Measures depending on vertex degrees have become
relatively standard in the literature. As for hyperedges of size 2, our measure,
similar to Wahlstro¨m’s [25], indicates an advantage when we can branch on
hyperedges of size 2 once or several times.
Let H = (V,E) be a hypergraph of rank at most 3. Denote by nk the number
of vertices of degree k ∈ N. Denote by mk the number of hyperedges of size
k ∈ {0, . . . , 3}. Also, denote by m≤k :=
∑k
i=0mi. The measure of H is
µ(H) = Ψ(m≤2) +
∞∑
i=0
ωini ,
where Ψ : N → R≥0 is a non-increasing non-negative function such that maxi{Ψ(i)} =
Ψ(0) is independent of n, and ωi are non-negative reals. The function Ψ is non-
increasing since we would like to model that we have an advantage when the size
of a hyperedge decreases from 3 to 2. Clearly, µ(H) ≥ 0.
We will now make some assumptions simplifying our analysis and introduce
notations easing the description of variations in measure. We set
ωi := ω5 , Ψ(i) := 0 for each i ≥ 6, and (1)
∆ωi := ωi − ωi−1 , ∆Ψ(i) := Ψ(i)− Ψ(i− 1) for each i ≥ 1 . (2)
We constrain that
0 ≤ ∆ωi+1 ≤ ∆ωi and 0 ≥ ∆Ψ(i + 1) ≥ ∆Ψ(i) for each i ≥ 1 . (3)
Note that, by (3), we have that ωi − ωi−k ≥ k ·∆ωi for 0 ≤ k ≤ i. In addition,
our branching rules will add constraints on the measure. Note that a branching
rule with one branch is a reduction rule and one with no branch is a halting rule.
Denote by T (µ) := 2µ an upper bound on the number of leaves of the search
trees modeling the recursive calls of the algorithm for all H with µ(H) ≤ µ.
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Suppose a branching rule creates k ≥ 1 branches B[1], . . . , B[k], each B[i]
decreasing the measure by ηi. Then, we obtain the following constraint on the
measure:
k∑
i=1
T (µ− ηi) ≤ T (µ) .
Dividing by 2µ, the constraint becomes
k∑
i=1
2−ηi ≤ 1 . (4)
Given these constraints for all branching rules, we will determine values for
Ψ(0), . . . , Ψ(5), ω0, . . . , ω5 so as to minimize the maximum value of µ(H)/|V (H)|
taken over all rank-3 hypergraphs H when |V (H)| is large. Since Ψ(m≤2) is a
constant, this part of the measure contributes only a constant factor to the
running time. Given our assumptions on the weights, optimizing the measure
amounts to solving a convex program [13,14] minimizing ω5 subject to all con-
straints, which can be done with certificates of optimality. If, in addition, we
make sure that the maximum recursion depth of the algorithm is polynomially
bounded, we obtain that the running time is within a polynomial factor of 2ω5 .
3.2 Algorithm
An instance of a recursive call of the algorithm is a hypergraph H = (V,E)
with rank at most 3 and a set S, which is a partial hitting set for the original
hypergraph. The hypergraph H contains all hyperedges that still need to be hit,
and the vertices that are eligible to be added to S. Thus, V ∩ S = ∅. Initially,
S = ∅. Each branching rule has a condition which is a prerequisite for applying
the rule. When the prerequisites of more than one rule hold, the first applicable
rule is used. Our branching rules create subinstances where some vertices are
selected and others are discarded.
– If we select a vertex v, we remove all hyperedges containing v from the
subinstance of the branch, we add v to S, and remove v from V .
– If we discard a vertex v, we remove v from all hyperedges and from V .
We now come to the description of the branching rules, their correctness, and
their analysis, i.e., the constraints they impose on the measure. Rules 0.x are
halting rules, and Rules 1.x are reduction rules. Each rule first states the pre-
requisite, then describes its actions, then the soundness is proved if necessary,
and the constraints on the measure are given for the analysis.
Rule 0.0 There is a hyperedge e ∈ E of size 0. Do nothing. The algorithm back-
tracks and enumerates no transversal in this recursive call since there remains a
hyperedge that cannot be hit by a vertex.
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v u
Rule 2.1
v u w
Rule 2.2
v u w
Rule 2.3
Rule 0.1 E = ∅. If S is a minimal transversal for the original hypergraph,
output S, otherwise do nothing. We are in a recursive call where no hyperedge
remains to be hit. Thus, S is a transversal of the original input hypergraph.
However, S might not be minimal, and the algorithm checks in polynomial time
if S is a minimal transversal of the initial hypergraph and outputs it if so.
Rule 1.0 There is a vertex v ∈ V with degree 0. Discard v. Indeed, since v
hits no hyperedge of H , a transversal for H containing v is not minimal. The
constraint on the measure is 2−ω0 ≤ 20, which is trivially satisfied since ω0 ≥ 0.
Rule 1.1 There is a hyperedge e1 ∈ E that is a subset of another hyperedge
e2 ∈ E of size 3. Remove e2 from E. The rule is sound since each transversal
of (V,E \ {e2}) is also a transversal of H . This is because any vertex that hits
e1 also hits e2. Since e2 has size 3, this rule has no effect on the measure; the
constraint 20 ≤ 20 is always satisfied.
Rule 1.2 There is a hyperedge e of size 1. Select v, where {v} = e. The rule
is sound since v is the only vertex that hits e. Selecting v removes v and all
hyperedges containing v from the instance. By (3), the decrease in measure is
at least η1 = ωd(v) + Ψ(d≤2(v)) − Ψ(0). To fulfill (4), we will need to constrain
that η1 ≥ 0. Since d≤2(v) ≤ d(v) and by (3), if suffices to constrain
Ψ(i)− Ψ(0) ≥ −ωi for 1 ≤ i ≤ 6 . (5)
Rule 2 There is a vertex v ∈ V with degree one. Denote e the unique hyperedge
containing v and branch according to the following three subrules.
Rule 2.1 The hyperedge e has size 2. Denote e = {v, u}. Branch into two
subproblems: B[1] where v is selected, and B[2] where v is discarded. In B[1],
the vertex u is discarded due to minimality of the transversal, and the number of
hyperedges of size at most 2 decreases by 1 since e is removed. By (3) the decrease
in measure in B[1] is at least η1 = ω1+ωd(u)+∆Ψ(m≤2). In B[2], the vertex u is
selected by applying Rule 1.2 after having discarded v. We have that d≤2(u) ≤
min(d(u),m≤2) hyperedges of size at most 2 disappear. By (3) the decrease in
measure in B[2] is at least η2 = ω1 + ωd(u) + Ψ(m≤2)− Ψ(max(m≤2 − d(u), 0)).
Note that we do not take into account additional sets of size at most 2 that may
be created by discarding u and the degree-decreases of the other vertices in the
neighborhood of u as a result of selecting u. However, these do not increase the
measure due to constraints (3). Thus, we constrain that
2−ω1−ωd(u)−∆Ψ(m≤2) + 2−ω1−ωd(u)−Ψ(m≤2)+Ψ(max(m≤2−d(u),0)) ≤ 1 , (6)
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v u1
Rule 3.1
v
u2
u1
Rule 3.2
v
u3
u2
u1
Rule 3.3
for all d(u) and m≤2 such that 1 ≤ d(u) ≤ 6 and 1 ≤ m≤2 ≤ 6. Note that the
value of d(u) ranges up to 6 instead of 5 although ω5 = ω6, so that we have a
constraint modeling that the value of Ψ increases from Ψ(6) = 0 to Ψ(0) in the
second branch.
In the remaining subrules of Rule 2, the hyperedge e has size 3.
Rule 2.2 The other two vertices in e also have degree 1. Branch into 3 subprob-
lems adding exactly one vertex from e to S and discarding the other 2. Clearly,
any minimal transversal contains exactly one vertex from e. The decrease in
measure is 3ω1 in each branch, giving the constraint
3 · 2−3ω1 ≤ 1 . (7)
Rule 2.3 Otherwise, let e = {v, u, w} with d(u) ≥ 2. We create two subprob-
lems: in B[1] we select v and in B[2] we discard v. Additionally, in B[1] we discard
u and w due to minimality. The measure decreases by at least η1 = 2ω1+ω2 and
η2 = ω1 − maxi≥1{∆Ψ(i)} = ω1; the last equality holds since Ψ(i) = 0, i ≥ 6,
and by (3). We obtain the constraint
2−2ω1−ω2 + 2−ω1 ≤ 1 . (8)
Rule 3 At least one hyperedge has size 2. Let v be a vertex that has maximum
degree among all vertices contained in a maximum number of hyperedges of
size 2. Let e = {v, u1} be a hyperedge containing v. Note that, due to Rule 2,
every vertex has degree at least 2 if Rule 3 applies. We branch according to the
following subrules.
Rule 3.1 d2(v) = 1. We branch into two subproblems: in B[1] we select v
and in B[2] we discard v. Additionally, in B[2], we select u1 by Rule 1.2. Since
u1 is contained in the hyperedge e and since d2(u1) ≤ d2(v), we have that
d2(u1) = 1 and therefore d(v) ≥ d(u1). In B[1], we observe that the degrees of
v’s neighbors decrease. Also, e is a hyperedge of size 2 and it is removed; this
affects the value of Ψ . The measure decrease in the first branch is therefore at
least ωd(v)+∆ωd(u1) +∆Ψ(m≤2) ≥ ωd(u1) +∆ωd(u1) +∆Ψ(m≤2). In B[2], since
we select u1, we have that d2(u1) = 1 hyperedge of size 2 disappears, and since
we discard v, we have that d(v)− 1 sets of size 3 will become sets of size 2. Also,
none of these size-2 sets already exist in E, otherwise Rule 1.1 would apply.
We have a measure decrease of ωd(v) + ωd(u1) + Ψ(m≤2)− Ψ(m≤2 + d(v)− 2) ≥
2ωd(u1)+Ψ(m≤2)−Ψ(m≤2+d(u1)−2). We obtain the following set of constraints:
2−ωd(u1)−∆ωd(u1)−∆Ψ(m≤2) + 2−2ωd(u1)−Ψ(m≤2)+Ψ(m≤2+d(u1)−2) ≤ 1 , (9)
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for each d(u1) and m≤2 with 2 ≤ d(u1) ≤ 6 and 1 ≤ m≤2 ≤ 6. Here, d(u1)
ranges up to 6 since ∆ω6 = 0, whereas ∆ω5 may be larger than 0.
Rule 3.2 d2(v) = 2. We branch into two subproblems: in B[1] we select v and in
B[2] we discard v. Denoting {v, u2} the second hyperedge of size 2 containing v,
we additionally select u1 and u2 in B[2]. In B[1], the measure decrease is at least
η1 = ωd(v)+∆ωd(u1)+∆ωd(u2)+Ψ(m≤2)−Ψ(m≤2−2). In B[2], selecting u1 and
u2 removes d2(u1)+d2(u2) ≤ min(4,m≤2) hyperedges of size 2, and discarding v
decreases the size of d(v)−2 hyperedges from 3 to 2. Thus, the measure decrease
is at least η2 = ωd(v)+ωd(u1)+ωd(u2)+Ψ(m≤2)−Ψ(max(m≤2−4, 0)+d(v)−2).
We obtain the following set of constraints:
2−ωd(v)−∆ωd(u1)−∆ωd(u2)−Ψ(m≤2)+Ψ(m≤2−2)
+ 2−ωd(v)−ωd(u1)−ωd(u2)−Ψ(m≤2)+Ψ(max(m≤2−4,0)+d(v)−2)
≤ 1 , (10)
for each d(v), d(u1), d(u2), and m≤2 with 2 ≤ d(v), d(u1), d(u2) ≤ 6 and 2 ≤
m≤2 ≤ 6.
Rule 3.3 d2(v) ≥ 3. We branch into two subproblems: in B[1] we select v
and in B[2] we discard v. In B[2] we additionally select all vertices occurring
in hyperedges of size 2 with v. Denote by {v, u2} and {v, u3} a second and
third hyperedge of size 2 containing v. In B[1], the number of size-2 hyperedges
decreases by d2(v). The measure decrease is at least ωd2(v)+∆ωd(u1)+∆ωd(u2)+
∆ωd(u3) + Ψ(m≤2)− Ψ(m≤2 − d2(v)). In B[2], the number of hyperedges of size
at most 2 decreases at most by d2(u1) + d2(u2) + d2(u3) ≤ min(d(u1) + d(u2) +
d(u3),m≤2). We obtain a measure decrease of at least ωd2(v) +ωd(u1) +ωd(u2) +
ωd(u3) + (d2(v) − 3) · ω2 + Ψ(m≤2) − Ψ(max(m≤2 − d(u1) − d(u2) − d(u3), 0)).
The family of constraints for this branching rule is therefore
2−ωd2(v)−
∑3
i=1 ∆ωd(ui)−Ψ(m≤2)+Ψ(m≤2−d2(v))
+ 2−ωd2(v)−
∑3
i=1 ωd(ui)−(d2(v)−3)·ω2−Ψ(m≤2)+Ψ(max(m≤2−
∑3
i=1 d(ui),0))
≤ 1 , (11)
where 3 ≤ d2(v) ≤ m≤2 ≤ 6 and 2 ≤ d(u1), d(u2), d(u3) ≤ 6.
Rule 4 Otherwise, all hyperedges have size 3. Choose v ∈ V with maximum
degree, and branch according to the following subrules.
Rule 4.1 d(v) ≥ 3. We branch into two subproblems: in B[1] we select v and
in B[2] we discard v. In B[1], the degree of each of v’s neighbors decreases by
the number of hyperedges it shares with v. We obtain a measure decrease of
at least ωd(v) +
∑
u∈N(v)(ωd(u) − ωd(u)−|{e∈E:{u,v}⊆e|), which, by (3), is at least
ωd(v) + 2 · d(v) · ∆ωd(v). In B[2], the number of hyperedges of size 2 increases
from 0 to d(v), for a measure decrease of at least ωd(v) + Ψ(0) − Ψ(d(v)). For
d(v) ∈ {3, . . . , 6}, this branching rules gives the constraint
2−ωd(v)−2·d(v)·∆ωd(v) + 2−ωd(v)−Ψ(0)+Ψ(d(v)) ≤ 1 . (12)
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v
Rule 4.1
v u
Rule 4.2
v
u1
w1
u2
w2
Rule 4.3
Rule 4.2 d(v) = 2 and there is a vertex u ∈ V \{v} which shares two hyperedges
with v. We branch into two subproblems: in B[1] we select v and in B[2] we
discard v. Additionally, we discard u in B[1] due to minimality. Since each vertex
has degree 2, we obtain the following constraint.
2−2ω2−2∆ω2 + 2−ω2−Ψ(0)+Ψ(2) ≤ 1 . (13)
Rule 4.3 Otherwise, d(v) = 2 and for every two distinct e1, e2 ∈ E with
v ∈ e1 and v ∈ e2 we have that e1 ∩ e2 = {v}. Denoting e1 = {v, u1, w1}
and e2 = {v, u2, w2} the two hyperedges containing v, we branch into three
subproblems: in B[1] we select v and u1; in B[2] we select v and discard u1;
and in B[3] we discard v. Additionally, we discard u2 and w2 in B[1] due to
minimality. Again, all vertices have degree 2 in this case. In B[1], the degree of
w1 decreases to 1. Among the two hyperedges containing u2 and w2 besides e2,
at most one is hit by u1, since d(u1) = 2, and none of them is hit by v; thus, the
branch creates at least one hyperedge of size at most 2. The measure decrease
is at least 4ω2 +∆ω2 −∆Ψ(1). In B[2], the degrees of w1, u2, and w2 decrease
by 1 and the size of a hyperedge containing u1 decreases. The measure decrease
is at least 2ω2 +3∆ω2−∆Ψ(1). In B[3], two size-2 hyperedges are created for a
measure decrease of ω2 −∆Ψ(2). This gives us the following constraint:
2−4ω2−∆ω2+∆Ψ(1) + 2−2ω2−3∆ω2+∆Ψ(1) + 2−ω2+∆Ψ(2) ≤ 1 . (14)
This finishes the description of the algorithm. We are now ready to prove an
upper bound on its running time, along the lines described in Subsection 3.1,
using the following lemma.
Lemma 1 ([14], Lemma 2.5 in [13]). Let A be an algorithm for a prob-
lem P , c ≥ 0 be a constant, and µ(·), η(·) be measures for the instances of P ,
such that for any input instance I, Algorithm A transforms I into instances
I1, . . . , Ik, solves these recursively, and combines their solutions to solve I, us-
ing time O(η(I)c) for the transformation and combination steps (but not the
recursive solves), and
(∀i) η(Ii) ≤ η(I)− 1 , and (15)
k∑
i=1
2µ(Ii) ≤ 2µ(I) . (16)
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Then A solves any instance I in time O(η(I)c+1)2µ(I).
Theorem 1. The described algorithm enumerates all minimal transversals of
an n-vertex hypergraph of rank 3 in time O(1.6755n).
Proof. Consider any input instance H = (V,E) with n vertices and measure
µ = µ(H). Using the following weights, the measure µ satisfies all constraints.
i ωi Ψ(i)
0 0 0.566096928
1 0.580392137 0.436314617
2 0.699175718 0.306532603
3 0.730706814 0.211986294
i ωi Ψ(i)
4 0.742114220 0.119795899
5 0.744541491 0.035202514
6 0.744541491 0
Also, µ ≤ ω5 ·n+Ψ(0). Therefore, the number of times a halting rule is executed
(i.e., the number of leaves of the search tree) is at most 2ω5·n+O(1). Since each
recursive call of the algorithm decreases the measure η(H) := |V | + |E| by at
least 1, the height of the search tree is polynomial. We conclude, by Lemma 1,
that the algorithm has running time O(1.6755n) since 2ω5 = 1.6754... ⊓⊔
In the proof of Theorem 1, the tight constraints are (6) with (d(u),m≤2) ∈
{(5, 5), (6, 5), (6, 6)}, (9) with d(u1) = 2 and m≤2 = 1, (10) with d(v) = 2,
d(u1) = d(u2) = 6, and 2 ≤ m≤2 ≤ 4, and (12) for all values of d(v).
4 Hypergraphs of rank 4
For hypergraphs of rank 4, we adapt an iterative compression algorithm of [9],
which was designed for counting the number of minimum transversals, to the
enumeration setting.
Theorem 2. Suppose there is an algorithm with running time O∗((ak−1)
n),
1 < ak−1 ≤ 2, enumerating all minimal transversals in rank-(k−1) hypergraphs.
Then all minimal transversals in a rank-k hypergraph can be enumerated in time
min
0.5≤α≤1
max
{
O∗
((
n
αn
))
, O∗
(
2αn(ak−1)
n−αn
)}
.
Proof. Let H = (V,E) be a rank-k hypergraph. First the algorithm tries all
subsets of V of size at least ⌊αn⌋ and outputs those that are minimal transversals
of H . The running time of this phase is O∗
(∑n
i=⌊αn⌋
(
n
i
))
= O∗
((
n
αn
))
.
Now there are two cases. In the first case, there is no transversal of size ⌊αn⌋.
But then, H has no transversals of size at most ⌊αn⌋ and we are done.
In the second case, there exists a transversal X of size ⌊αn⌋. For each subset
N ⊆ X , the algorithm will enumerate all minimal transversals of H whose
intersection with X is N . For a given subset N ⊆ X , obtain a new hypergraph
H ′ = (V ′, E′) from H by removing the hyperedges that contain a vertex from
N , removing the vertices X \ N from all remaining hyperedges, and setting
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V ′ = V \X . Observe that for every minimal transversalX ′ ofH withX ′∩X = N ,
we have that X ′ \N is a minimal transversal of H ′. Moreover, observe that the
rank of H ′ is at most k − 1, since all vertices from X have been removed and
they form a transversal of H . Therefore, the algorithm invokes an algorithm for
enumerating all minimal transversals in rank-(k− 1) hypergraphs and runs it on
H ′. For each minimal transversal Y that is output, check whether X ∪ Y is a
minimal transversal of H , and if so, output X ∪ Y . This phase of the algorithm
has running time O∗ (2αn(ak−1)
n−αn). ⊓⊔
Combining Theorem 2 with Theorem 1, the running time is minimized for α ≈
0.66938.
Theorem 3. The described algorithm enumerates all minimal transversals of
an n-vertex hypergraph of rank 4 in time O(1.8863n).
5 Hypergraphs of rank at least 5
For a hypergraph H = (V,E) of rank k ≥ 5, we use the following algorithm
to enumerate all minimal transversals. As in Subsection 3.2, the instance of a
recursive call of the algorithm is a hypergraph H = (V,E) and set S which is
a partial transversal of the original hypergraph. The hypergraph H contains all
hyperedges that still need to be hit and the vertices that can be added to S.
The algorithm enumerates all minimal transversals Y of the original hypergraph
such that Y \ S is a minimal transversal of H .
H1 If E = ∅, then check whether S is a minimal transversal of the original
hypergraph and output S if so.
H2 If ∅ ∈ E, thenH contains an empty hyperedge, and the algorithm backtracks.
R1 If there is a vertex v ∈ V with dH(v) = 0, then discard v and recurse.
R2 If there are two hyperedges e1, e2 ∈ E with e1 ⊆ e2, then remove e2 and
recurse.
R3 If there is a hyperedge e ∈ E with |e| = 1, then select v, where e = {v} and
recurse.
B1 If there is a vertex v ∈ V with dH(v) = 1, then let e ∈ E denote the
hyperedge with v ∈ e. Make one recursive call where v is discarded, and one
recursive call where v is selected and all vertices from e \ {v} are discarded.
B2 Otherwise, select two hyperedges e, e′ such that e is a smallest hyperedge and
|e∩e′| ≥ 1. Order their vertices such that their common vertices appear first:
e = {v1, . . . , v|e|} and e
′ = {v1, . . . , vℓ, uℓ+1, . . . , u|e′|}. Make |e| recursive
calls; in the ith recursive call, v1, . . . , vi−1 are discarded and vi is selected.
Theorem 4. For any k ≥ 2, the described algorithm enumerates the minimal
transversals of a rank-k hypergraph in time O((βk)
n), where βk is the positive
real root of
−1 + x−1 +
k∑
i=3
(i− 2) · x−i +
2k−1∑
i=k+1
(2k − i) · x−i = 0 .
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Fig. 1. Decreasing the number of vertices in recursive calls of rule B2.
Proof. The correctness of the halting and reduction rules are easy to see. For
the correctness of branching rule B1, it suffices to observe that a transversal
containing v and some other vertex from e is not minimal. The correctness of
B2 follows since the ith recursive call enumerates the minimal transversals such
that the first vertex among v1, . . . , v|e| they contain is vi.
As for the running time, a crude analysis gives the same running time as
the analysis of [12], since we can associate the branching vector (1, |e|) with B1,
which is (1, 2) in the worst case, and the branching vector (1, 2, . . . , k) with B2.
Let us look at B2 more closely. In the worst case, |e| = k. Due to the reduction
rules, we have that |e ∩ e′| = ℓ < |e|. We consider two cases. In the first case,
ℓ = 1. Since v1 is discarded in branches 2, . . . , k, we have that the size of e
′
is at most k − 1 in each of these recursive calls, and the algorithm will either
use branching rule B1 or branching rule B2 on a hyperedge of size at most
k − 1 in branches 2, . . . , k. In the worst case, it uses branching rule B2 on a
hyperedge of size k−1 in each of these branches, leading to the branching vector
(1, 3, 4, . . . , k + 1, 4, 5, . . . , k + 2, 5, 6, . . . , 2k − 1) whose recurrence
T (n) = T (n− 1) +
k∑
i=3
(i− 2) · T (n− i) +
2k−1∑
i=k+1
(2k − i) · T (n− i)
solves to βk.
In the second case, ℓ ≥ 2, and we will show that this case is no worse than the
first one. Since v1, . . . , vℓ are discarded in branches ℓ + 1, . . . , k, the size of e
′ is
at most k− ℓ in each of these recursive calls, and in the worst case the algorithm
will branch on a hyperedge of size k − ℓ in branches ℓ + 1, . . . , k, leading to
the branching vector (1, 2, . . . , ℓ, ℓ+2, ℓ+3, . . . , k+1, ℓ+3, ℓ+4, . . . , k+2, . . . ,
k+1, k+2, . . . , 2k−ℓ). See Fig. 1. To see that this is no worse than the branching
vector of the first case, follow each branch i with 2 ≤ i ≤ ℓ by a k-way branching
(1, 2, . . . , k), replacing the entry i in the branching vector with 1+i, 2+i, . . . , k+i.
Compared with the branching vector of the first case, the only difference in
branches i, 2 ≤ i ≤ ℓ, is that these have the additional entries k + i. But note
that branch ℓ + 1 has entries k + 2, . . . , k + ℓ in the first case but not in the
second case. We conclude that the branching vector where entries i, 2 ≤ i ≤ ℓ,
are replaced by 1 + i, 2 + i, . . . , k + i is a sub-vector of the one for ℓ = 1. ⊓⊔
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Since this algorithm guarantees branching on hyperedges of size at most k−1
in certain cases, its running time outperforms the one in [12] for each k ≥ 3.
6 Lower bounds
The graphs with a maximum number of maximal independent sets are the dis-
joint unions of triangles. They are hypergraphs of rank 2 with 3n/3 minimal
transversals. We generalize this lower bound to hypergraphs with larger rank.
Theorem 5. For any two integers k, n > 0, there is an n-vertex hypergraph of
rank k with
(
2 · k − 1
k
)⌊n/(2·k−1)⌋
minimal transversals.
Proof. Let Hk = (V,E) be a hypergraph on 2 · k − 1 vertices where E is the set
of all subsets of V of cardinality k. We claim that every subset of k elements
from V is a minimal transversal of Hk. First, any transversal X of Hk contains
at least k vertices, otherwise |V \X | ≥ k and there is least one hyperedge that
has an empty intersection with X . Second, any subset X ′ of V of cardinality
k is a hitting set for Hk. Indeed, as |V \ X ′| = k − 1, every hyperedge that
does not intersect X ′ has cardinality at most k − 1, but E contains no such
hyperedge. This proves the claim that every subset of k elements from V is a
minimal transversal of Hk. Thus, Hk has(
2 · k − 1
k
)
minimal transversals. The bound of the theorem is then achieved by a disjoint
union of ⌊n/(2 ·k− 1)⌋ copies of Hk, and n−⌊n/(2 ·k− 1)⌋ isolated vertices. ⊓⊔
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