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Abstract
We study the continuity of composition operators on the classical Hardy and weighted Bergman spaces of
the polydisk. We show that this problem involves some delicate properties of the derivative of the symbol.
In particular, we characterize continuity when the symbol is a linear self-map of the polydisk.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
If X is a Banach space of holomorphic functions on a domain U and if φ is a (holomorphic)
self-map of U , the composition operator associated to φ is defined by Cφ(f ) = f ◦ φ for any
f ∈ X. The study of composition operators consists in the comparison of the properties of the
operator Cφ with that of the function φ itself, which is called the symbol of Cφ . It is a very active
field in analysis (at time of writing, MathSciNet refers more than 1100 papers with “composition
operators” in their title). The first problem to tackle is often that of continuity: given X, for which
symbols φ the composition operator Cφ defines a bounded operator on X? The answer is rather
easy when X is the Hardy space or a weighted Bergman space of the disk: every symbol defines
a bounded composition operator. This is the Littlewood subordination principle, which goes back
to 1925.
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of Cn and let Sn be its boundary, namely the unit sphere. Let also dz be the Lebesgue measure on
Bn and let dσ be the normalized surface measure on Sn. The Hardy space Hp(Bn), 1 p < +∞
consists of the holomorphic functions f in Bn such that
‖f ‖pHp(Bn) = sup0<r<1
∫
Sn
∣∣f (rz)∣∣p dσ(z) < +∞.
For β > −1 and p ∈ [1,+∞), the Bergman space Apβ(Bn), 1  p < +∞, is the space of all
functions f holomorphic in Bn such that
‖f ‖p
A
p
β(Bn)
=
∫
Bn
∣∣f (rz)∣∣p(1 − ‖z‖2)β dz < +∞,
where ‖z‖ means here the euclidean norm of z.
J. Shapiro (unpublished, see also [4,9]) gave the first example of a self-map φ of B2 such
that Cφ is not continuous on the Hardy space H 2(B2). This example is very easy: φ(z1, z2) =
(2z1z2,0). In his seminal paper [11], W. Wogen gave a complete characterization of those holo-
morphic self-maps φ ∈ C3(Bn) inducing a bounded composition operator on Hp(Bn). To state
his result, let us write
Dξ =
n∑
k=1
ξk
∂
∂ξk
, φξ (z) =
〈
φ(z), ξ
〉
where z ∈ Bn, ξ ∈ ∂Bn and 〈·,·〉 denotes the canonical inner product in Cn.
Theorem 1.1. Let φ : Bn → Bn be holomorphic and suppose that φ ∈ C3(Bn). Then Cφ defines
a bounded composition operator on H 2(Bn) iff Dξφη(ξ) > |DτDτφη(ξ)| for all ξ and τ ∈ ∂Bn
with 〈ξ, τ 〉 = 0 and φ(ξ) = η.
This theorem was later extended to weighted Bergman spaces in [7]. In particular, when
φ ∈ C3(Bn), the continuity of Cφ does not depend on the Hardy or on the weighted Bergman
space where we work: Cφ is continuous on H 2(Bn) iff Cφ is continuous on A2β(Bn) for some
β > −1 iff Cφ is continuous on A2β(Bn) for all β > −1.
In this paper, we investigate similar statement for composition operators on the polydisk. We
use dA to denote the normalized area measure on the unit disk D and for β > −1, we write
dAβ(z) = (β + 1)
(
1 − |z|2)β dA(z).
More generally, let Dn be the unit polydisk in Cn and for β > −1, let
dVβ(z) = dAβ(z1) . . . dAβ(zn), z = (z1, . . . , zn).
For p  1 and β > −1, the weighted Bergman space Ap(Dn) consists of all holomorphic func-β
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‖f ‖p
A
p
β
=
∫
Dn
∣∣f (z)∣∣p dVβ(z) < ∞.
Sometimes, the unweighted Bergman space will be more simply denoted by Ap(Dn) =
A
p
0 (D
n).
We also consider the Hardy spaces Hp(Dn), p  1, which is the space of all g ∈ H(Dn) for
which
‖g‖pHp = sup
0<r<1
∫
Tn
∣∣g(rξ)∣∣p dσ(ξ) < ∞,
where dσ is the normalized surface measure on Tn. Here, Tn is the n-dimensional torus (the
distinguished boundary of Dn).
The following theorem was announced in [8].
Theorem 1.2. Suppose φ : Dn → Dn is holomorphic, φ ∈ C2(Dn), p  1 and β > −1. Then Cφ
is bounded on Apβ(Dn) or on Hp(Dn) iff dφ(ξ) is invertible for all ξ ∈ Tn with φ(ξ) ∈ Tn.
This result has a very pleasant form. Unfortunately, it is false (precisely its sufficient part is
false for n 3) as the following example indicates:
Example 1.3. Let φ : D3 → D3 be defined by
φ(z) = (z1, z1,0).
Then Cφ is not continuous on H 2(D3). However, the assumption of Theorem 1.2 is satisfied
since φ(T3)∩T3 = ∅!
Proof. Let fn(z) = zn1 + zn−11 z2 + · · · + zn2 . Then ‖fn‖H 2 = n1/2. Now, fn ◦ φ = nzn1 so that‖fn ◦ φ‖H 2 = n. 
Our ambition in this paper is to show that the study of continuity of composition operators on
the polydisk is a difficult problem (the mistake made in the proof of Theorem 1.2 is rather subtle).
First, in Section 3, we will correct the proof of the sufficient part of Theorem 1.2 in the context
of the unweighted Bergman space. Of course, the statement will change and we will obtain a
sufficient condition which is not yet necessary for n  3. However it will be powerful enough
to characterize continuous composition operators on the Bergman space of the bidisk when the
symbol is smooth up to the boundary.
Next, in Section 4, we will try to understand the difficulties which arise on the polydisk by
studying intensively two examples. More precisely, we will exhibit two linear maps φ and ψ
mapping D7 into itself and which have a very similar definition. One will induce a bounded
composition operator on A2(Dn) whereas the other one will induce an unbounded one. φ and
ψ will share many properties and our intention is to convince the reader that a theorem char-
acterizing continuity of composition operators on the Hardy or Bergman spaces of the polydisk
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statement.
In the last sections of this paper, we turn back to the general case. We describe in Section 5 a
condition to testify if a composition operator is continuous on A2(Dn). This condition is neces-
sary when φ is smooth up to the boundary. It is also sufficient when φ is linear. This condition
uses combinatoric considerations. It gives a valuable algorithm which can be used to testify
whether Cφ is bounded or not. Sections 6 and 7 are devoted to the proof of this main result.
In Section 5, for the sake of simplicity, we restrict ourselves to the unweighted Bergman space.
With the same method, in Section 8, we give a (different) condition for the spaces A2β(Dn). As
a corollary, for any β1 > β2 > −1 we find and integer n and a linear map φ : Dn → Dn such that
Cφ is continuous on A2β1(D
n) and such that Cφ is not continuous on A2β2(D
n). This is completely
different from what happens on the unit ball.
In Section 9, we turn to the study of the continuity of composition operators on the Hardy
space of the polydisk. The difficulty is that our main tool, Carleson measures, is less tractable in
H 2(Dn) than in A2β(Dn). Nevertheless, we will be able to obtain a similar statement on H 2(Dn),
using an indirect strategy, and a very close look to the constants which appear when we are
proving the continuity on the Bergman spaces.
The arguments used throughout this paper are rather classical: Carleson measures, Julia–
Caratheodory theorem, . . . . A short survey of what is needed is the content of the next section.
Notations. All proofs in this paper will rely on volume estimation arguments. To avoid unuseful
complications, the sentence “the volume of E(x) is less than f (x)” will always mean that
V
(
E(x)
)
 Cf (x)
for some constant C which does not depend on x.
Moreover, e will denote e = (1, . . . ,1). For φ : Dn → Dn and I = {i1, . . . , iq} ⊂ {1, . . . , n},
φI denotes (φi1, . . . , φiq ) and |I | denotes the cardinal number of I . For w ∈ C and δ > 0, R(w, δ)
and D(w,δ) mean respectively
R(w, δ) = {z ∈ D; e(1 − w¯z) < δ},
D(w, δ) = {z ∈ D; |z −w| < δ}.
2. Preliminaries
2.1. Carleson measures and volume
For any ξ ∈ Tn and any δ = (δ1, . . . , δn) ∈ (0,2)n, we define
S(ξ, δ) = {(z1, . . . , zn) ∈ Dn; |zk − ξk| < δk, 1 k  n}.
S(ξ, δ) will be called a Carleson box at ξ . It is not difficult to see that
C−1(δ1 . . . δn)2+β  Vβ
(
S(ξ, δ)
)
 C(δ1 . . . δn)2+β
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measures give characterizations of bounded composition operators on Dn. Here is the statement
that we need (see [6]):
Lemma 2.1. Let β > −1 and let φ : Dn → Dn be holomorphic. Then Cφ : Apβ(Dn) → Apβ(Dn) is
bounded if and only if there exists C > 0 such that
Vβ
(
φ−1
(
S(ξ, δ)
))
 CVβ
(
S(ξ, δ)
) (1)
for all δ ∈ (0,2)n and all ξ ∈ Tn.
Let us comment this statement. Our results in this paper will all ultimately rely on it. It was
also used by the authors of [8] when they tried to prove Theorem 1.2. The mistake that they have
made there is that they proved (1) only when all δk are small. They do not prove it when some δk
are small and some are large. Let us also mention that the characterization of Carleson measures
on the Hardy space of the polydisk is more difficult. See Section 9 for details, as well as for a
proof of Lemma 2.1 with a precise study of the constants which are involved there.
To apply Lemma 2.1, we shall need to estimate the volume of subsets of Dn. Here are the
results that we need.
Lemma 2.2. Let u ∈ T and δ ∈ (0,2). Then
C−1δ3/2  V
({
z ∈ D; e(1 − u¯z) < δ}) Cδ3/2.
Proof. This is easy, the key point being |m(u¯z)| (2δ)1/2. 
Lemma 2.3. Let u ∈ T, v ∈ C, δ ∈ (0,2) and α > 0. Then
{
z ∈ D; e(1 − u¯z) < δ and |v − z| < δα}
has volume less than min(δ3/2, δ1+α).
Proof. The first estimation is already contained in the previous lemma. For the second one we
have just to observe that our set is contained in a rectangle whose sides have respective length δ
and δα . 
Lemma 2.4. There exists ε > 0 such that, for every δ ∈ (0,2), for every w ∈ C satisfying
1 − εδ e(w) 1 + εδ and ∣∣m(w)∣∣√εδ
the set {z ∈ D; |z −w| < δ} has volume greater than δ2.
Proof. Let w0 = w − δ, w1 = w − δ2 , w2 = w − δ2 + i δ4 . It is easy to verify that w0, w1 and w2
all belong to D∩D(w,δ), provided ε is small enough (for instance, ε = 110 works). This triangle
has volume greater than δ2. 
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case |m(w)|√2εδ.
At this stage, we can point out a crucial idea. Linear forms ψ on Dn such that
supz∈Dn |ψ(z)| = 1 may approach an extreme point on sets with different volumes. Consider
for instance z → z1 and z → (z1 + z2)/2. By the above lemma, we get
C−1δ2  V
({
z ∈ D; |z1 − 1| < δ
})
 Cδ2,
C−1δ2+3/2  V
({
z ∈ D; |z1 − 1| < δ
})
 Cδ2+3/2,
the last inequality coming from the fact that e(z) 1 − δ.
2.2. The Julia–Caratheodory theorem
The Julia–Caratheodory theorem is a geometric statement explaining the behaviour of an an-
alytic self-map of D near a boundary fixed point (see [10] for a beautiful exposition). Since we
will consider only smooth maps, we just need it in the following form:
Lemma 2.5. Let φ : D → D be holomorphic which in C1 in D ∪ {ξ} with ξ ∈ T. Suppose more-
over that φ(ξ) = ξ . Then φ′(ξ) ∈ (0,+∞).
This result was later extended to the polydisk by Abate [1] in the following form:
Lemma 2.6. Let f : Dn → D be a holomorphic function and let ξ ∈ ∂Dn. Assume there is α > 0
such that
lim inf
w→ξ
1 − |f (w)|
1 − ‖w‖∞ = α. (2)
Then there exists τ ∈ T such that f has K-limit τ at ξ and df (z)(ξ) has restricted K-limit ατ
at ξ .
It is not hard to check that, if f is C1 at ξ and if f maps ξ onto a point of T, then (2) is
fulfilled (it suffices to consider radial limits). In particular, the linear map df (ξ) is non-zero.
We use these versions of the Julia–Caratheodory theorem in order to obtain informations on the
Taylor expansion of maps from Dn to D:
Corollary 2.7. Let u : Dn → D be holomorphic in a neighbourhood of Dn. Suppose that u(e) = 1.
Then
u(z) = 1 +
∑
jn
aj (zj − 1)+O
( ∑
jn
aj =0
|zj − 1|2
)
.
Proof. Since u is C2 at e, we can write directly
u(z) = 1 +
∑
aj (zj − 1)+O
( ∑
|zj − 1|2
)
.jn jn
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that J = {1, . . . ,m}. We can write around e
u(z) = 1 +
∑
jm
aj (zj − 1)+H(zm+1, . . . , zn)+
∑
jm
(zj − 1)Gj (zm+1, . . . , zn)
+O
( ∑
jm
|zj − 1|2
)
with dH(e) = 0 and Gj(e) = 0 for j m. We want to prove that H = Gj = 0. Consider first
v(zm+1, . . . , zn) = u(1, . . . ,1, zm+1, . . . , zn) = 1 +H(zm+1, . . . , zn).
v is a holomorphic map from Dn−m into D. If v were not constant, it would map Dn−m into D
with v(e) = 1 and dv(e) = 0, in contradiction with Lemma 2.6. Hence H is zero.
Suppose now that some Gj is not zero. It is a non-constant holomorphic map, hence it is open
and one can find ξm+1, . . . , ξn such that Gj(ξm+1, . . . , ξn) /∈ R. Consider now
w(zj ) = u(1, . . . , zj , . . . ,1, ξm+1, . . . , ξn)
= 1 + (aj +Gj(ξm+1, . . . , ξn))(zj − 1)+O(|zj − 1|2).
w maps D into D and satisfies w′(1) /∈ R. This contradicts again the Julia–Caratheodory theo-
rem. 
3. A general sufficient condition
In this section, we give a general sufficient condition to ensure that a smooth map φ : Dn → Dn
induces a bounded composition operator on A2(Dn). This will give a necessary and sufficient
statement for the bidisk.
Theorem 3.1. Let φ : Dn → Dn be such that φ ∈ C2(Dn). Suppose that, for any q  1, for any
I ⊂ {1, . . . , n}, |I | = q , for any ξ ∈ Dn with φI (ξ) ∈ Tq , the derivative dφI (ξ) has rank q . Then
φ maps continuously Ap(Dn) into itself.
Proof. Let I = {i1, . . . , iq} ⊂ {1, . . . , n} and let FI = {ξ ∈ Dn; φI (ξ) ∈ Tq}. Let also ξ ∈ FI .
Since dφI (ξ) has rank q , one can find J = {j1, . . . , jq} ⊂ {1, . . . , n} such that
Mφ(I, J, ξ) =
(
∂φi
∂zj
(ξ)
)
i∈I, j∈J
is invertible. Since φ is C1, this property remains true for any z in a neighbourhood VI (ξ) =
V ′I (ξ) × V ′′I (ξ) of ξ . Here, we write Cn = Cq × Cn−q , the q first coordinates corresponding to
(j1, . . . , jq).
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FI ⊂ GI :=⋃mIl=1 VI (ξl). By the compactness of Dn\GI , one can find εI > 0 such that
ξ /∈ GI ⇒ max
i∈I
(
1 − ∣∣φi(ξ)∣∣) εI .
We then define:
• ε := minI εI ;
• MI := maxz∈GI det(M−1φ (I, J, z));• M := maxI MI ;
• m = maxI mI ,
where I runs over all subsets of {1, . . . , n} such that there exists ξ ∈ Dn with φI (ξ) ∈ Tq .
We now pick any ζ ∈ Tn and δ ∈ (0,+∞)n and let us estimate V (φ−1(S(ζ, δ))). We set I :=
{1 i  n; δi < ε}, |I | = q . It is enough to show that
V
(
φ−1
(
S(ζ, δ)
))
 C
∏
i∈I
δ2i .
Now, the definition of ε ensures that either φ−1(S(ζ, δ)) is empty or that φ−1(S(ζ, δ)) is con-
tained in GI =⋃mIl=1 VI (ξl). Let us denote
Ul =
{
z ∈ Dn; ∣∣φi(z)− ζi∣∣< δi for all i ∈ I}∩ VI (ξl).
One has to control V (Ul ). Let J be coordinates such that Mφ(I, J, ξl) is invertible. We write any
z ∈ Dn as z = (z′J , z′′J ) so that Fubini’s theorem yields
V (Ul )
∫
Dn−q
1V ′′I (ξl )
(
z′′J
)
V
({
z′J ∈ Dq;
∣∣φi(z′J , z′′J )− ζi∣∣< δi for all i ∈ I})dz′′J .
For a fixed z′′J , because of the change of variables formula, the volume inside the integral is less
than M
∏
i∈I δ2i . This implies V (φ−1(S(ζ, δ)))mM
∏
i∈I δ2i which allows us to conclude. 
Unfortunately, the condition which appears in Theorem 3.1 is not necessary. Indeed, if we
consider φ(z) = ((z1 + z2 + z3)/3, (z1 + z2 + z3)/3,0), then it is clear that φ does not satisfy
the assumptions of the theorem. However, we will see later that Cφ is continuous on A2(D3).
Observe that this example is given on D3. Such an example cannot exist on the bidisk:
Theorem 3.2. Let φ : D2 → D2 be such that φ defines a holomorphic map on a neighbourhood
of D2. Then Cφ is continuous on A2(D2) if and only if, for any ξ ∈ T2 with φ(ξ) ∈ T2, dφ(ξ) is
invertible.
That is Theorem 1.2 is correct on the bidisk (except that our assumption on the regularity of
φ is slightly stronger).
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To prove that the condition is sufficient, we shall apply Theorem 3.1. So, let q ∈ {1,2}, I ⊂ {1,2}
with |I | = q and ξ ∈ D2 such that φI (ξ) ∈ Tq . When |I | = 1, we may suppose I = {1}. By the
maximum modulus principle, ξ ∈ ∂D2. By Lemma 2.6, dφ1(ξ) is a non-zero linear functional,
hence has rank 1.
When |I | = 2, ξ belongs to T2 otherwise φ would not depend on one of the two variables, say
z2 and this would contradict φ(ξ1,1) ∈ T2 and dφ(ξ1,1) is invertible. Thus the assumptions of
Theorem 3.2 imply that of Theorem 3.1, and Cφ is continuous. 
Remark 3.3. We can weaken the assumptions of the previous theorem. A look at the proof of it
shows that we just need that φ ∈ C2(D2) and the maps φ(u, ·) and φ(·, u) are holomorphic for
any u ∈ T.
4. Two examples
In this section, which is purely expository, we intend to study completely the continuity on
A2(D7) of two composition operators. Our aim is twofold. Firstly, we want to convince the
reader that continuity is a difficult problem: the two symbols will have a very similar definition.
One will induce a bounded composition operator while the other one will induce an unbounded
composition operator. Secondly, we think that it is a good idea to exhibit on a particular example
the methods which will also work in the general case.
Example 4.1. Let u(z) = (z1 + · · · + z5)/5 and let
φ(z) = (u(z),u(z), u(z), u(z), (z6 + z7)/2, (z1 + 2z6 + z7)/4,0),
ψ(z) = (u(z),u(z), u(z), u(z), (z6 + z7)/2, (2z1 + z6 + z7)/4,0).
Then Cφ is continuous on A2(D7) whereas Cψ is not continuous on A2(D7).
Proof. We first show that Cψ is not continuous. Let δ > 0 and let δ = (δ, δ, δ, δ, δ1/2, δ1/2,2).
The volume of S(e, δ) behaves like δ10. We will show that the volume of ψ−1(S(e, δ)) is greater
than δ9+3/4, showing by Lemma 2.1 that Cψ is not continuous. z belongs to ψ−1(S(e, δ)) iff⎧⎨
⎩
|z1 + z2 + z3 + z4 + z5 − 5| < 5δ,
|z6 + z7 − 2| < 2δ1/2,
|2z1 + z6 + z7 − 4| < 4δ1/2.
Let ε > 0 be small but independent of δ, let R = {z ∈ D; e(z)  1 − εδ}, R1/2 =
{z ∈ D; e(z)  1 − εδ1/2} and R = R × R × R × R. Let also, for z′ = (z1, . . . , z4) ∈ R
and for z7 ∈ R1/2,
Uz′ =
{
z5 ∈ D;
∣∣z5 − (5 − z1 − z2 − z3 − z4)∣∣< δ},
Uz7 =
{
z6 ∈ D;
∣∣z6 − (2 − z7)∣∣< δ1/2}.
By Fubini’s theorem, Lemma 2.2 and Lemma 2.4, the volume of the elements z ∈ D7 satisfying
1978 F. Bayart / Journal of Functional Analysis 260 (2011) 1969–2003(z1, . . . , z4) ∈ R, z5 ∈ Uz′ , z7 ∈ R1/2, z6 ∈ Uz7 (3)
is greater than δ
3
2 ×4δ2δ 34 δ = δ9+ 34 , provided ε is small enough. Moreover, any z ∈ D7 satisfying
(3) belongs to ψ−1(S(e, δ)). The only non-trivial inequality is |2z1 + z6 + z7 − 4| < 4δ1/2. By
the triangle inequality,
|2z1 + z6 + z7 − 4| 2|z1 − 1| + |z6 + z7 − 2|.
Now, because 1e(z1) 1 − εδ for any z1 ∈ R, one also deduces |m(z1)|
√
2εδ and thus
|z1 − 1| 3εδ1/2 showing that z ∈ ψ−1(S(e, δ)).
This proves that Cψ is not continuous, the main reason being that, when we look at z ∈
ψ−1(S(e, δ)), the last line |2z1 + z6 + z7 − 4| < 4δ1/2 does not add any constraint on z1, z6
or z7. It is a consequence of the two previous inequalities. We also point out that the choice of
δ is crucial. For instance, for δ = (δ, δ, δ, δ,1,1,2) or for δ = (δ, δ, δ, δ, δ, δ,2), the estimation
V (ψ−1(S(e, δ))) CV (S(e, δ)) is valid.
Let us now explain why Cφ is continuous. If we look at the z ∈ D7 belonging to φ−1(S(e, δ))
for the same value of δ, then the last line becomes |z1 + 2z6 + z7 − 4| < 4δ1/2 and it now adds
informations. Indeed, if we combine it with |z6 + z7 − 2| < 2δ1/2, they imply
|z1 − z7| < 6δ1/2.
In particular, we can replace the condition z7 ∈ R1/2 (which gives a volume δ3/4) by the condition
z7 belongs to some disk of radius δ1/2 (which gives a volume δ). Thus, we gain a factor δ1/4
which was exactly the missing part to ensure continuity.
Of course, we have just prove (1) for a very particular value of ξ and of δ. We have to pro-
ceed with the general case. Let ξ ∈ T7 and let δ ∈ (0,2)7. Without loss of generality, we may
assume that δ1 = min(δ1, δ2, δ3, δ4). Furthermore, for φ−1(S(ξ, δ)) to be non-empty, it is neces-
sary that δ7 is far away from zero. Hence, we just need to prove that V (φ−1(ξ, δ)) is less than
δ81δ
2
5δ
2
6 .
We try to find an upper bound for the volume of the set of z ∈ D7 with φ(z) ∈ S(ξ, δ), namely
satisfying the three following conditions:
⎧⎨
⎩
|z1 + z2 + z3 + z4 + z5 − 5ξ1| < 5δ1,
|z6 + z7 − 2ξ5| < 2δ5,
|z1 + 2z6 + z7 − 4ξ6| < 4δ6.
We split the proof into several cases.
Case 1: δ1  δ5  δ6. We first analyze the condition |z1 + · · · + z5 − 5ξ1| < 5δ1. It implies
zi ∈ R(ξ1,5δ1) for i = 1, . . . ,4 and, when z′ = (z1, . . . , z4) has been fixed, z5 belongs to some
disk D(C(z′),5δ1). The two last conditions imply
{ |z6 + z7 − 2ξ5| < 2δ5,∣∣z − z − 4(ξ − ξ )∣∣< 8δ .1 7 6 5 6
F. Bayart / Journal of Functional Analysis 260 (2011) 1969–2003 1979This implies that z7 belongs to some disk D(C(z1),8δ6) and that z6 belongs to some disk
D(C(z7),2δ5). Hence, by Fubini’s theorem and Lemma 2.2, we get that the volume of
φ−1(S(ξ, δ)) is less than δ
3
2 ×4
1 δ
2
1δ
2
6δ
2
5 , which is exactly equal to δ
8
1δ
3
5δ
2
6 .
Case 2: δ1  δ6  δ5. We do not change anything for z1, z2, z3, z4. The two last conditions now
imply
{ |2z6 + z1 + z7 − 4ξ6| < 4δ6,∣∣z1 − z7 − 4(ξ6 − ξ5)∣∣< 8δ5
showing that z7 ∈ D(C(z1),6δ5) and z6 ∈ D(C(z1, z7),4δ6). The estimation of the volume re-
mains unchanged.
Case 3 and Case 4: δ5  δ1  δ6 and δ5  δ6  δ1. We can proceed exactly like in Case 1, the
crucial point being δ5  δ6.
Case 5 and Case 6: δ6  δ1  δ5 and δ6  δ5  δ1. We can proceed exactly like in Case 2, the
crucial point being δ6  δ5. 
All the technics of our forthcoming general theorem (estimation of the volumes, triangular-
ization of the conditions, well-ordering of the variables) are already present in this example. We
have now to “abstract” them. The difficulty will come from variables which are present in several
lines (typically, like z1 in the previous examples). Moreover, the main difference between φ and
ψ above is that the restriction of ψ5 and ψ6 to the variables z6 and z7 are equal, which is not
the case of φ5 and φ6. We have to introduce quantities which take this kind of informations into
account. This is the content of the next section, where we present our main theorem.
5. Statement of the main result
Let φ : Dn → Dn be holomorphic and suppose that φ extends holomorphically in a neighbour-
hood of Dn. Let ξ ∈ Tn and I ⊂ {1, . . . , n}, |I | = q be such that φI (ξ) ∈ Tq and I is maximal
with respect to this property. Let s be the rank of dφI (ξ). Let also J = (j (1), . . . , j (s)) be a
sequence of I s = I × · · · × I such that (dφj(1)(ξ), . . . , dφj (s)(ξ)) are independent. For each
k ∈ {1, . . . , s}, we introduce the following definitions (we always take the derivatives at ξ ):
• rξ,I,J (k) is the number of linear forms in {dφi; i ∈ I } which are in the subspace
span(dφj(1), . . . , dφj (k)) and not in span(dφj(1), . . . , dφj (k−1)).
• qξ,I,J (k) is the number of “new” variables which appear in dφj(k) that is qξ,I,J (k) is the
cardinal number of the integers l ∈ {1, . . . , n} such that ∂φj (k)
∂zl
= 0 whereas ∂φj (m)
∂zl
= 0 for
m < k.
• Eξ,I,J (k) is the set of new variables in dφj(k). In particular, the cardinal number of Eξ,I,J (k)
is qξ,I,J (k).
• tξ,I,J (k) is equal to the supremum of the integers t  k such that the restriction of dφj(k) to
the variables appearing from step t , namely dφj(k)|Eξ,I,J (t)∪···∪Eξ,I,J (k), does not belong to the
span of dφj(t)|E (t)∪···∪E (k), . . . , dφj (k−1)|E (t)∪···∪E (k).ξ,I,J ξ,I,J ξ,I,J ξ,I,J
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which appear for the first time in dφj(t), dφj (t+1), . . . and z′′ corresponds to the other vari-
ables. We write ψj(m)(z′) = dφj(m)(z′,0) and we ask that ψj(k) does not belong to the span
of ψj(t), . . . ,ψj (k−1). If we look at the examples of Section 4, this function tξ,I,J will be that
which will quantify that the restriction of ψ5 and ψ6 to the variables z6 and z7 are equal, which
is not the case of φ5 and φ6.
Before going further, we comment these definitions. They look rather complicated (at
least tξ,I,J ). However, they can be easily computed for each specific choice of φ and ξ using
a variant of Gauss algorithm: see the forthcoming examples for detailed computations (the lec-
ture of these examples can also help to understand the definitions). It would be nice if they could
be expressed using the Jordan decomposition of dφ(ξ). Unfortunately, this is not the case. For
instance, the maps φ and ψ of Section 4 have similar Jordan reduction, but the functions r, q,E
and t take different values. An important point to keep in mind in that the functions r, q,E and t
do not depend only on linear algebra properties of dφ(ξ). Combinatorial properties of the num-
bers of variables which come in each linear functional are also very important to compute their
values.
It is worth to notice that tξ,I,J (k) is well-defined. Indeed, E = Eξ,I,J (1) ∪ · · · ∪ Eξ,I,J (k)
corresponds exactly to all the variables appearing in dφj(1), . . . , dφj (k). Thus, dφj(k)|E does not
belong to the span of dφj(1)|E , . . . , dφj (k−1)|E because the linear forms are independent.
Observe also that qξ,I,J (k) > 0 implies that tξ,I,J (k) = k since in that case dφj(k)(ξ)|Eξ,I,J (k)
is a non-zero linear form. Moreover, if tξ,I,J (k) is equal to t , then qξ,I,J (t) is positive. Indeed, if
qξ,I,J (t) is equal to 0, then Eξ,I,J (t)∪ · · · ∪ Eξ,I,J (k) = Eξ,I,J (t + 1)∪ · · · ∪ Eξ,I,J (k) =: F and
dφj(k)|F /∈ span(dφj(t)|F , . . . , dφj (k−1)|F )
⇒ dφj(k)|F /∈ span(dφj(t+1)|F , . . . , dφj (k−1)|F ).
Finally, we can also control the number of solutions of tξ,I,J (l) = k:
Lemma 5.1. Let k ∈ {1, . . . , s} and let F(k) = {l  s; tξ,I,J (l) = k}. Then card(F(k)) 
qξ,I,J (k).
Proof. Let l ∈ F(k). By assumption, there exist coefficients βi,l such that ψl = dφj(l) −∑l−1
i=k+1 βi,j dφj (i) does not depend on the variables appearing in Eξ,I,J (k + 1)∪ · · · . Moreover,
again by the definition of t , the linear forms ψl|Eξ,I,J (k)∪···, l ∈ F(k) are linearly independent.
This implies, because they all vanish on Eξ,I,J (k + 1) ∪ · · · , that the linear forms ψl|Eξ,I,J (k),
l ∈ F(k), are linearly independent. Thus, card(F(k)) card(Eξ,I,J (k)) = qξ,I,J (k). 
We then define two finite trees Rξ,I,J and Lξ,I,J as follows. A node will be indexed by a finite
sequence (l1, . . . , ls) with
• l1 = 0;
• there exists m s such that li+1 − li ∈ {0,1} for i < m and li = ∞ for i > m.
The integer m which appears above can be seen as the depth of the node in the tree. In particular,
the node (0,∞, . . . ,∞) is the root of the tree. To each node, we associate two values (we are
defining two trees) as follows. For the root, we define
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3
2
qξ,I,J (1),
Rξ,I,J (0,∞, . . . ,∞) = 2rξ,I,J (1).
If the values of Lξ,I,J (0, l2, . . . , lm,∞, . . .) and Rξ,I,J (0, l2, . . . , lm,∞, . . .) have been set, then
we define the values at the two sons of the node (0, l2, . . . , lm,∞, . . .) as follows (recall that
lm+1 − lm ∈ {0,1}):
• Rξ,I,J (l1, . . . , lm+1,∞, . . .) = Rξ,I,J (l1, . . . , lm,∞, . . .)+ 12lm+1 × 2rξ,I,J (m+ 1).• If qξ,I,J (m+ 1) > 0, then
Lξ,I,J (l1, . . . , lm+1,∞, . . .) = Lξ,I,J (l1, . . . , lm,∞, . . .)+ 12lm+1
(
1
2
+ 3
2
qξ,I,J (m+ 1)
)
.
• If qξ,I,J (m+ 1) = 0, then
Lξ,I,J (l1, . . . , lm+1,∞, . . .) = Lξ,I,J (l1, . . . , lm,∞, . . .)
+
{0 if lm+1 > ltξ,I,J (m+1),
1
2lm+1+1 if lm+1 = ltξ,I,J (m+1).
It is not very difficult to compute the value of Rξ,I,J at a node (l1, . . . , ls). It is exactly
Rξ,I,J (l1, . . . , ls) =
s∑
k=1
2rξ,I,J (k)
2lk
.
This is slightly more difficult for Lξ,I,J . The idea is to group together the lines where
tξ,I,J (m) = k for the same value of k (observe that qξ,I,J (k) > 0). We then find
Lξ,I,J (l1, . . . , ls) =
∑
k; qξ,I,J (k)>0
1
2lk
(
3
2
qξ,I,J (k)+
∑
t (m)=k
lm=lk
1
2
)
.
Given two trees Lξ,I,J and Rξ,I,J , we say that Lξ,I,J  Rξ,I,J if, for each node (l1, . . . , lm,
∞, . . .), the inequality Lξ,I,J (l1, . . . , lm,∞)  Rξ,I,J (l1, . . . , lm,∞) holds. Our main theorem
now reads
Theorem 5.2. Suppose that Cφ is continuous on A2(Dn). Then for any ξ, I, J as above, one has
Lξ,I,J  Rξ,I,J . When φ is linear, Cφ is continuous on A2(Dn) if and only if, for any ξ, I, J as
above, Lξ,I,J Rξ,I,J .
The statement of Theorem 5.2 gives an effective algorithm to determine if a linear map induces
a bounded composition operator on A2(Dn). Here is how it works with the examples of Section 4.
Example 5.3. Let u(z) = (z1 + · · · + z5)/5 and let
ψ(z) = (u(z),u(z), u(z), u(z), (z6 + z7)/2, (2z1 + z6 + z7)/4,0).
Then Cψ is not continuous on A2(D7).
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j (1) = 1, j (2) = 5, j (3) = 6. One can easily compute
r(1) = 4, r(2) = 1, r(3) = 1,
q(1) = 5, q(2) = 2, q(3) = 0,
EJ (1) = {z1, z2, z3, z4, z5}, EJ (2) = {z6, z7}, EJ (3) = ∅,
t (1) = 1, t (2) = 2.
For the value of t (3), observe that EJ (2) = {z6, z7} and that dψj(3)|EJ (2) = 12dψj(2)|EJ (2) =
z6+z7
4 . Thus t (3) < 2 and necessarily t (3) = 1. The computation of R is easy. For L, is not
hard to show that
L(0,∞,∞) = 1
2
+ 3
2
× 5 = 8,
L(0,0,∞) = 8 +
(
1
2
+ 3
2
× 2
)
= 11.5,
L(0,1,∞) = 8 + 1
2
(
1
2
+ 3
2
× 2
)
= 9.75.
To compute the value at the last nodes, we observe that lt (3) = l1 so that
L(0,0,0) = 11.5 + 0.5 = 12, L(0,0,1) = 11.5,
L(0,1,1) = 9.75, L(0,1,2) = 9.75.
We then get the two following trees:
8
11.5
12 11.5
9.75
9.75 9.75
8
10
12 11
9
10 9.5
Cφ is not continuous because one node of R is greater than the corresponding node of L. 
Example 5.4. Let u(z) = (z1 + · · · + z5)/5 and let
φ(z) = (u(z),u(z), u(z), u(z), (z6 + z7)/2, (z1 + 2z6 + z7)/4,0).
Then Cφ is continuous on A2(D7).
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j (2) = 5, j (3) = 6 (of course, j (1) ∈ {2,3,4} would not change anything). The values of the
functions r, q,E, t are now
r(1) = 4, r(2) = 1, r(3) = 1,
q(1) = 5, q(2) = 2, q(3) = 0,
EJ (1) = {z1, z2, z3, z4, z5}, EJ (2) = {z6, z7}, EJ (3) = ∅,
t (1) = 1, t (2) = 2, t (3) = 2
(the only change is for the value of t (3) which is now equal to 2 because dφj(3)|EJ (2) =
(2z6 + 27)/4 is not proportional to dφj(2)|EJ (2) = (z6 + z7)/2). The corresponding trees are now
8
11.5
12 11.5
9.75
10 9.75
8
10
12 11
9
10 9.5
In that case LJ RJ . To conclude, one should (as in Section 4) consider the five other possi-
bilities for J . The easy verifications are left to the reader. 
Our last example was introduced to point out that the condition which appears in Theorem 3.1
is not necessary for Cφ to be continuous.
Example 5.5. Let φ : D3 → D3 be defined by φ(z) = ((z1 + z2 + z3)/3, (z1 + z2 + z3)/3,0).
Then Cφ is continuous on A2(D3).
Proof. We have to take ξ = e and I = {1,2}, so that dφI (ξ) has rank 1. Hence, our trees have
only one node! Now, r(1) = 2, q(1) = 3, t (1) = 4 so that R(0) = 4 and L(0) = 32 × 3 + 12 = 5.
Thus, LR and Cφ is continuous on A2(D3). 
6. Proof of the sufficient part
In this section, we intend to prove the “sufficient part” of our main theorem. Namely, we start
with φ(z) = Az for some matrix A = (ai,j ) ∈ Mn(C) satisfying the assumptions of Theorem 5.2.
φ maps Dn into Dn iff, for any i ∈ {1, . . . , n}, ∑j |ai,j | 1. We divide the proof into two steps.
The first one is to understand how the conditions of Theorem 5.2 can be read on the matrix A.
6.1. Rows with the same direction
Definition 6.1. We say that two vectors u ∈ Cn and v ∈ Cn have the same direction if there exists
some θ ∈ R such that, for any j ∈ {1, . . . , n}, either vj = 0 or uj = rj eiθ vj for some rj  0.
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rows of the matrix A. For i ∈ {1, . . . , n}, ai will denote the row vector ai = (ai,1, . . . , ai,n).
The statement that we need is the following:
Proposition 6.2. There exists δ0 > 0 such that the following properties hold:
(a) If ∑j |ai,j | < 1, then ∑j |ai,j | < 1 − δ0.
(b) If ai and al are two rows which do not have the same direction, then for any z ∈ Tn, either
|∑j ai,j zj | < 1 − δ0 or |∑j al,j zj | < 1 − δ0.
(c) If I ⊂ {1, . . . , n} is such that
• all rows in I have the same direction,
• |∑j ai,j | = 1 for any i ∈ I ,
then one can find z ∈ Tn such that |∑j ai,j zj | = 1 for any i ∈ I .
Proof. The proof of the proposition is very easy. (a) is clear, (c) can be proved by induction.
To prove (b), pick ai and al two rows such that there exists z ∈ Tn with |∑j ai,j zj | = 1 and|∑j al,j zj | = 1. Since ∑j |ai,j zj |  1 and ∑j |al,j zj |  1, one may find θ,φ ∈ R such that,
for any j ,
ai,j zj = |ai,j zj |eiθ ,
al,j zj = |al,j zj |eiφ.
Thus, ai and alc have the same direction. 
Let us now comment how Theorem 5.2 can be expressed for linear maps. For ξ ∈ Tn with
φI (ξ) ∈ Tq , and I maximal with this property, then
(i) two rows in I always have the same direction;
(ii) for any i ∈ I , ∑j |ai,j | = 1,
and I is maximal with respect to (i) and (ii). Conversely, if I ⊂ {1, . . . , n} satisfies properties (i)
and (ii) above and is maximal with respect to these properties, then one can find ξ ∈ Tn with
φI (ξ) ∈ Tq and I is maximal with respect to this last property. Moreover, for a linear map, the
derivative is constant. Summarizing this, we have just to compare the trees RI,J and LI,J for
those subsets I ⊂ {1, . . . , n} satisfying (i) and (ii) and maximal for ⊂, and for the associated
subsets J . Observe in particular that we have to compare a finite number of trees and that this
gives rise to a valuable algorithm: given a linear map φ : Dn → Dn, we can decide in a finite
number of steps whether Cφ is continuous on A2(Dn) or not.
6.2. The proof
We start with some ξ ∈ Tn and some δ ∈ (0,+∞)n and we suppose that φ−1(S(ξ, δ)) is non-
empty. δ0 is defined as in Proposition 6.2. We denote by I˜ = {i; δi  δ0}. All vectors ai , i ∈ I˜ ,
have the same direction. Let I ⊂ {1, . . . , n} containing I˜ , satisfying (i) and (ii), and maximal
with respect to ⊂. We then define J = (j (1), . . . , j (s)), where s is the rank of dφI , as follows:
• j (1) is such that δj (1) = min{δi; i ∈ I };
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• more generally, for k  s, j (k) is defined by
δj (k) = min
{
δi; i ∈ I and φi /∈ span(φj (1), . . . , φj (k−1))
}
.
When several choices are possible, we take arbitrarily one of them.
Among our assumptions on the trees, we know that for this specific choice of I and J ,
LI,J RI,J . For notational simplicity, we will assume that I = {1, . . . , q}, J = {1, . . . , s} and we
will set δ1 = δ, δi = δαi for i ∈ {1, . . . , q}, 1 = α1  α2  · · · αn > 0. From now on, throughout
this section, we will forget the subscripts ξ, I, J on all the functions defined in Section 5.
Observe that the volume of S(ξ, δ) is comparable to δ21 . . . δ
2
q (since δi > δ0 for all i > q , and
δ0 is defined independently of ξ and δ). Thus, by the very definition of r and J , we just need to
prove that V (φ−1(S(ξ, δ))) is less than
δ2α1r1+2α2r2+···+2αsrs .
To do that, we will just use that
φ−1
(
S(ξ, δ)
)⊂ {z ∈ Dn; ∣∣φl(z) − ξl∣∣< δαl , l = 1, . . . , s} := A1.
Our intention is to estimate the volume by Fubini’s theorem. We will separate the variables as
follows. Let l ∈ {1, . . . , s} and let k = t (l). Define ψl exactly as in Lemma 5.1, namely
ψl = φl −
l−1∑
i=k+1
βi,lφi
does not depend on the variables appearing in E(k + 1) ∪ · · · ∪ E(l). Moreover, the linear forms
ψl|E(k), l ∈ F(k), are linearly independent (recall that Fk = {l  s; t (l) = k}). The coefficients
βi,l do not depend on ξ or on δ and the sequence (αi) is non-increasing. Thus, one can find C > 0
such that
A1 ⊂
{∣∣ψl(z)−ωl∣∣<Cδαl , l = 1, . . . , s} := A2
for ωl = ξl −∑l−1i=t (l)+1 βi,lξi . Observe that, if q(l) > 0 (or, equivalently, t (l) = l), then ψl = φl
and ωl = ξl . Let us now write E(k) = {zk,1, . . . , zk,p}. Since the linear forms ψl|E(k), t (l) = k,
are independent, we can triangularize them with respect to the variables in E(k). Namely, up to
a reordering of the variables in E(k), if we write F(k) = {m1, . . . ,mu} with u  p, there exist
coefficients γi,j such that
u∗mj := ψmj −
∑
i<j
γi,jψmi
can be written
u∗m = θm zk,j + ∗zk,j+1 + · · · + ∗zk,p + v∗m ,j j j
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As above,
A2 ⊂
{
z ∈ Dn; ∣∣u∗l (z)− ζl∣∣<Cδαl , l = 1, . . . , s} := A3
for some well-chosen constant C > 0 and, as above, when q(l) > 0, then u∗l = φl and ζl = ξl .
We will consider A3 in the following form:
A3 =
⋂
k; q(k)>0
⋂
l∈F(k)
{
z ∈ Dn; ∣∣u∗l (z)− ζl∣∣<Cδαl}.
We begin with k = 1 and we write F(1) = {m1, . . . ,mu}, m1 = 1. For notational simplicity, we
write E1 = {z1, . . . , zp}, p = q(1). For z to belong to ⋂l∈F(1){z ∈ Dn; |u∗l (z)− ζl | <Cδαl }, it is
necessary that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
|a1,1z1 + · · · + a1,pzp − ζ1| <Cδα1 ,
|θm2z2 + ∗| <Cδαm2 ,
...
|θmuzu + ∗| <Cδαmu .
Since
∑
j |ai,j | = 1 and |ζ1| = 1, the first line implies that e(1 − ζ1zj )  Cδα1 for all j ∈
{1, . . . , p}. We then define sets V(j)1 by induction:
• V(0)1 = {(zu+1, . . . , zp) ∈ Dp−u; e(1 − ζ1zj )  Cδα1 for j = u + 1, . . . , p} (we use here
the information given by the first line for the last variables).
• Using the first line and the last line, we get information on zu when zu+1, . . . , zp are fixed:
V(1)1 =
{
(zu, . . . , zp) ∈ Dp−u+1; (zu+1, . . . , zp) ∈ V(0)1 , e(1 − ζ1zu) Cδα1
and |θmuzu + ∗zu+1 + · · · + ∗zp − ζmu | <Cδαmu
}
.
• Inductively, we define V(2)1 , . . . ,V(u−1)1 by
V(j+1)1 =
{
(zu−j , . . . , zp) ∈ Dp−u+j+1; (zu−j+1, . . . , zp) ∈ V(0)1 , e(1 − ζ1zu−j ) Cδα1
and |θmu−j zu−j + ∗zu−j+1 + · · · | <Cδαmu−j
}
.
• We finally define V(u)1 by
V(u)1 =
{
(z1, . . . , zp) ∈ Dp; (z2, . . . , zp) ∈ V(u−1)1 , e(1 − ξ1z1) Cδα1
and
∣∣a1,1z1 − (· · · + ζ1)∣∣<Cδα1}.
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⋂
l∈F(1){z ∈ Dn; |u∗l (z)− ζl | <Cδαl } is contained in V(u)1 . Now, by Lemma 2.3
and by Fubini’s theorem, it is not difficult to see that the volume of V(u)1 is less than
δα1
3
2 (p−u)
u∏
i=1
min
(
δ
3
2 α1, δ
α1(1+ αmiα1 )).
With the notations introduced in Section 5, this is also equal to
δ
3
2 α1q(1)
u∏
i=1
min
(
1, δαmi −
α1
2
)
which is also equal to
δ
( 32 α1q(1)+
∑
t (m)=1, αm α12
(αm− α12 ))
. (4)
Thus, the volume of
⋂
l∈F(1){z ∈ Dn; |u∗l (z)− ζl | <Cδαl } is less than (4).
Let now k2 be the least integer k > 1 with q(k) > 0. We turn to the computation of the volume
of
⋂
l∈F(k2){z ∈ Dn; |u∗l (z) − ζl | < Cδαl }. We write E(k2) = {zp+1, . . . , zp′ }, p′ − p = q(k2),
and F(2) = {mp+1, . . . ,mu′ }, mp+1 = k2. We want that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
|ak2,p+1zp+1 + · · · + ak2,p′zp′ + ak2,1z1 + · · · + ak2,pzp − ζk2 | <Cδαk2 ,∣∣θmp+2zp+2 + ∗ + v∗mp+2(z1, . . . , zp)− ζmp+2 ∣∣<Cδαmp+2 ,
...∣∣θmu′ zu′ + ∗ + v∗mu′ (z1, . . . , zp)− ζmu′ ∣∣<Cδαmu′ .
We will proceed exactly as before, except that we will assume now that the variables (z1, . . . , zp)
are fixed in V(u)1 . Precisely, we set:
• V(0)2 = {(z1, . . . , zp, zu′+1, . . . , zp′) ∈ Dp+p
′−u′ ; (z1, . . . , zp) ∈ V(u)1 and e(1 − ζk2zj ) 
Cδαk2 for j = u′ + 1, . . . , p′}.
• Using the first line and the last line, we get informations on zu′ when zu′+1, . . . , zp′ are fixed:
V(1)2 =
{
(z1, . . . , zp, zu′ , . . . , zp′) ∈ Dp+p′−u′+1; (z1, . . . , zp, zu′+1, . . . , zp′) ∈ V(0)2 ,
e(1 − ζk2zu′) Cδαk2 and∣∣θmu′ zu′ + ∗zu′+1 + · · · + ∗zp′ + v∗mu′ (z1, . . . , zp)− ζmu′ ∣∣<Cδαmu′ }.
• In the same vein and inductively, we define V(2)2 , . . . ,V(u
′−p−1)
2 and finally V(u
′−p)
2 .
Using Fubini’s theorem and Lemma 2.3, we obtain that
V
(V(u′)) δ( 32 α1q(1)+∑t (m)=1, αm α12 (αm− α12 )) × δ( 32 αk2q(k2)+∑t (m)=k2, αm αk22 (αm− αk22 )).2
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V
(
φ−1
(
S(ξ, δ)
))
 δ
∑
k; q(k)>0( 32 αkq(k)+
∑
t (m)=k, αm αk2
(αm− αk2 ))
.
Thus, we would like to prove that
∑
k; q(k)>0
(
3
2
αkq(k)+
∑
t (m)=k
αm αk2
(
αm − αk2
))
 2α1r1 + · · · + 2αsrs . (5)
It is time to look carefully at the assumption L R. Suppose that αi = 12li where (l1, . . . , ls)
is the index of a node in these trees, namely l1 = 0, li+1 − li ∈ {0,1} for i less than or equal to
some m, and li = ∞ for i > m+ 1. As observed above,
L(l1, . . . , ls) =
∑
q; q(k)>0
(
3
2
αkq(k)+
∑
t (m)=k
lmlk
αk
2
)
,
R(l1, . . . , ls) = 2α1r1 + · · · + 2αsrs .
Now, lm = lk iff αm  αk/2. Indeed, if lm is not equal to lk , then lm  lk + 1 and αm  αk/2
(recall that m k if t (m) = k). Moreover, when lm = lk , αk/2 is equal to αm − αk/2. Hence,
L(l1, . . . , ls) =
∑
k; q(k)>0
(
3
2
αkq(k)+
∑
t (m)=k
αm αk2
(
αm − αk2
))
and the condition L  R means that (5) is true when αi = 12li and (l1, . . . , ls) is the index of a
node in the trees.
The general case can be deduced by applying a convexity argument. Precisely, let R ∈ {,}s
be an s-uple of  or  and define
FR =
{
1 = α1  α2  · · · αs > 0; ∀m ∈ {1, . . . , s}, αmRmαt(m)/2
}
.
It is clear that {1 = α1  α2  · · ·  αs  0} is the union of the sets FR, for R describing all
choices of inequality signs, { ,}s . Thus, it suffices to verify (5) on each FR. So, we may fix
some R. FR is convex, and condition (5) is linear in α1, . . . , αs . Thus, by the Krein–Milman
theorem, it suffices to verify (5) at the extreme points of FR. Now, Lemma 6.3 below shows that
the extreme points of FR are among the s-uple (α1, . . . , αs) with αi = 12li and (l1, . . . , ls) is the
index of a node in the trees. Since (5) has already been proved in this case and is trivial in the
second one, this ends the proof of the sufficient part of Theorem 5.2, provided the proof of the
forthcoming lemma.
Lemma 6.3. Let s  1, E ⊂ {(i, j) ∈ {1, . . . , s}2; i  j} and R = (Ri,j )(i,j)∈E with Ri,j ∈
{ , , =}. Let also G be a partition of {1, . . . , s}. Define
F. Bayart / Journal of Functional Analysis 260 (2011) 1969–2003 1989FE,R,G =
{
1 = α1  · · · αs = 0; ∀(i, j) ∈ E, αjRi,j αi/2
∀G ∈ G, ∀(u, v) ∈ G2, αu = αv
}
.
Then the extreme points of FE,R,G are among the points (α1, . . . , αs) with αi = 12li , l1 = 0,
li+1 − li ∈ {0,1,+∞} for i = 1, . . . , s − 1.
Proof. We argue by induction of s, the result being clear for s = 1 or s = 2. Let (α1, . . . , αs) be
an extremal point of FE,R,G. Suppose first that αs = αs−1. We define E˜, R˜ and G˜ as follows:
• G˜ is defined from G by deleting s in the set which contains it;
• E˜ = {(i, j) ∈ E; 1 i  j  s − 1} ∪ {(t, s − 1); (t, s) ∈ E};
• R˜i,j is defined by
– R˜i,j = Ri,j if 1 i  j  s − 2;
– R˜t,s−1 = Rt,s−1 if (t, s − 1) ∈ E and (t, s) /∈ E or if (t, s − 1) ∈ E, (t, s) ∈ E and Rt,s =
Rt,s−1;
– R˜t,s−1 = Rt,s if (t, s) ∈ E and (t, s − 1) /∈ E;
– R˜t,s−1 = “ = ” otherwise, namely when (t, s − 1) and (t, s) belong to E, and Rt,s and
Rt,s−1 have different values.
The (s − 1)-uple (α1, . . . , αs−1) belong to FE˜,R˜,G˜ (the constraints that we add are automatically
satisfied since αs = αs−1). Suppose that it is not an extreme point of FE˜,R˜,G˜. Then
(α1, . . . , αs−1) = 12
(
α′1, . . . , α′s−1
)+ 1
2
(
α′′1 , . . . , α′′s−1
)
,
with α′ = α. Define α′s = α′s−1 and α′′s = α′′s−1. Then (α′1, . . . , α′s) and (α′′1 , . . . , α′′s ) do belong to
F
E˜,R˜,G˜ (because of the definition of E˜ and R˜) and (α1, . . . , αs) is not extremal, a contradiction.
Thus, (α1, . . . , αs−1) is an extreme point of FE˜,R˜,G˜ which implies, by induction hypothesis, that
α1 = 12li for i  s − 1 with li+1 − li ∈ {0,1,+∞} and l1 = 0. Since αs = αs−1, this proves the
lemma in that case.
Suppose now that αs = αs−1, namely that αs < αs−1. Let
M = {t < s; (t, s) ∈ E and αs = αt/2}.
We define E˜, R˜ and G˜ as follows:
• G˜ is defined from G by gluing together the sets G ∈ G such that there exists t ∈ M ∩ G. Of
course, we also delete {s}, which appears in G since αs < αs−1;
• E˜ = {(i, j) ∈ E; i  j  s − 1};
• R˜i,j = Ri,j for any (i, j) ∈ E˜.
As before, we intend to show that (α1, . . . , αs−1) is an extreme point of FE˜,R˜,G˜ (observe that it
really belongs to this set). If this is not the case, one can write
(α1, . . . , αs−1) = 1
(
α′1, . . . , α′s−1
)+ 1(α′′1 , . . . , α′′s−1)2 2
1990 F. Bayart / Journal of Functional Analysis 260 (2011) 1969–2003with (α′1, . . . , α′s−1) = (α1, . . . , αs−1). If M is empty, the constraints αsRs,uαu/2 are strictly
satisfied for any u with (u, s) ∈ E (namely αs < αu/2 or αs > αu/2). Thus if we choose
(α′1, . . . , α′s−1) and (α′′1 , . . . , α′′s−1) above very close to (α1, . . . , αs−1), the conditions
α′sRs,uα′u/2 and α′′sRs,uα′′u/2 keep being satisfied. Thus, (α′1, . . . , α′s), (α′′1 , . . . , α′′s ) ∈ FE,R,G
and
(α1, . . . , αs) = 12
(
α′1, . . . , α′s
)+ 1
2
(
α′′1 , . . . , α′′s
)
,
a contradiction.
If M is non-empty, we set α′s = αt/2 and α′′s = α′′t /2 for any t ∈ M. As above, one can ensure
that (α′1, . . . , α′s) and (α′′1 , . . . , α′′s ) belong to FE,R,G, provided we have chosen (α′1, . . . , α′s−1)
and (α′′1 , . . . , α′′s−1) very close to (α1, . . . , αs−1).
Thus, in both cases, αi = 12li for i  s − 1 with li+1 − li ∈ {0,1,+∞} and l0 ∈ {0,+∞}. To
conclude, we observe that if M is non-empty, αs = αt/2 has the desired form. On the contrary,
when M = ∅, every condition on αs is strictly satisfied. This implies that αs = 0. Otherwise, we
could write
(α1, . . . , αs) = 12 (α1, . . . , αs + ε)+
1
2
(α1, . . . , αs − ε)
with (α1, . . . , αs ± ε) ∈ FE,R,G for ε small enough. 
Remark 6.4. The sufficient part of Theorem 5.2 remains valid for an affine map with a similar
proof.
7. Proof of the necessary part
In this section, we intend to prove the “necessary part” of our main theorem. So we start with
some φ : Dn → Dn holomorphic in a neighbourhood of Dn. Let ξ ∈ Tn, I, J ⊂ {1, . . . , n} with
φI (ξ) ∈ Tq and such that the condition of our main theorem fails for ξ, I, J . Namely, there exists
a node (l1, . . . , ls) such that Lξ,I,J (l1, . . . , ls) < Rξ,I,J (l1, . . . , ls).
For notational convenience, we suppose that ξ = e, I = {1, . . . , q}, dφI (ξ) has rank s,
J = {1, . . . , s} and φI (e) = (1, . . . ,1). From now on, we will forget throughout this section
the subscript ξ, I, J . Let δ > 0 and set, for i = 1, . . . , s, δi = δ
1
2li
. For k ∈ {s + 1, . . . , q}, δk is
defined by
δk = δ
1
2li provided dφk belongs to span(dφ1, . . . , dφi) and does not
belong to span(dφ1, . . . , dφi−1)
(observe that dφk belongs to span(dφ1, . . . , dφs) for s + 1  k  q). For k > q , we set δk = 2
and as usual, δ = (δ1, . . . , δn). This part of the proof will be done if we are able to show that
lim
V (φ−1(S(e,Cδ))) = +∞δ→0 V (S(e, δ))
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∑s
i=1
2ri
2li =
δR(l1,...,ls ). Let us now give a lower bound for V (φ−1(S(e,Cδ))). For i  q , using Corollary 2.7,
φi writes
φi(z) = 1 +
∑
j1
ai,j (zj − 1)+O
( ∑
j1, ai,j =0
|zj − 1|2
)
with ai,j  0. The condition ai,j = 0 implies that zj belongs to E(1)∪· · ·∪E(i). We then deduce
that z ∈ φ−1(S(e,Cδ)) as soon as, for all i  q ,∣∣∣∣∑
j1
ai,j (zj − 1)
∣∣∣∣ δi and ∑
j∈E(1)∪···∪E(i)
|zj − 1|2  δi
namely
∣∣dφi(e)(z1 − 1, . . . , zn − 1)∣∣ δi and ∑
j∈E(1)∪···∪E(i)
|zj − 1|2  δi .
We now triangularize these inequalities like in the “sufficient part” of the proof. Precisely, ψl and
u∗l are defined from the linear forms dφi(e), 1 i, l  s, like in Section 6 (here, they were defined
using φi but φ was linear!). Let us also set
A1 :=
{
z ∈ Dn; ∣∣dφi(z1 − 1, . . . , zn − 1)∣∣ δi for all i  s}.
Since we just triangularize the system (each dφi is a linear combination of the linear forms u∗j ,
with j  i), and since the sequence (δi) is non-decreasing, A1 contains the set
A2 :=
{
z ∈ Dn; ∣∣u∗i (z1 − 1, . . . , zn − 1)∣∣ εδi for all i  s}
for ε > 0 small enough (and independent of δ). As before, we write
A2 =
⋂
k; q(k)>0
⋂
l∈F(k)
{
z ∈ Dn; ∣∣u∗l (z1 − 1, . . . , zn − 1)∣∣ εδl}.
We begin with k = 1 and we write F(1) = {m1, . . . ,mu} and E(1) = {z1, . . . , zp}. For z to belong
to
⋂
l∈F(1){z ∈ Dn; |u∗l (z1 − 1, . . . , zn − 1)| εδl}, it suffices that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∣∣a1,1(z1 − 1)+ · · · + a1,p(zp − 1)∣∣< εδ 12l1 ,∣∣θm2(z2 − 1)+ ∗∣∣< εδ 12lm2 ,
...∣∣θmu(zu − 1)+ ∗∣∣< εδ 12lmu .
We will separate these conditions in two different cases. Let v be the biggest integer such that
lmv = l1. v is equal to the cardinal number of {m; lm = l1}. For j  v + 1 (and j  p) we just
1992 F. Bayart / Journal of Functional Analysis 260 (2011) 1969–2003impose that 1 − ηδ
1
2l1  e(zj ) 1 for some small η > 0. Then |zj − 1| η1/2δ
1
2l1+1
. Hence,
the conditions
∣∣θmj (zj − 1)+ ∗(zj+1 − 1)+ · · · + ∗(zp − 1)∣∣< εδ 12lmj
are automatically satisfied for v + 1 j  p. For a fixed j in that interval, observe also that zj
can live in a subset of D of volume δ
3
2 × 12l1
.
For the other lines, we go backward. We first study
∣∣θmv (zv − 1)+ ∗(zv+1 − 1)+ · · · + ∗(zp − 1)∣∣< εδ 12l1 . (6)
When zv+1, . . . , zp have been fixed with the condition 1 − ηδ
1
2l1 e(zj ) 1, (6) will be satis-
fied as soon as zv belongs to some disk of center ω satisfying 1−Cηδ
1
2l1 e(ω) 1+Cηδ
1
2l1
and |m(ω)| (Cηδ
1
2l1 )1/2 and of radius like εδ
1
2l1
. By Lemma 2.4, these zv can live in a sub-
set of D of volume δ
2
2l1 , provided η > 0 is small enough. Moreover, it is worth noting that
1 −Cεδ
1
2l1 e(zv) 1. Restricting the radius of the disk to ε′δ
1
2l1 (which does not change the
order of growth of its volume), we can always assume that 1− ε′δ
1
2l1 e(zv) 1 with ε′ much
smaller than ε.
This allows us to do exactly the same thing for the previous line
∣∣θmv−1(zv−1 − 1)+ ∗(zv − 1)+ · · · + ∗(zp − 1)∣∣< εδ 12l1 ,
the crucial point being only 1 − ε′δ
1
2l1  e(zj )  1 for j = v, . . . ,p. We can carry on this
process to conclude that z belongs to
⋂
l∈F(1){z ∈ Dn; |u∗l (z1 − 1, . . . , zn − 1)| < εδl} as soon
as (z1, . . . , zp) belongs to some set V(1) satisfying
⎧⎨
⎩V
(V(1)) δ 2v2l1 δ 32 × p−v2l1 = δ 12l1 ( 32 p+ v2 ) = δ 12l1 ( 32 q(1)+∑t (m)=1, lm=l1 12 ),
1 − ε′δ
1
2l1 e(zj ) 1 for any (z1, . . . , zp) ∈ V(1) and any j ∈ {1, . . . , p}.
From now on, (z1, . . . , zp) will always be considered as fixed in V(1). We now consider k2 the
least integer k > 1 with q(k) > 0 and we turn to give a lower bound for the volume of
⋂
l∈F(k2)
{
z ∈ Dn; ∣∣u∗l (z1 − 1, . . . , zn − 1)∣∣ εδl}∩ V(1).
We write E(k2) = {zp+1, . . . , zp′ } and F(k2) = {mp+1, . . . ,mu′ }. We are looking for
(zp+1, . . . , zp′) such that
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∣∣ak2,p+1(zp+1 − 1)+ · · · + ak2,p′(zp′ − 1)+ ak2,1(z1 − 1)+ · · · + ak2,p(zp − 1)∣∣<Cδ 12lk2 ,∣∣θmp+2(zp+2 − 1)+ ∗ + ∗(z1 − 1)+ · · · + ∗(zp − 1)∣∣<Cδ 12lmp+2 ,
...∣∣θmu′ zu′ + ∗ + ∗(z1 − 1)+ · · · + ∗(zp − 1)∣∣<Cδ 12lmu′ .
We can argue exactly as before. Indeed, the terms (z1 −1), . . . , (zp −1) are unimportant because
we already know that 1 − ε′δ
1
2
lk2  1 − ε′δ
1
2l1 e(zm) 1 for 1m p. They do not change
anything for the last lines (those for which lmj > lk2  l1): if we restrict zv′+1, . . . , zu′ so that they
satisfy 1 − e(zj ) ηδ
1
2
lk2 , the last inequalities will be satisfied given any (z1, . . . , zp) ∈ V(1)
since |zm − 1| ε′δ
1
2l1+1  ε′δ
1
2
lmj for 1m p. They just change slightly the center for the
first inequalities (those for which lmj = lk2  l1). However, the center ω keeps on satisfying
1 −Cηδ
1
2
lk2 e(ω) 1 +Cηδ
1
2
lk2 and |m(ω)| (Cηδ
1
2
lk2 )1/2 so that this does not affect the
volume (Lemma 2.4 remains valid).
We can continue this process inductively for each k with q(k) > 0. At the end, we prove that
|dφi(e)(z1 −1, . . . , zn −1)| δi for all i  s provided (z1, . . . , zn) belongs to some set V whose
volume is greater than
∏
k; q(k)>0
δ
1
2lk
( 32 q(k)+
∑
t (m)=1, lm=l1
1
2 ) = δL(l1,...,lm).
Moreover, for any z ∈ V , one has
1 − εδ
1
2lk e(zj ) 1 provided zj ∈ E(k).
In particular, this implies
|zj − 1|2  Cδ
1
2lk provided zj ∈ E(k). (7)
We have now to deduce that z belongs to φ−1(S(e,Cδ)) for some C > 0 when z belongs to V .
First of all, when i > s, we know that dφi(e) =∑js ∗dφj (e). Since (δi) is non-decreasing, we
obtain immediately that |dφi(e)(z1 − 1, . . . , zn − 1)|  Cδi for all i ∈ {1, . . . , q}. Second, we
have to verify that, for any i ∈ {1, . . . , q},
∑
j∈E(1)∪···∪E(i)
|zj − 1|2  Cδi.
Now, if j ∈ E(k) with k  i, then by (7), |zj − 1|2  Cδk  Cδi. This shows the desired fact and
concludes the “necessary part” of Theorem 5.2.
1994 F. Bayart / Journal of Functional Analysis 260 (2011) 1969–20038. Weighted Bergman spaces
To avoid complications in the statement and in the proof of Theorem 5.2, we just gave it for
the unweighted Bergman space. Corresponding theorems are valid for the weighted Bergman
spaces. If their proofs are completely similar, they have interesting consequences. As we might
think, the crucial point is to estimate the Vβ -measure of some subsets of Dn. We will be more
precise than before. This will be very useful in the next section.
Lemma 8.1. Let β > −1. There exists Cβ > 0 such that, for any ζ ∈ Tn, for any δ ∈ (0,2)n,
C−1β (δ1 . . . δn)
2+β  Vβ
(
S(ζ, δ)
)
 Cβ(δ1 . . . δn)2+β.
Moreover, when β ∈ (−1,0], the constant Cβ may be choosen independently of β .
Proof. By Fubini’s theorem and rotational invariance, one just need to estimate Vβ(Sδ) where
Sδ = {z ∈ D; |1 − z| < δ}. This can be done by polar integration:
Vβ(Sδ) (β + 1)
1∫
r=1/2
π∫
θ=−π
1Sδ
(
reiθ
)(
1 − r2)βr dr dθ
 (β + 1)Dβ
1∫
r=1/2
π∫
θ=−π
1Sδ
(
reiθ
)
(1 − r)β dr dθ
with Dβ = ( 32 )β  23 if β ∈ (−1,0] and Dβ = ( 12 )β if β  0. Moreover, Sδ contains the set
{reiθ ; 1 − r < δ/√2 and |θ | < δ/√2 }. Thus,
Vβ(Sδ) (β + 1)Dβ δ√
2
1∫
r=min(1/2,1−δ/√2 )
(1 − r)β dr
Dβ
δ√
2
min
(
1
2
,
δ√
2
)β+1
which proves one inequality. On the other hand, it is clear that there exists some C > 0 such that
reiθ ∈ Sδ implies |θ | Cδ. Thus,
Vβ(Sδ) (β + 1)Bβ
1∫
r=1−δ/√2
Cδ∫
θ=−Cδ
(1 − r)β dr dθ
with Bβ = ( 12 )β if β < 0 and Bβ = ( 32 )β if β  0. We end up the proof as before. 
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δ > 0 and for any α > 0,
Vβ
({
z ∈ D; e(1 − u¯z) < δ and |v − z| < δα}) Cβ min(δ 32 +β, δ1+α+β).
Moreover, when β ∈ (−1,0], the constant Cβ may be choosen independently of β .
Proof. Without loss of generality, we may suppose u = 1. The biggest volume is obtained for
v ∈ [0,+∞). In that case, our set is contained in
D∩ {z ∈ D; 1 − δ e(z) 1 and ∣∣m(z)∣∣ δα}.
This last set is contained in
{
reiθ ; r > 1 − δ and |θ | Cδα}
for some C > 0. We now conclude like in the proof of Lemma 8.3. 
Our last estimate does not need to be uniform for β ∈ (−1,0]. We omit its proof which is
easy.
Lemma 8.3. Let β > −1. There exist Cβ > 0 and ε > 0 such that, for every δ > 0, for every
w ∈ C satisfying
1 − εδ e(w) 1 + εδ and ∣∣m(w)∣∣√εδ,
then Vβ({z ∈ D; |z −w| < δ}) Cβδ2+β.
We have to introduce the trees corresponding to A2β(Dn). Let φ : Dn → Dn be holomorphic
and suppose that φ extends holomorphically in a neighbourhood of Dn. Let ξ, I, J and s like in
Section 5. The function r, q,E and t are also defined like in Section 5. We just need to modify
the definition of the trees to take into account Lemmas 8.1, 8.2 and 8.3. Lβξ,I,J and R
β
ξ,I,J are
now defined by
R
β
ξ,I,J (l1, . . . , ls) =
s∑
k=1
(2 + β)rξ,I,J (k)
2lk
,
L
β
ξ,I,J (l1, . . . , ls) =
∑
k; q(k)>0
1
2lk
((
3
2
+ β
)
qξ,I,J (k)+
∑
t (m)=k
lm=lk
1
2
)
.
Our main theorem becomes
Theorem 8.4. Suppose that Cφ is continuous on A2β(Dn). Then for any ξ, I, J as above, one has
Lβ  Rβ . When φ is linear, Cφ is continuous on A2 (Dn) if and only if, for any ξ, I, Jξ,I,J ξ,I,J β
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β
ξ,I,J . More precisely, in that case, there exists Cβ > 0 such that, for any
ξ ∈ Tn, for any δ ∈ (0,2)n,
Vβ
(
φ−1
(
S(ξ, δ)
))
 CβVβ
(
S(ξ, δ)
)
.
The constant Cβ may be choosen independently of β when β ∈ (−1,0].
Proof. If we forget the last part of the statement, the proof of Theorem 5.2 can be repeated “mu-
tatis mutandis” here. However, the last assertion needs some comments. We follow the notations
of Section 6 and we fix β ∈ (−1,0]. By Lemma 8.1, we know that
Vβ
(
S(ξ, δ)
)
 Cδ2α1r1+···+2αsrs+β(r1+···+rs )
for some C > 0 which does not depend on β ∈ (−1,0] (of course, C depends on δ0 which is fixed
by φ). Next, we find an upper bound for Vβ(φ−1(S(ξ, δ))). The triangularization process does
not depend on β . In particular, the inclusion φ−1(S(ξ, δ)) ⊂ A3 remains true for every β > −1.
Finally, when we compute Vβ(A3), we replace everywhere Lemma 2.3 by Lemma 8.2 and we
find that
Vβ(A3) Cδ
∑
k; q(k)>0( 32 +β)αkq(k)+
∑
t (m)=k, αm αk2
(αm− αk2 )
for some constant C which does not depend on β . Thus,
Vβ
(
φ−1
(
S(ξ, δ)
))
 CVβ
(
S(ξ, δ)
)
when δi = δ
1
2li , (l1, . . . , ls) being the index of a node in the trees and C is independent of β . We
can now apply the convexity argument, exactly as before, and the constants which are involved
do not depend on β ∈ (−1,0]. 
As we mentioned in the introduction, when φ : Bn → Bn is smooth on Bn, Cφ is continuous on
some A2β(Bn) if and only if it is continuous on any A2β(Bn). This property is far from being true
on the polydisk, even if Jafari has proven in [5] that continuity on A2β1(Dn) implies continuity on
A2β2(D
n) for any β2  β1. The converse does not hold.
Example 8.5. Let β1, β2 ∈ (−1,+∞) be such that β1 < β2. There exist n 2 and a linear map
φ : Dn → Dn such that Cφ is continuous on A2β2(Dn) and Cφ is not continuous on A2β1(Dn).
Proof. The function β → 32 +β2+β is increasing on (0,+∞). Thus, we may find two integers r
and q , with q  r , such that
3
2 + β1
2 + β1 <
r − 1
q − 1 <
3
2 + β2
2 + β2 .
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(
3
2
+ β2
)
q + 1
2
> (2 + β2)r and
(
3
2
+ β1
)
q + 1
2
< (2 + β1)r. (8)
We now consider φ : Dq → Dq defined by
φ(z) = (u(z), . . . , u(z)︸ ︷︷ ︸
r times
,0, . . . ,0
)
with u(z) = (z1 + · · · + zq)/q . Here, the trees associated to φ are very easy. They have just one
node and
Lβ(0) =
(
3
2
+ β
)
q + 1
2
whereas Rβ(0) = (2 + β)r.
The conclusion follows immediately from Theorem 8.4 and inequality (8). 
In the same vein, it is not hard to check that the composition operator Cφ studied in Exam-
ple 5.4 is continuous on A20(D7) but is not continuous on any A2β(D7) for any β < 0. We may
also observe that Example 8.5 cannot be proved for a fixed n ∈ N. For instance,
Corollary 8.6. Let φ : D2 → D2 be a linear map. Then Cφ is continuous on some A2β(Dn) if and
only if it is continuous on any A2β(Dn), β > −1.
Proof. We distinguish several cases. When ‖φ1‖∞ < 1 and ‖φ2‖∞ < 1, there is nothing to
prove. When ‖φ1‖∞ = 1 and ‖φ2‖∞ < 1, our trees will have just one node, with r(1) = 1,
q(1) ∈ {1,2} and t (1) = 1. The condition of continuity becomes
2 + β 
(
3
2
+ β
)
q + 1
2
and this condition is always satisfied. When ‖φ1‖∞ = 1 and ‖φ2‖∞ = 1, two subcases may
occur. On the one hand, we may have s = 1 (namely φ2 is a multiple of φ1). Our trees have also
one node, with r(1) = 2, q(1) ∈ {1,2} and t (1) = 1. The condition now reads
4 + 2β 
(
3
2
+ β
)
q + 1
2
.
This is never satisfied! On the other hand, we may have s = 2. This implies r(1) = 1, r(2) = 2,
q(1) ∈ {1,2}, q(2) = 2 − q(1), t (1) = 1, t (2) = 2 when q(1) = 1 or t (2) = 1 when q(2) = 2.
Thus we get one of the following 3-uple of conditions:
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2 + β 
(
3
2
+ β
)
+ 1
2
,
(2 + β)+ (2 + β)
(
3
2
+ β
)
+ 1
2
+
(
3
2
+ β
)
+ 1
2
,
(2 + β)+ 1
2
(2 + β)
(
3
2
+ β
)
+ 1
2
+ 1
2
(
3
2
+ β
)
+ 1
2
,
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2 + β 
(
3
2
+ β
)
2 + 1
2
,
(2 + β)+ (2 + β)
(
3
2
+ β
)
2 + 1
2
+ 1
2
,
(2 + β)+ 1
2
(2 + β)
(
3
2
+ β
)
2 + 1
2
.
Both 3-uple of conditions are always satisfied!
In particular, this proof shows that Cφ is always continuous on A2β(D2), φ being linear, except
if ‖φ1‖∞ = ‖φ2‖∞ = 1 and φ2 is a multiple of φ1. Thus, Theorem 3.2 remains valid on A2β(D2)
for any β > −1 when we just consider linear maps. 
The last corollary of this section indicates the strategy of the next one!
Corollary 8.7. Let β0 ∈ (−1,+∞) and φ : Dn → Dn be linear. Suppose that Cφ is continuous
on A
β
2 (D
n) for any β > β0. Then Cφ is continuous on A2β0(Dn).
Proof. It suffices to let β to β0 in the inequalities Lβξ,I,J Rβξ,I,J , valid for β  β0. 
9. Hardy spaces
We conclude this paper by showing that an appropriate version of Theorem 5.2 remains true
on the Hardy space H 2(Dn). There is one more difficulty in that context: we cannot testify if a
measure is a Carleson measure by testing it only on rectangles. Precisely, let I be an interval of
T of length δ and center ei(θ0+δ/2). S(I) is defined by
S(I) = {z ∈ D; 1 − δ < r < 1, θ0 < θ < θ0 + δ}.
If R = I1 ×· · ·× In ⊂ Tn is a rectangle of Tn, namely each Ij is an interval of T, S(R) is defined
by
S(R) = S(I1)× · · · × S(In).
If V is any open set in Tn, S(V ) is equal to S(V ) = ⋃α S(Rα) where (Rα) runs through all
rectangles in V . Let also μ be a Borel measure on Dn. Then Chang [3] has proven that the
identity map H 2(Dn) → L2(μ), f → f , is bounded iff there exists C > 0 such that
μ
(
S(V )
)
 Cσ(V ) for all connected open sets V ⊂ Tn (9)
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measure satisfying (9) for all rectangles R and not for all connected open sets V ⊂ Tn.
Keeping this in mind we realize that the difficult part will be to adapt the sufficient part of the
proof, because we need to control σ(φ−1(S(V ))) for any V connected and open and not only
for rectangles. However, a similar statement remains true. We keep the notations of Section 8,
except that we allow our trees Lβξ,I,J and R
β
ξ,I,J to be defined also for β = −1. More precisely,
R−1ξ,I,J (l1, . . . , ls) =
s∑
k=1
rξ,I,J (k)
2lk
,
L−1ξ,I,J (l1, . . . , ls) =
∑
k; q(k)>0
1
2lk
(
qξ,I,J (k)
2
+
∑
t (m)=k
lm=lk
1
2
)
.
Our main theorem now reads
Theorem 9.1. Suppose that Cφ is continuous on H 2(Dn). Then for any ξ, I, J as above, one has
L−1ξ,I,J  R
−1
ξ,I,J . When φ is linear, Cφ is continuous on H 2(Dn) if and only if, for any ξ, I, J as
above, L−1ξ,I,J R
−1
ξ,I,J .
The proof of the necessary condition carries on without any new difficulties, replacing
Lemma 2.4 by an appropriate analogue, whose proof is left to the reader:
Lemma 9.2. There exists ε > 0 such that, for every δ > 0, for every w ∈ C satisfying
1 − εδ e(w) 1 + εδ and ∣∣m(w)∣∣√εδ,
then σ({z ∈ T; |z −w| < δ}) Cδ.
To prove the sufficient condition, we do not use directly Carleson measures on the Hardy
space. We follow an indirect method with two steps:
Step 1. We show that L−1ξ,I,J R
−1
ξ,I,J implies L
β
ξ,I,J R
β
ξ,I,J for any β > −1.
Step 2. We fix β ∈ (−1,0]. By Theorem 8.4, Cφ is continuous on A2β(Dn). More precisely, we
know that there exists C > 0 which does not depend on β such that, for any ξ ∈ Tn, for any
δ ∈ (0,2)n,
Vβ
(
φ−1
(
S(ξ, δ)
))
 CVβ
(
S(ξ, δ)
)
.
We will prove later that this implies ‖Cφ(f )‖A2β(Dn)  D‖f ‖A2β(Dn) for any f ∈ A
2
β(D
n),
for some constant D > 0 which does not depend on β . Letting β to −1, this implies
‖Cφ(f )‖H 2(Dn) D‖f ‖H 2(Dn) for any f ∈ H 2(Dn).
Hence, it remains to verify the two above claims to close the proof of Theorem 9.1.
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We suppose that L−1ξ,I,J R
−1
ξ,I,J and we try to prove that L
β
ξ,I,J R
β
ξ,I,J for any β > −1. For
the sake of clarity, we forget the subscript ξ, I, J . Let (l1, . . . , ls) be the index of a node in the
trees. One can write
Lβ(l1, . . . , ls)−Rβ(l1, . . . , ls) =
( ∑
k;q(k)>0
3
2
q(k)+
∑
t (m)=k
lm=lk
1
2lm+1
−
∑
t (m)=k
2r(m)
2lm
)
+ β
∑
k;q(k)>0
(
q(k)−
∑
t (m)=k
r(m)
2lm
)
.
The condition L−1(l1, . . . , ls)−R−1(l1, . . . , ls) 0 will imply Lβ(l1, . . . , ls)−Rβ(l1, . . . , ls)
0 as soon as
∑
k;q(k)>0
(
q(k)−
∑
t (m)=k
r(m)
2lm
)
 0. (10)
Expanding L−1(l1, . . . , ls)−R−1(l1, . . . , ls) 0 we get
∑
k;q(k)>0
q(k)
∑
k;q(k)>0
∑
t (m)=k
2r(m)− δlm,lk
2lm
.
Now, r(m) 1 so that 2r(m)− δlm,lk  r(m) which yields immediately (10).
9.2. A precise version of Carleson embedding theorem
In Lemma 2.1, we have already recalled that, when φ : Dn → Dn satisfies
Vβ
(
φ−1
(
S(ξ, δ)
))
 CVβ
(
S(ξ, δ)
)
for all δ ∈ (0,2)n and all ξ ∈ Tn, then
∥∥Cφ(f )∥∥A2β(Dn) D‖f ‖A2β(Dn)
for every f ∈ A2β(Dn). It is well known that the constant D may be controlled by C. However,
this dependance with respect of β is not clarified. Our strategy requires that D may be controled
uniquely by C and n, and in particular that it does not depend on β ∈ (−1,0]. This is the content
of the next proposition.
Proposition 9.3. Let β ∈ (−1,0] and let μ be a finite nonnegative Borel measure on Dn. Suppose
that there exists C > 0 such that, for any ξ ∈ Tn and any δ ∈ (0,2)n,
μ
(
S(ξ, δ)
)
 CμVβ
(
S(ξ, δ)
)
. (11)
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( ∫
Dn
∣∣f (z1, . . . , zn)∣∣2 dμ)1/2  C(n)Cμ‖f ‖A2β(Dn).
Proof. We follow the argument of [6] except at the very beginning. Let z ∈ Dn and let
δj = 1−|zj |2. Consider Wz the polydisk centered at z and with radius δj /2 in the zj -coordinate.
Let also Sz be the Carleson box S(ξ, δ) with ξj = zj /|zj |. Then Wz ⊂ Sz. Moreover, for
any f ∈ A2β(Dn), the sub-mean value property for |f | gives, for any γ = (γ1, . . . , γn) with
γj ∈ (0, δj /2),
∣∣f (z)∣∣ 1
(2π)n
∫
u∈Tn
∣∣f (z1 + γ1u1, . . . , zn + γnun)∣∣dσ(u).
On the other hand, by polar integration,
∫
Wz
∣∣f (w)∣∣∏
j
(
1 − |wj |2
)β
dA(w)
=
δ1/2∫
γ1=0
. . .
δn/2∫
γn=0
∫
u∈Tn
∣∣f (z + γ u)∣∣ n∏
j=1
γj
(
1 − |zj + γjuj |2
)β
dσ (u)dγ1 . . . dγn.
Now, 1−|zj +γjuj | δj +γj . Taking into account that β  0 and that 1−|wj |2  2(1−|wj |),
we get
∫
Wz
∣∣f (w)∣∣∏
j
(
1 − |wj |2
)β
dA(w)
 C(n)
δ1/2∫
γ1=0
. . .
δn/2∫
γn=0
∏
j
γj (γj + δj )β
∫
u∈Tn
∣∣f (z + γ u)∣∣dσ(u)dγ1 . . . dγn
 C(n)
(
n∏
j=1
δj /2∫
γj=0
γj (γj + δj )β dγj
)∣∣f (z)∣∣.
Now,
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γj=0
γj (γj + δj )β dγj 
δj /2∫
γj=δj /4
γj (γj + δj )β dγj
 δj
4
× 1
β + 1 ×
((
3
2
)β+1
−
(
5
4
)β+1)
δ
β+1
j
 C
β + 1δ
β+2
j
where C does not depend on β . We then get
∫
Wz
∣∣f (w)∣∣ n∏
j=1
(
1 − |wj |2
)β
dA(w) C(n)
(β + 1)n
n∏
j=1
δ
β+2
j
∣∣f (z)∣∣
so that
∣∣f (z)∣∣ C(n)
Vβ(Sz)
∫
Sz
|f |dVβ
where we have used Lemma 8.1 in its precise formulation.
This inequality improves the work done in [6], since we know that the constant C(n) which
appears above does not depend on β . From now on, we can follow exactly the proof of Jafari.
Let
B(f )(z) = sup
S=S(ξ,δ); z∈S(ξ,δ)
1
Vβ(S)
∫
S
|f |dVβ.
We have obtained |f (z)| C(n)B(f )(z). In [6], it is shown that, under assumption (11), B de-
fines a bounded operator from L2(dVβ) into L2(μ) with ‖B‖  CμD(n), where D(n) just
depends on n. This gives exactly what we need. 
10. Concluding remarks
10.1. Compactness
At least for the weighted Bergman spaces, the work that we have done for continuity can be
modified to study the compactness of composition operators. Using the fact that in Lemma 2.1,
the big-oh condition which characterizes continuity has to be replaced by a little-oh condition to
characterize compactness, we obtain:
Theorem 10.1. Suppose that Cφ is compact on A2β(Dn). Then for any ξ, I, J as above, one has
Lβξ,I,J > R
β
ξ,I,J . When φ is linear, Cφ is compact on A2β(Dn) if and only if, for any ξ, I, J as
above, Lβ > Rβ .ξ,I,J ξ,I,J
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sition operators. The term “non-trivial” means here that some coordinate function φi satisfies
‖φi‖∞ = 1. For instance, the composition operator which appears in Example 5.5 is compact.
Looking at the proof of Wogen’s theorem, it can be shown that continuous composition operators
on the ball with a smooth symbol are never compact, except the trivial ones.
10.2. Open questions
Our work leads to several interesting questions on composition operators on the polydisk. We
just quote two of them.
Does Theorem 3.1 remains true for the Hardy space H 2(Dn)?
Is the necessary condition of Theorem 5.2 also sufficient for a larger class of maps than affine
self-maps?
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