Abstract An emerging field within sentiment analysis concerns the investigation about how sentiment polarities associated with concepts have to be adapted with respect to the different domains in which they are used. In this paper, we explore the use of fuzzy logic for modeling concept polarities, and the uncertainty associated with them, with respect to different domains. The approach is based on the use of a knowledge graph built by combining two linguistic resources, namely WordNet and SenticNet. Such a knowledge graph is then exploited by a graph-propagation algorithm that propagates sentiment information learned from labeled datasets. The system implementing the proposed approach has been evaluated on the Blitzer dataset. The results demonstrate its viability in real-world cases.
Introduction
Sentiment analysis is a natural language-processing task whose aim is to classify documents according to the opinion (polarity) they express on a given subject [1] . Generally speaking, sentiment analysis aims at determining the attitude of a speaker or a writer with respect to a topic or the overall tonality of a document. This task has created a considerable interest due to its wide applications. In recent years, the exponential increase of the Web for exchanging public opinions about events, facts, products, etc., has led to an extensive usage of sentiment analysis approaches, especially for marketing purposes.
By formalizing the sentiment analysis problem, a ''sentiment'' or ''opinion'' has been defined by [2] as a quintuple: ho j ; f jk ; so ijkl ; h i ; t l i; ð1Þ
where o j is a target object, f jk is a feature of the object o j ; so ijkl is the sentiment value of the opinion of the opinion holder h i on feature f jk of object o j at time t l ; so ijkl is positive (by denoting a state of happiness, bliss, or satisfaction), negative (by denoting a state of sorrow, dejection, or disappointment), or neutral (it is not possible to denote any particular sentiment), or a more granular rating, h i is an opinion holder, t l is the time when the opinion is expressed. Such an analysis may be ''document-based,'' where the positive, negative, or neutral sentiment is assigned to the entire document content; or it may be ''sentence-based,'' where individual sentences are analyzed separately and classified according to the different polarity values. In the latter case, it is necessary to find with a high precision which are the entities toward which sentiments are directed in order to identify which are the adjectives (or, more in general, concepts) characterizing such entities.
In the classic sentiment analysis problem, the polarity of each term of the document is computed independently of the domain which the document belongs to. Recently, the idea of adapting terms polarity to different domains emerged [3] . The rationale behind the idea of such investigation is simple. Let us consider the following example concerning the adjective ''small'':
1. The sideboard is small, and it is not able to contain a lot of stuff. 2. The small dimensions of this decoder allow to move it easily.
In the first sentence, we considered the Furnishings domain, and, within it, the polarity of the adjective ''small'' is, for sure, ''negative'' because it highlights an issue of the described item. On the other hand, in the second sentence, where we considered the Electronics domain, the polarity of such an adjective may be considered ''positive.'' Unlike the approaches already discussed in the literature (and presented in ''Related Work'' section), we address the multi-domain sentiment analysis problem by applying fuzzy set theory. We model the relationships between concepts and domains as fuzzy relations. Moreover, the proposed system exploits the use of semantic background knowledge for propagating information represented by the learned fuzzy membership functions to each element of the network. To the best of our knowledge, the proposed approach is innovative with respect to the state of the art of multi-domain sentiment analysis.
The rest of the article is structured as follows: ''Related Work'' section presents a survey on works about sentiment analysis. ''Background on Fuzzy Set Theory'' section provides a background on fuzzy set theory by presenting the elements used in our work. ''Materials'' section introduces the background knowledge and tools used during the development of the system that is described in detail in ''Methods'' section. ''System Evaluation'' section reports the system evaluation performed on the Blitzer dataset and, finally, ''Conclusion and Future Work'' section concludes the article.
Related Work
The topic of sentiment analysis has been studied extensively in the literature [2, 4] , where several techniques have been proposed and validated.
Machine-learning techniques are the most common approaches used for addressing this problem, given that any existing supervised methods can be applied to sentiment classification. For instance, in [1] and [5] , the authors compared the performance of Naive-Bayes, Maximum Entropy, and Support Vector Machines in sentiment analysis on different features like considering only unigrams, bigrams, combination of both, incorporating parts of speech and position information or by taking only adjectives. Moreover, beside the use of standard machinelearning method, researchers have also proposed several custom techniques specifically for sentiment classification, like the use of adapted score function based on the evaluation of positive or negative words in product reviews [6] , as well as by defining weighting schemas for enhancing classification accuracy [7] .
An obstacle to research in this direction is the need of labeled training data, whose preparation is a time-consuming activity. Therefore, in order to reduce the labeling effort, opinion words have been used for training procedures. In [8] and [9] , the authors used opinion words to label portions of informative examples for training the classifiers. Opinion words have been exploited also for improving the accuracy of sentiment classification, as presented in [10] , where a framework incorporating lexical knowledge in supervised learning to enhance accuracy has been proposed. Opinion words have been used also for unsupervised learning approaches like the ones presented in [11] and [12] .
Another research direction concerns the exploitation of discourse-analysis techniques. Somasundaran [13] and Asher [14] discuss some discourse-based supervised and unsupervised approaches for opinion analysis; while in [15] , the authors present an approach to identify discourse relations.
The approaches presented above are applied at the document level, i.e., the polarity value is assigned to the entire document content. However, for improving the accuracy of the sentiment classification, a more finegrained analysis of the text, i.e., the sentiment classification of the single sentences, has to be performed. In the case of sentence-level sentiment classification, two different subtasks have to be addressed: (1) To determine whether the sentence is subjective or objective, and (2) in the case that the sentence is subjective, to determine whether the opinion expressed in the sentence is positive, negative, or neutral. The task of classifying a sentence as subjective or objective, called ''subjectivity classification,'' has been widely discussed in the literature [16] [17] [18] [19] [20] . Once subjective sentences are identified, the same methods as for sentiment classification may be applied. For example, in [21] , the authors consider gradable adjectives for sentiment spotting; while in [22] and [23] , the authors built models to identify some specific types of opinions.
The growth of product reviews was the perfect floor for using sentiment analysis techniques in marketing activities. However, the issue of improving the ability of detecting the different opinions concerning the same product expressed in the same review became a challenging problem. Such a task has been faced by introducing ''aspect'' extraction approaches that were able to extract, from each sentence, which is the aspect the opinion refers to. In the literature, many approaches have been proposed: conditional random fields (CRF) [24, 25] , hidden Markov models (HMM) [26] [27] [28] , sequential rule mining [29] , dependency tree kernels [30] , and clustering [31] . In [32, 33] , a method was proposed to extract both opinion words and aspects simultaneously by exploiting some syntactic relations of opinion words and aspects.
A particular attention should be given also to the application of sentiment analysis in social networks. More and more often, people use social networks for expressing their moods concerning their last purchase or, in general, about new products. Such a social network environment opened up new challenges due to the different ways people express their opinions, as described by Barbosa and Feng [34] and Bermingham and Smeaton [35] , who mention ''noisy data'' as one of the biggest hurdles in analyzing social network texts.
One of the first studies on sentiment analysis on microblogging websites has been discussed in [36] , where the authors present a distant supervision-based approach for sentiment classification.
At the same time, the social dimension of the Web opens up the opportunity to combine computer science and social sciences to better recognize, interpret, and process opinions and sentiments expressed over it. Such multi-disciplinary approach has been called sentic computing [37] . Application domains where sentic computing has already shown its potential are the cognitive-inspired classification of images [38] , of texts in natural language, and of handwritten text [39] .
Finally, an interesting recent research direction is domain adaptation, as it has been shown that sentiment classification is highly sensitive to the domain from which the training data is extracted. A classifier trained using opinionated documents from one domain often performs poorly when it is applied or tested on opinionated documents from another domain, as we demonstrated through the example presented in ''Introduction'' section. The reason is that words and even language constructs used in different domains for expressing opinions can be quite different. To make matters worse, the same word in one domain may have positive connotations, but in another domain may have negative connotations; therefore, domain adaptation is needed. In the literature, different approaches related to the multi-domain sentiment analysis have been proposed. Briefly, two main categories may be identified: (1) the transfer of learned classifiers across different domains [3, [40] [41] [42] [43] [44] [45] , and (2) the use of propagation of labels through graph structures [46] [47] [48] [49] . Independently of the kind of approach, works using concepts rather than terms for representing different sentiments have been proposed.
Background on Fuzzy Set Theory
In this section, we provide basic definitions and results about fuzzy sets, which will be used in the rest of the article.
Basic Considerations

Fuzzy Sets
Fuzzy sets [50] allow the representation of imprecise information. Information is imprecise when the value of the variable to which it refers cannot be completely determined within a given universe of discourse. Fuzzy sets are then a generalization of classical sets obtained by replacing the characteristic function of a set A; v A , which takes up values in f0; 1g (v A ðxÞ ¼ 1 if x 2 A; v A ðxÞ ¼ 0 otherwise) with a membership function l A , which can take up any value in ½0; 1. The value l A ðxÞ or, more simply, AðxÞ is the membership degree of element x in A, i.e., the degree to which x belongs in A.
A fuzzy set is completely defined by its membership function. Therefore, it is useful to define a few terms describing various features of this function, summarized in Fig. 1 . Given a fuzzy set A, its core is the (conventional) set of all elements x such that AðxÞ ¼ 1; its support, suppðAÞ, is the set of all x such that AðxÞ [ 0. A fuzzy set is normal if its core is nonempty. The set of all elements x of A such that AðxÞ ! a, for a given a 2 ð0; 1, is called the a-cut of A, denoted A a .
The usual set-theoretic operations of union, intersection, and complement can be defined as a generalization of their counterparts on classical sets by introducing two families of operators, called triangular norms and triangular conorms. In practice, it is usual to employ the min norm for intersection and the max co-norm for union. Given two fuzzy sets A and B, and an element x, 
Possibility Theory
The membership function of a fuzzy set describes the more or less possible and mutually exclusive values of one (or more) variable(s). Such a function can then be seen as a possibility distribution [51] . Indeed, if F designates the fuzzy set of possible values of a variable X; p X ¼ l F is called the possibility distribution associated to X. The identity l F ðvÞ ¼ p X ðvÞ means that the membership degree of v to F is equal to the possibility degree of X being equal to v when all we know about X is that its value is in F. A possibility distribution for which there exists a completely possible value (9v 0 ; pðv 0 Þ ¼ 1) is said to be normalized.
The Extension Principle
The extension principle [52] is the main formal tool for making any mathematical theory fuzzy in a consistent and well-founded way. Let U be the Cartesian product of n universes U 1 ; . . .; U n and let A 1 ; . . .; A n be an equal number of fuzzy sets defined in U 1 ; . . .; U n , respectively.
Suppose t : U ! V is a morphism from U into a new universe V. The question we ask is what the image of a fuzzy subset of U in this new universe V would be under the morphism t. This image would also be a fuzzy set, and its membership function would be calculated from the membership function of the original set and the morphism t.
Let B represent the fuzzy set induced in V by morphism t from the fuzzy sets A 1 ; . . .; A n defined in U. The Extension Principle states that B has membership function, for all y 2 V,
B is said to extend fuzzy sets A 1 ; . . .; A n in V. Equation 5 is expressed for morphisms t of general form. If t is a discrete-valued function, the sup operator can be replaced by the max operator.
Defuzzification Methods
There may be situations in which the output of a fuzzy inference needs to be a crisp number y Ã instead of a fuzzy set R. Defuzzification is the conversion of a fuzzy quantity into a precise quantity.
At least seven methods in the literature are popular for defuzzifying fuzzy outputs [53] , which are appropriate for different application contexts. The centroid method is the most prominent and physically appealing of all the defuzzification methods. It results in a crisp value
where the integration can be replaced by summation in discrete cases.
Materials
The proposed approach exploits a background knowledge for representing the linguistic information concerning each ''concept'' and the relationships between them. Such a background knowledge has been built incrementally by aggregating different resources freely available to the research community. Below, we list the resources used and describe how they have been integrated for composing the final knowledge based used in the system.
WordNet
WordNet 1 [54] is a large lexical database of English nouns, verbs, adjectives, and adverbs grouped into sets of cognitive synonyms called synsets, where each synset expresses a distinct concept. In particular, each synset represents a list of synonyms, intended as words that denote the same concept and that are interchangeable in many contexts. WordNet contains around 117,000 synsets linked to each other by a small set of ''conceptual relations,'' i.e., synonymy, hypernymy, hyponymy.
Additionally, a synset contains a brief definition (''gloss''), and in most cases, one or more short sentences illustrating the use of the synset members. Words having several distinct meanings are represented in as many distinct synsets.
Even if WordNet superficially resembles a thesaurus, there are some important distinctions with respect to it. Firstly, WordNet does not define links between words, but between specific senses of words; this way, words that are found in close proximity to one another in the network are semantically disambiguated. Secondly, WordNet labels the semantic relations among words, whereas the groupings of words in a thesaurus do not follow any explicit pattern other than the similarity of their meanings.
In the implemented system, WordNet has been used as a starting point for the construction of the semantic graph which is used by our method (see ''Methods'' section).
SenticNet
2 [55] is a publicly available resource for opinion mining that exploits both artificial intelligence and semantic Web techniques to infer the polarities associated with common-sense concepts and to represent them in a semantic-aware format. In particular, SenticNet uses dimensionality reduction to calculate the affective valence of a set of Open Mind 3 concepts, and it represents them in a machine-accessible and processable format.
The development of SenticNet was inspired by SentiWordNet [56] , a lexical resource in which each WordNet synset is associated to three numerical scores describing how objective, positive, and negative the terms contained in each synset are. The differences between SenticNet and SentiWordNet are basically three: (1) In SentiWordNet, each synset is associated to a three-valued representation (the objectivity of the synset, its positiveness, and its negativeness), while in SenticNet there is only one value belonging to the ½À1; 1 interval for representing the polarity of the concept; (2) SenticNet provides the sentiment model of more complex common-sense concepts, while SentiWordNet is focused on assigning polarities to WordNet synsets: For instance, in SenticNet, complex concepts like ''make good impression,'' ''look attractive,'' ''show appreciation,'' ''being fired,'' ''leave behind,'' or ''lose control'' are used for defining positive or negative situations; and (3) completely neutral concepts are not reported.
In order to represent SenticNet in a machine-accessible and processable way, information about each concept is encoded as a set of RDF triples using an XML syntax. In particular, concepts are identified using the ConceptNet Web API, and statements, which have the form ''concepthasPolarity-polarityValue,'' are encoded in the RDF/XML format on the basis of the human emotion ontology (HEO) [57] , a high-level ontology of human emotions, which supplies the most significant concepts and properties which constitute the centerpiece for the description of every human emotion.
As an example, the representation of the concept ''a lot of fun'' contained in SenticNet is shown below:
SenticNet contains more than 5,700 polarity concepts (nearly 40 % of the Open Mind corpus), and it may be connected with any kind of opinion mining application. For example, after the de-construction of the text into concepts through a semantic parser, SenticNet can be used to associate polarity values to these and, hence, infer the overall polarity of a clause, sentence, paragraph, or document by averaging such values.
Resource Integration
The two resources discussed above have been linked in order to build a single knowledge graph used for propagating information through concepts. The creation of the links between the two resources has been done by taking into account both advantages and drawback of making such a connection: The main advantage is that the integration of SenticNet allows to increase the coverage of terms due to the lack of common-sense concepts in WordNet; the main drawback is that the creation of such links may lead to the injection of ambiguities into the knowledge graph. Therefore, particular attention has been paid to when links between SenticNet concepts and WordNet synsets were to be defined.
As a consequence, the creation of the links between the two linguistic resources has been subjected to the following constraints:
-If the WordNet term has only one synset, it means that the term is not ambiguous; therefore, the link may be created; -If the WordNet term is associated to more than one synset, the synonyms of the SenticNet concept are intersected with the synonyms of each term's synset: If only one synset has synonyms in common with the SenticNet concept's synonyms, the link is created; otherwise it is not.
Methods
The main goal of the implemented system is to learn fuzzy membership functions representing the degree to which a concept belongs to a domain in terms of both sentiment polarity and aboutness. The two pillars on which the system has been conceived are (1) the use of fuzzy logic for modeling the polarity of a concept with respect to a domain as well as its aboutness and (2) the creation of a two-level graph where the top level represents the semantic relationships between concepts, while the bottom level contains the links between all concept membership functions and the domains. Figure 2 shows the conceptualization of such two-level graph. Relationships between the concepts of the Level 1 (the Semantic Level) are described by the background knowledge exploited by the system as described in ''Materials'' section. The type of relationships is the same generally used in linguistic resource: For example, concepts C 1 and C 3 may be connected through an is-a relationship as well as an antonym relationship. Instead, each connection of the Level 2 (the Sentiment Level) describes the degree of membership of each concept to the different domains taken into account.
The system has been trained using the Blitzer dataset 4 in two steps: (1) The fuzzy membership functions have been initially estimated by analyzing only the explicit information present within the dataset (''Preliminary Learning Phase'' section); then, (2) the explicit information has been propagated through the Sentiment Level graph by exploiting the connections defined in the Semantic Level.
Preliminary Learning Phase
The preliminary learning (PL) phase aims at estimating the starting polarity of each concept with respect to a domain. The estimation of this value is done by analyzing only the explicit information provided by the training set. This phase allows to define the preliminary fuzzy membership functions between the concepts defined in the Semantic Level of the graph and the domains that are defined in the sentiment one. Such a value is computed as 
where C is the concept taken into account, index i refers to domain D i which the concept belongs to, n is the number of domains available in the training set, k i C is the arithmetic sum of the polarities observed for concept C in the training set restricted to domain D i , and T i C is the number of instances of the training set, restricted to domain D i , in which concept C occurs. The shape of the fuzzy membership function generated during this phase is a triangle with the top vertex in the coordinates ðx; 1Þ, where x ¼ polarity ð0Þ i ðCÞ and with the two bottom vertices in the coordinates ðÀ1; 0Þ and ð1; 0Þ, respectively. The rationale is that while we have one point (x) in which we have full confidence, our uncertainty covers the entire space because we do not have any information concerning the remaining polarity values. Figure 3 shows a picture of the generated fuzzy triangle.
Information Propagation Phase
The information propagation (IP) phase aims at exploiting the explicit information learned in the PL phase in order to both (1) refine the fuzzy membership function of the known concepts and (2) model such functions for concepts that are not specified in the training set, but are semantically related to the specified ones. Figure 2 shows how the two-level graph evolves before and after the execution of the IP phase. After the PL phase, only four membership functions are modeled: C 1 and C 2 for domain D 1 , and C 1 and C 5 for domain D 2 (Fig. 2a) . However, as we may observe, in the Semantic Level, there are concepts that are semantically related to the ones that were explicitly defined in the training set, namely C 3 and C 4 ; furthermore, there are concepts for which a fuzzy membership function has not been modeled for some domains (i.e., C 2 for domain D 2 and C 5 for domain D 1 ). Such fuzzy membership functions may be inferred by propagating the information modeled in the PL phase. Similarly, existing fuzzy membership functions are refined by the influence of the other ones. Let us consider the polarity of concept C 3 in domain D 2 . The fuzzy membership function representing this polarity is strongly influenced by the ones representing the polarities of concepts C 1 and C 5 with respect to domain D 2 . Furthermore, both the polarities of C 1 and C 5 will be refined during the IP phase.
The propagation of the learned information through the graph is done iteratively. At each iteration t ¼ 1; 2; . . ., the initial estimated polarity value polarity ð0Þ i ðCÞ of concept C for domain D i , learned during the PL phase, is updated based on the learned values of the adjoining concepts C 1 ; . . .; C n . This process is carried out for all domains D i in parallel and independently. Therefore, in the following explanation, we will omit the subscript i whenever it is not necessary, keeping in mind that polarity propagation for one domain does not interact with polarity propagation for the other domains.
At iteration t þ 1, the estimated polarity of concept C is updated as follows: 
where C 1 ; . . .; C n are the concepts adjacent to C, and 0\k\1 is a parameter of the algorithm, which we shall call propagation rate. This iterative process stops as soon as the sum of the variations of the polarity for each concept and domain, falls below a threshold L, which is another parameter of the algorithm we will call convergence limit.
At each iteration t ¼ 0; 1; 2; . . ., the values polarity ðtÞ i ðCÞ are saved in order to exploit them for the calculation of the shapes of the fuzzy membership functions associating concept C to domain D i .
The final shapes of the inferred fuzzy membership functions at the end of the IP phase are trapezoids whose core consists of the interval between the polarity value learned during the PL phase, polarity The idea here is that the most likely values for the polarity of C for domain D i are those comprised between the initial and final value of the IP phase and the more quickly the polarity values converged during the IP phase, the least uncertainty there is about the resulting polarity estimate. Conversely, a polarity value that converged slowly or with many fluctuations is going to yield a less reliable, and thus more uncertain, estimate. Figure 4 shows a picture of the generated fuzzy trapezoid.
Polarity Aggregation Phase
The fuzzy polarities of different concepts, resulting from the IP phase, are finally aggregated by a fuzzy averaging operator obtained by applying the extension principle (cf. ''The Extension Principle'' section) in order to compute fuzzy polarities for complex entities, like texts, which consist of a number of concepts and thus derive, so to speak, their polarity from them. When a crisp polarity value is needed, it may be computed from a fuzzy polarity by applying one of the defuzzification methods described in ''Defuzzification Methods'' section.
Let l C : ½À1; 1 ! ½0; 1 be the fuzzy interval (i.e., a convex fuzzy set) representing the fuzzy polarity of concept C resulting from the IP phase. Let T be a text (or any other entity that may be regarded as a combination of concepts) related to concepts C 1 ; . . .; C n . The fuzzy polarity of T; l T : ½À1; 1 ! ½0; 1, may be defined as the average of the fuzzy polarities of concepts C 1 ; . . .; C n , by applying the extension principle, as follows, for all x 2 ½À1; 1:
Computing l T ðxÞ directly by Eq. 10 would be impractical, as it would involve discretizing the values of each variable x i 2 ½À1; 1 with a step Dx ¼ 1 N , computing the average x ¼ 1 n P n i¼1 x i for each of the N n possible n-tuples hx 1 ; . . .; x n i and then keeping track of the maximum value of min i¼1;...;n l C i ðx i Þ for each x. Fortunately, a much more efficient method, if all the l C i are convex, is to sample the ordinates, i.e., the degrees of membership. This method is known in the literature on fuzzy numbers as the DSW algorithm [58] . For every degree of membership a 2 ½0; 1, consider the a-cuts of l C 1 ; . . .; l C n , which are crisp intervals of the form ½a
Notice that if N is the number of samples, only 2N averages will have to be computed here. Furthermore, if the l C i are trapezoidal, we only need to compute the support (a ¼ 0) and the core (a ¼ 1) of l T , because all the intermediate a-cuts are linear combinations of them and the average is a linear operator. Therefore, if the l C i are defined as trapezoids with parameters ða i ; b i ; c i ; d i Þ, then l T is also a trapezoid, with parameters
The result of the polarity aggregation phase is a fuzzy polarity, whose membership function reflects the uncertainty of the available estimate obtained by the system. In this sense, l T may be regarded as a possibility distribution of the actual polarity of T. Given x 2 ½À1; 1, the membership degree l T ðxÞ represents the degree to which it is possible that the polarity of T is x. Here, we are making the assumption that polarity is gradual, i.e., that a text may be more or less negative or positive. At some point, if a decision must be made based on the polarity of T, some criterion has to be adopted, which takes the uncertainty of the estimate into account. The fact is a criterion can be defined only with reference to a given application scenario. For instance, if we can afford any desired number of texts and what we want is to pick a few of them whose polarity is certain, we can look for T such that either d T \0 or a T [ 0, i.e., the support of l T lies entirely on the left or on the right of zero, because in those cases, it is certain that polarity is negative (in the former case) or positive (in the latter). In other scenarios, where what we want is to classify each and every text as either negative or positive as accurately as possible, we will have to be less picky and rely on a defuzzification method to transform l T into a crisp polarity value.
System Evaluation
The proposed system has been evaluated on the Blitzer dataset 5 [3] , a multi-domain sentiment analysis dataset containing reviews of Amazon products belonging to 25 different categories. The dataset is provided in two variants: (1) a balanced dataset, where for each category, the number of negative and positive reviews is the same and (2) an unbalanced version, where the proportion between positive and negative reviews has not been maintained. We decided to evaluate the system by using the balanced version of the dataset in order not to bias the system during the training phase and to avoid overfitting during the validation of the system. For the initialization and the training of the system, we used 75 % of the data; the remaining 25 % has been used for validating it.
Concerning the training of the system, in the previous section, we already introduced the ''propagation rate'' k as the factor that leads the quantity of information exchanged by two concepts during the propagation phase of the algorithm and the ''convergence limit'' L, used for stopping the polarity propagation through the knowledge graph. Such parameters are not the only ones whose value affects the effectiveness of the approach. Indeed, there is a further parameter that is used for managing the propagation phase of the algorithm, namely the ''annealing rate.'' This parameter is used for decreasing, at each iteration of the algorithm, the value of the propagation rate. The rationale behind this parameter is the same used in the simulated annealing algorithm [59] ; this way, at each iteration, the polarity propagation coefficient between concepts is reduced. Low values of the annealing rate, in general, shorten the execution of the propagation algorithm in terms of computational time.
Different combinations of these three parameter values have been used in order to observe how the system if affected by them. Before validating the system on the full Blitzer dataset, we performed an in vitro experiment on a small portion of the dataset for defining which values would be used for the final evaluation. Table 1 shows the whole set of values assigned to each parameter. In the first column, we present the set of values combined for measuring the effectiveness of the system in the in vitro use case; in the second column, we reported the parameter values adopted for the final evaluation of the system.
By analyzing the behavior of the system based on the combination of the parameter values, we observed that a trade-off between the number of iterations during the propagation of information phase and how much the information is propagated for each iteration is required. Indeed, the more the information is propagated through the graph, the higher is the risk of having all concept defined in the knowledge graph converge to the same polarity value. For this reason, to avoid that two concepts having opposite polarities, and having a long path connecting them, contaminate each other, a limit to the propagation phase is needed. The values used for the final evaluation of system allows not to overtake such a limit, in order to effectively propagate all information through the knowledge graph by having at the same time a polarity value for concepts that are not mentioned in the training set, as well as a barrier avoiding disruptive contamination between opposite concepts.
Such final values (i.e., annealing rate = 0.5; propagation rate = 0.01; convergence limit = 20) have been used for the final evaluation performed on the entire validation set. Table 2 presents such results. The system has been compared to three different baselines representing the bestknown machine-learning techniques available today.
By observing the results, we may state that the proposed approach obtained an improvement in accuracy with respect to the baselines. Besides the numerical comparison, where it is possible to see that in 17 out of 25 domains the proposed approach outperforms the baselines, there are some aspects that we would like to point out in order to analyze in more detail the behavior of the system.
If we observe the domains in which the proposed system outperforms the baselines with respect to the other ones, we may notice that, except for the ''Computer, Video Games'' domain, the worst performances are obtained on domains where only a small number of instances is available in the domain dataset. This may be seen by considering the number of validation instances, which represent the 25 % of the instances contained in the domain dataset. On the contrary, by observing the results obtained for domains having the largest validation sets (i.e., 400 instances, which means 1,200 instances for training), the proposed system always achieves the best performance. This result points to a possible weakness of the system: Indeed, it appears that a minimum quantity of training instances is required in order to have an initial ''good coverage'' of the knowledge graph. Here, with the expression ''good coverage,'' we mean a portion of the knowledge graph that is set with initial polarity values after the initialization phase. This way, it is possible to have a more effective propagation of polarity information through the entire graph during the propagation phase.
Another aspect is related to the recall values obtained by the system. Indeed, in some cases, the system was not able to compute an overall polarity value for all validation instances (for some domains, it happens that one instance has been discarded from the evaluation procedure). After a more in-depth analysis of the behavior of the system on the validation set, we noticed that the missing predictions are mainly related to neutral polarity scenarios. In such cases, the system does not provide any result, with the consequence of decreasing the final recall value. Finally, in a couple of cases, the system was not able to compute a final polarity of the text due to missing information in the knowledge graph. Indeed, it may happen that, after the propagation phase, some concepts do not have any information concerning their polarity for that particular domain. In this cases, the system is not able to infer anything about the polarity of the text, and it returns a neutral polarity value.
Conclusion and Future Work
In this article, we have presented an approach to multidomain sentiment analysis based on the use of fuzzy logic for computing the polarity of each concept with respect to a particular domain. The approach uses a linguistic knowledge graph, created from the integration of WordNet and SenticNet, to which a propagation algorithm has been applied for exchanging information acquired from the training set to the entire set of concepts defined within the knowledge graph. For each concept of the created knowledge graphs, one for each domain in which the system is used, a fuzzy membership function is modeled for representing the polarity of the concept with respect to the domain for which the knowledge graph has been created. This way, it is possible to model uncertainty about concept polarities, which can be exploited during computation of the text sentiment.
The system has been validated on the full version of the Blitzer dataset, obtaining a higher accuracy than the baselines considered. 6 Further work on the proposed system will focus both on the enrichment of the knowledge graph as well as on the use of fuzzy membership functions. On the knowledge graph side, the use of new sources will be used for extending the current version of the graph; moreover, the The bold is used for highlighting the best values obtained for each related dataset use of a richer set of relationships will be investigated in order to improve how polarity information is propagated through the graph. On the fuzzy side, a more detailed comparison between the different ways of representing and aggregating concept polarities will be performed, in order to analyze how different techniques may affect the effectiveness of the system. Finally, we foresee the integration of a concept extraction approach in order to equip the system with the capability of extracting finer-grained information (i.e., single aspects and semantic information associated with them) which can be used during the training of the system.
