This paper deals with impulsive fractional differential inclusions with a fractional order multi-point boundary condition and with fractional order impulses. By use of multi-valued analysis and topological fixed point theory, we present some existence results under both convexity and nonconvexity conditions on the multi-valued right-hand side. The compactness of the solutions set and continuous version of Filippov's theorem are also investigated.
Introduction
In recent years, the theory of fractional differential equations has been an object of increasing interest because of its wide applicability in biology, in medicine and in more and more fields, see for instance [4, 14, 15, 16, 17, 26, 28, 34, 35, 36] and references therein. In particular, Tian [35] studied the existence of solutions for equation C D α u(t) = f (t, u(t)), a.e.t ∈ J, ∆u(t)| t=t k = I k (u(t k )), k = 1, 2, · · · , m, ∆u ′ (t)| t=t k =Ī k (u(t k )), k = 1, 2, · · · , m, u(0) + u ′ (0) = 0, u(1) + u ′ (ξ) = 0.
By use of Banach's fixed point theorem and Schauder's fixed point theorem, the authors obtained some existence results. On the other hand, realistic problems, arising from economics, optimal control, etc., can be modeled as differential inclusions. So, differential inclusions have been widely investigated by many authors, see, for instance [1, 6, 12, 18, 19, 20, 21, 22, 23, 25, 32, 33] and references therein.
To the best of our knowledge, there are few papers concerning fractional-order impulsive differential inclusions with a multi-point boundary condition. Motivated by works mentioned above, we consider the following problem: C D α u(t) ∈ F (t, u(t)), a.e.t ∈ J, (1.1) ∆u(t)| t=t k = I k (u(t k )), k = 1, 2, · · · , m, (1.2) where C D α is the Caputo fractional derivative, and F : J × R → P(R) is a multi-valued map with compact values (P(R) is the family of all nonempty subsets of R). 1 < α ≤ 2, 0 < β < α − 1, A, B are real numbers. J = [0, 1], 0 = t 0 < t 1 < · · · < t m < t m+1 = 1, 0 < ξ < t m , ξ = t k (k = 1, 2, · · · , m). I k ,Ī k ∈ C[R, R], ∆u(t)| t=t k = u(t
) and u(t − k ) represent the right-hand limit and the left-hand limit of the function u(t) at t = t k .
Our goal in this paper is to give some existence results and continuous version of Filippov's theorem for fractional differential inclusion (1.1)-(1.4), where the right-hand side is either convexity or nonconvexity. Furthermore, we prove that the set of solutions is compact under suitable conditions in Theorem 3.1. Our work complement and extend some results of [35] .
The remainder of this paper is organized as follows. In Section 2, we introduce some notations, definitions, preliminary facts about the fractional calculus and an auxiliary lemma, which are used in the next two sections. In Section 3, we give the existence of solutions under both convexity and nonconvexity conditions on the multi-valued right-hand side. The compactness of the solutions set is also established. Finally, we give a continuous version of Filippov's theorem in Section 4.
Preliminaries
We now introduce some notations, definitions, preliminary facts about the fractional calculus and an auxiliary lemma, which will be used later.
Let AC 1 (J, R) be the space of functions u : J → R, differentiable and whose derivative, u ′ , is absolutely continuous. And let C(J, R) be the Banach space of all continuous functions from J into R with the usual norm We observe an alternative definition of fractional derivative, originally introduced by Caputo [7, 8] in the late 1960's and adopted by Caputo and Mainardi [9] in the framework of the theory of Linear Viscoelasticity (see a review in [30] ). This definition is of course more restrictive than the Riemann-Liouville definition, in that it requires the absolute integrability of the derivative of order n. Whenever we use the operator C D µ we (tacitly) assume that this condition is met. The following properties of the fractional calculus theory are well known, see, e.g., [27, 34, 36] .
(i)
More details on fractional derivatives and their properties can be found in [27, 34] .
Let (X, · ) be a separable Banach space, and denote
A multi-valued map G : X → P(X) has convex (closed) values if G(x) is convex (closed) for all x ∈ X. G is bounded on bounded sets if G(B) = ∪ x∈B G(x) is bounded in X for any bounded set B of X (i.e. sup x∈B {sup{|u| : u ∈ G(x)}} < +∞).
The map G is upper semi-continuous (u.s.c.) on X if for each x 0 ∈ X the set G(x 0 ) is a nonempty, closed subset of X, and if, for each open set N of X containing G(x 0 ), there exists an open neighborhood
Likewise, G is lower semi-continuous (l.s.c.) if G : X → P(X) be a multi-valued operator with nonempty closed values, and if, the set {x ∈ X :
G is completely continuous if G(B) is relatively compact for every bounded subset B ⊆ X. If the multi-valued map G is completely continuous with nonempty compact values, then G is u.s.c. if and only if G has a closed graph (i.e. x n → x * , y n → y * , y n ∈ G(x n ) imply y * ∈ G(x * )).
We say that G has a fixed point if there exists x ∈ X such that x ∈ G(x). A multi-valued map G : J → P cl (X) is said to be measurable if for each x ∈ X the function
where X stands for the characteristic function.
, for all u ≤ q and for almost all t ∈ J.
For any u ∈ C([0, 1], R), we define the set
This is known as the set of selection functions. For the sake of convenience, we introduce the following notations.
, · · · , m and and let u k be the restriction of a function u to J k .
Obviously, P C(J) is a Banach space with the norm u P C = max{ u P C k : k = 1, 2, · · · , m}, where
e. on J, and the condition (1.2) , (1.3) and (1.4) .
, and l is a nonnegative integer. 1 < α ≤ 2, 0 < β < α − 1, A, B are real numbers. Then u is the unique solution of the boundary value problem
1)
if and only if
where Proof. Suppose that u is a solution of (2.1), we have
Hence, we obtain
Repeating the process in this way, one has
By (2.5), (2.6) and the boundary condition
we can obtain −c 0 = A. On the other hand, by (2.7), we have 
By (2.8), (2.9) and the boundary condition u(1)
(2.10)
In sum, we get (2.2) and (2.3). Conversely, we assume that u is a solution of the integral equation (2.2) and (2.3). In view of the relations
Moreover, it can easily be shown that
The proof is completed.
3 Existence results
Convex case
In this subsection, by means of Bohnenblust-Karlin's fixed point theorem, we present a existence result for the problem (1.1)-(1.4) with convex-valued right-hand side. For this, we give some useful lemmas.
Lemma 3.1. (see [29] ) Let X be a Banach space. Let F : J × X → P cp,cv (X) be an L 1 -Carathédory multi-valued map, and let Θ be a linear continuous mapping from L 1 (J, X) to C(J, X). Then the operator
is a closed graph operator in C(J, X) × C(J, X). 
Then the set of solutions for Problem (1.1)-(1.4) is nonempty and compact.
Proof. We can transform the problem into a fixed point problem. The proof consists of three parts, with the first part involving multiple steps. Part 1. Define
where
Next we shall show that N 0 satisfies all the assumptions of Lemma 3.2, and thus N 0 has a fixed point. For the sake of convenience, we subdivide this part into several steps.
Step 1.
Let 0 ≤ λ ≤ 1. Then for each t ∈ J 0 , we have
Since S F,u is convex (because F has convex values), we obtain [
Step 2. For each constant r > 0, let B r = {u ∈ P C(J 0 ) : u P C0 ≤ r}. Then B r is a bounded closed convex set in P C(J 0 ). We claim that there exists a positive number R 0 such that N 0 (B R0 ) ⊆ B R0 .
Let u ∈ P C(J 0 ) and h ∈ N 0 (u). Thus there exists v ∈ S F,u such that
And so 
which together with (3.2) imply that
We have shown that N 0 (B R0 ) ⊆ B R0 .
Step 3.
As a consequence of Steps 1-3 together with the Ascoli-Arzela theorem, we can conclude that N 0 is compact valued map.
Step 4. N 0 has closed graph. Let h n ∈ N 0 (u n ), and h n → h * , u n → u * as n → ∞. We will prove that
We must show that there exists v * ∈ S F,u * such that for each t ∈ J 0 ,
Consider the continuous linear operator
Clearly, by the continuity of
From Lemma 3.1 it follows that Θ • S F,u is a closed graph operator. Moreover, we have
Since u n → u * , Lemma 3.1 implies that (3.3) hold for some v * ∈ S F,u * .
Therefore, N 0 are compact multi-valued map, u.s.c., with convex closed values. As a consequence of Lemma 3.2, we deduce that N 0 has a fixed point u * ,0 .
We claim that there exists a positive number
Let u ∈ P C(J 1 ) and h ∈ N 1 (u). Thus there exists v ∈ S F,u such that
Noticing u * ,0 ≤ R 0 , we have 
which together with (3.6) imply that
Similarly, we conclude that N 1 (B R1 ) is equi-continuous on J 1 . As a consequence of Lemma 3.2, we deduce that N 1 has a fixed point u * ,1 . Part 3. Continue this process. We can define, for k = 2, 3, · · · , m − 1,
and 9) and v ∈ S F,u , v i ∈ S F,u * ,i , i = 1, 2, · · · , m − 1. Then we can similarly prove that N k (k = 2, 3, · · · , m) possesses also a fixed point u * ,k . The solution u of Problem (1.1)-(1.4) can be then defined by
Using the fact that F (·, ·) ∈ P cv,cp (R), F (t, ·) is u.s.c. and Mazur's lemma, by Ascoli's theorem, we can prove that the solution set of Problem (1.1)-(1.4) is compact.
Nonconvex case
In this subsection we present two existence results for the problem (1.1)-(1.4) with nonconvex-valued right-hand side. Let (X, d) be a metric space induced from the normed space (X, · ). Consider
is a metric space and (P cl (X), H d ) is a generalized (complete) metric space (see [32] ). Let us introduce the following hypotheses: F (t, 0) ) is integrable bounded. (B2) There exist a function p ∈ L 1 (J, R) such that for a.e. t ∈ J and all u, v ∈ R, Proof. The proof will be given in several steps.
Step 1. Let N 0 be defined as (3.1) in the proof of Theorem 3.1. We show that N 0 satisfies the assumptions of Lemma 3.4.
Firstly, N 0 (u) ∈ P cl (P C(J 0 )) for each u ∈ P C(J 0 ). In fact, let {u n } n≥1 ⊂ N 0 (u) such that u n →ũ. Then there exists x n ∈ S F,u such that
Then {x n } is integrably bounded. Since F (·, ·) has closed values, let ω(·) ∈ F (·, 0) be such that |ω(t)| = H d (0, F (t, 0)). From (B1) we infer that for a.e. t ∈ J 0 ,
that is,
Since B(0, 1) is compact in R, there exists a subsequence still denoted {x n } which converges to x. Then the Lebesgue dominated convergence theorem implies that, as n → ∞,
proving thatũ ∈ N 0 (u).
Secondly, there exists γ < 1 such that H d (N 0 (u), N 0 (ū)) ≤ γ u −ū P C0 , for each u,ū ∈ P C(J 0 ). Let u,ū ∈ P C(J 0 ) and h ∈ N 0 (u). Then there exists x(t) ∈ F (t, u(t)), such that for each t ∈ J 0
From (B1) it follows that
Hence there is y ∈ F (t, u), such that
Since the multi-valued operator U 0 (t) = U 0 (t) ∩ F (t,ū(t)) is measurable (see [11, Proposition III.4] ), there exists a functionx(t), which is a measurable selection for U 0 . Sox(t) ∈ F (t,ū(t)) and
We can define for each t ∈ J 0
Therefore,
By an analogous relation, obtained by interchanging the roles of u andū, it follows that
So, N 0 is a contraction. By Lemma 3.4, N 0 has a fixed point u * ,0 .
Step 2. Define N 1 (u) as (3.4) in the proof of Theorem 3.1. We can prove that N 1 (u) satisfies also the assumptions of Lemma 3.4. So N 1 has a fixed point u * ,1 .
Continue this process. We can define N k (u)(k = 2, 3, · · · , m) as (3.7) (3.8) and similarly prove that N k (k = 2, 3, · · · , m) possesses also a fixed point u * ,k . Then Problem (1.1)-(1.4) has a solution u defined by 
] × R → P(R) be a multi-valued map with nonempty compact values. We say F is of lower semi-continuous type (l.s.c. type) if its associated Niemytzki operator F is lower semicontinuous and has nonempty closed and decomposable values.
Next, we introduce a selection theorem due to Bressan and Colombo and a crucial lemma.
Theorem 3.3 ([5]). Let Y be a separable metric space and let
N : Y → P(L 1 ([0, 1
], R)) be a multi-valued operator which has property (BC). Then N has a continuous selection, i.e. there exists a continuous function (single-valued
)g : Y → L 1 ([0, 1], R) such thatg(y) ∈ N (y) for every y ∈ Y .
Lemma 3.5 ([13, 19]). Let F : J × R → P cp (R) be an integrably bounded multi-valued function satisfying, in addition to (A2), (B5) The function
F : J × R → P cp (R) is such that (a) (t, u) → F (t, u) is L ⊗ B measurable (b) u → F (t, u) is lower semi-continuous for a.e. t ∈ J.
Then F is of lower semi-continuous type.
Now, we present another existence result for the problem (1.1)-(1.4) in the spirit of the nonlinear alternative of Leray-Schauder type [24] for single-valued maps, combined with a selection theorem due to Bressan and Colombo [5] for lower semi-continuous multi-valued maps with decomposable values.
Theorem 3.4. Assume that (A2), (A3) and (B5) hold, Then Problem (1.1)-(1.4) has at least one solution.
Proof. From Lemma 3.5 and Theorem 3.3, there exists a continuous function f : P C(J) → L 1 (J, R), such that f (u)(t) ∈ F(u), for each u ∈ P C(J) and a.e. t ∈ J.
Consider the following impulsive fractional differential equation
(3.10)
Clearly, if u ∈ P C(J) is a solution of Problem (3.10), then u is a solution to Problem (1.1)-(1.4). Problem (3.10) is then reformulated by Lemma 2.1 as a fixed point problem for some single-valued operators. The remainder of the proof will be given in several steps.
Step 1. Define the single-valued operatorṄ 0 : P C(J 0 ) → P C(J 0 ) bẏ
Next, we will show that allṄ 0 have a fixed point u * ,0 .
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Firstly,Ṅ 0 is completely continuous. Indeed, from the continuity of f,Ī 1 , the Lebesgue dominated convergence theorem and α − 1 > 0, α − β − 1 ≥ 0, we haveṄ 0 is continuous. As in Theorem 3.1, we can similarly show thatṄ 0 is completely continuous on any bounded subset.
Secondly, we show that there exists an open set S 0 ⊂ P C(J 0 ) with no u = λṄ 0 (u) for any λ ∈ (0, 1) and u ∈ ∂S 0 .
Let u ∈ P C(J 0 ) and u = λṄ 0 (u) for some 0 < λ < 1. Thus for each t ∈ J 0 , we have 
which together with (3.11) imply that
From the choice of S 0 , there is no u ∈ ∂S 0 such that u = λṄ 0 (u) for some λ ∈ (0, 1). As a consequence of the nonlinear alternative of Leray-Schauder type [24] , we deduce thatṄ 0 has a fixed point u * ,0 in S 0 .
Step 2. Define the single-valued operatorṄ 1 : P C(J 1 ) → P C(J 1 ) bẏ
Similarly,Ṅ 1 is completely continuous on any bounded subset. Let u ∈ P C(J 1 ) and u = λṄ 1 (u) for some 0 < λ < 1. Thus, we have
(3.12)
As in Step 1, there exists a sufficiently large number R 1 > 0, such that N 1 (u) P C1 < R 1 −1, when u P C1 ≤ R 1 . Set
From the choice of S 1 , there is no u ∈ ∂S 1 such that u = λṄ 1 (u) for some λ ∈ (0, 1). As a consequence of the nonlinear alternative of Leray-Schauder type [24] , we deduce thatṄ 1 has a fixed point u * ,1 in S 1 .
Step 3. We continue this process. Definė
By a similar argument to the one above, we can prove that allṄ k (k = 2, 3, · · · , m) have a fixed point u * ,k . Then Problem (1.1)-(1.4) has a solution u defined by
Filippov's Theorem
In this section, we will present a Filippov's result for the Problem (1.1)-(1.4). For this, we list some lemmas.
Lemma 4.1. [12] Consider an l.s.c. multi-valued map G : S → D and assume that φ : S → L 1 (J, R n ) and ψ : S → L 1 (J, R + ) are continuous maps, and for every s ∈ S, the set 
LetĀ,B ∈ R, and a continuous mapping g(·) : P C(J) → L 1 (J, R). Let x ∈ P C(J), be a solution of the impulsive differential problem with fractional order:
3)
By Lemma 2.1, x should satisfy (2.2) and (2.3) with respect to v(s) = g(x)(s)) and A, B submitted bȳ A,B.
Our main result in this section is contained in the following theorem.
Theorem 4.1. Assume that, in addition to (B2), (B3), (B4), (B5), the following also holds: (H1) There exist a function
γ ∈ L 1 (J, R + ) such that d(g(x)(t), F (t, x(t))) < γ(t) a.e. t ∈ J, where x ∈ P C(J) is a
solution of the impulsive differential problem (4.1)-(4.4). Then problem (1.1)-(1.4) has at least one solution u satisfying the estimates
Proof. The proof will be given in four steps.
Step 1. We construct a sequence of functions {u n : n ∈ N} which will be shown to converge to some solution u * ,0 , which is a fixed point of multi-valued operator N 0 defined by (3.1).
Let f 0 (u 0 )(t) = g(x)(t)) and R) ) be given by
Since t → F (t, u(t)) is measurable multifunction, and from Lemma 4.2, there exists a function v 1 which is a measurable selection of F (t, u(t)), such that for a.e. t ∈ J 0 ,
Then v 1 ∈G 1 (u) = ∅. By Lemma 3.5, F is of lower semi-continuous type. Then u → G 1 (u) is l.s.c., and has decomposable values. So u →G 1 (u) is l.s.c. with decomposable values from P C(J 0 ) into P(P C(J 0 )). Then from Lemma 4.1 and Theorem 3.3, there exists a continuous function
has a fixed point which we denote by u 1 . Then
For every t ∈ J 0 , we have
Thus,
Since t → F (t, u(t)) is measurable multifunction, and from Lemma 4.2, there exists a function v 2 which is a measurable selection of F (t, u(t)), such that for a.e. t ∈ J 0 , 
for all u ∈ P C(J 0 ). From Theorem 3.4, the single-valued operatorÑ 0 defined byÑ
has a fixed point which we denote by u 2 . Then
Arguing as we did forG 2 , we can show thatG 3 is an l.s.c. with nonempty decomposable values. So there exists a continuous selection f 3 (u) ∈G 3 (u) for all u ∈ P C(J 0 ). From Theorem 3.4, the single-valued operatorÑ 0 defined bỹ
has a fixed point which we denote by u 3 . Then
Repeating the process, we can arrive at the bound
By induction, suppose that (4.8) holds for some n. Let
Since againG n+1 is an l.s.c. type multifunction, there exists a continuous function f n+1 (u) ∈G n+1 (u) which allows us to define
Therefore, we have
Hence, (4.8) holds for all n ∈ N. And so, by (B4), {u n } is a Cauchy sequence in P C(J 0 ), converging uniformly to a function u * ,0 ∈ P C(J 0 ). Moreover, from the definition ofG n , n ∈ N, we have, for a.e.
Therefore, for almost every t ∈ J 0 , {f n (u n )(t) : n ∈ N} is also a Cauchy sequence in R and converges almost everywhere to some measurable function f (·) in R. Moreover, since f 0 = g, we have From (4.11) and the Lebesgue dominated convergence theorem, we conclude that f n (u n ) converges to f (u * ,0 ) in L 1 (J 0 , R). Passing to the limit in (4.9), the function
is a fixed point of multi-valued operator N 0 defined by (3.1). Next, we give estimate for x − u * ,0 P C0 . We have
As n → ∞, we arrive at
Step 2. Let f 0 (u 0 ) = g and set
where v 0 (t) ∈ F (t, u * ,0 (t)) for a.e. t ∈ J 1 and
As in Step 1, let the multi-valued map R) ) be given by R) ) be defined bỹ
Then there exists a continuous selection f 1 (u) ∈G 1 (u) for all u ∈ P C 1 . Define
α−1 v 0 (s)ds +Ĩ 1,A,B (u 1 ), t ∈ J 1 .
Next define G 2 : P C 1 → P(L 1 (J 1 , R) ) by G 2 (u) = {v ∈ L 1 (J 1 , R) : v(t) ∈ F (t, u(t)), a.e. t ∈ J 1 }.
andG 2 (u) = {v ∈ G 2 (u) : |v(t) − f 1 (u 1 )(t)| < p(t)|u(t) − u 1 (t)| + p(t)|u 0 (t) − u 1 (t)|}.
It has a continuous selection f 2 (u) ∈G 2 (u) for all u ∈ P C(J 1 ). Repeating the process of selection as in
Step 1, we can define by induction a sequence of multi-valued maps G n+1 (u) = {v ∈ G n+1 (u) : |v(t) − f n (u n )(t)| < p(t)|u(t) − u n (t)| + p(t)|u n (t) − u n−1 (t)|}.
Since againG n+1 is an l.s.c. type multifunction, there exists a continuous function f n+1 (u) ∈G n+1 (u) which allows us to define u n+1 (t) = Then, we have constructed a sequence of functions {u n : n ∈ N}. As in Step 1, we can show that {u n } is a Cauchy sequence converging uniformly to some u * ,1 ∈ P C 1 a fixed point of multi-valued operator N 1 defined by (3.4) and that f n (u n ) converges to f (u * ,1 ) in L 1 (J 1 , R). Moreover, Step 3. Continuing this process, we can arrive at the functions f (u * ,k ) ∈ L 1 (J k , R), u * ,k ∈ P C(J k )(k = 2, 3, · · · , m). And here u * ,k is a fixed point of multi-valued operator N k defined by (3.7) and (3.8), respectively. Similarly, the following estimates are easily obtained Step 4. Summarizing, we deduce that a solution u of Problem (1.1)-(1.4) can be defined as where f (u)(t) = f (u * ,k )(t), t ∈ J k , k = 0, 1, · · · , m. From Step 1 to 3, we have that The inequalities (4.22), (4.23) and (4.24) imply that the estimate (4.6) valid. The proof is completed.
