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Existence et unicité globale pour le système de
Navier-Stokes axisymétrique anisotrope
Hammadi Abidi ∗ et Marius Paicu †
Abstract : We study in this paper the axisymmetric 3-D Navier-Stokes system where
the horizontal viscosity is zero. We prove the existence of a unique global solution to the
system with initial data of Yudovitch type.
Résumé : Nous étudions dans ce papier le système de Navier-Stokes 3-D axisymétrique
avec viscosité horizontale nulle. Nous allons prouver que le système est globalement bien
posé pour des données de type Yudovitch.
AMS Subject Classifications : 35Q30 (35Q35 76D03 76D05 76D09)
Keywords : Navier-Stokes anisotrope ; Existence globale ; Unicité.
1 Introduction
L’écoulement tridimensionnel d’un fluide homogène visqueux incompressible est régi
par les équations de Navier-Stokes que nous rappelons ici :
(NS)


∂tu+ (u · ∇)u− νh(∂2x + ∂2y)u− νv∂2zu = −∇p
div u = 0
u|t=0 = u0.
Ci-dessus νh (resp. νv) représente la viscosité horizontale (resp. verticale), la vitesse
u est un champ de vecteurs inconnu dépendant du temps t et de la variable d’espace
x ∈ R3 et ∇p correspond au gradient de la pression et peut être interprété comme le
multiplicateur de Lagrange associé à la contrainte d’incompressibilité div u = 0.
Dans le cas ou les coefficients de viscosité νh et νv sont strictement positives, on
sait que le système (NS) admet une solution globale dans l’espace d’énergie L2 d’après
les travaux de J. Leray [13]. Ensuite dans les années soixante H. Fujita et T. Kato [9]
ont démontré, par des techniques de semi-groupe que (NS) est localement bien posé
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pour des données initiales dans l’espace de Sobolev homogène H˙
1
2 . L’existence globale
est établie pour des données petites devant inf{νh, νv}. D’autres résultats semblables
ont été prouvés dans des espaces fonctionnels qui sont tous invariants par changement
d’échelle de l’équation considérée (voir par exemple [4] et [11]).
Dans le cas ou νh > 0 et νv = 0 le système (NSh) a été étudiée pour la pre-
mière fois par J.-Y. Chemin et al. [5]. Plus exactement ont démontré l’existence lo-
cale en temps d’une solution, lorsque la donnée initiale est dans l’espace de Sobolev
anisotrope H0,
1
2
+, avec H0,s =
{
u ∈ L2 ∣∣ (∫
R2
‖u(x, y, ·)‖2Hs(R)dxdy)
1
2 < ∞}. L’exis-
tence globale est établie pour des données petites devant la viscosité νh. Par contre
l’unicité a été prouvé pour des données dans H0,
3
2
+. Notons que l’unicité dans le cas
où la donnée u0 ∈ H0, 12+ a été obtenue par D. Iftimie [10]. Ensuite M. Paicu [14], a
démontré que le système (NSh) est localement bien posé dans l’espace de Besov ani-
sotrope B0,
1
2 =
{
u ∈ S ′∣∣∑
q∈Z
(
∫
2q−1≤|z|≤2q
|z|‖Fu(·, ·, z)‖2L2(R2)dz)
1
2 <∞}, l’existence glo-
bale a été prouvé pour des données petites devant νh. Récemment J.-Y. Chemin et P.
Zhang [6] ont obtenu un résultat similaire en travaillant dans un espace de Besov ani-
sotrope d’indice négatif.
Dans la suite, on suppose que le fluide est uniquement verticalement visqueux, c’est-
à-dire, que νh = 0 et νv > 0. Dans cette partie on ne s’intéressera pas à la dépendance par
rapport à la viscosité νv des quantités à mesurer, et l’on supposera donc pour simplifier
que νv = 1. Dans ce cas le système devient :
(NSv)


∂tu+ (u · ∇)u− ∂2zu = −∇p
div u = 0
u|t=0 = u0.
Rappelons que dans le cas ou νh > 0 et νv = 0, la condition d’incompressibilité, c’est-à-
dire, ∂xu
1+∂yu
2+∂zu
3 = 0, a permis aux auteurs de prouver un effet régularisant pour
la troisième composante u3 à partir du laplacien horizontal. Par contre dans notre cas
on a un seul effet régularisant qui rend l’étude du système très difficile. Pour cela on
s’intéresse à des solutions particulières, plus exactement des solutions axisymétriques,
puisque dans se cas, on a div u = ∂ru
r+ u
r
r
+ ∂zu
z = 0. Avant de donner plus de détails,
il convient de préciser ce que nous entendons par données et solutions axisymétriques.
Définition 1.1. On dit qu’un champ de vecteurs u est axisymétrique si et seulement si
il possède une symétrie cylindrique de réflexion, c’est-à-dire,
u = ur(r, z)er + u
z(r, z)ez
où
(
er, eθ, ez
)
est la base cylindrique.
Une fonction scalaire est dite axisymétrique si elle ne dépend pas de la variable angulaire
θ.
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Le système de Navier-Stokes classique (dans le cas νh = νv > 0) a déjà été étudié
par plusieurs auteurs, le premiers résultats étant dues à M. Ukhovskii et V. Youdovitch
[17] et O. A. Ladyzhenskaya [12].
Dans ce cas la vorticité de u que est définie par ω := ∇× u, admet dans le repère
cylindrique une seule composante portée par eθ :
ω = ωθeθ avec ω
θ = ∂zu
r − ∂ruz
et qui vérifie l’équation suivante :
∂tω + (u
r∂r + u
z∂z)ω − u
r
r
ω − ∂2zω = 0,
et par suite ω/r vérifie l’équation de trasport-diffusion :
∂t
ω
r
+ (ur∂r + u
z∂z)
ω
r
− ∂2z
ω
r
= 0.
Il est alors possible de montrer par une méthode d’énergie que pour tout p ∈ [1,∞]
(resp. p ∈]1, 2]) la norme de ω/r (resp. r−1∂zω) dans Lp (resp. L2t (Lp)) est contrôlée par
celle de ω0/r. D’après la loi de Biot-Savart, on démontre (voir Proposition 3.1) que
|u
r
r
| . 1| · | ⋆ |r
−1∂zω|.
Ainsi la condition d’incompressibilité nous permet de contrôler ∂ru
r puisque ∂ru
r =
−ur
r
− ∂zuz. Notre résultat principal est le suivant (concernant la définition de l’espace
de Lorentz voir la section suivante) :
Théorème 1.1. Soit ω0 ∈ L 32 ,1(R3) tel que ω0r ∈ L
3
2
,1(R3). Soit u0 le champ de vecteurs
avec div u0 = 0 et ω0 = ∇× u0 donné par la loi de Biot-Savart :
u0(X) =
1
4π
∫
R3
(X − Y )× ω0(Y )
|X − Y |3 dY.
Alors le système (NSv) admet une solution globale u tel que la la vorticité ω satisfait
ω ∈ L∞loc
(
R+; L
3
2
,1(R3)
)
, ∂zω ∈ L2loc
(
R+; L
3
2
,1(R3)
)
ω
r
∈ L∞loc
(
R+; L
3
2
,1(R3)
)
, ∂z
ω
r
∈ L2loc
(
R+; L
3
2
,1(R3)
)
.
De plus pour tout t ≥ 0, on a
‖ω(t)‖
L
3
2 ,1
+ ‖∂zω‖L2t (L 32 ,1) ≤ C‖ω0‖L 32 ,1 exp
(
Ct
1
2‖r−1ω0‖L 32 ,1
)
et
‖r−1ω(t)‖
L
3
2 ,1
+ ‖r−1∂zω‖L2t (L 32 ,1) ≤ C‖r
−1ω0‖L 32 ,1 .
En outre, cette solution est unique si de plus ∂rω0 ∈ L 32 ,1.
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Remarque 1.1. Rappelons que pour des données initiales de type Yudovitch R. Dan-
chin [7] à démontre que le système d’Euler axisymétrique est globalement bien pose. Plus
exactement il démontre que le système est globalement bien posé lorsque ω0 ∈ L3,1 ∩L∞
et ω0/r ∈ L3,1. Récemment H. Abidi et al. [2] ont montré que le système d’Euler axi-
symétrique est globalement bien pose dans des espace critiques plus précisément lorsque
u0 ∈ B
3
p
+1
p,1 pour p ∈ [1,∞] et ω0/r ∈ L3,1.
Remarque 1.2. On note aussi quand obtient un résultat similaire que H. Abidi [1]. En
effet, dans cet article, l’auteur démontre que le système de Navier-Stokes axisymétrique
(i.e, νh = νv > 0) est globalement bien posé lorsque la donnée initiale vérifie u0 ∈
W 2,p(R3) pour 1 < p < 2.
Nous pouvons obtenir l’existence des solutions pour des données initiales de régula-
rité encore plus faible. L’unicité en revanche semble être beaucoup plus difficile à obtenir
avec cette régularité très faible. Nous avons le résultat suivant.
Théorème 1.2. Soit ω0 ∈ L 65 ∩L 65+,1(R3) tel que ω0r ∈ L
6
5 ∩L 65+,1(R3). Soit u0 le champ
de vecteurs avec div u0 = 0 et ω0 = ∇ × u0 donné par la loi de Biot-Savart. Alors le
système (NSv) admet une solution globale u tel que la la vorticité ω satisfait
(
ω,
ω
r
) ∈ L∞loc(R+; L 65 ∩ L 65+,1(R3)), (∂zω, ∂zωr
) ∈ L2loc(R+; L 65 ∩ L 65+,1(R3)).
2 Notation et préliminaires
On dit que A . B s’il existe une constante C strictement positive telle que A ≤ CB.
La notation C désigne une constante générique qui peut changer d’une ligne à une autre.
Soient X un espace de Banach et p ∈ [1,∞], on désigne par Lp(0, T ; X) l’ensemble des
fonctions f mesurables sur (0, T ) à valeurs dans X, telles que t 7−→ ‖f(t)‖X appartient à
Lp(0, T ). On note C([0, T ); X) l’espace des fonctions continues de [0, T ) à valeurs dans
X, Cb([0, T ); X)
de´f
= C([0, T ); X) ∩ L∞(0, T ; X). Enfin on désigne par p′ l’exposant
conjugué de p défini par 1
p
+ 1
p′
= 1.
Avant d’introduire la définition de l’espace de Lorentz, on commence par rappel la
réarrangement d’une fonction. Soit f une fonction mesurable, on définit son réarrange-
ment f ∗ : R+ → R+ par la formule
f ∗(λ) := inf
{
s ≥ 0; ∣∣{x/ |f(x)| > s}∣∣ ≤ λ}.
Définition 2.1. (espace de Lorentz) Soient f une fonction mesurable et 1 ≤ p, q ≤ ∞.
Alors f appartient a l’espace de Lorentz Lp,q si
‖f‖Lp,q de´f=


(∫∞
0
(t
1
pf ∗(t))q dt
t
) 1
q
<∞ si q <∞
sup
t>0
t
1
pf ∗(t) <∞ si q =∞.
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Nous pouvons également définir les espaces de Lorentz comme interpolation réelle
des espaces de Lebesgue :
Lp,q := (Lp0 , Lp1)(θ,q),
avec 1 ≤ p0 < p < p1 ≤ ∞, 0 < θ < 1 satisfait 1p = 1−θp0 + θp1 et 1 ≤ q ≤ ∞, muni de la
norme
‖f‖Lp,q :=
( ∫ ∞
0
(
t−θK(t, f)
)q dt
t
) 1
q
avec
K(f, t) := inf
f=f0+f1
{‖f0‖Lp0 + t‖f1‖Lp1 ∣∣ f0 ∈ Lp0 , f1 ∈ Lp1}.
L’espace de Lorentz vérifie les propriétés suivantes (pour plus de détails voir [15]) :
Proposition 2.1. Soient f ∈ Lp1,q1, g ∈ Lp2,q2 et 1 ≤ p, q, pj, qj ≤ ∞, pour 1 ≤ j ≤ 2.
– Si 1
p
= 1
p1
+ 1
p2
et 1
q
= 1
q1
+ 1
q2
, alors
‖fg‖Lp,q . ‖f‖Lp1,q1‖g‖Lp2,q2 .
– Si 1 < p <∞, 1
p
+ 1 = 1
p1
+ 1
p2
et 1
q
= 1
q1
+ 1
q2
, alors
‖f ∗ g‖Lp,q . ‖f‖Lp1,q1‖g‖Lp2,q2 ,
pour p =∞, et 1
q1
+ 1
q2
= 1, alors
‖f ∗ g‖L∞ . ‖f‖Lp1,q1‖g‖Lp2,q2 .
– Pour 1 ≤ p ≤ ∞ et 1 ≤ q1 ≤ q2 ≤ ∞, on a
Lp,q1 →֒ Lp,q2 et Lp,p = Lp.
Dans le repère cylindrique ω = ∇× u admet une seule composante portée par eθ et
dans le repère cartésienne deux composantes :
ω = (ω1, ω2, 0)
avec ω1 = ∂yu
3 − ∂zu2 et ω2 = ∂zu1 − ∂xu3, uj pour 1 ≤ j ≤ 3 les composantes de u
dans la base cartésienne et (x, y, z) les variables dans cette base. Le fait que uθ = 0,
alors dans le repère cylindrique, on a :
u · ∇ = ur∂r + uz∂z ,
div u = ∂ru
r +
ur
r
+ ∂zu
z
et ur = ωθ = 0 sur la droite r = 0.
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Le dernier point on peut le déduire du fait que uθ = 0 : en effet, comme
uθ = u · eθ
ainsi
− yu1 + xu2 = 0. (2.1)
Et par suite u1 = 0 (resp. u2 = 0) sur le plan x = 0 (resp. y = 0). Pour ωθ, on utilise le
fait que ω est portée par eθ, ce qui implique
xω1 + yω2 = 0,
et par suite ω1 (resp. ω2) est nulle sur le plan x = 0 (resp. y = 0). D’où le résultat.
Rappelons que si u est solution de (NSv), alors ω vérifie l’équation suivante
∂tω + (u
r∂r + u
z∂z)ω − u
r
r
ω − ∂2zω = 0,
mais comme uθ = 0, alors
∂tω + (u · ∇)ω − u
r
r
ω − ∂2zω = 0. (2.2)
Autrement dit, dans le cas axisymétrique, (NSv) se ramène à un problème d’évolution
bidimensionnel. Rappelons qu’en dimension 2, ω = ∂xu
2 − ∂yu1, vérifie l’équation de
transport-diffusion suivante :
∂tω + (u · ∇)ω − ∂2zω = 0.
En dimension 3 dans le cas axisymétrique ω
r
joue un rôle similaire puisque
∂t
ω
r
+ (u · ∇)ω
r
− ∂2z
ω
r
= 0. (2.3)
3 Démonstration du théorème 1.1
3.1 Estimations a priori
D’après l’équation (2.3) et la loi de Biot-Savart, on peut contrôler des quantités très
importantes, qui nous permet de démontrer l’existence globale. Plus exactement, on a
la proposition suivante.
Proposition 3.1. Soient (p, q, λ) ∈ [1,∞]3, alors on a les inégalités suivantes :
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– Si 3
2
≤ p <∞ tel que 1
q
= 1
3
+ 1
p
, alors
‖u‖Lp,λ . ‖ω‖Lq,λ, ‖
ur
r
‖Lp,λ . ‖
ω
r
‖Lq,λ , ‖∂zur‖Lp,λ . ‖∂zω‖Lq,λ,
‖∂zuz‖Lp,λ . ‖∂zω‖Lq,λ et ‖∂zuz‖Lp,λ + ‖∂ruz‖Lp,λ . ‖∂rω‖Lq,λ + ‖
ω
r
‖Lq,λ .
– Si 3 ≤ p <∞ tel que 1
q
= 2
3
+ 1
p
, alors
‖ur‖Lp,λ . ‖∂zω‖Lq,λ, ‖
ur
r
‖Lp,λ . ‖∂z
ω
r
‖Lq,λ
‖uz‖Lp,λ . ‖∂rω‖Lq,λ + ‖
ω
r
‖Lq,λ , ‖∂zuz‖Lp,λ . ‖∂z∂rω‖Lq,λ + ‖∂z
ω
r
‖Lq,λ
et
‖∂rur‖Lp,λ . ‖∂z∂rω‖Lq,λ + ‖∂z
ω
r
‖Lq,λ .
– Dans le cas limite, c’est-à-dire, p =∞
‖u‖L∞ . ‖ω‖L3,1, ‖ur‖L∞ . ‖∂zω‖L 32 ,1 , ‖
ur
r
‖L∞ . ‖∂zω
r
‖
L
3
2 ,1
‖uz‖L∞ . ‖∂rω‖L 32 ,1 + ‖
ω
r
‖
L
3
2 ,1
, ‖∂zuz‖L∞ . ‖∂z∂rω‖L 32 ,1 + ‖∂z
ω
r
‖
L
3
2 ,1
et
‖∂rur‖L∞ . ‖∂z∂rω‖L 32 ,1 + ‖∂z
ω
r
‖
L
3
2 ,1
.
Démonstration. D’après la loi de Biot-Savart, on a
u(X) =
1
4π
∫
R3
X −X ′
|X −X ′|3 × ω(X
′)dX ′, (3.1)
avec X = (x, y, z) et X ′ = (x′, y′, z′), et par suite
|u| . 1| · |2 ⋆ |ω|,
or par définition de l’espace de Lorentz (définition 2.1), on a
1
|X|2 ∈ L
3
2
,∞(R3)
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ainsi grâce à la Proposition 2.1, on en déduit
‖u‖Lp,λ . ‖ω‖
L
3p
3+p ,λ
pour 3
2
≤ p <∞ et ‖u‖L∞ . ‖ω‖L3,1.
D’après l’égalité (3.1), on a
u1(x) = − 1
4π
∫
R3
z − z′
|X −X ′|3 ω
2(X ′)dX ′
et
u2 =
1
4π
∫
R3
z − z′
|X −X ′|3 ω
1(X ′)dX ′
avec ω1(X ′) = − sin θ′ ωθ(X ′) et ω2(X ′) = cos θ′ ωθ(X ′). Ainsi
ur(X) = cos θ u1(X) + sin θ u2(X)
=
1
4π
∫
R3
z − z′
|X −X ′|3
{− cos θ cos θ′ − sin θ sin θ′}ωθ(X ′)dX ′
où l’on désigne par (r, θ, z) les variables dans le repère cylindrique, rappelons que dans
ce repère X = (r cos θ, r sin θ, z) et X ′ = (r′ cos θ′, r′ sin θ′, z′). Et par suite
ur(X) = − 1
4π
∫
R3
z − z′
|X −X ′|3
{
cos θ sin θ′ + sin θ cos θ′
}
ωθ(X ′)dX ′
= − 1
4π
∫
R3
z − z′
|X −X ′|3 cos(θ − θ
′)ωθ(r′, z′)r′dr′dθ′dz′,
or
z − z′
|X −X ′|3 = ∂z′
1
|X −X ′| ,
ainsi par intégration par parties, on trouve
ur(X) =
1
4π
∫
R3
1
|X −X ′| cos(θ − θ
′)∂z′ωθ(r′, z′)r′dr′dθ′dz′.
Mais comme ur ne dépend pas de θ (X=(r,0,z)), alors
ur(t, r, z) =
1
4π
∫
R3
1
|X −X ′| cos θ
′∂z′ωθ(t, r′, z′)r′dr′dθ′dz′, (3.2)
ce qui implique que
|ur| . 1| · | ⋆ |∂z′ω|.
Or par définition de l’espace de Lorentz, on a
1
|X| ∈ L
3,∞(R3)
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ainsi grâce à la Proposition 2.1, on obtient l’inégalité souhaitée. Pour la deuxième in-
égalité de la proposition, grâce a l’égalité (3.2), on a
|∂zur| . 1| · |2 ⋆ |∂z′ω|,
en conséquence la Proposition 2.1, donne l’inégalité désirée. Pour u
r
r
, on utilise l’identité
(3.2) et on suit les mêmes calculs de [16], on trouve
ur(t, r, z) =
1
4π
∫
R+×[0,2pi]×R
cos θ′∂z′ωθ(t, r′, z′)
(r2 + r′2 − 2rr′ cos θ′ + (z − z′)2) 12 r
′dr′dθ′dz′
=
1
4π
∫
R+×[−pi2 ,pi2 ]×R
cos θ′∂z′ωθ(t, r′, z′)
(r2 + r′2 − 2rr′ cos θ′ + (z − z′)2) 12 r
′dr′dθ′dz′
+
1
4π
∫
R+×[pi2 , 3pi2 ]×R
cos θ′∂z′ωθ(t, r′, z′)
(r2 + r′2 − 2rr′ cos θ′ + (z − z′)2) 12 r
′dr′dθ′dz′
pour la deuxième partie, on effectue le changement de variable suivant θ′ → θ′ + π, on
aura
ur(t, r, z) =
1
4π
∫
R+
∫ pi
2
−pi
2
∫
R
cos θ′∂z′ωθ(t, r′, z′)
(r2 + r′2 − 2rr′ cos θ′ + (z − z′)2) 12 r
′dr′dθ′dz′
− 1
4π
∫
R+
∫ pi
2
−pi
2
∫
R
cos θ′∂z′ωθ(t, r′, z′)
(r2 + r′2 + 2rr′ cos θ′ + (z − z′)2) 12
r′dr′dθ′dz′.
(3.3)
Si |X −X ′| ≤ r, on utilise l’égalité (3.2) et le fait que r′ ≤ 2r, on trouve
∣∣∣
∫
|X−X′|≤r
cos θ′∂z′ωθ(t, r′, z′)
|X −X ′| r
′dr′dθ′dz′
∣∣∣ . r
∫
R3
1
|X −X ′|
∣∣∂z′ ω(t, X ′)
r′
∣∣dX ′.
Si |X −X ′| ≥ r, on utilise l’égalité (3.3) et le fait que
∣∣∣(r2 + r′2 + 2rr′ cos θ′ + (z − z′)2)−
1
2 −
(
r2 + r′2 − 2rr′ cos θ′ + (z − z′)2
)− 1
2
∣∣∣
≤ 2r|X −X ′|2 ,
car −pi
2
≤ θ′ ≤ pi
2
. Ainsi dans cette région, on trouve
∣∣∣
∫
|X−X′|≥r
cos θ′∂z′ωθ(t, r′, z′)
|X −X ′| r
′dr′dθ′dz′
∣∣∣ . r
∫
|X−X′|≥r
1
|X −X ′|2 |∂z′ω(t, X
′)|dX ′
. r
∫
|X−X′|≥r
r′
|X −X ′|2
∣∣∂z′ω(t, X ′)
r′
∣∣dX ′,
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après, on utilise le fait que r′ = r′ − r + r et |r′ − r| ≤ |X −X ′|, on obtient
∣∣∣
∫
|X−X′|≥r
cos θ′∂z′ωθ(t, r′, z′)
|X −X ′| r
′dr′dθ′dz′
∣∣∣ . r
∫
R3 |X −X ′|
∣∣∂z′ω(t, X ′)
r′
∣∣.
Donc
|ur(t, X)| . r
∫
R3
1
|X −X ′|
∣∣∂z′ ω(t, X ′)
r′
∣∣dX ′,
aussi on a
|ur(t, X)| . r
∫
R3
1
|X −X ′|2
∣∣ω(t, X ′)
r′
∣∣dX ′.
Pour conclure il suffit d’utiliser les lois de convolutions. Concernant uz d’après la loi de
Biot-Savart, on a
uz(X) =
1
4π
∫
R3
(x− x′)ω2(X ′)− (y − y′)ω1(X ′)
|X −X ′|3 dX
′. (3.4)
Or
x− x′
|X −X ′|3 = ∂x′
1
|X −X ′| et −
y − y′
|X −X ′|3 = −∂y′
1
|X −X ′| ,
alors par intégration par parties, on obtient
uz(X) =
1
4π
∫
R3
∂y′ω
1 − ∂x′ω2
|X −X ′| dX
′.
Mais en coordonnées cylindriques, on a
∂x′ = cos θ
′∂r′ − 1
r′
sin θ′∂θ′ , ∂y′ = sin θ′∂r′ +
1
r′
cos θ′∂θ′ ,
ω1 = − sin θ′ωθ et ω2 = cos θ′ωθ,
et par suite
∂y′ω
1 − ∂x′ω2 = − sin2 θ′∂r′ωθ − 1
r′
cos2 θ′ωθ − ( cos2 θ′∂r′ωθ + 1
r′
sin2 θ′ωθ)
= −∂r′ωθ − ω
θ
r′
,
ainsi
uz(X) = − 1
4π
∫
R3
1
|X −X ′|
(
∂r′ω
θ +
ωθ
r′
)
dX ′. (3.5)
Donc
|uz| . 1| · | ⋆
(|∂r′ω|+ |ω
r′
|),
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de même pour la dérivé par rapport à z, on suit les mêmes calculs et grâce aux égalités
(3.4) et (3.5), on trouve
|∂zuz| .


1
|·|2 ⋆ |∂z′ω|
1
|·|2 ⋆
(|∂r′ω|+ | ωr′ |)
1
|·| ⋆
(|∂z′∂r′ω|+ |∂z′ ωr′ |).
Donc d’après les lois de convolutions, on déduit les inégalités souhaitées. Concernant
∂ru
z, d’après l’égalité (3.5), on a
∂ru
z(X) =
1
4π
∫
R3
r − r′ cos θ′
|X −X ′|3
(
∂r′ω
θ − ω
θ
r′
)
dX ′,
alors
|∂ruz| . 1| · |2 ⋆
(|∂r′ω|+ |ω
r′
|)
car ∣∣r − r′ cos θ′
|X −X ′|
∣∣ ≤ 1.
Enfin pour ∂ru
r, il suffit d’utiliser le fait que
div u = ∂ru
r +
ur
r
+ ∂zu
z = 0.
D’où la proposition.
D’après la Proposition 3.1, on a besoin de contrôlé ω dans l’espace de Lorentz L
3
2
,1,
qui est l’objet de la proposition suivante. Plus exactement on va donner une estimation
de la solution de l’équation transport-diffusion.
Proposition 3.2. Soient 1 < p < 2, 1 ≤ q ≤ ∞, ω0 ∈ Lp,q et u un champ de
vecteurs axisymétrique régulière tels que u
r
r
∈ L1t (L∞) et div u = 0. Soit ω ∈ L∞t (Lp,q)
et ∂zω ∈ L2t (Lp,q) une solution du système suivant
(TDmod)
{
∂tω + (u · ∇)ω − urr ω − ∂2zω = 0
ω|t=0 = ω0.
Alors
‖ω(t)‖Lp,q + ‖∂zω‖L2t (Lp,q) . ‖ω0‖Lp,qe
R t
0
‖ur
r
‖L∞ .
Démonstration. Tout d’abord on va estimer ω dans les espaces de Lebesgue. Soit 1 <
p < ∞, on multiplie l’équation vérifiée par ω par |ω|p−1signω. On obtient après inté-
grations par parties combinées avec le fait que div u = 0
1
p
d
dt
‖ω‖pLp +
4(p− 1)
p2
∥∥∥∂z|ω| p2
∥∥∥2
L2
=
∫
R3
ur
r
|ω|pdx,
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par suite l’inégalité de Hölder plus l’intégration par rapport au temps, impliquent
‖ω(t)‖pLp +
4(p− 1)
p
∥∥∥∂z|ω| p2
∥∥∥2
L2t (L
2)
≤ ‖ω0‖pLp + p
∫ t
0
‖u
r
r
(τ)‖L∞‖ω(τ)‖pLpdτ.
Ainsi le lemme de Gronwall, implique que
‖ω(t)‖pLp +
4(p− 1)
p
∥∥∥∂z|ω| p2
∥∥∥2
L2t (L
2)
≤ ‖ω0‖pLp exp
(
p
∫ t
0
‖u
r
r
(τ)‖L∞dτ
)
. (3.6)
Pour estimer ∂zω dans L
p nous allons utiliser le lemme suivant. Admettons-le pour le
moment.
Lemme 3.1. Soient 1 ≤ p ≤ 2 et f ∈ Lp(RN) tel que ∂i|u| p2 ∈ L2(RN). Alors
‖∂if‖Lp .
∥∥∥∂i|f | p2
∥∥∥
L2
‖f‖
2−p
2
Lp .
Pour p ≤ 2, on en déduit grâce au Lemme 3.1 et l’inégalité (3.6), que
‖∂zω‖L2t (Lp) .
(∫ t
0
∥∥∥∂z|ω| p2
∥∥∥2
L2
‖ω‖2−pLp dτ
) 1
2
. ‖ω‖
2−p
2
L∞t (L
p)
∥∥∥∂z|ω| p2
∥∥∥
L2t (L
2)
. ‖ω0‖Lp exp
(∫ t
0
‖u
r
r
(τ)‖L∞dτ
)
.
Donc
‖ω(t)‖Lp + ‖∂zω‖L2t (Lp) . ‖ω0‖Lp exp
(∫ t
0
‖u
r
r
(τ)‖L∞dτ
)
. (3.7)
On désigne par T et S les opérateurs suivants :
T : Lp −→ Lp S : Lp −→ L2t (Lp)
ω0 7−→ ω ω0 7−→ ∂zω,
avec ω solution du système (TDmod). Par définition, on a T et S sont linéaires, alors
par définition de l’espace de Lorentz (interpolation réelle) et [3], on obtient
‖ω(t)‖Lp,q + ‖∂zω(τ)‖L2t (Lp,q) . ‖ω0‖Lp,q exp
(∫ t
0
‖u
r
r
(τ)‖L∞dτ
)
. (3.8)
D’où la proposition.
En suivant les mêmes calculs, on déduit le corollaire suivant.
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Corollaire 3.1. Soient 1 < p < 2, 1 ≤ q ≤ ∞, r−1ω0 ∈ Lp,q et u un champ de vecteurs
axisymétrique régulière tel que div u = 0. Soit r−1ω ∈ L∞t (Lp,q) et r−1∂zω ∈ L2t (Lp,q)
une solution du système suivant
{
∂t
ω
r
+ (u · ∇)ω
r
− ∂2z ωr = 0
ω
r |t=0 =
ω0
r
.
Alors ∥∥∥ω
r
(t)
∥∥∥
Lp,q
+
∥∥∥∂zω
r
∥∥∥
L2t (L
p,q)
.
∥∥∥ω0
r
∥∥∥
Lp,q
.
Remarque 3.1. D’après l’inégalité (3.6) et le fait que
‖ω
r
(t)‖Lp ≤ ‖ω0
r
‖Lp,
on en déduit grâce à [3], que ∀(p, q) ∈]1,∞[×[1,∞]
‖ω(t)‖Lp,q ≤ ‖ω0‖Lp,qe
R t
0
‖ur
r
(τ)‖L∞dτ
et
‖ω
r
(t)‖Lp,q ≤ ‖ω0
r
‖Lp,q .
D’après la Proposition 3.1, le Corollaire 3.1 et l’inégalité de Hölder, on a
∥∥∥ur
r
∥∥∥
L1t (L
∞)
.
∥∥∥∂zω
r
∥∥∥
L1t (L
3
2 ,1)
. t
1
2
∥∥∥∂zω
r
∥∥∥
L2t (L
3
2 ,1)
. t
1
2
∥∥∥ω0
r
∥∥∥
L
3
2 ,1
.
(3.9)
Et par suite pour tout p ∈]1, 2[ et q ∈ [1,∞] les inégalités (3.8) et (3.9), impliquent
‖ω(t)‖Lp,q + ‖∂zω‖L2t (Lp,q) ≤ C‖ω0‖Lp,qe
Ct
1
2 ‖ω0
r
‖
L
3
2 ,1 . (3.10)
Ainsi la Proposition 3.1, Remarque 3.1 et l’inégalité (3.9), impliquent que pour tout
(p, q) ∈ (3
2
,∞)× [1,∞],
‖u(t)‖Lp,q ≤ C‖ω0‖
L
3p
3+p ,q
e
Ct
1
2 ‖ω0
r
‖
L
3
2 ,1 .
Donc, si ω ∈ L 32 ,1, alors l’inégalité précédente implique que u ∈ L3,1, qui est inclus dans
l’espace dual de L
3
2
,1. Et par suite grâce à la Proposition II.1 dans [8] et l’équation que
vérifie ω (2.2), on déduit le résultat d’existence suivant.
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Corollaire 3.2. Soit ωθ0 ∈ L
3
2
,1(R3) une fonction axisymétrique tel que
ωθ0
r
∈ L 32 ,1(R3).
Soit u0 le champ de vecteurs axisymétrique tel que div u0 = 0 et avec vorticité ω0 =
ωθ0(r, z)eθ donné par la loi de Biot-Savart :
u0(X) =
1
4π
∫
R3
X − Y
|X − Y |3 × ω0(Y ) dY.
Alors le système (NSv) admet une solution globale u tel que la vorticité ω satisfait
ω ∈ C (R+; L 32 ,1(R3)), ∂zω ∈ L2loc(R+; L 32 ,1(R3))
ω
r
∈ C (R+; L 32 ,1(R3)), ∂zω
r
∈ L2loc
(
R+; L
3
2
,1(R3)
)
.
De plus pour tout t ≥ 0, on a
‖ω(t)‖
L
3
2 ,1
+ ‖∂zω‖L2t (L 32 ,1) ≤ C‖ω0‖L 32 ,1e
Ct
1
2 ‖r−1ω0‖
L
3
2 ,1
et
‖r−1ω(t)‖
L
3
2 ,1
+ ‖r−1∂zω‖L2t (L 32 ,1) ≤ C‖r
−1ω0‖L 32 ,1 .
Démonstration du Lemme 3.1.
Remarquons tout d’abord que
‖∂if‖Lp = ‖∂i|f |‖Lp et |f | = |f |
p
2
2
p ,
ainsi, on a
∂i|f | = p
2
∂i(|f |
p
2 )|f | 2−p2 .
Et par suite l’inégalité de Hölder, implique que
‖∂iu‖Lp .
∥∥∥∂i|u| p2
∥∥∥
L2
‖u‖
2−p
2
Lp .
D’où le lemme. 
3.2 Unicité
Pour démontrer l’unicité de solution pour le système (NSv), il suffit de le prouver
pour l’équation (2.2). Soient ω1 et ω2 deux solutions, et on désignons par δω = ω2 − ω1
leur différence, qui vérifie le système suivant :
{
∂tδω + (u2 · ∇)δω − ∂2z δω = −(δu · ∇)ω1 + u
r
2
r
δω + δu
r
r
ω1
δω|t=0 = 0.
L’espace dans lequel on va estimer la différence est Lp avec 6
5
≤ p < 3
2
. Admettons pour
le moment le lemme suivant.
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Lemme 3.2. Soient ωi avec 1 ≤ i ≤ 2 deux solutions de l’équation (2.2) ayant les
mêmes données initiales. Supposons que pour i = 1, 2 on ait
ωi ∈ L∞t (L
3
2
,1), ∂zωi ∈ L2t (L
3
2
,1) et ∂rωi ∈ L∞t (L
3
2
,1).
Alors
δω ∈ L∞t (Lp) et ∂z|δω|
p
2 ∈ L2t (L2).
L’estimation d’énergie implique que
1
p
d
dt
‖δω‖pLp +
4(p− 1)
p2
∥∥∥∂z|ω| p2
∥∥∥2
L2
≤ ‖u
r
2
r
‖L∞‖δω‖pLp + ‖
ω1δu
r
r
‖Lp‖δω‖p−1Lp
+ ‖(δu · ∇)ω1‖Lp‖δω‖p−1Lp .
D’après l’inégalité de Hölder, l’injection de Sobolev, la Proposition 3.1 et le Lemme 3.1,
on a
‖ω1δu
r
r
‖Lp + ‖(δu · ∇)ω1‖Lp ≤
(‖ω1
r
‖
L
3
2
+ ‖∂rω1‖L 32
)‖δur‖
L
3p
3−2p
+ ‖∂zω1‖
L6
h
(L
3
2
v )
‖δuz‖
L
6p
6−p
h
(L
3p
3−2p
v )
.
(‖ω1
r
‖
L
3
2
+ ‖∂rω1‖L 32
)‖∂zδω‖Lp + ‖∂z∂rω1‖L 32 ‖δuz‖L 6p6−p
h
(L
3p
3−2p
v )
.
(
‖ω1
r
‖
L
3
2
+ ‖∂rω1‖L 32
)
‖∂z|δω|
p
2‖L2‖δω‖
2−p
2
Lp + ‖∂z∂rω1‖L 32 ‖δu
z‖
L
6p
6−p
h
(L
3p
3−2p
v )
.
Concernant ‖δuz‖
L
6p
6−p
h
(L
3p
3−2p
v )
on utilise le fait que
∆δuz = ∂rδω +
δω
r
,
et par suite par intégration par parties, on aura
|δuz| . 1| · |2 ⋆ |δω|,
alors d’après les lois de convolution, on obtient
‖δuz‖
L
6p
6−p
h
(L
3p
3−2p
v )
. ‖δω‖
L
6p
6−p ,
6p
6−p
h
(Lpv)
. ‖δω‖Lp.
Et par suite l’inégalité de Young, implique que
d
dt
‖δω‖pLp ≤
(
‖u
r
2
r
‖L∞ + ‖ω1
r
‖2
L
3
2
+ ‖∂rω1‖2
L
3
2
+ ‖∂z∂rω1‖L 32
)
‖δω‖pLp.
Donc on a l’unicité si ∂rω1 ∈ L2t (L
3
2 ) et ‖∂z∂rω1‖L 32 puisque l’inégalité (3.9) et le Corol-
laire 3.1, impliquent
(‖ur2
r
‖L∞ + ‖ω1r ‖2L 32 ) ∈ L
1
t .
Dans un première temps on démontre que ∂rω1 ∈ L2t (L
3
2 ). Plus exactement on
prouve qu’on a propagation de la régularité ∂rω dans l’espace de Lorentz L
3
2
,1 plus
l’effet régularisant.
15
3.3 Propagation de la régularité ∂rω
Proposition 3.3. Soient ω0 ∈ L 32 ,1 ∩ L3,1 tels que ω0/r ∈ L 32 ,1 et ∂rω0 ∈ L 32 ,1. Soit
∂rω ∈ L∞t (L
3
2
,1), ∂z∂rω ∈ L2t (L
3
2
,1) une solution du système suivant{
∂t∂rω + (u · ∇)∂rω − ∂2z∂rω = −u
r
r
ω
r
+ ∂ru
r ω
r
+ u
r
r
∂rω − ∂rur∂rω − ∂ruz∂zω
∂rω|t=0 = ∂rω0.
Alors
‖∂rω(t)‖L 32 ,1 + ‖∂z∂rω‖L2t (L 32 ,1) ≤ Φ(t, ω0),
avec
Φ(t, ω0) = e
C exp
√
tC(ω0)
Démonstration. En prenant le produit scalaire au sens Lp pour 1 < p ≤ 2 de l’équation
qui vérifie ∂rω combinés avec ∂ru
r = −ur
r
− ∂zuz et l’inégalité de Hardy que implique
que ‖r−1ω‖Lp . ‖∂rω‖Lp, on trouve
1
p
d
dt
‖∂rω‖pLp +
4(p− 1)
p2
‖∂z|∂rω|
p
2 ‖2L2 ≤ 4‖
ur
r
‖L∞‖∂rω‖pLp + ‖∂zuz
ω
r
‖Lp‖∂rω‖p−1Lp
+ ‖∂ruz∂zω‖Lp‖∂rω‖p−1Lp +
∫
∂zu
z|∂rω|p.
Par intégration par parties plus l’inégalité de Cauchy-Schwartz, on a∫
∂zu
z|∂rω|p = −2
∫
uz|∂rω|
p
2∂z|∂rω|
p
2 ≤ 2‖uz‖L∞‖∂z|∂rω|
p
2‖L2‖∂rω‖
p
2
Lp.
Grâce à l’inégalité de Young et le fait que ∂ru
z = ∂zu
r − ω, on obtient
‖∂ruz∂zω‖Lp = ‖∂zur∂zω − 1
2
∂zω
2‖Lp ≤ ‖∂zur∂zω‖Lp + ‖∂zω2‖Lp.
Et par suite
1
p
d
dt
‖∂rω‖pLp + ‖∂z|∂rω|
p
2‖2L2 .
(
‖u
r
r
‖L∞ + ‖uz‖2L∞
)
‖∂rω‖pLp
+
(
‖∂zuzω
r
‖Lp + ‖∂zur∂zω‖Lp + ‖∂zω2‖Lp
)
‖∂rω‖p−1Lp .
(3.11)
grâce à l’inégalité de Hölder et par interpolation, on trouve
‖∂zuzω
r
‖Lp ≤ ‖ω
r
‖Lp
h
(L∞v )
‖∂zuz‖L∞
h
(Lpv)
. ‖ω
r
‖
p−1
p
Lp ‖∂z
ω
r
‖
1
p
Lp‖∂zuz‖L∞h (Lpv).
Comme ∆∂zu
z = ∂z∂rω + ∂z
ω
r
, alors par integration par parties, on trouve
∂zu
z = − 1
4π
∫
R3
r′ − r cos θ′(
r2 + r′2 − 2rr′ cos θ′ + (z − z′)2) 32 ∂z′ω r
′dr′dz′dθ′,
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et par suite
|∂zuz| . 1|X|2 ⋆ |∂zω|,
ainsi
‖∂zuz‖L∞
h
(Lpv) . ‖∂zω‖L2,1
h
(Lpv)
.
Comme 1 < p < 2, alors par interpolation, on a
‖f‖L2,1(R2) . ‖f‖
2p−2
p
Lp ‖∇f‖
2−p
p
Lp .
Ainsi d’après l’inégalité de Hardy, on trouve
‖∂zuzω
r
‖Lp . ‖ω
r
‖
p−1
p
Lp ‖∂z
ω
r
‖
1
p
Lp‖∂zω‖
2p−2
p
Lp ‖∂r∂zω‖
2−p
p
Lp ,
et par suite le Lemme 3.1, implique que
‖∂zuzω
r
‖Lp . ‖ω
r
‖
p−1
p
Lp ‖∂z
ω
r
‖
1
p
Lp‖∂zω‖
2p−2
p
Lp ‖∂rω‖
(2−p)2
2p
Lp ‖∂z|∂rω|
p
2‖
2−p
p
Lp ,
ainsi on aura grâce à l’inégalité de Young
‖∂zuzω
r
‖Lp‖∂rω‖p−1Lp ≤ cε‖
ω
r
‖
2p−2
3p−2
Lp ‖∂z
ω
r
‖
2
3p−2
Lp ‖∂zω‖
4p−4
3p−2
Lp ‖∂rω‖
3p2−6p+4
3p−2
Lp
+ ε‖∂z|∂rω|
p
2‖2Lp .
(3.12)
Mais comme p− 1 ≤ 3p2−6p+4
3p−2 ≤ p, alors
1
p
d
dt
‖∂rω‖pLp + ‖∂z|∂rω|
p
2‖2L2
.
(
‖ω
r
‖
2p−2
3p−2
Lp ‖∂z
ω
r
‖
2
3p−2
Lp ‖∂zω‖
4p−4
3p−2
Lp + ‖
ur
r
‖L∞ + ‖uz‖2L∞
)
‖∂rω‖pLp
+
(
‖ω
r
‖
2p−2
3p−2
Lp ‖∂z
ω
r
‖
2
3p−2
Lp ‖∂zω‖
4p−4
3p−2
Lp + ‖∂zur∂zω‖Lp + ‖∂zω2‖Lp
)
‖∂rω‖p−1Lp .
Ainsi le lemme de Gronwall, implique que
‖∂rω(t)‖Lp + ‖∂z|∂rω|
p
2‖
2
p
L2t (L
2)
≤
(
‖∂rω0‖Lp + C
∫ t
0
(‖ω
r
‖
2p−2
3p−2
Lp ‖∂z
ω
r
‖
2
3p−2
Lp ‖∂zω‖
4p−4
3p−2
Lp + ‖∂zur∂zω‖Lp + ‖∂zω2‖Lp
)
dτ
)
× eC
R t
0
(
‖ω
r
‖
2p−2
3p−2
Lp
‖∂z ωr ‖
2
3p−2
Lp
‖∂zω‖
4p−4
3p−2
Lp
+‖ur
r
‖L∞+‖uz‖2L∞+‖
ω0
r
‖2
L
3
2
)
dτ
,
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enfin le Lemme 3.1 et l’inégalité, assurent que
‖∂rω(t)‖Lp + ‖∂z∂rω‖L2t (Lp) ≤
C
(
‖∂rω0‖Lp +
∫ t
0
(‖ω
r
‖2Lp + ‖∂z
ω
r
‖2Lp + ‖∂zω‖2Lp + ‖∂zur∂zω‖Lp + ‖∂zω2‖Lp
)
dτ
)
× eC
R t
0
(
‖ω
r
‖2
Lp
+‖∂z ωr ‖2Lp+‖∂zω‖2Lp+‖u
r
r
‖L∞+‖uz‖2L∞+‖
ω0
r
‖2
L
3
2
)
dτ
.
Par définition de l’espace de l’espace de Lorentz et d’après [3] l’estimation précédente
reste vraie dans L
3
2
,1, et par suite
‖∂rω(t)‖L 32 ,1 + ‖∂z∂rω‖L2t (L 32 ,1) ≤
C
(
‖∂rω0‖L 32 ,1 +
∫ t
0
(‖ω
r
‖2
L
3
2 ,1
+ ‖∂zω
r
‖2
L
3
2 ,1
+ ‖∂zω‖2
L
3
2 ,1
+ ‖∂zur∂zω‖L 32 ,1 + ‖∂zω
2‖
L
3
2 ,1
)
dτ
)
× eC
R t
0
(
‖ω
r
‖2
L
3
2 ,1
+‖∂z ωr ‖2
L
3
2 ,1
+‖∂zω‖2
L
3
2 ,1
+‖ur
r
‖L∞+‖uz‖2L∞+‖
ω0
r
‖2
L
3
2
)
dτ
.
Rappelons que
‖ω(t)‖
L
3
2 ,1
+ ‖∂zω‖L2t (L 32 ,1) ≤ C‖ω0‖L 32 ,1 exp
(
Ct
1
2‖r−1ω0‖L 32 ,1
)
et
‖u
r
r
‖L1t (L∞) .
√
t‖ω0
r
‖
L
3
2 ,1
et ‖ω
r
‖
L
3
2 ,1
+ ‖∂zω
r
‖
L2t (L
3
2 ,1)
. ‖ω0
r
‖
L
3
2 ,1
.
Donc grâce aux Propositions (2.1) et (3.1), on aura
∫ t
0
‖∂zur∂zω‖L 32 ,1 ≤
∫ t
0
‖∂zur‖L6,2‖∂zω‖L2,2
.
∫ t
0
‖∂zω‖2L2,
et par suite les inégalités (3.7) et (3.9), impliquent∫ t
0
‖∂zur∂zω‖L 32 ,1 . ‖ω0‖
2
L2e
Ct
1
2 ‖ω0
r
‖
L
3
2 ,1 . (3.13)
Concernant ‖∂zω2‖L1t (L 32 ,1) la Proposition 2.1, implique que∫ t
0
‖∂zω2‖L 32 ,1 .
∫ t
0
‖|ω| 12‖L6,2‖∂z|ω| 32‖L2
. t
1
2‖ω‖
1
2
L∞t (L
3,1)‖∂z|ω|
3
2‖L2t (L2),
ainsi les inégalités (3.6) et (3.9) et la Remarque 3.1, impliquent
∫ t
0
‖∂zω2‖L 32 ,1 . t
1
2‖ω0‖2L3,1e
Ct
1
2 ‖ω0/r‖
L
3
2 ,1 . (3.14)
18
Pour ‖uz‖2
L2t (L
∞)
la Proposition 3.1 et la Remarque 3.1 entraînent
∫ t
0
‖uz‖2L∞ .
∫ t
0
‖ω‖2L3,1 . t‖ω0‖2L3,1e
Ct
1
2 ‖ω0
r
‖
L
3
2 ,1 . (3.15)
D’où la proposition.
En fait on peut travailler avec des données moins régulières mais le prix à payer est
l’absence d’un contrôle explicite de la solution en fonction de la donnée initiale. Ceci
est précisé dans la proposition suivante.
Proposition 3.4. Soient ω0 ∈ L 32 ,1 tels que ω0/r ∈ L 32 ,1 et ∂rω0 ∈ L 32 ,1. Soit ∂rω ∈
L∞t (L
3
2
,1), ∂z∂rω ∈ L2t (L
3
2
,1) une solution du système suivant
{
∂t∂rω + (u · ∇)∂rω − ∂2z∂rω = −u
r
r
ω
r
+ ∂ru
r ω
r
+ u
r
r
∂rω − ∂rur∂rω − ∂ruz∂zω
∂rω|t=0 = ∂rω0.
Alors
‖∂rω(t)‖L 32 ,1 + ‖∂z∂rω‖L2t (L 32 ,1) ≤ γ(t, ω0).
Démonstration. La preuve s’effectue en deux étapes, on démontre premièrement qu’on
a propagation de la régularité localement et après on en déduit globalement grâce a
l’effet régularisant et la Proposition 3.3. En prenant le produit scalaire au sens Lp pour
1 < p ≤ 2 de l’équation qui vérifie ∂rω combinés avec ∂rur = −urr − ∂zuz et l’inégalité
de Hardy que implique que ‖r−1ω‖Lp . ‖∂rω‖Lp, on trouve
1
p
d
dt
‖∂rω‖pLp+
4(p− 1)
p2
‖∂z|∂rω|
p
2‖2L2 ≤ 4‖
ur
r
‖L∞‖∂rω‖pLp
+
∫
∂zu
zω
r
|∂rω|p−1 +
∫
∂ru
z∂zω∂rω
p−1 +
∫
∂zu
z|∂rω|p
. ‖u
r
r
‖L∞‖∂rω‖pLp + ‖∂zuz
ω
r
‖Lp‖∂rω‖p−1Lp
+
∫
∂ru
z∂zω|∂rω|p−1 +
∫
∂zu
z|∂rω|p.
(3.16)
Rappelons que d’après l’inégalité (3.12), on a
‖∂zuzω
r
‖Lp‖∂rω‖p−1Lp ≤ cε‖
ω
r
‖
2p−2
3p−2
Lp ‖∂z
ω
r
‖
2
3p−2
Lp ‖∂zω‖
4p−4
3p−2
Lp ‖∂rω‖
3p2−6p+4
3p−2
Lp
+ ε‖∂z|∂rω|
p
2‖2Lp.
Concernant Le terme ∫
∂ru
z∂zω|∂rω|p−1,
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on utilise le fait que ∂ru
z = ∂zu
r − ω et l’inégalité de Minkowski, on obtient
∫
∂ru
z∂zω|∂rω|p−1 ≤ (‖ω∂zω‖Lp + ‖∂zur∂zω‖Lp)‖∂rω‖p−1Lp
≤ (‖ω‖L∞v (L2ph ) + ‖∂zur‖L∞v (L2ph )
)‖∂zω‖Lpv(L2ph )‖∂rω‖p−1Lp
≤ (‖ω‖L∞v (L2ph ) + ‖∂zur‖L2ph (L∞v )
)‖∂zω‖Lpv(L2ph )‖∂rω‖p−1Lp .
On se rappelle maintenant que ∂zω, ∂z(
ω
r
) ainsi que ∂z∂rω sont dans L
p. Donc, on a
∂zω ∈ Lpv(W 1,p(R2h)), et comme W 1,p(R2h) ⊂ Lp(R2h) ∩ L
2p
2−p (R2h) ⊂ L2p(R2h). Donc par
interpolation et grâce à l’inégalité de Sobolev, on trouve
‖∂zω‖LpvL2ph . ‖∂zω‖
1− 1
p
Lp ‖∂zω‖
1
p
Lpv(L
2p
2−p
h
)
. ‖∂zω‖1−
1
p
Lp
(‖∂r∂zω‖Lp + ‖∂zω
r
‖Lp
) 1
p .
(3.17)
D’autre part,
‖ω‖L∞v L2ph ≤ ‖ω‖
1− 1
p
Lpv(L
2p
h
)
‖∂zω‖
1
p
LpvL
2p
h
≤ ‖ω‖(1−
1
p
)2
Lp
(‖∂rω‖Lp + ‖ω
r
‖Lp
) 1
p
(1− 1
p
)
× ‖∂zω‖
1
p
(1− 1
p
)
Lp
(‖∂z∂rω‖Lp + ‖∂zω
r
‖Lp
) 1
p2 .
Concernant ∂zu
r, on utilise le fait que
ur =
1
|X| ∗ ∂zω, (3.18)
on trouve
‖∂zur‖L∞v .
1√
x2 + y2
1+ 1
p
∗ ‖∂zω‖Lpv ,
ainsi pour p ≤ 2, on trouve par interpolation
‖∂zur‖L2p
h
(L∞v )
. ‖∂zω‖L2,1
h
(Lpv)
. ‖∂zω‖
2(p−1)
p
Lp ‖∇h∂zω‖
2−p
p
Lp
. ‖∂zω‖
2(p−1)
p
Lp
(‖∂r∂zω‖Lp + ‖∂zω
r
‖Lp
) 2−p
p .
(3.19)
En tenu compte de l’inégalité de Hardy que implique que
‖ω
r
‖Lp . ‖∂rω‖Lp et ‖∂zω
r
‖Lp . ‖∂z∂rω‖Lp pour p 6= 2,
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on obtient∫
∂ru
z∂zω|∂rω|p−1 .
(
‖ω‖(1−
1
p
)2
Lp ‖∂rω‖
1
p
(1− 1
p
)
Lp ‖∂zω‖
1
p
(1− 1
p
)
Lp ‖∂z∂rω‖
1
p2
Lp
+ ‖∂zω‖
2(p−1)
p
Lp ‖∂r∂zω‖
2−p
p
Lp
)
‖∂zω‖1−
1
p
Lp ‖∂r∂zω‖
1
p
Lp‖∂rω‖p−1Lp
. ‖ω‖(1−
1
p
)2
Lp ‖∂zω‖
1− 1
p2
Lp ‖∂rω‖
p−1+ 1
p
(1− 1
p
)
Lp ‖∂r∂zω‖
1
p
(1+ 1
p
)
Lp
+ ‖∂zω‖
3(p−1)
p
Lp ‖∂rω‖p−1Lp ‖∂r∂zω‖
3−p
p
Lp
grâce au Lemme 3.1 et l’inégalité de Young, on aura
‖∂r∂zω‖
1
p
+ 1
p2
Lp ‖∂rω‖
p+ 1
p
− 1
p2
−1
Lp ‖ω‖
(1− 1
p
)2
Lp ‖∂zω‖
1− 1
p2
Lp
. ‖∂z|∂rω|
p
2‖
1
p
+ 1
p2
L2 ‖∂rω‖
p+ 3
2p
− 3
2
Lp ‖ω‖
(1− 1
p
)2
Lp ‖∂zω‖
1− 1
p2
Lp
≤ ε‖∂z|∂rω|
p
2 ‖2L2 + cε‖ω‖
2(p−1)
2p+1
Lp ‖∂zω‖
2(p+1)
2p+1
Lp ‖∂rω‖
p 2p
2+3−3p
2p2−p−1
Lp
et
‖∂zω‖
3(p−1)
p
Lp ‖∂rω‖p−1Lp ‖∂r∂zω‖
3−p
p
Lp ≤ ε‖∂z|∂rω|
p
2‖2L2 + cε‖∂zω‖2Lp‖∂rω‖
3p2−7p+6
3p−3
Lp .
Donc pour 1 < p ≤ 2
∫
∂ru
z∂zω|∂rω|p−1 ≤ 2ε‖∂z|∂rω|
p
2‖2L2
+ cε‖ω‖
2(p−1)
2p+1
Lp ‖∂zω‖
2(p+1)
2p+1
Lp ‖∂rω‖
p 2p
2+3−3p
2p2−p−1
Lp + cε‖∂zω‖2Lp‖∂rω‖
3p2−7p+6
3p−3
Lp .
(3.20)
Enfin concernant le terme
∫
∂zu
z|∂rω|p, par intégration par parties plus l’inégalité de
Cauchy-Schwartz, on a
∫
∂zu
z|∂rω|p =− 2
∫
uz|∂rω|
p
2∂z|∂rω|
p
2 .
. ‖uz‖L∞‖∂rω‖
p
2
Lp
∥∥∂z|∂rω| p2∥∥L2 .
(3.21)
Comme ∆uz = ∂rω +
ω
r
, alors par integration par parties, on trouve
uz = − 1
4π
∫
R3
r′ − r cos θ′(
r2 + r′2 − 2rr′ cos θ′ + (z − z′)2) 32 ω r
′dr′dz′dθ′,
et par suite
|uz| . 1|X|2 ⋆ |ω|,
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alors
‖uz‖L∞
h
.
1
|z| 2−pp
∗ ‖ω‖
L
2p
2−p
h
,
ainsi l’injection de Sobolev et l’inégalité de Hardy, impliquent
‖uz‖L∞v (L∞h ) . ‖ω‖
L
p
p−1 ,1
v (L
2p
2−p
h
)
. ‖∂rω‖
L
p
p−1 ,1
v (L
p
h
)
.
Or par interpolation
‖f‖
L
p
p−1 ,1(R)
. ‖f‖
2p−2
p
Lp ‖∇f‖
2−p
p
Lp ,
ainsi pour 1 < p < 2, on obtient grâce au Lemme 3.1
‖uz‖L∞ . ‖∂rω‖
2p−2
p
Lp ‖∂z∂rω‖
2−p
p
Lp
. ‖∂rω‖
p
2
Lp‖∂z|∂rω|
p
2 ‖
2−p
p
L2
En injectant l’inégalité précédente dans l’inégalité (3.21) et on utilisant l’inégalité de
Young, on trouve pour 1 < p < 2
∫
∂zu
z|∂rω|p ≤ cε‖∂rω‖
p2
p−1
Lp + ε
∥∥∂z|∂rω| p2∥∥2L2 . (3.22)
Donc les inégalités (3.16), (3.12), (3.20) et (3.22), impliquent
d
dt
‖∂rω‖pLp+
∥∥∥∂z|∂rω| p2
∥∥∥2
L2
. ‖u
r
r
‖L∞‖∂rω‖pLp + ‖∂zω‖2Lp‖∂rω‖
3p2−7p+6
3p−3
Lp
+ ‖ω
r
‖
2p−2
3p−2
Lp
∥∥∥∂zω
r
∥∥∥
2
3p−2
Lp
‖∂zω‖
4p−4
3p−2
Lp ‖∂rω‖
3p2−4p+2
3p−2
Lp
+ ‖ω‖
2(p−1)
2p+1
Lp ‖∂zω‖
2(p+1)
2p+1
Lp ‖∂rω‖
p 2p
2+3−3p
2p2−p−1
Lp + ‖∂rω‖
p2
p−1
Lp .
(3.23)
En integrant l’inégalité précédente et on tenu compte des l’ing´alités (3.9) et de Hardy,
on obtient
‖∂rω‖pL∞t (Lp)+
∥∥∥∂z|∂rω| p2
∥∥∥2
L2t (L
2)
. ‖∂rω0‖pLp + t
1
2‖ω0
r
‖
L
3
2 ,1
‖∂rω‖pL∞t (Lp)
+ ‖∂zω‖2L2t (Lp)‖∂rω‖
3p2−7p+6
3p−3
L∞t (L
p)
+ t
p−1
3p−2
∥∥∥∂zω
r
∥∥∥
2
3p−2
L2t (L
p)
‖∂zω‖
2p−2
3p−2
L2t (L
p)
‖∂rω‖
3p2−2p
3p−2
L∞t (L
p)
+ t
p
2p+1‖ω‖
2(p−1)
2p+1
L∞t (L
p)‖∂zω‖
2(p+1)
2p+1
L2t (L
p)
‖∂rω‖
p 2p
2+3−3p
2p2−p−1
L∞t (L
p) + t‖∂rω‖
p2
p−1
L∞t (L
p).
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Et par suite pour 1 < p < 2, il existe T > 0 tels que ∂rω ∈ L∞T (Lp) et ∂z∂rω ∈ L2T (Lp),
ainsi il existe t0 ∈ [0, T ] tels que ∂rω(t0) ∈ Lp et ∂z∂rω(t0) ∈ L2T (Lp). Par définition
de l’espace de Lorentz, on en déduire les mêmes résultats. Ainsi il existe t1 tel que
ω(t1) ∈ L 32 ,1 ∩ L3,1. Pour conclure la démonstration il suffit d’utilisé la Proposition 3.3.
D’où la proposition.
Démonstration du Lemme 3.2.
Pour démontrer que δω ∈ L∞t (Lp) et ∂z|ω|
p
2 ∈ L2t (L2) il suffit de prouver que (u2 ·
∇)δω + (δu · ∇)ω1 − u
r
2
r
δω − δur
r
ω1 ∈ L1t (Lp) pour p ≤ 32 . D’après l’inégalité de Hölder,
par interpolation et grâce à la Proposition 3.1 et [18], on a
‖(u2 · ∇)δω‖Lp ≤ ‖u2‖
L
3p
3−2p
2∑
i=1
(‖∂rωi‖L 32 + (‖∂zωi‖L 32 )
≤ ‖u2‖
3−2p
p
L3 ‖u2‖
3(p−1)
p
L∞
2∑
i=1
(‖∂rωi‖L 32 + ‖∂zωi‖L 32 )
. ‖ω2‖
3−2p
p
L
3
2
‖ω2‖
3(p−1)
p
L3,1
2∑
i=1
(‖∂rωi‖L 32 + ‖∂zωi‖L 32 )
. ‖ω2‖
3−2p
p
L
3
2
(‖∂rω2‖L 32 ,1 + ‖ω2r ‖L 32 ,1 + ‖∂zω2‖L 32 ,1
) 3(p−1)
p
×
2∑
i=1
(‖∂rωi‖L 32 + ‖∂zωi‖L 32 )
et par suite les deux propositions précédentes combinée avec le Corollaire 3.2, impliquent
(u2 · ∇)δω ∈ L1t (Lp), les mêmes calculs donnent (δu · ∇)ω1 ∈ L1t (Lp). Pour u
r
2
r
δω grâce
à l’inégalité de Hölder, par interpolation et la Proposition 3.1, on obtient
‖u
r
2
r
δω‖Lp ≤ ‖ur2‖
L
3p
3−2p
‖δω
r
‖
L
3
2
≤
2∑
i=1
‖ωi
r
‖
L
3
2
‖ur2‖
3−2p
p
L3 ‖ur2‖
3(p−1)
p
L∞
.
2∑
i=1
‖ωi
r
‖
L
3
2
‖ω2‖
3−2p
p
L
3
2
‖∂zω2‖
3(p−1)
p
L
3
2 ,1
.
Et par suite le Corollaire 3.2 et le fait que 3(p−1)
p
≤ 2 impliquent ur2
r
δω ∈ L1t (Lp) les
mêmes calculs donnent δu
r
r
ω1 ∈ L1t (Lp). D’où le lemme. 
4 Existence pour des données moins régulières
Dans cette partie nous démontrons le Théorème 1.2 d’existence des solutions pour des
données initiales moins régulières. Pour cela nous avons besoin de prendre en compte
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encore plus des estimations anisotropes sur u
r
r
. Nous avons, pour tout 1 < p ≤ 3
2
,
l’inégalité suivante
‖u
r
r
‖
L∞
h
(L
p
3−2p
v )
≤ C‖∂zω
r
‖Lp,1 .
En effet : d’après les estimations de la Proposition 3.1 on a
|u
r
r
| . 1|X| ⋆ |∂z
ω
r
|.
Donc
‖u
r
r
‖L∞
h
. ‖ 1√|Xh|2 + z2 ‖Lp′h ⋆ ‖∂z
ω
r
‖Lp
h
En utilisant le fait que la primitive de r(r2 + z2)−
p′
2 est
√
r2 + z2
2−p′
a une constante
près, on trouve
‖u
r
r
‖L∞
h
.
1
|z| 2p−1
⋆ ‖∂zω
r
‖Lp
h
.
On prend maintenant la norme L
p
3−2p en variable verticale pour obtenir
‖u
r
r
‖
L∞
h
(L
p
3−2p
v )
≤ C‖∂zω
r
‖Lp,1 .
On peut ainsi contrôler la norme de ω dans tout Lp, rappelons que ω vérifie l’équation
suivante
∂tω + u∇ω − u
r
r
ω − ∂2zω = 0
Donc pour 1 < p ≤ 3/2, on a
1
2
d
dt
‖|ω(t)|p/2‖2L2 + ‖∂z(|ω|p/2)‖2L2 ≤
∫
|u
r
r
||ω|p/2|ω|p/2
≤ ‖u
r
r
‖
L∞
h
L
p
3−2p
v
‖|ω|p/2‖2
L2
h
(L
2p
3(p−1)
v )
.
Comme Hs(Rv) ⊂ L
2p
3p−3 (Rv) pour s = (3− 2p)/(2p), alors
‖|ω|p/2‖2
L2
h
(L
2p
3p−3
v )
≤ ‖|ω|p/2‖(4p−3)/pL2 ‖∂z(|ω|p/2)‖(3−2p)/pL2 .
Donc
1
2
d
dt
‖|ω(t)|p/2‖2L2 + ‖∂z(|ω|p/2)‖2L2 ≤
1
2
‖u
r
r
‖
2p
4p−3
L∞
h
(L
p
3−2p
v )
‖|ω|p/2‖2L2 +
1
2
‖∂z(|ω|p/2)‖2L2
≤ C‖∂zω
r
‖
2p
4p−3
Lp,1 ‖|ω|p/2‖2L2 +
1
2
‖∂z(|ω|p/2)‖2L2.
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Par le lemme de Gronwall et vu que ‖∂z ωr ‖
L
2p
4p−3
t (L
p,1)
≤ t 3(p−1)4p−3 ‖ω0
r
‖Lp,1, nous obtenons
‖ω‖Lp + ‖∂zω‖L2t (Lp) ≤ ‖ω0‖Lp exp(Ct
3(p−1)
4p−3 ‖ω0
r
‖Lp,1),
et par interpolation
‖ω‖Lp,1 + ‖∂zω‖L2t (Lp,1) ≤ ‖ω0‖Lp,1 exp(Ct
3(p−1)
4p−3 ‖ω0
r
‖Lp,1).
En particulier l’inégalité précédente est valable pour p = 6/5, ainsi on peut montrer
l’existence globale d’une solution lorsque ω
r
∈ L 65+,1 et ω0 ∈ L 65+,1. Tout d’abord, on
note que ω0 ∈ L 65 ,1 implique que u0 ∈ L2 et par l’estimation d’énergie on a
‖u(t)‖2L2 + 2
∫ t
0
‖∂zu‖2L2 ≤ ‖u0‖2L2.
D’autre part, comme ω ∈ L∞t (L
6
5
+,1) et ‖ω‖Lp ≈ ‖∇u‖Lp pour 1 < p < +∞, alors
u ∈ L∞t (W˙ 1,
6
5
+) et donc finalement u ∈ L∞t (W 1,
6
5
+(R3)) qui est un sous espace de
L∞t (L
2(R3)) avec l’inclusion compacte dans la topologie de L2loc(R
3) à t fixé. Donc, on
peut construire la solution en utilisant uniquement ω ∈ L 65 ∩L 65+,1 et ω
r
∈ L 65 ∩L 65+,1 par
passage à la limite dans une suite des solutions approchées, axisymétriques et régulières
de l’équation
∂tu+ div (u⊗ u)− ∂2zu = −∇p.
Plus précisement, soit u0 ∈ L2(R3) de sorte que ω0 ∈ L 65 ∩ L 65+,1 et ω0r ∈ L
6
5 ∩
L
6
5
+,1. Soit Jn l’opérateur de troncature sur les basses fréquences défini par Jnu =
F−1(χ(ξ2−n)Fu(ξ)), où F dénote la transformée de Fourier et χ est une fonction ra-
diale régulière qui vaut 1 sur une boule autour de zéro. On sait que pour u0 champ
axisymétrique sans swirl on a Jnu0 est aussi axysimétrique sans swirl et régulièr (voir
[2]). Donc, il existe un unique solution globale régulière, axisymétrique et sans swirl un
solution du problème
(NSn)


∂tun + div (un ⊗ un)− n−1∆hun − ∂23un = −∇pn
divun = 0
un|t=0 = Jnu0.
En tenant compte du fait que Jnω0 et
Jnω0
r
sont uniformément bornés dans L
6
5 ∩ L 65+,1
(voir [7]) nous obtenons que un est une suite uniformément bornée dans L
∞
t (W
1, 6
5
+(R3)).
En utilisant l’équation vérifiée par un on trouve aisément que ∂tun est bornée dans
L∞t (H
−N) pour N assez grand. En tenant compte du fait que l’inclusion W 1,
6
5
+(R3)
dans L2loc(R
3) est compacte et comme un est bornée dans Cloc(H
−N) nous obtenons par
le lemme de Arzela-Ascoli, quitte à extraire une sous suite, que un converge fortement
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vers un u dans Cloc(H
−N
loc ). En interpolant avec le fait que un est suite bornée dans
L∞(W 1,
6
5
+) on trouve que uN → u dans L∞loc(L2(R3)). Cela suffit pour passer à la limite
dans les termes non-linéaires et on trouve que un ⊗ un → u ⊗ u dans D′. Finalement,
par passage à la limite dans (NSn) nous obtenons une solution globale axisymétrique
sans swirl u de (NSv).
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