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This paper introduces prime information systems. Prime information systems 
determine dI-domains and stable approximable mappings give stable functions, and 
vice versa. The notion of rigid embedding is captured by a subsystem relation. 
Under this relation, prime information systems form a complete partial order (cpo). 
Constructions like lifting, sum, product, and function space are proposed which 
induce continuous functions on the cpo. In this way recursive prime information 
systems can be defined using fixed point theory. 0 1992 Academic Press. Inc. 
1. INTR~DUCTI~N 
The classical framework for the denotational semantics of programming 
languages is the category of Scott domains with continuous functions. A 
Scott domain is a complete partial order whose elements are thought of as 
some information about computation. To get a reasonably good structure 
Scott domains are required to satisfy a property called consistent complete- 
ness (see Section 2). In (Scott, 1982) a representation of Scott domains is 
introduced, using a kind of structure called information systems. This 
representation has two prominent advantages. First, information systems 
only use a very limited part of (elementary) set theory that is familiar to 
many people, and therefore is less “abstract” than complete partial orders. 
Secondly, information systems provide a logical approach to domain 
theory which turns out to be important to understanding the relation 
between denotational semantics and program logic. 
There are many other frameworks for the denotational semantics of 
programming languages, among which there is the less standard but impor- 
tant category of dI-domains and stable functions. dI-domains were dis- 
covered by Berry from the study of the full-abstraction problem for typed 
A-calculi. They are special kinds of Scott domains which have a more 
operational nature. Functions between dI-domains are stable functions 
under an order which takes into account the manner in which they 
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compute. dI-domains with stable functions form a Cartesian closed 
category DI (Berry, 1978). The products are the Cartesian product ordered 
coordinatewise and the function space consists of stable functions ordered 
under the stable order. These properties make dI-domains a nice 
alternative framework in which to do denotational semantics. 
dI-domains can be represented as stable event structures (Winskel, 
1988), which are models for processes of concurrent computation. An event 
structure is a description of a set of events in terms of consistency and 
enabling relations. The consistency relation indicates whether some events 
can occur at the same time or not, and the enabling relation specifies the 
condition when a particular event may occur with regards to the 
occurrence of other events. 
Although an event structure looks similar to an information system, it is 
based on a different intuition and the two are regarded in totally different 
ways. Typically, for an information system, if XI- u and XI--- a’ then a and 
a’ must be consistent propositions, while for an event structure, we cannot 
say anything about the consistency of two events e, e’ enabled by the same 
set of events. This reflects the fact that for information systems + stands 
for logical entailment between propositions whereas in the case of event 
structures it expresses when an event is enabled due to the previous 
occurrences of other events. Information systems capture the logical 
relations between facts about a computation while event structures capture 
their temporal relationship. 
Therefore, although event structures provide a concrete, less “abstract” 
representation of dI-domains, a representation which captures the logical 
aspects of dI-domains would be very useful. 
This paper introduces prime information systems, to represent 
dI-domains by logical structures similar to information systems. Section 2 
gives the definition of prime information systems and shows that they deter- 
mine dI-domains. Section 3 introduces a category of prime information 
systems. This category is shown to be equivalent to the category of 
dI-domains. In Section 4, a complete partial order of prime information 
systems is given so that recursive prime information systems can be defined. 
Constructions in the category of prime information systems are introduced 
in Section 5. Various common constructions turn out to specify continuous 
functions in the complete partial order given in Section 4. Discussions are 
given in the conclusion. 
2. PRIME INFORMATION SYSTEMS 
In this section we introduce prime information systems and show that 
they determine dI-domains. 
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Intuitively, an information system is a structure describing the logical 
relations among propositions that can be made about computations. It 
consists of a set of propositions, a consistency predicate, and an entailment 
relation specified as follows (For convenience of getting a complete partial 
order of information systems we use a definition slightly different from the 
original one given in (Scott, 1982), without using a distinguished A 
standing for the proposition that is always true. The definition given below 
is the same as the one used in (Larsen and Winskel, 1984)). 
DEFINITION 2.1. An information system is a triple 
4 = (A, Con, I-), 
where 
l A is a set of propositions 
l Con E Fin(A) is the consistent sets 
. + E Con x A is the entailment relation 
which satisfy 
1. XC Y & YeConaXcCon 
2. aeA*{a}eCon 
3. X+a*Xu{a}cCon 
4. UEX& XeCon=X+u 
5. (VbE Y.Xl-b & Y+c)*X+c. 
Notation. We write Fin(A) for the set of finite subsets of A. Write 
X+ Y to mean VIE Y.Xc--6; X41-x to mean XI-X’ and X’t-X; 
XC’” y to mean X is a finite subset of y. 
Propositions are basic facts that can be affirmed about computations. 
They can be seen as units of information. Con contains all finite subsets of 
propositions that are non-contradictory, in a sense related to the computa- 
tion under consideration. X+-- a can be roughly interpreted as: If the 
propositions in X are true of a computation, then a is also true of the 
computation. 
There is a more “proof theoretical” way to look at information systems 
(Zhang, 1989a). Consider sequents of the form X-r Y (note that a more 
common notation for Gentzen’s sequents is Xc Y, but we have used 
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X+ Y to mean something different), where X, Y are finite sets of proposi- 
tions with X non-empty. An information system is just a special kind of 
such sequents satisfying the following well-known rules of proof theory: 
(Identity) a-+a 
( Weakening) 
X’2X X-Y YGY’ 
x’ + Y’ 
(Cut) 
X+ Y,a a,X’+ Y’ 
x, X’ + Y, Y’ 
An information system determines a family of subsets of propositions 
called its elements. Intuitively, an element consists of a set of propositions 
that can be made truly about a possible computation. Thus it is expected 
that the propositions should be in consistency with each other and, if 
a finite set of propositions is valid for a computation, all the logical 
consequences should also be valid for it. 
DEFINITION 2.2. The elements R(A) of an information system 
4 = (A, Con, I-) consist of subsets x of propositions which are 
1. finitely consistent : X z An s * X E Con, 
2. closed under entailment: XC x & X +-- a * a E x. 
For an information system 4, (PtA, G) is a Scott domain (Scott, 1982). 
More generally, information systems form a category with the 
approximable mappings as morphisms, which is equivalent (in the sense of 
(MacLane, 1971)) to the category of Scott domains. Constructions such as 
product, sum, and function space have been proposed on information 
systems (Scott, 1982; Larsen and Winskel, 1984), corresponding to those 
on domains. Using information systems one can solve recursive equations 
concretely (Larsen and Winskel, 1984) with the resulting isomorphism 
being an equality. 
DEFINITION 2.3. An information system 4 = (A, Con, t) is called 
prime if it satisfies two extra axioms: 
6. X+a=sllbEX.{b} +a 
7. {b 1 X+ 6) is finite for all finite proposition sets X. 
Axiom 6 indicates that entailment +- is determined by a pre-order on A 
by letting a < b iff {b} I- a. Thus prime information systems are similar to 
prime event structures (Winskel, 1988). The only difference is that the 
entailment relation here determines a pre-order while for prime event struc- 
tures the causal dependency relation is a partial order. Prime event struc- 
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tures in the sense of Winskel can be seen both as information systems and 
as event structures. By taking a logical approach (tokens as propositions 
and configurations as theories) we committed ourselves not to require 
that the entailment between propositions be a partial order. The technical 
differences between prime information systems and prime event structures 
are superficial at this stage, though. However, when we come later to 
constructions in the category of prime information systems, expecially the 
construction of stable function space, the reason for taking the logical 
stand (and hence the name prime information systems instead of prime 
event structures) becomes more clear. There, molecules are used as tokens. 
Molecules are finite collections of some pairs which specify the minimal 
information. They can be regarded as conjunctions of specifications about 
minimal information. But regarding the molecules as events seemed to lack 
a computational justification. 
Axiom 6 requires, in particular, that when XI- a in a prime information 
system, X must be non-empty. 
Axiom 7 for prime information systems corresponds to the axiom of 
finite causes for event structures. There is a strong computational intuition 
behind the axiom there (Winskel, 1988). Another justification for Axiom 7 
is to get a Cartesian closed category with A countable. Consider the stable 
functions from (w u {I}, c ) to itself, where i c j iff i is bigger than j. It 
can be shown that there are uncountably many finite elements in this func- 
tion space (Zhang, 1991). Therefore, dropping Axiom 7 means we have to 
go beyond the countable, which is intuitively unwelcome as far as com- 
putation is concerned. Note that a choice is made here: we could have used 
an axiom which requires that there be only finitely many A+---equivalent 
classes in {b 1 X+ b} rather than that the whole set {b 1 Xt- b} be finite. 
Axiom 7 is equivalent to, under the assumption of Axiom 6, 
7’. VaEA.{b 1 (a} +b} is finite, 
which is easier to use. Obviously Axiom 7 implies Axiom 7’. In reverse, 
assume we have Axiom 7’. By Axiom 6 whenever Xk b, there is some 
UEX such that {a} t-b. But for each UEX, {b I {a}~-b} is finite. 
Therefore (b I X + b} is also finite, since X is. 
For the convenience of the reader we recall some basic definitions of 
domain theory. A partial order is a set D with a binary relation on D which 
is reflexive (x c x), transitive (x c y & y c z =E. x E z), and antisym- 
metric (x c y & y c x *x = y). Without antisymmetry D is called a pre- 
order. When x c y, we say x is below y or y dominates x or x is less 
(smaller) than or equal to y. Let (D, 5 ) be a partial order and XG D a 
subset. Say y is an upper bound of X if Vx E X, x c y. Similarly, y is a 
lower bound of X if Vx E X, y c x. The least upper bound (sup, supremum, 
lub, join) of X is an upper bound of X which is dominated by any other 
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upper bound of X. The lub of X is written as u X, or u iew xi if 
X= {xi I i~w}, w  h ere o is the set (0, 1, . ..}. It is written as au b when X 
is {a, b}. The greatest lower bound (inf, inlimum, glb, meet) of X is a lower 
bound of X which dominates every other lower bound of X. The glb of X 
is written as 1 X. When X= {x, 1 i~w} we write niswxi for [X. We 
write a n b when X is {a, b}. X is compatible, written XT, if X has an upper 
bound. When {a, b} is compatible we write a r b. 
A directed set of a partial order (D, c ) is a non-null subset S c_ D such 
that Vs, t E S 3u~ S.s c u & t E u. A complete partial order (cpo) is a 
partial order (D, c ) which has a least element 1 and all least upper 
bounds for directed subsets. An isolated (or finite) element of a cpo (D, c ) 
is an element x E D such that for any directed subset S c D when x c u S 
there is an s E S such that x c s. We write Do for the set of finite elements 
of D. A cpo (D, c ) is algebraic if for all x E D, (e E x 1 e E Do} is directed 
and x = u {e E x 1 e E Do}. Domains are algebraic cops. However, we 
should not take this name too seriously; there have been different 
definitions of domains in the literature. When (D, c ) is algebraic and Do 
is countable, D is said to be w-algebraic. A cpo is a Scott domain if it is 
w-algebraic and consistently complete, i.e., every compatible subset X of D 
has a least upper bound u X. 
A dI-domain is a consistently complete cpo D which satisfies 
l Axiom d: Vx, y, z~D.yfz~xn(yuz)=(xny)u(xnz) 
l AxiomI: VdeD’.l(x 1 x c d}l <co, 
where Do is the set of finite elements of D. Axiom d expresses the 
distributive property and Axiom I says that D isfinitary. A function f from 
a dI-domain D to a dI-domain E is stable if it is Scott-continuous and 
preserves meets of pairs of compatible elements, i.e., 
Vx, YED.xfy~f(xny)=f(x)nf(y). 
Let f, g be in [D +s E], the set of stable functions from D to E. f is stably 
less than g, written f c, g, if 
Vx, y~D.x c y=f(x)=fb)ng(x). 
THEOREM 2.1. Let 4 = (A, Con, I-) be a prime information system. 
(IQ(A), C) is a dZ-domain. 
It is convenient to work with another characterization of dI-domains. 
Recall that a complete prime of a consistently complete partial order D is 
an element pi D such that (we write D* for the set of such p’s) 
p c u Xa3xEX.p E x 
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for all compatible X. D is prime algebraic if 
x = 1 {p 1 p c x & p is a complete prime} 
for all x E D. We have the following lemma, due to Winskel. However, its 
proof does not seem to be widely accessible. Here we present a different but 
straightforward proof, without using the notion of prime intervals. 
LEMMA 2.1. Suppose D is a Scott domain satisfying Axiom I. Then D is 
prime algebraic iff it is a dI-domain. 
First there are several observations that will be used. 
Observation 1. A domain D satisfies Axiom d iff for all x, y, z E D 
{x,~v,z}f~xn(yuz)=(xny)u(xnz). 
This is because for any compatible pair y, z in D, {x n (y u z), y, z} is a 
compatible set. Therefore, 
or 
xn(yuz)=(xny)u(xnz). 
Observation 2. If a domain D satisfies Axiom d then by repeatedly 
applying Axiom d we have 
xnu X=u {xna/aEX} 
for any finite compatible subset XG D. 
Observation 3. Suppose X is a compatible subset of a Scott domain D 
and X=X, uX,. We have 
u x=(u &)u(U x2). 
Observation 4. The complete primes of a dI-domain D are those 
isolated elements which have a unique element immediately below them. 
We say x is immediately below y, or x is covered by y, if x c y and for 
every z such that x E z E y, either x = z or y = z. 
Observation 4 is not trivial and we give a proof. Let p be a complete 
prime and let X be the finite (by Axiom I) set of isolated elements 
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immediately below it. X must be non-empty since I is not a complete 
prime. But X cannot have more than one element, for otherwise we have 
p c u X but not p c x for any x E X. Therefore there is a unique element 
immediately below p. 
Suppose, on the other hand, that there is a unique element w  
immediately below an isolated element a ED. Let X be a compatible set 
such that 
We can assume that X is finite because a is isolated. By Observation 2, 
U=Un 
( > 
ux =u {urlx~xEX}. 
Clearly anx c a. If anx#a then anx E w, since w  is the unique 
element immediately below a. Therefore for a c u X to hold, we must 
have an x = a for some x E X. That means that a c x for some XE X. 
Hence a is a complete prime. 
Proof of Lemma 2.1. Assume D is a prime algebraic Scott domain 
satisfying Axiom I. Let x t y and 
x=u {PLxIPED~), 
Y=U {quIq-‘l. 
Then using the fact that p’s and q’s are complete primes, we get 
Axiom d then follows from Observation 1, using the prime algebraicness 
of D. 
Assume D is a dI-domain. We show that it is prime algebraic. For this 
it is enough to show that 
VdE D’.d= u (p c d 1 PE D*}, 
using the algebraicness of D. If d E Do is already a complete prime, there is 
nothing to prove. If d E Do is not a complete prime then 
d= u {u c d 1 a is covered by d}, 
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by Observation 4. For each u covered by d, it is either a complete prime or 
an isolated element but not a complete prime. For the later case a is again 
the lub of those elements covered by a. Reasoning in this way repeatedly, 
we get down to d,,‘s each having a unique element below it. Those d,‘s, by 
Observation 4, are complete primes. Going upwards from those d,,‘s we see 
that the original d is the lub of the complete primes below it. 1 
Now it is easy to prove Theorem 2.1. 
Proof of Theorem 2.1. Axiom 7 implies that (Pt(A), c) is iinitary. For 
Axiom d it is enough to show that {b E A 1 {a} kA b} with a E A are the 
complete primes of (Pt(A), 5 ), and (PI(~), s) is prime algebraic. But these 
follow from Axiom 6. i 
3. A CATEGORY OF PRIME INFORMATION SYSTEMS 
The subtle structure of stable functions makes it rather difficult to get the 
right definition of morphisms to form a category of prime information 
systems. A slightly modified version of the approximable mappings used in 
the category of information systems does not lead to a characterization of 
stable order. To get some guidance we study the structure of stable func- 
tions first. In particular, we generalize the notion of traces as used in the 
coherent spaces to dI-domains. After that, it becomes clear what should be 
the morphisms we are looking for. 
For convenience we use p, q for complete primes and a, b for isolated 
elements. 
DEFINITION 3.1. Let f: D + E be a stable function, where D, E are 
dI-domains. Define pf to be a set of pairs such that (a, p) E pf if 
f(u) 2 p & Vu’ c a. f(u’) 2 p * a = a’, 
where a E Do, the set of finite elements of D, and p E EP, the set of complete 
primes of E. 
The full abstraction problem for typed lambda-calculi led Berry to con- 
sider the problem of capturing a notion of “sequential functions.” As one 
of the possible candidates for “sequential” functions Berry introduced 
stable functions so that non-sequential functions like “parallel-or” were 
excluded. Stable functions have the property that their values are totally 
determined by those at some minimal points. One can then understand a 
pair (a, p) E pf as saying a is a minimal point for f to assume value p. 
The following two lemmas are useful. From the first lemma we know 
that the set pf fully determines a stable function J: 
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LEMMA 3.1. Suppose f: D + E is a stable function. Then for any x E D, 
f(x)= U {P 132 E x.(a, p)Epf 1. 
Proof Let f: D -+ E be a stable function. We have f(a) 2 p for any 
(a, p) E p$ Therefore if x J a and (a, p) E p, then f(x) 2 p. Hence 
f(x) 2 U Ip I3a c x.(a, p)Epf 1. 
On the other hand, by Axiom I we know that for any complete prime q 
in E such that q c f(x), there is an element b c x for which (6, q) E pJ 
This means 
4 c U {p lb E x.(4 p)Epf >. 
But E is a dI-domain, hence prime algebraic. Therefore 
f(x)=U {qlqEEP&qEf(x)) c U {~I3acx.(a,p)~~f}. I 
Note that Definition 3.1 can be extended to continuous functions (not 
necessarily stable) on dI-domains. The proof of Lemma 3.1 does not need 
the stability off: 
The second lemma implies that compatible stable functions have the 
same minimal point related to a given value that they can both assume. 
LEMMA 3.2. Let f, g: D + E be stable functions. We have 
1. If f c, g then pf spg; 
2. [(a, p), (a’, p)Epf &ata’] *a=.‘. 
Proof. Suppose f, g E [D + E] are stable functions such that f c S g. 
For any (a, P) E PA P c f(a) E g(a). Let 
b=n {xIx~a&g(x)zp). 
Apparently b c a, and, by Axiom I, (b, p) E pg. f c s g implies, by defini- 
tion, 
f(b)=f(a)ng(b). 
Hence f(b) 7 p, as f(a) 7 p, g(b) 2 p (using Axiom I and stability). We 
must have a = b, for (a, p) E p$ This means (a, p) E pg, too. 
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Suppose f is stable, a t a’, and (a, p), (a’, p) are members of pf: It follows 
that f(a) =, p, f(d) 2 p. As at a’, we have 
f(a n a’) =f(a) n.04 7 P. 
Thus we also have an a’ = a and a n a’ = a’. Hence a = a’. 1 
Now we are in a position to prove the following theorem. 
THEOREM 3.1. Let f, g E [D +s E]. f ~~ g iff pf~pg. For 
{(ai, pi) 1 iEZ} EDOXEP, 
(tai7 Pi) I ie z> =/4f 
for some f c [D --) s E] iff 
l VJcfi”Z.{a,~ iEJ}f+-{pi( id}?, 
' UitUi&(pi=Pj)~(Ui=Uj), 
l vp’~EE~.p~ 2 p=+3j.pj=p&ai 7 aj. 
Proof. Lemma 3.2 shows that f L s g implies ~$2 pg. Suppose, on the 
other hand, that pf E pg. It follows from Lemma 3.1 that Vx E D. f(x) c 
g(x). To prove f c s g we have to show that for x c y in D, 
f(x)=f(v)Mx). 
To this end let p E EP and p E f(y) n g(x). Clearly there exist a E x and 
b c y such that (b, p) E ,~f and (a, p) E pg. However, Z$ E pg; we have 
(b, p) E pg. By Lemma 3.2, a = b. This implies that f(x) 2 f (6) 2 p. By the 
prime algebraicness of E we get 
f(x) J f(y) i-7 g(x), 
enough for the equation 
f(x)=f(v)w(x) 
to hold. 
Now we prove the second part of Theorem 3.1. 
Suppose { (ai, pi) ( iE Z} = & for some stable function J: It is routine to 
check that the three properties mentioned in Theorem 3.1 hold. 
Let { (ai, pi) 1 ic Z} E Do x EP be a set with the three properties. We 
show that the stable function f for which 
{tai, Pi) I iEz}=Pf 
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(Lemma 3.1 concludes that such a function is unique) can be obtained as 
pointwise lubs ul,, [ai, pi], where 
Obviously Uie, [ai, pi] is continuous. To check stability let x, y E D and 
x r y. Suppose 
P L U Cai, PiltxJn u Cai3 PiI 
itl icl 
where p E E is a complete prime. We have, for some i, j, p E pi, ai F x 
and p E pi, uj c y. By the third property, there exist s, t such that ps = p, 
u, c ui and p, = p, a, E uj. Therefore a, = a, as a, r (I, and p, = p,. We now 
have ~,=a, c xny and 
P E u C”i3 Piltx” Y). 
ieI 
Since E is prime algebraic, 
,I;J, E”i, PiltxnY) I ,l;i, Cai3 piI( u Cai7 Pi](Y). 
iel 
This implies that Uie, [ai, pi] is stable. It remains to be shown that 
((43 P,) I iEZ1 =A 
where we abbreviate uic, [ai, pi] as J We have 
f(‘j) = u {Pi I Ui C Uj} 
Let y c uj and f(y) 2 pj, i.e., U {pi 1 ui r y} 7 pi. Since pj is a complete 
prime, pi 2 pi for some i with ui c y. The third condition mentioned in 
Theorem 3.1 implies the existence of some k such that pk = pi and uk E ui. 
But uk = uj since uk r uj. Hence y = uj. This means that (a,, pi) E pjI 
For any (a, p) E PJ we have f(u) 2 p. Therefore 
u {Pi I ui C u} 7 P, 
Since p is a complete prime, there is some pi such that pi 2 p. By the third 
condition mentioned in Theorem 3.1 again, pj= p for some j such that 
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uj c a;. By the result from the previous paragraph we have (Uj, pi) E/$ 
Therefore uj = a by Lemma 3.2 (taking f = g). 1 
Note that in Theorem 3.1 we have generalized the characterization of 
traces of stable functions from the category of coherent spaces to the 
category of dI-domains. Indeed, comparing our Theorem 3.1 with 
Theorem IV.2. in (Girard, 1987) we find that if the three conditions in 
Theorem 3.1 are satisfied, one indeed gets a trace when the related 
dI-domains are coherent spaces. Functions of the form Uit, [ai, pi] with 
I finite represent all the isolated elements in the stable function space, 
satisfies the three conditions mentioned in 
COROLLARY. The complete primes of the stable function space [D --+S E] 
are functions ui,, [ai, pi] determined by sets of pairs 
{C”i7 Pi) I iE1l 
satisfying the three conditions in Theorem 3.1, such that I is finite and for all 
ieZ, ui c a, pi c p for some (a, p)E {(ai, pi) 1 iEZ}. 
Proof By Theorem 3.1 it is clear that such functions are complete 
primes. Suppose, on the other hand, that we have a complete prime f in 
the function space. Then pf (see Definition 3.1) must be finite. Also, by 
Observation 4 in Section 2, there is only a unique proper subset pg 
immediately contained in the trace set pf for some stable function g. This 
can happen only when there exists a pair (a, p) epf with the property 
mentioned above. 1 
Now we come naturally to 
DEFINITION 3.2. Let 4 = (A, Con,, bA), @= (B, Con,, cB) be prime 
information systems. A stable approximable mapping R: 2 + B is a 
relation R E Fin, x B which satisfies 
1. Compatibility: (Vi6Z.uiRpi) & U uirz Con, =S {pi 1 ill} E Con. 
(I is finite) 
2. Minimality: (a u b E Fin, & uRp 8z bRp) *a = b 
3. Completeness: uRp & {d} I-@ q * bRq for some b c a. 
Here Fin, stands for the set of finite elements of Pt(A). These conditions 
are instances of those used in Theorem 3.1. 
The compatibility condition is quite standard; it is also used in Scott’s 
information systems. The second condition expresses the minimal property. 
uRp can be read as: a in 4 entails p in B, and, moreover, a is a weakest 
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proposition in 4 (or, it is not only sufficient but also necessary for a to 
produce p). For example, for any stable approximable mapping R, we can- 
not have @Rp and aRp for some non-empty a at the same time. The third 
condition insists on completeness, in the sense that when a is a weakest 
proposition for p, all the propositions weaker than p must also have their 
weakest propositions specified. 
Suppose aRp and {p} -+- (4). By the completeness axiom there is 
some b E a, bRq. But again, (qf tp. Hence cRp for some c G 6. Clearly 
a u c is a finite element. By minimality we must have a = c. Therefore a = b, 
which means aRq, too. This analysis shows that under the completeness 
axiom, minimality is equivalent to the otherwise weaker statement 
(aubEFin,&aRp&bRq&{p)-+-,(q})*a=b. 
PROPOSITION 3.1. Suppose R: 4 + &I is a stable approximable mapping. 
Then the function Pt(R): Pt(A) + Pt(B) specified by 
P?(R)(x)= (p 13aGx.aRp) 
is stable. 
Proof First we check that Pt(R) is well defined. 
For any element x E PtA, Pt(R)(x) is finitely consistent. Suppose 
(~0, ~1, . . . . P,) opt. 
There exist a,, a, . . . . a,, such that 
Vi. (a, E x & ai Rpi). 
By Axiom 2 of Definition 3.2 we have {pO, pl, . . . . pn} E Con,. 
Pt(R)(x) is also closed under entailment. Assume Y c Pt(R)(x) and 
Y + q. We know that 3p E Y. {p} I- q. Since p E Pt(R)(x), there exists an 
a c x such that aRp. By Axiom 3 of Definition 3.2, bRq for some b c a, 
which implies qE Pt(R)(x). Therefore Pt(R)(x) is an element of P@. 
It is routine to check that Pt(R) is continuous. To check stability assume 
x r y with x, y E PtA. Assume also that p E PtR(x) n PtR( y). Thus 3a G x, 
bc y such that aRp and bRp. Since x and y are compatible, au b E 
Fin,. Therefore, by Axiom 1 of Definition 3.2, a= 6, which implies 
p E PtR(x n y). We have proved that PtR(x) A PtR( y) c PtR(x n y). The 
other direction of the inclusion follows from the monotonicity of PtR. m 
To get strict functions we can simply restrict the relation aRp by 
requiring a to be non-empty. 
The following proposition says that set inclusion on the stable 
approximable mappings determines the stable order. 
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PROPOSITION 3.2. Let Aand # be prime information systems, and R, 
S: 4 + B stable approximable mappings. R G S iff Pt(R) c, Pt(S), where 
c s is the stable order. 
Proof: Only if: Assume R c S and let x, YE Pt(&, x E y and 
p E Pt(R)(y) n Pt(S)(x). There must be a E x and b E y such that aRp and 
bSp. By a similar argument to that used in the previous proposition we 
know that 
PtR(x) 2 PtR(y) n PtS(x). 
The other direction of the inclusion follows from monotonicity. 
If: Suppose Pt(R) c, Pt(S). If aRp then PE (PtR)(a) E (PtS)(a). 
Therefore bSp for some b E a. By the stable order we get 
PtR(b) = PtR(a) n PtS(b). 
It is easy to deduce p E PtR(a) n PtS(b) since aRp and bSp. This implies 
PE PtR(b). For some c G 6, therefore, cRp. By the first axiom of 
Definition 3.2 we have a = c, and therefore asp. 1 
It is intended that stable approximable mappings be morphisms on 
prime information systems so that one gets a category. But this is far from 
clear at this stage: the identity Id should be given by a Zdp iff a +I- (p}. 
How can we compose Id, the identity stable approximable mapping, with 
other R? 
Let 4 + f be a stable approximable mapping. Define 2 to be a relation 
on Fin, x Fm, such that ai?b iff there exist ai, pi such that a,Rp,, 1~ i < n, 
a=UJ;i..aikCon,, and b = {pi 1 16 i < n}. It is not difficult to check 
that R has similar properties to those of stable approximable mappings: 
1. (ViEZ.a,iib,) & U aiE Con, * U bie Con, 
2. (aubEFin, & ai& & bl?c)+a=b 
3. ai?b 2 c * la’ E a.a’i?c. 
Intuitively, a extends the minimal relation from propositions in B to its 
finite elements. 
Now we can compose stable approximable mappings R: 4 + B and 
S: B + C. Define R 0 S to be a relation on Con,, x C by letting 
a(R 0 S)po 36 E Fin,.aRb & bSp. 
From the property of i? one can see that R 0 S: 4 + C is a stable 
approximable mapping and further, by inspecting the axioms for a 
category, we have 
643/100/2-2 
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THEOREM 3.2. Prime information systems with stable approximate 
mappings form a category PIS. 
So far this is only one side of the story: We can get dI-domains from 
prime information systems. It is also possible to get prime information 
systems from d&domains. 
DEFINITION 3.3. Let D be a dI-domain. Define 
by taking 
SZ(D) = (A, Con, I-), 
l A= {of I PED~) 
. xEcon-n x+0 
l X+aon Xza 
with pt= (deD I p E d}. 
Following a standard convention, let n X= D when X is empty. Note 
that 1 is not a complete prime. 
PROPOSITION 3.3. Zf D is a dZ-domain then SZ(D) is a stable information 
system. 
Proof By inspecting all the axioms for prime information systems. 1 
We can also get stable approximable mappins from stable functions. 
DEFINITION 3.4. Let D, E be dI-domains, and f: D + E a stable 
function. Define a relation SZ( f) c Fin,,(,, x A S,CEj by taking 
X SZ(f )a * (x, P) E pf 
provided n X= xt and a = pt. 
Note that (x, p) E pf requires, by Definition 3.1, that x be a finite element 
of D and p a complete prime of E. 
PROPOSITION 3.4. Let D, E be dZ-domains, and f: D + E a stable 
function. Then SZ( f) is a stable approximable mapping from SZ( D) to SZ( E). 
Proof: We check that Axioms 1, 2, and 3 of Definition 3.2 hold for 
SZ(f ). 
Axiom 1 follows from Lemma 3.2. 
Axiom 2 is easy. 
Axiom 3 follows from the third property mentioned in Theorem 3.1 
about the set rrf: 1 
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Note that for the prime information system SZ(D) determined by a 
dI-domain D, 
{u) ++ {h} =>a=/?. 
We conclude this section with 
THEOREM 3.3. Pt: PIS -+ DI and SZ: DI + PIS are functors which 
determine an equivalence of PIS and DI. 
Prooj That Pt and SZ are functors is routine. 
We use one of Maciane’s results in (MacLane, 1971). It is enough to 
show that Pt is full and faithful, and each dI-domain D is isomorphic to 
Pt(,4) for some prime information system 4. The latter is straightforward. 
It remains to show that Pt is full and faithful. 
First we show that Pt is full. Suppose 4 and B are prime information 
systems and 
j-I Pt(A) + Pt@) 
is a stable function. Define a relation R G Fin, x B by letting aRp if 
(a, {q 1 {p) t-@ q}) E pj It follows from Proposition 3.4 that this relation is 
an approximable mapping form 4 to g. By Theorem 3.1, the stable 
function PtR determined by R is actually equal to J 
Suppose R, S: 4 -+ B are approximable mappings such that PtR = PtS. 
It follows from Proposition 3.2 that R E S and SG R, and hence R = S. 
Therefore Pt is faithful. 1 
4. A CPO OF PRIME INFORMATION SYSTEMS 
In this section we introduce a subsystem relation on prime information 
systems. The subsystem relation captures the notion of rigid embedding 
(Kahn and Plotkin, 1978). We get a cpo with the subsystem relation, which 
enables us to give meaning to recursively defined prime information 
systems through the construction of least fixed points for continuous 
functions. 
DEFINITION 4.1. Let A=(A, Con,, bA) and @= (B,Con,,+-,) be 
prime information systems 4 _a B if - - 
1. AcB 
2. XECO~,~XGA&XECO~~ 
3. X+,U-+XGA&XE-,~. 
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When 4 I! B we call 4 a subsystem of &Z. Note that Condition 3 above 
implies that 
Hence our definition of subsystem is different from (Larsen and Winskel, 
1984), where the relation captures the notion of embedding between 
domains. We have a stronger notion of subsystems (this is not surprising 
at all because rigid embeddings are embeddings but not vice versa). 
Let 4 = (A, Con,, I--~) and B = (B, Con,, tg) be prime information 
systems. If A = B and 4-d 8, then 4 = B. - - 
DEFINITION 4.2. Let D, E be dI-domains. A stable function f: D -+ E is 
a rigid embedding if there is a stable function g: E -+ D called a projection 
such that 
l VdED.gf(d)=d 
l Vee E.fg(e) c e 
l VdED, eEE.e cf(d)=-fg(e)=e. 
Note that the above three conditions together say exactly that we have 
fg c s id, the identity function. 
PROPOSITION 4.1. Let 4 = (A, Con,, bA) and # be prime information 
systems. If 4 d B then the inclusion map i: &t + P@ is a rigid embedding 
with projection j: P@ -+ PtA given by j(y) = y n A for y E Pt@. 
ProoJ We have 
VxEPtA.ji(x)=xnA=x, 
VyEPtB.ij(y)=ynAsy, 
and 
Vy’YPtB.ycA=+ij(y)=y. 
Hence it is enough to show that i, j are well defined functions, which is 
trivial. 1 
The relation a is almost a complete partial order on prime information 
systems. Clearly there is a least prime information system, with the empty 
set as propositions. The limit of an o-increasing chain is a stable informa- 
tion system with the proposition set, consistency, and entailment relations 
the union of those in the chain. We have 
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THEOREM 4.1. The relation 9 is a partial order with the least element 
I= (0, (0)Y 0). 
Zf f&AA,9 . ..A.A ... is an increasing chain of stable information 
systems where A= (Ai, Con,, bi), then their least upper bound is 
IJ A,= (U Ai, IJ Coni, U hi). 
I I I I 
Proof As our notion of subsystem is stronger than the one in (Larsen 
and Winskel, 1984) we know that 
U A=( u Ai, IJ Con,, u -i) I I I I 
is the least upper bound of the chain as information systems. We check that 
Axioms 6 and 7 of Definition 2.3 hold for lJi 4. Suppose XI- a in lJi 4. 
Since the entailment is the union of those of &‘s and X is finite, there must 
be some k such that XI-~ a. But A, is prime. Therefore 3b E X. {b} I-~ a 
which implies {b} I- a in Ui A. To see that Axiom 7 holds consider 
(b 1 (a} I-b} in lJi &. Ob viously aE A, for some k. We show that 
lb I la> +b) s {b I ia> hk b), 
which implies the finiteness of (b 1 {a} c 6). Assume that {a} I-~ t for 
tEAi. Ifj<k then {a} +,tas~ig.Ifj~kthenA,~~.ByAxiom3 
of Definition 4.1, {a} bk t since a E Ak. Therefore Axiom 7 holds for U i 4. 
That for each j 5 g lJ i 4 is trivial. 1 
Write CPO,,, for the “cpo” of prime information systems under g. 
CPO,, is not a cpo in the usual sense simply because they are not a set 
but a class. However, this “large” cpo still suits our purpose. 
The subsystem relation a can easily be extended to n-tuples coor- 
dinatewise. More precisely, we require that 
(A,, A,, . . . . -- A,) a (4, 4, . . . . B,) -- 
iff for each 1 < i < n, 4 9 4. For convenience write A for (A 1, A,, . . . . A,). 
The least upper bound of an w-chain of n-tuples of priGinformaGn 
systems is then just the n-tuple of prime information systems consisting of 
the least upper bounds on each component; i.e., if 
AlaA,... gAi_a . . . 
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then for the jth component 
An operation F from n-tuples of prime information systems to m-tuples 
of prime information systems is said to be continuous iff it is monotonic, 
i.e., A I! B implies F(A) g F(B) and preserves w-increasing chains of prime 
information systems, i.e., 
implies 
It is well known that functions on (finite) tuples of cpo’s are continuous 
iff by changing (any) one argument while fixing others the induced function 
is continuous. 
PROPOSITION 4.2. A unary operation F is continuous zff it is monotonic 
with respect to 5 and continuous on proposition sets, i.e., for any o-chain 
A,%&... dAd ..‘, 
each proposition of F(lJ, A,) is a proposition of lJi F(z). 
Proof The “only if” part is trivial. 
If: Let 
AldA,... _aA,a ‘.. 
be an w-chain of prime information systems. Since F is monotonic, we 
clearly have 
Thus the propositions of F(U;h) are the same as the proposition of 
Uj F(A,). Therefore they are the same prime information systems by the 
remark given just before Definition 4.2. 1 
Now given any continuous function F on CPOpi,, we can get the least 
hxed point of F, which is the limit of the increasing w-chain 
Is’F(I)s F’(-L)s ... a F”(I)g ..., 
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i.e., Ui F’(L). Note that since we are working with a partial order, we get 
an equality 
5. CONSTRUCTIONS 
In this section we introduce constructions of lifting ( )t, sum +, 
product x, and function space + on prime information systems. These 
constructions have their counterparts in dI-domains as the constructions of 
lifting, sum, product, and stable function space. They induce continuous 
functions on CPOpi,. In this way we can produce solutions to recursive 
equations for prime information system written in these constructions. 
Lifting, sum, and product are more or less the same as those on 
information systems (Larsen and Winskel, 1984). There is a minor technical 
advantage because Axiom 6 for prime information systems rules out the 
possibility that @ + a. What is totally novel is the construction of function 
space. 
DEFINITION 5.1 (Lifting). Let 4 = (A, Con, t) be a prime information 
system. Define the lift of 4 to be 4, = (A’, Con’, t-‘), where 
l A’=({O}xA)u{O} 
l XECon’o{a~(O,a)EX}ECon 
l XI-‘ao[X#0&u=Oora=(O,b)& {cl (O,c)EX}+b]. 
Lifting is an operation which given a prime information system produces 
a new one by joining a new proposition weaker than all the old ones. 
DEFINITION 5.2 (Sum). Let 
and 
A = (4 Con,, +A) 
be prime information systems. Define their sum, 4 + 8, to be 
C = (C, Con, I-), where 
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l C={O}xAu{l}xB 
l WECO~~~XECO~,.W={(O,U)I~EX) or 
3YECOrl.. w= ((1,/I) 1 hfz Y> 
l WtcoW={(O,a)~a~X}&c=(O,~)&X~~ror 
W=I(I,b)IhEY}&c=(l,t)&Y~g[. 
The effect of sum is to juxtapose disjoint copies of two prime information 
systems. We can obtain the separated sum @ by letting 4 0 g =defAr + B,. 
DEFINITION 5.3 (Product). Let 4 = (A, Con,, I----~) and g= (B, ConLc, kB) 
be prime information systems. Define their jroduct, 4 x lj, to be 
C = (C, Con, F-) where 
l C={O}xAu{l}xB 
l WECon~{aj(O,a)~W}ECOn,&{b~(1,b)EW}ECOn, 
l Wt-coc=(O,r)&{a~(O,a)~W}~~ror 
c=(l,t)&(bI(l,h)EWj~-Bf. 
The proposition set of the product is the disjoint union of propositions 
of the components. A finite set of propositions is consistent if its projections 
to the components are. And a consistent set entails a proposition if it does 
so when projected into the appropriate component. 
Notations. n, and rr, are projections which give the first and the 
second argument, respectively, when applied to a pair. When they are 
applied to a set S of pairs, we write rcOS and rr, S for the sets of first 
arguments and second arguments of elements in S, respectively. 
DEFINITION 5.4. Let 4 = (A, Con,, +,,) and B = (B, Con,, hB) be 
prime information systems. A molecule & is a finite stable aproximable 
mapping such that for some (a, p) E m, b c a and {p} + q for any other 
(b, q) in m. 
By the corollary to Theorem 3.1, molecules capture complete primes in 
the function space. 
DEFINITION 5.5 (Function Space). Let 4 = (A, Con,, tA) and B= 
(4 Con,, F~) be prime information systems. Define their function space, 
[A + B], to be C = (C, Con, F--), where 
dI-DOMAINS 173 
l C= (m 1 m is a molecule} 
l X E Con o IJ X satisfies conditions 1 and 2 
of stable approximable mapping 
. {m} +m’om’Em. 
One can regard a molecule as a proposition which is a conjunction of 
specifications about minimal information. 
PROPOSITION 5.1. The function space construction given in the previous 
dfinition is an exponentiation in the category of prime information systems 
and stable approximable mappings. 
Proof: All we have to do is to show that Pt( [A + 81) is isomorphic to 
the stable approximable mappings from 4 to B. Function space is defined 
by taking special kinds of stable approximable mappings, the molecules, as 
propositions. The consistency relation corresponding to minimality and 
compatibility. It can be easily checked that by sending each element x in 
the function space to the union U x (which is a stable approximable 
mapping) of molecules in X, one indeed gets an isomorphism. 1 
THEOREM 5.1. Lifting is a continuous function ( )t: CPO,i, + CPO,i,. 
Sum, product, and function space +, x , +: CPO~i, -+ CPO,i, are also 
continuous functions. 
ProoJ We take the construction of function space as an example. Other 
cases are much simpler, hence omitted. 
First we check that + preserves prime information systems. Let A, B be 
prime information systems as in Definition 5.5. It is easy to see that 
[A -+ 81 is an information system. By Definition 5.5 Axiom 6 holds. 
Suppose a is a molecule. We want to show that {b I {a} t-b & b is a 
molecule} is finite. But by definition, {u} + b if b s a and a, b are finite 
sets. Hence (b 1 {a} t-b & b is a molecule} is finite. 
-+ is monotonic in its first argument. Suppose 4 s&. Write 
c=(C,Con,k)=[A+B] 
and 
C = (C’, Con’, I-‘) = [& --* 81. 
We check 1, 2, and 3 in Definition 4.1, to show that C a c. Axiom 1 
is trivial. For Axiom 2, suppose {c, 1 1 < i < n} E Con. Then clearly 
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{Gil lGi~n)cC and {c;I lbi<n}~Con’. On the other hand, suppose 
(Gil 16i6n)ECand {c,I l<i<n}~Con’.Wehave 
However, 
U 7c0S6 Con, = U 7cOSE Con, 
as 4 d A’. Therefore { ci 1 1 d i 6 n} E Con. 
Axiom 3 follows from a similar argument to that used in 2. Let 
be a chain of prime information systems. Let m be a molecule of 
[(lJj A,) + @I. Then IJ rcOm &li” Ui Ai. Hence U n,m G Aj for some j, 
which means m is a molecule of [A, + B]. Thus m is a molecule of 
lJi [A, + 81. By Proposition 4.2 we deduce that -+ is continuous in its first 
argument. By a similar but easier proof we get that -+ is continuous in its 
second argument, hence it is continuous. 1 
Theorem 5.1 provides a tool for solving equations of prime information 
systems by fixed point theory, since all the constructions introduced give 
rise to continuous functions and hence the existence of fixed points. 
The reader may wonder why the construction of function space is so 
different from the one on information systems. Why can we not use 
propositions of the form (X, Y) or even (X, b) for the function space? 
Information systems describe the consistency and the entailment relation 
on propositions. The entailment is global: Once X+ a, it holds for the 
information system irrespective of the particular computation of the type. 
As the stable approximable mapping suggests, a pair (a, p) should read as 
follows: The set of propositions a entails the proposition p, and a is a 
weakest such set. If we take (a, p) as the basic unit of information for the 
function space, it may lack the global property. Consider the function space 
on the simple information system ( ( 1, 2}, Con, E--), where Con is generated 
by requiring 1, 2 to be consistent and F- by {2} + 1. If we know that x 
is a computation which produces 2 with the minimal information { 1,2}, 
written as ({ 1, 2}, 2) E x, we know that 1 is somehow also produced, since 
we have { 2) +- 1. We can then ask what is the minimal information needed 
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for x to produce 1. There are three possibilities: ( { 1, 2 >, 1) E x, ( { 1 }, 1) E x, 
and (0, 1) E x. Therefore ({ 1, 2}, 2) entails ({ 1, 2}, l), or ({ 1 }, l), or 
(0, l), but not all of them at the same time since they are inconsistent. 
This illustrates why we cannot get a global entailment by using proposi- 
tions of the form (a, p) for the function space. 
Our construction of function space works for the example in the 
following way. There are altogether nine molecules, four containing (0, l), 
three containing ({ 1 }, l), and two containing ({ 1, 2}, 1). For example, 
{ (0, 1)) is one of the molecules. Clearly, these nine molecules correspond 
to the nine complete primes in [B(A) -+., R(A)], where 4 is the prime 
information system under consideration. 
There is a special class of prime information systems for which one can 
indeed use (X, b) as propositions for the function space. They are the prime 
information systems with a trivial entailment relation: X+ a iff a E X. It 
can be shown that these prime information systems are closed under all the 
constructions proposed in Section 5 except lifting. In fact if we further 
require Con to be binary, in the sense that XE Con iff Vu, bE A’. 
{a, b} E Con, and {u} ++ {b} implies a = b, then they are just Girard’s 
coherent spaces (Girard, 1987). The reason for this is very simple. The 
domains Pt(A) for such prime information systems are binary complete 
(coherent) and the complete primes of Z?(A) are of the form {u> with 
UE A. More detailed treatments of coherent spaces are given in (Zhang, 
1991). 
6. CONCLUSION 
We have presented here a representation of dI-domains as prime 
information systems. The representation is formulated in terms of an 
equivalence between the category of dI-domains and the category of prime 
information systems. Through this representation as well as the related 
constructions, a clearer picture of the structure of stable functions is 
exposed. 
In prime information systems the propositions correspond to some kind 
of Scott open sets. This fact promised them to be an important link in the 
development of logic of dI-domains. The logic of dI-domains should 
include the prime information systems as its backbone, but with certain 
kind of logical operations like conjunction and disjunction explicitly put on 
the propositions. The smooth formulation of such a logic requires a charac- 
terization of stable functions in terms of some kind of open sets. These 
open sets turn out to be disjoint in nature, in the sense that the union of 
two open sets makes sense in general only if their intersection is empty. It 
is reasonable, therefore, to expect that the logic of dI-domains is a kind of 
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disjunctive logic. One might first develop a theory about disjunctive locales 
in the light of Stone duality, and then naturally arrive at the intended 
disjunctive logic. 
For readers interested in this direction see (Zhang, 1992a) for the 
topological study of stable functions in various categories, and (Zhang, 
1991, 1992b) for progress on disjunctive logics of stable functions. 
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