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Abstract. In paper I, we addressed the impact of the spatio-temporal program on the DNA composition
evolution in the case of time homogeneous and neighbor-independent substitution rates. But substitution
rates do depend on the ﬂanking nucleotides as exempliﬁed in vertebrates where CpG sites are hypermutable
so that the substitution rate C → T depends dramatically (ten fold) on whether the cytosine belongs to a
CG dinucleotide or not. With the speciﬁc goal to account for neighbor-dependence, we revisit our minimal
modeling of neutral substitution rates in the human genome. When assuming that r = CpG → TpG and
its reverse complement rc = CpG → CpA are (by far) the main neighbor-dependent substitution rates,
we demonstrate, using perturbative analysis, that neighbor-dependence does not aﬀect the decomposition
of the compositional asymmetry into a transcription- and a replication-associated components, the former
increases in magnitude with transcription rate and changes sign with gene orientation, whereas the latter
is proportional to the replication fork polarity. Indeed the neighbor dependence case diﬀers from the
neighbor-independent model by an additional source term related to the CG dinucleotide content in both
the transcription and replication-associated components. We ﬁnally discuss the case of time-dependent
substitution rates conﬁrming as a very general result the fact that the skew can still be decomposed into
a transcription- and a replication-associated components.
1 Introduction
Because both these processes require the opening of
the DNA double helix and act diﬀerently on the two
strands, transcription and replication may generate dif-
ferent mutational patterns likely resulting, after long evo-
lutionary time, in a compositional asymmetry of the
two DNA strands. As originally observed in prokary-
otes, these transcription-associated [1–3] and replication-
associated [4–8] compositional asymmetries were further
observed in eukaryotes and recently in the human genome
with deﬁnite evidence of a joined contribution of tran-
scription [9–13] and replication [14–21]. In paper I [22],
we have elaborated on a simple but realistic model of
time-homogeneous and neighbor-independent neutral sub-
stitution rates that describes their dependence upon the
replication fork polarity, gene orientation and transcrip-
tion rate. Then using perturbation theory, we showed
that this minimal model theoretically predicts that the
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compositional asymmetry linearly decomposes into i) a
replication-associated component that is proportional to
the replication fork polarity and ii) a transcription-
associated component that increases in magnitude with
transcription rate and changes sign with gene orientation.
The validity of this model was demonstrated in the hu-
man genome when estimating i) the substitution rates by
aligning human and chimpanzee genomes using macaca
and orangutan as outgroups and ii) the replication fork
polarity as the derivative of genome wide replication tim-
ing data for diﬀerent human cell types. The aim of this
paper II is to study to which extent the results reported
in paper I still apply when taking into account neighbor
dependence since substitution rates are well known to de-
pend on ﬂanking nucleotides [23,24]. Substitutional pat-
terns have also been demonstrated to depend on time [23,
25]. In this case all substitution rates and all the parame-
ters derived from them will depend explicitly on time mak-
ing the mathematical treatment rather diﬃcult to han-
dle. Notably, in contrast to the time-homogeneous case,
the nucleotide composition no longer necessarily converges
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towards its equilibrium value. As a ﬁrst step towards fu-
ture theoretical developments, we will provide hints and
indications how to formally take into account the time
dependence.
The manuscript is organized as follows. Section 2 is
devoted to the general formalism for DNA composition
evolution when taking into account neighbor-dependent
substitution rates. We mainly follow the model introduced
by Arndt et al. [26] and review some of its general prop-
erties. In sect. 3, we focus our study on the CpG → TpG
substitution only, which is by far (13 fold) more frequent
than C → T , the most frequent single nucleotide substitu-
tion [27,28]. We show that the (CpG→ TpG)a asymmetry
decomposes into transcription- and replication-associated
components consistently with the minimal model pre-
sented in paper I. Using perturbation theory, we demon-
strate and conﬁrm that the compositional asymmetry in
the human genome is compliant with the model pro-
posed in paper I: the replication-associated asymmetry
is proportional to the replication fork polarity whereas
the transcription-associated adds to the previous one and
changes sign with gene orientation. In sect. 4, we address
the issue of time dependence of substitution rates. We
conclude in sect. 5 by discussing the implications of this
theoretical study on previous and future works.
2 DNA composition evolution
2.1 Neighbor-dependent model
According to [26], the DNA sequence mainly evolves by
two processes: i) single-nucleotide (neighbor-independent)
substitution rates and ii) dinucleotide (neighbor-depen-
dent) substitution rates. Along that line, let us deﬁne a
single-nucleotide substitution rate matrix M and a din-
ucleotide substitution rate matrix Q. We keep the same
deﬁnition for M as in paper I: for nucleotides i, a ∈ {T,A,
G,C}, the element Mia is the (neighbor-independent)
substitution rate a → i. For i, j ∈ {T,A,G,C} and
a, b ∈ {T,A,G,C}, the element Qij,ab is the (neighbor-de-
pendent) substitution rate ab → ij. As for any transition
rate matrix, the sums over rows are null for both M and Q
∑
i
Mia = 0 and
∑
ij
Qij,ab = 0. (1)














where Xi(t) is still the frequency (or probability) of nu-
cleotide i at time t, and Xij(t) the frequency (or probabil-
ity) of dinucleotide ij at time t. The ﬁrst term accounts for
the single nucleotide substitutions. The second and third
terms account for all the dinucleotide substitutions that
give rise to the nucleotide i. A dinucleotide bc can substi-
tute into a dinucleotide ia (second term) with a nucleotide
i on the ﬁrst base, or into a dinucleotide ai (third term)
with a nucleotide i on the second base.
2.1.1 The neighbor-dependent model is not a closed system
According to eq. (2), the time evolution of the composition
in nucleotides Xi(t) depends on the composition in dinu-
cleotides Xij(t). Hence, in order to solve this equation, we
need to determine the composition in dinucleotides. The


















where Xijk(t) is the frequency (or probability) of trinu-
cleotide ijk at time t, ⊗ is the Kronecker tensor product,
and I is the 4× 4 identity matrix. The ﬁrst term accounts
for single-nucleotide substitutions, the three last terms for
dinucleotide substitutions. Dinucleotide substitutions can
give rise to the dinucleotide ij in diﬀerent ways. Of course
a dinucleotide ab can substitute into the dinucleotide ij
(second term). But we can also get the dinucleotide ij if
a trinucleotide ibc containing a i on the ﬁrst base, under-
goes a substitution bc → ja and becomes a trinucleotide
ija (third term). We also get the dinucleotide ij if a trin-
ucleotide bcj containing a j on the third base, undergoes
a substitution bc → ai and becomes a trinucleotide aij
(fourth term).
The time evolution for the composition in dinu-
cleotides (eq. (3)) therefore depends on the composition in
trinucleotides, whose time evolution will in turn depend
on the composition in quadrinucleotides, and so on. We
are thus faced with an inﬁnite hierarchy of equations [26].
This is the main mathematical diﬃculty of the neighbor-
dependent model, as the inﬁnite hierarchy of equations
cannot be solved exactly in general.
Remark. Note that the inﬁnite hierarchy of equations is in
fact highly redundant. The composition in nucleotides can
be obtained from the composition in dinucleotides, which















Xaij , . . . . (4)
Using eq. (4) between compositions in nucleotides and
dinucleotides and the time evolution eq. (3) for the com-
position in dinucleotides, one recovers the time evolution
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eq. (2) for the composition in nucleotides. Similarly, the
time evolution for composition in n-nucleotides implies
all the time evolutions for lower numbers of nucleotides
through relations like eq. (4).
2.1.2 The two-cluster approximation
To our knowledge, only Be´rard et al. [29] succeeded in
proving exact results regarding the neighbor-dependent
model. The authors in [26] proposed instead to truncate




This approximation is equivalent to state that the se-
quence is a ﬁrst-order Markov chain (in genomic posi-
tion). Then eq. (3) is closed, with trinucleotide frequen-
cies given by eq. (5). In further numerical examples, we
will explicitly use the two-cluster approximation to com-
pute the time evolution of the dinucleotide frequencies.
However, the perturbative resolution of DNA composition
evolution, that yields the decomposition of the skew into
transcription and replication associated components, does
not rely on this approximation.
2.1.3 Odds ratios (observed over expected values)
When there are no neighbor-dependent substitution rates,
i.e. when Q = 0, the solution of eq. (3) is Xij(t) =
Xi(t)Xj(t). The observed frequencies of dinucleotides Xij
are then equal to their expected value XiXj . A way to
quantify the presence of neighbor-dependence consists in






Odds ratios clearly diﬀerent from 1 have been an indi-
cation, directly derived from the sequence, that neighbor
dependence holds in most genomes [30].
2.2 Extending parity rules type 1 (PR1) and type 2
(PR2) to the neighbor-dependent model
The PR1 [31] and PR2 [31,32] strand symmetries deﬁned
in paper I for neighbor-independent and mononucleotide
frequencies respectively, can be extended to neighbor-
dependent substitution rates and dinucleotide frequencies.
Let us recall that the reverse complement of a dinucleotide
ij is the dinucleotide jcic. Hence four dinucleotides are
their own reverse complement
(TA)c = TA, (AT )c = AT,
(GC)c = GC, (CG)c = CG. (7)
The dinucleotide frequencies computed on the comple-
mentary strand are given by reverse complementarity
Xcij = X(ij)c = Xjcic . (8)
We note that the CG frequency is strand symmetric:
XcCG = XCG. The neighbor-dependent substitution rate
matrix computed on the complementary strand is also
given by reverse complementarity
Qcij,ab = Q(ij)c,(ab)c = Qjcic,bcac . (9)
We can decompose Q into symmetrical and asymmetrical








In the neighbor-dependent model, PR2 extends to the
dinucleotides frequencies. Under symmetrical substitution
rates (PR1), the frequencies of reverse complementary din-
ucleotides are equal at equilibrium (PR2)
if M = Ms, Q = Qs then X∗ij = X
∗
jcic . (11)
3 Focusing on the CpG → TpG substitutions
3.1 Substitutional asymmetry
As detailed in appendix B of paper I, substitutions
were tabulated in the human lineage since its divergence
with chimpanzee using macaca and orangutan as out-
groups [33]. Sequences were divided into CpG and non-
CpG sites in the ancestral human-chimpanzee genome
(CpG means a C followed by a G in the DNA se-
quence i.e. 5′-CG-3′). Cytosine when methylated can
spontaneously deaminate into thymine. In vertebrates
genomes, most CpG dinucleotides have their cytosine
methylated with the exception of speciﬁc genomic re-
gions called CpG islands [34]. As a result the CpG din-
ucleotide is hypermutable, and the CpG → TpG and its
reverse complement CpG → CpA are by far the princi-
pal neighbor-dependent substitutions rates [24,27]. The
twelve neighbor-independent substitution rates were de-
termined for non-CpG sites. The two neighbor-dependent
r = CpG → TpG and rc = CpG → CpA substitution
rates were determined for CpG sites [21]. CpG islands
and exons were excluded from the analysis as they are
unlikely to evolve neutrally. The ﬁrst and last 500 bp of
intronic sequences were also excluded to avoid bias due to
splicing sites [12]. Substitution rates were computed sep-
arately in genic (+), genic (−), and intergenic regions of
given replication fork polarity estimated from the deriva-
tive of the mean replication timing (MRT) as explained
in the appendix A of paper I. As a substitute to germline
replication fork polarity, we used the replication fork po-
larity determined from the MRT obtained in the HeLa cell
line [33]: p(x)  vTsdMRT/dx where the replication fork
velocity v = 0.64 kbp/min has been measured by DNA
combing and where the S-phase duration was estimated
to be TS  7 h [35].
As shown in ﬁg. 1, where the (CpG→ TpG)a asymme-
try is plotted versus the replication fork polarity, PR1 is
not only broken in genic regions but also in intergenic re-
gions. Actually this substitutional asymmetry decomposes
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Fig. 1. (CpG→ TpG)a substitutional asymmetry versus repli-
cation fork polarity (determined in HeLa cell line) in genic
sense (red), intergenic (black) and genic antisense (blue) re-
gions. Substitution rates, replication fork polarity and gene
orientation were computed on the reference strand.
into transcription- and replication-associated components
consistently with the minimal model for substitutional







T , genic (+),
praR, intergenic,
praR − raT , genic (−).
(12)
The coeﬃcients estimated by least-squares ﬁts of the data
in ﬁg. 1 conﬁrm the existence of a strong replication-
associated asymmetry
raR = 13.179± 0.734, (13)
as compared to the very weak transcription-associated
asymmetry
raT = 0.912± 0.142. (14)
Furthermore the (CpG → TpG)a asymmetry correlates
strongly with the replication fork polarity in intergenic re-
gions (R = 0.391), even though the replication fork polar-
ity was determined in HeLa cells and not in the germline.
For the sake of completeness, we obtained the following es-




R = 49.207± 0.337 (15)
and
rsT = −1.901± 0.413. (16)
1 The Pearson correlation (R value) of the (CpG → TpG)a
asymmetry with the replication fork polarity p was calculated
in non-overlapping 1Mbp windows genome wide. Only 1Mbp
windows containing at least 1 kbp of aligned CpG sites were
retained (N = 412). The p-value is < 10−15.
3.2 Neighbor-dependent model
3.2.1 Numerical test of neighbor dependence
Taking into account CpG → TpG substitutions only
amounts to taking all the elements of the matrix Q null
except [26]
QTG,CG = r = rs + ra, QCA,CG = rc = rs − ra,
QCG,CG = −(r + rc) = −2rs. (17)
The evolution of the composition then simpliﬁes to
d
dt









in the {T,A,G,C} coordinates. Therefore we recover
the time evolution equation of the neighbor-independent
model (sect. 4.1 of paper I) with an additional source term
that depends on the CG frequency.
As reported in ﬁg. 2, to illustrate the properties of
neighbor dependence in the human genome, we investi-
gated observed dinucleotide frequencies Xij versus ex-
pected dinucleotide frequencies XiXj at equilibrium for
four diﬀerent models. The dinucleotide frequencies at equi-
librium were determined by integrating numerically the
diﬀerential eq. (3) with the two-cluster approximation
(eq. (5)). The four models correspond to special cases
of the model eq. (18), with or without neighbor depen-
dence, and evolving under PR1 or PR1 breaking. For
the two neighbor-independent models (r = 0 in ﬁgs. 2A
and B), observed dinucleotide frequencies are equal to
their expected values. On the opposite, for the neighbor-
dependent models (r = 0 in ﬁgs. 2C and D) the odds ratios
are clearly diﬀerent from 1. As expected the odds ratio of
the CG dinucleotide is decreased, whereas the odds ratios
of the TG and CA dinucleotides are increased. For mod-
els under PR1 (M = Ms, r = rs in ﬁgs. 2A and C), ob-
served frequencies of reverse complementary dinucleotides
are equal, as their expected values. The composition does
satisfy PR2 ([G] = [C] and [T ] = [A]), as veriﬁed in
ﬁgs. 2A and C, the values are clustered into three groups
along the x-axis, corresponding to the only three diﬀerent
expected dinucleotide frequencies [X][Y ] values ([G][G],
[T ][T ] or [G][T ]). Furthermore, for the neighbor-dependent
model under PR1 (ﬁg. 2C), the observed dinucleotide fre-
quencies are not equal to their expected values, but the ob-
served frequencies of reverse complementary dinucleotides
are nonetheless equal. For instance in ﬁg. 2C, TG and CA
observed frequencies are equal [TG] = [(TG)c] = [CA]
whereas the CG observed frequency is only equal to itself
[CG] = [(CG)c]. Of course when the PR1 symmetry is
broken (ﬁgs. 2B and D), the PR2 symmetry is broken for
both expected and observed dinucleotide frequencies.
Eur. Phys. J. E (2012) 35: 123 Page 5 of 12
Fig. 2. Observed and expected dinucleotide frequencies at equilibrium. (A) Neighbor-independent model (r = 0) with sym-
metrical substitution rates (M = Ms). (B) Neighbor-independent model (r = 0) with substitutional asymmetry (Ma = 0).
(C) Neighbor-dependent model (r = 0) with symmetrical substitution rates (M = Ms, r = rs). (D) Neighbor-dependent model
(r = 0) with substitutional asymmetry (Ma = 0, ra = 0).
3.2.2 Time evolution of the skew
As emphasized in paper I (sect. 4.1), it is more convenient
to consider the evolution of the DNA composition in the























where STA and SGC are the compositional skews and θTA
and θGC are the T + A and G + C contents. The T + A
and G + C contents are invariant under strand exchange
symmetry, whereas the compositional skews change sign.





1 1 0 0
0 0 1 1
1 −1 0 0








1 0 1 0
1 0 −1 0
0 1 0 1




It is easy to get the evolution of Y through a linear
transformation of eq. (18)
d
dt
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where N = UMU−1 = Ns + Na with












The A and D matrices are invariant under strand ex-
change symmetry whereas the B and C matrices change
sign. We refer the reader to sect. 4.1.1 of paper I where
the 2 × 2 matrices A,B,C and D are deﬁned together
with the spectral properties of A and D that are needed
for the time evolution of the composition. We recall that
the matrix A has one eigenvalue equal to zero associated
with the eigenvector θA that characterizes the equilibrium
composition under PR1
AθA = 0 (24)












, with λA > 0. (25)










S(k), with λ(k)D > 0.
(26)
Hence, D is invertible and etD → 0 when t→∞. Actually
λA and λ
(1,2)
D are characteristic time scales of the DNA
composition evolution, when the substitution rate matrix
satisﬁes PR1.
In eq. (21), we recover the time evolution of the neigh-
bor-independent model with an additional CG frequency
dependent source term. The composition at equilibrium
dY ∗/dt = 0 is then given by












GC = 1. (27)
Therefore a source term depending on the equilibrium CG
frequency is also added to the equilibrium composition
(eq. (27) of paper I).
3.3 Perturbative resolution of the neighbor-dependent
model
3.3.1 Perturbative analysis
Along the line of the perturbative analyses performed in
sect. 4.3.2 of paper I for the neighbor-independent model,
we will consider the symmetrical parts Ms and rs of O(1),
while the asymmetric parts Ma and ra are considered
O(). If we start with initial null skews S(t0) = 0, the
perturbative resolution of eq. (21) gives the following time
evolutions:


































The perturbative resolution of eq. (27) yields the equilib-
rium values



















We note that both the G + C content and the skews are
aﬀected by the neighbor-dependent rate r.
3.3.2 Impact on the T + A and G + C contents
We assume that the substitution rates, and in particular
the r = (CpG→ TpG) substitution rate and the substitu-
tion rate matrix M , follow the minimal model equations
τa[p, α, (±)] = pτaR ± τaT [α], (32)
τ s[p, α, (±)] = τs0 + τ sR + τ sT [α], (33)
where p, α and (±) correspond to the replication fork po-
larity, transcription rate and gene orientation respectively





T , as estimated in the human genome, were
found to be small compared to the symmetrical substi-
tution rate τs0 + τ
s
R (see the single-nucleotide substitu-
tion rate matrices reported in appendix B of paper I, or
eqs. (13) to (16) for the neighbor-dependent substitution
rate r). This justiﬁes the use of perturbation theory to
solve the DNA composition evolution.
The perturbative resolution of eq. (21) gives the fol-
lowing time evolutions of the T + A and G + C content:
θ[p, α, (±)](t) = θ˜0(t) + θT [α](t) + O(2), (34)
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Fig. 3. Equilibrium T +A and G+C contents (A) and TA and GC skews (B) versus p. Comparison of the exact (circles, dots)
and perturbative (solid line, dashed line) solutions for the neighbor-dependent (circles, solid line) and neighbor-independent




R and the neighbor-dependent substitution
rate r[p] = rs0 + pr
a
R follow the minimal model (eqs. (32) and (33)) in intergenic regions of polarity p.
where



























The perturbative resolution of eq. (27) gives the following
equilibrium T + A and G + C contents:
θ∗[p, α, (±)] = θ˜∗0 + θ∗T [α] + O(2), (37)
where










θ∗T [α] = λ[A0+AR]
{








As compared to the neighbor-independent model (see
sect. 4.3.2 in paper I), we note that the neighbor-
dependent rate r impacts on both the θ˜0 and θT [α] co-
eﬃcients in eqs. (34) to (39). As expected the G+C con-
tent still does not depend on the replication fork polar-
ity or gene orientation (ﬁg. 3A). Indeed it depends on all
the variables that determine the symmetrical substitution
rates including the neighbor-dependent ones.
3.3.3 The skews still decompose into transcription- and
replication-associated components
The perturbative resolution of eq. (21), with initial null
skews S(t0) = 0, yields the following time evolution of the
TA and GC skews:





























The perturbative resolution of eq. (27) gives the equilib-
rium TA and GC skew values
S∗[p, α, (±)] = pS∗R ± S∗T [α] + O(2), (43)
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Fig. 4. The compositional asymmetry decomposes into transcription- and replication-associated components. Equilibrium skews
S∗GC (A) and S
∗
TA (B) versus the replication fork polarity (see text and paper I) in genic sense (red), intergenic (black) and
genic antisense (blue) regions. The equilibrium skews were computed taking into account the neighbor-dependent CpG→ TpG
substitution rate (sect. 3.2). Substitution rates, equilibrium skews, replication fork polarity and gene orientation were computed
on the reference strand. Dashed lines correspond to the least-squares ﬁt to a line following the linear model eq. (43). The
so-obtained linear regression coeﬃcients are reported in table 1.







of the model eq. (43), obtained by least-squares ﬁts to a line in ﬁg. 4 (r = 0) together with the corresponding values obtained
with the neighbor-independent model in paper I (r = 0).







Neighbor-dependent (r = 0) 9.08± 0.19 11.16± 0.13 15.84± 0.99 16.77± 0.67
Neighbor-independent (r = 0) 7.02± 0.16 10.8± 0.16 10.54± 0.82 13.64± 0.85
where












S∗T [α] = −[D0 + DR]−1
{









Therefore we recover for the compositional asymmetry the
same decomposition as for the substitutional asymmetry
eq. (12). From the comparison with the corresponding
equations of the neighbor-independent model (sect. 4.3.2
of paper I), we note that the neighbor-dependent rate r
also impacts on the SR and ST [α] coeﬃcients.
As shown in ﬁg. 3, when using the substitution rates
determined in intergenic regions of replication fork polar-
ity p, the perturbative solution (eqs. (37) and (43)) for
the equilibrium values are indistinguishable from the ex-
act solutions of eq. (27). As predicted by eq. (43) the
equilibrium skews S∗TA and S
∗
GC are proportional to p
(ﬁg. 3B). In contrast, as predicted by eq. (37), the G + C
and T + A contents at equilibrium do not depend upon
p (ﬁg. 3A). As shown in ﬁg. 3, when comparing these
values to the ones previously obtained in the neighbor-
independent model (r = 0) in paper I, we conﬁrm that
the neighbor-dependent rate r does impact signiﬁcantly
on both the skews and the G + C content. Furthermore,
as reported in ﬁg. 4, when computed in genic sense, inter-
genic and genic antisense regions, the equilibrium skews
S∗GC and S
∗
TA both decompose into transcription- and
replication-associated components consistently with the
formal derivation eq. (43). The coeﬃcients S∗T and S
∗
R
estimated by least-squares ﬁts to a line (dashed lines in
ﬁg. 4) are reported in table 1 together with the corre-
sponding values obtained with the neighbor-independent
model in paper I. We see that the additive contribution
of the neighbor-dependent term signiﬁcantly strengthens
the coeﬃcients S∗T and S
∗
R without changing their sign.
S∗TA,T and S
∗
GC,T asymptotic skews associated with tran-
scription are found positive, as well as S∗TA,R and S
∗
GC,R
skews associated with replication, in agreement with pre-
vious analyses [11,12,16,17]. As reported in table 2, these
results were conﬁrmed when computing the Pearson cor-
relation of the equilibrium skews with the replication fork
polarity p even though the replication fork polarity was
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Table 2. The equilibrium asymmetry correlates with the repli-
cation fork polarity. Pearson correlation (R values) of S∗GC and
S∗TA with the replication fork polarity p calculated in non-
overlapping 1Mbp windows genome wide. Only 1Mbp win-
dows containing at least 100 kbp of aligned (intergenic) se-
quences and at least 100 kbp of repeat-masked (intergenic)
sequences were retained for the neighbor-independent case
(N = 1982). Only 1Mbp windows that further contain at
least 1 kbp of aligned CpG sites were retained for the neighbor-
dependent case (N = 412). All p-values are < 10−12.
Model, S∗ S∗GC S
∗
TA
Neighbor-dependent (r = 0) 0.34 0.42
Neighbor-independent (r = 0) 0.22 0.30
determined in the HeLa cells and not in the germline (see
paper I).
4 Time dependence of substitution rates
Substitutional patterns have been also shown to depend
on time [23,25]. In this case all substitution rates (and all
the parameters derived from them) depend on time. Im-
portantly, on the contrary to the time homogeneous case,
the composition does not necessarily converge towards an
equilibrium value. Nonetheless, most results established
in the time homogeneous case generalize to the time-
dependent case. For instance, PR2 is still veriﬁed if the
substitutional pattern satisﬁes PR1 [36], and the skew can
still be decomposed into transcription- and replication-
associated components if the substitution rates follow the
minimal model (eqs. (32) and (33)).
4.1 Neighbor-independent model
4.1.1 Equilibrium composition interpreted as the current
direction of evolution
If we take into account the time dependence of the substi-
tution rates, the neighbor-independent model evolution is
governed by the equation
d
dt
X(t) = M(t)X(t). (46)
In general the solution of eq. (46) does not converge. At
each time t, the composition starts converging towards the
equilibrium value X∗(t), deﬁned from the matrix M(t).
As the equilibrium composition X∗(t) changes over time,
the composition X(t) may never actually reach an equi-
librium state. In this perspective the equilibrium compo-
sition X∗(t) gives the current direction of evolution, not
the long-term asymptotic value (that may even not exist)
of the composition. With this interpretation in mind, the
perturbative solutions for the equilibrium G + C content
(eq. (71) of paper I) and the skews (eq. (65) of paper I) are
still valid, but they of course depend explicitly on time.
4.1.2 PR2 is still valid for time-dependent and
strand-symmetric substitution rates
PR2 was ﬁrst proved [37] for the equilibrium composi-
tion for time-independent substitution rates (sect. 2.1 of
paper I). But if the composition never reaches the equilib-
rium state, are we certain that PR2 is still satisﬁed? Under
symmetrical substitution rates (PR1), the evolution of the




θ(t) = A(t)θ(t), (47)
d
dt
S(t) = D(t)S(t). (48)
Lobry and Lobry [36] showed that the G + C content on
one side and the skews on the other have distinct long
term behavior. The G+C content generally never reaches
equilibrium, (G + C)∗(t) only gives the ever changing di-
rection of evolution. On the opposite the skews always
decay towards zero, as S∗(t) = 0 gives at all times the
same direction of evolution. Therefore whatever the time-
dependent substitutional pattern, under symmetrical sub-
stitution rates (PR1), the nucleotide composition will al-
ways satisfy PR2 asymptotically.
4.2 Neighbor-dependent model
4.2.1 Solving time-dependent diﬀerential equations
If we take into account the time dependence of the substi-













in the {θTA, θGC , STA, SGC} coordinates. This model falls




Y (t) = N(t)Y (t) + Z(t), (50)
where Z(t) is a source term. When solving perturbatively
eq. (49), we systematically encounter diﬀerential equations











dtn . . . dt1N(tn) . . . N(t1), (51)
where I is the identity matrix. Importantly the time-



















The solution of eq. (50) with the initial condition Y (t0)
at t0 is given by











Indeed the solution given by eq. (54) satisﬁes both eq. (50)
and the initial condition thanks to the properties of the
time-ordered exponential (eqs. (52) and (53)). Besides uni-
queness of the solution is ensured by the Cauchy-Lipschitz
theorem.
We recall that the solution of diﬀerential eq. (50) in
the time-independent case N(t) = N is given by




Consistently the time-ordered exponential reduces to the




duN(u) = e(t−t0)N , when N(t) = N. (56)
Therefore the resolution of the time-dependent diﬀeren-
tial equation actually amounts to replace the ordinary ex-
ponential in eq. (55) by the time-ordered exponential in
eq. (54).
4.2.2 Perturbative analysis of the compositional asymmetry
with time-dependent substitution rates
If we take into account the time dependence of substitu-
tion rates, our minimal model writes
τa[p, α, (±)](t) = pτaR(t)± τaT [α](t), (57)
τ s[p, α, (±)](t) = [τs0 + τ sR](t) + τsT [α](t), (58)
for all substitution rates τ . All the results derived in the
previous perturbative analyses (sect. 4.3 of paper I and
sect. 3.3) can be extended to the time-dependent case. The
equilibrium skews are still given by eqs. (43) to (45), but
they now depend explicitly on time. The time evolution
of the skews is still given by eqs. (40) to (42), if we sys-
tematically replace ordinary exponentials by time-ordered





























































In the time-dependent case the skews can still be de-
composed into a transcription- and a replication-associat-
ed contribution. As in the time homogeneous case,
the replication-associated contribution is proportional to
the replication fork polarity, while the transcription-
associated one increases in magnitude with transcription
rate and changes sign with gene orientation.
Remark. Note that the above conclusion relies on the as-
sumption that the parameters p, α, and gene orienta-
tion do not change with time. If for example the repli-
cation fork polarity proﬁle along the human chromosomes
changes over evolutionary time then we are no longer cer-
tain that the replication-associated skew remains propor-
tional to p.
5 Conclusion
In this paper II, we have shown that when taking into
account for neighbor dependence in our minimal mod-
eling of neutral nucleotide substitution rates proposed
in paper I [22], the main conclusion obtained with the
neighbor-independent model remains valid, namely the
compositional asymmetry actually decomposes into a
transcription- and a replication-associated component.
The former increases in magnitude with transcription rate
and changes sign with gene orientation whereas the lat-
ter is proportional to the replication fork polarity. These
results provide strong theoretical support to the wavelet-
based multi-scale methodology developed in [19] to dis-
entangle transcription- and replication-associated skews
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in mammalian genomes in the so-called replication N-
domains. The genic crenel-shaped skew associated with
transcription superimposes (additive for sense genes and
subtractive for antisense genes) to a N-shape skew proﬁle
associated with replication [18]. Accordingly, our genome-
wide analysis conﬁrms that the linear decrease of the
replication-associated component of the skew inside N-
domains likely reﬂects a decrease in the proportion of
replication forks propagating from the left (5′) to the right
(3′) N-domain extremity [39]. These N-domains borders
were shown to exhibit a very peculiar gene organization
and chromatin state [18,40,41]. They were proposed to be
replication origins, evolutionary conserved and active in
the germline [16,17,21,42]. Indeed, the existence of a new
type of replication domains presenting gradients of replica-
tion fork polarity contrasts with the previously proposed
dichotomic segmentation of mammalian chromosomes in
regions replicated either by multiple synchronous origins
with equal proportion of forks coming from both direc-
tions (0.2–2Mbp Constant Timing Regions) or by unidi-
rectional replication forks (0.1–0.6Mbp Transition Timing
Regions) [43–46]. Taking advantage of replication timing
proﬁle in several human cell types [33,47], we have re-
cently shown [39] that, as the signature of the replica-
tion fork polarity, the derivative of the replication timing
proﬁle behaves as a N in so-called U-shaped replication
timing domains demonstrating that replication N-domains
are not speciﬁc to the germline but robustly observed in
stem and somatic cell types as covering about 50% of the
human genome. Furthermore as observed with “master”
replication origins bordering the skew N-domains [20,40]
the early initiation zones bordering the replication timing
U-domains are signiﬁcantly enriched in open chromatin
markers as well as in insulator-binding proteins CTCF
and are prone to gene activity [39]. The subsequent anal-
ysis of recent Hi-C [48] and 4C [49] data has revealed that
replication timing U-domains actually correspond to self-
interacting structural chromatin units [39,49]. Altogether
these results enlighten the fundamental role of these “is-
lands” of open chromatin observed at U-domains borders:
at the heart of a compartmentalization of chromosomes
into chromatin units of independent replication and of
coordinated gene transcription, they likely are the cor-
ner stone of a highly paralleled spatio-temporal replica-
tion program in the human genome and more generally
in mammalian genomes [20,39]. Altogether these results
open new perspectives in the modeling of the replication
program in higher eukaryotes [50,51] possibly diﬀering
from those proposed in yeast [52–54] where the existence
of a replication-associated skew has been recently demon-
strated [55]. In that context, a dynamic model has been
recently proposed [35,39] in which replication ﬁrst initi-
ates at replication timing U-domains borders followed by a
chromatin gradient-mediated succession of secondary ori-
gin activations. It will thus be essential to determine to
what extent the chromatin state inﬂuences fork progres-
sion and origin activation. Finally, the present study raises
the question of the stability of the spatio-temporal repli-
cation program during evolution. According to our “min-
imal” modeling the observed compositional skews were
generated over several hundreds Myrs, i.e. a time period
much larger the age of the mammalian radiation; further-
more these skews are far from having reached their equi-
librium values. A detailed study of genome compositional
asymmetries during evolution is in current progress.
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