Summary--This paper is concerned with the analysis, in a stochastic sense, of systems described by linear differential equations with random disturbances, which often arise in the study of the variational behavior of an optimal control system along its nominal trajectory due to random disturbances in plant parameters or measuring errors in state variables.
INTRODUCTION
Tnls PAPER describes a method of analyzing the behavior of time-varying systems under the influence of stochastic disturbances. By means of the known property of state transition matrix a close-form solution for the probability density function for the given system can be obtained.
During the past 15 years there has been much interest in analyzing the behavior of automatic control systems under the influence of random disturbances. If the system is linear and the output-input relationship is governed by a linear differential equation with constant coefficients, then the well-known techniques using transfer function, correlation function, etc., are adequate to analyze the behavior of the system. In the case that the behavior of a system is described by a set of linear differential equations with constant coefficients under the influence of random disturbances, with practically white spectra the method of Fokker-Planck equation was used by WANe and Um21~ECK [l] .
The present paper is primarily concerned with the analysis of linear time-varying systems excited by white noise and to a greater extent, of linear time-varying systems under the influence of stochastic processes which are non-white as well as non-stationary. However, the assumption on these processes is that they are generated by a set of linear differential equations excited by white noise; this being frequently the most realistic way of viewing the operation of physical systems. A white noise random process can be considered only as a limiting case which will never occur in practice. The most common examples of stationary process with rational power spectral density, especially in noise applications to electric circuits, are those which can be considered as the spectral density of the output from a time invariant lumped-parameter linear circuit excited by white noise.
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PROBABILISTIC CHARACTERIZATION OF A MARKOV PROCESS
Let P(t, x/z, y)dy be the conditional probability that at time z the random vector ~(z)=(~l(z ) ..... ~,(z))e[y, y+dy] under the condition that at t, ~(t)=x. Then a Markov process can be defined by stating that for such a process the conditional probability P(t, x/z, y)dy that the random vector ~(z)=(~l(z ) ..... ~0(z)) assumes the values in [y,, yi+dyi](i= l ..... n) at time z depends besides on Yi and z only on the vector ~ at the previous time t. Any additional information concerning the states of the system at instants of time earlier than t for the process has no effect on the function P(t, x/z, y). In other words, a Markov process is completely described by the conditional probability density frunction P(t, x/z, y). It can be shown that such a process will always satisfy the generalized Markov equation, i.e. for the instants of time t, s, z such that t<s<z
It is assumed in what follows that any integration is to be carried out over the entire n-dimensional state space R. unless the limits of integration are specified otherwise.
THE FOKKER-PLANCK EQUATION
In order to use the Fokker-Planck equation for the analysis of physical systems under stochastic disturbances we need the following assumptions: (a) Condition of strong continuity, i.e.
lira
P(t-At, x/t, y)dy=0
(2) At-~,0 A't y-xl>j for every positive number 6. The quantity [y-x t can be considered as the Euclidean length in Rn.
(b) for any 6 > 0, the limits
At-*O A-t y--x[<~ exist and the convergence of (3) and (4) is uniform in x.
(c) the partial derivatives
exist and are continuous for all t, x, z>t and y.
Under the assumptions (l) through (5) it can be readily shown the conditional probability density function satisfies the Fokker-Planck equation
4. LINEAR TIME-VARYING SYSTEM EXCITED BY WHITE NOISE Let us consider a linear time-varying system of the form
dz-"A= ~ C~k(t)Zk + ~d~(t)nk(t),
Equations (7) can be put into vector form
The (9) where ~(t I -tz) is the Dirac singular function.
(b) The components n~(t) and nj(t), i#j, are uncorrelated so that
With the above assumptions, the Fokker-Planck equation (6) associated with the system (7) reduces to the following form:
k~=l At t =0, the initial condition on P is given by
and P--*0 as zi--, + m. The solution of (11) which satisfies'the above initial and boundary conditions is called the fundamental solution of the Fokker-Planck equation associated with system (7). The fundamental solution, that is, the conditional probability of the system (7), is provided by the following theorem: Theorem 1. For the given system (7) satisfying conditions (9) and (10), the fundamental solution, P, of the associated Fokker-Planck equation (11) is given by
P(O, zolt, z)=(2=)./,i; q1/2 exp -
where ];qti is the cofactor of the elements 2 o in the determinant 121 of the covariance matrix
in which the elements 2ij and m~ are given, respectively, by 2,Xt ) = 2 c~k,(t)dp,
k=l ~p~j(t) and ~j(t) are the elements of the matrices q) and u/satisfying the following equations
where ~' and C'(t) are the transposes of the matrices ~ and C(t) respectively and I is the identity matrix.
Proof. To find the fundamental solution of (11) with the initial condition (13) we shall generalize the method of WANG and UHLENBECK [1] which was first used in the theory of Brownian motion with Brownian particles governed by a set of linear differential equations with constant coefficients in which the characteristic roots were assumed to be real and distinct. Let us define the Fourier transform of the conditional probability density function P by
where ~ =(~1, • • •, ~.)-Taking the Fourier transform of both sides of (11) and integrating by parts with respect to z~ and zj we find
Equation (21) Writing equation (22) in matrix form, we have, 
0=-9 ~ fj(t)~,~
Then the solution of the first equation of (23) is given by ~(t) = ~k(t)C0 (25) or in terms of components 
A~(t)~t)~j(t)dt
Using relations (26) and (28), equation (29) 
qbk,( t )qb,.( t )¢,~,~ i f o( t)¢ ,,( t )~ j~ t)dt }
The general solution of (21) 
Equation (37) is simply the Fourier transform of an n-dimensional distribution with means and variances expressed respectively by (35) and (36) with the corresponding probability density function [4] .
which is what we want to prove. If the initial position of the system (7) or (8) is known exactly then the initial probability density function P(0, z0) can be written as P(0, z0) = 6(z 0-ao) = fi 6(z0~-ao~),
i~l and the probability density function P(t, z) will be the same as equation (38) Knowing the probability density distribution P(t, z) the expected values as well as the moments of the solution of the given system can be determined at every instant of time. This is true even though the initial position of the system is not exactly known, but is only given by its probability distribution. This, of course, determines the stability of the system in a stochastic sense.
LINEAR TIME-VARYING SYSTEM WITH DISTURBANCES GENERATED BY DIFFERENTIAL EQUATIONS EXCITED BY WHITE NOISE
In the previous section we assumed that random disturbances n(t) of the linear timevarying system were caused by white noise. A white noise random process can be considered only as a limiting case which will never occur in practice. (8) is governed by the following set of linear differential equations
For the above reason the natural generalization is to assume that the random noise vector n(t)=(nl(t) ..... n,(t)) in the system
d°'~/ + fl(t)~(al d"-lnz dn~
• .-1~+...
+ fl, t(t)"~"l" fl,o(t)n, ffi w, i= 1 ..... n (41) where w~ is the i tb component of the white noise vector w(t)f[wl(t) ..... wn(t)].
For each i, equation (41) dv.+.,+., It is readily seen that the expanded system (45) is again a linear system excited by white noise and is in essence the same as equation (8) . Therefore, we can summarize the above results into the following.
dr_._._. = C.z(t)v l + . . . + C..(t)v. + d.t(t)v. + 1 + d.2(t)v. + ~, +1 + • • • dt
dt -~2("-l)(t)v"+"+'~-'"-~2°(Ov"+"+1+F"+"+"(t)
dvn+
= E(t)v + F(t) dt
Theorem 2. For the given system described by equations (8) and (41) with the white noise vector w(t) satisfying conditions (9) and (10) the fundamental solution, P(0, Zo/t, z), of the associated Fokker-Planck equation in the expanded state space of dimension N is again given by the expression (11) satisfying conditions (13) through (17) 
with n, C(t), D(t) and n(t) replaced, respectively, by N, E(t), L and F(t).
The results developed in this paper can be applied to a wide class of control systems such as for the determination of average changes in trajectory and the performance index of optimal control systems due to random disturbances in plant parameters or noisy observation of state variables [5].
EXAMPLE
Let us consider an optimal control system which can be considered as a single axis model of a vehicle with a reaction wheel [6] . The control problem is to transfer the vehicle from some fixed initial attitude to some fixed final attitude and the control voltage will be chosen such that the energy delivered to the servomotor is minimum. The equation of motion can be described by the following differential equations The solution of (52) gives the optimal trajectory. If there is random noise n~ in the optimal control problem, the equations of motion 
= C(T)z + D(T)n,
mj(t) =E[zi(t)] =~plj(t)zj(O), j= 1, 2
2,~(t)=2
Ckr(t)4h~(t f2z(t k(t)~b21(t)dt
To generate the elements of ~O, the computer set-up is shown in Fig. 1 with the functions ~b~k shown in Fig. 2 . The generation of the matrix ~ is indicated in Fig. 3 with the results shown in Fig. 4 . Using a noise generator with an average spectral density of 5.28 V2/cps. The theoretical values of the means and variance of the system (54) are plotted, respectively, in Figs. 5 and 6.
In order to check the theoretical means as well as the variances of the system (54), the random noise n~ is applied to the system (54) as indicated in Fig. 3 . The experiment is repeated for 100 times with a time interval of 10 sec for each run. where the superscript i indicates the ith run of the experiment. The results corresponding to several time instants are also plotted in Figs. 5 and 6. It is found from Figs. 5 and 6 that the experimental results are in close agreement with theory. However, it should be pointed out that the method of confidence intervals cannot be used to compare the experimental and theoretical curves. This is due to the fact that the confidence intervals are exceedingly small and in fact that they are well within the limits of experimental errors of the measuring instruments.
CONCLUSIONS AND REMARKS
In this paper, the fundamental solution of the Fokker-Planck partial differential equation arisen from stochastic systems is obtained by means of the combination of the method of Fourier transform and the method of characteristics. This combinational method is distinct from the other methods [7, 8] used in solving stochastic optimal control problems in that the solution obtained by this method does not use the fact that the response of a linear system subject to Gaussian random input is also Gaussian. In view of this fact our method may be considered as a new proof of the Gaussian Invariant property of linear systems.
The concept of state for deterministic systems is well known. As a matter of fact, the concept was originated in the time of development of classical mechanics. However, for stochastic systems, the concept of state is still unsettled. Recently, STRATONOVlCH [9] of the U.S.S.R. introduced the probability density function as the state of a stochastic system. This idea of using probability density function as the state of a stochastic system was mentioned by BELLMAN [10] . The improved version of STgATONOVICn'S work on the concept of state was presented by KUSHNER [10, 11] and WOSHAM [12] . The key concept of state is the separability of the past from the future, consequently the concept of the state for a stochastic system is equivalent to the method of finding the minimum set of variables such that by using this set of variables the system can be de'scribed as a Markov process. In this paper, we have shown that for a linear system subject to a stochastic input described by a set of linear differential equations excited by white noise, the state of the system may be defined as the original deterministic state of the system adjoined by the deterministic state of the set of differential equations describing the stochastic input to the system. The above concept of augmented state has been discussed by several authors; however, a specific definition of state to a particular stochastic system such as ours, as far as we know, has not been given.
