In 2010, seven laboratories took part in the CCRI(II) key comparison of activity concentration measurements of 241 Pu, CCRI(II)-K2.Pu-241, using seven different methods. The spread of all results except one is 4 × 10 -2 in relative terms. The results based on the CIEMAT/NIST efficiency tracing method are shown to be dependent on the beta spectrum shape selected and further work is proposed.
Introduction
The organization of an activity comparison of Pu is a fissile isotope which is almost a pure beta emitter decaying to 241 Am. Consequently the standardization of 241 Pu should be preceded by a chemical separation. One method of standardization is to measure 241 Pu as a pure beta emitter and subtract the small in-growth of 241 Am as an impurity. A second method is to measure the 241 Am in-growth and deduce the activity of the mother 241 Pu from the fit of the in-growth curve. The participants were recommended to use the 241 Pu decay data from the Decay Data Evaluation Project [1] The National Physical Laboratory (NPL) in the UK was the pilot laboratory for this comparison exercise. Before distribution of the samples to participating laboratories, a chemical separation of americium from the 241 Pu solution was performed on the 19 October 2009 in order to purify the solution from the in-growing 241 Am daughter (see also section 3). After the separation, a solution of 241 Pu in 2M HNO 3 was prepared at an activity concentration level of approximately 100 kBq g -1 for distribution to the participants. The 5 ml ampoules were filled with 3 g of the solution using a pycnometer method and weighing. Impurities present in the solution were determined by alpha spectrometry and mass spectrometry. A The ampoules were distributed to the participants in November 2009 and the dead-line for submission of results was originally planned as 31 May 2010. As some of the participants were experiencing difficulties with the standardization, the dead-line was later changed to 30 September 2010. The reference date was fixed as 1 February 2010, 12 h UTC. All activity values in this report are given at the reference date unless stated otherwise.
All the participants reported their results to the BIPM directly using the new Excel reporting forms. A Visual Basic Application called KCsoft developed at the BIPM enables the information given in the forms to be read and produces Excel tables automatically. These tables are then copied into the appropriate format to produce the tables included in this report.
Participants and measurement methods
The list of participants and their final result for the comparison is given in Table 1 . All the participants except the IAEA and the LNE-LNHB used more than one method. The NIST, NMISA and the NPL used several methods to check consistency but used a single measurement method for their official comparison result.
Four laboratories used the CIEMAT/NIST efficiency tracing method (CNET) and five laboratories used the triple-to-double-coincidence-ratio (TDCR) method. Three laboratories used the 241 Am in-growth method based, respectively, on  spectrometry (IAEA), 4πα(LS)-γ(NaI) live-timed anticoincidence counting (NIST) or -ray spectrometry (NPL). The initial content of 241 Am in the 241 Pu solution is of course crucial for this method and this is discussed in section 4. Some of the methods are described in more detail hereafter.
Isotope dilution alpha spectrometry with a 242 Pu tracer (IAEA)
An aliquot of the 241 Pu solution was diluted without addition of tracer. Another aliquot of the 241 Pu solution was diluted and spiked with a 242 Pu tracer (NIST SRM4334F; the purity of this tracer was checked by alpha spectrometry and its alpha activity by liquid scintillation (LS) counting). The Pu was separated from Am by extraction chromatography, using TEVA resin -aliphatic quaternary amine, in both solutions, and then alpha-spectrometry sources were prepared by micro-co-precipitation of Pu with NdF 3 . The alpha spectra were collected with Passivated Ion Implanted Planar Silicon PIPS detectors immediately following the separation; the alpha-emitting Pu isotope ratios and the purity of the sources were checked. Then the sources were repeatedly measured for six months to determine the activity concentration of the ingrowing 241 Am. The 241 Pu activity concentration was calculated from the 241 Am results.
Liquid Scintillation (LS) comparative measurements of matched sources (NIST)
The method consists of comparative LS measurements of matched sources of the CCRI(II)-K2 solution against a NIST well-characterized master solution, identified as A1, that has been followed by in-growth measurements at NIST for more than 30 years. The NIST A1 solution was re-standardized in May 2010 by 4πα(LS)-γ(NaI) live-timed anticoincidence counting of the 241 Am in-growth and then linked to the CCRI(II)-K2 solution by preparing composition-matched cocktails and counting them in three different LS counters. The matched LS comparisons resulted in a total of 75 NPL/A1 activity ratios (5 sources of each, measured 3 times on 5 occasions in 3 different counters) that were normally distributed.
Combination of mass spectrometry and  spectrometry measurements (NPL)
The 241 Pu activity was determined from mass spectrometric measurements of the 241 Pu solution combined with  spectrometry measurements. The activity of  239 Pu and   240 Pu, present as impurities in the 241 Pu solution, was first determined by alpha spectrometry with a PIPS detector using efficiency tracing with 236 Pu (see Figure 4) . Secondly, the 239+240 Pu activity result was combined with the mass spectrometric analysis (mass spectrometry ratio 239+240 Pu/ 241 Pu) to deduce the The standardization methods based on liquid scintillation show the largest uncertainty. Among the participants using the CNET and TDCR methods the IRMM reported results with the smallest uncertainty. A relative standard uncertainty of 10 -3 was reported by the IRMM in relation to observed instabilities with some cocktails (see section 7). The PTB reported a large relative uncertainty of 2.4 × 10 -2 for the ionization quenching (kB value) in the TDCR measurement. The LNE-LNHB and NMISA reported a dominant uncertainty contribution related to the beta spectrum shape. There is incoherence between the NMISA and the PTB concerning the influence of the beta shape factor on uncertainty for the CNET and the TDCR methods: for the NMISA the influence of this shape factor is lower for the TDCR than for the CNET and the contrary is reported by the PTB. Finally, the NMISA reported after the comparison that an additional uncertainty due to quench-matching between the 3 H tracer and the 241 Pu sources ought to have been included (see section 10).
Uncertainty evaluations
For the CNET method, all the participants used a tritium tracer standardized by themselves with a relative standard uncertainty between 0.7 % and 1 % (see Table 6 ). For the IRMM and the PTB the subsequent uncertainty values on the 241 Pu activity concentration have about the same values, i.e. the sensitivity coefficient is close to 1 (see Table 2 ). In fact, the tritium uncertainty is the dominant component of the uncertainty budget for these two laboratories. Similarly for the IAEA, the 242 Pu tracer uncertainty shows a sensitivity coefficient close to one and also corresponds to the largest component in their uncertainty budget. 
Impurities
The impurities (activity ratios) reported by the participants are detailed in Table 3 and many discrepancies can be noted. Consequently, uncertainties in Table 3 often seem to be underestimated. However, the IAEA alpha-spectrometry measurements and the NPL mass spectrometry measurement agree with each other except for Pu. The uncertainty is high in this case due to the presence also of 238 Pu, which has a similar -peak energy to 241 Am. The IAEA repeated the purification of the solution and separated Pu from Am by extraction chromatography using TEVA resin (aliphatic quaternary amine). The NIST reported an 241 Am content, at the reference date, significantly higher than the other participants.
The relative standard uncertainty reported for the 241 Pu activity concentration due to impurities ranges from 0.015 × 10 -2 (for IRMM/CNET) to 0.2 × 10 -2 (for IRMM/TDCR and IAEA). The IRMM explained that there is a difference in the data treatment for the CNET and TDCR methods and hence the difference in the uncertainty contributions.
Preliminary measurements
The preliminary measurements reported in Table 4 were carried out at reception of the ampoule and when opening the ampoule for making sources. The checks for adsorption on the walls were all carried out by liquid scintillation and the results had a negligible effect on the final 241 Pu activity concentration.
Weighing and dilutions
The information reported by the participants is summarized in Table 5 . Most participants used the pycnometer method for weighing and most participants did not dilute the solution. The buoyancy corrections reported are all around one part in a thousand. The alpha impurities activity was subtracted from raw counts prior to treatment with the TDCR model. The alpha impurity correction cannot be resumed in a single correction factor as the correction process is not linear.
The purpose of this measurement is to identify the alpha impurities in order to check that the 241 Am content is compatible with the date of purification of the solution. Pu and 241 Pu  particles (branching ratio = 0.002 45 %) have the same energy (4.9 MeV) are related to the 241 Pu sample size. h The double-coincidence count rates (and triples when TDCR method was used) were corrected for the counts due to 241 Am (assuming 100 % efficiency) before the data analysis was undertaken. i When using a HPGe -ray spectrometer (to measure the 241 Am and 237 U in-growth), the contaminants are excluded. Table 6 summarizes the reported information about the cocktails prepared by the participants who used a method based on liquid scintillation. All participants used Ultima Gold or Ultima Gold AB scintillators except NMISA who used Quicksafe A. In addition, the LNE-LNHB used Hionic fluor and the NIST used a cocktail based on Xylene. Only the IRMM and PTB used a quenching agent (nitromethane) and added water to the cocktails. The NMISA added HDEHP (bis(2-ethylhexyl)phosphoric acid). The IRMM observed instabilities with some cocktails while those with water added appeared to be stable (see footnote of Table 6 ).
Continued overleaf
For the CNET method, all the participants used a tritium tracer standardized by themselves with a standard uncertainty between 0.7 % and 1 %. 
Weighing procedure
The vessels were kept in the weighing room for several hours before use. For each weight three readings were taken and the averages were used for calculations. The solutions were directly transferred to the vessels and weighted after closing the cap of the vessel.
Pycnometer method for gravimetric dispensing of aliquots Pycnometer method
Mass differences from dispensing with plastic pycnometer Weighing procedure Mass differences from dispensing with plastic pycnometer
The solution was transferred to a 10 ml ampoule by the pycnometer method
Mass differences from dispensing with plastic pycnometer Birks formula * The exercise (source preparation-measurements-analysis) was repeated for a second time from which the results are reported here. The first time, sources in UGAB, UGABF were not very stable and sources in UG gave results approx. 1.3 % lower. However, the samples in UG + 1 mL H2O were stable and the results the same as in the second round. The sources in UG were not stable the second time as well and gave results about 20 % lower than the other sources. All other sources were stable during the measurement period. Sources in UGAB gave results approx. 0.3% lower than the 93.9 kBq/g obtained from samples in UG + 1mL H2O and sources in UGABF approx. 0.7 % lower. ** Phase Combining Systems from Amersham Biosciences: Xylene (isomer mixture) 60 % to 70 %. # The determination of the kB parameter was made by successive measurement of a source with various coaxial grey filters (0 to 70 % optical density range). The optimal kB is the one for which the curve of the activity versus filter density has the minimal slope.
Liquid scintillation counters
The information reported by the participants is summarized in Table 7 . Most LS counters are about 10 years old but some are much older. Some points of interest are given hereafter.
-The NMISA did not measure the quench parameter as is usually the case for the users of commercial LS counters but aimed to prepare the tracer sources to be chemically similar to the Pu-241 sources, so as to achieve direct matching of the quench states. Subsequent measurements showed that this was not achieved at the desired accuracy. -The NMISA used both a long resolving time (470 ns) and a short non-extending dead time (1 s). However they applied a correction for satellite pulses that nevertheless remains lower than 1 % (see Table 2 ). The other participants reported dead-time values ranging from 5 s to 50 s. -The NMISA counter has a low efficiency because it is more than 30 years old.
Semiconductor detectors
The IAEA and the NPL used semi-conductor detectors to measure the particles or  rays emitted by the 241 Pu daughter 241 Am (see Table 8 ) and -emitting impurities such as 239 Pu and 240 Pu. An important characteristic of these measurements is the very low count rate of a few counts per second. A typical alpha spectrum of the 241 Pu solution (spiked with 236 Pu), measured at the NPL, is shown in Figure 1 . In this case, a 236 Pu tracer was used to determine the detection efficiency (see section 7). Due to the relatively low count rate, the source was positioned close to the detector covering a solid angle of almost 2. Table 9 and Figure 2 present the comparison results by method. The participants who used more than one measurement method reported results that are self-consistent within one or two standard uncertainties. The PTB explained that the mean CNET and TDCR result that they reported is robust because on one hand the CNET result depends on the activity of the 3 H tracer but on the other hand it is less sensitive to the kB value than the TDCR result.
Discussion of the comparison results
The results of the four participants who used the CNET method agree within one standard uncertainty, except for the NMISA (see below). The results of the five participants who used the triple-to-double-coincidence-ratio (TDCR) method agree within two standard uncertainties, except for the NMISA (see below). The results of the three participants who used the 241 Am in-growth method based, respectively, on  spectrometry (IAEA), 4πα(LS)-γ(NaI) live-timed anticoincidence counting (NIST) or -ray spectrometry (NPL) agree within two standard uncertainties.
For the IRMM and the PTB the tritium uncertainty is the dominant component of the uncertainty budget (due to a sensitivity coefficient close to 1) and this means that the 241 Pu activity measured by the CIEMAT/NIST method is highly correlated to the tritium activity. Indeed, the IRMM CNET result in this comparison is 2 % higher than the PTB CNET result and this corresponds to the tritium 2009 comparison where the IRMM obtained results about 2.5 % higher than the PTB. Similarly for the IAEA, the 242 Pu tracer uncertainty is also the dominant component and consequently the 241 Pu activity measured by this laboratory is highly correlated to the NIST 242 Pu SRM activity. Table 9 also shows that the NMISA and the IAEA are the only participants who reported an adsorption correction factor (for the LS vial walls and the ampoule walls respectively) deduced from LS measurements.
Importance of the beta spectrum shape
In addition to the official results given in the Tables and Figures cited above, the NMISA reported higher results obtained with other beta spectrum shapes than the one given in Table 10 (see Figure 3) . The NMISA favoured the beta shape factor of the type 1.0 + K(q 2 + p 2 ) from Grau Malonda [7] because the single parameter K could be easily adjusted to match the currently recommended beta spectrum average energy of 5.8 keV [1] for K = 10.8. With this beta shape factor the NMISA obtained consistent results when using both the CNET and the TDCR methods. When the shape parameter K = −1.27 is applied, the resulting beta spectrum shape is identical to the shape proposed by Cassette, [10] , based on three coefficients and related to a recent measurement of the beta spectrum [6] . However the extracted average energy of 5.16 keV is much lower than the recommended value of 5.8 keV. It is important to note that selecting K = −1.27 brings the NMISA result into line with the other participants. Thus the NMISA concluded that their systematically low official results are entirely due to the choice of the shape constant and not to any other measurement discrepancy.
The beta spectrum shapes used by the participants are plotted in Figure 4 . If not directly provided by the laboratory, these were calculated using the program SPEBETA from LNE-LNHB [9] on the basis of the information given in Table 10 . All the spectra were renormalized to the same area for comparison purposes. It is of interest to note that the allowed and Cassette [10] shapes used by the NMISA as a test are both similar to all the other shapes used by the other participants. On the contrary, the shape retained by the NMISA for their official result looks quite different. It is not clear why the NMISA found discrepancies between the TDCR and the CNET methods using the allowed or the Cassette beta shapes while the other participants found agreement within uncertainty (see Figure 2) . The NMISA reported after the comparison that subsequent measurements showed that the 3 H tracer standards prepared for the CIEMAT/NIST method did not match their Pu-241 sources as well as previously believed.
After the comparison, further data analysis has been carried out at the IRMM using the EFFY5 program (while they used CN2005 for the comparison result) for the CNET efficiency calculations. Different activity concentration values were obtained from the IRMM CNET measurement data when changing the beta spectrum shape in the EFFY5 program. The results are summarized in Figure 5 where a linear dependence of the 241 Pu activity concentration is observed as a function of the beta spectrum average energy (slope equal to -15.3 (7) kBq g -1 keV -1 ). When plotting the comparison results based on the CNET method as a function of the beta spectrum average energy, the same linear dependence is observed with a slope equal to -14.4 (2.0) kBq g -1 keV -1 ( Figure 6 ). It can be concluded that the large spread of comparison results observed for the CNET method seems to come mainly from differences in the beta spectrum shape used by the participants. 2 ] derived by P. Cassette [10] , based on the latest measurement of the beta spectrum [6] . d Alpha activity was first measured using a Wallac 1414 LS counter. Assuming a detection efficiency of one for  particles in double and triple coincidences, the triple and double background counting rates are subtracted from the alpha counting rate in order to get the TDCR value used for the calculation of detection efficiency. Efficiency variation in the TDCR method is achieved using coaxial grey filter around the sources. e Result when using the beta shape factor as given in Table 4 . This beta shape gives the beta spectrum average energy in agreement with [1] .
f Measurement of Am-241 and U-237 in-growth from mother nuclide Pu-241 by frequent -ray spectrometry using a HPGe detector over a time period of one year. Beta spectrum shape Figure 3 -NMISA results using different beta spectrum shapes: 1.0 + 10.8(q 2 + p 2 ) from [7] ; the allowed shape; a shape factor from P. Cassette [10] Figure 6 -Results of the comparison using the CNET method plotted as a function of the beta spectrum average energy.
LNE-LNHB

Key comparison reference value and degrees of equivalence
Every participant in the comparison is entitled to have one result included in the key comparison database (KCDB) as long as the laboratory is a signatory or designated institute listed in the CIPM MRA [11] . Normally, the most recent result is the one included. Any participant may withdraw its result only if all the participants agree.
The degree of equivalence of a given measurement standard is the degree to which this standard is consistent with the key comparison reference value. The degree of equivalence is expressed quantitatively in terms of the deviation from the key comparison reference value and the expanded uncertainty of this deviation (k = 2). The degree of equivalence between any pair of national measurement standards is expressed in terms of their difference and the expanded uncertainty of this difference and is independent of the choice of key comparison reference value.
The key comparison reference value
The key comparison reference value (KCRV) of the present CCRI(II)-K2.Pu-241 key comparison has been defined as the arithmetic mean of a selection of the comparison results as discussed by the Key Comparison Working Group (KCWG) and approved by the CCRI(II). The strong dependence of some of the comparison results on a tracer activity (such as the CNET method or the isotope dilution alpha spectrometry method) has been mentioned in section 10. However, the KCWG proposed to include these results as long as the tracer was standardized by the participant using a primary method. Consequently, only the IAEA result based on the isotope dilution alpha spectrometry method with a tracer from the NIST has not been included in the KCRV.
The KCWG proposed to include the NPL in-growth measurement result in the KCRV because the HPGe -ray spectrometer used was calibrated at the NPL with their primary standards. The NIST result which is based on relative measurements to a NIST wellcharacterized and primary master solution is also included in the KCRV. Finally, the TDCR results from the NMISA using the Cassette beta spectrum shape, 91.6 (11) kBq g -1 , (see Table 9 ) is included in the KCRV while the NMISA official result in Table 1 is used for the calculation of their degree of equivalence.
Consequently, the KCRV is 92.0 (5) kBq g -1 using the results in Table 1 from IRMM, LNE-LNHB, NIST, NPL, PTB, and the NMISA/Cassette result given above and has been agreed by the CCRI(II).
The degrees of equivalence
The degree of equivalence D i of a particular NMI, i, with the KCRV is expressed as the difference of the activity concentration result A i given in Table 1 where any obvious correlations between the NMIs (such as a traceable calibration) are subtracted using the covariance u(A i , A j ) (see [13] for more detail).
The uncertainties of the differences between the values assigned by individual NMIs and the KCRV are not necessarily the same uncertainties that enter into the calculation of the uncertainties in the degrees of equivalence between a pair of participants and care should be taken when making such calculations. Table 11 shows the table of the degrees of equivalence with the KCRV as they appear in the KCDB. It should be noted that for consistency within the KCDB, a simplified level of nomenclature is used with A i replaced by x i . The introductory text is that agreed for the comparison. The graph of the results in Table 11 , corresponding to the degrees of equivalence with respect to the KCRV (identified as x R in the KCDB), is shown in Figure 7 . The graphical representation indicates in part the degree of equivalence between the NMIs but obviously does not take into account the correlations between the different NMIs. , with a standard uncertainty u R = 0.5 kBq g -1 .
x R is computed as the arithmetic mean of a selection of the participants' results.
The degree of equivalence of each laboratory with respect to the reference value is given by a pair of terms: The approximation U ij ~ 2(u i 2 + u j 2 ) 1/2 is used in the following 
Conclusion
Seven laboratories took part in the CCRI(II) key comparison of activity concentration measurements of 241 Pu, CCRI(II)-K2.Pu-241, using seven different methods. The spread of all results except one is 4 × 10 -2 in relative terms. The results based on the CIEMAT/NIST efficiency tracing method are shown to be dependent on the beta spectrum shape selected. A recent measurement of the 241 Pu beta spectrum shape with a cryogenic detector [6] should play a role in future decay data evaluation for this nuclide and consequently improve the accuracy of future 241 Pu standardizations using liquid scintillation.
The KCRV has been determined as the arithmetic mean of six independent results based on four different methods. The results of the comparison have been analysed with respect to the KCRV. The degrees of equivalence with the KCRV have been approved by the CCRI(II) and are published in the BIPM key comparison database.
The final data in this paper, while correct at the time of publication, will become out-of-date as NMIs make new comparisons. The formal results under the CIPM MRA are those available in the KCDB.
