The primary objective of this study is to develop a parameter with a clear physical meaning to estimate the surface roughness of rock discontinuities. This parameter must be closely related to the shear strength of rock discontinuities. The first part of this study focuses on defining and computing this parameter. The estimation formula for the shear strength of a triangle within a discontinuity surface is derived based on Patton's model. The parameter, namely, the index of roughness ( ), is then proposed to quantitatively estimate discontinuity roughness. Based on laser scanning techniques, digital models of discontinuities and discontinuity profiles are constructed, and then their corresponding values are computed. In the second part of this study, the computational processes and estimated effects of the two-dimensional (2D) and three-dimensional (3D) values of the discontinuities are illustrated through several applications. Results show that the 2D and 3D values of these discontinuities indicate anisotropy and sampling interval effects. In addition, a strong linear correlation is detected between and the joint roughness coefficient (JRC) for seventyfour profiles and eleven discontinuity specimens, respectively. Finally, the proposed method, back analysis method, root mean square ( 2 ) method, and Grasselli's method are compared to study the use of the parameter .
Introduction
Rock masses usually contain significant discontinuities such as joints, faults, bedding planes, fractures, and other mechanical defects. The surface roughness of rock discontinuities plays an important role in the mechanical properties of rocks, including the shear strength and deformation [1] [2] [3] [4] , and can also directly affect the seepage behaviors of discontinuities [5, 6] . One of the purposes of studying discontinuities is to accurately and quickly estimate their quantitative roughness to then assess their shear strength. Thus, researchers have attempted to develop roughness estimation methods for discontinuities.
Myers [7] proposed the root mean square parameter Z 2 to quantitatively describe the roughness of discontinuity profiles:
where the x-and y-axes are the extension and fluctuation directions of the profile, respectively; L is the length of the horizontal projection of the profile; D is the horizontal sampling interval; M is the number of discrete line segments of the profile; and is the dip angle of a line segment between two adjacent points. Barton [1] proposed the joint roughness coefficient (JRC) to describe the surface roughness of a discontinuity, and ten typical profiles were presented by Barton and Choubey [2] . The structure function (SF) and roughness profile index ( ) were also proposed to quantitatively evaluate surface roughness [8, 9] . Later, correlations between the JRC and other parameters, such as Z 2 , SF, and , have been investigated by researchers [10] [11] [12] [13] . Recently, several other methods have been proposed to quantify discontinuity roughness. Grasselli and his colleagues proposed a roughness estimation parameter 2
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For example, regarding Z 2 , Belem et al. [19] proposed a formula for calculating the 3D root mean square (Z 2 ), and Zhang et al. [20] suggested a modified root mean square ( 2 ) that can describe the anisotropies of profile roughness. Additionally, fractal theory was used to estimate the roughness of discontinuities [21] [22] [23] . Meanwhile, the scale effect, sampling interval effect, and anisotropy of discontinuity roughness were studied by researchers. For example, Barton and Choubey [2] first emphasized the existence of a scale effect during discontinuity roughness estimations, and Yu and Vayssade [12] noted that roughness parameters, such as Z 2 and SF, were sensitive to the sampling interval.
In conclusion, existing discontinuity roughness estimation methods can be mainly subdivided into three categories: empirical methods [1, 2] , statistical methods [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , and fractal analysis methods [21] [22] [23] . Although these methods can effectively describe the morphological features of discontinuities, they may have the following limitations: (1) the roughness estimated by an empirical method may be subjective and (2) most statistical methods and fractal analysis methods estimate the roughness without closely incorporating their shear failure mechanisms, making the physical meanings of these roughness parameters unclear and resulting in a weak relationship between the roughness parameters and shear strength of the discontinuities. For example, Z 2 , which was proposed by Myers [7] , can represent the root mean square of the tangential values of all of the tooth dip angles (i.e., tan( )) without considering the shear directions (see (1) ). However, the relationship between the tooth dip angle ( ) and the tooth shear strength ( ) does not conform to an exact tangential function (see (2) proposed by Patton [24] ):
where and are the normal stress and the basic friction angle, respectively. Therefore, the shear strength of discontinuities estimated with Z 2 cannot directly reflect the influence of the basic friction angle ( ). In other words, the relationship between Z 2 and the shear strength of discontinuities is not well established. As another example, Grasselli's method can effectively estimate the 3D discontinuity roughness using the parameter * max /( +1); however, the physical meaning of this parameter is unclear [25, 26] .
A strong connection between the roughness parameter and the shear strength of discontinuities should be established and could contribute to building a shear strength model of discontinuities. Therefore, based on the shear failure mechanism of discontinuities, a formula for the shear strength of a triangle within a discontinuity surface is derived from Patton's model, and the roughness estimation parameter, index of roughness ( ), and its calculation are then presented. In addition, the calculation procedure and effects of the proposed method are presented using applied examples. Finally, the rationality of the new method is analyzed based on comparisons with other methods.
Mechanical Basis
The normal stress directly affects the shear failure mechanism of discontinuities. Jaeger [27] noted that some of the asperities on a discontinuity can be sheared off under low normal stress and that failures under only dilation or shear are both extreme cases. Pereira and de Freitas [28] drew similar conclusions in their study of the shear failure mechanism of sandstone with teeth-discontinuities. Therefore, for natural discontinuities, when the normal stress is low, the dilation effect is dominant, and when the normal stress is high, shear failure of asperities is dominant over dilation.
In addition, when materials fill the discontinuity gap, the shear resistance of the discontinuity can be affected by the properties of these filling materials. To simplify the discontinuities in this study, we hypothesize that the discontinuities are well-mated and that no gaps are present along them.
Shear Failure Mechanism of a Regular-Teeth-Discontinuity.
The teeth-discontinuity model proposed by Patton [24] is shown in Figure 1(a) . The asperity features include the number of teeth and their dip angles ( ) and heights (ℎ). In this paper, Patton's teeth-discontinuity model, which uses the same parameters and ℎ for all of the teeth, is defined as the regular-teeth-discontinuity (RTD) model. Based on the RTD specimens, Patton studied the relation between the shear strength ( ) and the dip angle ( ). Figure 1 (b) shows a force analysis of a single tooth from the RTD model under a normal stress ( ). The basic friction angle of the discontinuity is , and the normal and shear stresses on a tooth surface are and , respectively.
By assuming that the shear strength of the RTD is consistent with the Coulomb-Navier criterion (4) and inserting the corresponding parameters of (3) into (4), (2) can be obtained.
Patton studied the shear strength envelopes of RTD specimens with different teeth inclinations, as illustrated in Figure 2 (a), where is the residual friction angle of the RTD specimen. Additional studies indicate that (2) can be applied to the shear strength calculations of RTD models only at low normal stress. When the normal stress exceeds (Figure 2(b) ), the shear strength envelope will experience a transition. After the transition, the shear strength of the RTD is calculated by
where C is the cohesion. Therefore, a bilinear model (Patton's model) for calculating the shear strength of the RTD model is given as irregular-teeth-discontinuity (ITD) model, which is defined as a teeth-discontinuity model with different tooth inclinations, is very important. Figure 3 (a) shows a basic overview of the ITD model, in which the tooth base length and basic friction angle are constant and labeled D and , respectively. All of the tooth base lengths in the ITD are equal to D; this conforms to the data acquisition method, which uses a 3D laser scanning technique over equal intervals. The equation = /[tan( + ) − tan ] can be derived easily from (6a) and (6b). In the RTD, the value of decreases as the tooth dip angle ( ) increases (Figure 2(a) ).
Thus, as shown in Figure 3 , the shear failure law of the ITD teeth under normal stress ( ) can be determined as follows:
(1) for a tooth with a low dip angle ( ), when the value of the tooth is greater than , the shear strength of the tooth can be calculated using (6a); and (2) for a tooth with a high dip angle , when the value of the tooth is less than , the shear strength of the tooth can be calculated using (6b). Therefore, when shear tests of an ITD model are conducted at a low normal stress, most of the teeth, which are at various dip angles, are damaged via the dilation effect. Consequently, the failure mechanism of every tooth is regarded as a dilation failure, which may be an inaccurate assumption for the following reasons: (1) when + of a tooth is equal to or greater than 90 ∘ , the shear strength of the tooth may be infinite or negative; and (2) when + of a tooth approaches 90 ∘ , the shear strength of the tooth may exceed the shear strength that is initially required to shear off the tooth.
For an ITD model with a normal stress ( ), the shear strength of every tooth can be calculated using (6a) or (6b). However, only (6a) reflects the influences of the dip angles on the shear strength of the ITD teeth, whereas (6b) does not. Therefore, to better represent the influences of the tooth dip angles on the shear resistances in ITD models, this study assumes that the shear tests are performed with ITD models under low normal stress conditions, such that most of the teeth, at varying dip angles, experience dilation failure. Similarly, many studies on the roughness and shear strength of discontinuities are conducted under a low normal load [2, 23] . Based on this assumption, the shear strength ( 0 ) of every tooth in the ITD can be quickly estimated using
where * and are the shear strength of the tooth damaged by the dilation failure and the shear strength threshold of the tooth sheared off. When the shear stress of a tooth is greater than , the tooth can be sheared off; otherwise, the tooth may be damaged by the dilation effect only. In addition, according to Patton [24] , the following assumption can be made: = .
Shear Strength of a Tooth Surface in Three Dimensions.
In 3D roughness characterization, a discontinuity surface can be discretized into adjacent triangles, with each triangle orientation uniquely identified by its dip angle ( ) and azimuth angle ( ) (Figure 4 ). is the angle between the shear plane and the triangle. is the angle between the true dip vector (d) projected on the shear plane (w) and the shear vector (t) and is measured clockwise from t. The apparent dip angle ( * ) describes the apparent inclination of every triangle with respect to the chosen shear direction and can be calculated using (8) given by Grasselli et al. [14] .
The variation in the potential contact area ( * ) versus the apparent dip angle ( * ) is analyzed, and the following equation was adopted by Grasselli et al. [14] to fit the data:
where A 0 is the maximum potential contact area, * max is the maximum apparent dip angle with respect to the chosen shear direction, and is a roughness parameter. Finally, Grasselli and his colleagues used the term * max /( + 1) to effectively describe the discontinuity roughness [14, 25, 26] .
In Grasselli's method, the potential contact triangles with equal apparent dip angle ( * ) were regarded as the same, and their areas were calculated and summed together. In this paper, we hypothesize that the shear strengths of the potential contact triangles with the same apparent dip angles are equal. Based on this hypothesis, the shear strength ( 0 ) of a potential contact triangle with the apparent dip angle ( * ) can be estimated using the triangle whose dip angle ( ) is equal to * by (7), as follows:
Definition and Calculation of
The data acquisition process provides a basis for estimating the roughness of discontinuities. The surface asperity features can be directly measured by several contact and noncontact tools and techniques. Contact techniques include a needle contour [2, 29] and an automatic profiler [30] ; noncontact techniques include photogrammetry [11, 31] and 3D laser scanning [32, 33] .
Proposing .
A strong connection between the roughness parameter and the shear strength of the discontinuities can contribute to establishing a shear strength model of discontinuities. Therefore, this paper proposes a new parameter, , regarding the shear failure mechanism of discontinuities. For a discontinuity S under a normal stress ( ̸ = 0) and a shear stress (Figure 5 ), the value of S with respect to the shear direction of can be calculated by the following expression:
where is the accumulated antishearing force of all of the potential contact areas in S and is the antishearing force of the horizontal projection plane of S, which is written as . The basic friction angles of S and are both .
The parameter represents the antishearing ability per unit area of S. The antishearing force is influenced or controlled by the roughness, normal stress, and mechanical properties of the discontinuities. If the normal stress and the mechanical properties of S are all set to constant values, the greater the roughness, the higher the value. To make represent only the roughness of the discontinuities, an empirical equation for the calculation without considering the influence of the mechanical parameters needs to be studied based on (11) (see Section 3.2). The parameter calculated only by the empirical equation can be considered an index of roughness for discontinuities. Additionally, the anisotropy of the discontinuity roughness can be considered using .
Calculation of .
The calculation procedure of is outlined according to Figure 5 .
(1) Data Acquisition and Modeling. A discontinuity model is built in a 3D rectangular coordinate system. The x-and yaxes are located on the horizontal plane, and the azimuths of the positive x-and y-axes are 90 ∘ and 0 ∘ (360 ∘ ), respectively. The -axis denotes the elevation. The discontinuity and its horizontal projection plane are denoted as S and , respectively. The detailed processes can be described as follows: first, obtain the point cloud data of the discontinuity S at a sampling interval D using the 3D laser scanning technique; second, build up the point cloud map with the sequential discrete points; finally, construct the model of the discontinuity surface S with many sequential discrete triangles, denoted as ( = 1, 2, 3, . . .).
(2) Identifying All of the Potential Contact Triangles within the S Surface and Then Calculating Their Accumulated Antishearing
Force. This process is explained using the triangle as an example. First, identify whether is a potential contact triangle. is considered a potential contact triangle only when its apparent angle ( * ), calculated by (8) , is between 0 ∘ and 90 ∘ . Additionally, assume that , which is also written as , is the jth potential contact triangle of S. Then, according to (10) , the antishearing force of is written as and can be estimated using
Mathematical Problems in Engineering * = tan ( + * ) = tan + , (12) where * and are the area and horizontal projection area of , respectively; * and are the shear strength of damaged by the dilation failure and the shear strength threshold of before it is sheared off along its root, respectively; and * is the apparent dip angle of . Because of the differences between the teeth in ITD models and the triangles that describe a natural discontinuity, each triangle is assumed to be independent of the others and can be sheared off along its root.
After calculating the antishearing force of every potential contact triangle of S, the accumulated antishearing force of all of the potential contact triangles of S is written as and can be calculated using
where n is the number of potential contact triangles of S.
(3) Calculation of the Antishearing Force ( ) of . For to represent the antishearing ability per unit area of S, is introduced:
where H and are the shear strength and area of , respectively.
(4) The Calculation of S. Based on (11)- (14) , the parameter of S with respect to the chosen shear direction can be calculated using (15) ( = / ).
The parameters used for the calculation can be classified into two categories; the first category includes * , * ( ),
, and n, which represent the geometric features of the discontinuities, and the second category includes and ( / ), which represent the mechanical properties of the discontinuities. The parameters of the first category can be obtained from discontinuity models. Additionally, as mentioned in Section 3.1, for to represent only the roughness of the discontinuities, an empirical equation for the calculation without considering the influence of the mechanical parameters needs to be studied based on (15) . Consequently, we set the mechanical parameters ( and ) as constants for (15) Additionally, the -based roughness estimation method can be applied to 2D discontinuities. Taking a profile (l) as an example ( Figure 5(b) ), we translate the profile l along theaxis at a width of q to form a discontinuity surface, denoted as S. And then of the surface S can be estimated as mentioned above. Furthermore, it can be proven that there is no influence of the q value on the estimation results. Therefore, the value of q is taken as D for modeling discontinuity profiles in this paper.
Results and Discussion for Applications

2D
for Seventy-Four Profiles. In addition to the ten typical profiles proposed by Barton and Choubey [2] ( Figure 6(a) ), this study makes use of another sixty-four profiles from Bandis [34] . The seventy-four profiles were proposed with their JRC values estimated by back analyses of shear tests. The projected lengths of the chosen profiles range from 72 to 104 mm, and their JRC values range from 0.4 to 20. Furthermore, the rocks that these profiles were collected from cover a wide variety of rock types, including slate, granite, gneiss, sandstone, siltstone, and limestone. Therefore, the seventy-four profiles are representative to study the processes and effects of .
of each profile is calculated as follows: First, extract discrete points with coordinates along the profile at a horizontal interval of = 0.25 mm. The profile model is then built (an example is given in Figure 6(b) ). Finally, the calculation is performed following Section 3.2. For comparison, each profile model extends in the positive x direction, and the minimum coordinates of the profile along the x-and z-axes are zero.
Before calculating , the primary task is to determine the proper value of . of each profile is estimated under different values of (i.e., 1, 2, 2.5, 2.6, etc.). Then, the linear regression analyses between and JRC for seventy-four profiles are conducted with different . The results, shown in Figure 7 (a), indicate that there is a high linear correlation between the parameters and JRC under different . Furthermore, the correlation coefficient (R) first increases and then decreases with increasing and reaches a maximum when = 3. The reason for decrease of R with increasing ( > 3) is that the values of some profiles may monotonously increase with increasing , that is, because the antishearing ability of the triangle may be magnified by increasing . For example, the antishearing ability of a triangle in which ( + * ) ≥ 90 increases with (see (15) ). Thus, is set to 3, and the distribution of in relation to JRC for the seventy-four profiles is plotted in Figure 7(b) .
The corresponding shear directions of the JRC values for sixty-four profiles are known, while those for the ten typical profiles are not. Therefore, for the sixty-four profiles, the value of each profile is calculated for the known shear direction; for the ten typical profiles, the average value of for each profile in the two shear directions is calculated. Furthermore, the value of is set to 3 based on the estimation results of only the seventy-four profiles; in future studies, may be accurately modified in engineering practices.
Additionally, the influences of the sampling interval D on the evaluation results are investigated. The values of the typical profiles are then estimated with D = 0.5 mm; the calculation results are listed in Table 1 . According to Table 1 
3D for Natural Discontinuities.
Jiweishan mountain is located approximately 1 km southeast of Tiekuang Township, in Wulong County, Chongqing, China (Figure 9(a) ). A rockslide occurred on Jiweishan mountain on June 5, 2009, and it exposed large-scale discontinuities and provided suitable conditions for data acquisition of the natural discontinuities. In Figure 9 (b), the light purple area indicates the source area of the Jiweishan rockslide, and the yellow circle shows the sampling location. Eleven well-mated discontinuity samples were collected, including six limestone discontinuities ( 1∼ 6) and five shale discontinuities ( 1∼ 6). The horizontal projected area of the eleven samples is between 82 and 115 cm 2 . The basic friction angle ( ), uniaxial compressive strength ( ), cohesion (C), and internal friction angle ( ) of these rock discontinuities are shown in Table 2 . We estimate the roughness of these samples based on the proposed method and the back analysis method as follows.
(1) Sample Preparation and Data Acquisition. First, the discontinuity samples were embedded in cement mortar within a shear box, and the size of a top/bottom part of the box is 15 cm × 15 cm × 7.5 cm. Then, after 28 days of curing, eleven discontinuity specimens were prepared. Finally, a 3D laser scanning technique was applied to the eleven samples, using a PowerScan-Pro type 3D laser scanning apparatus supported by Vision3D Technology Co., Ltd., Wuhan (Figure 10(a) ). The sampling interval D was set to 0.3 mm. 3D point cloud data of only one surface was collected for each discontinuity specimen, and the values of and JRC were calculated from that surface.
(2) JRC Calculation. In this study, the JRC values of discontinuities were calculated by back analyses based on direct shear tests according to
where JCS is the joint wall compressive strength and is the peak shear strength measured from shear tests [2] . First, all of the direct shear tests were conducted under constant normal load conditions using servo-hydraulic direct shear test equipment at the rock mechanics laboratory of the China University of Geosciences (Figure 10(b) ). The shear velocity was set to 0.5 mm/min. Each shear test ended when the residual strength was reached or the sample failed. During the experiments, each shear sample was subjected to a selected normal stress in the range of 0.48 to 3.75 MPa (Table 3) . Then, a total of eleven direct shear tests were performed, and the corresponding peak shear strengths ( ) were measured. Finally, the JRC value of each sample was calculated by (16) , in which the JCS was replaced by [2] . The results are listed in Table 3 .
Calculation. Based on the point cloud data, models of the eleven discontinuity specimens are developed; some of the modeling process is shown in Figure 11 . As discussed in Section 3.2, the azimuths of the positive directions of the x-and y-axes are 90 ∘ and 0 ∘ (360 ∘ ), respectively. The shear directions in the laboratory are all along the positive x-axis, so we calculate the value corresponding to the positive xaxis for each specimen model ( = 0.3 mm). The results are shown in Table 3 .
Based on the surface data and shear test results of the eleven specimens, the estimation effects of the proposed method are analyzed as follows.
(1) Correlation of with Test Shear Strength. According to Table 3 , the graph of versus JRC across theeleven discontinuity specimens is plotted in Figure 12 . A strong linear correlation of the roughness estimation results between the proposed method and the back analysis method is observed. The back analysis method based on direct shear tests for JRC calculation is widely used in engineering practice [15] . According to (16) , a strong correlation clearly exists between the shear strength ( ) and the JRC values (via back analysis). Therefore, to investigate the correlation of with the shear strength of discontinuities, in this study, we analyzed the correlation between the values of and JRC (via back analysis). Specifically, we borrowed seventy-four profile data and shear test results from literature to directly verify the validity of the proposed method. Additionally, 3D scanning and shear tests were performed on the eleven discontinuity specimens, also indicating a strong correlation between and the shear strength of the discontinuities. However, to obtain a general applicable correlation between and the shear strength for 3D discontinuities, the data from eleven discontinuity specimens may not suffice. Therefore, to further study the shear strength model that considers , we need more discontinuity surface data and corresponding shear test results.
(2) Anisotropy and Sampling Interval Effects of . Taking 1 as an example, the anisotropy and sampling interval effects are studied to further determine their impacts on the estimation results. Twenty-four shear directions at intervals of 15
∘ from 0 ∘ to 360 ∘ are considered to study the anisotropy effect of (Figure 11(b) ). Finally, the values of for the 3D models of 1 with different values of D (e.g., 0.3, 0.5, 1, 3, and 5 mm) are calculated.
The results are shown in Figure 13 (the large rectangle is an enlarged view of the small rectangle), which indicates that the anisotropy and sampling interval effects can be observed in the 3D roughness estimation results based on . Specifically, the roughness estimation results of the same discontinuity model may not be equal in different shear directions. Additionally, the values of a discontinuity in the same shear direction generally increase with decreasing D. To qualitatively evaluated the variation of in percentage for different D intervals, we calculate the maximum variation rate (named ) for different direction using equation: = ( ( =0.3 mm) − ( =5 mm) )/ ( =5 mm) , where ( =0.3 mm) and ( =5 mm) represent values of 1 with = 0.3 mm and = 5mm, respectively. The results are shown in Table 4 . Additionally, the International Society for Rock Mechanics (ISRM) suggested that a discontinuity surface can be measured with < 0.5 mm [35] , and = 0.3 mm was adopted by some researchers [14, 15, 26] . To be convenient for comparing with other methods, integrating the efficiency with the accuracy for estimation, we propose a sampling interval D of 0.3 mm in the present study. Figure 14 . Additionally, the linear correlation coefficient (R) between Z 2 and JRC is 0.803. Comparing Figures 14 and 7(b) , the linear correlation between and JRC is better than that of Z 2 and JRC across the seventy-four profiles.
(2) Comparison with Grasselli's Method. The roughness results for the eleven discontinuity specimens that were estimated using * max /( + 1) and are compared and can also be used as evidence of the rationality of . Based on Grasselli's method, the roughness of the eleven specimen models ( = 0.3 mm) was evaluated with respect to the twenty-four shear directions, and the results are partly shown in Figure 15 . In addition, the plot of * max /( + 1) versus JRC for the eleven specimen models is shown in Figure 16 . A comparison of Figures 16 and 12 shows that the linear correlation between and JRC is clearly stronger than that between * max /( + 1) and JRC across the eleven specimens.
Summary and Conclusions
This study attempts to obtain a roughness parameter that is closely related to the shear strength of discontinuities. First, the shear failure mechanisms of the ITD models are analyzed based on the RTD models from Patton. Second, a formula (see (10) ) for estimating the shear strength of a triangle within a discontinuity surface is derived. Finally, (15) with = 30 ∘ and = 3 is proposed as an empirical equation for calculating . The calculation of using (15) is an application of (10). According to the definition and calculation of , the parameter has a clear mechanical basis and is closely related to the shear strength of discontinuities. Additionally, of a discontinuity can be calculated based on its point cloud obtained from 3D laser scanning.
The computational processes and estimation effects of the proposed method are presented using several applications. Specifically, the seventy-four typical profiles and the eleven discontinuities are analyzed using the proposed method. These applications show that the discontinuity roughness estimated by both 2D and 3D demonstrates the anisotropy and sampling interval effects. In addition, the values show a strong linear correlation with the corresponding JRC values for the seventy-four profiles and eleven discontinuities. Comparison analyses are performed to study the use and robustness of the proposed method. For the seventyfour profiles, the linear correlation between the and JRC is better than that between Z 2 and JRC. Additionally, for the eleven discontinuity specimens, the linear correlation between and JRC is also stronger than that between * max /( + 1) and JRC. Therefore, the comparison analyses
