It is estimated that the human genome contains around 70 000 genes; Drosophila, in contrast, has about 15 000 and the bacterium Escherichia coli a paltry 4 000. Smaller still are viral genomes, many of which have fewer base pairs than humans have genes. Can we make sense of these vast differences in the number of genes that species can sustain? One's first inclination would surely be to say that organisms have the number of genes that they need -complex organisms have complex genomes. But is the evolution of complexity limited by genome size? If so, does evolution require innovations to enable an increase in gene number before complexity can amass?
Classically, it is supposed that the rate of mutation imposes strict limits on genome size [1] . For a genome to be successful, it must be able to replicate and not produce too many mutated/damaged copies. The more genes in a genome, the more likely it is that a daughter copy will have a mutation too many. Hence, for a given per-locus mutation rate, there exists an upper limit to the genome size that is sustainable. Conversely, for a genome with a given number of genes, there exists an error threshold above which mutational collapse cannot be avoided [1] . This theory is supported by a comparison of genomes from phage to fungi (Fig. 1) [2] . Despite there being several orders of magnitude of variation in genome size across this range, there is, it is claimed, practically no variation in the per-genome mutation rate [2] . Hence, the per-locus mutation rate also varies by several orders of magnitude (being very high in small-genomed organisms and very low in those with large genomes). One may quibble about the accuracy of the data, but the effect seems to be remarkably robust. So, if we ask what we have got that phage has not, one possibility is that we must have a more accurate means to replicate DNA, and that we could not have evolved such a large genome without this ability.
So, were major transitions in the evolution of complexity associated with the invention of new means to reduce the per-locus mutation rate? Indeed, eukaryotes have a replication machinery not found in prokaryotes, and a different repair system as well. Could this underlie the great divide between the two kingdoms? It seems reasonable to suppose that it might, but the correlatory evidence in Figure 1 is not proof of such an effect. One could imagine that every species has the same efficiency of replication, but that something else limits genome size. Were this so, one might expect that, if accurate replication is costly (perhaps faster, sloppier replicators will out-compete slower, more accurate ones), then the rate of replication, and hence of mutation, might tend towards some limiting value determined by the genome size. Genome size might determine the mutation rate, not vice versa.
So what else might limit genome size? Mutation in a broad sense is just evolutionary noise. In the same sense, as Adrian Bird has recently pointed out [3] , inappropriate gene expression might also limit gene number, and hence also the evolution of complexity. In general, if a cell has a means to stop only a few genes from being incorrectly expressed, and if many genes tend to switch on when they should be switched off, then the organism could not sustain a genome that has very many genes. How, Bird asks, can you imagine a multicellular organism that has genes for different cell types, but that cannot shut off those not required in a given cell type?
Is inappropriate expression a real problem? Transcription factor binding sites do seem to be extremely common (a recent survey indicated a remarkable average of 14 transcription binding sites per hundred base pairs [4] ), so there certainly is the potential for a problem. Accurate PCR does, as required, detect what are presumed to be inappropriate transcripts [3] . What seems to be unknown is the effect on fitness of having inappropriate gene expression. However, it is reasonable to suppose that on average it is unlikely to do you any good. Bird suggests that the transition from prokaryote to eukaryote, and from invertebrate to vertebrate, need have little to do with the control of mutation, and everything to do with the evolution of novel techniques to limit aberrant gene expression. These transitions, Bird argues, are real transitions, not only in the sense of a difference in morphology, but also in the huge jumps in gene number one finds across these transitions (here he appeals to Goldschmidt's idea of macro-mutational leaps) (see Fig. 2 ). However, for his argument it is not in principle necessary to evoke huge shifts. A new device could be invented to cope with the over-expression of a few genes and steadily applied to more as the need arose.
It is also unclear just how radical the jumps are. The data that are available (Fig. 2) do not include any of the early taxa of eukaryotes (metamonads, microspodia, parabasalids, euglenozoa and so on). The earliest branch of the eukaryotes that we can say much about are slime moulds. However, these are probably the sister group to the six-pronged-crown radiation of eukaryotes (red algae, heterokonts, alveolates, plants, fungi and animals) [5] . To extrapolate from these latter groups and slime moulds to the happenings in early eukaryotes seems inappropriate.
What is more, the crown group and the slime moulds differ from the prokaryotes and most of the lower eukaryotes in that sexual reproduction is a very regular event for the former, but not for the latter. If mutational decay is the problem, and if sex can reduce the risk of mutational decay [6] or promote repair [7] , then the large genomes of eukaryotes may have a simple alternative explanation -sex purges deleterious mutations and corrects mistakes, allowing an organism to sustain a large genome. Anecdotally, it is interesting that yeasts, which are thought to be heavily inbred (and thus effectively asexual), have less than double the number of genes of E. coli and hence really rather few.
Whether or not the transition was more of a steady increase than a rapid burst, that there is a difference in average gene number between the groups seems to be true. Similarly, regardless of whether there is an alternative explanation of the facts, the idea that inappropriate gene expression is what limits the ability for a taxa to evolve is one that provides an exciting new avenue of discussion. What then, we might ask, are the proposed new devices found in eukaryotes that enabled them to silence more genes than their ancestors? Bird's answer is two-fold. He proposes that histones (functioning in nucleosomes) and the nuclear membrane may both be silencing devices. Histones and nucleosomes have well-described functions in the repression of gene activity. The nuclear membrane, it is argued, allows transcription to be uncoupled from translation and introduces a potential new step of filtering signal and noise. Polyadenylation and capping of RNAs are seen as parts of this filtering process. If this hypothesis is correct, then we would surely predict that genes inappropriately expressed should be prevented from leaving the nucleus more often than are appropriately expressed genes. Preliminary evidence suggests that, as required, there are numerous RNAs that do not exit the nucleus and are degraded instead (see [3] for refs).
Perhaps such regulation may be the function of spliceosomal introns. These too are eukaryote-specific, and are probably dependent upon the uncoupling of transcription and translation [8] . As would be required for a general purpose silencing machinery, the removal of introns is a generalizable strategy: once the spliceosomal machinery was invented, any gene could take up introns. Several predictions follow. The removal of introns should, in this model, be necessary for intron-containing genes to exit the nucleus and be translated. Furthermore, housekeeping genes expressed in all tissues should be less likely to harbour introns than tissue-specific ones. Likewise, we may ask whether intron splicing is tissue-specific. This is not the place to review the evidence, save to say that several examples can be quoted which suggest that intron removal is tissue-specific [9] or sex-specific [10] , and that alternative splicing may be a similar means to silencing [11, 12] .
And what then of the vertebrate-invertebrate transition? Here the jump in gene number looks more remarkable, though again, the earliest representatives are poorly described. Bird argues that the device that vertebrates found was extensive genome-wide methylation. It certainly is the case that the vertebrate genome is more heavily methylated than is the invertebrate one [3] . Invertebrates restrict methylation to small parts of the genome, and these sites act as sinks for selfish DNA. Once in the methylated DNA, they too are methylated and hence effectively inactivated. Whether this inactivation is the function of the methylation is unclear, but it is certainly a consequence. So, the argument runs, vertebrates simply found a way of extending this control to other genes in their genome, effectively silencing them when silencing was necessary. Bird notes that it may be significant that the level of methylation is such that weak promoters are more often than not inhibited, but strong promoters can be expressed.
Why and how the new silencing technology evolved in the first place is again very unclear, and is largely the domain of speculation. What we can be more confident about is that once such a system was in place (and note, anti-mutational enzymes are also necessary as methylation induces mutation), the upper limit on gene number would go up and new tiers in organismic complexity could be found.
Which then is more important, mutation or inappropriate gene expression? My guess, for what it is worth, is that a central feature of the evolution of evolvability is the limitation of every and any variety of noise. It is then useful to note that a further feature of systems capable of evolution is that their controls on replication fidelity and transcription must not be absolute. As anyone with acquaintance with certain modern composers will know, what is noise to some is novelty to others.
