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Abstract
We study the local structure of the variety of representations of a virtual knot group in SL2(C)
near an abelian representation ρ0. To such a representation is attached a complex number ω
and there are three cases. If ω and ω−1 are not roots of the Alexander polynomial, there are
only abelian representations around ρ0. If ω is a root and ω−1 is not, there are only reducible
representations. If both ω and ω−1 are roots and certain homological conditions hold, there are
irreducible representations.
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1. Introduction
The space of representations of a classical knot group in a Lie group has been studied
by several authors, in particular the local structure around an abelian representation ρ0
(see, for instance, [8,11,14]). Such a representation is determined by the image ρ(µ) of
a meridian µ. For example, E. Klassen proved in [14] that, for the Lie group SU(2) and
ρ(µ) = ( λ 00 λ−1), there is a neighbourhood of abelian representations of ρ0 if λ2 is not a
root of the Alexander polynomial. When λ2 is a root, the situation is more complicated.
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In [1], the author found a quite general method for constructing paths of non-abelian
representations with endpoint ρ0 using the cohomology of the knot group Π with values in
the Lie algebra. The existence of an involution on Π sending µ to µ−1 was recognised as a
crucial tool to solve the relevant cohomological obstruction equations. Such an involution
does not necessarily exist but a weaker condition on the Alexander module Π ′/Π ′′ ⊗Q of
a classical knot group holds, namely that this module is self-dual. This observation led to
the construction in [2] of a “rationalised” group Π̂ which admits an involution. Using Π̂
instead ofΠ , one can then solve the obstruction equations and find paths of non-metabelian
representations of Π in the Lie group with endpoint ρ0.
Let Γ be a finitely presented group such that Γ/Γ ′ is isomorphic to Z. Let µ be an
element of Γ which is sent to 1 under abelianisation and let ρ0 :Γ → SL2(C) be the
abelian representation such that ρ0(µ)=
(
λ 0
0 λ−1
)
, where λ is a nonzero complex number.
Set ω = λ2. For such a group Γ and for the Lie group SL2(C), we proved the following
theorem:
Theorem 1.1 [2, Theorem 1.1 and Remark 4.3]. If the three conditions below are satisfied:
(C1) The Q[t, t−1]-module Γ ′/Γ ′′ ⊗Q is self-dual,
(C2) H2(Γ ′;Q)= 0,
(C3) the (t − ω)-torsion of the C[t, t−1]-module Γ ′/Γ ′′ ⊗ C is non-trivial and semi-
simple,
then there exists a real number δ > 0 and an analytical arc of representations ρt :Γ →
SL2(C) such that ρt |t=0 = ρ0 and ρt is irreducible for 0 < t < δ.
Note that the (t −ω)-torsion of Γ ′/Γ ′′ ⊗C is non-trivial if and only if ω is a root of the
Alexander polynomial∆ of Γ . If it is a simple root, then the (t−ω)-torsion is semi-simple.
In the theorem above, since the module Γ ′/Γ ′′ ⊗C is self-dual, ∆(ω)= 0 if and only
if ∆(ω−1)= 0.
If ω is a root of the Alexander polynomial ∆ while ω−1 is not, the opposite occurs.
Indeed, using a result of S. Boyer on the space of representations and its character variety,
we show that, for a group Γ and a representation ρ0 as above, we have:
Theorem 1.2. If ∆(ω) = 0 and ∆(ω−1) = 0, then every component of R(Γ,SL2(C))
which contains ρ0 consists entirely of reducible representations. In particular, there exists
a neighbourhood of ρ0 in R(Γ,SL2(C)) which contains only reducible representations.
We apply these results to virtual knot groups. Virtual knots were invented by Kauffman
[12] and provide an interesting generalisation of classical knots. Condition C1 above is
not necessarily satisfied for non-classical virtual knot groups and thus provide examples of
applications of Theorem 1.2.
The paper is organised as follows:
In Section 2, we recall the main properties of virtual knots and give some results on their
Alexander modules and polynomials. We also compute the second homology groups of the
associated virtual knot groups. We investigate the connected sum of virtual knots and show
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Fig. 1.
that the group of the connected sum may or may not be isomorphic to the amalgamated
product of the constituent virtual knot groups (Examples 2.5 and 2.7). In the first case, we
compute the second homology of the group of the connected sum (Proposition 2.8).
In Section 3, we analyse the reducible deformations of an abelian representation. We
give a more general proof of the result of E. Klassen showing that, if ∆(ω) = 0 and
∆(ω−1) = 0, there is a neighbourhood of ρ0 which consists only of abelian representations
(Theorem 3.1). When ∆(ω) = 0, we recall the classical result, essentially due to de
Rham, that every neighbourhood of ρ0 contains reducible non-abelian representations
(Proposition 3.2). We prove Theorem 1.2. which treats the case ∆(ω)= 0 and ∆(ω−1) = 0.
In Section 4, using the connected sums introduced in Section 2, we give various
examples of classical and non-classical virtual knots which satisfy the conditions of
Theorem 1.1, thus giving irreducible deformations of the representation ρ0. We also show
that some of the conditions of Theorem 1.1 may fail to hold for some virtual knots, leaving
the question of the existence of irreducible deformations open for these knots.
2. Virtual knot groups
In this section, we recall a few facts about virtual knot groups. For missing details,
see [13]. A Gauss diagram is an oriented circle with signed oriented chords: The diagrams
are subject to an equivalence relation that mimics the Reidemeister moves of classical
knot theory. A virtual knot is an equivalence class of Gauss diagrams. Let D be a Gauss
diagram; the arrowheads of the chords of D divide the circle into principal arcs t1, . . . , tn.
These arcs are cyclically ordered by choosing any arc as the first one and numbering the
others consecutively using the orientation of the circle. One constructs from D a group
presentationPD with generators t1, . . . , tn and relations given by ti+1 = t−εj ti tεj if the chord
with arrowhead pointing between the arcs ti and ti+1 has its arrowtail on the arc tj and its
sign is ε. Denote by ΠD the group associated to the presentation PD . Equivalent Gauss
diagrams give isomorphic groups, so that the group of a virtual knot is well defined up to
isomorphism. If D is the Gauss diagram of a classical knot, then ΠD is isomorphic to the
fundamental group of the complement of the knot.
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Let D be a Gauss diagram with n principal arcs. One associates a 2-complex XD in the
usual way by attaching to a wedge of n circles the n 2-cells corresponding to the relations
given by the chords of the diagram.
Recall that a Wirtinger presentation of a group Γ is a presentation of the form
〈t1, . . . , tp | r1, . . . , rq〉 where:
(i) each relator rk is of the form t−1i w−1k tjwk for some i, j , 1 i, j  p, and wk is a word
in t1, . . . , tp ,
(ii) all the generators ti are conjugate to one another in the group Γ .
Note that H1(Γ )= Γ/Γ ′ is isomorphic to Z. Note also that if D is a Gauss diagram, then
PD is a Wirtinger presentation.
Recall that the deficiency of a presentation is the difference between the number of
generators and the number of relations. The deficiency of a finitely presentable group Γ ,
denoted by Def(Γ ), is the maximum of all the deficiencies of all finite presentations of Γ .
If D is a Gauss diagram, PD has deficiency 0, so that Def(ΠD) 0 and an easy argument
on the Euler characteristic of XD shows that Def(ΠD) 1. Conversely, Se Goo Kim [13,
Theorem 3] has shown that the group associated to any Wirtinger presentation of deficiency
0 or 1 is isomorphic to the group of a virtual knot.
Example 2.1. This is in particular true for the presentations of the form 〈x, y | y =w−1xw〉
where w is any word in x and y . We carry out the construction explicitly in this case
since we shall need it later in Lemma 2.6. Write w = aε11 aε22 · · ·aεkk with εi =±1 and ai
is either the letter x or y . Set s1 = x , sk+1 = y and add generators si+1 and relations
si+1 = a−εii siaεii for i = 1, . . . , k − 1, where the letter ai is now either s1 or sk+1.
The relation y = w−1xw reads sk+1 = a−εkk skaεkk . Add generators sk+j+1 and relations
sk+j+1 = aεk+1−jk+1−j sk+j a
−εk+1−j
k+1−j for j = 1, . . . , k − 1. The relation x = wyw−1 reads s1 =
a
ε1
1 s2ka
−ε1
1 . The presentation with generators s1, . . . , s2k and relations as above is clearly
realised by a Gauss diagram with 2k principal arcs.
In the sequel, we shall consider groups Γ such that H1(Γ ) is isomorphic to Z. We fix a
homomorphism ε :Γ → Z which induces an isomorphism between Γ/Γ ′ and Z. The split
exact sequence
1 → Γ ′ → Γ ε→Z→ 1
implies that Γ ′ is equipped with a Z-action and that Hi(Γ ′) has a well defined Z[t, t−1]-
module structure.
We shall need the following results, part of which are already found in [13]:
Lemma 2.2. Let Γ be a finitely presented group such that H1(Γ ) is isomorphic to Z, then:
(i) If Def(Γ )= 1, then H2(Γ )= 0 and H2(Γ ′)= 0.
(ii) If Def(Γ )= 0, then H2(Γ ) is cyclic and H2(Γ ′;Q) is a cyclic Q[t, t−1]-module.
(iii) If H2(Γ ′;Q)= 0 then H2(Γ ;Q)= 0.
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Proof. Set δ = Def(Γ ) and let X be the 2-complex obtained from a presentation of Γ with
r + δ generators and r relations. Clearly, H1(X)∼= Z and H2(X) is a free abelian group of
rank less or equal to r . The Euler characteristic of X shows that rank(H2(X))= 1− δ. By
Hopf’s theorem, H2(Γ )= 0 if δ = 1 and H2(Γ ) is cyclic if δ = 0.
Let X∞ be the infinite cyclic cover of X corresponding to Γ ′, so that Π1(X∞)= Γ ′.
The chain groups Ci(X∞) and homology groups Hi(X∞) are naturally equipped with a
Z[t, t−1]-module structure. Similarly, Ci(X∞;Q) and Hi(X∞;Q) are Q[t, t−1]-modules.
Suppose that δ = 1, then Milnor’s exact sequence [16] with integer coefficients shows
that 1 − t :H2(X∞)→H2(X∞) is surjective. As H2(X∞)= Z2(X∞) is a submodule of
C2(X∞) which is a free Z[t, t−1]-module, the surjectivity of 1− t implies that H2(X∞)=
0; by Hopf’s theorem, H2(Γ )= 0.
If δ = 0, Milnor’s exact sequence with rational coefficients shows that 1− t :H1(X∞;Q)
→H1(X∞;Q) is surjective, so that H1(X∞;Q) is a torsionQ[t, t−1]-module and hence a
finite Q-vector space. Therefore 1− t :H1(X∞;Q)→H1(X∞;Q) is an isomorphism and
there is a short exact sequence:
0 →H2
(
X∞;Q) 1−t−→H2(X∞;Q)→H2(X;Q)→ 0.
Now, H2(X∞;Q) is a submodule of the free Q[t, t−1]-module C2(X∞;Q), so is free of
rank s  r . Therefore, H2(X;Q) is isomorphic to (Q[t, t−1])s/(1 − t)(Q[t, t−1])s and is
a one-dimensional Q-vector space. Hence s = 1 and H2(X∞;Q)∼=Q[t, t−1]. By Hopf’s
theorem, H2(Γ ′;Q) is a cyclic Q[t, t−1]-module.
To prove (iii), let Y be a K(Γ ;1)-space and let Y∞ be its infinite cyclic cover. Then
Y∞ is a K(Γ ′;1)-space and Milnor’s exact sequence shows as above that
1− t :H1
(
Y∞;Q)→H1(Y∞;Q)
is an isomorphism. Hence, H2(Γ ;Q) = H2(Y ;Q) = 0 since H2(Y∞;Q) = H2(Γ ′;Q)
= 0. ✷
We recall a few properties of the Alexander module Γ ′/Γ ′′ of Γ and its associated
Alexander polynomials (see [5, Chapters 8 and 9] for details). Let A(t) be a m × n
presentation matrix of Γ ′/Γ ′′ (with relations written in the rows), then, by definition,
the ith Alexander polynomial ∆i of Γ is the highest common factor of the ideal E i (Γ )
generated by the (n + 1 − i)-minors of A(t) and is defined up to a unit of Z[t, t−1]. In
particular, the polynomial ∆=∆1 is simply called the Alexander polynomial of Γ . Note
that A(1) is a presentation matrix of the abelian group coker(1 − t :Γ ′/Γ ′′ → Γ ′/Γ ′′)
which is trivial, so that the Alexander polynomials satisfy ∆i(1)=±1.
If 〈t1, . . . , tp | r1, . . . , rq〉 is a Wirtinger presentation of Γ , then A(t) can be obtained
from the q×p Jacobian matrix of Fox derivatives ∂ri
∂tj
evaluated at t by deleting any column
[5, Theorem 9.10]. Note that if the deficiency of the Wirtinger presentation is 1, then E1(Γ )
is a principal ideal.
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If D is a Gauss diagram of a virtual knot K , the Alexander module and Alexander
polynomials of D (or K) are those associated to the group ΠD and the homomorphism ε
sending the meridians ti to 1 and can be computed from the presentation PD .
Lemma 2.3. If P ∈ Z[t] is a polynomial such that P(1)= 1, then P is the Alexander poly-
nomial associated to a Gauss diagram D(P) whose group has a Wirtinger presentation
with two generators and one relation.
Proof. Write P(t) = 1 + (1 − t)Q(t) where Q(t) = ∑nk=0 aktk is a polynomial with
integer coefficients. Consider a presentation of the form 〈x, y | y =w−1xw〉 where w is a
word in x and y such that ε(w)= 0. Then
∆(t) = ∂
∂y
(
y−1w−1xw
)∣∣
t
=−t−1 + t−1
(
−∂w
∂y
∣∣∣
t
+t ∂w
∂y
∣∣∣
t
)
= (−t−1)(1+ (1− t) ∂w
∂y
∣∣∣
t
)
.
It suffices therefore to find a word w such that ε(w) = 0 and ∂w
∂y
|t = Q(t). Write w =
w0w1 · · ·wn where wk = xk(yx−1)akx−k , then
∂wk
∂y
∣∣∣
t
= aktk and ∂w
∂y
∣∣∣
t
=
n∑
k=0
∂wk
∂y
∣∣∣
t
.
Example 2.1 shows how to find a Gauss diagram D(P) whose group admits the presen-
tation above. ✷
We shall use the connected sum of virtual knots. Let D1 and D2 be two Gauss diagrams.
Denote by t1, . . . , tn the principal arcs of D1 and by s1, . . . , sm the principal arcs of D2.
Choose a point P1 on t1 and a point P2 on s1 not meeting any chords of the diagrams.
Denote by t ′1 (respectively s′1) the subarc of t1 (respectively s1) with starting point P1
(respectively P2) and by t ′′1 (respectively s′′1 ) the remaining subarc. The connected sum of
D1 and D2 based at (P1,P2) is the Gauss diagram D obtained by adding a band joining a
small neighbourhood of P1 in ∂D1 to a small neighbourhood of P2 in ∂D2 and erasing the
small arcs around P1 and P2.
Consider the presentation P˜D1 obtained from the diagram D1 based at P1 with
generators t ′1, t ′′1 , t2, . . . , tn and relations r˜i , i = 1, . . . , n, read in the usual manner but
taking into account the fact that the heads and tails of the chords lie either on t ′1 or t ′′1 .
Denote by Π˜D1 the associated group. Note that ΠD1 is isomorphic to Π˜D1/〈t ′1−1t ′′1 〉.
We construct in a similar manner P˜D2 and, Π˜D2 so that ΠD2 is isomorphic to
Π˜D2/〈s′1−1s′′1 〉. The group of the connected sum ΠD is then isomorphic to Π˜D1 ∗ Π˜D2/
〈t ′1−1s′′1 , s′1−1t ′′1 〉.
Consider the amalgamated product Q = ΠD1 ∗ ΠD2/〈t−11 s1〉; then Q is isomorphic
to Π˜D1 ∗ Π˜D2/〈t ′1−1s ′′1 , s′1−1t ′′1 , t ′1−1t ′′1 〉. So there is a natural surjective homomorphism
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Ψ :ΠD →Q. Note that Ψ is an isomorphism if and only if s′1 = s′′1 or equivalently t ′1 = t ′′1
in ΠD .
Definition 2.4. We shall say that D is a good connected sum of D1 and D2 if the
homomorphism Ψ is an isomorphism. This will be the case if for one of the diagrams,
say D2, the equality s′1 = s′′2 already holds in Π˜D2 .
We shall give two families of examples where the latter condition holds:
Example 2.5. Let D2 be any classical knot diagram with any choice for the base point.
Then Π˜D2 is the fundamental group of the complement of a knotted arc in the 3-ball and
s′1, s′′1 represent the meridians around the extremities of the arc; these are clearly homotopic
in the complement of the arc.
Lemma 2.6. Let D2 be the Gauss diagram obtained in Example 2.1 and consider its
associated presentation with 2k generators and relations. Choose the point P2 so that
it lies on the arc corresponding to s1 next to the origin of the arc. Then s′′1 = s′1 in the group
Π˜D2 .
Proof. This group has a presentation with generators s′1, s′′1 , s2, . . . , s2k and relations as in
Example 2.1 where each occurence of s1 is replaced by s′1 except on the left-hand side of
the last relation which reads s′′1 = aε11 s2ka−ε11 . It is clear that s′′1 = ws2kw−1 = s′1 in this
group. ✷
Example 2.7. Bad connected sums exist as the diagram in Fig. 2 shows. Indeed, there is
a homomorphism from ΠD to the symmetric group S3 sending t ′1 = s′′1 to (12), t ′′1 = s′1 to
(13) and s2 = t2 to (23) ; so that s′1 = s′′1 in ΠD .
Proposition 2.8. Let D1 and D2 be two Gauss diagrams and suppose that D is a good
connected sum of D1 and D2. Then:
(i) H2(ΠD) is isomorphic to H2(ΠD1)⊕H2(ΠD2),
(ii) Π ′D is isomorphic to Π ′D1 ∗Π ′D2 and the Z[t, t−1]-module Π ′D/Π ′′D is isomorphic to
Π ′D1/Π
′′
D1
⊕Π ′D2/Π ′′D2 .
Fig. 2.
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Proof (adapted from [4, Lemma 3.1]). For i = 1,2, add cells in dimensions > 2 to the
complex XDi to get K(ΠDi ;1)-spaces Yi . Let W be the space obtained by adjoining a
cylinder S1 × [0,1] to the disjoint union of Y1 and Y2 using attaching maps S1 ×{0}→ Y1
and S1 × {1} → Y2 on the circles representing t1 and s1, respectively. Then W is a
K(ΠD;1)-space [18, Theorem 5] and H2(W) ∼= H2(Y1) ⊕ H2(Y2) since t1 and s1 have
infinite order in H1(Y1) and H1(Y2), respectively. This proves (i).
Clearly, H1(W) ∼= Z, so that W admits an infinite cyclic cover W∞ . Then W∞ is a
K(Π ′D;1)-space and is obtained by adjoining a strip R× [0,1] to the disjoint union of the
covers Y∞1 and Y∞2 of Y1 and Y2. Property (ii) follows immediately.
Remark 2.9. The previous result shows that ifD1 is a Gauss diagram such thatH2(ΠD1) =
0, there is no choice of points P1 and P2 on ∂D1 such that the connected sum of D1 with
itself based at (P1,P2) is good. Otherwise, H2(ΠD) would not be cyclic, which would
contradict Lemma 2.2.
3. Reducible deformations
In this section, let Γ denote a finitely presented group and let ε :Γ → Z be a homo-
morphism inducing an isomorphism on Γ/Γ ′. Let P = 〈X1, . . . ,Xn |W1, . . . ,Wm〉 be a
presentation of Γ such that ε(Xn)= 1. Let ρ0 be an abelian representation inR(Γ,SL2(C))
such that ρ0(Xn)=
(
λ 0
0 λ−1
)
, λ ∈C∗.
If ρ ∈ R(Γ,SL2(C)), the character of ρ is a function χρ such that χρ(γ ) =
trace(ρ(γ )) for γ ∈ Γ . It is well known that X(Γ,SL2(C)), the set of characters of
elements of R(Γ,SL2(C)), is an algebraic variety isomorphic to the algebraic quotient
R(Γ,SL2(C))//SL2(C) [6, Corollary 1.4.5]. The isomorphism is induced by the map
t :R(Γ,SL2(C))→X(Γ,SL2(C)) defined by t (ρ)= χρ .
Let Ab(Γ,SL2(C)) denote the set of abelian representations of Γ ; then Ab(Γ,SL2(C))
is an algebraic subvariety of R(Γ,SL2(C)) isomorphic to SL2(C).
Recall that the Lie algebra sl2(C) decomposes as H⊕ Gα ⊕ G−α where
H=
{(
a 0
0 −a
)
; a ∈C
}
,
Gα =
{(
0 b
0 0
)
; b ∈C
}
, and
G−α =
{(
0 0
c 0
)
; c ∈C
}
.
The adjoint representation of ρ0 turns the Lie algebra sl2(C) into a ZΓ -module whose
structure is completely determined, since ρ0 is abelian, by adρ0(Xn). The latter is given,
with respect to the basis
( 1 0
0 −1
)
,
( 0 1
0 0
)
,
( 0 0
1 0
)
by the matrix
T =
(1 0 0
0 ω 0
0 0 ω−1
)
, where ω= λ2.
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We denote by Z1(Γ, sl2(C)) the vector space of 1-cocycles and by CTρ0R(Γ,SL2(C)) the
tangent cone of R(Γ,SL2(C)) at ρ0. Recall that by definition, dimρ0 R(Γ,SL2(C)) is the
maximum of the dimension of irreducible components of R(Γ,SL2(C)) passing through
ρ0. It is well known that
dimρ0 R
(
Γ,SL2(C)
)
 dimT Zarρ0 R
(
Γ,SL2(C)
)
where T Zarρ0 R(Γ,SL2(C)) denotes the Zariski tangent space of R(Γ,SL2(C)) at ρ0.
The following theorem has already been proved in a less general setting in [14,
Theorem 19]:
Theorem 3.1. If neitherω nor ω−1 are roots of the Alexander polynomial∆ of Γ then there
exists a neighbourhood of ρ0 in R(Γ,SL2(C)) containing only abelian representations and
the representation ρ0 is a smooth point of R(Γ,SL2(C)). The variety Ab(Γ,SL2(C)) is an
irreducible component of R(Γ,SL2(C)).
Proof. Let J (t) denote the Jacobian matrix associated to the presentation P . We have the
following inequalities:
dimρ0 Ab
(
Γ,SL2(C)
)
 dimρ0 R
(
Γ,SL2(C)
)
 dimC T Zarρ0 R
(
Γ,SL2(C)
)
 dimCZ1
(
Γ,SL2(C)
)= dimCKerJ (T ).
The first two inequalities are standard facts of algebraic geometry; for the third inequality,
see Lubotzky and Magid [15, Chapter 2] and for the last equality [15, Proposition 3.5].
Now, dimCKerJ (T )= dimCKerJ (1)+dimCKerJ (ω)+dimCKerJ (ω−1). Let α be any
complex number; then∆(α) = 0 if and only if rankJ (α) n−1. The fundamental formula
of the Fox Calculus [5, Proposition 9.8] shows that, since ε(Xn) = 1, the last column
of J (α) is a linear combination of the other columns. Therefore rankJ (α) = n − 1 and
dimCKerJ (α)= 1. Since ∆(1) = 0, ∆(ω) = 0 and ∆(ω−1) = 0, dimCKerJ (T )= 3. As
dimρ0 Ab(Γ,SL2(C))= 3, the inequalities above are indeed equalities and ρ0 is a smooth
point of both Ab(Γ,SL2(C)) and R(Γ,SL2(C)). Since Ab(Γ,SL2(C)) is irreducible, it is
contained in one component ofR(Γ,SL2(C)) and the argument above shows that they have
the same dimension. ✷
For the sake of completeness, we recall the following proposition which is well known.
Proposition 3.2. If ω is a root of the Alexander polynomial ∆ of Γ then every
neighbourhood of ρ0 in R(Γ,SL2(C)) contains non-abelian reducible representations.
Proof. Since ω is a root of ∆, H 1(Γ ;Gα) = 0 [1, Proposition 2.1]. Let v be an element
in Z1(Γ ;Gα) representing a nonzero class. Note that we may suppose that the cocycle v
is such that v(Xn) = 0; if this is not the case, we replace the cocycle v by the cocycle
v − ∂B where B = 1
ω−1v(Xn). As [v] = 0 in H 1(Γ ;Gα), there is an element γ0 of
Γ such that v(γ0) = 0. It is easy to see that ρt = exp(tv)ρ0 is an arc of reducible
representations in R(Γ,SL2(C)) which are not abelian since, for t > 0, ρt (Xn) and ρt (γ0)
do not commute. ✷
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We now turn to the case where ω is a root of the Alexander polynomial but ω−1 is not.
This case is covered by Theorem 1.2.
Proof of Theorem 1.2. Let R be any component of R(Γ,SL2(C)) which contains ρ0.
The tangent cone CTρ0R of R at ρ0, is a subspace of T
Zar
ρ0 R(Γ,SL2(C)) which embeds
in Z1(Γ, sl2(C)) [15, Proposition 2.2]. It can therefore be identified with a subspace of
Z1(Γ, sl2(C))=Z1(Γ,H)⊕Z1(Γ,Gα)⊕Z1(Γ,G−α).
There are two cases:
Case 1. The tangent cone CTρ0R is contained in Z
1(Γ,H) ⊕ B1(Γ,Gα) ⊕ B1(Γ,G−α).
Therefore dimR  dimCZ1(Γ,H) + dimCB1(Γ,Gα) + dimCB1(Γ,G−α) = 3, since
the three subspaces are clearly 1-dimensional. Suppose that R contains an irreducible
representation ρ. Then Culler and Shalen [6, Corollary 1.5.3] show that X = t (R) is a
component of X(Γ,SL2(C)) such that dimX = dimR − 3. Thus X is reduced to a point
and χρ = χρ0 . This implies that ρ is conjugate to ρ0 [6, Proposition 1.5.2], which is absurd.
Case 2. There exists an element v = (v1, v2, v3) in CTρ0R such that v /∈ Z1(Γ,H) ⊕
B1(Γ,Gα) ⊕ B1(Γ,G−α). Since ∆(ω−1) = 0, Z1(Γ,G−α) = B1(Γ,G−α) and therefore
[v2] = 0 in H 1(Γ,Gα).
Claim. The component R contains a reducible non-abelian representation φ with charac-
ter χρ0 such that, for i = 1, . . . , n, φ(Xi)=
( λ bi
0 λ−1
)
and bi is a complex number.
Assume the claim. Let x denote the character of ρ0 and set Rx = t−1(x). Let a :Γ →C∗
be the homomorphism determined by a(Xn) = λ. Boyer [3, Proposition 2.4] has shown
that, since ω = λ2 = 1, Rx has two algebraic components Rλx and Rλ−1x . Consider first Rλx .
By the same proposition, dimRλx = 1 + dimUax where Uax is an affine variety which can
be identified with
Ea = {b :Γ →C/b(γ1γ2)= a(γ1)b(γ2)+ a(γ2)−1b(γ1) for all γ1, γ2 ∈ Γ }
(see [3], proof of Proposition 2.3). It is easy to see that the map b → U , where U(γ ) =( 0 a(γ )b(γ )
0 0
)
for γ in Γ , is an isomorphism between the affine varieties Ea and Z1(Γ,Gα).
Therefore dimRλx = 1+ dimZ1(Γ,Gα) and similarly dimRλ−1x = 1+ dimZ1(Γ,G−α).
In our case, dimRλ−1x = 2 since Z1(Γ,G−α)= B1(Γ,G−α). Note that by construction,
the representation φ is contained in Rλx . Suppose that there exists an irreducible
representation ρ in R. As the set of irreducible representations of R is then dense in R,
there exists a sequence of irreducible representations ρn in R converging to φ. By [3,
Proposition 2.9], there exists another sequence ρ′n of irreducible representations in R which
converges to a reducible non-abelian representation φ− ∈ Rλ−1x . Let O(φ−) denote the
orbit of φ− under conjugation. Then O(φ−) is contained in Rλ−1x sinceRλ
−1
x is stable under
conjugation by definition of Rλ−1x [3, §2]. As φ− is non-abelian, O(φ−) is diffeomorphic
to PSL2(C) and its dimension is 3. Therefore dimRλ
−1
x  3, which is impossible. ✷
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Proof of the claim. Note that we may suppose that the cocycle v2 is such that
v2(Xn) = 0; if this is not the case, we replace the cocycle v2 by the cocycle v2 − ∂B
where B = 1
ω−1v2(Xn) and we still get (v1, v2 − ∂B,v3) ∈ CTρ0R. Indeed, if ϕt =
exp(t (v1, v2, v3)+o(t))ρ0 is a path of representations in R with tangent vector (v1, v2, v3),
then ψt = exp(tB)ϕt exp(−tB) is a path of representations in R with tangent vector
(v1, (v2 − ∂B), v3). Moreover, as Z1(Γ,G−α) = B1(Γ,G−α), the cocycle v3 is in fact a
coboundary and the same argument as above shows that (v1, v2,0) is in CTρ0R. Therefore
ϕt = exp(t (v1, v2,0)+ o(t))ρ0 is a path of representations in R.
Let
v1(γ )=
(
a(γ ) 0
0 −a(γ )
)
and v2(γ )=
(
0 b(γ )
0 0
)
for γ ∈ Γ . Since [v2] = 0 ∈H 1(Γ,Gα), there exists γ0 ∈ Γ such that b(γ0) = 0. Let z ∈C
such that z2 = b(γ0) and set for t > 0:
φt =
( 1
z
√
t
0
0 z
√
t
)
ϕt
(
z
√
t 0
0
1
z
√
t
)
.
Then, for all γ ∈ Γ ,
φt(γ )=
(
λε(γ )
(
1+ ta(γ ))+ o(t) λ−ε(γ ) b(γ )
b(γ0)
+ o(1)
o(t) λ−ε(γ )
(
1− ta(γ ))+ o(t)
)
.
So the path of representations φt in R converges to a reducible representation φ in R with
character x given by
φ(γ )=
(
λε(γ ) λ−ε(γ ) b(γ )
b(γ0)
0 λ−ε(γ )
)
.
The representation φ is non-abelian because φ(Xn) and φ(γ0) do not commute since
ω= λ2 = 1. This proves the claim. ✷
Theorem 1.2 applies to virtual knots which are not classical knots since the Alexander
polynomial of a classical knot is reciprocal. It also applies to high-dimensional knots whose
Alexander polynomial is not reciprocal.
Example 3.3. Let P be a polynomial with integer coefficients such that P(1) = 1 and
which admits a non-reciprocal irreducible factor Q. Let D(P) be the Gauss diagram
associated to P and let ω be a root of Q. Then the group ΠD(P) has deficiency 1 and
Theorem 1.2 can be applied to the abelian representations ρ0 sending the meridians to the
matrix
(
λ 0
0 λ−1
)
, where λ is a nonzero complex number such that ω= λ2.
Example 3.4. To construct similar examples with groups of deficiency 0, consider the
2-knot group presentation 〈x, a | xa2 = ax, a2x = xa〉 which has been used by several
authors ([7, Example 12], [13]). Setting y = ax , it is transformed into the Wirtinger
presentation 〈x, y | y = (y−1x)−1x(y−1x), x = (xy−1)−1y(xy−1)〉. [13, Theorem 3]
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provides a Gauss diagram D0 whose group ΠD0 admits such a presentation. [13,
§6.4] shows that Π ′D0 is isomorphic to Z/3 and that E1(ΠD0) = (3,1 + t), so that its
Alexander polynomial is 1. Since E1(ΠD0) is not principal, Def(ΠD0)= 0. Taking a good
connected sum of D0 with any Gauss diagram D(P) above gives a Gauss diagram D.
Proposition 2.8(ii) implies that E1(ΠD)= (3,1+ t)(P )= (3P, (1+ t)P ). It is easy to see
that this ideal is not principal, so that Def(ΠD)= 0.
4. Irreducible deformations
We investigate in this section the existence of irreducible representations of a virtual
knot group in SL2(C) in the neighbourhood of an abelian representation. In contrast with
classical knot groups, the conditions C1 and C2 of Theorem 1.1 may fail to be satisfied for
virtual knot groups.
We give below examples of applications of Theorem 1.1 and its limitations. In what
follows, we shall use the diagrams D(P) obtained in Lemma 2.3 and take their good
connected sum as described in Lemma 2.6.
4.1. Virtual knot groups with deficiency 1
Example 4.1. Let D be a Gauss diagram and suppose that Def(ΠD) = 1, then condition
C2 always holds by Lemma 2.2. If D is the Gauss diagram of a classical knot, then C1
holds but C3 may fail to be satisfied. This is the case, for instance, for the knot 820 (see [2,
§5] for details).
Example 4.2. We give an example of a virtual knot group of deficiency 1 which satisfies the
conditions of Theorem 1.1 but is not a classical knot group. Consider the group presentation
〈a, t | tat−1 = a2〉. Fox [7, Example 11] has shown that the associated group Φ is the
group of a 2-knot. Setting x = at , one sees that it admits the Wirtinger presentation
〈x, t | (xt−1)−1t (xt−1)= x〉. The commutator subgroup Φ ′ has a presentation of the form
〈ai | ai+1 = a2i , i ∈ Z〉, it is therefore abelian and isomorphic to the dyadic rationals
Z[1/2]. The Alexander module Φ ′/Φ ′′ = Φ ′ is isomorphic to Z[t, t−1]/(2t − 1). Let D1
be a Gauss diagram such that ΠD1 is isomorphic to Φ (see Example 2.1). Let D be a
good connected sum of D1 with D(t − 2), then Def(ΠD) = 1 and ΠD clearly satisfies
conditions C1 and C2 by Lemma 2.2(i). For ω= 1/2, it satisfies condition C3. The groups
Π ′D ∼= Z[1/2] ∗Π ′D(t−2) and hence ΠD contain the abelian subgroup Z[1/2]. This shows
that ΠD cannot be a classical knot group since the only abelian subgroups of a classical
knot group are Z and Z×Z [17, Theorem 5.4.2].
Example 4.3. It may happen that the Alexander polynomial of a virtual knot is reciprocal
but that the Alexander module is not self-dual and conditions C2 and C3 are satisfied. To
see this, take a good connected sum of D(Q) with D(P) and then with D(P ·(P ∗)2) where
Q is an irreducible reciprocal polynomial, P is an irreducible non-reciprocal polynomial
and ω is a root of Q. The Alexander module is Q[t, t−1]/(Q) ⊕ Q[t, t−1]/(P ) ⊕
Q[t, t−1]/(P ·(P ∗)2)which is clearly not self-dual, although∆=QP 2(P ∗)2 is reciprocal.
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4.2. Virtual knot groups with deficiency 0
Example 4.4. We now construct virtual knot groups Π such that Def(Π) = 0 satisfying
conditions C1, C2 and C3. Let D1 be the Gauss diagram of any classical knot satisfying
the conditions and denote by ∆ its Alexander polynomial. Let D0 be the Gauss diagram
constructed in Example 3.4. Take a good connected sum D of D0 with D1. Since Π ′D0
is isomorphic to Z/3, (Π ′D/Π ′′D) ⊗ Q = (Π ′D1/Π ′′D1) ⊗ Q is self-dual and H2(Π ′D) =
H2(Π
′
D0
) ⊕ H2(Π ′D1) = 0. Proposition 2.8(ii) implies that E1(ΠD) = (3,1 + t)(∆) =
(3∆,(1 + t)∆). This ideal is not a principal ideal, so that Def(ΠD) = 0. Condition C3
is satisfied by D since it is satisfied by D1. Alternatively take a good connected sum of D0
with any diagram D(∆), where ∆ is a reciprocal non-constant polynomial.
Example 4.5. Taking a good connected sum of D0 with the Examples 4.3 gives examples
of virtual knot groupsΠD with not self-dual Alexander module and reciprocal polynomial.
As above, Def(ΠD)= 0 since E1(ΠD) is not principal.
Example 4.6. Gordon [9, proof of Theorem 1], and [13, 6.2] has considered the following
family of group presentations for k  2:〈
t, x, y | t−1xkt = xk+1, t−1ykt = yk+1, t−1xyt = xy〉
which can be transformed into a Wirtinger presentation by setting z = tx and w = ty .
Let Dk be a Gauss diagram such that ΠDk admits such a presentation. C. Gordon has
shown that H2(ΠDk ) is isomorphic to Z, so that Def(ΠDk )= 0. One can compute from the
presentation above a presentation of the Alexander module. It admits two generators x¯ and
y¯ with relations: (kt−1−(k+1))x¯ = 0, (kt−1−(k+1))y¯ = 0, (t−1−1)x¯+(t−1−1)y¯ = 0.
Since x¯ = k(t−1 − 1)x¯ and y¯ = k(t−1 − 1)y¯, (t−1 − 1) is an automorphism of the module,
so that y¯ =−x¯ and the module is isomorphic to Z[t, t−1]/((k + 1)t − k). Taking a good
connected sum of Dk with D((k + 1)− kt) provides a Gauss diagram D which satisfies
C1 and C3 (for ω = k/k + 1). By Lemma 2.2(iii), H2(Π ′D;Q) = O since H2(ΠD;Q)∼=
H2(ΠDk ;Q)∼=Q.
Example 4.7. It may happen that H2(Π ′D;Q) = 0 while H2(ΠD;Q)= 0. Hausmann and
Kervaire [10] show that there exists a high-dimensional knot group Π such that Π ′ is
abelian and such that the Alexander module Π ′/Π ′′ = Π ′ is isomorphic to Z[t, t−1]/
(t3 − t + 1). They prove that Π admits a presentation with generators x, t and relations:
R1 : t3xt−3tx−1t−1x = 1,
R2 : [x, txt−1] = 1,
R3 : [x, t2xt−2] = 1.
Set u= xt and take t, u as generators, the relations become:
S1 : u−1tu= t2ut−2,
S2 : u−1tu= ut−1u−1t2,
S3 : u−1t2u= tut−2u−1t3.
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Taking z= u−1tu and t as generators, the relations are:
T1 : z2uz−2 = u−1zu,
T2 : z2uz−2 = zu2z−1u−1,
T3 : z2uz−2 = uzuz−2u−1z.
Substituting T1 in T2, the relations become T1, T ′2 and T3 where T ′2 is z−1uz = u2zu−2.
Note that T1 and T ′2 are Wirtinger relations. We now show that T3 is a consequence of
T1 and T ′2. Indeed, substituting T1 in T3, the relation becomes: T ′3 : u−1zu= uzuz−2u−1z.
Now, T ′2 is equivalent to z = u−1zu2zu−2 and we can substitute z in T ′3 to get u−1zu =
u(u−1zu2zu−2)uz−2u−1z which simplifies to u−1zu = zu2zu−1z−2u−1z. Substituting
again z, we get: u−1zu = (u−1zu2zu−2)u2zu−1z−2u−1z which is equivalent to 1 =
uz2u−1z−2u−1z, that is u−1z−1u = z2u−1z−2. This relation is clearly equivalent to T1.
Since Π is a high-dimensional knot group, H2(Π) = 0. The group Π ′ is abelian and
Π ′ ⊗ Q is a 3-dimensional Q-vector space, therefore H2(Π ′ : Q) is isomorphic to∧2
(Π ′ ⊗ Q) which is a 3-dimensional vector space. The group Π admits a Wirtinger
presentation of deficiency 0, so there is a Gauss diagram D1 whose group is Π . Taking a
good connected sum D of D1 with D(t3 + t2 − 1) and letting ω be a root of t3 − t + 1, we
get a virtual knot group ΠD satisfying C1, C3, H2(ΠD)= 0 but H2(Π ′D;Q) = 0.
Remark 4.8. Let D be a Gauss diagram constructed in one of the examples above, let ω be
the corresponding complex number and let ρ0 be the associated abelian representation.
In the case of Examples 4.2 and 4.4, we can apply Theorem 1.1 to find irreducible
representations in the neighbourhood of ρ0. For Examples 4.3, 4.5, 4.6 and 4.7, we cannot
apply Theorem 1.1 and since, by construction, ω−1 is also a root of the corresponding
Alexander polynomial, Theorem 1.2 cannot be applied either, so that we do not understand
the structure of the neighbourhood of ρ0 for these virtual knots.
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