Abstract Changes in the rate of ocean-driven basal melting of Antarctica's ice shelves can alter the rate at which the grounded ice sheet loses mass and contributes to sea level change. Melt rates depend on the inflow of ocean heat, which occurs through steady circulation and eddy fluxes. Previous studies have demonstrated the importance of eddy fluxes for ice shelves affected by relatively warm intrusions of Circumpolar Deep Water. However, ice shelves on cold water continental shelves primarily melt from dense shelf water near the grounding line and from light surface water at the ice shelf front. Eddy effects on basal melt of these ice shelves have not been studied. We investigate where and when a regional ocean model of the Ross Sea resolves eddies and determine the effect of eddy processes on basal melt. The size of the eddies formed depends on water column stratification and latitude. We use simulations at horizontal grid resolutions of 5 and 1.5 km and, in the 1.5-km model, vary the degree of topography smoothing. The higher-resolution models generate about 2-2.5 times as many eddies as the low-resolution model. In all simulations, eddies cross the ice shelf front in both directions. However, there is no significant change in basal melt between low-and high-resolution simulations. We conclude that higher-resolution models (<1 km) are required to better represent eddies in the Ross Sea but hypothesize that basal melt of the Ross Ice Shelf is relatively insensitive to our ability to fully resolve the eddy field.
Introduction
Ocean-driven melting of Antarctic ice shelves can affect the future stability of the Antarctic Ice Sheet (Mercer, 1978) and is a large uncertainty when predicting sea level rise (Nowicki et al., 2013) . Basal melting around Antarctica makes up over half of ice shelf mass loss, with the remainder being through iceberg calving (Depoorter et al., 2013; Rignot et al., 2013) . If melting exceeds the mass inputs to the ice shelf from ice flow across the grounding line and snowfall, the reduction in ice shelf mass reduces the "buttressing" effect-the ability of an ice shelf to hold back and slow the flow of ice (Dupont & Alley, 2005; Goldberg et al., 2009 ). An ice shelf undergoing rapid thinning by excess basal melting, such as Pine Island Glacier at present (Dutrieux et al., 2014; Jacobs et al., 2011; Pritchard et al., 2012) , may become an outlet through which the Antarctic Ice Sheet drains and contributes to sea level rise.
Basal melt occurs in three main modes, defined by the process causing the melting (Jacobs et al., 1992) . Mode 1 melt is driven by dense and salty shelf waters that are at or near the surface freezing point (≈ −1.9
• C) on the continental shelf and cause melting near the grounding line due to the depression of the freezing point of water with pressure. Mode 2 melt is driven by subsurface waters, originating off the continental shelf, that are significantly above freezing, mainly Circumpolar Deep Water (CDW; ≈1
• C) and modified CDW.
Mode 3 melt occurs along the ice shelf front where seasonally warmed surface waters are advected under the ice shelf. The relative importance of melting modes varies from one ice shelf to another: large cold water shelves, such as the Ross, Filchner-Ronne, Amery, and Larsen C, are dominated by Modes 1 and 3 (e.g., Joughin & Padman, 2003) . Mode 2 dominates most ice shelves in the Amundsen and Bellingshausen Seas.
The most rapid ice shelf thinning occurs where Mode 2 melt dominates (Pritchard et al., 2012) . Recent observations have demonstrated that eddy processes are necessary to transport warm CDW onto the continental shelf where it can enter the ice shelf cavity (Couto et al., 2017; Martinson & McKee, 2012 ; Moffat
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Few prior studies have investigated the effects of eddy-mediated heat fluxes on cold water Antarctic continental shelves and under their ice shelves. Eddy-resolving models are computationally expensive: to resolve the eddy transport of CDW onto the continental shelf, horizontal grid spacings of less than 2 km are required (Graham et al., 2016; Hattermann et al., 2014; Liu et al., 2017; St-Laurent et al., 2015) . For the weaker stratification of cold water regions and near the ice shelf front, even finer grids are needed; for example, Årthun et al. (2013) found that a subkilometer horizontal grid was necessary to study the eddy transport of heat across the ice front in an idealized domain. These analyses suggest that quantifying eddy effects on the stability of the large cold water ice shelves, where Mode 1 and Mode 3 dominate, requires high-resolution grids. Alternatively, improved parameterizations of the eddy contribution to net heat fluxes could be developed for these conditions.
Before taking on the significant computational expense of regional ocean models run at subkilometer horizontal grid spacing, we investigate the complexity inherent in modeling eddies in Antarctic cold water continental shelf seas. Eddies exist at a continuum of sizes, and their size at formation is dependent on the ocean state including stratification (see section 2). Eddies formed at different locations on an Antarctic continental shelf may be different sizes, and processes such as deep winter convective mixing erase stratification so that a model's ability to resolve eddies depends not only on location but also on season.
We use a regional ocean model of the Ross Sea as a test case for determining the importance of eddies on an Antarctic cold water continental shelf. During the winter, deep convective mixing events north of the ice front greatly reduce the stratification, which increases again in spring and summer as the surface is warmed and sea ice melts. These changes in stratification provide a strong seasonality to a model's ability to resolve small-scale ocean structure.
The paper is structured as follows. A brief overview of eddy theory (section 2) sets what we expect in the Ross Sea. We then describe the regional ocean model and detail a series of calculations, including the partition of kinetic energy (KE) into its components, an eddy tracking algorithm, and how we separate Mode 1 and Mode 3 basal melt (section 3). In section 4 we identify where the model is and is not eddy resolving, describe the dependence of the components of KE on model characteristics and season, and track the location and characteristics of eddies in the simulations. We finish with an analysis of the simulated eddy effect on Mode 1 and Mode 3 basal melt. Section 5 synthesizes and discusses the results.
Eddy Theoretical Overview
We define several common terms in the context of this study. The Rossby radius of deformation (a) indicates the horizontal scale at which rotation effects are as important as buoyancy effects
Here, f is the Coriolis frequency and c is the gravity wave speed. For the barotropic case, c is the surface gravity wave speed. For baroclinic applications in a stratified water column, c depends on the baroclinic mode number (m) and the vertical structure of the buoyancy frequency N(z) and is estimated following Chelton et al. (1998) :
where H is the total water column depth. For the remainder of this paper, we focus on the first (m = 1) baroclinic mode (Rossby radius = a 1 ).
We also specify the spatial scale referred to as the "mesoscale." Dynamically, the mesoscale is the horizontal scale at which the flow is quasi-geostrophic, turbulence is two dimensional, and nonhydrostatic effects are small. Following McWilliams (2008) , mesoscale eddy flows have small aspect ratios, among other criteria. We set a lower limit on the mesoscale using the aspect ratio of water depth over horizontal length scale. For the Ross Sea, with typical on-shelf depths of 500 m, the length scale should be an order of magnitude higher, around 5 km. We therefore describe submesoscale eddies as eddies where a 1 ≤ 5 km. The upper limit of the mesoscale is not precisely defined. Nondynamically, the mesoscale refers to processes smaller than basin scale: a reasonable upper limit to the mesoscale is an order of magnitude below the width of the continental shelf or around 100 km. On the Ross Sea continental shelf, with a characteristic depth of 500 m at around 75 • S, the barotropic Rossby radius (a 0 ∼ 500 km) is larger than the mesoscale upper limit. Note that a more common and formal definition of mesoscale is the horizontal scale of motion similar to the first radius of deformation (as in Su et al., 2014 Su et al., , 2016 . We avoid using this definition here, as a 1 is precisely what we are investigating.
Eddy Scales
Several classic baroclinic instability problems examine the initiation and evolution of eddies formed under idealized circumstances. In general, in the strongly unstable limit, the horizontal scale at which eddies form and their approximate lifetime can be predicted as functions of the mean state (Smith & Vallis, 2002) . Eddy radius at formation is proportional to a 1 . In the Eady problem (Eady, 1949) , the most unstable wavelength is 4 times a 1 , while in the Charney problem (Charney, 1947) , it is the same as a 1 . Satellite observations confirm this scale, showing a KE source near a 1 (Scott & Wang, 2005) and an ocean eddy radius approximately 2-5 times larger than the wavelength of the most unstable waves (Stammer, 1998) .
After formation, eddy radius is determined in part by the energy cascade. Ocean energy is transferred from large scales to smaller scales through nonlinear turbulent interactions and dissipates through the breaking of internal waves and through friction at the seafloor, under ice shelves, and under sea ice when internal stresses prevent free ice drift. This transfer maintains an approximate long-term balance with energy input from winds, surface buoyancy fluxes, and tides. Energy in mesoscale ocean eddies can also move in an inverse cascade, from high mode baroclinic eddies to low mode baroclinic eddies and then to barotropic eddies (Ferrari & Wunsch, 2009) . The transfer to a lower mode occurs when a baroclinic eddy reaches a m for its current mode m (Charney, 1971) . Nonuniform stratification interferes with this process, causing the transfer of energy between modes to be less direct and efficient and leaving the energy concentrated around a m (Smith & Vallis, 2001 ). This theory does not take into account interactions with topography and the presence of large-scale potential vorticity gradients (such as near an ice shelf front) that can modify the energy cascade (McWilliams, 2008) . Generally, the size of an eddy after formation is affected by nearby energy sources and sinks, including other eddies, and the direction of the energy cascade.
Time scales of eddy duration can be estimated for a steady-state system, where energy put into eddies is replenished in the mean flow, and eddies do not travel to another region, that is, there are no nonlocal effects. With these assumptions, time scales are proportional to the ratio of a m and the mean flow speed (see ; Vallis, 2006 , for a comprehensive overview of instability problems and associated scales). Global observations of eddies (Chelton et al., 2007) show eddy durations of weeks to months, with a few exceptions.
After formation, eddies in the Ross Sea can change size based on the direction of the energy cascade. Eddies that move away from their formation region to areas without energy sources will lose energy to friction and internal mixing and break apart. Eddies that have access to an energy source, such as horizontal density gradients, mean flow KE, tidal energy (not included in these simulations), or energy from other eddies experience the inverse energy cascade and grow, potentially transitioning from Mode 1 baroclinic to barotropic.
Interactions with topography also can have a substantial impact on individual eddies. Gille et al. (2000) found that, in the ACC, eddy kinetic energy (EKE) was correlated with seafloor roughness at depths less than 3,000 m but anticorrelated at depths greater than 4,800 m. Rough topography can produce variability in flow, creating instabilities or density gradients that fuel eddies, and is also an energy dissipation mechanism. In the Ross Sea, notable topographic features include the shelf break, several large banks on the continental shelf, and the ice shelf front. The shelf break and ice shelf front act as potential vorticity barriers to eddies, although eddies can cross either barrier by following constant f/H contours (ratio of Coriolis parameter to water column depth) (Grosfeld et al., 1997; .
Based on geostrophic turbulence theory and the physical geometry of the Ross Sea, we can summarize expected eddy behavior in the Ross Sea. Mesoscale eddies would form as Mode 1 baroclinic eddies. Barotropic eddies are too large to form on the continental shelf, and higher mode baroclinic eddies would be small and classified as submesoscale. The weak stratification (small a 1 ) over much of the Ross Sea indicates that there is not much potential energy available to sustain or grow eddies, particularly if they leave the area of formation.
Methods

Regional Ocean Modeling
Our Ross Sea model (see Figure 1 ) uses the Regional Ocean Modeling System (ROMS v3.6) with finite differencing schemes and terrain-following vertical levels (sigma coordinate system; Haidvogel et al., 2008; Shchepetkin & McWilliams, 2005 ). The configuration used here is similar to Mack et al. (2017;  without tidal forcing) except that the bottom mixed layer parameterization is turned off, which is a modification from the version reported by McGillicuddy et al. (2015) and Dinniman et al. (2007 Dinniman et al. ( , 2011 . The Ross Ice Shelf is included as a floating static ice shelf, with parameterizations for thermodynamic and mechanical interactions with the water underneath (Dinniman et al., 2011) . Heat and salt fluxes between the ocean and ice base are parameterized using heat and salt transfer coefficients that are functions of the friction velocity (Holland & Jenkins, 1999) ; see section 3.4 for more details. The ocean model is coupled to a dynamic sea ice model (Budgell, 2005) . The vertical coordinate system follows Song and Haidvogel (1994) . We use 24 vertical levels that are concentrated near the surface (ocean surface or ice shelf base) and the sea floor.
For the advection of momentum and tracers, we used a third-order upwind scheme in the horizontal and fourth-order centered in the vertical. Lateral diffusivity is 5 m 2 /s and lateral viscosity is 0.1 m 2 /s (as in Dinniman et al., 2011) , where lateral mixing occurs along model layers for momentum and along geopotential surfaces for tracers. Vertical mixing of tracers and momentum is determined with the KPP scheme (Large et al., 1994) . ROMS does not include a parameterization of thermobaric convection, which may influence the eddy field (e.g., Su et al., 2016) .
Simulations were run at horizontal grid spacings of 5 and 1.5 km. To resolve eddies, the grid spacing needs to be at least a factor of 2 smaller than a 1 (Hallberg, 2013) . The typical value of a 1 for Antarctic continental shelves is estimated to be around 5 km (Hallberg, 2013) , which is also the lower limit for our operational definition of the mesoscale. For this value of a 1 , the 1.5-km horizontal grid would be eddy resolving, while the 5-km grid would not, although the latter may be eddy permitting.
Following a 6-year spin-up, simulations were run for the period 15 September 2010 to 27 February 2012. Forcing includes ERA-Interim winds and atmospheric temperatures every 6 hr and monthly climatologies of humidity, precipitation, and cloud cover (Dee et al., 2011) , interpolated from the original 80-km product to the model grid. At the open boundaries, sea ice concentration is set from monthly SSM/I data, ocean temperatures, and salinities are from World Ocean Atlas 2001 monthly climatology, and barotropic velocities are from Ocean Circulation and Climate Advanced Model (Webb et al., 1997) . Our model does not include tidal forcing.
Model bathymetry was interpolated from gridded observational-based products onto our grid: BEDMAP2 (Fretwell et al., 2013) for the ice shelf and cavity topography and IBCSO (Arndt et al., 2013) for ocean bathymetry outside of the ice shelf cavity. The sigma coordinate system of ROMS requires changes in bathymetry between grid points to be small with respect to total water column depth and changes in sigma layer position to be small relative to the local layer thickness to avoid pressure gradient errors. We smoothed the bathymetry and ice draft to reasonable values of the Beckmann and Haidvogel number (commonly known as rx0; Beckmann & Haidvogel, 1993) and the Haney number (rx1; Haney, 1991) . A short test simulation with horizontally uniform and vertically varying stable stratification confirmed that, after grid smoothing, no significant velocities were generated from grid-induced pressure gradient errors.
Generating the model geometry for the 1.5-km grid could be accomplished in two ways: (1) interpolation from gridded observational based data followed by smoothing for rx0 and rx1, giving a "rougher" bathymetry and (2) interpolation from the 5-km grid, which requires no additional smoothing and has relatively "smoother" bathymetry ( Figure 1 ). The advantages to option (1) are that more detail is retained from 
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observational data sets and the higher-resolution grid permits steeper topographic slopes. However, option (2) is more consistent with the bathymetry details present in the 5-km grid. We chose to proceed with both to disentangle the effects of grid spacing and topographic smoothness, giving three simulations:
• 5. The 5-km grid interpolated from gridded observational-based data.
• 1R ("rough"). The 1.5-km grid directly interpolated from data. Topography is rougher, with steeper slopes, due to a finer sampling of bathymetry and ice shelf draft grids.
• 1S ("smooth"). The 1.5-km grid interpolated from 5. Topography is the same as 5 and does not contain the finer detail and steeper slopes of 1R.
KE
The total mechanical energy in a given ocean volume is the sum of KE and potential energy. Changes to the total energy over time are caused by energy flux divergence through the boundaries of the volume or by internal energy dissipation. Calculating a total energy budget using simulation output is a nontrivial task (MacCready & Giddings, 2016) , as energy and volume are not necessarily conserved in the discretized governing equations and are subject to machine precision and round off. For the purposes of this study, we focused on the distribution of KE in both baroclinic and barotropic states and in the time-mean and eddying component.
The standard formulation of KE at any grid cell in a four-dimensional model is written as
where u(x, y, z, t) is the three-dimensional velocity vector. We decomposed u into a depth-mean and a depth-varying velocity, which we refer to as barotropic and baroclinic velocities
Here, ⟨⟩ indicates a mean in the z direction, while subscript z indicates residuals from the depth mean. Decomposing velocity in this fashion defines the separation of baroclinic and barotropic KE. The barotropic and baroclinic velocities are each then decomposed into time-mean and time-varying components to separate eddying flows from the mean flow. Using the barotropic velocity as an example,
where the overbar represents a temporal (e.g., monthly) mean and ′ represents time-varying velocity. The total velocity is then
From this, KE can be rewritten as a series of five terms
where BT indicates barotropic, BC indicates baroclinic, and time-varying KE is referred to as eddy kinetic energy (EKE). The first four terms on the right-hand side of equation (7) are the calculated KE from the corresponding velocity component. The fifth term, the "residual" term, includes the remaining terms when equation (6) is applied to equation (3). A similar decomposition of KE into specific parts was done by Chen et al. (2016) .
All the KE terms are calculated for each individual grid box and then averaged per unit volume
where V = x y z is the volume of each grid box and V is the total volume of the domain for which the average is calculated.
Eddy Tracking
The "eddy" field that is quantified by the EKE terms in the above equations includes a variety of features including the ocean's direct response to weather band changes in wind stress and air temperature, instabil-
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ities, and coherent eddies. In this section we describe our approach to determining each simulation's ability to represent coherent eddies.
We estimated eddy activity by directly counting individual eddies in a simulation. There is no universal standard used to define what constitutes an eddy, although there are several often-used methods based on sea surface height (SSH), vorticity, or a combination of both (i.e., the Okubo-Weiss parameter; Chelton et al., 2007; Isern-Fontanet et al., 2003) . For this study we used a Matlab function designed to track eddies by SSH (Gaube & McGillicuddy, 2017) , which was modified to work with simulation output in x-y coordinates instead of latitude-longitude. A limitation of using SSH criteria as opposed to relative vorticity is that the eddy analysis is restricted to eddies that have some ocean surface height signal. Deep baroclinic eddies may not be identified or tracked using this method. However, we avoid misidentifying other vorticity features, such as the large potential vorticity gradient at the ice shelf front, as eddies. To define an eddy, we impose a set of criteria.
1. The eddy must persist for at least four consecutive days. 2. The maximum SSH of the eddy must be at least 1 cm different from the background.
3. There must be at least 21 grid points contained within an eddy. This corresponds to 5 points across the diameter of the eddy in two orthogonal horizontal directions. 4. The maximum diameter of the eddy is 70 km. This includes most mesoscale eddies but filters out larger eddies. 5. The maximum distance the eddy can travel in 1 day is 100 km. This corresponds to a propagation speed of slightly over 1 m/s, which is an approximate upper bound for velocity in the Ross Sea. It is unlikely that eddies will travel this fast.
These criteria ensure that the features identified by the eddy tracking software actually are eddies and that each eddy track corresponds to only one eddy. Eddies under the ice shelf are also tracked, as SSH is given based on pressure relative to a reference ice shelf draft that is in hydrostatic equilibrium (see; Dinniman et al., 2016 , for more details). Once an eddy is identified, it is tracked through the daily instantaneous SSH fields that are output from each simulation, and statistics for individual eddies are recorded, including age, radius, amplitude of SSH, and start day.
One limitation of this method is that we isolate coherent eddies from the full eddy field, ignoring filaments and fronts. Previous studies (e.g., Abernathey & Haller, 2018) have demonstrated that tracer transport is significantly affected by the full turbulent field, not just advective transport by individual coherent eddies.
In this study, we use EKE to examine all eddy variability and coherent eddy tracking to characterize a given simulation's ability to allow coherent eddies to appear.
Ice Shelf Basal Melt
Ice shelf basal melt rate, w b , for the Ross Ice Shelf in the ROMS model configuration was calculated for grid cells under the ice shelf following the three equation parameterization from Holland and Jenkins (1999) 
where q is the surface heat flux into the ocean computed by the model and T (always ≥ 0) is the temperature difference between the atmosphere and the freezing temperature of seawater, T f . The model uses T f 0 = −1.95 as a standard freezing temperature for this calculation. The T term accounts for a reduction in heat available for basal melting due to the conductive heat loss through the ice shelf that is related to the temperature gradient between the upper and lower ice surfaces (Holland & Jenkins, 1999) . Parameter definitions and values are given in Table 1 . Basal melt rates were computed for each model grid cell touching the ice shelf. As the ice shelf is assumed static, w b does not influence the model geometry. Instead, the effect of ice melting or freezing is parameterized as a salt and heat flux into the top ocean model layer.
The melt rate calculated from equation (9) is dependent on the choice of parameter values in Table 1 , which we hold constant in this study and on the heat flux between the ocean and ice shelf base. The heat flux, in turn, depends on the heat content of water that is advected into proximity to the ice base and the processes setting the flux of heat from the ocean to the ice. This flux is evaluated from the temperature differential between the ocean and ice shelf and the turbulence (represented by friction velocity u * ) at the ice water interface; see section 3 in Holland and Jenkins (1999) . In ROMS, u * is evaluated from the quadratic stress law using the ice relative velocity of the upper model layer and a specified drag coefficient. The total heat flux is, therefore, influenced by processes affecting ocean circulation, such as wind-driven Ekman pumping setting the mean overturning circulation (e.g., Su et al., 2014; Stewart et al., 2018) , velocities from buoyancy-driven meltwater flows, and tides. Here, we focus specifically on the contribution eddies have on the heat flux, by examining changes in basal melt rate at different grid resolutions.
Each ice shelf grid cell was determined to be experiencing Mode 1 melt, Mode 3 melt, or no melt (includes freezing) at each time step. We classified cells as Mode 1 if the temperature of the ocean cell directly under the ice shelf was colder than the surface temperature of freezing for the modeled salinity (T f (S, P = 0)) and as Mode 3 if it was warmer than T f (S, P = 0). No melt cells are those with a melt rate less than or equal to 0. There is a small amount of Mode 2 melt from CDW, and by this definition, it is included in the Mode 3 melt term. If we chose to distinguish between Mode 1 and Mode 3 with an ice shelf depth criteria (i.e., Mode 3 melt is constrained to parts of the ice shelf that are reachable by Antarctic Surface Water and tend to be the shallower portions of the ice shelf), we get similar values using a depth of 200 m as the cutoff. The thickness of some of the ice along the Ross Ice Shelf front in our simulations is less than 200 m thick as a result of topographic smoothing to satisfy numerical stability criteria.
The mean ice shelf melt rate for the Ross Ice Shelf was calculated as an area and time average and given as a melt rate (w b ) in centimeter per year. Mode 1 and Mode 3 melt were calculated as area sums and averaged over 1 year to produce area-integrated basal mass balance (M b ) values with units of gigatons per year.
Results
Radius of Deformation
We estimated the expected eddy characteristics and behavior from the generalized theory presented in section 2 and the physical characteristics of the Ross Sea. We consider the Ross Sea continental shelf to have two main states: a mostly barotropic state that dominates when deep mixing is stimulated by sea ice formation and brine rejection or strong wind forcing in low sea ice conditions and a mostly baroclinic state when the water column restratifies from surface insolation and sea ice melting in summer.
The radius of deformation (a 1 , equation (1)), which determines the horizontal scale of eddy formation, was calculated for the first baroclinic mode using the Gibbs Seawater Toolbox (McDougall & Barker, 2011) to calculate N and equation (2) with m = 1 to estimate the internal wave speed. Output from simulation 5 was used to obtain density profiles for calculating N for August (well-mixed) and February (stratified) conditions to determine how a 1 varies spatially and seasonally (Figure 2) . Spatially, there are two distinct regions with differing values of a 1 : off-shelf and on-shelf including the ice shelf cavity. These regions appear in a histogram as a bimodal distribution (Figure 2 insets) , where the mean of each approximately corresponds with one of the peaks (compare with Table 2 ). In general, a 1 is smaller in August than in February for the entire model domain and when the on-shelf and off-shelf regions are considered separately (Table 2) . Based on the histograms in Figure 2 , we would need a grid spacing of 350 m or less to capture 95% of the distribution, which is not computationally feasible at this time.
The expected eddy radius at formation, given a potential eddy scale four times a 1 , is between 0 and 40 km, the latter being for locations off the continental shelf in February where maximum a 1 is about 10 km (Figure 2b) . A substantial portion of the model domain (mostly on-shelf and under the ice shelf) is still not eddy -resolving: 48% in August, 33% in February for simulations 1R and 1S, and 100% in both August and February for simulation 5. Weak stratification in the water column restricts the transfer of potential energy to EKE when instabilities form. Based on our aspect ratio definition of the mesoscale, eddies with radius less than 5 km fall into the submesoscale regime, where turbulence is no longer quasi-2-D and vertical motion plays a significant role. Submesoscale features are not fully represented in the community version of ROMS, as the model is hydrostatic (Marshall et al., 1997; Marques & Özgökmen, 2014) .
KE Partition
The average barotropic (depth-averaged) velocity fields for August (winter) and February (summer) for simulation 5 (Figure 3 ) display similar features. August has faster flow along the ice shelf front and far southward under the western side of the ice shelf. In February, this strong barotropic flow under the ice shelf is substantially weaker. Jendersie et al. (2018) found a similar seasonality of the flow under the western ice shelf and attributed it to stronger horizontal density gradients driven by winter sea ice formation. North of the ice shelf, the shelf break jet (the Antarctic Slope Current) and intrusions onto the continental shelf are intensified. To explore the distribution of KE in each simulation, we calculated the KE components, including barotropic, baroclinic, time mean, and EKE in each simulation for the months of August and February. We restricted the analysis to locations on the continental shelf, defined by the area inshore of the 700-m isobath following the continental shelf break, including areas on the shelf deeper than 700 m while excluding the ice shelf cavity. In general, variations of the KE components over each month are driven by simulation forcing and show a similar time variability in all simulations (not shown). Monthly average KE components for August and February for the simulations show that most of the KE is barotropic, not baroclinic, with EKE and time mean components of similar magnitude (Figure 4) . The monthly average of the residual KE term is less than 0.02% of the total KE for each case.
Simulations 5 and 1S both have higher total KE in February than in August, driven by an increase in barotropic KE. The increase may be due to higher stratification or reduced sea ice, which may allow surface winds to increase KE. Simulation 1S has more EKE (both barotropic and baroclinic) in August than in simulation 5, while the monthly time mean components for each are similar in magnitude. February shows the opposite effect for EKE BT : there is less in simulation 1S than in simulation 5.
Simulation 1R shows the same general pattern of more KE in February than in August. Compared to the smooth bathymetry case (1S), simulation 1R has less KE in August, due mainly to less EKE BT , and more KE in February, from an increase in KE BT and EKE BC . The areas where these two simulations resolve eddies are the same. Depending on the water column stratification based on season, the rougher bathymetry acts to remove barotropic eddy energy (August) or to allow more baroclinic eddy energy and more mean flow barotropic energy (February). Note. Includes the total number of eddies, eddies that spent any time under the ice shelf, and eddies that crossed the ice shelf front. Percents are percent of the total number of eddies.
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Eddy Tracking
Over the last year of each simulation, we identified and tracked coherent eddies from SSH, following the criteria listed in section 3.3 (Table 3 and Figure 5 ). Although simulation 5 is not eddy resolving by definition and does not capture the full eddy field, larger eddies still form. In all simulations, eddy activity is mainly restricted to the continental shelf and slope, with a large portion of eddies appearing on the inner continental shelf in front of the Ross Ice Shelf in 1S and 1R. The general distribution of eddies appears similar; the higher numbers of eddies in simulations 1S and 1R are mostly a result of higher concentrations of eddies in the same areas as they appear in simulation 5.
The eddy tracks in Figure 5 indicate that a nonnegligible number of coherent eddies spend some time in the ice shelf cavity, with a few traveling deep under the ice shelf along the western side. For each simulation, between 24% and 30% of eddies spent some time underneath the ice shelf, with generally less than half of those crossing the ice shelf front. The diagram in Figure 5 , lower right, shows how many eddies crossed the ice shelf front and in which direction. In all simulations, eddies cross the ice shelf front in both directions, despite the potential vorticity barrier caused by the ice shelf front. Recall that, in the ROMS model, this barrier is lessened due to the smoothing of the bathymetry to minimize pressure gradient errors arising from the sigma coordinate system (see section 3.1). Simulation 1R has a sharper ice shelf front than 1S, but the percentage of eddies crossing the ice shelf front is similar in these two simulations, suggesting that the increased steepness of the ice shelf front in 1R does not make a significant difference for eddies that cross the ice front by following lines of constant f/H (Grosfeld et al., 1997) . For each eddy tracked in each simulation, we recorded the general characteristics of that eddy, including average eddy radius over its lifetime, amplitude of the eddy in SSH, the model day the eddy formed, and the lifetime of the eddy. These statistics are shown in Figure 6 for all eddies and for the subset of eddies that spend any time under the ice shelf. Generally, the distributions of eddies are similar across all three simulations. Eddy radii tend to be small, with the peak of the distribution less than 20 km. However, the peak of each distribution is significantly larger than the minimum resolvable scale, indicating that eddy radii are set by characteristics of the resolved flows that determine eddy production rather than model resolution. Eddies with radii below about 10 km appear on the inner continental shelf for 1R and 1S and are not present in simulation 5 by definition ( Figure 5 ). Eddy radii for eddies that travel under the ice shelf are skewed slightly smaller, which is due to their position on the inner continental shelf where a 1 is smaller.
The SSH amplitudes of the modeled eddies are small, with almost all below 4 cm difference in SSH from eddy center to outer edge. Most eddies are very short lived, remaining coherent in simulations for only a week or two. This suggests that they experience high dissipation from friction at the top (ice) and bottom boundaries, lose energy rapidly due to the prescribed horizontal diffusivity, or are modified by nonlinear interactions in the flow. Eddies tend to form in our simulations during spring and summer and less so in austral winter, consistent with the reduced ability of the model to resolve eddies, as a 1 values are smaller in winter. Observations and numerical studies on eddies at these scales have found a seasonal cycle in intensity, with a strong peak in winter months (e.g., Sasaki et al., 2014; Su et al., 2018; Yu et al., 2019) . There are several potential reasons why our results show an opposite trend. One is that the model resolution is the dominant factor in determining if an eddy forms in the model and the eddy field is controlled by time-varying a 1 . Another possibility is that the sea ice cover acts to reduce eddy formation in winter months by limiting the influence of the atmosphere. A third option is that, despite the similarity in horizontal scales to previous studies, the eddies here are more closely related to a 1 and are mesoscale in character, not submesoscale. The relevant difference between the two is the relative magnitude of vertical and horizontal motion. In a hydrostatic model such as ROMS, we expect to model mesoscale processes that are mostly two dimensional but not correctly capture more three-dimensional submesoscale processes.
Ice Shelf Basal Melt
For each simulation, we calculated the melt over the last year of simulation and partitioned it into Mode 1 and Mode 3 (Table 4 ). Figure 7 shows the spatial distribution of melt from simulation 5 and which cells are Rignot et al. (2013) and within the range of others, for example, 79 ± 28 GT/year by Depoorter et al. (2013) . This version of ROMS does not include a parameterization for frazil ice (Galton-Fenzi et al., 2012) , which may increase mass accumulation through marine ice formation and therefore decrease simulated total M b , bringing it closer to observed values.
A quantitative estimate of whether the difference in basal melt is significant was described by Mack et al. (2017) ; for w b this value is 4.4%. Using this value as an error bar for cross-simulation comparisons, simulations 1S and 1R are significantly different from each other. Simulation 1R shows more total M b than 1S, driven by greater mass loss in both Mode 1 and Mode 3 melt. However, simulation 5 is not significantly different from either high-resolution simulation. There is no change in Mode 1 or 3 M b related to the number of eddies in a simulation, as the values for 5 and 1S are similar despite the large difference in the number of eddies tracked ( Figure 5 and Table 3 ).
The lack of a significant difference between high-and low-resolution simulations indicates that it may not be necessary to use expensive high-resolution models (subkilometer scale) to obtain realistic estimates of basal melt for the Ross Ice Shelf and other Antarctic cold water ice shelves. Recall, however, that even at 1.5-km grid spacing, these simulations are not fully eddy resolving. Furthermore, higher resolution allows for a more accurate representation of the steep ice shelf front and may play a significant role in simulated Mode 3 melt even in the absence of eddies.
Discussion and Conclusion
The expected size of baroclinic eddies scales with the first baroclinic radius of deformation (a 1 ), which is a function of latitude and stratification. Previous studies have indicated that numerical ocean models with lat- eral grid spacing of ∼1-2 km adequately resolve eddies that transport heat as CDW across continental shelves of the Amundsen and Bellingshausen Seas. These CDW eddies must be resolved to generate sufficient heat flux to obtain the observed melt rates for ice shelves in that sector. This grid spacing is insufficient to resolve all scales of baroclinic variability in the weakly stratified Ross Sea continental shelf region, especially in winter when stratification is a minimum.
Simulations of the Ross Sea with grid spacings of 5 and 1.5 km do, however, produce coherent eddies identified through SSH anomalies. Decreasing the horizontal grid spacing increases the number of eddies generated in the domain, with typical eddy sizes being slightly smaller in the higher-resolution simulations. Changes in eddy generation rate are sensitive to how much topographic smoothing is applied. More eddies are observed when topography is smoother, suggesting that the associated reduction in dissipation of baroclinic energy is more important than the expected decrease in eddy generation when topographic gradients are reduced.
As the total number of eddies increases with decreasing horizontal grid spacing and smoother topography, so does the number of eddies that cross the ice shelf front in both directions. These changes in eddy frequency, size, and motion do not, however, have a significant effect on the distribution and net magnitude of ice shelf melting. Basal melting of the Ross Ice Shelf is primarily driven by inflows of Antarctic Surface Water melting thinner ice near the ice shelf front (Mode 3 melt as defined by Jacobs et al., 1992) and inflows of High Salinity Shelf Water that melt ice near the grounding line (Mode 1 melt). In our simulations, mean circulation ( Figure 3 ) drives both melt modes regardless of eddy resolution. Unlike Mode 2 melting driven by eddies of warm subsurface water, such as CDW, Mode 1 and Mode 3 melting is not controlled by eddy processes, at least at these grid spacings. We note that the characteristics of cold water shelves that primarily melt ice shelves through Mode 1 and Mode 3, that is, a weak CDW signature and deep winter mixing, favor short-lived eddies that are small.
Further decreases of horizontal grid spacing to the subkilometer scale may shed more light on eddy effects on Mode 1 and Mode 3 basal melt. A fully eddy-resolving horizontal resolution may result in sufficient eddy activity to influence basal melt rates. That would require a significant increase in computational resources, as well as a nonhydrostatic model to resolve essential baroclinic physics driving ice shelf-ocean interactions. Even with model improvements, there may be insufficient mean KE (Figure 3 ) to drive significant eddy generation, with the possible exception of regions with strong mean currents, such as under the western ice shelf in winter (Figure 3, left) . We speculate that even if eddies do not contribute to ice shelf basal melt, they may contribute to the transport of other water properties, such as nutrients and chemical tracers, across the ice shelf front and along sub-ice shelf pathways.
The large change in the number of eddies tracked in each simulation is not reflected in the distributions of total KE or individual components. In all three simulations, there are higher values of total KE during the more stratified summer conditions in February than in August. Grid spacing and bathymetry smoothing have small effects on which KE term is smaller or larger: finer horizontal resolution increases the amount of EKE in the winter and decreases it in the summer, while rougher bathymetry decreases barotropic EKE in winter and allows an increase of baroclinic EKE in summer. The eddies tracked here are either barotropic or have some surface expression. This restriction is imposed by the algorithm that tracks eddies by SSH. Our choice to focus on surface eddies leaves open questions about deep baroclinic eddies and how they may change between simulations and seasons.
Based on these results, we conclude that higher resolution is needed to increase understanding of eddy processes in weakly stratified Antarctic shelf seas. Resolution of 1.5 km is sufficient for ice cavities where the water column is characterized by a relatively strong thermocline, such as in the Amundsen Sea. However, this resolution does not resolve eddy processes within the Ross Ice Shelf cavity (Årthun et al., 2013) . At the same time, the weak stratification that sets a small a 1 suggests that there will be less eddy activity to resolve. We anticipate that modelers of ice shelf cavities will wish to go to higher resolution for different reasons, for example, to resolve basal channels under ice shelves, which are important for determining basal melt and cavity circulation (Alley et al., 2016; Dutrieux et al., 2013; Gourmelen et al., 2017; Millgate et al., 2013) . As subkilometer ice shelf cavity models are developed, we recommend analyzing these models for their ability to resolve ocean eddies and the eddy contribution to ice shelf basal melt.
