In this paper, we demonstrate that the problem of fitting a plane of reflection symmetry to data in any dimension can be reduced to the problem of registering two datasets, and that the exactness of the solution depends on the accuracy of the registration. The pipeline for symmetry plane detection consists of (1) reflecting the data with respect to an arbitrary plane, (2) registering the original and reflected datasets, and (3) finding the eigenvector of eigenvalue -1 of a matrix given by the reflection and registration mappings. Results are shown for 2D and 3D datasets. We discuss in detail a particular biological application in which we study the 3D symmetry of manual myelinated neuron reconstructions throughout the body of a larval zebrafish that were extracted from serial-section electron micrographs. The data consists of curves that are represented as sequences of points in 3D, and there are two goals: first, find the plane of mirror symmetry given that the neuron reconstructions are nearly symmetric; second, find pairings of symmetric curves.
I. PAPER OVERVIEW
• Section II: mathematical preliminaries and description of the method.
• Section III: quantitative experiments on 2D and 3D datasets.
• Section IV: description of a practical application for the field of neuroscience.
• Section V: literature review, and our method in perspective.
• Section VI: discussion of the method's advantages, limitations, and possible future directions.
II. METHOD
Definition 1 (of Mirror Symmetry). A set of points P ⊂ R n is said to present mirror, reflection, or bilateral symmetry if there exists a hyper-plane H ⊂ R n of dimension n − 1 such that the mirror reflection of P with respect to H produces a set of points Q such that P = Q.
Definition 2 (of Mirror Reflection)
. Let H ⊂ R n be a (n − 1)-dimensional hyper-plane, v a unit vector perpendicular to H, and p a fixed point in H, so that H = {q ∈ R n : q − p, v = 0}. The mirror reflection of a set of points P with respect to H is the set {q − 2 q − p, v v : q ∈ P}.
The mirror reflection with respect to a plane through the origin and with normal vector v is given by x → S v x, where S v = I − 2vv , where I is the identity matrix. The reflection with respect to a plane through an arbitrary point p and with normal vector v is given by:
x → S p,v (x) = S v x + 2dv , where d = p, v is the "signed" distance between the plane and the origin. For simplicity of notation, we will henceforth replace S p,v (x) by S p,v x.
The symmetry plane in R n can be computed in 3 steps, illustrated in Figure 1: 1. Reflect original data with respect to an arbitrary symmetry plane.
2. Register original and reflected sets.
3. Infer optimal symmetry plane from the parameters of the reflection and registration mappings.
The term "arbitrary" of step 1 only works in theory. In practice, it helps to start with a good guess for the actual symmetry plane, because the registration methods we used here are interactive optimization processes. Alternatively, we can try a number of different starts and pick the one for which the registration algorithm returns the most confident result. We use the former method for the application (Section IV), and the latter for the quantitative experiments (Section III).
There are two ways of performing step 3: one, by fitting a plane through the midpoints of pairs given by original and transformed data; two (the approach we adopt here), by solving an eigenvalue problem related to the global transformation (reflection and rigid transformation) that the original data went through. We now introduce some mathematical facts that demonstrate why the pipeline works.
Let P = {p 1 , ..., p N } be a point cloud, and Q = {q 1 , ..., q N } the reflection of P given by S p,v , that is, q i = S p,v p i ∀i.
.., m N } is the set of midpoints between corresponding points in P and Q. Then the set M is contained in the plane with normal vector v passing through dv.
Proof. For x ∈ P, the reflection by S p,v is S v x + 2dv, and we have
But S v is symmetric, so S v x, v = x, S v v . Further, S v v = −v because S v is the reflection with respect to the plane through the origin with normal vector v, so x, S v v = − x, v . Therefore (2) is equal to 0.
Let now R be the rigid transformation defined by R(x) = R 0 x + t, where R 0 is a rotation matrix and t a translation vector. If we reflect a point x ∈ P by S p,v and then transform it through R, the result is R 0 (S v x + 2dv) + t. Proof.
Proposition 3. If S is a reflection and R is a rotation, then SR is a reflection. As a consequence, SR necessarily has −1 as an eigenvalue.
Proof. Since S and R are orthogonal, so is SR. Further, since the determinant of the product equals the product of the determinants, the determinant of SR is −1. Considering the reflection SR, let H be the reflection hyper-plane with normal vector v. In this case, SRv = −v, so v is the eigenvector of SR corresponding to the eigenvalue −1.
Algorithm. Given the described method, the precise algorithm for finding the mirror symmetry plane for a set of points P is as follows:
1. Choose an initial reflection plane, given by a point p and a perpendicular vector v. For example, p can be the average (center of mass) of the points in P, and v the vector (1, 0, ..., 0).
2.
Reflect all the points x ∈ P:
obtaining a new set of points Q.
3. Register Q to P through a rigid transformation, obtaining a rotation matrix R 0 and a translation vector t. (That is, the registration transformation is given by x → R 0 x + t.)
4. Compute the eigenvectorv of the matrix S v R 0 corresponding to the eigenvalue −1.v is the vector perpendicular to the symmetry plane.
5. Compute a pointp in the symmetry plane:
A note on registration. All steps on the above pipeline are exact (when factoring out numerical errors), except for registration. If the data is not mirror symmetric, than the registration will not be precise. This approach shows that mirror symmetry can be reduced to a registration problem, with the robustness of the algorithm depending entirely on the robustness of the registration method.
III. QUANTITATIVE EXPERIMENTS i. Metric
We tested the accuracy of our algorithm in 2D according to a previously introduced metric [14] , which we now briefly 
Accuracy for line detection is measured in a similar fashion. Let now ∆ l G,D be the distance between the point c G (center of ground truth) and the line l D . Line l D is considered to correctly correspond to segment t G if
Notice that the distance between a line l D and a segment t G is never worse than the distance between a segment along a line, t D , and the same segment t G . This is because to estimate the distance between a line and a center, the center chosen along the line l D is the closest one to the center c G of the segment t G .
In 3D, we evaluated accuracy by visual inspection of the projections of the data along three mutually perpendicular directions, one of which is perpendicular to the symmetry plane.
ii. Results
The state-of-the-art for single symmetry line/segment detection in 2D is a pairwise convolutional method [6] , which we refer to here as CARS (Convolutional Approach to Reflection Symmetry). The authors of this method released the database used for tests, so we use the same dataset for testing our method (which we refer to as EIG, as in EIGenvalue, for lack of a better name 1 ).
Since our method outputs only lines, not segments, we postprocess the symmetry line into segments using the same algorithm (even the same implementation) as CARS [6] .
Accuracy and computation time comparisons are shown in Figure 5 . We implemented two versions of the EIG algorithm based on two variants of registration methods: an intensity-based approach and a feature-based approach. These implementations relied on built-in MATLAB functions: imregtform for intensity-based, pcregrigid on binary edge maps of the images for feature-based. pcregrigid implements the Interactive Point Cloud (ICP) algorithm for point-cloud registration [5, 3] . To generate binary edge maps, we used the Ultrametric Contour Map [1] (see example in Figure 3 ). Likely due to some clutter cleaning provided by the edge detection algorithm, performance for the feature-based registration approach performs better (68% for symmetry segment detection and 73% for symmetry line detection) than the intensity-based approach. In both cases, the EIG performance is worse than that reported for the CARS algorithm in its two variations, on the images and edge maps ( Figure 5, top) .
However, CARS is significantly more computationally expensive ( Figure 5 , bottom) due to its pairwise nature.
Furthermore, we did not experiment with all possible registration approaches. Beyond the two mentioned, we attempted to use SURF features in the feature-based approach, but results were not worth reporting. Since the accuracy of our method is directly related to the accuracy of the registration algorithm, a thorough study on registration approaches could be performed in case the chosen method is not accurate enough for a particular application. ICP worked nicely four our purposes (see Section IV).
We also used ICP as registration for a 3D symmetry plane detection experiment. To the best of our knowledge, there are no general-purpose symmetry detection databases for 3D bilateral symmetry detection tests. We hand-picked 203 symmetric 3D shapes from the McGill 3D Shape Benchmark [23] . Shapes include surface points of objects such as cups, airplanes, and insects.
By visual inspection, we verified that our method achieved 86% accuracy, i.e., correctly detected symmetry in 177 of 203 shapes. Some sample outputs are shown in Figure 4 .
A note on initialization. Registration is typically an interactive optimization method, so it matters how close the chosen initial plane of symmetry is to the actual solution in step 1 of the algorithm. This can be done visually, when possible, as we did in our application (Section IV). For quantitative experiments, however, we applied the method on a few different guesses and used as the final solution the output whose registration algorithm confidence was higher. As initial guesses, we used hyper-planes centered at the origin with perpendicular Figure 4 : Sample 3D data from [23] . Each row contains different views of the same object. Views are projections of the data along three mutually perpendicular directions, one of which (left) is perpendicular to the symmetry plane. 
IV. APPLICATION
This project was driven by a practical application in the field of neuroscience, in which we were interested in studying the 3D symmetry of manually reconstructed myelinated neuron projections throughout the body of a larval zebrafish that were extracted from serial-section electron micrographs. The data consists of curves represented as sequences of points in 3D, which are referred to as skeletons. There are two goals: first, find the plane of mirror symmetry given that the projections are nearly symmetric; and second, find pairings of symmetric skeletons. Figure 6 shows the data, as well as the final symmetry plane computed with our method. Figure 7 shows the projection of the data along 3 mutually-perpendicular directions, one of which is perpendicular to the symmetry plane.
A skeleton s is a discrete curve in R n :
Given a reference symmetry plane H, a pairwise symmetry measure is computed by comparing one skeleton with the symmetric of the other with respect to H (Figure 8 ). Given two skeletons s and t, their similarity can be computed via Dynamic Time Warping (DTW), a variation of Dynamic Programming that is widely used for sequence matching [13] .
Given a matrix of pairwise costs C, where C(i, j) = C(j, i) is the symmetry measure between skeletons of indexes i and j, we apply the Munkres assignment algorithm (also known as the Hungarian method) [18] to compute the globally optimal pairwise assignment between skeletons. This approach provides a new way to systematically compare and pair reconstructed neuronal projections in 3D. Assessing the degree to which every given projection pair is mirror symmetric makes it possible to identify new neuron types and neuronal pathways that exist bilaterally. This is important for finding specific anatomically defined neuron classes or brain regions that may share specific functional roles in sensation or behavior. Furthermore, analyzing the degree of symmetry in projections of previously identified neuron types will lend insights into the developmental processes that establish the projections and the system of which they are a part.
V. LITERATURE REVIEW i. Mirror Symmetry Detection in 2D
2006. [15] : SIFT features were grouped into "symmetric constellations" by a voting scheme and the dominant symmetries presented in the image emerge as local maxima. 2012. [11] : Generalized reflection symmetry detection to a curved glide-reflection symmetry detection problem. Method estimates symmetry via a set of contiguous local straight reflection axes. 2013. [10] : 3-step algorithm; (1) correlation measures (using the SIFT descriptor) are computed along discrete directions; (2) symmetrical regions are identified by looking for matches in the directions characterized by maximum correlations; steps (1) and (2) are performed at different scales. [21] : 2-step algorithm; (1) candidates for mirror-symmetric patches are identified using a Hough-like voting scheme; (2) candidates are validated using a principled statistical procedure inspired from a contrario theory. [16] : a combinatorial technique from Gestalt Algebra is used on top of SIFT descriptors. [14] : Evaluated different methods for symmetry detection in a common dataset, with [15] emerging as overall winner. 2014. [7] : Described a pairwise voting-scheme based on tangents computed via wavelet filtering. [4] : Presented an adaptive feature point detection algorithm to overcome clutter problems in feature-based methods for symmetry detection. 2015. [26] : Exhibited use of traditional edge detectors and a voting process, respectively, before and after a novel edge description and matching step based on locally affine invariant features. 2016. [6] : Described a pairwise convolutional approach to reflection symmetry, similar to [7] . The method outperformed [15] by a small margin. The authors released their own database, which we use here for testing. [8] : Exploited am-biguities and challenges in symmetry detection to propose a ReCAPTCHA method based on symmetry.
ii. Mirror Symmetry Detection in 3D iii. Mirror Symmetry Detection in R n
We are unaware of a previous work claiming to devise a mirror symmetry detection method that is invariant to the dimension of the space.
VI. CONCLUSION
We introduce a mirror symmetry detection method with the following qualities:
• Invariance to dimension. Experiments were shown for 2D and 3D datasets.
• Mathematically exactness (except for a data registration phase). We prove that mirror symmetry detection in R n can be as good as the best available registration method.
• Computationally fast.
Our method presents the following limitations:
• Restricted to single-plane symmetry applications (i.e., only finds one symmetry plane).
• Lacks output for the intersection of the symmetry hyperplane with the symmetric object. In 2D, for example, it only outputs the symmetry line, not the symmetry segment -a segment output would be more useful as an aid to object detection, for instance.
To highlight the importance of mirror symmetry detection, we discussed a study of 3D symmetry in myelinated neuronal projections of a larval zebrafish. Measuring mirror symmetry between skeleton pairs made it possible to identify neuron types and revealed neuronal projections that are arranged bilaterally. This is important for finding specific anatomically defined neuron classes or brain regions that may share specific functional roles in sensation or behavior.
An immediate direction for future work is an extension that allows detection of multiple symmetry planes. On the theoretical side, a better metric on the space of planes in R n should be developed to more adequately measure accuracy.
