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Abstract—The recognition of emotions from others’ face is
an universal and fundamental skill for social interaction. Many
researchers argue that there is a set of basic emotions which
were preserved during evolutive process because they allow the
adaption of the organisms behavior to distinct daily situations.
This paper is about emotion analysis and the identiﬁcation of
facial elements relevant for this task. The proposed approach is
based on psychological research. Different facial representations
are proposed to represent the geometrical characteristics of the
human face and their performance is evaluated using Machine
Learning techniques. Also, an investigation of the facial elements
related to the identiﬁcation of the six basic emotions plus the
neutral state is presented.
I. INTRODUCTION
Emotions are fundamental to human experience, inﬂuen-
cing cognition, perception, and everyday tasks such as learn-
ing, communication and decision making [2]. An understand-
ing of how emotions are represented and recognized is essen-
tial for the understanding of behavior and cognition and plays
a major role in studies of evolution and consciousness [3].
The capacity to express emotions during social interactions
is an area with growing importance in the last years. Several
mechanisms, which explores distinct ways to express emotion
using body, facial expressions, colors, sounds and so on,
have been developed in literature [1]. Different methods are
naturally used by humans to express emotions, such as voice
intonation, body movements and facial expressions. However
these natural human actions require complex calculations
for computers, reason why researchers investigate different
approaches and techniques aiming to detect emotions. Even
though body movements or voice are used to express them,
emotions are more precisely described by facial expressions,
without the need to analyze gestures or voice [5].
The development of systems able to interpret and act
emotionally raises possibilities to improve human-computer
interaction, as well as allows the study and proposal of
statements related to human interaction and behavior.
This paper focus on emotion recognition of the six basic
emotions proposed by Ekman [4]. The analysis is based only in
facial expression analysis of frontal pictures. Different facial
representations, based on geometrical features, are proposed
and analyzed by Machine Learning (ML) techniques. The
facial representations use information about facial points, an-
gles, distances and areas to map the human face. Besides, an
analysis of which components of the human face are important
for identifying each of the six basic emotions is also presented.
The uncovering of facial elements responsible for a correct
classiﬁcation of the six basic emotions can lead to several
contributions such as improvement in the animation of virtual
faces, development of more realistic and natural human-robot
interactions, and others.
II. EMOTIONS AND FACIAL EXPRESSIONS
Emotions can be deﬁned as neural impulses which leads
a living organism to a certain action. They are relevant
mechanisms of social communication and behavior, as well
as for living in society. According to psychologists, emotions
are a primary force which motivate adaptive behaviors and
discourage non-adaptive ones, allowing the adaptation of the
behavior of organisms the distinct daily situations [4].
In the psychological and cognitive science literature, there
are two primary views on the representation of emotions:
categorical and continuous. In the categorical representation,
different emotions are mapped into distinct categories. The
most popular example of this description is the six basic
emotions, and a set of facial expressions related to them,
which are innate and universal across cultures. All other
emotional categories are then built up from combinations
of these basic emotions. This approach is supported by the
cross-cultural studies conducted by Ekman [4], indicating that
humans perceive certain basic emotions conveyed by facial
expressions in the same way, regardless of culture. The six
basic emotions are happiness, sadness, anger, surprise, fear
and disgust.
In the continuous view [11], emotions are described as
points in a multidimensional space, using continuous scales
or dimensional bases. In this view, affective states are not
discrete and independent of each other. Instead, they are sys-
tematically related to one another. These dimensions include
evaluation, activation, control, power, etc. The evaluation and
activation dimensions are expected to reﬂect the main aspects
of emotion. The evaluation dimension measures how a human
feels, from positive to negative. The activation dimension
measures whether humans are more or less likely to take
an action under the emotional state, from active to passive.
Both representations of emotions have been used in various
computational and robotic applications.
Although humans have acquired the capabilities of spoken
language, the role of facial expressions in social interaction
remains considerable. Facial expressions communicate infor-
mation from which one can quickly infer the state of mind of a
person and adjust one’s behavior accordingly. It has also been
speculated that expressions of emotion were relevant in human
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evolution [9]. Models of the perception of facial expressions of
emotion are thus important for the advance of many scientiﬁc
disciplines.
Facial expressions of emotion are generated by moving
each of the facial muscles of the face to certain positions.
This causes the facial features and the skin of the face to move
and deform in ways that observers interpret as an expressed
emotion [9]. Each muscle, or group of muscles, employed to
create these constructs is referred to as an Action Unit (AU),
described by the Facial Action Coding System (FACS) [5].
The FACS details the anatomical basis of facial movement to
describe how facial signals are exhibited based on the muscles
that produce them.
Facial expression analysis can be divided into three main
steps: face detection, facial feature extraction and classiﬁca-
tion. Face detection automatically ﬁnds the face region for
the input images or sequences. In facial feature extraction,
mainly two types of approaches are employed: geometric
feature-based methods and appearance-based methods. The
geometric facial features present the shape and locations of
facial components (including mouth, eyes, eyebrows and nose).
The facial components or facial feature points are extracted to
form a feature vector that represents the geometry of the face.
The appearance facial features present the appearance (skin
texture) changes of the face, such as wrinkles and furrows.
Both, geometric and appearance features can be also used in
a system.
Facial expression classiﬁcation is the last stage. Many
classiﬁers have been applied to emotion recognition such as
neural networks (NNs), support vector machines (SVMs), and
others. In this stage, the facial changes can be identiﬁed as
muscular movements (facial motion) [5] or prototypic emo-
tional expressions (recognition of expression).
A. Proposed Facial Representations
Research in recognition of facial expressions of emotion
suggests that the algorithm used by the human brain has
identiﬁed a set of robust features that facilitate rapid catego-
rization [9]. Many psychological studies demonstrated there
is an area in the human brain, known as the Fusiform Face
Area (FFA) which is responsible to detect and extract facial
features based on conﬁgural information. This area encodes
the disposal of eyes, nose and mouth, in a T format, named
First-order relation, as well as can identify the face format and
its speciﬁc shapes, such as mouth, eyes and nose, recognizing
precise metrics (e.g position, distances) among these facial
elements, named Second-order relation.
Figure 1 shows different images from a neutral expression,
but humans perceive them as expressing, respectively, anger,
sadness, surprise and disgust. All these images include a
conﬁgural transformation. What the human visual system has
learned is that faces do not usually look like those in the image.
Rather the relationship (distances) between brows, nose, mouth
and the contour of the face is quite standard. In the sad-
looking example, the distance between the brows and mouth
is larger than normal and the face is thinner than usual. The
angry-looking face has a much-shorter-than-average brow to
mouth distance and a wide face. While the surprise-looking
face has a larger distance between eyes and brows and a thinner
face, the disgust-looking face has a shorter distance between
brows, eyes, nose and mouth. Yet, conﬁgural changes alone
are not sufﬁcient to create an impressive, lasting effect. Other
shape changes are needed, for example, the wide-open eyes
in surprise. Note that the surprise face of Figure 1 appears to
also express disinterest or sleepiness [9].
Fig. 1. The four face images correspond to neutral expressions. Yet, most
human subjects interpret these faces as conveying anger, sadness, surprise and
disgust [9].
Aiming to develop an approach similar to psychological
studies, we chose the geometric representation of the face. To
recognize emotions based on facial expressions, six different
facial feature sets, which are able to encode distinct aspects of
the face: peculiar aspects of the facial expression during each
emotion and dynamics or differences of the face according
to its neutral state, have been proposed. The vision system
employed for facial detection was the Face Tracker [12].
All facial representations proposed in this paper, repre-
sented by six distinct feature sets denoted, from now on, as
FS1, FS2, FS3, FS4, FS1−3 and FS2−4, are based on
geometric facial features. To obtain them, Face Tracker was
modiﬁed to map only 33 feature points, instead of the 66
originally mapped. A small set of original points was chosen
based on previous experiments in which the face was mapped
only by feature points, considering different subsets of them.
Each subset was chosen by selecting a different amount of
points to describe the elements (mouth, eyes, eyebrows, chin
and nostrils) of the face. These experiments presented poor
results. The best ones were at maximum 51% in accuracy, and
better for the 33 points subset. For this reason that number of
points was adopted for the feature sets presented here, but new
facial information was added to improve the facial modeling.
The elements considered in the proposed facial represen-
tations aim to model the face parts which are intrinsically
related to movements due to emotion expression according to
psychologists [4] [5]. Figure 2 presents the graphical elements
of the proposed representations, illustrated in an image of the
Radboud Faces database [7]. As mentioned, they are based on
33 facial points: eight mapping the mouth, six for each one of
the eyes, three for each eyebrow and the chin, two for nostrils
and two delimiting the lateral extremities of the face near the
eyes. The points are represented by red dots. Also, to model
the shape of the eyes, the mouth and of face regions related
to emotional muscular movements, eight areas are mapped,
which can be identiﬁed by the geometric regions delimited by
the black color line segments.
To obtain FS1 and FS2, different distances and angles
among the 33 feature points are considered. The main dif-
ference of both lay in the distances and angles considered.
For the ﬁrst one, in all possible combinations of points, the
distances and the angles that the line connecting two distinct
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Fig. 2. Graphical representation of the proposed feature sets.
points makes with the horizontal axis are obtained. It creates
a representation with dimensionality D1 = 2 • 33 + 8 + 2 •
528 = 1130.
For the second one, only a subset of the distances and
angles from FS1 are calculated. We chose only the distances
and angles which map the regions of the eyes, the mouth,
the upper mouth lip with nostrils and the lower mouth lip
with the chin. This subset is able to describe mouth and eye
states and also movements of the mouth in relation to the
chin or nostrils. Considering that the eight mapped areas can
correctly represent the remaining emotional facial movements
not mapped by the angles or distances which are not calculated,
this representation can indeed be representative, with the
advantage of the low dimensionality, which is D2 = 2 • 33
+ 8 + 2 • 107 = 288. The main goal of FS2 is to avoid the
calculations of all distances and angles from FS1, which can
result in redundancy. This extra information may slow down
the ML generalization process and lead to the generation of
high complexity and specialized classiﬁers, resulting in poor
performance.
These two representations present only single frame-based
features, no information about the relation of these measure-
ments to their values in a frame displaying a neutral expression
is encoded. To capture this information, facial representations
FS3 and FS4, based respectively on the single frame-based
FS1 and FS2 representations, were created. These new facial
representations compare the changes in feature values between
the current frame, which represents an emotion, and the frame
in which the neutral expression of the subject is present. It
is important to highlight they only represent the differences
of the values (points coordinates, distances, angles and areas),
not the values itself.
The representations FS1−3 and FS2−4 are, respectively,
a combination of FS1 with FS3, and FS2 with FS4. The
objective is to investigate whether combinations of the created
representations, which map distinct characteristics of a sub-
jects’ facial expression, can result in better performance for
the task of emotion recognition.
III. MAPPING OF EMOTIONAL ELEMENTS
Research studies suggest that faces are processed differ-
ently than other objects. Several psychological studies [14] [9]
[13] have demonstrated that humans look at speciﬁc locations
of the face to identify emotions. These locations present diag-
nostic information described by features which are important
for the analysis of emotional expressions. Also, studies show
these features are different for each of the six basic emotions.
For example, the wide-opened eyes were mostly involved in
fear, the wrinkled corners of the nose in disgust and the wide-
opened mouth in happy.
According to [14], the process of scanning the face for
emotions inference present ﬁxed patterns: The ﬁrst stage
starts about 140ms following stimulus onset, and represents
the eyes, irrespective of expression. Around 156ms a second
stage zooms out from the local eyes to represent more global
information from the face, also irrespective of expression.
Around 180ms, encoding zooms back in, at a local scale,
to represent diagnostic facial features. Different diagnostic
features are ﬂexibly encoded for each emotional expression
in this third stage. The authors conclude that the guidance
of attention is under some top-down mechanism of cognitive
control to identify each expression. The object of attention is
a number of facial features. Similarly, Scheller and colleagues
[13] also concluded there may exist a human preattentive
mechanism that automatically detects relevant facial features
in the visual ﬁeld and facilitates the orientation of attention
towards them.
However, the presented studies could not yet clarify which
elements of the face are interpreted by the human brain during
this process. To this aim, feature selection techniques (FSTs)
are employed to determine the diagnostic facial features for
the six basic emotions plus the neutral expression. Feature
selection is a ML technique used to identify the useful features
and remove the redundant information. The usage of small
size feature vector results in reduced computational com-
plexity which is critical for online recognition. The selection
of effective features may also result in increased accuracy.
Based on the psychological studies, we expect that these
techniques can act as the human preattentive mechanism that
automatically detects relevant facial features and provides a
top-down guidance of attention to them, allowing the ML
techniques to receive less input data which can improve their
ﬁnal performance.
For each of the six representations of the face, distinct
FSTs, of diverse ML paradigms, are applied. Besides, to
ensure the face elements selected are exactly from a given
emotion, the six basic emotions were individually analyzed,
which means all six representations were investigated for each
emotion. Seven FSTs were chosen to ensure generalization
of results. However, each one will obtain different subsets
of attributes for the different existing facial representations.
Ensembles were develop to solve this issue. Three strategies
were adopted for ensembles: the majority vote, the consensus
and the union of all the features selected. In a ﬁrst stage, en-
sembles based on the seven FSTs for each one of the proposed
facial representations are created, aiming to generate three new
subsets of the selected attributes which are independent of
the FSTs. Next, the subsets selected by each of the FSTs
and the ones obtained with ensembles are analyzed by the
ML techniques. The better generalization over the three ML
techniques indicates the best features selected to represent a
given emotion.
This process generates best subsets of features for each
emotion according to a given representation, which means that,
at the end of this process, at least six best subsets are ob-
tained, one for each of the six proposed facial representations.
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Ensembles are again applied to these ﬁnal subsets. This latest
attempt is made to try to obtain a ﬁnal reduced subset, with
high ML performance, regardless of the facial representation. It
is worth noting that this process can generate slightly different
subsets of facial attributes, which have the same computational
relevance for the identiﬁcation a given emotion.
IV. EXPERIMENTS
The experiments were performed using the Weka simulator
with SVMs, MLPs or the C4.5 algorithm as classiﬁers [6].
The 10-fold cross validation methodology was applied. Data
was partitioned in 80% of samples used for training and the
remaining 20% for tests. Samples from a given subject are
not present in both training and test sets. The emotions were
individually analyzed, which means the ML techniques had to
accomplish a binary task, checking the presence or absence of
the emotion investigated.
The ML techniques investigated have different parameters
to set. To ﬁnd the optimal parameter values, a separate 3-
fold cross validation loop is employed each time a classiﬁer is
training when searching for the optimal parameters. Parameters
are assumed independent and there is no speciﬁc order in
which the various parameters are optimized. In all the reported
experiments, optimization for all unknown parameters was
performed this way.
The data analyzed consists of the Radboud Faces database
(RaFD) [7] which presents information about an emotion and
are also coded according to the Facial Action Coding System
(FACS) [5]. For the performed experiments, only a subset of
the RaFD database was used. It contains all images in which
models are in frontal view, with eyes directed straight ahead
and expressing one of six basic emotions plus neutral state.
This resulted in 67 subjects, including both adults and children,
with 67 samples from each of the analyzed emotions.
Since in the analyzed database the subjects can display
different head inclinations. Rotation and translation were ap-
plied to each image before their analysis by ML techniques.
Also, to correct problems of subjects being at distinct distances
from the camera and possessing different face formats, each
image was normalized by its intra-eyes distance. These afﬁne
transforms generate standardized feature vectors.
A. Results on Emotion Recognition
The explored SVM kernels were Linear, Polynomial and
Gaussian and all kernel dependent parameters were optimized.
For C4.5 algorithm, optimized parameters were the number of
minimum instances per node and the Conﬁdence Factor. For
MLP networks, optimized parameters were the Learning Rate,
the Momentum and the number of nodes in the hidden layers.
MLPs evaluated had only one or two hidden layers.
Due to space restrictions, detailed results will not be
shown. However, Table I presents the best results for each
emotion. Also, the overall accuracy for each ML technique,
considering all the results obtained regardless of the emotion,
and not only the best ones, is presented. According to them,
SVMs, MLPs and C4.5 results all achieved high accuracy rates,
however the performance of SVMs was better than MLPs and
C4.5 algorithm, which also performed worse than MLPs. The
best MLP results were obtained with only one hidden layer.
For SVMs, the best results were obtained with the Gaussian
kernel. The overall accuracy per emotion, considering the mean
of correct classiﬁcations, regardless of the ML technique or
facial representation analyzed, achieved also high scores. It
was 87.6% for neutral state, 98.7% for happiness, 84.6% for
sadness, 90.5% for fear, 86.5% for anger, 97.0% for surprise
and 92.5% for disgust.
Besides, emotions happiness and disgust, followed by
surprise, were the most easily identiﬁed by the SVMs, since
they presented the best mean accuracies. With it in mind,
neutral and sadness seemed to be the most difﬁcult to interpret.
The C4.5 algorithm presented similar results, easily identifying
emotions happiness and surprise, but presenting poor perfor-
mance for neutral and anger. As the C4.5 algorithm, the MLPs
performed better for identifying the emotions happiness and
surprise, presenting difﬁculties in the recognition of sadness
and anger. Specially for sadness, the recognition problem
may be partially explained because Face Tracker presented
problems in identifying the mouth lips downwards, which
an intrinsic characteristic of this emotion. But there is no
guarantee this limitation of Face Tracker has really affected
the identiﬁcation of this emotion by the ML techniques.
Considering the six proposed facial representations, re-
presentations FS1−3 and FS2−4, followed by representations
FS3 and FS4, demonstrated to better suit the emotions investi-
gated. It shows that features related to the differences between
a given emotion and the neutral state and also the union of
these features with features of the facial expression during
the expression of an emotion are important for the emotion
recognition task.
TABLE I. BEST ACCURACY OBTAINED BY ML TECHNIQUES FOR
RECOGNITION OF THE SIX BASIC EMOTIONS PLUS NEUTRAL STATE.
Emotion SVMs C4.5 MLPs
Neutral 100.0 +− 1.03 100.0
+
− 1.03 100.0
+
− 1.05
Happiness 100.0 +− 1.03 100.0
+
− 1.03 100.0
+
− 1.03
Sadness 92.3 +− 1.08 92.3
+
− 1.09 84.6
+
− 1.09
Fear 100.0 +− 1.07 96.1
+
− 1.08 96.1
+
− 1.07
Anger 100.0 +− 1.04 84.6
+
− 1.04 88.4
+
− 1.03
Surprise 100.0 +− 1.00 96.1
+
− 1.01 100.0
+
− 1.04
Disgust 100.0 +− 1.01 92.3
+
− 1.04 96.1
+
− 1.03
Overall 95.9 +− 1.09 87.5
+
− 1.06 89.8
+
− 1.04
When comparing different approaches, a statistical test is
needed to determine the superiority of a particular one among
others. In this sense, the Student t test [10] was carried out
to determine, with 95% of certainty, the superiority of a given
ML technique or facial representation among others.
Statistical tests ensured the SVMs presented the best per-
formance, regardless of the emotion investigated, with 95% of
certainty. Besides, MLP networks performed better than C4.5
algorithm for all emotions, with 95% of certainty, except for
happiness, when the performance was equal, and for sadness,
in which C4.5 algorithm performed as good as SVMs. The
statistical analysis was also used to check whether any of the
proposed facial representations presented better performance
for the emotion recognition task. However, even though re-
presentations FS1−3, FS2−4, FS3 and FS4 were statistically
better than FS1 and FS2 in many experiments, it was not
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possible to ﬁnd any relevant statistical difference among their
performances.
The results have shown the chosen facial characteristics
provided to ML techniques the capacity to model the emotion
recognition task, since they presented good performance. It is
important to highlight that the facial representations based on
facial differences according to the neutral state (FS3 and FS4)
and the combined ones (FS1−3 and FS2−4), which capture
differences of the face according to the neutral state as well
as characteristics of the facial expression during each emotion,
achieved better performance, regardless of the emotion or ML
technique analyzed.
The results provided by the experiments demonstrate that
geometric representation of the face, which emphasizes conﬁ-
gural facial changes, raises important issues related to emotion
recognition. As psychological studies claim, these conﬁgural
transformations may compose (at least) part of the compu-
tational face space representing facial expressions of emotion
[9]. In this sense, to identify th possible relevant (or diagnostic)
features related to a given emotion, FSTs are applied.
B. Results on Facial Features Analysis
The seven FSTs investigated are Genetic Search, Greedy
Forward Search, Linear Forward Selection, PSO Search and
Rank Search with attribute evaluators Chi-Squared, SVM and
ReliefF. These FSTs can be found in Weka simulator [6] and
were applied to each of the six proposed facial representations.
In general, ML techniques beneﬁted from the use of FSTs,
once they simpliﬁed the input data, reduced the computational
time and the complexity of ﬁnal classiﬁers, improving their
overall accuracy.
The procedure employed to obtain the diagnostic facial
features can result in more than one subset with the same
best ML performance for a given emotion. Also, this subsets
can possibly have different number of facial features. Table II
presents the number of subsets found and also the minimum
number of facial features encountered for each of the emotions
investigated. In addition, it shows the mean accuracy and
standard deviation of the three ML techniques employed.
TABLE II. BEST SUBSETS SELECTED BY FSTS FOR EACH EMOTION.
Emotion # of Min # of Mean
Subsets Features Accuracy
Neutral 4 98 98.7 +− 1.23
Happiness 13 1 100.0 +− 1.07
Sadness 1 5 92.3 +− 1.09
Fear 2 62 97.4 +− 1.10
Anger 1 4 96.1 +− 1.12
Surprise 2 2 100.0 +− 1.06
Disgust 1 615 100.0 +− 1.21
Happiness emotion had all FSTs subsets with accuracy
of 100%, but the ﬁnal subsets possessed from 1 to 509
features. Emotions sadness, anger and disgust presented only
one subset which best suited them. For fear, two subsets
performed equally, with the same number of facial features.
For surprise, again two subsets performed equally, with up to
9 facial features. The neutral expression presented up to 654
facial features, with four best subsets.
The best facial features selected for anger were the distance
difference between left eyebrow to left nostril, the distance
between upper to lower lip, the angle difference between
the two eyebrows and between the right eye to the right
eyebrow. Besides, the features of best subset suggests the
activation of AU4, AU5, AU7, AU17 and AU23, which is
one of the possible combinations for this emotion. It seems
features related mainly to the eyebrows and mouth are enough
to describe anger.
For sadness, the best subset was composed only by dis-
tances, which were from chin to the left eye, chin to right
extremity of the face, right extremity of the face to left
eyebrow, the distance from the two extremities of left eyebrow
and distance from left eyebrow to left mouth corner. For this
emotion, AUs 1, 4, 15 and 17 are easily identiﬁed. Besides,
the relationships among features of the chin, eyes, eyebrows
and mouth, specially from left side of the face, were able to
correctly describe this emotion.
The best subset for disgust emotion is the bigger one,
with 615 facial features. In summary, best subset possess 16
point coordinates, related to extremities of face, chin, left and
right eyebrows, left and right eyes, and mouth. A total of 114
distances, 104 angles, 16 differences of points coordinates, 111
distances differences and 252 angle differences. Also, the areas
of the right eye and the right extremity of the face are present.
Even though the AUs related to this emotion can clear be
found, analyzing all the facial features selected, it seems the
face as a whole was relevant for disgust recognition.
For surprise, two subsets presented same performance. For
subset with two features, the chosen ones were the angle
between upper and lower eyelids of right eye and the angle
between upper and lower lips. For the subset with nine
features, three different angles between upper and lower lips
are present, the angle between upper and lower eyelids of right
eye, the angle between corner and lower eyelid of left eye, the
distance between the mouth corners, the distance between left
mouth corner to lower lip, the distance between right nostril
to right mouth corner and the distance between left nostril
and left mouth corner. These features uncover AU5, AU26
and AU27, related to this emotion. The AUs 1 and 2, related
to eyebrow movements, are not clear observed. It seems the
eyes and mouth features are the most important to identify this
emotion.
For fear, the two best subsets presented the same features.
When analyzed, these features are also related to the AUs
of this emotion. The FSTs found relationships of the right
eye with left eye, right nostril, left and right eyebrows, chin
and mouth. The left eye with left and right eyebrows, left
nostril, chin, upper lip, and right extremity of the face. Right
eyebrow with upper lips and chin. Left eyebrow with mouth,
right extremity of the face and the chin. Left nostril with
upper lips and lips corner. Right extremity of the face with
lower lips. Left extremity of the face with chin, lower lips and
lips corner. Lower lips itself and with chin. Lips corner with
upper and lower lips and upper lips with chin. It can be noted
that different face parts were selected for this emotion, but
the mouth, chin, eyebrows and eyes relationships were mainly
used to identify fear. Analyzing AU activation, all the AUs
which represent this emotion can be identiﬁed, without a clear
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preference for one of the possible AUs combinations which
describe this emotion according to FACS [5].
Happiness emotion was the easiest to identify since all 13
subsets had identical accuracies, but the selected facial features
varied from 1 up to 509. However, only two of these subsets
presented 100 features or more. Four subsets presented less
than 100 features and seven subsets had less than 7 features
each. The most common features identiﬁed are related to the
mouth, which indicates it is the most important face part
used to identify happiness. In addition, some eyes features
and features associating the eyes with mouth and the mouth
with nostrils can also be found. When analyzed, many of the
selected features are a result of AU6 and AU12 activation.
For the neutral expression, the three best subsets bigger
than the smaller one, with 98 features, were all composed by
the 98 original features plus extra ones which did not improved
or decreased the performance of identifying this expression.
FSTs uncovered relationships among right eye itself and with
the left eye, right and left eyebrows, right and left nostrils,
right extremity of the face, upper and lower lips and the chin.
Left eye itself and with left and right eyebrows, right nostril,
right extremity of the face, upper and lower lips and the chin.
Right eyebrow with left eyebrow, right nostril, left extremity of
the face, upper and lower lips and the chin. Left eyebrow with
upper and lower lips, left nostril, left extremity of the face and
the chin. Left extremity of the face with upper lips, chin and
left nostril. Right extremity of the face with lower lips, chin
and left nostril. Upper lips with lower lips, lips corner, chin
and left nostril. Lips corner with themselves, lower lips and the
chin, and chin with the lower lips. Many relationships among
facial elements were considered to recognize this expression,
such as the face contour (chin and extremities), eyes, eyebrows,
nostrils and mouth. This demonstrates the face as a whole need
to be checked.
With the use of FSTs, the aim was to discover distinct
facial representations for the six basic emotions plus neutral
state, which can be useful in many computational areas, such
as face animation, improvement in human-robot interactions
providing a better scenario for emotion prediction, validation
of FACS muscles, and so on. As psychological studies could
not yet clarify which elements of the face are interpreted by
the human brain during emotion recognition, the development
of a computational procedure able to identify different diag-
nostic facial features, which allows the system to guide its
efforts, reducing the processing time and resources needed, is
promising for application into real world systems or robots.
Besides, this procedure serves as a tool to facilitate the study
of human emotions, allowing its relationship with FACS, and
also acting in the identiﬁcation of facial elements or regions
which are most relevant for a given emotion.
V. CONCLUSION
The identiﬁcation of emotions based on facial character-
istics was investigated in this paper. For such, geometric fea-
tures were used to propose six distinct facial representations,
which emphasize conﬁgural facial changes and are based on
psychological studies. The results showed the chosen facial
characteristics provided to ML techniques the capacity to
model the emotion recognition task, since they presented good
performance with high hit rates when applied to the RaFD
database. Statistical tests demonstrated that SVMs achieved
the best performance among all others ML techniques and that
facial representations with information of differences of the
face according to its neutral state and also the ones which
combine this information with single frame-based features
improved even more the experimental results.
The main contribution of this work is the obtention, with
the use of FSTs, of different facial representations to identify
the six basic emotions plus the neutral state, which allowed to
uncover the diagnostic features. These representations differ
in complexity, selected elements and in the way they are
represented. The identiﬁcation of such elements can be applied
to many research areas. Also, it states the possibility to
improve human-robot interactions and to help in psychological
studies related to emotion.
As a future work, we intend to use a new emotion database,
the Extended Cohn-Kanade Dataset (CK+) [8], to extend the
experiments and revalidate the FSTs approach.
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