Step 2: Sampling Ω Sample Ω|y, y * , θ \ Ω in a one block, nine-step procedure by first drawing
ll Ω lt , and
ll Ω lt , and then reconstructing Ω from these quantities
, and the following subsections are obtained by partitioning R to conform to Q, and
From these sampling densities, Ω can be recovered.
Steps 3-7: Sampling y
* y * 1 |y, θ, y * \ y * 1 ∼ T N (−∞,0) (x ′ i1 β 1 + E(ε i1 |ε i\1 ), var(ε i1 |ε i\1 )), i ∈ N 1 , y * 2 |y, θ,y * \ y * 2 ∼ T N (−∞,0) (x ′ i2 β 2 + E(ε i2 |ε i\2 ), var(ε i2 |ε i\2 )), i ∈ N 2 , y * 3 |y, θ,y * \ y * 3 ∼ T N (−∞,0) ((x ′ i3 y i1 )β 3 + E(ε i3 |ε i\3 ), var(ε i3 |ε i\3 )), i ∈ N 2o , y * 4 |y, θ,y * \ y * 4 ∼ T N (−∞,0) ((x ′ i4 y i1 y i2 )β 4 + E(ε i4 |ε i\4 ), var(ε i4 |ε i\4 )), i ∈ N 3o , y * 5 |y, θ, y * \ y * 5 ∼ T N (−∞,0) (x ′ i5 β 5 + E(ε i5 |ε i\5 ), var(ε i5 |ε i\5 )), i ∈ N 1o .
Definitions
Priors: It is assumed that β has a joint normal distribution with mean β 0 and variance B 0 , and (independently) that the covariance matrix Ω has an inverted Wishart distribution with parameters υ and Q, π(β, Ω) = N (β |β 0 , B 0 )IW(Ω|υ, Q).
Data: For the i-th observation, define the following vectors and matrices,
Let N 1 = {i : y i1 = 0} be the n 1 observations in the non-selected sample and N 2 = {i : y i1 > 0 and y i2 = 0} be the n 2 observations in the selected untreated sample. Set N 3 = {i : y i1 > 0 and y i2 > 0} to be the n 3 observations in the selected treated sample. In order to isolate the vectors and matrices that correspond to the 3 different subsets of the sample, define where K = k 1 + k 2 + k 3 + k 4 + k 5 , which represents the number of covariates in each equation. For i ∈ N 1 (non-selected sample),
and for i ∈ N 3 (selected treated sample),
Finally, N 2o is defined as the truncated portion of the N 2 sample in y 3 , N 3o is defined as the truncated region of the N 3 sample in y 4 , and N 1o is defined as the discrete part of the N 1 sample in y 5 since all the equations are Tobit equations with censored dependent variables. 
