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Abstract
In [1] a hyperbolic analogue of pseudoanalytic function theory was
developed. In the present contribution we show that one of the central
objects of the inverse problem method the Zakharov-Shabat system is
closely related to a hyperbolic Vekua equation for which among other re-
sults a generating sequence and hence a complete system of formal powers
can be constructed explicitly.
1 Introduction
In [1] a hyperbolic analogue of pseudoanalytic function theory was developed us-
ing the algebra of hyperbolic numbers instead of complex numbers in the case of
Bers [2, 3, 4]. Hyperbolic numbers D, also called duplex numbers, is a commuta-
tive ring with zero divisors defined in the plane by D = {z = x+ jt : x, t ∈ R, j2 = 1}
(see [5, 6, 7] for instance). With the aid of the hyperbolic pseudoanalytic func-
tion theory in [1] a procedure for constructing an infinite system of solutions for
the Klein-Gordon equation (− ν(x, t))ϕ(x, t) = 0 was introduced. This system
is a hyperbolic analogue of formal powers in the sense of Bers. In the present
paper we consider the Zakharov-Shabat system and show that it is closely re-
lated to a hyperbolic Vekua equation. Using the above mentioned procedure an
infinite system of its solutions is obtained.
2 Hyperbolic pseudoanalytic functions
In this section we present some results of hyperbolic pseudoanalytic function
theory. For more details see [1].
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We will consider the variable z = x+ tj, where x and t are real variables and
the corresponding formal differential operators
∂z =
1
2
(∂x + j∂t) and ∂z¯ =
1
2
(∂x − j∂t) .
Notation fz¯ or fz means the application of ∂z¯ or ∂z respectively to a hyperbolic
function f(z) = u(z) + v(z)j. We have the following result in the hyperbolic
function theory.
Lemma 1 Let f(x + tj) = u(x, t) + v(x, t)j be a hyperbolic function where
ux, ut, vx and vt exist, and are continuous in a neighborhood of z0. The deriva-
tive
f ′(z0) = lim
z→z0
(z−z0 inv.)
f(z)− f(z0)
z − z0
exists, if and only if
fz¯(z0) = 0.
Moreover, f ′(z0) = fz(z0) and f
′(z0) is invertible if and only if detJf (z0) 6= 0.
The hyperbolic pseudoanalytic function theory is based on assigning the part
played by 1 and j in an arbitrary hyperbolic function f = u(x, t)1 + v(x, t)j to
two essentially arbitrary hyperbolic functions F and G. We assume that these
functions are defined and twice continuously differentiable in some open domain
Ω ⊂ D. We require that
Im{F (z)G(z)} 6= 0.
Under this condition, (F,G) will be called a “generating pair” in Ω. Notice that
Im{F (z)G(z)} =
∣∣∣∣ Re{F (z)} Re{G(z)}Im{F (z)} Im{G(z)}
∣∣∣∣ . It follows, from Cramer’s theorem,
that for every z0 in Ω we can find unique constants λ0, µ0 ∈ R such that w(z0) =
λ0F (z0) + µ0G(z0). More generally we have the following result.
Theorem 2 Let (F,G) be generating pair in some open domain Ω. If w(z) :
Ω ⊂ D → D, then there exist unique functions φ(z), ψ(z) : Ω ⊂ D → R such
that
w(z) = φ(z)F (z) + ψ(z)G(z), ∀z ∈ Ω.
Moreover, we have the following explicit formulas for φ and ψ:
φ(z) =
Im[w(z)G(z)]
Im[F (z)G(z)]
, ψ(z) = −
Im[w(z)F (z)]
Im[F (z)G(z)]
.
Consequently, every hyperbolic function w defined in some subdomain of Ω
admits the unique representation w = φF +ψG where the functions φ and ψ are
real valued. Thus, the pair (F,G) generalizes the pair (1, j) which corresponds
to hyperbolic analytic function theory.
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We say that w : Ω ⊂ D→ D possesses at z0 the (F,G)-derivative w˙(z0)
if the (finite) limit
w˙(z0) = lim
z→z0
(z−z0 inv.)
w(z)− λ0F (z)− µ0G(z)
z − z0
exists.
The following expressions are called the characteristic coefficients of the
pair (F,G):
a(F,G) = −
F¯Gz¯ − Fz¯G¯
FG− FG
, b(F,G) =
FGz¯ − Fz¯G
FG− FG
A(F,G) = −
FGz − FzG
FG− FG
, B(F,G) =
FGz − FzG
FG− FG
.
Theorem 3 Let (F,G) be a generating pair in some open domain Ω. Every
hyperbolic function w ∈ C1(Ω) admits the unique representation w = φF + ψG
where φ, ψ : Ω ⊂ D→ R. Moreover, the (F,G)-derivative w˙ =
d(F,G)w
dz
of w(z)
exists and has the form
w˙ = φzF + ψzG = wz −A(F,G)w −B(F,G)w (1)
if and only if
wz¯ = a(F,G)w + b(F,G)w. (2)
The equation (2) can be rewritten in the following form
φz¯F + ψz¯G = 0. (3)
Equation (2) is called “hyperbolic Vekua equation” and any continuously differ-
entiable solutions of this equation are called “hyperbolic (F,G)-pseudoanalytic
functions”.
Remark 4 The functions F and G are hyperbolic (F,G)-pseudoanalytic, and
F˙ ≡ G˙ ≡ 0.
Definition 5 Let (F,G) and (F1, G1) - be two generating pairs in Ω. (F1, G1)
is called successor of (F,G) and (F,G) is called predecessor of (F1, G1) if
a(F1,G1) = a(F,G) and b(F1,G1) = −B(F,G).
The importance of this definition becomes obvious from the following state-
ment.
Theorem 6 Let w be a hyperbolic (F,G)-pseudoanalytic function and let (F1, G1)
be a successor of (F,G). If w˙ = W ∈ C1(Ω) then W is a hyperbolic (F1, G1)-
pseudoanalytic function.
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Definition 7 Let (F,G) be a generating pair. Its adjoint generating pair (F,G)∗ =
(F ∗, G∗) is defined by the formulas
F ∗ = −
2F
FG− FG
, G∗ =
2G
FG− FG
.
The (F,G)-integral is defined as follows∫
Γ
w d(F,G)z = F (z1)Re
∫
Γ
G∗w dz +G(z1)Re
∫
Γ
F ∗w dz
where Γ is a rectifiable curve leading from z0 to z1.
If w = φF +ψG is a hyperbolic (F,G)-pseudoanalytic function where φ and
ψ are real valued functions then∫ z
z0
w˙ d(F,G)ζ = w(z)− φ(z0)F (z)− ψ(z0)G(z). (4)
This integral is path-independent and represents the (F,G)-antiderivative of w˙.
The expression φ(z0)F (z) + ψ(z0)G(z) in (4) can be seen as a “pseudoanalytic
constant” of the generating pair (F,G) in Ω.
A continuous function W (z) defined in a domain Ω will be called (F,G)-
integrable if for every closed curve Γ situated in a simply connected subdomain
of Ω the following equality holds∮
Γ
Wd(F,G)z = 0.
Theorem 8 Let W be a hyperbolic (F,G)-pseudoanalytic function. Then W is
(F,G)-integrable.
Definition 9 A sequence of generating pairs
{
(Fm, Gm)
}
with m ∈ Z, is called
a generating sequence if (Fm+1, Gm+1) is a successor of (Fm, Gm). If (F0, G0) =
(F,G), we say that (F,G) is embedded in
{
(Fm, Gm)
}
.
Definition 10 A generating sequence
{
(Fm, Gm)
}
is said to have period µ > 0
if (Fm+µ, Gm+µ) is equivalent to (Fm, Gm) that is their characteristic coeffi-
cients coincide.
Let w be a hyperbolic (F,G)-pseudoanalytic function. Using a generating
sequence in which (F,G) is embedded we can define the higher derivatives of w
by the recursion formula
w[0] = w; w[m+1] =
d(Fm,Gm)w
[m]
dz
, m = 1, 2, . . .
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Definition 11 The formal power Z
(0)
m (a, z0; z) with center at z0 ∈ Ω, coefficient
a and exponent 0 is defined as the linear combination of the generators Fm, Gm
with real constant coefficients λ, µ chosen so that λFm(z0)+µGm(z0) = a. The
formal powers with exponents n = 1, 2, . . . are defined by the recursion formula
Z(n)m (a, z0; z) = n
∫ z
z0
Z
(n−1)
m+1 (a, z0; ζ)d(Fm,Gm)ζ. (5)
This definition implies the following properties.
(i) Z
(n)
m (a, z0; z) is a (Fm, Gm)- hyperbolic pseudoanalytic function of z.
(ii) If a1 and a2 are real constants, then Z
(n)
m (a1+ja2, z0; z) = a1Z
(n)
m (1, z0; z)+
a2Z
(n)
m (j, z0; z).
(iii) The formal powers satisfy the differential relations
d(Fm,Gm)Z
(n)
m (a, z0; z)
dz
= nZ
(n−1)
m+1 (a, z0; z).
(iv) The asymptotic formulas
Z(n)m (a, z0; z) ∼ a(z − z0)
n, z → z0
hold.
3 Zakharov-Shabat system and a hyperbolic Vekua
equation
Inverse scattering problems involving coupling mode have been investigated by
many authors. When the medium concerned is treated as a continuously vary-
ing one, the one-dimensional case is usually associated with Zakharov-Shabat
coupling-mode equations (see, e.g., [8])
∂xn1 + ikn1 = s(x)n2, ∂xn2 − ikn2 = −s(x)n1, (6)
where the functions n1, n2 (the modes) and the potential s(x) are complex
valued functions and the parameter k (the wave number) is complex. This
system is frequently considered as a Fourier transform of the following system
∂xn+ + ∂tn+ = s(x)n−, ∂xn− − ∂tn− = −s(x)n+. (7)
Consider the following functions
u = n− + n+, v = n− − n+.
5
We have
∂xu− ∂tv = sv, ∂xv − ∂tu = −su.
This system can be written in the form
Wz = −
s(x)j
2
W (8)
where z = x+ jt (j2 = 1), W = u+ jv, Wz =
1
2 (∂x − j∂t)W .
The coefficient in this hyperbolic Vekua equation in general is not repre-
sentable in the form of a logarithmic derivative of a scalar function (see [1]).
Nevertheless we are able to construct a corresponding generating pair:
F (x) = cosS(x)− j sinS(x), G(x) = sinS(x) + j cosS(x),
where S is an antiderivative of s. Notice that Im(FG) ≡ 1.
In order to introduce the (F,G)-derivative in the sense of Bers let us calculate
the characteristic coefficients A(F,G) and B(F,G). For this the following auxiliary
formulae are helpful
Fz = Fz = −
s
2
G and Gz = Gz =
s
2
F.
Then
A(F,G) = 0 and B(F,G) = −
s(x)j
2
(we used the relations FF + GG = 0 and F 2 + G2 = 2). Thus, the (F,G)-
derivative of solutions of (8) has the form
w =
·
W =Wz +
s(x)j
2
W
and is a solution of the equation
wz =
s(x)j
2
w
for which a generating pair can be constructed as well
F1(x) = cosS(x) + j sinS(x), G1(x) = − sinS(x) + j cosS(x).
The generating sequence
{
(Fm, Gm)
}
has then the form
Fm = cosS(x) + (−1)
m+1j sinS(x), Gm = (−1)
m sinS(x) + j cosS(x),
with
(
W [n]
)
z
= (−1)n+1
s(x)j
2
W [n] ⇔ W [n+1] =
(
W [n]
)
z
+ (−1)n
s(x)j
2
W [n].
That is, it is periodic with a period 2. In this case the whole system of formal
powers can be constructed explicitly. We find that
F ∗m = Gm, G
∗
m = Fm.
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Let us now construct the formal powers of (8) on the time-like subdomain
Ω = {z = x + jt | 0 < x < t < ∞} of the hyperbolic plane. For a, z0 ∈ Ω
with a = a1 + ja2 and z0 = x0 + jt0, we have by definition Z
(0)(a, z0; z0) =
λF (z0) + µG(z0) = a1 + ja2, where λ, µ ∈ R. We solve easily the system of two
linear equations and obtain λ = a1α−a2β and µ = a1β+a2α, where we defined
α = cosS(x0) and β = sinS(x0). Therefore, we obtain
Z(0)(a, z0; z) = (a1α− a2β)F (z) + (a1β + a2α)G(z).
Let us now calculate Z(1)(a, z0; z). For that we need to calculate Z
(0)
1 (a, z0; z)
before. We have Z
(0)
1 (a, z0; z0) = λF1(z0) + µG1(z0) = a1 + ja2, where λ, µ ∈
R. Again we solve easily the linear system and find Z
(0)
1 (a, z0; z) = (a1α +
a2β)F1(z) + (−a1β + a2α)G1(z). Therefore, we obtain
Z(1)(a, z0; z) =
∫ z
z0
Z
(0)
1 (a, z0; ζ)d(F,G)ζ
= F (z)
[
(a1α+ a2β)X
(1) + (a1β − a2α)Y
(1) + (t− t0)(−a1β + a2α)
]
+ G(z)
[
(−a1β + a2α)X
(1) + (a1α+ a2β)Y
(1) + (t− t0)(a1α+ a2β)
]
,
where X(1) = X(1)(x0;x) and Y
(1) = Y (1)(x0;x) are defined by
X(1)(x0;x) :=
∫ x
x0
cos
(
2S(ξ)
)
dξ and Y (1)(x0;x) :=
∫ x
x0
sin
(
2S(ξ)
)
dξ. (9)
Now, if we want to find Z(2)(a, z0; z) we need to calculate first Z
(1)
1 (a, z0; z);
which is themselves obtained from Z
(0)
2 (a, z0; z). However, since the generating
pairs are of period 2 we have that Z
(0)
2 (a, z0; z) = Z
(0)(a, z0; z). Then we obtain
Z
(1)
1 (a, z0; z) =
∫ z
z0
Z(0)(a, z0; ζ)d(F1,G1)ζ
= F1(z)
[
(a1α− a2β)X
(1) + (a1β + a2α)Y
(1) + (t− t0)(a1β + a2α)
]
+G1(z)
[
(a1β + a2α)X
(1) + (−a1α+ a2β)Y
(1) + (t− t0)(a1α− a2β)
]
.
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We are now able to calculate Z(2)(a, z0; z):
Z(2)(a, z0; z) = 2
∫ z
z0
Z
(1)
1 (a, z0; ζ)d(F,G)ζ
= F (z)
[
(a1α− a2β)X
(2) + (a1β + a2α)X˜
(2) + 2(t− t0)(a1β + a2α)X
(1)
+(−a1β − a2α)Y˜
(2) + (a1α− a2β)Y
(2) + 2(t− t0)(−a1α+ a2β)Y
(1)
+ t−t0
x−x0
(a1β + a2α)I
(2) + t−t0
x−x0
(−a1α+ a2β)I˜
(2) + 2(t− t0)
2(a1α− a2β)
]
G(z)
[
(a1β + a2α)X
(2) + (−a1α+ a2β)X˜
(2) + 2(t− t0)(a1α− a2β)X
(1)
+(a1α− a2β)Y˜
(2) + (a1β + a2α)Y
(2) + 2(t− t0)(a1β + a2α)Y
(1)
+ t−t0
x−x0
(a1α− a2β)I
(2) + t−t0
x−x0
(a1β + a2α)I˜
(2) + 2(t− t0)
2(a1β + a2α)
]
where the functions X(n), Y (n), X˜(n), Y˜ (n), I(n) and I˜(n), depending on x0 and
x, are given by
X(n)(x0;x) := n
∫ x
x0
X(n−1)(x0; ξ) cos
(
2S(ξ)
)
dξ, Y (n)(x0;x) := n
∫ x
x0
Y (n−1)(x0; ξ) sin
(
2S(ξ)
)
dξ,
X˜(n)(x0;x) := n
∫ x
x0
Y (n−1)(x0; ξ) cos
(
2S(ξ)
)
dξ, Y˜ (n)(x0;x) := n
∫ x
x0
X(n−1)(x0; ξ) sin
(
2S(ξ)
)
dξ,
I(n)(x0;x) := n
∫ x
x0
X(n−1)(x0; ξ)dξ, I˜
(n)(x0;x) := n
∫ x
x0
Y (n−1)(x0; ξ)dξ,
with X(0)(x0, x) = Y
(0)(x0, x) = X˜
(0)(x0, x) = Y˜
(0)(x0, x) = 1.
4 Conclusion
We have shown that the Zakharov-Shabat system is related to a Vekua equation
for which a generating sequence is found. Using the generating sequence it
is possible to obtain the associated formal powers which are solutions of the
given Vekua equation. Therefore, we obtain an infinite set of solutions for the
Zakharov-Shabat system.
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