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interpretacio´n geome´trica de algunas
variedades de schubert
Juan F. Escamilla1 – Mayra Castillo Montes1 – Sau´l Duarte Beza1
Resumen
En este art´ıculo se dan interpretaciones geome´tricas de las variedades de Schubert
de los Grassmannianos G(2, 4), G(3, 5) y G(2, 5), y algunas de sus interpretaciones en
la geometr´ıa enumerativa.
Abstract
In this article we give some geometrical interpretations of the Schubert-varieties
of the Grassmannians G(2, 4), G(3, 5) and G(2, 5), and some of their applications to
enumerative geometry.
1 Introduccio´n
En este art´ıculo se da una interpretacio´n geome´trica de las variables de Schubert de tres
Grassmannianas complejas particulares: la G(2, 4), la G(3, 5) y la G(2, 5), las cuales juegan
un papel muy importante en la geometr´ıa enumerativa, donde intervienen rectas y planos
de los espacios proyectivos de dimensiones 3 y 4 respectivamente.
En la primera parte damos una resen˜a histo´rica sobre el desarrollo del a´lgebra y ge-
ometr´ıa que llevan al concepto de la Grassmanniana. En la segunda parte introducimos
el concepto de Grassmanniana y una descripcio´n somera de co´mo resulta e´sta una var-
iedad topolo´gica, compacta y conexa y su inmersio´n como subvariedad proyectiva, en un
cierto espacio proyectivo, cuyas coordenadas homoge´neas satisfacen las llamadas ecua-
ciones cuadra´ticas de Plu¨cker. En la tercera parte se describen las variedades de Schu-
bert, arriba indicadas, como las subvariedades de la Grassmanniana, que satisfacen ciertas
condiciones lineales, adema´s de las ecuaciones de Plu¨cker correspondientes.
Finalmente se interpretan las variedades de Schubert, arriba indicadas, como ciertos
conjuntos de rectas y planos proyectivos que satisfacen ciertas condiciones y se da una
resen˜a del desarrollo del llamado ca´lculo de Schubert y sus aplicaciones en la resolucio´n a
problemas enumerativos.
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2 Resen˜a Histo´rica
En el siglo XIX se rompieron los ca´nones cla´sicos del a´lgebra, tambie´n a trave´s del ana´lisis,
con criterio cada vez ma´s abstracto de los conceptos fundamentales de la aritme´tica y del
a´lgebra ordinarias, lo que dio como resultado la creacio´n de nuevos entes que pusieron
de manifiesto el cara´cter ba´sico de la llamada ”Ley de composicio´n ”; nocio´n que segu´n
Bourbak´ı, es de las ma´s primitivas de la matema´tica.
En el siglo XVIII, el auge del ca´lculo infinitesimal y los sucesivoos fracasos al resolver
la ecuacio´n de quinto grado por radicales, detuvieron el progreso del a´lgebra, pero en el
siglo XIX el a´lgebra se dirige por distintos derroteros hacia lo que se considera hoy su
problema escencial: el estudio de las estructuras algebraicas por s´ı mismas.
El primero de los nuevos entes es el vector, utilizado en la composicio´n de fuerzas y
de velocidades por los tratadistas de Meca´nica desde fines del siglo XVII, que no tuvo
repercusiones entre los matema´ticos. Es posible, en cambio, que a principios del siglo
XIX una especie de ca´lculo geome´trico fuera una necesidad entre los me´todos puramente
sinte´ticos, por una parte, y los me´todos anal´ıticos vinculados a un sistema de coordenadas
arbitrariamente infringido al espacio.
Gauss utiliza impl´ıcitamente la suma vectorial en su representacio´n de los nu´meros
complejos en el plano, en tanto que August Ferdinand Mo¨bius (1790–1868) expone en
1827, un ca´lculo barice´ntrico con importantes aplicaciones geome´tricas, pero en el que las
coordenadas tienenn un sentido aritme´tico y no geome´trico, y entre 1832 y 1837 Giusto
Bellavitis (1803–1880) desarrolla, con su me´todo de las equipolencias, un conjunto de
operaciones con cantidades dirigidas, que equivale al ca´lculo vectorial de hoy.
Mientras que por un lado los vectores y sus sucesores los tensores, con el auxilio
de los recursos del ana´lisis matema´tico, encuentran importantes aplicaciones en diversos
campos de la f´ısica, por el otro, los vectores contribuyeron a la creacio´n de las nuevas
a´lgebras. En ese sentido cabe sen˜alar las obras de William Rowan Hamilton (1805–1865)
y de Grassmann. Hamilton se ocupo´ de vectores ( el nombre es invencio´n suya) y creo´ un
sistema de nu´meros complejos de cuatro unidades que llamo´ “Quaternions” (cuaternios).
Mientras la obra de Hamilton se difundio´ con relativa rapidez, no ocurrio´ lo mismo con
la de Hermann Gu¨nther Grassmann (1809–1877), hombre de ciencia original, teo´logo y
lingu¨ista, que a los 53 an˜os desengan˜ado por el escaso e´xito de sus trabajos matema´ticos,
se dedico´ al estudio del sa´nscrito. Su obra matema´tica importante es de 1844 y se conoce
con el t´ıtulo abreviado Ausdehnungslehre (Teor´ıa de la Extensio´n), aunque en su t´ıtulo
completo se refiere a “Una nueva disciplina matema´tica expuesta y aclarada mediante
aplicaciones”. El trabajo de 1844 se refiere a la parte “lineal” de la teor´ıa y en an˜os
posteriores publico´ ampliaciones de la misma, pero la manera algo inucitada y en exceso
“filoso´fica” para los matema´ticos de la e´poca, hizo que esta obra pasara inadvertida. So´lo
ma´s tarde, ya muerto el autor, se reconocio´ tanto la amplia generalidad, como la total
abstraccio´n de este ca´lculo algebraico-geome´trico en un espacio de n dimensiones, con
importantes aplicaciones, y donde aparecen conceptos ba´sicos del ca´lculo vectorial, como
producto interno, producto externo, etc.
La obra de Grassmann fue una cr´ıtica piedra miliar en esa e´poca de cambio en las ideas;
era descrita por su autor en los siguientes te´rminos: “Mi Ausdehnungslehre es la funda-
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mentacio´n abstracta de la teor´ıa del espacio, y es una disciplina puramente matema´tica,
cuya aplicacio´n al espacio da de s´ı la ciencia del espacio. Esta u´ltima ciencia, puesto que
se refiere a algo dado en la naturaleza (o sea, al espacio) no es una rama de la matema´tica,
sino una aplicacio´n de la matema´tica a la naturaleza.”
Como ya se dijo, la contribucio´n de Grassmann paso´ inadvertida hasta su aplicacio´n
en 1915, en la Teor´ıa General de la Relatividad y so´lo hasta fecha muy reciente, su trabajo
se ha apreciado plenamente.
Es a Sylvester a quien se deben las matrices y fue Cayley, quien desarrollo´, en 1858,
con el ca´lculo de las matrices (el nombre es de e´l), una nueva a´lgebra. Con el desarrollo de
la geometr´ıa, el estudio de configuraciones geome´tricas, como elementos de cierto espacio,
conduce a identificar curvas algebraicas planas de orden n con ecuaciones homoge´neas de
grado n; as´ı, un primer desarrollo imporante es la geometr´ıa de rectas, debida en forma
independiente a Plu¨ker y a Cayley.
De manera que dada una recta en P3 o en forma equivalente, un plano en C4 de
coordenadas homoge´neas, ellos le asocian 6 determinantes de orden 2 de la matriz A de la
forma
A =
(
x0 x1 x2 x3
y0 y1 y2 y3
)
y muestran que esos seis determinantes esta´n relacionados por medio de la ecuacio´n
P01P23 + P02P31 + P03P12 = 0,
la cual se conoce con el nombre de Ecuacio´n de Plu¨ker; e inversamente si 6 nu´meros, no
todos cero, satisfacen dicha ecuacio´n, esos 6 nu´meros determinan una recta en P3. Esto nos
dice que el conjunto de todas las rectas puede ser visto como una subvariedad proyectiva
de grado dos del espacio proyectivo P5. Luego se generalizo´ no solamente a rectas, sino
tambie´n a subespacios k-dimensionales de un n-espacio vectorial, k ≤ n. O de forma
equivalente de (k−1) espacios proyectivos del espacio proyectivo Pn−1, dando origen a las
variedades Grassmannianas.
Los k menores de la matriz 

v11 · · · v1n
...
. . .
...
vk1 . . . vkn


no son otra cosa ma´s que las componentes del vector v1 ∧ ... ∧ vk en el espacio Λ
kV
introducidas por Grassmann; de ah´ı el nombre de Grassmanniana.
3 La Grassmanniana G(k, V )
Sea V un espacio vectorial complejo de dimensio´n n. La Grassmanniana G(k, V ) se define
como el conjunto de sub-espacios vectoriales de dimensio´n k de V . Si V = Cn, entonces se
escribe G(k, n) en lugar de G(k,Cn). Todo elemento de G(k, n) se puede representar por
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medio de una matriz A ∈ A(k, n), donde A(k, n) es el subespacio de las matrices k × n,
de rango k, de la forma:
A =


v11 · · · v1n
...
. . .
...
vk1 · · · vkn


Dos matrices A y A′ representan el mismo elemento de G(k, n) si y so´lo si A = gA′,
para algu´n g ∈ GLk, donde GLk es el grupo de las matrices k × k invertibles.
Entonces G(k, n) es el espacio de o´rbitas de la accio´n, por la izquierda, del grupo GLk
sobre A(k, n).
Consideremos ahora cualquier multi-´ındice: I = {i1, ..., ik} ⊂ {1, ..., n} de la cardinal-
idad k, UI := {Λ ∈ G(k, n) | Λ ∩ VI0 = {0}} donde VI0 es el espacio complementario de
VI = 〈ei1 , ..., eik 〉, entonces tenemos que Λ ∈ U1 si y so´lo si Λ esta´ representado por una
so´la matriz A, k × n, de rango k, tal que la submatriz AI , formada por las columnas
i1, ..., ik, es invertible, o equivalentemente, si Λ puede ser representado de forma u´nica por
una matriz B con submatriz
BI =


1 · · · 0
...
. . .
...
0 · · · 1


A esta representacio´n la llamaremos la representacio´n normalizada de Λ.
Se tiene que
G(k, n) =
⋃
I⊆{1,...,n}
#I=k
UI
G(k, n) dotada, como espacio de o´rbitas, de la topolog´ıa cociente respectiva, es una var-
iedad topolo´gica de dimensio´n compleja k(n − k), compacta y conexa, donde
UI ≈ C
k(n−k).
Mediante la inmersio´n de Plu¨cker
P : G(k, n) −→ P(ΛkCn) = P

 n
k

−1
definida por P (Λ) := v1 ∧ . . . ∧ vk, donde Λ es el subespacio generado por los vectores
linealmente independientes v1, . . . ,vk, la Grassmanniana G(k, n) se puede ver como una
subvariedad proyectiva del espacio proyectivo complejo de dimensio´n N =
(
n
k
)
− 1,
cuyas coordenadas homoge´neas satisfacen un sistema homoge´neo de ecuaciones de segundo
grado con coeficientes reales, llamadas las ecuaciones de Plu¨cker de G(k, n).
As´ı, la G(2, 4) es una hipersuperficie cuadra´tica de P5, dada por la ecuacio´n cuadra´tica:
λ23λ14 − λ13λ24 + λ12λ34 = 0 (1)
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En forma similar, para el caso de la Grassmanniana G(3, 5), se obtienen las ecuaciones:
λ125λ134 − λ135λ124 + λ123λ145 = 0
λ125λ234 − λ235λ124 + λ245λ123 = 0
λ135λ234 − λ245λ134 + λ345λ124 = 0
λ145λ234 − λ245λ134 − λ345λ124 = 0
λ134λ235 − λ234λ135 − λ345λ123 = 0
λ145λ235 − λ245λ135 + λ345λ125 = 0
Por lo tanto, G(3, 5) es una variedad cuadra´tica de P9, de dimensio´n 6.
Finalmente es de observar que cada punto x de la Grassmanniana G(k, n) posee una
vecindad Ux
Φ
≈ Ck(n−k), donde cada una de las ϕ es continuamente diferenciable, por
consiguiente, G(k, n) posee la estructura de una variedad diferenciable, incluso anal´ıtica
y la inmersio´n de Plu¨cker es holomorfa [6].
4 Variedades de Schubert
Consideremos la bandera de subespacios vectoriales:
V1 ⊆ V2 ⊆ . . . ⊆ Vn
donde Vj es el subespacio generado por los vectores e1, . . . , ej .
Dada una sucesio´n de nu´meros enteros a1, . . . , ak, se define el conjunto
Wa1···ak := {Λ ∈ G(k, n) | dim(Λ ∩ Vn−k+i−ai) = i y dim(Λ ∩ Vn−k+i−ai−1) = i− 1}.
Si Wa1···ak 6= ∅ entonces a1, . . . , ak debe ser una sucesio´n no creciente de enteros posi-
tivos, menores o iguales que (n− k).
Ejemplo:
Para la Grassmanniana G(2, 4), k = 2, n = 4, i = 1, 2 y a1 ∈ {0, 1, 2}, de manera que
pueden definirse los siguientes conjuntos: W00,W10,W20,W21,W11,W22.
Si Λ ∈W00, entonces
dim(Λ ∩ V3) = 1,dim(Λ ∩ V2) = 0,dim(Λ ∩ V4) = 2.
Si Λ ∈W10, entonces
dim(Λ ∩ V2) = 1,dim(Λ ∩ V1) = 0,dim(Λ ∩ V4) = 2,dim(Λ ∩ V3) = 1.
Si Λ ∈W11, entonces
dim(Λ ∩ V2) = 1,dim(Λ ∩ V1) = 0,dim(Λ ∩ V3) = 2⇒ Λ ⊂ V3,Λ 6= V2.
Si Λ ∈W20, entonces
dim(Λ ∩ V1) = 1,dim(Λ ∩ V4) = 2,dim(Λ ∩ V3) = 3.
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Si Λ ∈W21,entonces
dim(Λ ∩ V1) = 1,dim(Λ ∩ V2) = 1,dim(Λ ∩ V3) = 2⇒ Λ ⊂ V3,Λ 6= V2.
Si Λ ∈W21,entonces
dim(Λ ∩ V1) = 1,dim(Λ ∩ V2) = 2.
La clausura de la celda Wa1···ak viene dada por el conjunto que se define como
σa1···ak := {Λ ∈ G(k, n) | dim(Λ ∩ Vn−k+i−ai) ≥ i} .
El conjunto σa1···ak es una subvariedad cerrada de G(k, n) y se llama 2 Variedad de
Schubert correspondiente a a = (a1, . . . , ak), de codimensio´n
∑k
i=1 ai en G(k, n).
La condicio´n para que un Λ ∈ G(k, n) este´ en uno de los subconjuntos cerrados σa1···ak ,
se traduce en que sus coordenadas satisfacen, adema´s de las ecuaciones de Grassmann,
un sistema de ecuaciones lineales homogeneas: por lo tanto σa1···ak es una subvariedad
proyectiva de G(k, n).
Por otra parte, la aplicacio´n de Plu¨cker mapea los ciclos de Schubert de la forma
σ1,0,...0 = {Λ ∈ G(k, n) | dim(Λ ∩ Vn−k) ≥ 1}
en secciones hiperplanas de P (G(n, k)) ⊂ P
(
n
k
)
−1
.
Ejemplos:
En los siguientes ejemplos, dado {i1, . . . , ik} ⊂ {1, . . . , n}, denotaremos por λi1···ik el de-
terminante del menor k×k formado por las columnas i1, . . . , ik de la matriz que representa
a Λ.
1. Para G(2, 4) las ecuaciones lineales homoge´neas que satisface cada variedad de Schu-
bert, adema´s de satisfacer la ecuacio´n de Plu¨cker
λ12λ34 − λ13λ24 + λ14λ23 = 0. (2)
son las siguientes:
• Codimensio´n 1: σ10
Por lo tanto, Λ ∈ σ10 es equivalente a que Λ satisface la ecuacio´n 2 y adema´s
λ34 = 0.
• Codimensio´n 2: σ11, σ20
a) σ11
Λ ∈ σ11 es equivalente a que Λ satisface la ecuacio´n 2 y adema´s
λ14 = 0, λ24 = 0, λ34 = 0.
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b) σ20
Λ ∈ σ20 es equivalente a que Λ satisface la ecuacio´n 2 y adema´s
λ23 = 0, λ24 = 0, λ34 = 0.
• Codimensio´n 3: σ21
Λ ∈ σ21 es equivalente a que Λ satisface la ecuacio´n 2 y adema´s
λ14 = 0, λ24 = 0, λ34 = 0, λ23 = 0.
2. Para G(3, 5), las ecuaciones lineales homoge´neas que satisface cada variedad de Schu-
bert, adema´s de satisfacer las ecuaciones cuadra´ticas de Plu¨cker:
λ125λ134 − λ135λ124 + λ123λ145 = 0
λ125λ234 − λ235λ124 + λ123λ245 = 0
λ135λ234 − λ245λ134 + λ124λ345 = 0
λ145λ234 − λ245λ134 − λ124λ345 = 0
λ235λ134 − λ135λ234 − λ123λ345 = 0
λ145λ235 − λ245λ135 + λ125λ345 = 0
(3)
son las siguientes:
• Codimensio´n 1: σ100 Λ ∈ σ110 es equivalente a que Λ satisface las ecuaciones
de Plu¨cker 3 y adema´s:
λ345 = 0.
• Codimensio´n 2: σ110, σ200
a) σ110
Λ ∈ σ110 es equivalente a que Λ satisface las ecuaciones de Plu¨cker 3 y
adema´s:
λ345 = 0, λ145 = 0, λ245 = 0.
b) σ200
Λ ∈ σ200 es equivalente a que Λ satisface las ecuaciones de Plu¨cker 3 y
adema´s:
λ234 = 0, λ235 = 0, λ245 = 0 y λ345 = 0.
• Codimensio´n 3: σ111, σ210
a) σ111
Λ ∈ σ111 es equivalente a que Λ satisface las ecuaciones de Plu¨cker 3 y
adema´s:
λ345 = 0, λ145 = 0, λ245 = 0, λ135 = 0, λ125 = 0, y λ235 = 0.
b) σ210
Λ ∈ σ210 es equivalente a que Λ satisface las ecuaciones de Plu¨cker 3 y
adema´s:
λ234 = 0, λ235 = 0, λ245 = 0, λ345 = 0, λ145 = 0.
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• Codimensio´n 4: σ220, σ211
a) σ220
Λ ∈ σ220 es equivalente a que Λ satisface las ecuaciones de Plu¨cker 3 y
adema´s:
λ234 = 0, λ235 = 0, λ245 = 0, λ345 = 0, λ145 = 0, λ135 = 0, λ134 = 0.
b) σ221
Λ ∈ σ221 es equivalente a que Λ satisface las ecuaciones de Plu¨cker 3 y
adema´s:
λ235 = 0, λ245 = 0, λ145 = 0, λ345 = 0, λ234 = 0, λ125 = 0, λ135 = 0.
• Codimensio´n 5: σ221
Λ ∈ σ221 es equivalente a que Λ satisface las ecuaciones de Plu¨cker 3 y adema´s:
λ125 = 0, λ134 = 0, λ135 = 0, λ145 = 0, λ234 = 0, λ235 = 0, λ245 = 0, λ345 = 0.
5 Intrepretacio´n geome´trica de algunas variedades de Schu-
bert
1. Para G(2, 4), se describen cuatro variedades de Schubert de codimensiones 1, 2 y 3;
adema´s, se interpretan considerando a G(2, 4) como el conjunto de rectas de P3.
Las variedades de Schubert en G(2, 4) son: σ10, σ11, σ20 y σ21.
• Codimensio´n 1: σ10
Si Λ ∈ σ10,entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V4) ≥ 2.
De manera que, considerando una recta fija `0 en P
3, σ10 es el conjunto de
rectas ` en P3, que intersecan `0:
σ10(`0) =
{
` ∈ P3 | ` ∩ `0 6= ∅
}
.
• Codimensio´n 2: σ11 y σ20.
a) Si Λ ∈ σ11, entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V3) ≥ 2⇒ Λ ⊂ V3.
De modo que, dado el 2-plano h0 ⊂ P
3, σ11 es el conjunto de las rectas `
en P3, que esta´n contenidas en h0:
σ11(h0) =
{
` ∈ P3 | ` ⊂ h0
}
.
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b) Si Λ ∈ σ20, entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V4) ≥ 2.
De manera que, considerando un punto fijo p0 en P
3, σ20 es el conjunto de
las rectas ` en P3, que pasan por p0:
σ20(p0) =
{
` ∈ P3 | p0 ∈ `
}
.
• Codimensio´n 3: σ21
Si Λ ∈ σ21, entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V3) ≥ 2⇒ Λ ⊂ V3
As´ı que, dados un punto fijo p0 y un 2-plano h0 ⊂ P
3, σ21 es el conjunto de las
rectas ` de P3, contenidas en el 2-plano h0 que pasan por el punto p0:
σ21(p0,h0) =
{
` ∈ P3 | p0 ∈ ` ⊂ h0
}
.
2. Para G(3, 5) se describen ocho variedades de Schubert de codimensiones 1, 2, 3, 4 y
5; adema´s se interpretan considerando a G(3, 5) como el conjunto de 2-planos P4.
Las variedades de Schubert paraG(3, 5) son: σ100, σ110, σ111, σ200, σ210, σ211, σ220, σ221.
• Codimensio´n 1: σ100
Si Λ ∈ σ100, entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V4) ≥ 2,dim(Λ ∩ V5) ≥ 3.
As´ı que, considerando una recta fija `0 contenida en el 3-plano h0, σ100 es el
conjunto de 2-planos h de P4, que intersecan `0.
• Codimensio´n 2: σ110, σ200
a) Si Λ ∈ σ110, entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V3) ≥ 2,dim(Λ ∩ V5) ≥ 3.
De modo que, dada una recta fija `0 contenida en 2-plano h0 fijo, σ110 es
el conjunto de 2-planos h de P4, que intersecan el 2-plano h0 en una recta,
la cual interseca a `0 o´ h = h0.
b) Si Λ ∈ σ200, entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V4) ≥ 2,dim(Λ ∩ V5) ≥ 3.
De manera que, considerando un punto fijo p0, σ200 es el conjunto de
2-planos h de P4, tales que p0 ∈ h.
• Codimensio´n 3: σ111, σ210
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a) Si Λ ∈ σ111, entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V3) ≥ 2,dim(Λ ∩ V4) ≥ 3⇒ Λ ⊂ V4.
De modo que, dado un 3-plano k0 fijo, σ111 es el conjunto de 2-planos h de
P
4 contenidos en el 3-plano k0.
b) Si Λ ∈ σ210, entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V3) ≥ 2,dim(Λ ∩ V5) ≥ 3.
As´ı que, considerando un punto fijo p0 que pertenece al 2-plano h0, σ210 es
el conjunto de 2-planos h de P4, que intersecan el 2-plano h0 en una recta
que pasa por el punto p0 o´ h = h0.
• Codimensio´n 4: σ220, σ211
a) Si Λ ∈ σ220, entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V2) ≥ 2⇒ V2 ⊂ Λ,dim(Λ ∩ V5) ≥ 3.
De manera que, dada una recta fija `0, σ220 es el conjunto de 2-planos h
de P4 que contienen a la recta `0.
b) Si Λ ∈ σ211 entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V3) ≥ 2,dim(Λ ∩ V4) ≥ 3⇒ Λ ⊂ V4.
De modo que, considerando un punto fijo p0 que pertenece a un 3-plano
k0 fijo, σ211 es el conjunto de 2-planos h de P
4 que esta´n contenidos en el
3-plano k0 y p0 ∈ h.
• Codimensio´n 5: σ221
Si Λ ∈ σ221 entonces
dim(Λ∩V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ∩V2) ≥ 2⇒ V2 ⊂ Λ,dim(Λ∩V4) ≥ 3⇒ Λ ⊂ V4.
As´ı que, dada la recta `0 contenida en un 3-plano k0 fijos, σ221 es el conjunto
de 2-planos h de P4 contenidos en el 3-plano k0 y que contienen a la recta `0.
3. Para G(2, 5), se describen ocho variedades de Schubert de codimensiones 1, 2, 3, 4 y
5; adema´s, se interpretan dichas variedades considerando a G(2, 5) como el conjunto
de rectas en P4.
Las variedades de Schubert para G(2, 5) son: σ10, σ11, σ20, σ21, σ22, σ30, σ31, σ32.
• Codimensio´n 1: σ10
Si Λ ∈ σ10 entonces
dim(Λ ∩ V3) ≥ 1,dim(Λ ∩ V5) ≥ 2.
Dado un 2-plano h0 de P
4, σ10 es el conjunto de rectas ` de P
4 que intersecan
el 2-plano h0.
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• Codimensio´n 2: σ11, σ20
a) Si Λ ∈ σ11 entonces
dim(Λ ∩ V3) ≥ 1,dim(Λ ∩ V4) ≥ 2⇒ Λ ⊂ V4.
Dado un 3-plano k0, σ11 es el conjunto de rectas ` de P
4 contenidas en el
3-plano k0.
b) Si Λ ∈ σ20 entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V5) ≥ 2.
Dada una recta fija `0, σ20 es el conjunto de rectas ` de P
4 que intersecan
a la recta `0.
• Codimensio´n 3: σ21, σ30
a) Si Λ ∈ σ21 entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V4) ≥ 2.
Dada una recta fija `0 contenida en un 3-plano k0, σ21 es el conjunto de
rectas ` de P4 contenidas en el 3-plano k0, que intersecan a la recta fija `0.
b) Si Λ ∈ σ30 entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V5) ≥ 2
Dado un punto fijo p0 en P
4, σ30 es el conjunto de rectas ` de P
4 que pasan
por el punto p0.
• Codimensio´n 4: σ22, σ31
a) Si Λ ∈ σ22 entonces
dim(Λ ∩ V2) ≥ 1,dim(Λ ∩ V3) ≥ 2⇒ Λ ⊂ V3.
Dado un 2-plano h0, σ22 es el conjunto de rectas ` de P
4 contenidas en el
2-plano h0.
b) Si Λ ∈ σ31 entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V4) ≥ 2⇒ Λ ⊂ V4.
Dado un punto fijo de p0 de un 3-plano k0, σ20 es el conjunto de rectas `
de P4 contenidas en el 3-plano k0, que pasan por el punto p0.
• Codimensio´n 5: σ32
Si Λ ∈ σ 32 entonces
dim(Λ ∩ V1) ≥ 1⇒ V1 ⊂ Λ,dim(Λ ∩ V3) ≥ 2⇒ Λ ⊂ V3.
Dado un punto fijo de p0 de un 2-plano h0, σ32 es el conjunto de rectas ` de P
4
contenidas en el 2-plano h0, que pasan por el punto p0.
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6 Ca´lculo de Schubert y geometr´ıa enumerativa
Las variedades de Schubert constituyen la base del llamado Ca´lculo de Schubert.
El ca´lculo de Schubert fue interpretado y rigurosamente justificado por primera vez
por Van der Waerden (1,929), a partir del ca´lculo de clases cohomolo´gicas algebraicas
desarrollado por Lefschetz.
Fue posible realizar el tratamiento algebraico de los fundamentos del ca´lculo de Schu-
bert, gracias a los esfuerzos independientes de muchos matema´ticos, quienes contribuyeron
en la construccio´n de anillos de intersecciones algebraicas para reemplazar los anillos de
cohomolog´ıas topolo´gicas.
El me´todo cla´sico de obtener ciertos nu´meros semejantes al nu´mero
(1!2! · · · k!h!)
(n− k)! · · · n!
de k-subespacios vectoriales de un n espacio vectorial, k ≤ n, que intersecan
h = (k + 1)(n − k)(n − k − 1)-subespacios generales, es debido primeramente a Schu-
bert (1866) y fue reivindicado topolo´gicamente por Ehresmann (1934) y algebra´icamente
por Hodge (1941–1942) por medio de una determinacio´n expl´ıcita de los anillos de coho-
molog´ıa y, respectivamente, por la construccio´n de un anillo equivalente de intersecciones
algebraicas sobre la Grassmanniana.
Schubert, en su libro (1879), obtiene nu´meros espectaculares de cuya validez au´n no
se tiene garant´ıa.
La Geometr´ıa Enumerativa es la parte de la geometr´ıa que se interesa en saber
cua´ntos entes geome´tricos, como k-planos, co´nicas, etc., esta´n involucrados en un cierto
problema geome´trico. Por ejemplo, cua´ntas rectas intersecan un cierto nu´mero de rectas
o planos dados.
Los problemas de la geometr´ıa enumerativa reciben el nombre de Problemas Enumer-
ativos. Teo´ricamente, un problema enumerativo puede resolverse siempre con ecuaciones
esenciales, suponiendo que el problema puede describirse por medio de n ecuaciones ho-
moge´neas en n+1 inco´gnitas homoge´neas. Eliminando inco´gnitas, se obtiene una ecuacio´n
homoge´nea singular en dos inco´gnitas homoge´neas cuyas ra´ıces se corresponden a las ra´ıces
del sistema original. As´ı, el nu´mero de soluciones, contada con sus multiplicidades, si es
finita, es igual al grado de la ecuacio´n singular; y dicho grado es igual al producto de los
grados de las n ecuaciones originales.
De modo que el nu´mero ponderado de soluciones se mantiene constante cuando los
para´metros del problema son variables.
Hay que aclarar que la mayor´ıa de los problemas enumerativos no pueden describirse
de manera simple.
Un problema enumerativo cla´sico es el de encontrar el nu´mero de l´ıneas que intersecan
4 l´ıneas dadas en el 3-espacio proyectivo. Schubert resolvio´ este problema en su libro,
recurriendo al Principio de Conservacio´n del Nu´mero.
En general, los k-planos en el espacio son parametrizados por la variedad de Grass-
mann, la cual se situ´a en el N-espacio proyectivo con N=
(
n
k
)
−1,por medio de la llamada
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Inmersio´n de Plu¨cker.
Un k-plano es representado por un punto, cuyas coordenadas se llaman Coordenadas
de Plu¨cker, las cuales no son arbitrarias sino que satisfacen ciertas relacciones cuadra´ticas
descubiertas por Grassmann en 1844. Inversamente, si las relaciones cuadra´ticas son
satisfechas por las coordenadas de un punto particular del N-espacio proyectivo, entonces
el punto representa a un elemento de G(k, n).
En el caso de los planos en el 4-espacio, o en forma equivalente, de rectas en el 3-espacio
proyectivo, so´lo una relacio´n cuadra´tica es esencial. As´ı, G(2, 4) es una hipersuperficie
cuadra´tica en el 5-espacio proyectivo.
Schubert en su libro, expresa la condicio´n de que una l´ınea interseca a otra l´ınea; pero
all´ı el se preocupaba so´lo por geometr´ıa en el 3-espacio proyectivo. Posteriomente (1866),
en una serie de art´ıculos, el extendio´ su notacio´n y te´cnica para trabajar k-subespacios.
Empezando con una bandera o sucesio´n encajada de espacios vectoriales
V0 ⊆ V1 ⊆ . . . . . . ⊆ Vk,
e´l introdujo las condiciones que vimos en el cap´ıtulo anterior, conocidas como Condi-
ciones de Schubert.
El ca´lculo simbo´lico de Schubert se desarrollo´ y enriquecio´ con muchos ejemplos, de-
mostrando un gran potencial: en la pra´ctica, por su aplicacio´n en problemas enumerativos
donde los me´todos elementales fallaban, en la teor´ıa, por su efecto unificador en el primer
tratamiento sistema´tico de la geometr´ıa enumerativa.
El ca´lculo de Schubert se fundamenta en la idea de representar una condicio´n geome´trica
sobre una figura, por un s´ımbolo algebraico. Si los s´ımbolos algebraicos Y , Z, represen-
tan condiciones independientes, entonces por definicio´n, el producto Y Z representa la
condicio´n que ambos satisfacen; y la suma Y + Z representa la condicio´n que uno u otro
satisfacen. Las operaciones de adicio´n y multipicacio´n satisfacen las leyes de conmuta-
tividad, asociatividad y distributividad, dotando al conjunto de dichos s´ımbolos en una
estructura de anillo. La ecuacio´n Y = Z significa que las dos condiciones son la misma
para propo´sitos enumerativos.
La interpretacio´n geome´trica del ca´lculo empieza con la variedad parametrizante de las
figuras de un problema enumerativo. Una condicio´n en las figuras define un subconjunto
de la variedad parametrizante, llame´moslo el subconjunto de puntos que representan las
figuras que satisfacen la condicio´n impuesta. El subconjunto es aceptable, pues condiciones
aceptables son descritas por condiciones algebraicas.
Los fundamentos del ca´lculo de Scubert fueron trabajados primeramente por Van
der Waerden, basado en la teor´ıa de interseccio´n topolo´gica (simplicial) desarrollada por
Lefchetz (1924), a partir de algunas ideas de Poincare´ y Kronecker.
En la teor´ıa de interseccio´n topolo´gica, a cada subconjunto algebraico de la variedad
parametrizante se le asigna una clase cohomolo´gica. Variando continuamente el subcon-
junto, se produce otro subconjunto de la misma clase cohomolo´gica; en otras palabras, los
dos subconjuntos son homolo´gicamente equivalentes.
Si dos subconjuntos algebraicos esta´n en posicio´n general, entonces su interseccio´n se
asigna al producto de sus clases cohomolo´gicas y su unio´n es asignada a la suma.
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Por lo tanto, si subconjuntos algebraicos distintos, en posicio´n general, se intersecan
en un nu´mero finito de puntos, e´ste nu´mero se conserva cuando se var´ıan los para´metros
de los subconjuntos.
Ahora bien, si los subconjuntos se definen por las condiciones de un problema enumer-
ativo, se sigue que el nu´mero de figuras reunidas por las condiciones, se conserva cuando
los para´metros del problema son variados continuamente (los nu´meros geome´tricos se con-
sideran va´lidos so´lo si son finitos).
Un tratamiento completamente algebraico de los fundamentos del ca´lculo, fue posible
gracias al trabajo de muchos matema´ticos, entre los cuales se encuentran: Severi, Van der
Waerden, Chow, Chevalley, Zariski, Weil, Hodge, Gro¨bner, Samuel, Matsusaka, Shimura,
Grothendieck, Serre, Washnitzer, Lubkin, Artin, Kleiman, Jussilla, Deligne, Berthelot,
Illsie, Gersten, Quiller, Bloch, Ogus y Fulton.
Un teorema que tiene un considerable valor pra´ctico en problemas en los que las fig-
uras son espacios lineales, detalla la estructura aditiva y la estructura dual del anillo co-
homolo´gico de la variedad de Grassmann. Este teorema, conocido como Teorema Base,
afirma que los ciclos de Schubert, esto es, las clases de cohomolog´ıa de las variedades de
Schubert, forman una base aditiva del anillo integral de cohomolog´ıa y la base es auto-dual.
Adema´s es un anillo libre de torcio´n [6].
El Teorema Base es esencialmente la solucio´n de Schubert (1866) al problema de carac-
ter´ısticas para espacios lineales. Este teorema fue demostrado rigurosamente por primera
vez por Ehresmann (1934). El observo´ que las variedades de Schubert proporcionan una
descomposicio´n celular de la variedad de Grassmann y derivo´ la estructura aditiva del
anillo de cohomolog´ıa.
Informacio´n acerca de la estructura multiplicativa del anillo de cohomolog´ıa de la
variedad de Grassmann puede ser u´til para iniciar muchas investigaciones.
Dos fo´rmulas desarrolladas son particularmente importantes, ambas implican ciertos
ciclos especiales de Schubert.
Dados dos ciclos de Schubert complementarios σa1···ak , σb1···bk , su producto de Schubert
esta´ dado por #(σa · σb) = σ
n−k−bk,...,n−k−b1
a1,...,ak , donde a := (a1, . . . , ak), b := (b1, . . . , bk).
Este producto depende so´lo de la clase de cohomolog´ıa de los ciclos y se suele denotar por:
[σa] · [σb], donde los corchetes denotan las clases respectivas. Este producto es distinto de
cero, si existen representantes de σa y σb, respectivamente, que se intersecan.
La primera fo´rmula se conoce actualmente como fo´rmula de Pierri y expresa el
producto de un ciclo de Schubert arbitrario con un ciclo de Schubert especial. La segunda
fo´rmula, conocida actualmente como fo´rmula de Giambelli o fo´rmula Determinantal,
expresa un ciclo de Schubert arbitrario como un deternimante de los ciclos de Schubert
especiales.
La fo´rmula de Pierri puede usarse para encontrar el nu´mero
1!2! · · · k!h!
(n− k)! · · · n!
de k planos en el n-espacio que intersecan h = (k +1)(n− k)(n− k− 1)-planos generales;
dicho nu´mero es igual al grado de variedades de Schubert definida por una relacio´n lineal en
las coordenadas de Plu¨cker, en adicio´n a las relaciones cuadra´ticas definidas en la variedad
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de Grassmann G(k, n). Ma´s generalmente, la fo´rmula de Pierri puede usarse para encotrar
el nu´mero
i!
a0!.....ak!λ > µ
Π(aλ − au)
con i =
∑
(aj − j), de k-planos en el n-espacio que satisfacen una condicio´n de Schubert
y que tienen como dimensio´n los nu´meros aj , los cuales intersecan i(n − k − 1)-planos
generales ; el nu´mero es igual al grado del producto (a0, . . . , ak)σ1, el cual es tambie´n el
grado de la variedad de Schubert σa1···ak .
La fo´rmula de Giambelli, en conjuncio´n con el Teorema Base, implica que toda clase
cohomolo´gica es igual a una combinacio´n lineal de productos de los ciclos de Schubert
especiales; en otras palabras, los ciclos de Schubert especiales forman la base de una
Z-a´lgebra.
A continuacio´n, se muestra, con algunos ejemplos, co´mo pueden usarse las fo´rmulas de
Pierri y Giambelli en la resolucio´n de problemas enumerativos.
Ejemplos:
1. Dadas cuatro l´ıneas de P3, `1, `2, `3, `4, en posicio´n general, el problema consiste en
determinar cua´ntas l´ıneas intersecan a las cuatro l´ıneas dadas.
Sabemos que el conjunto de l´ıneas de P3 es la Grassmanniana de G(2, 4) y, en el
primero de los ejemplos de la seccio´n anterior, vimos que para una bandera proyectiva
fija p ∈ ` ⊂ h que consiste en de un punto, una l´ınea y un hiperplano de P3,las
variedades de Schubert son:
σ10(`0) =
{
` ∈ P3 | ` ∩ `0 6= ∅
}
σ20(p) =
{
` ∈ P3 | p ∈ `
}
σ11(h) =
{
` ∈ P3 | ` ⊂ h
}
σ21(p, h) =
{
` ∈ P3 | p ∈ ` ⊂ h
}
Podemos ver que el conjunto de l´ıneas que intersecan una l´ınea `i dada, es justamente
σ10(`i); as´ı que la respuesta al problema viene dada por: cuatro veces el producto
de σ10 consigo misma, es decir [σ10]
4. Aplicando las fo´rmulas de Pierri y Giambelli,
se obtiene que: [σ10]
4 = 2.
Por lo tanto, la respuesta al problema es: dos l´ıneas intersecan a cuatro l´ıneas dadas
de P3 que esta´n en posicio´n general.
2. Dados seis 2-planos h de P4 en posicio´n general, el problema consiste en determinar
cua´ntas l´ıneas intersecan a los seis 2-planos.
Sabemos que el conjunto de rectas de P4 es la GrassmannianaG(2, 5) y, en un ejemplo
de la seccio´n anterior, vimos que para una bandera proyectiva fija p ∈ ` ⊂ h ⊂ k,
que consiste de un punto, una l´ınea, un 2-plano y un 3-plano del P4, la variedad de
Schubert de codimensio´n uno y denotada por σ10, se describio´ como el conjunto de
rectas de P4 que intersecan a un 2-plano h dado.
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De manera que la solucio´n al problema esta´ dada por: seis veces el producto de σ10
consigo misma, es decir [σ10]
6, en G(2, 5).
Aplicando las fo´rmulas de Pierri y Giambelli, se obtiene que: [σ10]
6 = 5. Por lo
tanto, se obtiene como respuesta al problema que: 5 l´ıneas intersecan seis 2-planos
dados del P4 que esta´n en posicio´n general.
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