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Abstract
The miniature bulge test is a known method for characterizing the full stress-strain response of freestanding thin ﬁlms.
However, some discrepancies between quantitative results in the literature may be attributed to erroneous assumptions on
the bulge shape. In this research, a specialized global Digital Image Correlation technique is developed that circumvents
the need for bulge shape assumptions by correlating directly high-resolution proﬁlometry maps of bulged membranes
to yield full-ﬁeld continuous displacement maps, from which local strain maps can be computed. Additionally, local
curvature maps are also derived.
© 2012 Published by Elsevier Ltd. Peer-review under the responsibility of H.D. Espinosa and F. Hild
Keywords: Bulge test, thin ﬁlm, displacement measurement, strain and curvature ﬁelds
1. Introduction
Thin ﬁlms are widely utilized in micro-electronic applications, often in multi-layered conﬁgurations,
comprising diﬀerent materials with a wide range of mechanical properties [1, 2]. During manufacturing and
in-service use the thin ﬁlm structures may be subjected to large mechanical loads, for instance, due to a
mismatch in thermal expansion or in applications such as in ﬂexible displays where ﬂexing or stretching of
the device is a product function. It is important to be able to assess the mechanical response of these thin
ﬁlms to predict failure for product reliability optimization. Predictive ﬁnite elements simulations, however,
require the knowledge of the mechanical behavior of thin ﬁlms, which may strongly diﬀer from its bulk
counterpart because of so-called “size eﬀects.” Size eﬀects often occur when one of the geometrical length
scales (e.g., the thickness) is of the same order as a micro-structural length scale (e.g., the grain size [3,
4, 5]). Additionally, it has been shown that the mechanical properties of thin ﬁlms may depend on the
substrates they are adhered to [6], typically showing a decrease in strength for free surfaces (e.g., in MEMS
applications) and an increase in strength for a (fully) passivated surface (e.g., in multi-layer micro-chips).
Consequently, an experimental method is preferred that can test these thin ﬁlms in the same micro-structural
conﬁguration as used in their application. The plane strain bulge test is such a method, being recognized as
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a powerful experiment that can measure full (isothermal) stress-strain curves, including the plastic regime,
of freestanding thin ﬁlms [7, 8].
P
2a b
t δ
Fig. 1. Schematic views of a plane strain bulge test experiment. A slender rectangular membrane with width 2a and thickness t is
deﬂected out-of-plane over a distance δ by a pressure P.
In the plane strain bulge test, a membrane of rectangular shape is deﬂected by a “lateral” pressure, while
the vertical deﬂection in the center of the membrane is measured, see ﬁgure 1. In the conventional analysis,
the membrane shape is assumed to be cylindrical, allowing the global stress and strain of the membrane to
be approximated by use of the so-called “plane strain bulge equations” [9]
σt =
P
tκ
, (1)
εt =
1
aκ
sin−1 (aκ) − 1 , (2)
κ =
2δ
a2 + δ2
. (3)
where σt is the tangential membrane stress, εt the tangential membrane strain, κ the curvature of the cylin-
drical part of the membrane, P the applied lateral pressure, t the membrane thickness, a half the membrane
width, and δ the deﬂection of the center of the membrane (ﬁgure 1). This theory relies on the assumption of
a negligible bending rigidity (i.e., vanishing thickness).
Even though the plane strain bulge test has been widely used and extensively analyzed [10], quantitative
results in the literature do not always seem to match. One of the reasons for this discrepancy may be the
fact that the real membrane deformation is typically more complex than a purely cylindrical deformation,
including (i) localized strains close to the boundaries where the membrane is clamped, (ii) heterogeneous
membrane deformation over the rest of the membrane, i.e., the plane strain state is only found near the center
of the rectangular membrane, and (iii) the possible eﬀects of anisotropy in the material behavior. None of
the above are taken into account in the standard bulge equations.
It would thus be beneﬁcial to develop a method that can measure the full-ﬁeld stress and strain in a
bulged membrane directly from local information away from the boundaries, circumventing the need for
a priori assumptions on the membrane deformation and boundary conditions. The present contribution
aims at providing such a method. The strategy is based on a full-ﬁeld topographical measurement of the
membrane surface (e.g., confocal surface proﬁlometry, or atomic force microscopy). On the surface a pattern
is applied so that Digital Image Correlation (DIC) is used to obtain the full-ﬁeld displacement. Subsequently,
strain and curvature ﬁelds are extracted from the surface topography, from which the stress is determined
by considering local static equilibrium. To meet this goal, in the current work a custom “global DIC”
algorithm is developed that is tailored speciﬁcally to be insensitive to micro-ﬂuctuations in the position ﬁeld
for maximum accuracy of the curvature determination, which involves a double derivative of the position
ﬁeld.
2. Experimental Setup
A custom bulge test apparatus is designed and manufactured allowing for the deﬂection of thin mem-
branes. The apparatus consists of a pressure chamber ﬁlled with ethanol. A piston connected to a linear
motor acts as the pressure actuator. The apparatus is equipped with three pressure sensors, each with its
own working regime, namely, 0 < P < 0.5 MPa, 0 < P < 1.5 MPa, and 0 < P < 5 MPa. The apparatus is
small enough to ﬁt underneath the scan-head of, for instance, an optical surface proﬁlometer (ﬁgure 2a), in
the present case a Sensofar Plμ4200 confocal proﬁlometer.
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Fig. 2. (a) Photograph of the custom bulge test apparatus when the bulge membrane surface topography is measured with an optical
confocal proﬁlometer. (b) Schematic view of the tested samples, a 100 nm thick Si3N4 membrane is framed by a 200 μm thick Silicon
window.
The experimental technique is validated on bulge experiments of a 100 nm thick Si3N4 membrane with
a length and width of 1 and 6 mm, respectively (ﬁgure 2b). These Si3N4 membranes are commercially
available products, created with high precision lithographic KOH etching procedures, normally used as
Transmission Electron Microscopy (TEM) grids. The well-deﬁned geometry of these membranes and the
known material properties of Si3N4 make this a well deﬁned test case. Moreover, this bulge membrane
is chosen speciﬁcally to deform fully elastically and to be largely insensitive to the assumptions made in
the bulge equations [11], which allows for an optimum comparison between the conventional bulge test
method with its bulge equations and the to-be-developed full-ﬁeld measurement technique. It should be
noted, however, that the bulge equations are often applied to samples far less ideal.
For correlation purposes, a pattern is created by evaporating a solution of 80-500 nm Ag particles in
ethanol from the membrane. However, the particles often form clusters of size of a few micrometers. The
particles stick to the membrane through physical (Van der Waals) adhesion without inﬂuencing the me-
chanics of the experiment signiﬁcantly. This is conﬁrmed by the equal response measured using the bulge
equation method on a patterned and a non-patterned membrane experiment. Moreover, it is possible to clean
the pattern from the membrane using ethanol, indicating no chemical bonding between the particles and the
membrane. The measurement sequence consists of incremental loading steps where each time the pressure
is increased and then held at a constant pressure. During the constant pressure interval the surface topogra-
phy of the bulged membrane is acquired using the confocal proﬁlometer, two typical topographies (hr and
hd) are shown in ﬁgure 3.
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(a) Topography of the reference conﬁguration hr
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(b) Topography of the deformed conﬁguration hd
Fig. 3. Two measured bulge test proﬁles hr and hd , at P = 0 MPa and P = 0.1 MPa, respectively. A pattern is applied on the surface
using micrometer-sized clusters of Ag particles.
3. Global Digital Image Correlation
To obtain the displacement ﬁeld from the measured surface topographies a custom “global DIC” method
is developed. The development is along the same line as prior “global DIC” approaches, described in more
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detail in References [12, 13], except for the fact that the current method can deal with the quasi 3D informa-
tion associated with the surface height topographies of the moving bulge membrane surface, yielding a 3D
displacement ﬁeld as a function of a 2D position vector [14]. The method starts by considering the conser-
vation of topography between a deformed conﬁguration hd and the corresponding reference conﬁguration hr
hd
(
x + uxy(x)
)
= hr(x) + uz(x) + no(x) (4)
where x is an in-plane coordinate vector, uxy the in-plane displacement, uz the out-of-plane displacement,
and no acquisition noise. This conservation is written in its weak form by considering the minimization of
the sum of squared height diﬀerences over the considered domain
η2 =
∫ [
hr(x) − hd
(
x + uxy(x)
)
+ uz(x)
]2
dx =
∫
r(x)2dx, (5)
where r(x) is the residual ﬁeld, and η the global residual that is minimized in the global DIC procedure.
The displacement ﬁeld is parameterized as a sum of basis functions ϕn(x) that act over the entire region of
interest and are weighted with a discrete set of degrees of freedom un
u(x) = ux(x)ex + uy(x)ey + uz(x)ez =
∑
n
unϕn(x)ei, (6)
where i = {x, y, z} and the basis functions ϕn(x) are, for instance, polynomials dependent on the in-plane
coordinate x = xex + yey
ϕn(x, y) = xα(n)yβ(n). (7)
These basis functions are speciﬁcally chosen in this research because the resulting displacement ﬁeld
obtained from the quasi 3D global DIC procedure, which yields the degrees of freedom as output, is contin-
uously diﬀerentiable. Such a smooth displacement ﬁeld is important as the sought stress ﬁeld is related to
the membrane curvature ﬁeld, which in turn can be obtained by double diﬀerentiation of the displacement
ﬁeld, as demonstrated below. Therefore, a continuously diﬀerentiable displacement ﬁeld allows for robust
determination of the curvature, or in other words, the measurement noise is eﬀectively ﬁltered out in the
quasi 3D global DIC procedure. This is in contrast with a “local” DIC setting, where the displacements of
smaller zones of interest are tracked, and the displacement of their centers ﬁtted to a functional form ﬁeld
with a desired (but arbitrary) regularity. A too low level of ﬁltering gives a noisy curvature, whereas a too se-
vere one may depart from the raw result without quantitative indicator on this distance. The main advantage
of the global approach is the reduction in the number of unknowns, yet with a form of displacement ﬁeld
that is expected to capture the actual kinematics faithfully. The large support of the chosen basis provides
both high robustness and low noise sensitivity.
Note that each basis function (of degree [α, β]) can be applied in three position directions, associated
with three degrees of freedom. For instance, when the basis function of degree [1, 0] (e.g., ϕ10 = x) is applied
in the x-direction it describes a constant normal strain (εxx), whereas it describes a constant shear strain (εxy)
when applied in y-direction, and a constant tilt in the surface height when applied in the z-direction.
The choice for the number of degrees of freedom should be made carefully. On the one hand, using
less degrees of freedom corresponding to a lower polynomial order results in a more robust correlation
that is less sensitive to noise. On the other hand, the parameterized displacement ﬁeld should be rich
enough to be able to describe the full kinematics of the membrane deformation in the bulge experiment.
Therefore, the minimum number of degrees of freedom should be chosen on consideration of the residual
ﬁeld, r(x), which will show systematic deviations from zero when the parameterized displacement ﬁeld
contains insuﬃcient kinematic degrees of freedom. Additionally, it is known that polynomial functions
exhibit a loss of conditioning for high polynomial order, α, β, close to the domain boundary. However, for
the bulge membrane the highest required polynomial order was 2, and no signiﬁcant eﬀect was observed.
The full list of used basis functions is given in ﬁgure 5.
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4. Determination of curvature ﬁelds
The curvature of a surface, κt, in a given direction tangent to the surface, t, is equal to the variation of the
surface normal vector, n, in the tangent direction. Therefore, the curvature is most conveniently calculated
from the curvature tensor, κ, which is the dyadic product of the gradient operator and the normal vector
κ = ∇ ⊗ n, (8)
where the gradient operator is given by
∇ = ex ∂
∂x
+ ey
∂
∂y
+ ez
∂
∂z
. (9)
The normal vector is calculated from the position ﬁeld of the bulge proﬁle, i.e., z = f (x, y), which is obtained
from the measured displacement ﬁeld and is written in the form F(x, y, z) = f (x, y) − z = 0, through
n =
∇F
||∇F|| , (10)
where∇F corresponds to the direction and magnitude of steepest slope. Once the curvature tensor is known,
the curvature ﬁeld in a tangent direction is calculated as
κt(x) = t · κ · t, (11)
where the unit tangent vector, t(τ), along an in-plane unit vector τ(x) = τxex + τyey reads
t =
τxex + τyey + (∇f ) · τ ez√
τ2x + τ
2
y +
[
(∇f ) · τ]2
. (12)
Often, it is useful to know the maximum and minimum curvatures, which are the principal curvatures,
κ1(x) and κ2(x), in the direction of the (unit) principal curvature vectors, t1(x) and t2(x). This means that the
principal curvatures and principal curvature directions are the eigenvalues and eigenvectors of the curvature
tensor and are thus obtained through a diagonalization of the curvature tensor. Vectors t1(x) and t2(x) are
perpendicular to each other and tangent to the surface, i.e., t1 × t2 = n. It is to be observed that in general,
the computation of the curvature involves geometrical non-linearities, as shown above, which have to be
taken into account if the slope of the bulge becomes signiﬁcant.
5. Synthetic Bulge Test
The new methods are ﬁrst applied to a synthetic experiment, to allow for the veriﬁcation of the procedure
without having to deal with measurement uncertainties. Only one half of the membrane is modeled with
a Finite Element model using 15,000 8-node quadratic thick shell elements. The material model used is
elastic in a large displacement formulation, where the material parameters of Si3N4 are chosen (i.e., Young’s
modulus of E = 235 GPa, and Poisson’s ratio of ν = 0.27). The mesh was tested for mesh convergence
and, in fact, the current number of elements used is larger then necessary, to yield a ﬁner spacing for the
diﬀerentiation steps that are needed to obtain the curvature ﬁelds.
From the simulation, but also in the experiment, the initial (nodal) positions and the incremental dis-
placements are recorded, which yields the surface height proﬁle as a function of the initial in-plane position
vector. Therefore, an additional numerical interpolation step is applied to obtain the surface height proﬁle
as a function of the current position vector, which is required when using equation (10). Subsequently,
the normal vector ﬁeld and curvature tensor are obtained by numerical diﬀerentiation using equation (10)
and (8), respectively. The tangent vector ﬁelds in x- and y-direction are obtained with equation (12), and
the curvature ﬁelds in x- and y- direction with equation (11). These ﬁelds are plotted in ﬁgure 4 together
with the topography. Note that, in the plane strain area, the curvatures in the x- and y-directions match what
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is expected from the bulge equations, i.e., κx ≈ 0.42 mm−1 and κy ≈ 0 mm−1, and match the curvatures
obtained from the integration points of the shell elements (ﬁgure 4e-h).
It is to be emphasized that the present numerical simulation was performed in a more general framework
than the membrane approximation used to derive the “bulge equations” (1-3). The presented result not only
validates the applicability of the membrane approximation for the problem at hand, but also shows that
the edge eﬀect due to the ﬁnite extension of the rectangular geometry only aﬀects a narrow region whose
extent is of the order of the bulge ﬁlm width. The above results demonstrate that the curvature ﬁelds can
be obtained correctly also in a numerical environment and with the additional numerical interpolation step,
which gives conﬁdence for the determination of the curvature ﬁelds from the experimental quasi 3D global
DIC data as discussed next.
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Fig. 4. Synthetic experiment where one half of the bulge membrane is simulated using a ﬁnite element model.
6. Experimental results
The newly-developed quasi 3D global DIC procedure with a parameterized displacement ﬁeld with 12
degrees of freedom is applied to the series of surface height proﬁles (in the plane-strain region of the bulge)
as a function of bulge pressure, as shown in ﬁgure 3, in order to obtain the change of the 3D displacement
ﬁeld. As an example, ﬁgure 5 shows the three components of the 3D displacement ﬁeld, as obtained for
the bulge membrane at a pressure of P = 0.1 MPa. As above mentioned, the quality of the correlation
can be checked from the residual ﬁeld, r(x), which is also shown in ﬁgure 5. The residual ﬁeld shows
some local peaks around the Ag particles, which are naturally present due to the fact that the membrane
rotates with increasing pressure resulting in a change of eﬀective viewing angle of the particles with the
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surface height proﬁlometry. Apart from these local peaks, no systematic deviation from zero is found in
the residual ﬁeld, thereby indicating that the parameterized displacement ﬁeld with 12 degrees of freedom
contains suﬃcient kinematic freedom to describe the membrane deformation, namely, the measurement of
the quasi 3D displacement ﬁeld is successful.
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Fig. 5. (a,b,c) Displacement ﬁelds in x-, y-, and z-directions obtained from the DIC procedure. (d) Residual ﬁeld r, which shows the cor-
relation error when using 12 shape functions, namely [α, β] = {[0, 0], [1, 0], [0, 1], [2, 0]} for the x-direction, [α, β] = {[0, 0], [1, 0], [0, 1]}
for the y-direction and [α, β] = {[0, 0], [1, 0], [0, 1], [2, 0], [0, 2]} for the z-direction.
The method to obtain the curvature ﬁelds is applied to the measured position and displacement ﬁelds,
for which the results are shown in ﬁgure 6. Even though the curvatures (and deﬂections) are very small,
the normal and tangent vector ﬁelds are obtained correctly. More importantly, since the measurement re-
sult only contains data from the plane strain part of the membrane, the obtained curvature ﬁelds are nearly
constant and match the results from the bulge equations and the synthetic experiment. Only the curvature
along the x- and y-axes are shown as the cross term, κxy is essentially 0 over most of the analyzed domain.
Let us stress that the proposed analysis shows that the curvature along the membrane longitudinal axis is
vanishingly small. This is important, since the bulge equations assume that this curvature is null (i.e., plane
strain assumption). The proposed procedure thus indicates if this assumption is satisﬁed on the observed
ﬁeld of view. In such a case, the balance equation allows stress measurements to be performed without an
assumption on the constitutive law. Interestingly, no measurement noise seems to be visible, i.e., all the ob-
tained results are perfectly smooth. This is because, in the global DIC procedure, only smooth displacement
ﬁelds are considered.
A quantitative analysis of the eﬀect of noise has been performed but is not documented herein. The latter
analysis allows to design the most appropriate order of polynomials to be used for the best compromise in
terms of ﬂexibility of the analysis to capture the actual displacement ﬁeld, and noise sensitivity with respect
to the chosen quantity of interest and its location.
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Fig. 6. Experimental results taken at a pressure increment of P = 0.1 MPa
7. Conclusions
A custom version of global Digital Image Correlation has been developed to cope with the 3D nature
of the surface proﬁlometry data, where the gray-level has the meaning of z-position. First, a bulge tester
has been miniaturized to ﬁt underneath a microscope, e.g., a confocal optical proﬁlometer, enabling for
full-ﬁeld surface topography measurements of a bulging membrane. The newly-developed 3D global DIC
method yields full-ﬁeld displacement maps of the bulging membrane and utilizes a long wavelength dis-
cretization basis to enforce a smooth and continuously diﬀerentiable measured displacement ﬁeld. This
makes it possible to calculate the membrane curvature ﬁeld from the double derivative of the position ﬁeld
with high accuracy.
Both the displacement measurement and the curvature calculation have been tested on a simulated ﬁnite
element method synthetic experiment, and a proof of principle experiment performed under conditions
known to be well approximated by the bulge equations, to which the experimental measurements have
been compared. The results from these studies give conﬁdence that the method can be used to capture the
three-dimensional displacement ﬁelds and curvature ﬁelds of bulge membranes without using any a priori
knowledge on the kinematics, relieving the need for the bulge equations with its associated assumptions.
The method will be further developed to be able to capture full-ﬁeld stress and strain maps, the details of
which are still under development.
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