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1. Introduction
This paper is motivated by the study of the Lyapunov stability of periodic solutions of nonlinear
time-periodic planar systems, which is an important problem in the theory of dynamical systems.
Classical tools such as the Birkhoff normal forms and the Moser twist theorem [12,20] can yield some
answer to the stability in a qualitative way. Based on these theoretical tools, an analytical method,
called the third order approximation, for studying time-periodic Lagrangian equations has been de-
veloped recently by Ortega in a series of papers [15–18]. In order to compute the twist coeﬃcients of
elliptic solutions of Lagrangian equations, Ortega [17] has ingeniously established a result on the Hill
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x¨+ a(t)x = 0. (1.1)
That is, when (1.1) is elliptic, there exists a translation of time
s = α(t − t0), t0 ∈ R, α > 0, (1.2)
which transforms (1.1) into an R-elliptic one, i.e., the monodromy matrix of the transformed equation
is a rigid rotation. This result has some independent interest, because it has given the more precise
information that the monodromy matrix is a planar symplectic matrix. A nice illustrating example for
Ortega’s approach is the so-called swing [13,18]
x¨+ a(t) sin x = 0, a(t) > 0, a(t) ∈ C(R/TZ). (1.3)
That is, the equilibrium x(t) = 0 of the swing (1.3) is stable if and only if its cubic approximation
x′′ + a(t)x− a(t)
6
x3 = 0
is stable.
After that, some researchers have extended the applications of the third order approximation, and
some important stability results for several types of Lagrangian equations have been established. We
refer the reader to [6,13] for the forced pendulum, and [3,23,24] for the singular equations.
However, the corresponding analytical method for studying the stability for general nonlinear pla-
nar systems has not been established in the literature up to now. The goal of this paper is to ﬁll this
gap and to bring the reader’s attention to this topic. To do this, we ﬁrst establish one basic result on
a certain class of linear planar Hamiltonian systems in Section 2. That is, when the linear periodic
planar Hamiltonian system is elliptic, there always exists a translation of time, which transforms the
systems into an R-elliptic one.
Based on this fact for linear systems, it is possible to follow the works of Ortega to develop some
further analytical method for studying the Lyapunov stability for more general nonlinear planar sys-
tems, at least when the linearization systems can be reduced to Hill equations. However, since planar
nonlinear systems are more complicated than scalar Lagrangian equations, as an initial step toward
the general method, we will consider, in Section 3, the following nonlinear system
⎧⎪⎪⎨
⎪⎪⎩
x˙ = a(t)y + c(t)y2n−1 + ∂G
∂ y
(t, x, y),
y˙ = −b(t)x− d(t)x2n−1 − ∂G
∂x
(t, x, y),
(1.4)
where a, b, c, d are T -periodic functions and n  2, and G : R × B(0) → R is a continuous function
with continuous derivatives of all orders with respect to the second variable, T -periodic in t and
G(t, x, y) = O ((x2 + y2)n+1/2), (x, y) → (0,0), (1.5)
uniformly with respect to t ∈ R. For such an example, a quite complete Lyapunov stability result for
the trivial solution will be proved.
The proof of the main theorem of this paper is based on a careful computation of certain Birkhoff
normal forms together with some stability results of ﬁxed points of area-preserving maps in the plane,
which were proved by Ortega in [16], and the proof was based on application of the twist theorem.
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physical example: the relativistic oscillator. More generally, we consider the stability of the equilib-
rium of a Φ-Laplacian equation
(
Φ(x′)
)′ = f (t, x), (1.6)
where Φ is a suitable increasing homeomorphism with Φ(0) = 0. From a dynamical perspective, the
most relevant example is the relativistic operator
Φ(s) = s√
1− s2 .
In this case, the equation can be seen as the model for the motion of a particle moving on a straight
line subjected to an external ﬁeld and to relativistic effects [4]. For general Φ-Laplacian equations,
some existence results for (1.6) have been proved by Mawhin and his co-workers in [1,2,10,11], where
tools like Leray–Schauder degree, Mawhin continuation theorem, the method of upper and lower
solutions are used. However, as far as we know, the stability of the periodic solutions has not been
considered before, and only the recent work [14] can be cited.
2. Reduction from ellipticity to R-ellipticity
In this section, we will prove some basic results on linear planar Hamiltonian systems. Consider
the nonlinear planar Hamiltonian system
y˙ = J∇yH(t, y), (2.1)
where
J =
(
0 −1
1 0
)
is the symplectic matrix, and H = H(t, y) : R × R2 → R is a smooth Hamiltonian.
Suppose that H(t, y) is T -periodic in t and (2.1) has a T -periodic solution y = ϕ(t). By the change
of variables y = ϕ(t) + y˜, (2.1) can be rewritten as
˙˜y = J B(t) y˜ + ∇ y˜ H˜(t, y˜), (2.2)
where B(t) = ∇yH(t,ϕ(t)) and H˜(t, y) is a Hamiltonian with H˜(t,0) = 0 and ∇ y˜ H˜(t,0) = 0. Write
y˜ = ( y˜1, y˜2)T . The linear part of (2.2) is a linear Hamiltonian system
˙˜y = J B(t) y˜, (2.3)
where
B(t) =
(
α(t) β(t)
β(t) γ (t)
)
,
with α(t), β(t), γ (t) being smooth T -periodic functions.
Lemma 2.1. (See [7].) There exists a smooth function t → ψ(t) such that the change of variables
y˜ = Rψ(t)x (2.4)
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x˙1 = a(t)x2, x˙2 = −b(t)x1. (2.5)
Here, for θ ∈ R, Rθ =
( cos θ − sin θ
sin θ cos θ
)
is the rigid rotation.
The function ψ(t) was constructed explicitly in [7]. In case B(t) is T -periodic, by checking the con-
struction there, one can see that Rψ(t) is also T -periodic. Since the transformation (2.4) is canonical,
it will transform (2.2) into a Hamiltonian system as well. After these spatial changes, without loss of
generality, we only consider linear systems of form (2.5).
For the linear system (2.5), the Poincaré matrix, or the Poincaré map, is
M =
(
φ1(T ) φ2(T )
ψ1(T ) ψ2(T )
)
,
where (φ1(t),ψ1(t))T and (φ2(t),ψ2(t))T are real-valued solutions of (2.5) satisfying φ1(0) = 1,
ψ1(0) = 0 and φ2(0) = 0, ψ2(0) = 1, respectively. The eigenvalues λ1,2 of M are called the Floquet
multipliers of (2.5). Obviously λ1 · λ2 = 1. We can distinguish (2.5) in the following three cases:
• elliptic: λ1 = λ¯2, |λ1| = 1, λ1 = ±1;
• hyperbolic: 0< |λ1| < 1< |λ2|;
• parabolic: λ1 = λ2 = ±1.
It is well known that (2.5) is stable in the sense of Lyapunov if and only if (2.5) is elliptic, or is
parabolic with further property that all solutions of (2.5) are T -periodic solutions in case λ1 = λ2 = 1,
or 2T -periodic solutions in case λ1 = λ2 = −1. See, for example, [5, Theorem 7.2].
For convenience, we write the linear system (2.5) into the equivalent form
X˙ = A(t)X (2.6)
with
X =
(
x1
x2
)
, A(t) =
(
0 a(t)
−b(t) 0
)
.
In order to emphasize the dependence of M upon the matrix A and the period T , we write the
Poincaré matrices as
M = M(A, T ).
In the following we are concerned with the elliptic case, where the Floquet multipliers of (2.6)
are λ and λ¯ with λ = exp(iθ), θ > 0, θ = nπ , n = 1,2, . . . . In general, M(A, T ) is conjugate, in the
symplectic group
Symp
(
R
2)= {M :R2 → R2 is linear, and detM = 1},
to the rigid rotation Rθ . Note that Symp(R2) is a 3-dimensional Lie group.
Deﬁnition 2.2. We say that the system (2.6) is R-elliptic, if (2.6) is elliptic and its Poincaré matrix is a
rigid rotation.
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let us introduce the fundamental matrix solution Φ(t) = Φ(t, A) of (2.6), which is the matrix solution
of (2.6) satisfying Φ(0) = I2. Evidently, M(A, T ) = Φ(T , A).
At ﬁrst we consider temporal changes in (1.2)
Tα,t0 (t) := α(t − t0), t ∈ R, (2.7)
where α > 0, t0 ∈ R. These form a Lie group of dimension 2. Under the changes s = Tα,t0 (t) and
Y (s) = X(t0 + s/α), system (2.6) is transformed into a new Hamiltonian system
Y ′(s) = Aα,t0 (s)Y (s), (2.8)
where Aα,t0(s) = α−1A(t0 + s/α) is Tα := αT periodic in s and ′ = dds . The fundamental matrix solu-
tion of (2.8) is given by
Φ(s, Aα,t0 ) ≡ Φ(t0 + s/α, A)Φ(t0, A)−1.
Hence, the corresponding Poincaré matrix M(Aα,t0 , Tα) of (2.8) is given by
M(Aα,t0 , Tα) = Φ(t0 + T , A)Φ(t0, A)−1
= Φ(t0, A)Φ(T , A)Φ(t0, A)−1
= Φ(t0, A)M(A, T )Φ(t0, A)−1. (2.9)
Here the equality Φ(t0+T , A) = Φ(t0, A)Φ(T , A) follows from the T -periodicity of A(t). Equality (2.9)
shows that the temporal change (2.7) will yield a spatial conjugacy (in the group Symp(R2)) between
the Poincaré maps M(A, T ) and M(Aα,t0 , Tα).
Lemma2.3. Assume that (2.6) is elliptic with the Floquetmultipliers λ and λ¯with λ = exp(iθ), θ > 0, θ = nπ ,
n = 1,2, . . . . Moreover, assume that a(t) in (2.6) satisﬁes
a(t) = 0 for all t ∈ R. (2.10)
Then there exist t0 ∈ R and α > 0 such that, by taking Dα = diag(α,α−1), one has either
(i) M(Aα,t0 , Tα) = DαRθ D−1α , or
(ii) M(Aα,t0 , Tα) = DαR−θ D−1α .
Proof. Let λ = exp(iθ) be a Floquet multiplier of (2.6). Take any (complex) eigenvector v ∈ C2 of
M(A, T ) corresponding to the eigenvalue λ. Then the complex-valued solution (x1(t), x2(t))T of (2.6)
with initial condition X(0) = v satisﬁes
x1(t + T ) = λx1(t) and x2(t + T ) = λx2(t) for all t ∈ R. (2.11)
As |λ| = 1, the function t → |x1(t)|2 is real-valued and T -periodic. Hence there exists t0 ∈ R such
that
d
dt
∣∣x1(t)∣∣2 = 0 at t = t0.
Since x1(t) is nontrivial, we can choose t0 such that x1(t0) = 0. Deﬁne
φ(t) = x1(t)/x1(t0), ψ(t) = x2(t)/x1(t0).
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φ(t0) = 1, d
dt
∣∣φ(t)∣∣2 = 0 at t = t0. (2.12)
Set φ(t) = φ1(t) + iφ2(t) and ψ(t) = ψ1(t) + iψ2(t). The equality (2.12) shows that
φ1(t0) = 1, φ2(t0) = 0, φ′1(t0) = 0. (2.13)
From the ﬁrst equation of (2.5), we have from (2.13)
ψ(t0) = φ˙(t0)/a(t0) = iφ˙2(t0)/a(t0)
is purely imaginary. Hence
ψ1(t0) = 0, ψ2(t0) = 0, (2.14)
because ψ(t) is nontrivial.
Since (φ(t),ψ(t))T is a complex-valued solution of (2.6), we know that (φk(t),ψk(t))T , k = 1,2,
are real-valued solutions of (2.6). Hence
X1(t) :=
(
φ1(t),ψ1(t)
)T
, X2(t) :=
(
φ2(t)/ψ2(t0),ψ2(t)/ψ2(t0)
)T
are again two real-valued solutions of (2.6). By conditions (2.13) and (2.14), one sees that
X1(t0) = (1,0)T , X2(t0) = (0,1)T .
Hence they are two linearly independent real-valued solutions of (2.6). We conclude that the funda-
mental matrix solution of (2.6) satisﬁes
Φ(t, A)Φ(t0, A)
−1 = (X1(t), X2(t)).
In particular,
M(Aα,t0 , Tα) = Φ(t0 + T , A)Φ(t0, A)−1
=
(
φ1(t0 + T ) φ2(t0 + T )/ψ2(t0)
ψ1(t0 + T ) ψ2(t0 + T )/ψ2(t0)
)
=: M˜.
Denote λ = ν1 + iν2, where νk ∈ R, k = 1,2. By the facts (2.11) and (2.13), (2.14), we have
φ1(t0 + T ) = ν1, φ2(t0 + T ) = ν2,
ψ1(t0 + T ) = −ν2ψ2(t0), ψ2(t0 + T ) = ν1ψ2(t0).
Therefore,
M˜ =
(
ν1 ν2/ψ2(t0)
−ν2ψ2(t0) ν1
)
.
It is easy to verify that (1, iψ2(t0))T is an eigenvector of M˜ with the eigenvalue λ. By an elemen-
tary fact from linear algebra, see Lemma 2.4 below, we know that
M˜ = P Rθ P−1, where P = diag
(
1,−ψ2(t0)
)
. (2.15)
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in case ψ2(t0) > 0, (2.15) is M˜ = DαR−θ D−1α . These lead to case (i) and case (ii), respectively, in the
statement of the lemma. 
The fact on linear algebra used in the above proof reads as follows.
Lemma 2.4. (See [16, Lemma 4].) Let Q be a real 2 × 2 matrix with eigenvalues λ and λ¯, an eigenvector
ω = (a + ib, c + id)T ∈ C2 associated with λ. Set
P =
(
a −b
c −d
)
.
Then M = P Rθ P−1 .
Lemma 2.3 asserts that, after temporal changes (2.7), the Poincaré matrices of (2.6) are conju-
gated to rotations via conjugacies in a sub-class of the group Symp(R2). The sub-class consists of the
diagonal matrices Dα , α > 0. However, corresponding to one λ, there are two choices of the rotations.
Now we consider, for linear Hamiltonian systems (2.6), the temporal–spatial changes of the form
s = α(t − t0), x∗(s) = x(t0 + s/α), y∗(s) = α−1 y(t0 + s/α), (2.16)
where t0 ∈ R, α > 0. Then the linear system (2.6) is transformed into
x˙∗ = a∗(s)y∗, y˙∗ = −b∗(s)x∗, (2.17)
where a∗(s) = a(t0 + s/α) and b∗(s) = α−2b(t0 + s/α) are now T ∗ = αT periodic in s. Note that, in
the changes (2.16), one has different scales for x and y.
The following theorem is the main result of this section.
Theorem 2.5. Assume that (2.6) is as in Lemma 2.3. Then there always exist some α > 0 and t0 ∈ R such that
under the transformation (2.16), the transformed Poincaré matrix is a rigid rotation Rθ .
Proof. Let t0, α be as in Lemma 2.3. We have
Φ(t0 + T , t0) = DαRθ D−1α , (2.18)
where exp(iθ), θ ∈ R, is one of the Floquet multipliers of (2.6). Obviously, (2.17) is periodic
with period T ∗ = αT after the transformation (2.16). Suppose that (φ1(t, t0),ψ1(t, t0))T and
(φ2(t, t0),ψ2(t, t0))T are linearly independent real-valued solutions of (2.5) with φ1(t0) = ψ2(t0) = 1
and φ2(t0) = ψ1(t0) = 0, respectively. One may easily verify that (φ∗1(τ ,0),ψ∗1 (τ ,0))T and (φ∗2(τ ,0),
ψ∗2 (τ ,0))T are linearly independent real solutions of (2.17) satisfying φ∗1(0) = ψ∗2 (0) = 1 and φ∗2(0) =
ψ∗1 (0) = 0, respectively. Now (2.18) implies that the monodromy matrix corresponding to the trans-
formed system (2.17) satisﬁes Φ∗(T ∗,0) = Rθ . 
3. Main results
Since the proof of the main results is based on the theory of stability of ﬁxed points of area-
preserving maps in the plane, we recall some basic results in this ﬁeld. These results were proved by
Ortega in [16] and some similar results can be found in [13,21].
Let F :Ω ⊂ C → C be an area-preserving map deﬁned in an open neighborhood of the origin,
z = 0 is a ﬁxed point of F . It is assumed further that F is suﬃciently smooth. For convenience, the
complex notation F = F (z, z¯) is used.
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F (z, z¯) = λz + O (|z|m−1), z → 0 (λ ∈ S1).
Then there exists H = H(z, z¯), a real-valued homogeneous polynomial of degree m such that
F (z, z¯) = λ(z + 2i∂z¯ H(z, z¯) + O (|z|m)), z → 0. (3.1)
Now we assume that F satisﬁes the conditions of Lemma 3.1 with m = 2n, n 2. The polynomial
H given by the lemma can be expressed in the form
H(z, z¯) = β|z|2n +
n−1∑
k=0
(
αkz
k z¯2n−k + α¯k z¯kz2n−k
)
, (3.2)
where β ∈ R and αk ∈ C, k = 0, . . . ,n − 1.
Lemma 3.2. (See [16, Proposition 3.2].) Assume that λ ∈ S1, F satisﬁes (3.1)withm = 2n for some n 2, H is
given by (3.2) and one of the following conditions holds:
(C1) λ2p = 1 for each p = 1, . . . ,n and β = 0;
(C2) λ2p = 1 for some p = 1, . . . ,n and H#(z, z¯) = 0 for each z ∈ C − {0}, where
H#(z, z¯) = 1
2p
2p−1∑
r=0
H
(
λr z, λ¯r z¯
)
.
Then z = 0 is stable with respect to F .
Now we are in position to state the main result of this paper. First we assume that (2.5) satisﬁes
the following condition
φ(t + T ) = λ¯φ(t), ψ(t + T ) = λ¯ψ(t), ∀t ∈ R, (3.3)
where λ ∈ S1 is one of the eigenvalues λ1,2 of M , and φ(t) = φ1(t) + iφ2(t), ψ(t) = ψ1(t) + iψ2(t).
Clearly (φ(t),ψ(t))T is the complex-valued solution of (2.5) satisfying φ(0) = 1, ψ(0) = i.
Remark 3.3. We note that condition (3.3) is not restrictive. In fact, Lemma 2.3 guarantees that (3.3)
holds for the case of ellipticity |λ| = 1, λ = ±1, after a temporal–spatial transformation. When (2.5)
is parabolic and stable, condition (3.3) is always satisﬁed, because all solutions of (2.5) are either
T -periodic or 2T -periodic in this case. Moreover, condition (3.3) is equivalent to saying that the mon-
odromy matrix M of (2.5) is a rotation. In fact, if λ = ±1, M is a rotation different from ±I2, while
M is ±I2 if λ = ±1.
Before stating the main result, we present the following simple result on the linear inhomogeneous
system
{
x˙ = a(t)y + f (t),
y˙ = −b(t)x− g(t), (3.4)
which is a consequence of the formula of variation of constants together with (3.3). Here f and g are
continuous functions.
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we have
x(T ) + iy(T ) = −iλ
T∫
0
(
f (t)ψ(t) + g(t)φ(t))dt.
The main result of this section reads as follows.
Theorem 3.5. Assume that (2.5) is stable, and
∫ T
0 |c(t)|dt = 0,
∫ T
0 |d(t)|dt = 0. Then the trivial solution of
(1.4) is stable, if one of the following two conditions holds:
(H1) c(t) 0, d(t) 0,
(H2) c(t) 0, d(t) 0.
Proof. We prove the result assuming that condition (3.3) is satisﬁed. The result holds for the general
case because we have Remark 3.3.
Let (x(t), y(t))T = (x(t, z, z¯), y(t, z, z¯))T be the solution of the nonlinear system (1.4) with x(0) = q
and y(0) = p, where z = q + ip. The theorem of differentiability with respect to initial conditions
implies that
x(t, z, z¯) = φ¯(t)z + φ(t)z¯
2
+ O (|z|2), z → 0, (3.5)
y(t, z, z¯) = ψ¯(t)z + ψ(t)z¯
2
+ O (|z|2), z → 0. (3.6)
These two expansions are uniform in t ∈ [0, T ].
We look at the nonlinear system (1.4) as one system of the kind (3.4) with
f (t) = c(t)y2n−1(t) + ∂G
∂ y
(
t, x(t), y(t)
)
, (3.7)
g(t) = d(t)x2n−1(t) + ∂G
∂x
(
t, x(t), y(t)
)
. (3.8)
Note from (1.5) and (3.5), (3.6) that
∂G
∂x
(
t, x(t), y(t)
)
,
∂G
∂ y
(
t, x(t), y(t)
)= O (|z|2n) as |z| → 0.
Since we have assumed that (3.3) holds, we can apply Lemma 3.4 to (3.4) to obtain
P (z, z¯) = λz − iλ
T∫
0
g(t)φ(t)dt − iλ
T∫
0
f (t)ψ(t)dt, (3.9)
where f , g are given by (3.7) and (3.8).
Combining (3.5), (3.6) and (3.9), we have the expansion
P (z, z¯) = λz − iλ
T∫
0
c(t)φ(t)
(
φ¯(t)z + φ(t)z¯
2
)2n−1
dt
− iλ
T∫
d(t)ψ(t)
(
ψ¯(t)z + ψ(t)z¯
2
)2n−1
dt + O (|z|2n).0
J. Chu et al. / J. Differential Equations 247 (2009) 530–542 539Then P satisﬁes (3.1) with H given by
H(z, z¯) = − 1
22n
T∫
0
c(t)(φ¯(t)z + φ(t)z¯)2n
2n
dt
− 1
22n
T∫
0
d(t)(ψ¯(t)z + ψ(t)z¯)2n
2n
dt.
The coeﬃcient β in (3.2) is given by
β = − 1
22n+1n
(
2n
n
)( T∫
0
c(t)
∣∣φ(t)∣∣2n dt +
T∫
0
d(t)
∣∣ψ(t)∣∣2n dt
)
.
Since (φ1(t),ψ1(t))T and (φ2(t),ψ2(t))T are linearly independent solutions of (2.5), we know
|φ(t)| = 0, |ψ(t)| = 0 for all t ∈ R.
Assume that condition (H1) holds. Then β < 0 and H(z, z¯) < 0 for all z ∈ C − {0}. When λ2p = 1
for each p = 1, . . . ,n, (C1) is satisﬁed. If λ2p = 1 for some p = 1, . . . ,n, then the deﬁnition of H# and
the negativity of H imply that H#(z, z¯) < 0 for all z ∈ C − {0}, and therefore (C2) holds. If condition
(H2) is satisﬁed, the result holds by similar analysis. 
Remark 3.6. In Theorem 3.5, we have reduced the Lyapunov stability for the equilibrium (x, y) = (0,0)
of nonlinear system (1.4) to that of the corresponding linear system (2.5). For linear systems (2.5), the
stability problem can be studied using eigenvalue theory. Some stability criteria are established in
[19,25]. For example, if a(t) > 0 and b(t) > 0 satisfy
( T∫
0
a(t)dt
)
·
( T∫
0
b(t)dt
)
 4, (3.10)
then (2.5) is in the ﬁrst elliptic region and is therefore Lyapunov stable. Moreover, the constant 4 in
this condition is optimal.
Every stability criterion for the linear system together with the assumption (H1) or (H2) produces
a stability criterion for the nonlinear system (1.4). For example, we have
Corollary 3.7. Assume that a(t) > 0, b(t) > 0 satisfying (3.10),
∫ T
0 |c(t)|dt = 0,
∫ T
0 |d(t)|dt = 0. Then the
trivial solution of (1.4) is stable if (H1) or (H2) is satisﬁed.
As an example, we apply Theorem 3.5 to the following planar system
{
x˙ = h(t) sin y,
y˙ = −l(t) sin x. (3.11)
Corollary 3.8. Assume that h(t), l(t) are positive T -periodic functions. Then the trivial solution of (3.11) is
stable if the linearized system is stable.
Proof. System (3.11) can be regarded as one of (1.4) with n = 2 and
a(t) = h(t), b(t) = l(t), c(t) = −h(t) , d(t) = − l(t) .
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Remark 3.9. In [9], Liu studied the stability of the trivial solution of the system
{
x˙ = c(t)y2m+1 + f1(x, y, t),
y˙ = −d(t)x2n+1 − f2(x, y, t)
(3.12)
with m,n ∈ Z+ , m+n 1. It was required that c(t), d(t) are even functions and f1, f2 are real analytic
in a neighborhood of the origin. Moreover, it was assumed that (3.12) is reversible with respect to the
involution G : (x, y) → (−x, y). Note that, under these assumptions, the equilibrium (x, y) = (0,0) of
(3.12) is always parabolic. However, in Theorem 3.5, both the elliptic and (stable) parabolic cases are
allowed. Therefore, in some sense, our results improve and generalize those in [9] for m = n.
4. Application to the relativistic oscillator
In this section, we study the Lyapunov stability of the equilibrium of (1.6), using the formula given
in Section 3. Throughout this section, we always assume that Φ : (−a,a) → (−b,b) is an increasing
odd homeomorphism with Φ(0) = 0 and 0< a,b∞, such that Φ−1 ∈ C3 can be expanded around 0
as
Φ−1(y) = y + ky3 + · · ·
with k = (Φ−1)′′′(0)/6. Besides, it is assumed that f (t,0) ≡ 0. Therefore x = 0 is an equilibrium
of (1.6).
Usually, a Φ-Laplacian operator is said singular when the domain of Φ is ﬁnite (that is, a < +∞),
on the contrary the operator is said regular. On the other hand we say that Φ is bounded if its range
is ﬁnite (that is, b < +∞) and unbounded in other case. There are three paradigmatic models in this
context:
• a = b = +∞ (regular unbounded): the p-Laplacian operator
Φ1(x) = |x|p−2x with p > 1.
• a < +∞, b = +∞ (singular unbounded): the relativistic operator
Φ2(x) = x√
1− x2 .
• a = +∞, b < +∞ (regular bounded): the one-dimensional mean curvature operator
Φ3(x) = x√
1+ x2 .
Our results will cover the latter two examples, but as it was noted in the Introduction, from a dy-
namical point of view the relativistic operator is perhaps the more relevant case.
Let Φ2(x′) = y. Then (1.6) can be written in the equivalent form
{
x˙ = Φ−12 (y),
˙ (4.1)y = f (t, x).
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(4.1). To apply Theorem 3.5, we express (4.1) in the form
⎧⎨
⎩
x˙ = y + ky3 + · · · ,
y˙ = fx(t,0)x+ 1
2
fxx(t,0)x
2 + 1
6
fxxx(t,0)x
3 + · · · . (4.2)
By an easy computation, k = − 12 , and therefore Theorem 3.5 can be applied.
Theorem 4.1. Assume that f (t, x) satisﬁes f (t,0) = 0 for all t and the linearized equation
x′′ − fx(t,0)x = 0
is stable. Then the equilibrium of (1.6) is stable if the following conditions are satisﬁed
(i) fxx(t,0) = 0 for all t ∈ R;
(ii) fxxx(t,0) 0 for all t ∈ R, and
∫ T
0 | fxxx(t,0)|dt > 0.
Using Theorem 4.1, we can study the following two important examples, and the stability results
are direct from Theorem 4.1.
Example 4.2. The relativistic pendulum: The motion of a pendulum with variable length and relativis-
tic effects can be described by
(
Φ2(x
′)
)′ + (t) sin x = 0, (4.3)
where (t) is a positive and continuous 2π -periodic function.
Corollary 4.3. If the Hill equation x′′ + (t)x = 0 is stable, then the equilibrium of (4.3) is stable.
Example 4.4. The relativistic Sitnikov problem: The motion of an asteroid of negligible mass in a
perpendicular orbit to the plane deﬁned by motion of two primaries in an elliptic Keplerian orbit is
described by the classical Sitnikov equation [8,22]. If relativistic effects are considered, the equation
is
(
Φ2(x
′)
)′ + 2x
(x2 + r(t)2)3/2 = 0, (4.4)
where r(t) is a positive and continuous 2π -periodic function, to denote the distance between the
primaries.
Corollary 4.5. If x′′ + 2
r(t)3
x = 0 is stable, then the equilibrium of (4.4) is stable.
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