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INTRODUCTION

A positive reinforcer is empirically defined as any stimulus
change which, when its presentation is made contingent upon a parti
cular response, will increase the probability of occurrence of that
response in the future.

It makes sense to assume that, other vari

ables being equal, the probability of occurrence of a response will
be a direct function of the magnitude of the reinforcing stimulus
that follows it, such that the greater the amount of reinforcement,
the higher the response rate, the shorter the initial response laten
cy and the greater the resistance to extinction.

The available em

pirical evidence, however, does not unequivocally support such an
assumption.
In runway procedures or simple schedules of reinforcement, an
increase in amount of reinforcement results sometimes in an increase
in response rate (Crespi, 1942; Davenport, Goodrich and Hagquist,
1966; Shettleworth and Nevin, 1965) and sometimes in a decrease
(Conrad and Sidman, 1956; Schrier, 1965).

Some investigators report

a monotonic relationship between manipulations in amount of reinforce
ment and response rate (Young and Shuford, 1955), others have reported
a non-monotonic relationship (Guttman, 1953).

Sometimes smaller

amounts of reinforcement maintain higher response rates than larger
amounts (Estes, 1954; Hurwitz, Walker, Salmon and Peckham, 1965; Marx
and Pieper, 1962).

Sometimes response latencies decrease as a function

of amount of reinforcement (Schrier, 1961); sometimes they increase
(Michels, 1957).

Catania (1963) showed that relative response rates
1
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varied directly as a function of relative amount of reinforcement on
concurrent schedules of reinforcement.

Although some of the subse

quent research has corroborated this notion (Brownstein, 1971; Keller
and Gollub, 1977; Schwartz, 1969; Ten Eyck, 1970), other investiga
tors have reported negative findings (Fantino, Squires, Delbruck and
Peterson, 1972; Neuringer, 1967; Schneider, 1973; Todorov, 1973).
Several investigators have pointed out a number of factors that
might be responsible for these discrepancies in experimental results.
Possible satiation effects as a function of the schedule of reinforce
ment were implicated by Collier and Siskel (1959) when they showed
that response rates during the early parts of a session increased
linearly as a function of sucrose concentration during long fixedinterval (FI) schedules, but not during short FI schedules.

Training

method and volume of presentation of the reinforcer were found to be
possible confounding factors by Collier and Marx (1959) and Collier
and Meyers (1961) respectively.

Harzem and his coworkers showed in a

number of experiments (Harzem, Lowe and Davey, 1975; Harzem, Lowe and
Priddle-Higsom, 1978; Lowe, Davey and Harzem, 1974; Lowe, Davey and
Harzem, 1976; Priddle-Higson, Lowe and Harzem, 1976) that on several
different schedules of reinforcement the duration of the post rein
forcement pause is a direct function of the amount of reinforcement pre
ceding it.

This line of research strongly suggests that an inhibitory

effect associated with the presentation fo the reinforcer itself can
interfere with the assessment of the effects of variations in amount
of reinforcement on response rates maintained by certain schedules of
reinforcement.
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Other investigators (Estes, 1954; Marx and Pieper, 1962) have
shown that higher response rates are maintained by smaller amounts of
reinforcement on fixed-ratio (FR) schedules of reinforcement.

The

FR schedule is a schedule in which the rate of reinforcement is de
pendent upon the rate of responding.

It does not seem unlikely that

this particular quality of this schedule of reinforcement can, in some
instances, override the effects of manipulations in amount of rein
forcement.

The contingencies in a simple runway situation are analo

gous to the ones specified by a FR schedule (Nevin, 1973).

The sooner

the subject leaves the startbox and the faster it runs, the sooner
reinforcement will be received.

It seems that such a contingency

in the runway situation also can obscure whatever other effects mani
pulations in amount of reinforcement may have on response latencies
and running rates.
Neuringer (1967) used a variation of a concurrent schedules pro
cedure and showed that the choice of a particular response manipulandum
was a function of the amount of reinforcement associated with that par
ticular manipulandum.

Response rates and hence relative response rates

did not, however, reflect this effect.

Neuringer's research suggests

also that contingencies inherent to the particular schedule of rein
forcement may obscure the effects of manipulations in. other variables.
Keller and Gollub (1977) showed that relative response rates do match
relative amount of reinforcement on concurrent schedules of reinforce
ment only if each subject is exposed to just one combination of rein
forcement parameters, suggesting that history effects can also play a
role in confounding the effects of other variables.
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It seems safe to assume that in much of the earlier work on amount
of reinforcement, variables other than the manipulation of the rein
forcer per se worked to obscure the effects of manipulations of it.
It is, however, given the many positive results, premature to postulate
that our initial assumption was invalid.

However, it might be imper

ative to reexamine the validity of the original research strategies
and the appropriateness of the dependent variables that were used.
Finding a good measure of behavior has been a problem for the
experimental analysis of behavior every since Skinner (1938) proposed
response rate as the major dependent variable of interest.

The dis

tribution of responses in time in itself is a conditionable dimension
of behavior, as extensive research on schedules of reinforcement has
shown (Ferster and Skinner, 1957; Reynolds, 1968).

Different schedules

of reinforcement generate distinctively different response patterns,
as a function of both the distribution of reinforcers in time and the
contingencies on response rate in effect at the time of reinforcement
presentation.

It seems, therefore, not completely appropriate to

assess the effects of variables other than the schedule of reinforcement
using a specific schedule of reinforcement and the behavior generated
by it, as a baseline against which to assess these effects.

In doing

so, one would, most likely, complicate the analysis unnecessarily.
A number of other procedures and a variety of different response
measures have been proposed to measure the strength of a response.
Warden and Jenkins (1931) developed what is now called the 'Columbia
obstruction technique' to investigate the relative reinforcing
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strengths of different complex reinforcers.

The technique involves

placing a subject in an apparatus consisting of a start box, an elec
trified grid and a goalbox.

Subjects can gain access to the goalbox

(and the reinforcer contained therein) by crossing the grid.

The

amount of shock required to eliminate grid crossings and the number
of crossings that occurred with a fixed level of shock were the de
pendent variables to be used as indices of response strength.

Although

shock intensity promised to provide a metric for comparing reinforce
ment values, the data proved variable, possibly due to the difficulty
in controlling electric shock presentation and the fact that high
shock intensities can permanently suppress behavior as was more re
cently shown

by the work of Azrin and others (Appel and Peterson,

1965; Azrin, 1960).
Hodos (1961) proposed another procedure, the progressive ratio
schedule, and its major dependent variable, the final ratio completed,
as a method of assessing response strength.

The progressive ratio

technique involves increasing the ratio requirement of a FR schedule
by a fixed number of responses after every reinforcement.

If the re

sponse requirement becomes too large, the subject will stop responding
and the final ratio completed is used as a measure of response strength
for different manipulations.

This procedure has one major drawback

in the fact that the final ratio completed in itself can be a function
of the way in which the ratio size is increased.

Uzunoz (1979),

for instance, showed that the systematic relationship found between
the final completed ratio and increment values in previous studies
which used arithmetic progressive ratio schedules, could only be

R eprod u ced w ith perm issio n o f the co pyrigh t ow ner. F u rthe r rep rod u ction prohib ite d w ith o u t p erm ission.

6

reproduced with a geometric progressive ratio schedule under a very
limited set of experimental conditions.
Nevin (1974) introduced the concept of 'resistance to response
weakening operations' as an appropriate measure of response strength.
Using a three component multiple schedule, in which behavior was main
tained in two components on different schedules of reinforcement,
Nevin introduced free food on different variable-time (VT) schedules
during the third component.

The observed relative decrement in be

havior maintained by the schedules of reinforcement served as an in
dex of response strength.

Although the technique seems promising, it

involves one assumption the value of which still needs to be assessed.
As Snapper (1979) has pointed out, it is unclear whether equal propor
tional decrements in response rates under different schedules of rein
forcement reflect equal decrements in response strength.
Another attempt to replace response rate as the primary dependent
variable of the experimental analysis of behavior has focused on the
concurrent (chain) schedule of reinforcement and its most prominent
dependent variable, relative response rate.

In a concurrent schedule

(Findley, 1958; Herrnstein, 1961) two or more response alternatives
are simultaneously made available to the subject.

The response alterna

tives usually differ in terms of schedules of reinforcement, but often
other variables such as amount (Catania, 1963) or delay of reinforce
ment (Chung, 1965; Chung and Herrnstein, 1967) are manipulated also.
Herrnstein (1961) showed that subjects are likely to distribute their
response output between the alternatives in such a way that relative
response rate matches the relative reinforcement value, a relationship

R eprod u ced w ith perm issio n o f the co pyrigh t ow ner. F u rthe r rep rod u ction prohib ite d w ith o u t p erm ission.

7

which since has become known as the 'matching law'.

The matching

relation has been found to hold over a wide variety of species and
in a variety of different experimental procedures (DeVilliers, 1977).
Some investigators, however, have challenged the validity of the
matching law as an index of response strength.

The matching rela

tionship depends critically on the presence of a change-over delay
(COD) to insure independence of the schedules of reinforcement (Catania,
1966).

As Silberberg and Fantino (1970) and van Haaren (1980) have

shown, the addition of such a COD to the procedure may in fact obscure
the effects of the schedule of reinforcement itself.

Silberberg and

Fantino showed that matching was not obtained when responding during
the COD itself was excluded from the analysis, while the results of
van Haaren's experiments indicated that different COD's (variable vs.
fixed duration) maintained distinctly different behavior during the
COD period.

Silberberg, Hamilton, Ziriax and Casey (1978) showed that

local contingencies of reinforcement, not predicted by the matching
law, do control matching behavior at the molecular level.

In particu

lar they showed that responding was not a function of overall rela
tive reinforcement frequencies, but rather controlled by local contin
gencies which produced persistence of responding to a particular man
ipulandum, not predicted by the matching law.

These researchers

argue, therefore, that the generalized matching law should only be
considered a by-product of other principles at work at the micro
structure of behavior.
It is clear from our discussion that the experimental analysis of
behavior has available adequate methods to determine threshold
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quantitites of stimuli necessary to maintain behavior.

The presence

of behavior in itself is an appropriate dependent variable to be used
for this purpose.

However, when the same dependent variable is used

to compare the behavioral effects of suprathreshold stimuli and to
produce a mathematical scale for quantifying these effects, the ana
lysis lacks the necessary precision.
Psychophysics is the science concerned with quantitative rela
tions between behavior and suprathreshold physical stimuli.

Psycho

physical methodology has been developed, starting with the work of
Fechner (1860) to examine these quantitative relations.

It seems appro

priate to consider adaptation of the methodology of experimental psycho
physics for the purpose of exploring exactly those issues that have
been shown to be problematic for the existing methodology within the
experimental analysis of behavior.

One such approach is exemplified

by the work of Johanson (1971), who developed a discrete trial choice
procedure to assess the effects of different drugs on behavior.
All psychophysical procedures depend critically on the assumption
that the probability of a response leading to the more 'valuable' of
two alternatives will always be 1.00, given the fact that the organism
has made contact with both alternatives.

In Johanson's (1971) discrete-

trial procedure, the subjects were first of all exposed to the available
stimulus alternatives.

In the first sampling period, one of two stim

uli was presented over one of two levers.

The completion of a FR 5

produced a certain amount of cocaine, after which an inter-trial-interval
(ITI) was initiated.
manipulandum.

The same stimulus was then presented over the other

This sequence was repeated until five sample trials of
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Stimulus 1 had been completed.

Sampling Period 1 was followed by a

30-minute Time-Out (TO) period, after which Sampling Period 2 was
initiated.

Sampling Period 2 was, with the exception of the stimulus

presented, identical to Sampling Period 1.

Another 30-minute TO

period followed, after which both stimuli were presented simultaneously
to the subject on another 18 trials.
one choice trial from the next one.
nated on a random basis.

A 15-minute TO period separated
The position of stimuli was alter

Once the subject had chosen one of the stim

ulus alternatives, the other one became inoperative.

Johanson (1971)

and Johanson and Schuster (1975) have used the procedure successfully
to compare the effects of different doses

of the same drug (cocaine)

and different drugs (cocaine vs. methylphenidate) on the choice be
havior of rhesus monkeys.
The present series of experiments was designed to study the differ
ential effects of manipulations in amount of reinforcement on the
choice behavior of pigeons using a discrete trial procedure similar
to the one used by Johanson and her colleagues.
using such a procedure are twofold.

The advantages of

First of all, by using a discrete

trial procedure we will be able to distinguish experimentally between
the choice response and the reinforced response.

The advantage is to

be found in the fact that, since the schedule of reinforcement for
each alternative is the same, the choice response at the start of the
choice trial should only be a function of the difference in the
amount of reinforcement provided by each alternative and should not
be influenced by whatever contingencies are imposed on the reinforced
response by the schedule of reinforcement.

However, since other
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confounding variables, such as the inhibitory effects of reinforce
ment and schedule interactions have been controlled for through the
use of the discrete trial procedure, dependent variables other than
the choice response, such as response latencies and response rates
during the trial, might reflect the effects of manipulations in
amount of reinforcement in a more direct way also.

To assess the val

idity of this proposition, two groups of subjects will be run on the
same discrete trial procedure, the only difference between the two
groups being the fact that one will be exposed to a FR schedule of
reinforcement for trial completion, while the other one will be ex
posed to a variable-interval (VI) schedule of reinforcement.

Differ

ential effects of these schedules of reinforcement can be expected
on the basis of the fact that in one schedule (the FR schedule) the
rate of reinforcement is a direct function of the rate of responding
while on the other one (the VI schedule) this is not the case.
The second advantage of this discrete trial procedure is to be
found in the way in which it allows the experimenter to manipulate
the value of the independent variables.

Once exclusive preference

for one of the available alternatives has been established, the value
of one independent variable may be held constant, while the value of
the other independent variable can be manipulated up to the point at
which preference has been completely reversed.

In doing so, the ex

perimenter takes advantage of that feature of the procedure which has
proven to be of great significance in experimental psychophysics.
It will allow the scaling of absolute differences between two or
more suprathreshold independent variables, which causes differential
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learning to occur.

It was the purpose of the experiments reported

below to analyze the effects of manipulations in amount of reinforce
ment within this context.
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METHOD

Subjects

Six, approximately five years old, barren hen White Carneaux
pigeons were used.

They were obtained from the Palmetto Pigeon

Plant in Sumter, South Carolina two months before the start of ex
perimentation.

All were experimentally naive and randomly assigned

to one of two experimental groups.

They were maintained at about 80%

of free-feeding weight throughout the experiment by limited access
to grain in the home cages.

Water and grit were always available.

Apparatus

Two standard, Coulbourn Instruments, three-key pigeon chambers
were used.

Three response keys (2.5 cm in diameter) were located

23 cm from the floor of the chamber.

The left and right keys were

mounted 3.25 cm from the edge of the intelligence panel; the third
key was centered between these two.
illuminated by a yellow keylight.
of .15 N(15 grams) to be operated.

The left and right keys could be
The keys required a force in excess
Access to grain was provided

through a 5.3 x 5.6 cm apperture centered on the intelligence panel,
7.2 cm from the floor of the chamber.

Standai'd Purina pigeon grain

from which the larger grains had been removed was used in the maga
zine.

Each experimental chamber was enclosed in a sound attenuating

cabinet equipped with fan to provide ventilation and a low level of
masking noise.

All experimental events and data recording procedures
12
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were controlled by a PDP-8/A minicomputer (Digital Equipment Corpor
ation) located in an adjacent room.

The chambers were connected to

the computer through a solid-state interface provided by State
Systems Incorporated of Kalamazoo, Michigan.

SUPERSKED software

(Snapper and Inglis, 1978) was used to program the experimental
events and data acquisition procedures.

Procedure

Magazine training

The subjects were trained to eat from the magazine with a proce
dure in which the magazine was presented on a variable-time (VT) 30second schedule.

The duration of magazine presentation was gradually

reduced from 12 to 3 seconds within each session.
exposed to this schedule for 3 sessions.

The subjects were

Observation during the

third session showed that all subjects ate reliably from the magazine.

Keypeck training

The subjects were trained to respond using an autoshaping pro
cedure (Brown and Jenkins, 1968).

At first the left or right key

was illuminated by a red or a green keylight with a probability of
.25 on the average of once every 30 seconds.
for 6 seconds.

The keylight stayed on

If a response occurred during the 6-second period,

the keylight was turned off and grain was presented for 2 seconds.
If a subject did not respond during the 6-second period of keylight
illumination, it was turned off automatically and grain was presented
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for 2 seconds.

Each session was stopped after 40 magazine presenta

tions.
Once responding to the left and right keys had stabilized, the
third (center) key was introduced and illuminated by a yellow keylight on the average of once every 30 seconds.

One response on the

center key produced illumination of the right or the left key with
either the. red or green keylight.
above was in effect.

Thereafter, the procedure described

If the subject did not respond on the center key

within 15 seconds after its illumination, the center keylight was
extinguished and the red or green keylight was automatically presented.
All subjects learned to respond reliably to all keys within 15 sessions.

Discrete-trial procedure

The basic unit of the discrete-trial procedure consisted of a
block of five trials.

Within each block of five trials, the first

four trials were designated forced trials; the fifth trial was the
choice trial.

The sequence of events during a forced trial will be

described first.

After the expiration of a VT 30-seconds inter

trial interval (ITI), the center key was illuminated by a yellow keylight.

The completion of a FR 1 on the center key resulted in the

offset of the center key light and the onset of either the red or
the green keylight on either the left or the light key.

Within each

series of four forced trials, each stimulus would appear once on each
side key in random order.

The red stimulus was always associated

with the constant duration of magazine presentation, the green stimulus
with the variable duration.

The completion of a specified response
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requirement (either FR or VI) on the illuminated side key resulted
in the presentation of the magazine for a duration appropriate for
the specific experimental condition in effect.

During magazine pre

sentation, all keylights and the houselight were extinguished and
only the magazine was illuminated.

If a subject failed to complete

the trial response requirement on the side key within 30 seconds after
onset of the center key light, the trial was terminated and a new ITI
was initiated.
A choice trial differed from the forced trials in only one way.
After completion of the FR 1 on the center key, both side keys were
illuminated, one with a green stimulus, the other one with the red
stimulus.
trials.

The position of the red and green stimulus varied between
A response on either one key turned off the illumination of

the other key.

The subject was thus forced to complete the trial on

the key of its choice.

Figure 1 shows a state diagram (Snapper and

Inglis, 1978) of the basic choice trial.

Eight blocks of five trials

were presented during each session and the session was terminated
after the completion of the last trial or 60 min after the start of
the session, whichever came first.

Sessions were run seven days a

week with few exceptions.

Experimental Manipulations

Group _1

Each subject in this group was exposed to one value of the
constant duration of magazine presentation (1.5, 3.0 or 6.0 seconds).
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Figure 1.

State diagram of the choice trial. After the expiration
of the inter-trial-interval (VT in State 1), the center
key is illuminated by a yellow key .light (ON 1) which is
turned off by an R3 in State 2 which also sets the occa
sion for the random presentation of a red and a green
keylight on either the left or the right key (ON 2,3 or
ON 4,5). Either State 3 or State 4 is in effect after
the decision function in State 2. A response on either
one side key (R1 or R5) turns off the illumination of the
other key and the completion of a fixed-ratio 5 (accom
plished by an additional 4 responses on the side key of
choice in State 5, 6, 7 or 8 dependent upon the specific
choice) results in the presentation of the appropriate
duration of magazine presentation in States 9 or 10 and
11. At the end of magazine presentation, a new intertrial-interval is again initiated.

R eprod u ced w ith perm issio n o f the co p yrigh t ow ner. F u rthe r rep rod u ction prohib ite d w ith o u t p erm ission.

Figure 1

R eprod u ced w ith perm issio n o f the co p yrigh t ow ner. F u rthe r rep rod u ction prohib ite d w ith o u t p erm ission.

18

The response requirement to be completed for magazine presentation
was manipulated between experimental conditions.

Each subject was

sequentially exposed to respectively a FR 5, FR 15, and FR 45 schedule
of reinforcement.

Group 2

Each subject in this group was exposed to all three values of
the constant duration of magazine presentation (1.5, 3.0 and 6.0
seconds).

The response requirement was the same during all experi

mental conditions, a variable-interval (VI) 15-second schedule of
reinforcement was always in effect.

The procedure for Group 2 dif

fered from that for Group 1 in the sense that the 30-second limited
hold was not initiated at the offset of the center lceylight, but
rather at that point in time at which reinforcement had become avail
able on the VI schedule.

The exact sequence of experimental condi

tions for each subject and the number of sessions that each condition
was in effect are presented in Table I.

Stability Criteria Used in the Manipulation of
the Variable Reinforcement Duration

The duration of magazine presentation of variable duration was
manipulated in 0.50-second steps on a session-by-session basis when
ever one of two stability criteria had been met:
A)

Eighty-five percent (for decreasing series) or 15 percent
(for increasing series) choice of the stimulus associated
with the variable duration of magazine presentation; or
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Table I.

Sequence of experimental conditions and the number of
sessions in each condition.
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Sequence of Experimental Conditions and the Number
of Sessions in Each Condition

Subject

Constant Reinforcement
duration (sec)

Response
Requirement

Sessions

9933

1.5
1.5
1.5

FR 5
FR 15
FR 45

48
35
24

9919

3.0
3.0
3.0

FR 5
FR 15
FR 45

47
61
44

10671

6.0
6.0
6.0

FR 5
FR 15
FR 45

21
37
65

9932

3.0
6.0
1.5

VI 15 (sec)
VI 15
VI 15

47
41
46

2263

6.0
1.5
3.0

VI 15
VI 15
VI 15

25
40
43

4895

1.5
3.0
6.0

VI 15
VI 15
VI 15

41
47
39
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B)

three consecutive sessions of X percent choice of the stimu
lus associated with the variable duration of magazine pre
sentation, with less than a 10 percent discrepancy on either
side of the running three-day average.

The direction of

the change in the variable duration of magazine presentation
was reversed only after three consecutive days of exclu
sive preference for one of the alternatives had been estab
lished .
The duration of magazine presentation of variable duration was
manipulated in one-second steps during the very first experimental
descending or ascending series, thereafter a .50 seconds stepsize
was always in effect.
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RESULTS

Due to the nature of the procedure used in this series of ex
periments, detailed representations of session-by-session changes in
performance will be provided for all individual subjects.

Three de

pendent variables will be discussed specifically as they are presented
in a series of figures which depict each change in independent and
dependent variables during each experimental condition for all sub
jects.

The individual figures, however, will not be discussed in

detail.

Instead, the most important characteristics of the data

during each of the different experimental conditions will be sum
marized and reference will be made to specific figures to illustrate
the point being made.

However, whenever the behavior of an indivi

dual subject is sufficiently different to warrant individual analysis,
such will be done.
The step-wise function in the top panel of each figure traces the
session-by-session changes in the variable reinforcement duration,
while the interrupted horizontal line indicates the constant reinforce
ment duration.

The number of choices of the variable reinforcement

duration, the dependent variable presented in the top panel of each
figure refers to the absolute number of times that a subject chose
the stimulus associated with the variable reinforcement duration
during each of the maximum number of eight choice trials presented
in each experimental session. Two other dependent variables, response
latency and running rate are presented in the middle and bottom
22
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panel of each figure, respectively.
Both measures are based on averaged observations made during
the forced trials that preceded each choice trial in the experimental
procedure.

Although these data are also available for the choice

trials themselves, close inspection of those data revealed that the
limited and variable number of observations in that set of data made
them unsuitable for further analysis.
not presented here.

Therefore, these data are

Response latencies were measured in 1/100 of a

second during each trial from the offset of the center keylight
(produced by one response on the center key) to the first response
on the appropriate side key.

Running rates were obtained by sub

tracting the initial response latency from the total trial duration
for each trial and dividing the total number of responses per trial
into the total trial duration.

In general, latencies and running

rate data are based on 16 observations for each stimulus in each
session.

Only occasionally did the subjects not complete all 32

forced trials.
The results of the first experimental condition for the subjects
in Group 1 of the experiment are shown in Figures 2, 3 and 4.

In

this condition, each subject had to complete a FR 5 during each trial
in order for reinforcement to be presented.

The constant reinforce

ment duration was 1.5 seconds for Subject 9933, 3.0 seconds for Subject
9919, and 6.0 seconds for Subject 10671. The variable reinforcement dur
ations started at 6.0, 12.0 and 1.0 seconds, respectively.

The num

ber of choices of the variable reinforcement duration was a function
of the variable reinforcement duration for Subjects 9933 and 9919
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Figure 2.

The number of choices of the variable reinforcement dura
tion, the initial response latency in seconds and the run
ning rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 1.5 sec for Subject 9933; the
trial completion requirement was FR 5. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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Figure 3,

The number of choices of the variable reinforcement dura
tion, the initial response latency in seconds and the runing rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 3.0 sec for Subject 9919; the
trial completion requirement was FR 5. The variable
reinforcement duation during each session is indicated
by the step-wise function in the top panel of the figure.
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Figure 4.

The number of choices of the variable reinforcement dura
tion, the initial response latency in seconds and the run
ning rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 6.0 sec for Subject 10671; the
trial completion requirement was FR 5. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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during the first decreasing variable reinforcement series.

Choice

reversal was obtained for both subjects when the constant reinforce
ment duration exceeded the variable reinforcement duration.

Choice

reversal was not obtained, however, when the variable reinforcement
duration was again increased to exceed the constant reinforcement
duration, as was the case with the performance of Subject 10671 during
the 6.0 second constant reinforcement duration.

The high degree of

variability in the choice proportions of all three subjects during
this phase of the experimental condition was the reason why the ex
perimental condition was terminated at this point.
Initial response latencies were short and approximately equal
for both the constant and variable reinforcement duration, except
when the duration of the variable reinforcer was at its lowest value.
Then, response latencies increased dramatically for both Subject
9933 and 9919.

Running rates were high for all three subjects and

did not reflect a systematic relationship with respect to manipula
tions in the variable reinforcement duration.
Figures 5, 6 and 7 show the same data for the same three subjects
during the second experimental condition, in which the ratio requirement
for trial completion was increased from FR 5 to FR 15.

The constant

reinforcement duration was the same as in the first condition of the
experiment.

Choice reversal was obtained during this condition during

both decreasing and increasing series of variable reinforcement dur
ation for Subject 9933 (see Figure 5), but not for Subjects 9919 and
10671.

Initial response latencies again were short and running

rates high for all three subjects, with no obvious relationship
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Figure 5.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on
a session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 1.5 sec for Subject 9933; the
trial completion requirement was FR 15. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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Figure 6.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 3.0 sec for Subject 9919; the
trial completion requirement was FR 15. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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Figure 7,

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 6.0 sec for Subject 10671; the
trial completion requirement was FR 15. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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between manipulations in the independent variable and these depen
dent variables.

An exception needs to be made, however, for the re

sponse latencies of Subject 9933 which tracked the relative duration
of the variable reinforcer to some extent.

As is shown in Figure

5, the latency for the stimulus associated with the variable dura
tion of reinforcement was short when that duration exceeded the con
stant reinforcement duration and long when the opposite was the case.
Figures 8, 9 and 10 show absolute number of choices for the
variable reinforcement duration, initial response latencies and
running rates for the subjects in Group 1 during the third experi
mental condition in which the ratio requirement for trial completion
was increased from FR 15 to FR 45.

All three sets of data are of

interest in this experimental condition.

First, Subject 9933 did not

finish the first decreasing series of manipulations in variable rein
forcement duration.

As is shown in Figure 8, the experimental condi

tion was terminated when the variable reinforcement duration was 1
second and the subject failed to complete a session within the maxi
mum allowed session duration (60 minutes) for three consecutive
days.

As can be seen in Figure 8, the choice behavior of this sub

ject was erratic even at longer variable reinforcement durations,
something which was not the case in preceding experimental conditions.
(See Figures 2 and 5 for comparison.)
In contrast to previous experimental conditions, the response
latency for the constant reinforcement duration was variable and long;
running rates were maintained at approximately the same level compared
to previous conditions.
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Figure 8.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on
a session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 1.5 sec for Subject 9933; the
trial completion requirement was FR 45. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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Figure 9.

The number of choices of the variable reinforcement dura
tion, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 3.0 sec for Subject 9919; the
trial completion requirement was FR 45. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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Figure 10.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 6.0 sec for Subject 10671; the
trial completion requirement was FR 45. The variable
reinforcement duration during each session is indicated
by the step-wise function in the top panel of the figure.
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Secondly, choice reversal was obtained for Subject 9919 during this
experimental condition.

Due to time limitations, the stepsize of

the last increasing series of variable reinforcement duration was
increased from .50 to 1.00 sec.

Figure 9 shows that latencies as

well as running rates reflected the changes in variable reinforce
ment duration to a greater extent than had been the case for this
and other subjects in this experimental condition.

Third, choice

reversal was obtained during both increasing and decreasing series
of variable reinforcement duration for Subject 10671 in this ex
perimental condition as is shown in Figure 10.
Figure 10 reveals also that, although choice reversal was ob
tained, no systematic relation was present between manipulations in
the variable reinforcement duration and the other two dependent var
iables.

Response latencies were considerably longer for the constant

reinforcement duration, while running rates were generally higher for
the variable reinforcement duration.

Both measures also reflected

a very high degree of variability.
The data of the different experimental conditions for the second
group of subjects are presented in Figures 11 through 19.

The data

are organized in terms of similarity in the constant reinforcement
duration.

The different constant reinforcement durations were pre

sented to each subject in a different sequence; the specific se
quence for each individual subject can be found in Table I.
Figures 11, 12 and 13 show the basic data for Subjects 9932,
2263 and 4895 during the condition in which each subject was exposed
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Figure 11.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 1.5 sec for Subject 9932; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is in
dicated by the step-wise function in the top panel of
the figure.
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The number of choices of the variable reinforcement dura
tion, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 1.5 sec for Subject 2263; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is in
dicated by the step-wise function in the top panel of
the figure.
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Figure 13.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 1.5 sec for Subject 4895; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is in
dicated by the step-wise function in the top panel of
the figure.
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to the 1.5 second constant reinforcement duration on a VI 15 second
trial completion schedule.

Choice reversal was obtained for all

three subjects during both decreasing and increasing series of vari
able reinforcement duration.

The Lower and upper limits of the vari

able reinforcement duration at which choice was reversed were .10
and 3.5 seconds for Subject 9932, .10 and 2.5 seconds for Subject
2263, and .50 and 4.0 seconds for Subject 4895.
Initial response latencies and running rates both showed a
systematic relationship with respect to the variable reinforcement
duration for all three subjects albeit to a different extent for dif
ferent subjects.

The relationship is best observed in the case of

Subject 2263 whose data are presented in Figure 12.

Response laten

cies increased when the variable reinforcement duration was shorter
than the constant reinforcement duration and decreased again when
the variable reinforcement duration came to exceed the constant reinfocement duration, an effect mirrored in the duration of the laten
cies for the constant reinforcement duration.

Similar observations

can be made with respect to the effects on running rates.

Running

rate during the stimulus associated with the variable reinforcement
duration was higher than the running rate during the stimulus asso
ciated with the constant reinforcement duration xvhen the variable
reinforcement duration exceeded the constant duration of reinforcement.
The opposite was true when the constant duration exceeded the vari
able duration and the effect was reversed again when the variable
duration was longer than the constant reinforcement duration.

In

summary, it can be said that both response latencies and running rates
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tracked the realtive duration of each reinforcer.
Similar results were obtained during the experimental condition
in which the duration of the constant reinforcer was
Figures 14, 15 and 16 show these data.

3.0 seconds.

Choice reversals were ob

tained for all three subjects during both decreasing and increasing
series of variable reinforcement duration.

Choices during de

creasing series reversed at .10 seconds for Subjects 9932 and 2263
and at .50 seconds for Subject 4895.

Another reversal was obtained

during increasing series for Subjects 9932 and 2263 at a 5.00 second
variable reinforcement duration and at a 5.50 second for Subject
4875.

Response latencies and running rates followed a pattern simi

lar to the one described for the 1.5 second condition for all three
subjects:

a decrease in the variable reinforcement duration produced

an increase in the initial response latency and a decrease in running
rate.

Figure 14, which shows these data for Subject 9932, can be con

sulted for details.
Figures 17, 18 and 19 show the results for Subjects 9932, 2263
and 4895 during the 6.0 second constant reinforcement condition.
Exclusive preference for the constant reinforcement duration was es
tablished in all three subjects when the variable reinforcement dur
ation was 1.0 seconds, but increasing the variable reinforcement
duration did not result in choice reversal for any one of the three
subjects.

Interestingly enough, however, some effect was obtained

with respect to initial response latencies and running rates in two
out of three subjects (9932 and 2263, Figures 17 and 18, respectively).
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Figure 14.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 3.0 sec for Subject 9932; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is in
dicated by the step-wise function in the top panel of
the figure.
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Figure 15.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 3.0 sec for Subject 2263; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is in
dicated by the step-wise function in the top panel of
the figure.
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Figure 16.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 3.0 sec for Subject 4895; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is
indicated by the step-wise function in the top panel of
the figure.
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It can be

seen in Figure 17, for example, that although choice

did not reverse for Subject 9932, response latencies for the vari
able reinforcement duration became shorter than the latencies for
the constant reinforcement duration when the variable duration came
to exceed the constant duration.

The opposite was true when the con

stant duration was longer than the variable duration.
data show a similar picture.

(See Figure 17.)

Running rate

Whereas initially

the running rate during the stimulus associated with the constant
reinforcement duration was somewhat higher than the rate during the
other stimulus, the continuous increase in the duration of the vari
able reinforcer produced an increasing difference between these two
variables.
and 2263.

The effect was present in the data of both Subjects 9932
Figure 19 shows that such was not the case for Subject

4895.
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Figure 17.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 6.0 sec for Subject 9932; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is
indicated by the step-wise function in the top panel of
the figure.

R e prod u ced w ith p erm issio n o f the co p yrig h t ow ner. F u rthe r re p rod u ction pro hib ite d w ith o u t perm ission.

61

RUN RATE r/sec

LATENCY

in sec

CHOICE

seconds

VAR DUR

Figure 17

S E S S IO N S

R eprod u ced w ith perm issio n o f the co p yrigh t ow ner. F u rthe r rep rod u ction prohib ite d w ith o u t p erm ission.

62

Figure 18.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in responses per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 6.0 sec for Subject 2263; the
trial completion requirement was VI 15 sec. The vari
able reinforcement duration during each session is
indicated by the step-wise function in the top panel of
the figure.
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Figure 19.

The number of choices of the variable reinforcement dur
ation, the initial response latency in seconds and the
running rate in response per second are presented on a
session-by-session basis in the top, middle and bottom
panel of the figure, respectively. The constant rein
forcement duration was 6.0 sec for Subject 4895; the
trial completion requirement was VI 25 sec. The vari
able reinforcement duration during each session is
indicated by the step-wise function in the top panel of
the figure.
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DISCUSSION

A discrete-trial choice procedure like the one employed in the
experiments reported here can provide a framework within which the
strength of a response as a function of manipulations in different
independent variables can be investigated.

However, the results of

the experiments also indicate that much parametric research remains
to be done before potentially confounding variables will be completely
eliminated from this experimental procedure.
In the remainder of this discussion, a distinction will be made
between two different types of confounding variables.

The first

type which will be discussed, is directly related to the experimental
procedure itself and will focus on variables such as the schedule of
reinforcement employed for trial completion, the duration of intertrial-interval and such.

The second type of confounding variable

is associated with the manipulation of the independent variable it
self, and the way in which these manipulations can influence the
measurement of the perceived difference between a stimulus of con
stant duration and one of variable duration.
The data show, given our specific experimental parameters, the
following.

Choice reversal as a function of manipulations in variable

reinforcement durations was obtained on a reliable basis only during
the 1.5 and 3.0 second constant reinforcement durations for the second
group of subjects, which was exposed to the VI 15 second trial comple
tion requirement.

Choice reversal was obtained with the FR trial
66
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completion requirement also, but the occurrence or non-occurrence of
the phenomenon was dependent upon specific combinations of ratio
size and constant reinforcement duration.
Manipulations in variable reinforcement duration were reflected
in other dependent variables (latency and running rates) only during
those experimental conditions in which trial completion was dependent
upon the completion of the VI 15 second schedule of reinforcement
and the constant reinforcement duration was 1.5 or 3.0 seconds.

Dur

ing those conditions, response latencies for the stimulus associated
with the variable reinforcement duration decreased when the variable
reinforcement duration was increased and increased again when the
variable reinforcement duration was decreased.

Running rates in

creased and decreased when the variable reinforcement duration was
increased and decreased, respectively.

Both effects were mirrored

in the measures associated with the constant reinforcement duration.
In contrast, during conditions in which a FR requirement was
to be completed in order for reinforcement to be presented, both
response latencies and running rates were insensitive to manipulations
in variable reinforcement duration.

These results were expected on

the basis of previous research in free operant situations (i.e., Estes,
1954, Marx and Pieper, 1962).

The results obtained with those subjects

who were exposed to a FR trial completion requirement clearly illus
trate the need for more parametric work if this discrete-trial proce
dure is to serve a useful function within the experimental analysis of
behavior.

As was expected, the use of a FR schedule for trial com

pletion considerably confounded the analysis of amount of reinforcement
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as an independent variable in terms of latencies and running rates.
The fact that no differential effects were obtained with this proce
dure either shows that in discrete trial procedures also the PR
schedule requirements can, under certain circumstances, override
the effects of other variables on behavior.

The use of the FR re

quirement also interfered with the assessment of the subjects' choice
behavior.

Recall that choice reversal was not obtained with a FR 5

requirement for any of the constant reinforcement durations, that
at FR15 choice reversal was obtained only for the 1.5 second constant
reinforcement duration and that at FR 45, the subject exposed to the
1.5 second constant reinforcement duration stopped responding, while
choice reversal was obtained for the subjects exposed to the 3.0 and
6.0

second constant reinforcement durations.

These results seem to

indicate a clear interaction between the size of the FR and other
experimental parameters of which the constant reinforcement duration
could be the most prominent.

Other invesitgators have reported simi

lar effects of increases in FR size during free-operant experiments.
Thompson (1964) reports that the frequency of response produced time
outs (TO) from a stimulus associated with a FR schedule increased with
increases in the FR size.

Hodos and Kalman (1963) showed that small

increases in the FR during a progressive ratio schedule were ineffec
tive in establishing a monotonic relationship between amount of rein
forcement and the final ratio attained.

This relationship could be

established with large increases in ratio size, however. These effects
are similar to the one seen for Subject 9933 during the FR 45, 1.5
second constant reinforcement duration, during which the subject
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stopped responding.

That the effect was not seen during the same

condition for the other two subjects can possibly be attributed
to the different constant reinforcement durations employed (3.0 and
6.0

seconds).

Choice reversal was also not obtained for all subjects

in the second experimental group exposed to the 6.0 second constant
reinforcement duration, a fact that also points to an interaction
of experimental parameters which needs further consideration.
The research reported here already has pointed out the importance
of the schedule used for trial completion.

Based on our observations,

it would be advisable to limit the trial completion schedule to inter
val schedules when independent variables such as amount of reinforce
ment or delay of reinforcement are the subjects of investigation.
The duration of the inter-trial-interval, the duration of the limited
hold on the trial completion time, and the interaction of these vari
ables with other variables should be part of the investigation also.
In addition, other aspects of the procedure need attention.

In all

experimental conditions, 32 forced trials and 8 choice trials were
presented during each session.

It is conceivable that a different

distribution of forced and choice trials (10 and 30, for instance)
might have contributed to a better assessment of choice behavior and
consequently, response strength.

This statement is based on the

premise that in the latter case, amount of reinforcement per unit
time (the basic independent variable manipulated in these experiments)
is more under direct control of the subject.

Therefore, the behavior

upon which reinforcement presentation is dependent might be expected
to be more sensitive to manipulations in that specific independent
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variable.
A second purpose of this research was to investigate the psycho
physics of amount of reinforcement or to determine the point at which
an absolute difference between two suprathreshold amounts of reinforce
ment will produce differential learning.

Earlier attempts to estab

lish such a reinforcement difference limen, a term coined by Campbell
(1956), were based on between-group comparisons of a limited number of
constant and variable stimulus durations, but nevertheless produced
informative data.

Campbell (1956) produced a reinforcement difference

limen function for shock reduction and showed that stronger aversive
stimuli required larger absolute amounts of intensity reduction in
order to produce differential learning.

This finding replicated

a study by Campbell (1955) in which the noxious event consisted of
the presentation of white noise, and agreed with later work by Campbell
(1958) in which he showed that as sucrose concentration increases,
larger absolute increments in concentration are required to produce
a just reinforcing difference.

Research by Tarpy (1969a; 1969b) on

reinforcement difference limens for response effort and delay in
shcolc escape, based on Campbell's methodology, also showed that equal
relative differences between a standard and comparison stimulus are
equally discriminable.
Despite the fact that our procedures failed to produce the data
upon which an acceptable analysis of reinforcement difference limen
for amount of reinforcement could be based, several aspects of the
data do make us believe that this procedure has the potential to pro
duce these data, once optimal experimental parameters have been
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established.

The most reliable data were produced by the three sub

jects which were exposed to the VI 15 second trial completion schedule
and constant reinforcement durations of 1.5 and 3.0 seconds.

These

data showed that choice reversal did occur once the variable rein
forcement duration became longer or shorter than the constant rein
forcement duration.

As suc.h, the procedure used was sensitive enough

to allow the observation that differential learning does occur once
two suprathreshold stimuli are sufficiently different.

However, a

number of procedural considerations directly related to the experi
mental manipulations of the independent variable should be considered
before definite statements with respect to this difference can be
made.
The most obvious problem present in our analysis of amount of
reinforcement within this procedure is to be found in the fact that
the independent variable was defined in terms of "access time to maga
zine"; a more precise measurement of actual eating time should probably
be considered before an attempt is made to collect additional data on
the reinforcing difference limen for amount of reinforcement.

Para

metric investigation of choice behavior as a function of step size
in the manipulation of the variable reinforcement duration is probably
in order also, as is an investigation of the effects of response per
severation as a result of habituation to one response alternative.

In

our procedure, exclusive preference was established for one stimulus
alternative, whereupon gradual changes were made in the duration of
this stimulus.

Although the subjects were forcibly exposed to the

change in independent variables, it is not unlikely that recent history
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effects could play a role, such that responding was maintained to a
stimulus alternative which only previously was the more favorable of
the two.

One way in which this problem could be solved is by present

ing the different alternative stimulus combinations on a random basis
within each experimental condition or by exposing the subject to each
stimulus combination for a longer period of time than just one experi
mental session.
It can be said, in summary, that different amounts of reinforce
ment can have differential effects on the strength of a response, if
strength of response is defined in terms of a response probability of
1.00

for one of two stimulus alternatives in a discrete-trial choice

situation.

The discrete-trial procedure discussed above also allows

for the assessment of the effects of different amount of reinforcement
on response measures which, in the free-operant situation, did only
intermittently reflect these differences.

Additional research, how

ever, is required to substantiate these effects in a situation in
which the confounding influence of other variables has been reduced
to a minimum.

Let this be our task for the future.
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