Unmanned aerial vehicle (UAV) swarms show a broad application prospect in the future. For most individuals of UAV swarms, their perception systems consist of onboard camera, gimbal and odometry. It is necessary to efficiently obtain accurate extrinsic parameters of camera-gimbal-odometry systems for UAV swarms. Traditional extrinsic calibration methods for camera-gimbal-odometry system often need manual assistances. For a large number of individuals of UAV swarms, it is time-and labor-consuming to complete the calibration using traditional methods. To tackle this problem, we propose an online extrinsic calibration algorithm and design a parallel procedure to realize an efficient calibration for UAV swarms. Without any dependence on manual operation and communication with ground station, the calibration for each individual is completed on onboard processor. Instead of manual labelling, a fast and accurate detection module is firstly built for samples auto-labeling. Facing the challenge of limited computing power of onboard processor, our auto-labeling algorithm shows a strong real-time capability and robustness. Then, an optimization module is developed to iteratively refine the extrinsic. Using multiple fixed-wing UAVs, online calibration experiments were conducted in larger-scale outdoor, and the results validated the feasibility of our method. Compared with some state-of-the-arts, the proposed extrinsic calibration method showed superior performance in terms of efficiency, accuracy and robustness.
I. INTRODUCTION
Unmanned aerial vehicle (UAV) swarms have been considered as the next-generation military weapon by many authorities, such as the Defense Advanced Research Projects Agency (DARPA) and the United States Naval Research Laboratory (NRL). Recent studies have focused on the swarm intelligence emerged by the close collaborations among monomers.
One of the most common applications for UAV swarms is to reconnoiter and localize enemies. Onboard perception system, consisting of camera, gimbal and odometry, is necessary to capture enemies for each individual. Accurate geolocalization for targets heavily relies on precise extrinsic parameters The associate editor coordinating the review of this manuscript and approving it for publication was Yangming Li. of the perception system. Usually, these extrinsic parameters are estimated by the extrinsic calibration. In most cases, although all the individuals of a swarm share the same model and manufacturing parameters, the extrinsic of their perception systems may still be different due to assembly bias. Furthermore, vibrations during flights may also cause slight changes in mechanical configuration of the perception system. Therefore, repeated extrinsic calibrations are required for each individual of swarms before new flights.
Traditional calibration techniques have achieved accurate extrinsic estimation [1] - [3] . However, they often require manual assistance. For plug-and-play individuals of UAV swarm, the time and labor cost required by these calibration methods is unacceptable. To tackle this problem, we propose an efficient online extrinsic calibration method to automatically estimate the extrinsic of onboard VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The flow chart from proposed online extrinsic calibration step to mission step. The calibrations are performed in parallel on multiple UAVs, that makes the extrinsic calibration an efficient process for UAV swarms. Firstly, each UAV takes off in turn and circles above the target car following a planned route. The onboard perception system of each UAV captures videos and detects the target car while circling. After that, extrinsic parameters are optimized and they are directly used for the subsequent swarm tasks such as target localization.
perception system. The calibration procedure for UAV swarms is shown as FIGURE 1. After UAVs take-off, they circle above a target car in order by following the preplanned flight paths. A prior of accurate geoposition of the target is necessary for the proposed calibration method, and it is obtained from a differential global positioning system (DGPS) module onboard the target car. While circling, a light-weight target detection algorithm is designed to autolabel the target car in the images captured by onboard camera. Once the circling ends, the extrinsic starts to be optimized using a nonlinear optimizer. After the optimization, the accurate extrinsic is obtained. In summary, the calibration is performed on onboard processor autonomously and does not need any manual assistance. In addition, it is a parallel process for multi-UAV calibration, which significantly reduces the cost of calibration time. The contributions of this paper are concluded as follows:
• An efficient online extrinsic calibration method for the camera-gimbal-odometry systems of UAV swarms is proposed. It is a fully autonomous process that does not rely on any communication or manual assistance. For a swarm with a large number of individuals, the parallel calibration mechanism shows a high efficiency.
• A light-weight calibration algorithm is designed. On the basis of computational power-limited onboard processor, the auto-labeling module perform a good real-time capability. At the same time, it also demonstrates a great robustness to the illumination variation.
• A new extrinsic optimization model is built. Considering other factors, such as temporal asynchronization of multi-sensor data, that may bring errors of the target localization, the energy function is extended to reduce the impact of these factors on the target localization accuracy.
The remainder of this paper is organized as follows. In Section II, we present a brief review of related works. Section III formulates the extrinsic calibration problem of onboard camera-gimbal-odometry system. The details of online extrinsic calibration algorithm, including autolabelling and optimization modules, are presented in Section IV. In Section V, the feasibility, accuracy and robustness of proposed method is validated by real experiments. Finally, the conclusions and future works are discussed in Section VI.
II. RELATED WORKS
The camera-inertial measurement unit (IMU) system is widely used in the perception of environment. Many extrinsic calibration algorithms for camera-IMU system have achieved high accuracy and strong robustness. Hand-eye calibration plays an important role in robotic grasping system. To our knowledge, there are three models to determine the extrinsic of the camera-IMU system: AX = B, AX = XB [4] , [5] and AX = ZB [6] . Huang's work [7] presents a comparison of calibration precision among these three models. By discussing their advantages and disadvantages, this work also infers the applicable scenarios of them respectively.
The study of offline extrinsic calibration for the perception system started long time ago. These offline methods rely on artificially designed marker [8] , [9] , such as checkerboard [10] , and professionally manual operations. In addition, offline calibration is usually a time-consuming process since the sensors need to be moved around the marker repeatedly. J. Kelly and G. Sukhatme [11] propose a target-based calibration algorithm and a target-free calibration algorithm [12] respectively by formulating the calibration as a filtering problem. The Kalman filter-based approach presented by E. Jones and S. Soatto [13] is highly accurate only in the case FIGURE 2. The sensors of our onboard perception system, including a color camera, a pan-tilt gimbal, an IMU and a GPS. The IMU and GPS constitute onboard odometry. Proposed extrinsic calibration algorithm aims to determine the relative poses among the camera, gimbal and odometry.
of reasonable initial values. Another alternative of extrinsic estimation is to use online methods. To improve the calibration accuracy, some online methods [14] , [15] determine the initial parameters along with the extrinsic. Martinelli [16] proposes a closed-form solution to provide a reliable estimation of the monocular camera velocity, which is further extended and improved later by adding the gyroscope bias [17] .
Most of existing target localization methods focused on the target location in the camera coordinate frame and neglected the extrinsic of the perception system [18] - [20] . Instead of rigidly mounting on flying vehicle, the camera in our perception system is mounted on a pan-tilt gimbal for stable target tracking. Therefore, this paper concentrates on the extrinsic calibration of camera-gimbalodometry system. Compared with the extrinsic calibration for typical camera-IMU system [21] - [25] , estimating the extrinsic of camera-gimbal-odometry system will be more challenging due to more complex model and more extrinsic parameter.
III. PROBLEM FORMULATION
As FIGURE 2 shown, our onboard perception system is composed of a color camera, a pan-tilt gimbal, an IMU and a GPS. As the onboard odometry, the IMU and GPS are used for UAV pose estimation. The camera is mounted on the gimbal which is fixedly mounted on the flying vehicle. Here, we define five coordinate frames for our extrinsic calibration: world coordinate frame (W ), camera coordinate frame (C), gimbal coordinate frame (G), odometry coordinate frame (O) and target coordinate frame (TC). The extrinsic calibration is to estimate the transformations T among C, G and O. As long as transformations between any two coordinate frames are known, the left one can be inferred. Therefore, this paper only focuses on the estimation of the transformation T G O from O to G and the transformation T C G from G to C. Considering that T C G is varying when the gimbal rotates, an extra coordinate frame G is defined as:
where T C G is constant and T G G changes with the rotation of the gimbal. T is a 4 × 4 homogeneous transformation. It is a concrete representation of relative pose using Euler angles (ϕ, θ, ψ) and translation (tx, ty, tz):
where the rotation matrix R 3×3 (ϕ, θ, ψ) is determined by Euler angles (ϕ, θ, ψ). For T G O and T C G , there are totally 12 parameters to be estimated: 
. The input of proposed calibration algorithm includes the image sequence {I } captured by the camera, constant geopose of the target PO t , the pose sequence of the gimbal {PO g } and the pose sequence of the UAV {PO U }. Besides, other parameters such as the camera intrinsic PA c and rough extrinsic (T G O ,T C G ) are also necessary. Camera intrinsic calibration is to estimate PA c and it has been well-developed. (T G O ,T C G ) is inferred according to the parameters of mechanical configuration. The input and output of the proposed calibration method are summarized as:
IV. PROPOSED METHOD
This section provides the details of proposed calibration algorithm. As depicted in FIGURE 3, our calibration method consists of detection and optimization modules. The detection module aims to auto-label the target location in the images and the optimization module uses labelled samples to refine the extrinsic. We assume that the detection starts at time step k and ends at step k + n. The time between two consecutive steps is fixed, and the image is captured automatically at every step. At each step, the detection module estimates the target position (u, v) (the center of the detected bounding box) in the image I . Together with the real-time PO g and PO U , the detection results (u, v) are stored as a sample at current step. After detection, a group of sample will be generated and it is used to optimize the extrinsic (T G O , T C G ) at step k + n + 1. The raw data obtained from onboard sensors, including image and poses of the gimbal and UAV, should be noisy, especially when the flying vehicle shakes significantly. Firstly, shaking camera may generate blurred images. Second, dramatic attitude change of the flying vehicle must enlarge the asynchronization among the data captured from onboard sensors. Therefore, once the angular acceleration inferred from the angular velocity exceed a threshold, this sample will be discarded.
A. DETECTION MODULE
While circling, the target appearances in the images change with the camera view changes. In addition, different illumination intensity could lead to significantly different target appearances. Therefore, the robustness of the target detection algorithm is important and should be concentrated on. Recent researches [26] - [29] presented that the convolution neural network (CNN)-based detection algorithm performs greatly in robustness compared with traditional handcraft feature-based methods. However, CNN-based methods are computationally intensive and generally have to work with the support of graphics processing unit (GPU). It makes them infeasible on onboard computing resource-limited processors.
The CNN-based detection method extracts the feature for entire image though convolution operations. On the basis of onboard computing resource-limited processors, the forward process of detection network is time-consuming especially for network with deep convolutional layers. Actually, the convolution operations for target-free regions in the image are useless. In order to improve the efficiency of detection, we can firstly extract numerous candidate target locations called proposals, and then classify them using network. Following this framework, fast and accurate target detection is realized by combining visual saliency detection with the classification network, as illustrated in FIGURE 4. Classical target proposals extraction using sliding window is highly inefficient and easy to obtain superfluous proposals. To improve efficiency, we employ the spectral residualbased visual saliency detection method for target proposals extraction. The saliency detector includes four steps: Fourier transformation, smoothing, subtraction and inverse Fourier transformation. More details about this detector can be found in the work of X. Hou and L. Zhang [30] . Using the prior of the target, such as the size, some of the proposals are filtered out before next classification to further promote the efficiency.
Considering that deeper convolutional layers often lead to better accuracy but lower efficiency, a shallow network for proposals classification is built. Recently, the research on efficient convolutional neural networks design for embedded vision application has attracted the attention of researchers [31] - [34] . On the basis of onboard processor, we build a network with three convolution layers and each of them is followed by a max pooling layer to extract the edge feature of the target. At the end of the network, two fully connected layers are attached to determine the probability that the proposal contains the target. A common metric to measure the computation complexity is FLOPs (the number of float-point operations). Another important factor affecting running speed for ARM-based processor is MAC (memory access consumption) and it is not taken into account by FLOPs. According to one of the conclusions in [35] : equal channel width minimizes MAC, the widths of the input and output channels of our convolutional layers are set to be same. In addition, element-wise operations, such as ReLU, shortcut and AddBios, are also time-consuming. So, they are not employed in this network.
After obtaining the probabilities of the proposals, we discarded some of the proposals whose probabilities are lower than a threshold m c . After that, the proposal with highest probability is regarded as the target region. The center of the target region (u, v) is defined as the position of the target in the image.
Generally speaking, the accuracy is the most important metric for extrinsic calibration algorithm. In most of the calibration algorithms, manual annotation is introduced to guarantee the accuracy of sample labels. For our online calibration, the sample labels are generated autonomously. The target position in the images is one of the sample labels. For our online calibration algorithm, the target position in the image is obtained by the detection module. Therefore, the detection accuracy should be focused on. For a classification network, it is always a trade-off between accuracy and recall. The detection accuracy can be promoted by increasing the threshold m c . Although the increasing of m c would decrease the recall, which leads to the decrease of the sample number in this case, deficient samples could be supplied by increasing sampling time. In addition, a temporal constraint is defined to re-check the detected target for accuracy further promotion. The change of target position in several successive images should be small. Assuming the target position in ith frame is (u i , v i ), the distances between (u i , v i ) and (u i−1 , v i−1 ), and (u i−1 , v i−1 ) and (u i−2 , v i−2 ) are calculated, respectively. The sample will be discarded if the distances do not satisfy the constraint below:
where m t is a threshold in pixels. After circling, the flying vehicle would obtain multiple labelled samples. Each of them contains an image I , target position in the image (u, v), pose of the gimbal PO g and pose of the flying vehicle PO U . On the basis of the samples, the extrinsic will be optimized in next module.
B. OPTIMIZATION MODULE
This part establishes a nonlinear cost function utilizing the reconstruction error. Firstly, using the cost function, the extrinsic is optimized roughly. The extrinsic is then refined by improving the accuracy of sample labels. can be inferred as follow:
where T O W and T G G can be inferred from the odometry data and gimbal data, respectively. The FIGURE 5 shows the pinholebased localization method. Two equations about the target position in C (x c , y c , z c ) are established as follow:
where f denotes the focal length of the camera. (u 0 , v 0 ) is the center coordinate of the image. d x and d y represent the physical width and height of each pixel, respectively. However, (x c , y c , z c ) cannot be determined since there are only two equations. To establish another one, the follow transformation should be utilized:
The target car is on the NE plane, which means z w = 0. Until now, third equation about (x c , y c , z c ) is built. After obtaining the solution of (x c , y c , z c ), (x w , y w , z w ) can be inferred by formula (8) .
Using the ground truth of the target pose PO t , the reconstruction error for each sample can be expressed as:
Furthermore, for n samples, the reconstruction error e is defined as:
and the cost function f (T G O , T C G ) is constructed using the reconstruction error e:
Next, we employ Levenberg-Marqurdt optimization method to minimize the cost function Using rough extrinsic as initial, the extrinsic is further refined on the basis of samples with more accurate labels. Firstly, another sample group is built and the reconstruction error is calculated using rough extrinsic. The outliers of the reconstruction error are mainly caused by misdetections. Then, the samples that generate outliers are filtered out. Based on remained samples, rough extrinsic is refined to be final calibration results T G O and T C G . The only difference between two optimizations is the sample difference. In summary, the proposed online calibration method contains two parts: auto-labelling and optimization. The autolabelling is realized by the detection during UAV circling. Once the auto-labelling is complete, the optimization starts. The procedure can be concluded as follow:
V. EXPERIMENTS AND RESULTS
As shown in FIGURE 6, a swarm consisting of twentyone fixed-wing UAVs with a same configuration are built to validate the performance of proposed calibration algorithm. The UAV has a wingspan of 1.8 m and a maximal payload of approximately 4.2 kg. An ODROID-XU4 with eight CPU cores is applied as onboard processor. Color images of 1280 * 720 pixels are captured by onboard camera at 30 Hz and transmitted to ODROID-XU4 via a USB 3.0 interface. Onboard pan-tilt gimbal is controlled by onboard processor and its real-time pose is transmitted to onboard processor through a USB 3.0 interface. In addition, the odometry data of UAV are collected from the flight controller PIXHAWK. As depicted in FIGURE 6, three individuals of the swarm are circling above the target car and online calibrations are in progress at the same time. The rest of the swarm are either waiting to take-off or have landed after circling. The individuals that circle in the air at the same time fly at slightly different altitude (approximately 100 m) to ensure their safety. The pose of the target car is transmitted to UAVs after their take-off. 
A. GIMBAL CONTROL
To realize stable visual target detection, it is necessary to keep the target in the camera view. The gimbal was used not only for stabilizing the camera, but also for tracking the target. FIGURE 7 presents the control scheme of the gimbal. Inner loop is realized within the gimbal system. Our work is to design the controllers of outer loop. An image-based visual servo (IBVS) control method was employed by introducing two PD controllers to realize real-time pan and tilt control for the gimbal, respectively. The controllers took image center c x and c y as desired translational and vertical positions of the target in the image. The inputs of the controllers can be defined as:
where W and H denote image width (1280 pixels) and height (720 pixels). α(0.04) is a coefficient scale. The PD controllers output desired angular velocityw of the gimbal rotation. Throughout the ground tests, P parameters of 0.30 and 0.17, and D parameters of 4.92 and 2.38 for pan and tilt controllers respectively ensure great performance of the target tracking.
B. FLIGHT PATH PLANNING
In addition to good gimble controller design, reasonable path planning for UAVs is also important to keep the target car in camera view. Higher flight altitude leads to a smaller target in the image, but lower flight altitude brings stricter requirements on the response speed and rotation range of the gimbal. A good tradeoff is made by setting a flight altitude of 100 m.
A circular flight path with a radius of 40 m is planned to simplify the rotation control of gimbal and the flight control of UAV. In addition, it also contributes to the stabilization of the camera. It takes about 30 s for a UAV at a speed of 8 m/s to complete a circle of flight, which is acceptable for the swarm calibration task.
C. NETWORK TRAINING
Since the online calibration works in outdoor environment, the robustness to the change of illumination and season should be paid attention to especially for the detection module. A large-scale RGB dataset is built for network training and algorithm test. It contains twelve onboard videos captured in two kinds of seasons: spring and autumn, and three kinds of illumination intensities: weak, normal and intense. A total of 14000 samples are available in the dataset and each of them is labelled with target category, target bounding box, target geo-pose PO t , UAV geo-pose PO U and gimbal pose PO g . Furthermore, each video is labelled with the camera intrinsic PA c and initial extrinsicT G O ,T C G . The input of the classification network in this paper is the target proposal but complete image. We further extend the dataset with the target proposals labelled with two categories: target or target-free.
To accelerate the training of the network, a PC with two graphic processing units (NVIDIA GTX 1080) was used for efficient training, which could not be realized in any embedded system. Each batch has 16 samples. Negative samples are also included in training samples with a ratio of 1:2 of positive to negative. The training samples should be balanced in visual angle to enhance the adaptability of classification network to appearance changes of the target. The network is trained with a maximal iteration of 50k and an initial learning rate of 0.03. It is decreased by 10 every 20k iterations. In addition, a weight decay of 0.0001 is used in the training process. The classification loss was simply defined as l 2 distance.
D. RESULTS AND DISCUSSIONS 1) DETECTION PERFORMANCE
Compared with offline calibration, the biggest difference in online calibration is the auto-labelling module. For proposed online calibration algorithm, the target detection plays the role of auto-labelling. The feasibility of the salience-based target detection algorithm (SAB) proposed in this paper has been validated through a comparison with state-of-the-arts such as YOLO [27] , TLD [36] and template match (TM). TM employs SIFT feature for the feature detection and matching. The target car appearances under different illumination intensities and angle of views are shown as FIGURE 8. The visual feature of the target car tends to blur under weak or intense illumination intensities. Appearance change of the target caused by illumination intensity change is still a challengeable problem in the research of machine vision, especially for outdoor applications. Therefore, the robustness is a key performance for the target detection module. First, the real-time capability by offline tests is discussed. The test videos were recorded online as Robot Operating System (ROS) bags under different illumination intensities (intense and weak), and the test platform was onboard processor. During the test, the sensor data in ROS bags was played back. According to the scheme of the UAV extrinsic calibration, the image is captured every 0.5 s and the detection should be done before next capture. It means that the detection algorithm can be regarded as real-time if the it is task-satisfied (the time consuming of the detection is lower than 0.5 s). The real time capabilities of these algorithms were evaluated using the metric of frame per second (FPS) and shown in TABLE 1. YOLO takes nearly 14 seconds for one detection as it uses deep convolutional network. Only SAB and TM have the abilities to detect the target with a FPS greater than 2 HZ. It should be noted that these algorithms perform different FPS under different illumination intensities. The reason is that more salient regions are shown in images under more intense illumination intensity, thus, time consuming of the classification is increased. The dataset built in this paper was also used in the validation of the detection precision, which is defined as: TP TP + FP (14) where TP denotes the number of correct detections and FP is the number of wrong detections. A detection is regarded as TP only if it has an intersection-over-union (IOU) with the ground truth at least 0.5. FIGURE 9 shows examples of the detection. The misdetection mainly contains two situations: detecting a false target and detecting part of right target but the IOU with the ground truth is lower than 0.5. Another kind of misdetection occurs when the target car is not in the camera view. Since it is not caused by the detection module, it will not be discussed here. Through testing the detection accuracy in intense and weak illumination intensities, strong robustness of the detection algorithm could be validated, because the visual feature of the target is different under different illumination intensities. As illustrated in TABLE 2, the precision of SAB reached 90%, which is acceptable for the precision requirement of the sample label. YOLO presented a great performance on precision as deep network often gets better accuracy. However, it is infeasible for our application due to its poor efficiency running on onboard processor. Obviously, TLD and TM were not good at detecting a target with ever-changing appearance. The sample with labelling precisions of 55% and 36% may lead to an invalid extrinsic optimization. In summary, only SAB was feasible solution for online auto-labelling.
2) OPTIMIZATION PERFORMANCE
To improve the synchronization of the data obtained from onboard sensors, a soft synchronization framework was built employing the timestamp of ROS. As the convergence performance of the extrinsic in the optimization directly determines the availability of calibration, the convergence of the extrinsic should be analyzed before the discussion of the calibration performance. 20 tests were conducted in our experiments and the results showed that the extrinsic were convergent in all tests. FIGURE 10 presents the extrinsic convergence processes of three tests. The initial value of the extrinsic is (pi/2, 0, 0, pi, 0, pi/2). The convergences of the extrinsic were completed after 600, 600 and 400 iterations in test 1, 2 and 3 respectively, and for each test, the convergences of all the parameters ended almost at the same time. Each iteration took about 0.4 second, and an average of 510 iterations was required for the convergence in 20 tests. It means that the convergence process lasted for 3.4 minutes on average. In the applications, the optimization is conducted when the UAV flies from the target airspace to the mission airspace. During this period, the UAV usually keeps mission-free. Therefore, the optimization process does not occupy the computing resource necessary for mission performing. It is time-rich to complete the calibration before the mission.
Considering that the ground truth of the extrinsic is hard to be accurately measured, reconstruction error was introduced here to evaluate the accuracy of the extrinsic. Two tests were designed to evaluate the accuracy of the extrinsic. The test dataset was collected by the UAVs and labeled manually. FIGURE 11 illustrates the reconstruction error at X, Y axes and X-Y plane. The label accuracy was computed offline using the data saved online. According to proposed re-optimization module, a new sample group with more accurate labels is built using the reconstruction error. As FIGURE 11 shown, an improvement of 5% in the label accuracy was realized through the re-optimization module, and it directly promoted the reconstruction accuracy by 1.24 m and 1.11 m in test 1 and 2, respectively. The outliers are caused by the measurement errors, which will be discussed in detail later.
General speaking, the target in real applications is not static. We conducted another two experiments using a moving target to further verify the effectiveness of the re-optimization. As depicted in FIGURE 12, the UAV flied along light blue curve and the target moved along red dotted line. Blue dotted lines were the online localization results using the refined extrinsic. According to the reconstruction error distribution shown in lower right corner, the average error at X-Y plane was close to that in the tests using static target. Through offline analysis, it is found that the outlier labels are generated in three situations: misdetection in target-free images; misdetection in the images containing the target and correct detection. It is intelligible that the misdetection will easily result in remarkable reconstruction error. In addition to the misdetection, the measurement error may also lead to the generation of the outliers. The outliers with correct detection in our experiment were mainly caused by significant shaking of the UAV. The main sources resulting in meter-level error include the asynchronization of multi-sensor data, UAV odometry bias and system errors. Besides, highly dynamic flight and far observation distance also contribute to the localization error. However, it is acceptable to have a localization error below 5 m for some large-scale applications such as ground target localization using fixed-wing UAV. In most onboard localization systems, there are subsequent modules to further improve the localization accuracy, but they are not the focus of this paper and will not be discussed.
VI. CONCLUSION AND FUTURE WORK
A novel online extrinsic calibration method for UAV swarms is proposed in this paper. Compared with traditional calibration methods with manual assistance, it is highly efficient for the swarm with a large number of individuals. The proposed calibration for the camera-gimbal-odometry system consists of two steps: auto-labelling and optimization. The autolabelling is realized by the target visual detection module, and it shows greater performance on robustness and realtime capability compared with some state-of-the-arts. The optimization module uses the labelled samples to roughly estimate the extrinsic firstly, and then refines the rough extrinsic through the re-optimization process. Online experiments demonstrate that our algorithm achieves remarkable efficiency and competitive accuracy for UAV swarms compared with the state-of-the-arts.
Our future work addresses the calibration accuracy improvement by sharing the target information among UAV individuals. Furthermore, jointly calibrating the extrinsic of multi-UAV using multi-view geometry performs the swarm intelligence. It is also meaningful study to be the focus of our future work. LINCHENG SHEN (M'10) received the B.E., M.S., and Ph.D. degrees in automatic control from the National University of Defense Technology (NUDT).
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