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Abstract
An interrelationship between the numerical range of matrix polynomials and its factoriz-
ation, with linear or nonlinear factors, is investigated here. Also, a bound on the number of
components of numerical range is given. © 2000 Elsevier Science Inc. All rights reserved.
1. Introduction
Let
P(λ) = Amλm + · · · + A1λ+ A0 (1)
be a matrix polynomial, where the coefficientsAj (j = 0, 1, . . . ,m) are n × n com-
plex matrices and λ is a complex variable. If Am = I, then P(λ) is called monic.
A complex number λ0 is an eigenvalue of P(λ) if the equation P(λ0)x = 0 has a
nonzero solution x0 ∈ Cn. The vector x0 is known as eigenvector of P(λ) corres-






(j)(λ0)xs−j = 0, s = 1, 2, . . . , k.
The system x0, x1, . . . , xk is said to be a Jordan chain of P(λ) corresponding to the
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The set of all eigenvalues of P(λ) is called the spectrum of P(λ)
σ [P(λ)] = {λ ∈ C : detP(λ) = 0}
and the numerical range of P(λ) is defined as
NR[P(λ)] = {λ ∈ C : x∗P(λ)x = 0, for some nonzero x ∈ Cn} .
Obviously, NR[P(λ)] is always closed and σ [P(λ)] ⊆ NR[P(λ)].
For the special case P(λ) = Iλ− A, we have
NR[P(λ)] = {x∗Ax : x∗x = 1} = NR[A],
where NR[A] is the classical numerical range of matrix A.
It is well known that NR[P(λ)] is bounded if and only if 0 /∈ NR[Am] and if
NR[P(λ)] is bounded then it cannot have more than m connected components [2].
Under certain hypotheses, disconnectedness of NR[P(λ)] leads to factorizations
of the matrix polynomial P(λ) [3,4]. These factorizations play an important role
in the theory of over-damped vibration systems, with a finite number of degrees of
freedom [1]. In Section 2 of this paper we state two new factorization theorems for
P(λ) based on the distribution of the connected components of numerical range.
In Section 3 we have established an upper bound for the number of components of
NR[P(λ)], when P(λ) has a multiple root Z of order k. Finally, in Section 4 we
improve known results on the factorization of quadratic polynomials.
2. Factorization of P(λ)
Consider the matrix polynomial P(λ) in (1). A matrix polynomialM(λ) = Bkλk
+ · · · + B1λ+ B0 (k < n) is called right divisor of P(λ) if there exists a matrix
polynomialN(λ) such that
P(λ) = N(λ)M(λ).
If in addition σ [M(λ)] ∩ σ [N(λ)] = ∅, thenM(λ) is called spectral divisor of P(λ).
For Bk = I we have
P˜ (CM) = 0,
where P˜ (λ) = Ik ⊗ P(λ) and CM is the companion matrix of M(λ). If the linear
pencil Iλ− Z is a (spectral) right divisor of P(λ), then the matrix Z is called (spec-
tral) right root of P(λ) and satisfies the equality P(Z) = 0. For a spectral divisor
M(λ) of P(λ), it is well known that the Jordan chains ofM(λ) are also Jordan chains
of P(λ) corresponding to the same eigenvalues [1]. Numerous results on division of
matrix polynomials can be found in [1,3] and their references. Next we state the main
result of this section.
Theorem 1. Let P(λ) = Amλm + · · · + A1λ+ A0 be an n× n matrix polynomial
and assume that NR[P(λ)] consists of exactly ρ bounded and connected components
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X1,X2, . . . ,Xρ such that for a nonzero vector x the equation x∗P(λ)x = 0 has kj
roots in Xj (j = 1, 2, . . . , ρ).
If there exist ρ − 1 circles C1, C2, . . . , Cρ−1 such that ⋃sk=1 Xk lies inside Cs
and
⋃ρ
k=s+1 Xk lies outside Cs, for every s = 1, 2, . . . , ρ − 1, then P(λ) admits the
spectral factorization
P(λ) = AmMρ(λ)Mρ−1(λ) . . .M1(λ), (2)
whereMj(λ) is a monic matrix polynomial of kj th degree,with σ [Mj(λ)] = σ [P(λ)]
∩ Xj for j = 1, 2, . . . , ρ.
Proof. By Lemma 26.8 in [3], the number of roots of equation x∗P(λ)x = 0 in
every connected component Xj of NR[P(λ)] does not depend on the vector x /= 0
i.e. is equal to kj .Moreover, due to the existence of the circles Cs with respect to the
components Xj it is implied that the P(λ) has ρ − 1 spectral divisors [3, Theorem
26.13], the monic matrix polynomials:
N1(λ) of k1th degree,with σ [N1(λ)] = σ [P (λ)] ∩ X1,



















For every s = 1, 2, . . . , ρ − 2 each Jordan chain of Ns(λ) is also a Jordan chain of
P(λ) and consequently it is a Jordan chain of Ns+1(λ) corresponding to the same
eigenvalue [1, Corollary 3.3]. Hence, by [1, Corollary 7.11], Ns(λ) is a spectral
divisor of Ns+1, i.e. P(λ) admits the factorization
P(λ)=AmMρ(λ)Nρ−1(λ)
=AmMρ(λ)Mρ−1(λ)Nρ−2(λ) (for s = ρ − 2)
...
...
=AmMρ(λ)Mρ−1(λ) . . .M2(λ)N1(λ) (for s = 1)
with M1(λ) = N1(λ). Furthermore, we have
σ [M1(λ)] = σ [N1(λ)] = σ [P(λ)] ∩ X1
σ [Mj(λ)] = σ [Nj(λ)] \ σ [Nj−1(λ)] = σ [P(λ)] ∩ Xj (j = 2, . . . , ρ − 1)
and
σ [Mρ(λ)] = σ [P(λ)] \ σ [Nρ−1(λ)] = σ [P(λ)] ∩ Xρ. 
If P(λ) is monic and NR[P(λ)] has exactly m bounded and connected compon-
ents, then P(λ) can be factorized into the product of linear factors (see also [4,
Theorem 3.2]).
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Theorem 2. Let P(λ) in (1) be monic and let the NR[P(λ)] have exactly m con-
nected components X1,X2, . . . ,Xm. If for every s = 1, 2, . . . ,m− 1 there exists
a circle Cs such that
⋃s
k=1 Xk lies inside Cs and
⋃m
k=s+1 Xk lies outside Cs, then
P(λ) admits the spectral factorization
P(λ) = (Iλ− Ym)(Iλ− Ym−1) · · · (Iλ− Y1), (3)
where σ [Yj ] = σ [P(λ)] ∩ Xj (j = 1, 2, . . . ,m).
Moreover, P (λ) has m spectral roots Z1, Z2, . . . , Zm such that Zj is similar to
Yj (j = 1, 2, . . . ,m) with Z1 = Y1.
Proof. It is well known by Markus [3, Theorem 26.19] and Gohberg [1, Theorem









, j = 1, 2, . . . ,m, (4)
where Cj is a closed rectifiable curve separating Xj from NR[P(λ)] \ Xj .Moreover,
σ [Zj ] = σ [P(λ)] ∩ Xj (j = 1, 2, . . . ,m) and by Theorem 1, it follows immedi-
ately, that P(λ) admits a spectral factorization
P(λ) = (Iλ− Ym)(Iλ− Ym−1) · · · (Iλ− Y1)
with σ(Yj ) = σ(Zj ), for every j = 1, 2, . . . ,m.
Since σ(Zi) ∩ σ(Zj ) = ∅ (i, j = 1, 2, . . . ,m, i /= j) and σ(L) =⋃mi=1 σ(Zi)
the Vandermonde matrices
W [Z1, Z2, . . . , Zk] =

I I · · · I






2 · · · Zk−1k
, k = 2, 3, . . . ,m
are invertible and the factorization of P(λ) in (3) holds with Zj similar to Yj (j =
2, 3, . . . ,m) and Z1 = Y1 [7]. 























with σ [P(λ)] = {−21,−20,−10,−9, 0, 8, 10}. Then NR[P(λ)] consists of three
bounded and connected components X1,X2 and X3, such that for every vector x the
equation x∗P(λ)x = 0 has one root in X1, two roots in X2 and one root in X3 (see
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Fig. 1.
Fig. 1). Obviously, there exists a circle C1 such that X1 lies inside C1 and X2 ∪ X3
lies outside C1 and even a circle C2 such that X1 ∪ X2 lies inside C2 and X3 lies














































with σ [P(λ)] = {−10,−9,−8, 0, 9, 10}. Then NR[P(λ)] has exactly four bounded
and connected components and it is obvious that there exist circles C1, C2 and C3
satisfying the conditions of Theorem 2.
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Moreover, P(λ) admits the factorization


























where the matrices Zj and Yj are similar and Z1 = Y1 (see Fig. 2).
3. The number of components
Let the numerical range of P(λ) in (1) be bounded or equivalently 0 /∈ NR[Am].
An n× n matrix Z is called a multiple root of P(λ) of order k if P(Z) = P (1)(Z)
= · · · = P (k−1)(Z) = 0 and P (k)(Z) /= 0.
Theorem 3. If the matrix Z is a multiple root of P(λ) of order k such that 2k > m,
then NR[P(λ)] has no more than m− k + 1 connected components.
Proof. Assume that Z is a right root of P(λ). Then P(λ) = M(λ)(Iλ− Z)k where
the quotient M(λ) is a matrix polynomial of degree m− k [5]. For the matrix Z,
by Schur theorem, there exists a unitary matrix U such that U∗ZU = T is an upper
triangular matrix with diagonal elements the eigenvalues λ1, λ2, . . . , λn of Z. Thus,
NR[P(λ)] coincides with the numerical range of
Fig. 2.
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Q(λ) = U∗P(λ)U = U∗M(λ)UU∗(Iλ− Z)kU = U∗M(λ)U(Iλ− T )k.
By this statement, it is enough to prove the proposition for triangular matrix Z = T ,
i.e. for P(λ) =M(λ)(Iλ − T )k. Clearly (λ− λj )k, j = 1, 2, . . . , n, are the diag-
onal elements of (Iλ− T )k and if xi and xj are unit eigenvectors of T corresponding
to the eigenvalues λi and λj respectively then
xij (t) = (1− t)xi + txj‖(1− t)xi + txj‖ , t ∈ [0, 1]
is a continuous curve in the unit sphere S in Cn, joining xi and xj .Moreover, the roots
of polynomial x∗ij (t)P (λ)xij (t) depend continuously on t ∈ [0, 1]. Since k > m− k,
by the equations:
x∗i P (λ)xi = x∗i M(λ)(λ− λi)kxi = (λ− λi)kx∗i M(λ)xi = 0,
x∗j P (λ)xj = x∗jM(λ)(λ− λj )kxj = (λ− λj )kx∗jM(λ)xj = 0,
the eigenvalues λi and λj (i /= j) are connected by at least one continuous curve
in NR[P(λ)]. Hence, NR[P(λ)] has a connected component X such that σ [(Iλ−
T )k] ⊆ X and the equation x∗P(λ)x = 0 has at least k roots in X, for every nonzero
vector x ∈ Cn. Therefore the numerical range of P(λ) has no more than m− k + 1
connected components.
If Z is a left root of P(λ), then P(λ) = (Iλ− Z)kN(λ) and due to
P ∗(λ) = [(Iλ− Z)kN(λ)]∗ = N∗(λ)(Iλ − Z∗)k
and NR[P ∗(λ)] = NR[P(λ)], we obtain the same assertion. 
For k = m we have the following.
Corollary 1. If P(λ) = (Iλ− Z)m, Z ∈ Mn, then NR[P(λ)] is connected.
Corollary 2. Assume that P(λ) admits the factorization
P(λ) = Mρ(λ) · · ·M1(λ)(λI − Z)k
such that 2k > m and let the spectra of factors Mi1(λ), . . . ,Mis (λ) be subset of
σ(Z). In this case, the NR[P(λ)] has no more than m+ 1− (k + k1 + · · · + ks)
connected components, where kr = degMir (λ).
4. For quadratic polynomials
Let n× n be a quadratic monic matrix polynomial
P(λ) = Iλ2 + A1λ+ A0
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and the corresponding
Q(λ) = −P(iλ) =M(λ)− iN(λ), (5)
where
M(λ) = Iλ2 + S(A1)λ−H(A0), N(λ) = H(A1)λ+ S(A0)
and H(∗), S(∗) denote the hermitian and skew-hermitian parts of a matrix. Obvi-
ously, by (5)
NR[Q(λ)] = NR[P(iλ)] = −iNR[P(λ)] = e−i pi2 NR[P(λ)]. (6)
Theorem 4. Assume that one of the following statements holds:
(i) The matrix A1 is skew-hermitian (H(A1) = 0) and S(A0) is definite.
(ii) For every unitary vector x, the polynomial x∗M(λ)x has no real roots.
(iii) For every unitary vector x, the discriminant of the equation x∗M(λ)x = 0 is
negative.
Then
P(λ) = (Iλ− T2)(Iλ− T1)
with σ(T1) ⊂ Cl and σ(T2) ⊂ Cr, where Cl and Cr are the left and the right open
halfplanes of C, respectively.
Proof. In fact, by (i) we have NR[N(λ)] = ∅ and by (ii) or (iii) NR[M(λ)] ∩ R = ∅.
Thus, for any case:
con. hull{NR[M(λ)] ∩ R} ∩ NR[N(λ)] = ∅. (7)
By (7), clearly NR[Q(λ)] ∩ R = ∅ and due to (6)
NR[P(λ)] ∩ iR = ∅.
Moreover, by [6, Theorm 1.2], NR[P(λ)] has two connected components each in
the right and left halfplane, and the equation x∗P(λ)x = 0 has exactly one root in
each component. Hence, P(λ) has two spectral divisors Iλ− Ti (i = 1, 2) such that
σ(T1) ⊂ Cl and σ(T2) ⊂ Cr. 
On the other hand, if all NR[P(λ)] lay in Cr or Cl then M(λ) and N(λ) are
hyperbolic polynomials (see also [4, Theorem 1.1]).
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