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Abstract-This paper begins by developing a basis for using * finite difference equations 
to model physical phenomena. Under appropriate conditions the solution F of a * finite 
difference equation has S-continuous “finite difference derivatives” up to order r. In 
these circumstances we can show that the standard function “F is a C-function and 
satisfies the differential equation corresponding to the original finite difference equation. 
The second part of the paper illustrates these techniques by applying them to the heat 
equation. In particular, we obtain a very nice model of the heat equation with initial 
conditions corresponding to all the heat concentrated at a single point. 
I. INTRODUCTION AND PRELIMINARIES 
The techniques and perspective of nonstandard analysis provide a very natural approach 
to partial differential equations. This approach offers three main advantages. First, it 
allows us to derive many natural PDEs using the intuitive approaches of physicists and 
engineers with complete rigor. Second, proofs are very natural and intuitive. Finally, 
these techniques, especially when combined with recent work on nonstandard analysis 
and probability theory, are extremely powerful. There is every reason to expect that these 
techniques will eventually lead to new results. 
This paper is divided into four parts. The second section develops the basic results 
needed to apply nonstandard analysis to PDEs. That section contains all the new math- 
ematics in this paper. The aim of the remaining sections is to illustrate this approach in 
a particularly simple setting by studying the diffusion or heat equation. In Sec. III we 
derive the k-dimensional diffusion equation from an extremely natural and intuitive, yet 
completely rigorous model. This approach allows us to work with any initial conditions 
using very elementary methods. In Sec. IV we illustrate this by giving a completely el- 
ementary analysis of the one-dimensional diffusion equation with initial conditions cor- 
responding to all the diffusing material being at a single point at time zero. 
Subsequent papers will discuss the wave equation and the Fokker-Planck or Kol- 
mogorov forward equation. 
This paper will presuppose familiarity with only the most basic techniques of non- 
standard analysis. We will work with higher-order nonstandard models but do not require 
any additional properties. (e.g. saturation). See any one of the standard introductions to 
Nonstandard Analysis for the necessary background (e.g. [2-41). 
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We will be working with higher-order nonstandard models *R“ of Euclidean k-space 
Rk. We use the usual notation k = p for 2 infinitely close to j, and St(z) for the standard 
part of 2 if j; is finite. Z will denote the set of integers and N the set of non-negative 
integers. 
II. MACHINERY 
In this section we develop some basic machinery for the application of nonstandard 
analysis to PDEs. Throughout this section At will denote a positive infinitesimal. 
II. 1. DejCzition 
Suppose T is an internal subset of *Rk. We define “T = {St( 2) 1 i E T and i is finite}. 
11.2. Definition 
Suppose either 
T = {kAt 1 k E *N} = (0, At, 2At, . . .} 
or 
T = {kAt ) k E *Z} = {. . . , -At, 0, At, . . .}. 
(Note that in the first case “T = [0, a) and in the second case “T = R). Suppose 
FIT+ *R is an internal function. Then F is said to be S-continuous provided 
(i) F(0) is finite. 
(ii) For every finite s, t E T s = r j F(s) = F(t). 
This is a variation of a definition due to Robinson [3, p. 1131. Propositions II.3 and II.4 
are well known and easy to prove. (Note: Both propositions require our assumption that 
F is internal.) 
11.3. Proposition 
Condition (ii) of II.2 is equivalent to: 
(ii’) For every finite t E T and every standard E > 0 there is a standard 6 > 0 such 
that 
Vs E T 1 s - I 1 < 6 3 1 E’(s) - F(t) 1 < E. 
Proof. Omitted. 
11.4. Proposition and definition 
Suppose F: T + *R is S-continuous then 
(i) For every finite f E T F(t) is finite. 
Hence, we can define a standard function “F: “T + R as follows. 
For x E “T choose any t E T such that x = t. Define “F(x) = St(F(t)). 
(ii) “F is well defined. [Since f = x, t’ -L x j t = t’ so F(t) = F(t’)]. 
(iii) “F is continuous. 
Proof, Omitted. 
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We will be working with the finite difference form of the derivative. This is defined in 
the obvious way. 
11.5. Definition 
Suppose F:T + *R is internal. Define D,F:T + *R by 
D,F(t) = 
F(t + At) - F(t) 
At ’ 
The higher-order finite difference operators Djk’F( t) are defined inductively 
D;“F(t) = D,F(t) 7 
Dik+l)F(t) = D,(Djk’F) (t). 
For example, 
D;“F(t) = 
F(t + 2 At) - 2F(t + At) + F(t) 
(At)’ 
For standard functions the ordinary derivatives and the finite difference derivatives 
are related in the obvious way. 
11.6. Lemma 
Suppose f : “T + R is a standard C’-function. Being moderately abusive of notation we 
write *f: T --, *R for *f IT. Then for k = 1, 2, . . . , r DJk’*f is S-continuous and 
o(D’k’*f) = jXk’ I 
Proof: 
(i) The fundamental theorem of calculus applies to any *C’ function. Hence, 
D,F(t) = k [F(t + At) - F(t)] 
r+At 
F’(s) ds 
At 
F’(t + s) ds. 
(ii) We prove by induction 
Dsk’*f( t) = & kAr **. lu”’ *fck)(t + Sj + ... + Sk) d.S, ..* dSk, 
k = 1 follows from (i) above. 
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Djk+ “*f(t) = o,IIlk)*f(t) = by induction 
1 
=D’m *** II 
*f(“)(t + s1 + ..a + s,J dsl ... dsk 
1 
=$$ 
Dt*fCk)(t + s1 + ... + Sk) dsi **. dSk 
1 =- 
(A t)k+ ’ 
*fcktl)(t + s1 + *.. + sk+l) dsl *** dSk+l. 
(iii) Now since *fk+‘) is S-continuous and At = 0 
1 ~ 
(At)k+l J-I 
. . . *fCk+‘)(t + s1 + ... + sk+l) dsl *** dSk+, = *fCk+‘)(t) = *fCktl)(St(t)) 
which completes the proof. 
The following lemma is the key lemma for our work. 
11.7. Key lemma 
Suppose F: T + *R and 
(i) F(0) is finite. 
(ii) D,F is S-continuous. 
Then 
(i) F is S-continuous. 
(ii) “F is continuously differentiable and VX E “T (“F)‘(x) = “(D,F) (x). 
Proof 
(i) Suppose s, t E T are finite and s = t. Without loss of generality s < t. 
Let s = mat, t = nAt. 
Let M = max{ 1 D,F(iAt) 1 1 m 5 i < n}. 
M is finite. 
n-1 
F(t) - F(s) = c [F((i + 1)At) - F(iAt)l 
i=m 
n-1 
= c A tD,F(iAt). 
so 
n-1 
1 F(t) - F(S) l 5 2 At I D3Wt) I 
i=m 
i=m 
5 M((n - 1)At - mA t) = 0 
since nA t = mh t and M is finite. 
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l im “FCC + h) - “F(x) 
h 
= “(D,F)(x). 
b0 
Suppose E > 0 is standard. Choose t = mAt E T such that t = x. Since D,F is S- 
continuous, Proposition II.3 yields a standard 6 > 0 such that 
Vs E T 1 s - t ( ==c 6 j ) D,F(s) - D,F(t) ( < d2. 
Now suppose y E “T and 0 < 1 x - y 1 < 6/2. Choose s = nAt E T such that s = y. 
Without loss of generality t < s 
n-l 
F(s) - F(t) = 2 A tD,F(iA t) 
i=m 
(*I 
Since (n - 
But for i = 
m)A t # 0 the left-hand side of (*) is infinitely close to 
F(Y) - F(x) 
y-x * 
m 3 * * . 9 n-l 
DtF(t) - t < D,F(iA t) < D,F(t) + f . 
So the right-hand side of (*) satisfies 
n-l 
D,F(t) - i I 2 D,F(iAt)l(n - m) 5 DZ(t) + i . 
i=m 
so 
F(Y) - F(x) - “D,F(t) < E 
Y-X 
which completes the proof. 
11.8. Corollary 
Suppose F: T + *R is internal and 
(i) F(O), D,F(O), . . . , D$'- "F(O) are finite. 
(ii) D:F is S-continuous. 
Then “F is C’ and for k = 1, 2, . . . , r 
( oF)‘k’(~) = “( Dlk')(x) . 
Proofi 
Immediate. 
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11.9. Corollary 
Suppose F: T + *R is internal and 
(i) F(O), D,F(O), . . . , DJ”F(0) are finite. 
(ii) For every finite t E T Dl” “F(t) is finite. 
Then “F is C’ and for k = 1, 2, . . . , r 
(“F)‘k’(~) = “(Dlk’)(x). 
Proof: 
This follows immediately from a straightforward verification of the fact that (ii) implies 
that Dj”F is S-continuous. 
In our treatment of the diffusion equation we will be working with k-space dimensions 
and one time dimension. Everything generalizes in the obvious way. 
II. 10. Definition 
Suppose k is a positive integer and Ax and At are positive infinitesimals. Let 
A’ = {(I’,Ax, . . . , i,cAx) 1 i,, . . . , i/c E *Z}, 
T={iAtliE*N}. 
Suppose F: Ak x T += *R is internal. F is S-continuous iff 
(i) F(b, 0) is finite. 
(ii) For every finite (2, t) 
(5, s) = (2, t) 3 F(F, s) -‘I F(& t). 
Let P1, . . . , Zk be the usual basis for Rk. For i = 1, 2, . . . , k define 
D,,F(Z, t) = 
F(.? + AxZi, t) - F(Z, t) 
Ax 
and 
D,F(Z, t) = 
F(Z, t + At) - F(s?, t) 
At 
All our results in this section generalize easily to F: hk x T + *R and “F: Rk x [O, ~4) + 
R. The proofs of Lemma II.6 and Corollaries II.8 and II.9 apply to the multidimensional 
case using well-known standard results. (See, e.g. [l, Theorem 6-181). 
The proof of the following proposition is completely straightforward. 
II. 11. Proposition 
Suppose F: Ak * *R is S-continuous and E is a standard open subset of Rk then 
“F dx, ... d& = st( c F(Z)(AX)~>. 
;E*EI-W 
We now turn to the diffusion equation. 
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Our model of diffusion involves a quantity of “ink” diffusing or jumping around on 
the k-dimensional grid Ak from Sec. II. We begin with one unit of ink placed on the grid 
according to some initial conditions. Formally, we are given an internal function 
P:Rk --* *[O, 11. P(Z) determines the amount of ink initially placed at i. Since we work 
with one unit of ink 
c P(Z) = 1. 
Xi3G 
The ink jumps around the grid according to the following rules. 
(1) The ith jump occurs between time (i - 1)A.t and iAt. 
(2) At each jump the “blob” of ink at each grid point _? breaks into (2k + 1) smaller 
blobs. 
(a) Fori = 1,2,. . . , k a fraction pi of the blob at x jumps to k + AxZi. 
(b) For i = 1, 2, . . . , k a fraction pi of the blob at 2 jumps to x - AxZi. 
(c) A fraction (1 - 2Zpi) of the blob at j; remains at 2, 
whereO<p,I1and~:p,I~. 
Our formalization of this model is straightforward. 
Let C = {co, cl, . . . , czk}. Think of C as the set of faces of a (2k + 1) - sided die 
which is weighted so that the probability of each face coming up on a random roll is given 
by 
6) 
(ii) 
(iii) 
The probability of co is 1 - 2 c?==l pi. The face co “instructs” an ink molecule to 
remain at its current grid point. 
the probability of czi- 1 is pi for i = 1, 2, . . . , k. The face czi- 1 “instructs” an ink 
molecule to jump from its current location at grid point _? to 2 + AxZi. 
The probability of c2i is pi for i = 1, 2, . . . , k. The face c2i “instructs” an ink 
molecule to jump from its current location at grid point 2 to 3 - AXdi. 
III. 1. Definition 
Let R be an infinite, positive * integer such that RA t is infinite. 
Let R = Ak x CR. 
Think of !,3 as being a set of very tiny blobs of ink. 
A typical element & of R looks like 
G = (00, 01, 02, . . .I, 
where o. E Ak, ol, w2, . . . E C. The “size” of each blob is determined by 
(i) io(&) = P(mo), the size of the initial blob at the grid point wo. 
(ii) Forj 2 1 
and 
b(G) = pi if wi = C2i__l Or C2i 
= 1 - 2Zpi if 6+ = co 
S(G) = fi b(G). 
j=o 
m determines the initial location of & and wl, 02, . . . , wR describe how 6 jumps around. 
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More formally, we define 
X:C! x T-, Ak 
where 
by 
T = (0, At, . . . , RAt) 
X(c;, 0) = 00 
X(Li, jAt) = 
1 
X(G, (j - l)At) if 6+ = co 
X(6, (j - 1)At) + hti if 6+ = c2i_1 
X(G, (j - l)At) - AXZi if Oj = C2i. 
At any given instant of time t = jA t E T there is a blob of ink at a grid point 2 which is 
made up of many blobs from R. The size of this composite blob is given by the sum 
x S(G). 
X(&r) =i 
We will keep track of the amount of ink at each point 2 at each time t by a function 
F:Ak x T-, *[O, 00) 
defined by 
Thus, F(Z, t) (Axr is the fraction of the total quantity of ink which is at 2 at time t. 
In particular, if E C Ak the total fraction of ink in E at time t is 
2 F(Z, t) (Ax)~. 
SE 
Thus, F(Z, t) is analogous to the usual standard density function +(j;, t). 
We will use the notation H(Z) for the initial condition, H(Z) = F(+?, 0) = P(Z)/(AX)~. 
One particular initial condition to have in mind is 
;=a 
H(Z) = 
j; # b. 
This corresponds to all the ink starting at 6 at time 0. 
F(.?, t) evolves according 
F(% 0) 
F(?, t + At) 
to the finite difference initial value problem. 
= H(Z) 
= (1 - 2Zpi)F(Zy t) 
+ Zpi[F(.? + AxPi, t) + F(? - AxPi, t)I. 
(III. 1) 
so 
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F(jF, f + At) - F’(.?, t) = Xpi[F(Z + AxZi, t) - 2F(.?, t) + F(Z - AxZi, t)] 
and 
FCi, t + At) - F(Z, t) = cp, (Ax)~ F(j;- + AxZi, t) - 2F(ji-9 t) + F(.? - AxZi, t) 
At ’ At (Ax)~ 1 
or. 
(Ax>* D,F(& t) = zpi __ At D:;xiF(.? - AxZi, t). 
Now, we add the additional assumption that pi (Ax)~/A t is finite for i 
and let (Y~ = St(pi (Ax)‘lAf) 
Notice that (111.2) is suggestive of the usual diffusion or heat equation 
with C$ = “F. 
= 1,2,...,k 
(111.2) 
(111.3) 
The remainder of this section is devoted tojustifying the transition from (111.2) to (111.3). 
111.2. Lemma 
Suppose G:Ak x T - *[O, a) satisfies Eq. (111.1). That is, 
G(Z, t + At) = (1 - 2l$i)G(Z, t) + Spi[G(Z + AxZ~, t) + G(k - AZei, t)] 
and 
Then 
vz E Rk ?ET 0 5 G($ f) 5 M. 
Proof. 
Straightforward. 
111.3. Lemma 
Suppose G: Ak x T + *[O, m) satisfies Eq. (111.1). Then so does D,;G. 
Proof. 
Straightforward. 
516 F. HANQIAO, D. F. ST. MARY AND F. WATCENBERG 
111.4. T&own 
Suppose F is as above, M is a standard positive real, to E T, and the function G(x) = 
F(x, to) satisfies 
Yj; E Rk Vr 5 4 Vi,, . . . , i, 
1 D$.xi, G(Z) ( 5 M. 
Then on Rk x T rl *[to, 30) 
DtF, D .F 0”’ F XI 7 x,x, 
are all S-continuous and bounded by M. Therefore, F is S-continuous and, denoting “F 
Therefore on Rk x [St(t,), 30) (111.3) holds by taking 
(111.2). 
Proof. 
the standard part of both sides of 
By Lemma III.3 for 0 I r 5 4 and all i,, . . . , i, Dgi ,,_,, xl, F satisfies Eq. (III. 1). 
Therefore by Lemma III.2 for all 2 E Rk and t E T, t 2 to 
1 0:: ,_._, x,, FG, t> 1 5 M. 
Now, for .Z E Ak, t 2 to 
DrF(x, t) = i pi 7 x,x, (AX)2 0’2’ 
i= 1 
is bounded by 
which is finite. 
Similarly D$f’F(Z, t) has a finite bound as do D$fjF(Z, t), D$,F(Z, t) and Dj&F(jE-, t) 
for 2 E Ak, t 2 to. 
The result follows immediately from the multivariable version of Corollary 11.9. 
.~ 
111.5. Corollary 
Suppose F, H are as above, M is a standard positive number and H satisfies 
Vx E Ak Vr44 iI,...,& 
( DT, ,. ,i,ffG) I 5 M. 
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Then H and F are S-continuous. Let h = “H, + = “F. Then 
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- = &!2 a+ 
at axf 
40, 0) = h(x). 
In particular, by the multivariable version of Lemma II.6 we can apply Corollary III.5 
to standard initial conditions. The only difficulty is a very minor one. If we let H(K) = 
*h(Z) then ZH(x) will be infinitely close to but not necessarily equal to 1. So let 
*h(Z) 
H(Z) = - 
YZ*h(?) * 
Part of the power of this approach is its ability to handle initial conditions which are 
very irregular and, in particular, do not satisfy the hypotheses of Corollary 111.5. The 
next section illustrates this power. 
IV. AN ELEMENTARY TREATMENT OF A SPECIAL CASE 
In this section we will give a completely elementary treatment of the special case k = 
1, pi = 4 with the initial condition 
x=0 
x # 0. 
Notice that H is not S-continuous. For simplicity we will assume At = (Ax)*. 
The function F(x, t) will not be S-continuous even for t not inlinitely close to 0 since 
F(jAx, iAt) is nonzero only for i = j (Mod 2). 
In this situation the treatment in Sec. III can be greatly simplified. 
IV. 1. Definition 
Let R. = { - 1, + l}^ so that & E OR0 looks like: 
; = (01, @%I,. . . , WR), 
where each wi is + 1 or - 1. Let X:Ro x T- A’ be given by 
X(&, 0) = 0 
X(;, jAt) = X(Gi, (j - 1)At) + &wj 1 5 j 5 R 
and 
F:R’ x T+ *[O, 0~) 
F(x t) = Card6 E 520 I X(6 t) = 4 
2R.Ax 
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Card(&) 
FK4 0) = 2R.AX = & = H(0) 
and, 
F(x, t + At) = 4[F(x + Ax, t) + F(x - Ax, t)l. 
The first step is to look at F(x, t) for t = 0. The calculation is an absolutely straight- 
forward one involving variance. 
IV.2. Definition 
Suppose FIR’ x T-, *[O, w) is as above. Define Var(F, 1) by 
Var(F, t) = x x’(F(x, 1)). 
XEA’ 
[Note: This is not quite the standard variance which would be xx*F(x, t)Ax.l 
IV.3. Lemma 
Var(F, t + At) - Var(F, t) = Ax. 
Proof. 
Look at the contribution of the ink at x at time t 
x - Ax x x + Ax 
The contribution of this ink to 
Var(F, t) is x*F(x, t). 
Its contribution to Var(F, t + At) is 
t(x + Ax)*F(x, t) + 4(x - Ax)*F(x, 1) 
= [&(x2 + 2xAx + (Ax)*) + +(x2 - 2xAx 
The difference is (Ax)*F(x, t) and summing over 
Var(F, t + At) - Var(F, 1) 
+ (Ax)‘)]F(x, t) = [x2 + (Ax)~IF(x, 1). 
x we get 
= x (Ax)~F(x, t) 
x 
= (Ax)~ -& = Ax. 
IV.4. Corollary 
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Vat-@‘, nAt) = nAx. 
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Proof. 
Immediate. 
IV.5. Corollary 
Suppose c = nAt is infinitesimal. Then there is an infinitesimal (Y such that 
2 F(x, t)Ax = 0. 
/ x / =a 
In other words, for t = 0 almost all of the ink is infinitely close to 0. 
Proof. 
By assumption nAt = 0. So if (Y = (nAt)1’4 then (Y = 0 and nAtlcx* = (nAt)1’2 = 0 and 
XI X 1 z_m F(x, nAt)Ax = 0 completing the proof. 
Next we want to compute F(x, t) for x = 2kAx finite and r = 2nAt and t # 0. Notice 
that F((2k + I)Ax, 2nAt) = 0. 
A particular ink blob & = (oi , . . . , 02n, . . . , 6.1,) is at 2kAx at time 2nAt if and only 
if 
Card({i 1 1 I i I 2n, wi = + 1)) = n + k 
and 
Card({i 1 1 5 i I 2n, wi = - I}) = n - k 
Therefore, 
F(2kAx, 2nAt) = r 
(2n)! 
Ax (2)*“(n + k)!(n - k)! . 
We need to apply Stirling’s formula in the following form 
IV.6 Lemma 
Suppose Y is an infinite integer then v! = e-“v”V’% 6, where 6, = 1. 
Proof. 
Immediate consequence of Stirling’s formula. 
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Suppose nAt # 0 and kAx is finite. then (n + k) and (n - k) are infinite. 
Proof. 
We may assume k 1 0. 
Therefore, n + k L n and since nAt # 0, n is infinite so (n + k) is also. 
Now we look at (n - k) 
kAx is finite. 
Therefore, kAt = k(Ax)’ is infinitesimal. 
so (n - k)At = nAt =k 0. 
so n - k must be infinite. 
IV.8. Definition 
Suppose s, t E *R. We write s + t for slt = 1. Ifs and t are finite and not infinitesimal 
then 
s*tts==t. 
Notice 
(i) s + s’ and t e t’ I$ st k s’t’ 
1 1 (ii) s&s’*--_‘, 
s s 
(iii) s & s’ and t & t’ + 4 k $ , 
By IV.6 and IV.7 we have 
(2n)! C e - Zn(2n)(2”)dG 
(n + k)! + e-cn+k)(n + k)‘“+k’d2n(n + k) 
(n - k)! + e- (n-k)(n - k)‘“-“‘v2a(n - k) . 
IV.9. Calculation 
We need to compute the right hand side of IV. 1. 
1 (2n)! 
hx 22”(n + k)!(n - k)! 
1 e-2”(2n)2”G &- 
AX 22”e-(“+k)(n + k)(“‘k)d2n(n + k)e-(“-k)(n - k)(“-k’d2n(n - k) 
1 rP+G =- 
Ax (n + k) (n+k)(n _ k)‘“-k’2&,$ _ k2 
1 n2n VG-l =- 
Ax (n + k)“(n - k)” * ‘Wk2. 
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Let 
2n 
(l) = (n + kcvn - k)” 
(3) = ,&,,2 _ k2 Ax ’ 
nzn 
(‘): (n + k)“(n - k)” = 
1 
(1 + k/n)“( 1 - k/n)” = (1 _ :,,,n = (l _ iy. 
But 
k2 (kAx)2 (x/2)’ x2 -=-= -=- 
n nAt t/2 2t . 
So (1) k exz’2r. 
(2): (?LIA)k = (” ‘,:,‘“)* = (1 - 2_>” = (1 - 2k2’$+ yk. 
But 
2k2 2k22(Ax)’ (2kAx)2 
n+k = (n + k)2(Ax)2 = 2(n + k)(Ax)’ * 
But 
so 
So (2) A e-x*‘r. 
k(Ax)2 = 0 
2(n + k)(Ax)2 = 2n(A~)~ 
fi 
(3): Ax&n2 - k2 
= 2nAt = t. 
= & J n(Ax)2 _-’ (kAx)2/n ’ 
But n(Ax)2 = nAt = t/2 C 0, (kAx)2 is finite and n is infinite. 
So (kAx)2/n = 0. 
Therefore, 
Putting this all together 
v5 v? 
F(x, t) & G ex2f2te-x2/t = z e-x2J2t .
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IV.10. Corollary 
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Suppose t = 2nAt + 0 and a, b E R a < b. Then 
x F(x, t)Ax = x F(x, t) Ax 
xE*(a,b) xE*(a,b) 
x = 2kAx 
= f x F(x, t)(2Ax) 
xE*(u,b) 
x=ZkAx 
This is exactly the usual standard result. 
This result allows us to handle any initial conditions via the following: 
IV. 11. Corollary 
Suppose 
and 
and 
F(x, t + At) = B[F(x + Ax, t) + F(x - Ax, t)] 
t = 2nAt 4= 0. 
Then for 2kAx finite 
(i) F(xo + (2k + l)Ax, t) = 0 
ti 
(ii) F(xo + 2kAx, t) + 
G 
e-‘2kAx’=/2’aAx_ 
Proof. 
Immediate. 
IV.12. Lemma 
Suppose {avlvE*N {bv},,E*N are internal sequences in *[O, ml) and 
Vu E *N a, k 6,. 
Then 
Nonstandard analysis to partial differential equations 
Proof. 
Let 1 = inf F 
11 
a, 
I!4 = sup 
Y (> b, . 
Notice 1 -L 
so 
and 
so 
lCb, 4 Ca, 5 uCb,. 
1~ CaJCb, % u, 
which completes the proof. 
IV.13. Corollary 
Suppose F(x, 0) = 0 for infinite x and 
F(x, t + At) = b[F(x + Ax, t) + F(x - Ax, t)] 
and t = 2nAt + 0. Then 
- 
(2kAx)2’2rF(x + 2kAx, 0)Ax 
k= --co 
-(2kAx)Z’2tF(~ + 2kAx, 0)(2Ax). 
(Note: This is the analog of the usual standard result 
+(x, t) = Jym & e-(s-x)2’2’+o(s) ds 
where +0 is the initial probability density function.) 
Proof. 
Immediately from IV. 11, IV. 12, and linearity. 
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