Abstract: Say that interest focuses on the relationship between an exposure variable and an outcome variable; however, the exposure variable is subject to measurement error. While exceptions have been identified, in almost all circumstances nondifferential measurement error leads to attenuated regression coefficients and lost power to detect associations. In the case of an ordinal exposure variable subject to nondifferential misclassification, we confirm that power is always lost in a general test for association between the exposure and outcome variables. Surprisingly, however, we find that for a linear test of trend, a gain in power is possible.
Introduction
In many observational data settings focused on the regression relationship between an exposure variable X and a disease outcome variable Y, the exposure variable is prone to measurement error. That is, the available data are realizations of ðX Ã ; YÞ rather than ðX; YÞ, where X Ã is a noisy surrogate for X. There is a substantial literature on measurement error problems, particularly involving nondifferential measurement error, whereby X Ã and Y are conditionally independent given X. Two typical hallmarks of nondifferential measurement error are (i) attenuation and (ii) power loss. Attenuation, or bias toward the null, refers to a regression coefficient describing the ðX Ã ; YÞ association being smaller in magnitude than the corresponding (X,Y) coefficient. Consequently, reporting inference based on ðX Ã ; YÞ data as targeting the ðX; YÞ relationship of interest is a biased procedure. Power loss refers to ðX Ã ; YÞ data yielding less power than ðX; YÞ data to detect association. The maxim of nondifferential exposure measurement error leading to attenuation is widely appealed to in applied work; Jurek et al. (2008) refer to it as "a well-known heuristic in epidemiology." As documented in Jurek et al. (2006) , it is not uncommon to see inference on ðX Ã ; YÞ data reported without any quantitative adjustment for measurement error, but with a claim that this is a conservative procedure. The rationale for such a claim is that if an adjustment were undertaken, it would push the point estimate away from the null, in order to mitigate the attenuation. Against this, however, there are a number of cautionary papers in the literature. These point to exceptional circumstances where the maxim of attenuation can fail. For instance, see Dosemeci et al. (1990); Wacholder (1995) ; Carroll (1997) ; Jurek et al. (2005) .
In specific contexts where power loss applies, there is recent work on quantifying the magnitude of the loss (Buonaccorsi et al. 2011; Vanderweele 2012 ). However, circumstances under which power loss is not guaranteed do not seem to have been investigated. This paper focusses on the situation where X is ordinal with more than two categories. We show that for a general test of ðX; YÞ association, nondifferential misclassification of X is indeed guaranteed to reduce power. However, another commonly used test when X is ordinal is a test of linear trend. This test is seen to constitute an exceptional circumstance, as nondifferential misclassification of X can in fact increase the power to detect a trend.
Misclassification
The exposure X is assumed ordinal with k > 2 levels, represented as X 2 f1; . . . ; kg. The discussion applies to disease variables Y of various numerical types, for example, binary, count, continuous. We take ðα; β; κÞ to describe aspects of the joint distribution of ðX; YÞ, according to α i ¼ prðX ¼ iÞ, β i ¼ EðYjX ¼ iÞ, and κ
Exposure misclassification is manifested in terms of X Ã 2 f1; . . . ; kg being observed, rather than X itself. Nondifferential misclassification is assumed throughout this paper, whereby X Ã and Y are conditionally independent given X. Thus, the misclassification is described by a single k Â k classification matrix P, with entries p ij ¼ prðX Ã ¼ jjX ¼ iÞ.
A given P induces a joint distribution of ðX Ã ; YÞ from the joint distribution of ðX; YÞ. The induced distribution can be described in similar terms as the original. For instance, α
where
The variance of ðYjX Ã Þ is
or, more succinctly,
Thus, ðα; β; κÞ, which describes the joint distribution of ðX; YÞ, maps to ðα Generally, we expect less extreme exposure misclassification to result in less damage, when inferences based on the ðX Ã ; YÞ data are interpreted directly as applying to the ðX; YÞ relationship. To quantify the extent to which the exposure classification is nicely behaved, P is termed monotone if, for each i, p i;iþδ and p i;iÀδ are both decreasing in δ for δ ! 0. That is, for each i, the distribution of ðX Ã jX ¼ iÞ is unimodal with mode at X Ã ¼ i. Thus, monotonicity corresponds to a less good classification being less likely. A nonmonotone P clearly corresponds to rather pathological misclassification. Following Ogburn and Vanderweele (2013) , if both P and P T are monotone, then P is said to be tapered, i.e., the classification probabilities taper off as one moves away vertically or horizontally from the diagonal of P. Hence, tapered misclassification corresponds to better behavior than merely monotone misclassification. We can also consider whether P is a banded matrix. For instance, a tridiagonal P rules out classifications that are off by more than one category. In qualitative terms, a P which is both tapered and tridiagonal might be regarded as the least threatening form of exposure misclassification. Another nice property for P to possess is min i p ii > 0:5, i.e., for all exposure levels correct classification is more likely than incorrect classification.
Hypothesis testing
Say that interest is focused on testing a null hypothesis of the form H 0 : Cβ ¼ 0, for an appropriate q Â k matrix C, against a general alternative. If correctly classified data are available, in the form of n independent and identically distributed realizations of ðX; YÞ, then a test can proceed as follows. Let Z ¼ ðZ 1 ; . . . ; Z k Þ T be the vector of response means for the k exposure groups, such that if n i of the n subjects have X ¼ i, then, at least approximately,
For the sake of clear exposition, we proceed on the basis that κ, and hence ν, is known. In practice κ would be estimated, either directly on the basis of within-group variation in responses (e.g., if Y is continuous) or on the basis of a postulated mean-variance relationship.
Starting from eq.
[1], standard linear model theory gives the test statistic
q distributed under the null, but noncentral χ 2 q distributed under the alternative, with noncentrality parameter
We gain insight by replacing the realized group sizes n i with the expected group sizes nα i , for i ¼ 1; . . . ; k. Then the noncentrality parameter becomes ngðα; β; κÞ, where
in which Dðα; κÞ is the diagonal matrix with entries D ii ðα; κÞ ¼ α
i . With the form [3] in hand, the question of whether or not power is lost as a result of misclassification is simply abstracted as the question of whether or not gðα Ã ; β Ã ; κ Ã Þ < gðα; β; κÞ.
General test for association
A general test for exposure-disease association would focus on the null hypothesis
This null, concerning the distribution of ðX; YÞ, implies the corresponding null for ðX Ã ; YÞ, i.e., β
In the k ¼ 2 case of binary exposure, it has been known since at least Bross (1954) that nondifferential misclassification induces power loss. However, the literature on misclassification with k > 2 exposure categories has focused more on estimation than on testing [see, for instance, Dosemeci et al. (1990) ; Weinberg et al. (1994) ]. In the present context, at least for the homoscedastic case that varðYjXÞ is constant, we can indeed confirm that power is lost as a result of having misclassified data rather than correctly classified data. The following result applies for any misclassification matrix P. In fact, the proof makes no use of the fact that X is ordered, so the result applies to categorical X more generally. Theorem 1. Consider C¼ ð1 kÀ1 À I kÀ1 Þ, corresponding to the null hypothesis of equal mean outcomes for all exposure levels. In the homoscedastic situation of equal variances (
That is, nondifferential misclassification cannot increase the power for detecting a relationship between mean outcome and exposure level.
Proof. Direct calculation gives gðα; β; κÞ ¼ Now, by the Cauchy-Schwarz inequality,
Hence,
as claimed.
As will be demonstrated momentarily, a version of Theorem 1 does not hold for the linear trend test. This test, versions of which were first proposed by Cochran (1954) and Armitage (1955) , uses the linear contrast C ¼ ð1 À k; 3 À k; . . . ; k À 3; k À 1Þ to define the linear component of EðYjXÞ. A direct interpretation of the test is that the null Cβ ¼ 0 holds if and only if the least-squares slope when ðβ 1 ; . . . ; β k Þ is regressed upon ð1; . . . ; kÞ is zero.
To gain a general sense of how this test is affected by misclassification, we compare gðα Ã ; β Ã ; κ Ã Þ to gðα; β; κÞ for a large ensemble of α, β, and P values. Particularly, we fix k ¼ 6 exposure categories and also fix κ ¼ ð1; . . . ; 1Þ. Then values of ðα; β; PÞ are drawn from 12 different probability distributions. The first three distributions arise from fixing α ¼ ð1=6; . . . 1=6Þ, thinking of a uniform distribution for X as being a simple but important special case. A distribution on β is assigned by fixing β 1 ¼ 0 without loss of generality, and then taking the increments ðβ 2 À β 1 ; . . . ; β k À β kÀ1 Þ to be distributed as Dirichletðc; . . . ; cÞ, so that β is increasing and β k ¼ 1 is fixed. In our experiments we take c ¼ 2, which allows the possibility of far from linear patterns (as c increases the distribution puts more weight on relationships which are closer to linear). Then the three distributions are based on sampling P from a specified distribution over tridiagonal classification matrices, and conditioning on either (i) P being non-monotone, (ii) P being monotone but not tapered, or (iii) P being tapered. The distribution on P generates tridiagonal matrices by independently drawing ðp 11 ; p 12 Þ, betaða; bÞ, ðp k;kÀ1 ; p kk Þ,betaðb; aÞ, and ðp i;iÀ1 ; p ii ; p i;iþ1 Þ, Dirichletðb=2; a; b=2Þ, for i ¼ 2; . . . ; k À 1. We use ða; bÞ ¼ ð20; 10Þ, giving a mean of 0.667 and a standard deviation of 0.085 for each diagonal element of P, before conditioning. This ensures that a wide range of classification matrices is being generated, with the typical extent of misclassification being quite considerable. The next three distributions arise exactly as per the first three, except α is now also taken as random, with α,Dirichlet ðd; . . . ; dÞ, so that each α i has mean 1=6. This allows departures from X being uniformly distributed (which would correspond to d ! 1). We wish to take d small enough to engender substantial departures from uniformity, but not so small as to yield distributions that place almost no mass on one or more values. Thus we set d ¼ 8, which induces a standard deviation of 0.053 for each α i .
Results for ðα; β; PÞ arising from these six distributions appear in Figure 1 . For both the general test and the trend test, results are given in terms of relative power, defined as the power achieved from misclassified data ðX Ã ; YÞ at the sample size for which ideal data ðX; YÞ yield 80% power. That is, if F q ð; tÞ denotes the distribution function for the noncentral χ 2 q distribution with noncentrality t, then the relative power is Figure 1 shows contrary behavior for the trend test. At least when the distribution of X can depart from uniformity, there are values of P (of all three types) and α and β for which misclassification induces power gain. Of course these results are based on first-order asymptotic theory; in Appendix A we present a small simulation indicating that the theory does indeed translate to the finite-sample case. Also, while our simulated scenarios never produced a power gain when X is uniformly distributed, in Appendix B we exhibit a β and a tridiagonal, tapered P such that there is power gain in this case.
The remaining six distributions for ðα; β; PÞ are constructed as per the first six described above, but with the underlying distribution of P modified so as to generate non-banded matrices. This is achieved by taking the rows of P to be independently distributed as Dirichlet over all k categories. To mimic the earlier construction, for each row the parameters of the Dirichlet distribution are taken to be a for the correct category and to sum to b over the k À 1 incorrect categories, implying the same beta ða; bÞ distribution for diagonal elements as previously. For all but the first and last rows, sub-sums of b=2 are forced, both below and above the correct category. The specification is completed by fixing a value of r such that the Dirichlet parameters for a given row decay geometrically by a factor of r as we move further away from the correct category. We take ða; b; rÞ ¼ ð20; 10; 0:25Þ in generating the results of Figure 2 . Qualitatively, we see very similar behavior as before with tridiagonal misclassification. Relative power (general) Figure 2 Relative power for the trend test and for the general test, with non-banded misclassification matrices. The panels give 1,000 realizations from each of the six distributions over ðα; β; PÞ described in the text, with α fixed (random) in the upper (lower) panels. Quartiles of relative power are indicated (diamonds), and the reference lines correspond to 80% relative power To seek further insight into when misclassification increases power, we focus on the situation of non-uniform X distributions and tapered misclassification matrices, i.e., the settings underlying the lower right panels of both Figures 1 and 2. For these simulated values, in Figure 3 we first plot the relative power of the trend test against the absolute ratio of Cβ Ã to Cβ. Values of this ratio larger than one correspond to the misclassification inflating the slope which summarizes the linear component of the exposuredisease relationship. In situations involving linear regression of a continuous outcome on a continuous exposure, nondifferential exposure misclassification is quite widely guaranteed to attenuate the regression slope being estimated [see, for instance, Gustafson (2004); Carroll et al. (2006) ]. Figure 3 shows that such a guarantee does not apply to the present situation, but it is perhaps not surprising that attenuation is much more common than inflation across the simulated scenarios. What is more surprising is that slope inflation is neither a necessary condition nor a sufficient condition for power gain. That is, in some Figure 3 Relative power of the trend test versus (i) absolute ratio of slopes (top panels), (ii) smallest diagonal element of P (middle panels), and (iii) LSSR (bottom panels). The misclassification matrices are tapered throughout. The left (right) panels correspond to tridiagonal (non-banded) misclassification matrices. For both distributions of ðα; β; PÞ, 1,000 realizations are simulated scenarios the misclassification inflates the slope yet power is lost for detecting that the slope is not zero. And in some situations, the misclassification attenuates the slope, yet power is gained for detecting that the slope is not zero. So the behavior of the slopes alone is not determining whether power is lost or gained.
Next in Figure 3 we plot the relative power against min i p ii , to see whether the worst probability of correct classification across exposure categories is a driving force behind the power of the test based on misclassified data. The plots provide a negative answer here, indicating very little association, if any, between this characteristic of the classification matrix and the relative power.
Finally, we consider the extent to which misclassification pushes the exposure distribution toward or away from uniformity. We define the log sum-of-squares ratio (LSSR) as
So, for instance, a large positive value of LSSR describes a case where the misclassification induces a distribution of X Ã that is much further from uniform than the distribution of X. Figure 3 exhibits quite strong negative associations between relative power and LSSR, in both the tridiagonal and non-banded cases. Thus scenarios with power gain tend to have misclassification which makes X Ã much more uniformly distributed than X. But again this is only a stochastic tendency with respect to the chosen distribution of ðα; β; PÞ. A low LSSR is neither a necessary nor sufficient condition for power gain. In general, there seems to be considerable complexity in how the distribution of X, the distribution of ðYjXÞ, and the misclassification matrix P combine to determine the performance of the trend test applied to misclassified data.
Discussion
The idea that nondifferential exposure misclassification causes attenuation in estimating exposure-disease relationships is well established in the literature, to the point that concerns are raised about this maxim being quoted in situations beyond its domain of applicability. The related idea that nondifferential exposure misclassification causes power loss for detecting exposure-disease association is also present in the literature, albeit with less emphasis. Of course, the situation is more nuanced with hypothesis testing than with estimation, since typically nondifferential exposure misclassification does not invalidate testing the way it invalidates estimation. That is, treating ðX Ã ; YÞ "as-is" results in valid hypothesis testing for ðX; YÞ association, but biased estimation of the magnitude of this association (when non-null). Consequently, comparing the power of a test using ðX Ã ; YÞ data to that of a test using ðX; YÞ data is a natural quantification of the impact of misclassification. Just as exceptions to the attenuation maxim have been noted, here we have exhibited a situation where power loss is not guaranteed. In the ordinal exposure setting, nondifferential misclassification is guaranteed to reduce power for the general test of association, but not for the test of linear trend. We have not been able to give a deterministic characterization of the distributions for X and ðYjXÞ and the classification matrices P for which power is actually gained via misclassification. Indeed, our numerical results point to these three entities combining in a complicated manner to determine the extent to which power is lost, or perhaps gained. Looking for the parameter settings under which power gain occurs seems somewhat akin to looking for needles in a haystack. Thus, there is no "free lunch" -it would be foolish to deliberately add artificial misclassification to exposure data, in the hope of increasing the power of a given study. Rather, we simply think it important to add the potential for power gain with this test to the extant list of caveats concerning heuristics for exposure measurement error.
Settings where the noisy exposure is much more uniformly distributed than the true exposure are seen to be more prone to exhibiting power gain. Upon reflection, there may be some intuitive sense in this.
Generally, a wider distribution of a regressor imbues more precise estimation of a regression slope, and this precision contributes to the power of the association test. However, in the linear regression setting, the benefit of increased variance of X Ã compared to X is more than offset by the attenuation in the slope itself and by the increase in residual variance of ðYjX Ã Þ compared to ðYjXÞ. In the present setting of the trend test for an ordinal exposure, we still lack a complete understanding of why these offsetting mechanisms are not always in full force.
Appendix A
In the setting of a tapered and tridiagonal classification matrix, the highest relative power obtained in the simulation study was 92.7%, arising from . Using these settings, we repeatedly generate 5,000 independent datasets, each comprised of n ¼ 500 observations on ðX; X Ã ; YÞ, under both the alternative (with the value of β given above) and under the null (with β ¼ ð0; . . . ; 0Þ). Note that while n itself is large, for this choice of α the expected number of subjects in the X ¼ 2 group is quite small. The simulation is carried out using κ À1 i ¼ var ðYjXÞ ¼ 2:2 2 , which is found empirically to yield about 80% power for the trend test using ðX; YÞ data. For each simulated dataset, a likelihood-ratio test is implemented using the test statistic [2] compared to the χ 2 1 distribution, with the standard error for each group mean "plugged in" as if it were known. For simulation under the null, empirical type I error rates are 5.5% for ðX; YÞ data and also 5.5% for ðX ? ; YÞ data, with Monte Carlo standard error of 0.3% in each case, i.e., the rates are within simulation error of nominal. For simulation under the alternative, empirical power is 78.5% for ðX; YÞ data and 92.3% for ðX Ã ; YÞ data, with a Monte Carlo standard error of 0.6% for the difference between the two powers. Thus, we have a finite-sample demonstration that the test is valid under the null for both X data and X Ã data, but the latter yields higher power under the alternative. we obtain gðα Ã ; β Ã ; κ Ã Þ=gðα; β; κÞ ¼ 1:0022. Thus with a uniform distribution over X and a tapered, tridiagonal classification matrix it is possible for power to increase upon misclassification.
