We consider a class of length-preserving string rewriting systems and show that the set of encodings of pairs of strings < s; f > such that f can be derived from s using the rewriting rules can be accepted by nite automata. As a consequence, we show the existence of a linear time algorithm for determining the solvability of a given k n peg-solitaire board, for any xed k. This result is in contrast to the recent results of UEHA] and AVIS] that the same problem is NP-hard for n n boards. We look at some related string rewriting systems and nd conditions under which the encodings of the pairs < s; f > where f can be derived from s is regular.
Introduction
Peg Solitaire is one of the most popular solitaire board games. Its history dates back to at least seventeenth century. It has been sold as a board game in various shapes, sizes and names. A complete chapter of the well-known work on mathematical games due to Berlekamp et al. BERL] is devoted to peg-solitaire. The most comprehensive treatment of this game is the book by Beasley BEAS] . For the sake of completeness, let us review the rules of the game. The solitaire board consists of holes which can hold pegs. The only rule of the game is the following: if A, B and C are three holes in a row and if A and B contain pegs but C does not, then the pegs in A and B can be replaced by a single peg in C. It is common to denote the holes with (without) pegs by 1 (0). The move is sometimes called a jump; A jumps over B and lands on C and the jumped peg is removed. The standard board on which this game is played in shown in Figure 1 . The gure on the right is the result of making a move on the board shown on the left. BEAS], BERL], Martin Gardner's Scienti c American column GARD] , and most other accounts of peg-solitaire primarily deal with this board. The game starts with Figure 1 : Peg-solitaire board pegs in some holes (this position is called the starting position) and ends when no more jumps are possible. The starting position is said to be solvable if it is possible to make a sequence of jumps so that only one peg is left on the board. A central algorithmic question is the complexity of deciding if a given position is solvable. This is the main problem discussed in this paper.
In CHAN] , peg-solitaire (on the standard board) was studied as a programming problem. The goal was to write a program to determine if a given starting position is solvable, and if so, to nd a sequence of moves leading to the solution. A time limit of 10 minutes was considered reasonable, and the program was expected to solve most (if not all) the starting positions in this approximate time frame. It appears from the concluding section of CHAN] that none of the participants could achieve the intended goal. During the class discussion, some related questions about peg-solitaire were raised to get a better understanding of the problem. One of them led to a speculation that the set of solvable starting positions (when suitably encoded as strings) on the k n board can be accepted by a nite automaton for every xed k. This conjecture was motivated by an exercise in Manna's book MANN] that the set of solvable patterns in the 1-dimensional case (namely 1 n board) is regular. One of the main results presented in this paper is a proof of this conjecture.
The 1-dimensional peg-solitaire is easy enough that a regular expression for the solvable patterns can be explicitly constructed, see e.g. CHAN] . Such an explicit construction seems virtually impossible for general k. Further the regular expression approach does not easily generalize. For example, suppose in the 1-dimensional case, the board is changed to a circular one. This is just one of many possible variations presented in the next paragraph. Now the regular expression may be entirely di erent from the one for the linear case. What we need is a framework that works for a wide variety of such problems. Presenting such a uni ed approach is the main contribution of this paper.
Many variations of peg-solitaire have evolved during its long history. We will present some of them below. In one variation, a peg is specially designated, which can't be removed. Thus the result of a move sequence leading to a solution will leave the special peg as the lone survivor. In another variation, one of the holes will be designated and the last peg is required to land there. We can also combine the two variations so that one peg and one hole are designated; the goal is to move the special peg to the selected hole, removing all other pegs in the process. A third variation is to specify a starting position s and a nal position f (which may have more than one peg in it) and ask if f is reachable from s by a sequence of moves. Numerous other variations are obtained by modifying the rule slightly. For example, we may add a new rule: If A, B and C are three holes in a row, and if A and C have pegs but B does not, then remove pegs from A and C and introduce one in B. This version seems to have some relevance to the work of Avis and Deza AVIS]. In fact, many other board games can be de ned by such string rewriting rules.
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We can also create new variations (in an orthogonal direction) by making the board shape triangular, or toroidal etc. The technique and the results presented in this paper hold for all these variations. In fact, our result holds for a general class of string rewriting systems.
It has been shown in UEHA] that the set of solvable positions in the two dimensional rectangular peg-solitaire is NP-complete. Avis and Deza AVIS] considered a closely related problem (in which the jumping rule is the same but more than one peg can be placed in a hole) and showed it to be NP-complete as well. It is therefore of interest to know if the problem becomes tractable when we restrict one of the dimensions to a constant. Recently, xed parameter complexity of many problems has been studied by bounding one of the input parameters of the problem by a constant (see e.g. DOWN] ). Our result that the k n peg-solitaire is solvable in linear time for every xed k has the same avor. (Of course, the constant factor is exponential in k.)
The rest of the paper is organized as follows. In section 2, we introduce the notion of a length-preserving, change-bounded string rewriting systems and show that the languages associated with them are regular. In section 3, we show that monotonicity (another property of rewriting systems) implies changeboundedness. As a consequence, the set of solvable positions in k n peg-solitaire and the variations presented above are regular. In section 4, we discuss some string rewriting systems motivated by the results of section 3 and present general conditions under which the associated languages are regular. In section 5, we present some open problems and possible ways to extend this work.
String Rewriting Systems
We begin with some de nitions. As indicated above, the peg-solitaire can be viewed as a string rewriting system. (For example, the 1-dimensional case cor-responds to the rewriting rules 110 ! 001 and 011 ! 100.) Let be a nite alphabet. For simplicity, we will take = f0; 1g, although the results hold for any nite alphabet. A rewrite rule is of the form x ! y where x; y 2 . A rewriting system R is a nite collection of rewrite rules. String rewriting systems have been extensively studied, see e.g. BOOK] . Let R be a string rewriting system. With respect to R, we say that a string w derives z in one step (denoted w ) R z) if there exists a rewrite rule x ! y, and strings w 1 ; w 2 such that (i) w = w 1 xw 2 and (ii) z= w 1 yw 2 . We say that w derives y (denoted w ) R y) if there is a sequence w 1 , ..., w k such that w = w 1 , y = w k and w i ) R w i+1 for all i. Note in the above de nition that the rules are used in one direction only, i.e., only the left-side string is replaced by the right-side string, not vice-versa. When there is no confusion about R, we may omit the subscript.
A rewriting system R is called length-preserving if it satis es the following condition: for each rule x ! y in R, jxj = length of x, is equal to jyj. Let R be a length-preserving rewriting system. For a string x, let x
denote its i-th symbol from the left. A string x is said to be k-bounded if the number of i's such that x
is at most k. R is said to be change-bounded (with change-bound d) if the following condition holds: Suppose x 1 , x 2 , ..., x m is any sequence of strings (all of the same length) such that x i can be derived from x i?1 in a single step using R. Then for any k, 1 k jx 1 j, the string x
Intuitively, change-boundedness means the following. For each position in the string, the number of times the symbol in that position changes is bounded by constant d, independent of the length of the string.
Two points should be noted in the above de nitions. The rst one concerns length-preservedness. This condition does not require that all rules have the same LHS length. It only requires that for each rule, the lengths of LHS and RHS be the same. Regarding change-boundedness, it should be noted that this term is meaningful only when applied to length-preserving rewriting systems.
We will de ne two languages associated with R. The rst language is the encoding of pairs of strings < x; y > where y can be derived from x. For the second language, the target strings are speci ed explicitly. 2. Let T be a language over the same alphabet . L(R; T) = fx j x ) R y for some y 2 T g Finally, we de ne a monotonic string-rewriting system as follows. R is called monotonic if there is some symbol a 2 such that for every rule x ! y, the number of occurrences of a in y is strictly less than the number of occurrences of a in x. Note that the above inequality should hold w.r.to the same symbol a for all rules. Clearly, the rewriting system that de nes the 1-dimensional peg-solitaire is monotonic.
In the rest of this section, we will show that if R is length-preserving and change-bounded, then L(R) is regular. If, in addition, T is also regular then so is L(R; T). In Section 3, we will show that monotonicity implies changeboundedness (but not vice-versa). Thus the results of this section hold under the stronger hypothesis of monotonicity as well. As a consequence of this latter result, we deduce a linear time algorithm for determining the solvability of a given position in k n peg-solitaire.
Theorem 2.1 Let R be a length-preserving and change-bounded string rewriting system. Then L(R) is regular. Further, if T is also regular, then so is L(R; T).
Proof.
We will show the latter claim. The former can be shown by an almost identical proof technique. Let d be the change-bound of R (independent of the input length). We will de ne a language L 0 over the alphabet 2 = d i=1 1 i where 1 = f0; 1; 2; :::;dg. We will show that L 0 is regular. There is a homomorphism h such that h(L 0 ) = L(R; T). Since regular languages are closed under homomorphism, the theorem follows. The formal description of L 0 in the general case is somewhat complicated. So we will rst present an example. Let = f0; 1g. The example we consider is an extension of peg-solitaire. i.e., R = f110 ! 001; 011 ! 100; 101 ! 010g. Let T be the set of strings with exactly one 1 in it. Clearly, T is regular. Let x be the string 10111101110. x is solvable since there is a sequence of moves that transform x into 00001000000. Start by writing this nal target string 00001000000 as the rst row string of a string structure that we create. Consider the moves in reverse. The last move involved replacing the string 001 by 110. Record this rewriting move by writing 110 just below 001. Further, to indicate that 110 is a group, link them up by an arrow going from the rst 1 to the second 1, and from the second one to 0. Suppose the second to last move changed 00110000000 into 00101100000. Again, we record this by writing 011 just below the corresponding 100 and making a chain of symbols in 011. Continuing like this, we end up creating the structure shown in Figure 2 .
This structure has the following properties: Concatenation of the last row symbol of each column gives the start string x. The string in the rst row is the target string y. It contains a partial history of the moves made. The exact order in which the moves were made is not retained. But there is enough information to provide \witness" to the fact that the start string can derive the target string. It should be noted that there can be more than one`partial history graph' associated with an (input, output) pair. We will now convert the above structure into a string over 2 as follows. Each column will de ne a super-symbol containing many`tracks' -one for each row. Since R is d change-bounded, the number of tracks in the super-symbols is at most d. The mapping is de ned as follows: The rst (track) entry of the i-th super-symbol will be < a; 0 > if a is the i-th symbol in the rst row of the structure. The other track entries are de ned as follows: Suppose the i-th column r i -th row symbol a has an arrow to i + 1-st column r i+1 th row symbol, then the r i -th track of the i-th super-symbol will be the pair < a; r i+1 >. If the symbol is the last symbol in a chain, its next symbol eld will be 0. Thus, each track of the super-symbol is a member of 1 , and so the super-symbol itself is in 2 . It is not di cult to see that there is a 1-1 mapping between the structure we described above and the corresponding string over the alphabet 2 . To summarize, for each string x 2 L(R; T), there is at least one partial history graph that witnesses its membership in L(R; T) and this graph can be mapped (in a 1-1 manner) to a string in 2 . The rst six symbols of the string over 2 thus obtained from the partial history graph of Figure 1 is shown below. L 0 = fs j s is a witness string for some x in Lg
We will now present an informal proof that L 0 is regular. Each super-symbol b in 2 is a column vector of pairs < a; t > where a 2 and t 2 f0; 1; :::;dg. If this pair appears as the i-th row entry of b, a will be called the i-th basic symbol in b.
It is not di cult to see that a string s 2 2 is in L 0 if and only if:
1. The concatenation of the basic symbols of the rst row gives a string in T. 2. The concatenation of the last row basic symbols of each column (from left to right) is the input string x. 3. For every chain in the structure, if the string de ned by the chain is p, and if q is the string obtained by concatenating the symbols immediately above the chain, then p ! q is in R.
We will informally describe an NFA M' that can verify the above conditions. Condition (1) can be veri ed by simulating a DFA for language T. There is nothing to verify in condition (2). To verify (3), the NFA scans the input from left to right. Basically, when a chain starts, M 0 guesses the rule number i and also remembers the length of the chain processed so far. (Initially, this length is 0.) After reading a pre x of the input, the NFA is in a state that has the information about all the chains whose veri cation is in progress in the form < i; j; k > where i is the rule number, j is the pre x of the chain processed so far, and k is the position of the next symbol in the chain in the next column. After reading the next symbol, the following updates are made: First, it is checked that the chains do not \cross". It is also checked that the pair of symbols in two successive rows corresponding to a chain are correct (w.r.to the guess made) and the length information is updated (i. Let r be the number of rules, s the maximum length of the LHS (and RHS) of the rewrite rules, and let d be change-bound. Then the size of the NFA can be shown to be upper bounded by (rsd) d . In the case of 1 dimensional peg-solitaire, r is 2, s is 3 and d can be shown to be at most 5. Even in this simple case, the size of our NFA is extremely high. It is claimed in CHAN] that there is a DFA with about 17 states for the set of solvable strings in the 1-dimensional case. It should be possible to optimize the construction in speci c cases by using further properties of the rewriting rules.
Application to Peg Solitaire and its Variations
In this section, we will present some applications of Theorem 2.1 to peg-solitaire problems presented in Section 1. Consider any hole in the peg-solitaire board. It is in one of the two states -1 (has a peg) and 0 (no peg). We will show that the number of state changes that any hole undergoes in the two-dimensional board (even in the in nite case) is bounded by a constant. As a consequence, we will show that the set of solvable positions in the k n board (k constant), suitably encoded as strings over f0; 1g, is regular.
The next result applies to peg-solitaire on a n m board for any n; m 1. Theorem 3.1 In n m peg-solitaire, the number of times any hole changes its state in every possible move sequence is bounded by 26.
The proof idea is based on the well-known Conway's trick of assigning a weight to each cell of the board. In fact, the above claim even holds for a board that extends to in nity in all four directions. Label the holes by a pair of integers < i; j >. Since all cells are identical in the in nite board, without loss of generality, we will show the claim for the hole < 0; 0 >. Assign a weight of t jij+jjj to the cell < i; j > where t is the positive root of the equation A board position is de ned by the set of occupied holes, i.e., the holes with a peg in it. The total weight of a position is de ned as the sum of the weights of positions containing the peg. Let w be the weight of a board position and w 0 the weight of a board position derived from the former by a sequence of legal peg-solitaire moves. Then we observe that w 0 w. This is seen by considering two cases:
case i: the move does not involve a cell on the X or Y axis as the middle cell. In this case, a left or down jump does not change the weight. (Old weight includes t i+1 + t i+2 for some i and the new weight includes t i but not the other two weights. The change of weight is thus t i+1 + t i+2 ? t i = 0 by the choice of t.) A right or down jump results in a weight reduction since the net change in weight will be t i + t i+1 ? t i+2 .
case ii: the move involves a cell on the X or Y axis as the middle cell. Clearly the total weight is seen to decrease by an amount equal to the weight of the middle cell. Thus in every case, the total weight does not increase. Now consider the hole < 0; 0 >. When this hole changes from 1 to 0, the total weight decreases by at least 1. (There are two ways in which the change can occur. In one, the weight decreases by 1, and in the other, it decreases by 2t which is greater than 1.) Thus after every two changes of state of the hole < 0; 0 >, the total weight of the con guration decreases by at least 1. The initial weight of the in nite board is easily seen to be less than 13. Thus the maximum number of state change possible to the cell < 0; 0 > is 26. This concludes the proof. | As a consequence of Theorem 3.1, we will prove the main result of this paper.
Theorem 3.2 Let L be the set of solvable positions in the k n peg-solitaire board, each encoded as a string over the alphabet f0; 1g using column major order (by concatenating the column strings from left to right). Then L is regular.
The proof is a simple consequence of Theorems 2.1 and 3.1. We can express the moves of k n peg-solitaire in this encoding as a collection R of rewriting rules described below: 110 ! 001, 011 ! 100, f1w1x0 ! 0w0x1 j w; x are strings of length k ? 1g, f0w1x1 ! 1w0x0 j w; x are strings of length k?1g. (The rst two rules describe a column jump, while the rest of them describe all possible row jumps.) These rules are length-preserving. By Theorem 3.1, the number of state changes in any cell is bounded by 26. Thus R is length-preserving and change-bounded. Therefore, by Theorem 3.1, L(R) is regular. | Using similar ideas, we can show the following results regarding the variations of peg-solitaire presented in Section 1. We will skip the details. In fact, we can show a general result about string rewriting system from which the results about all the variations of peg-solitaire introduced in Section 1 can be deduced.
Theorem 3.5 Let R be a monotonic, length-preserving string rewriting system. Then L(R) is regular. Further if T is regular, then so is L(R; T).
Generalizations that do and do not hold
An even more general question suggested by the results of Sections 2 and 3 is to characterize the rewrite systems such that the set of solvable strings is regular (given that the target set is regular). This seems to be di cult. However, we have made some preogress in answering this question. A complementary question is to nd the simplest rewriting systems such that the set of solvable strings is not regular. We also present some negative results of this kind. Because of space limitation, the details of this section are omitted in this abstract. Complete proofs can be found in the full version of this paper.
Conclusions and Open Problems
This work was motivated by the k n peg-solitaire for xed k, but the main result of this work holds in a more general setting. It is surprising that an explicit polynomial time algorithm even for 3 n case is not obvious although we know, in principle, the existence of a linear time algorithm (which simulates the underlying DFA). Explicitly deriving such an algorithm would be of interest.
Although our techniques in this paper provide a way to understand several variations of peg-solitaire, there is one variation which seems to be beyond the reach our techniques, namely the two-player version. Even the 1-dimensional case presented below seems to be nontrivial. Two players play the following game taking turns alternately, starting with a binary string. At his/her turn, either player can replace some occurrence of 110 (011) by 001 (100). The player who makes the last move is the winner. What can we say about the set of starting strings for which the rst player can force a win? Is it regular?
