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Nearest neighbor algorithms, random projections and metric embeddings
In nearest neighbors search the task is to find points from a data set that lie close in space
to a given query point. To improve on brute force search, that computes distances between
the query point and all data points, numerous data structures have been developed. These
however perform poorly in high dimensional spaces. To tackle nearest neighbors search in
high dimensions it is commonplace to use approximate methods that only return nearest
neighbors with high probability. In practice an approximate solution is often as good as an
exact one, among other reasons because approximations can be of such a high quality that
they are practically indistinguishable from exact solutions. Approximate nearest neighbors
search has found applications in many different fields, and can for example be used in the
context of recommendation systems.
One class of approximate nearest neighbors algorithms is space partitioning methods.
These algorithms recursively partition the data set to smaller subsets in order to construct a
search structure. Queries can then be performed very efficiently by using this structure to
prune data points without needing to evaluate their distances to the query point. A recent
proposal belonging to this class of algorithms is multiple random projections trees (MRPT).
MRPT uses random projection trees (RP-trees) to prune the set from which nearest neighbors
are searched.
This thesis proposes a voting algorithm for using multiple RP-trees in nearest neighbors
search. We also discuss a further improvement, called mixture method. The performance of
these algorithms was evaluated against the previous MRPT algorithm using two moderately
high dimensional data sets. Mixture method was found to improve considerably on MRPT
in terms of accuracy attained. The results presented in this thesis suggest that the mixture
method may potentially be a strong algorithm for nearest neighbors search, especially in very
high dimensional spaces.
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1 Introduction
The problem of efficiently finding points that lie close to each other in space
has been extensively studied over many decades. Nearest neighbors search
finds applications in diverse fields such as machine learning [11], computer
vision [6], data compression [14], and recommendation systems [17]. In recent
years there has been renewed interest in the topic, because with the onset
of big data, very high dimensional data sets have become commonplace in
many applications. Various challenges caused by very high dimensional data
are often referred to as the curse of dimensionality. Curse of dimensionality
has been particularly pressing in nearest neighbors search, because older
methods which proved very successful in managing low dimensional data
sets are by and large unusable in the case of high dimensional data [4, pp.
18–19].
Image processing is an example of an application where high dimensional
data is often encountered. For example, a gray-scale image of 480 × 640
pixels can be represented as a vector in R307200. Now the issue of finding
similar pictures can be tackled by computing distances between such vectors,
although in practice using Euclidean distance for image recognition requires
preprocessing by applying a feature extraction method such as the SIFT [31].
In genetic research and recommendation systems it is also typical to deal
with very high dimensional data sets.
Because of the formidable problems caused by curse of dimensionality, in
very high dimensional spaces the nearest neighbors problem is often made
easier by settling with approximate solution [4, p. 19]. Sacrificing some
accuracy for large gain in computation speed is often a reasonable trade-off,
because in many applications an exact solution would in any case yield little
benefit over an approximate one [33, p. 2227].
In recent years numerous algorithms have been suggested for approximate
nearest neighbors search in high dimensional spaces. While these methods
use a wide variety of approaches, many of the most promising algorithms
share the idea of performing a number of randomized queries and combining
the results. Multiple random projection trees (MRPT) [23] is one such
method. In this thesis we are concerned with development and empirical
analysis of an approximate nearest neighbors search algorithm based on the
multiple random projection trees method.
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In Sec. 2 we define the problem of nearest neighbors search and discuss the
most important solutions to it. We will focus particularly on k-d trees, which
bear great resemblance to our proposed methods. In Sec. 3 the method of
random projections is discussed as well as its application to nearest neighbors
search in high dimensional spaces. Section 4 presents the voting method of
MRPT-queries and two algorithms that build on it, while Sec. 5 will evaluate
these empirically comparing their performance to the MRPT algorithm.
2 Nearest neighbors search
The problem of nearest neighbors search can be formulated in various ways
depending on the desired generality. For example it is possible to search for
nearest neighbors of character strings, in which case distance can be defined
in terms of edit distance (e.g. [4]), whereas in other applications for example
cosine similarity may be used for defining closeness in space. However, in this
thesis we are exclusively concerned with nearest neighbors search in Euclidean
space, and use the following definition. Given a data set D ⊂ Rd and a query
point q ∈ Rd find p ∈ D such that the distance ||p− q|| =
√∑d
i=1(pi − qi)2
is minimized. The problem can be readily generalized to finding k nearest
neighbors (k-NN), in which case the task is to find the set X ⊂ D, such that
|X| = k and for all x ∈ X and p ∈ D\X, ||x− q|| ≤ ||p− q||.
The most straightforward method for finding nearest neighbors is to
simply compute all distances between data points and the query point, and
then pick the k data points whose distance is the least. This algorithm is
called linear search, as the required computation time increases linearly with
the data set size. More exactly, for a d-dimensional data set of size n linear
search will require a running time of O(nd+ n log k). For bigger data sets
linear search may be prohibitively expensive, especially if low latency times
are desired.
Linear search does not make use of any additional data structures (except
for storing of k indices and distances during the search, which we can
safely assume to require negligible amount of memory) and thus places no
requirements on memory other than storing the data set. More sophisticated
methods are typically based on building some sort of a data structure to
guide the search so as to minimize the number of distance comparisons
required for answering queries. In this case the problem of time complexity
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becomes twofold: building the data structure and querying nearest neighbors
from it. Also the memory requirement of the data structure must be taken
into account. Usually the time requirement of building the structure is not a
central concern as long as it is feasible, because search structure can be built
beforehand to serve a large number of queries [22, p. 7].
In low dimensional scenarios, for example when d = 2, there are very effi-
cient data structures for nearest neighbors search, such as Voronoi-diagrams
or k-dimensional trees (k-d trees), which both attain O(logn) query time
complexity [5, 7]. However, in high dimensions, e.g. when d > 20, nearest
neighbors search suffers of the curse of dimensionality, and either query time
or memory requirement tends to be exponential in d [4, p. 19]. In spite of
the fact that as such the k-d tree is of little utility in very high dimensional
spaces, we will discuss them in some detail in what follows. K-d tree will
provide motivation to other more recent methods for approximate nearest
neighbor search and it is also interesting in its own right, because it is used
in various applications in low dimensional spaces, for example in analyzing
spatial data [3].
2.1 K-d tree
The k-d tree was developed in 1975 by Bentley [7] and an optimized version
for nearest neighbor search was presented in 1977 [19]. A k-dimensional
tree is constructed by repeatedly splitting the data into two partitions by
coordinate hyperplanes. The splitting step can be performed by selecting
one feature and finding the median of the data with respect to it. Those
points which have values higher than the median in the relevant feature
are assigned to another branch than those with values less than the median
[19]. A split in k-d tree is illustrated in Fig. 1b. The process is repeated
recursively until each node consists of desirably few points.
The question of which coordinate hyperplane to use in splitting the data
at a particular node of the tree can be settled in different ways, for example
by simply going through coordinate axis in order as suggested in the original
paper [7, p. 510]. In the later article discussing optimizations for nearest
neighbor search, it was proposed to choose the axis along which the range of
the data is the greatest [19, p. 213].
The k-d tree as originally formulated is intended for exact nearest neigh-
bors search. It is of course possible that a point and its nearest neighbors
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end up in differents leafs of the tree. To ensure that query will return all
the actual nearest neighbors even in this case, a mechanism called bounds-
overlap-ball test is used. The test is performed by checking whether a cutting
hyperplane is closer to the query point than the nearest neighbor found up to
that point. If this is the case, it is possible that the actual nearest neighbor
lies on the other side of the hyperplane, and thus it is necessary backtrack
to search other branch of the tree [19].
The bounds-overlap-ball test will however cause severe problems in high
dimensional spaces. The expected number of leafs that pass the test grows
exponentially in d, and thus as dimensionality increases ever more leafs will
need to be examined to find the exact nearest neighbors [19, pp. 214–215].
For this reason k-d trees are not considered suitable for even moderately
dimensional data (e.g. d > 15), even though the method is very useful in
low dimensional spaces.
2.2 Approximate nearest neighbors search
Because nearest neighbor search as such is a formidable problem in high
dimensional spaces, much of recent research has been concerned with finding
approximate nearest neighbors [24, p. 879]. For practical purposes an exact
solution may not bring any real benefit over an approximate one. In many
cases the data set is noisy in the sense that it does not perfectly capture
the underlying phenomenon. For example a recommendation system for
movies might describe users by their viewing history, a representation which
clearly does not perfectly capture all preferences of a particular user in any
case. In such circumstances small differences between approximate and exact
solutions are of little interest [27, p. 457]. Furthermore, as noted by Muja
and Lowe [33, p. 2227], in many applications nearest neighbors are used as a
part of larger algorithm that also uses other approximate methods. In this
case the additional inaccuracy caused by approximation is not likely to be
crucial. Muja and Lowe also observe that approximate methods for nearest
neighbors search can attain very high accuracy which further diminishes the
need for an exact solution.
What exactly an approximation consists of differs somewhat between
different analyses. Often approximate nearest neighbor search problem is
formulated as finding, for fixed  > 0, a point p ∈ D such that for the nearest
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neighbor p∗
||p− q|| ≤ (1 + )||p∗ − q||.
This is to say that the distance of the returned approximate nearest neighbor
to the query point can only deviate by fixed proportion from the distance
between the query point and the actual nearest neighbor. This formulation
is known as -ANN problem. A concise overview of research into the -ANN
problem can be found in [2, pp. 305–306].
Another perspective to approximate nearest neighbor search is fundamen-
tally probabilistic. Instead of attempting to guarantee an upper bound on
the error in distance, these methods try to fulfill an even more modest goal,
namely that the actual nearest neighbors are included in query results with
a high probability. In this thesis we are concerned with this probabilistic
approximation.
Following Muja and Lowe [33] we categorize algorithms for approximate
nearest neighbors search to space partitioning trees, graph based methods
and hashing based methods. Our proposed algorithms fall into the category
of space partitioning trees. Algorithms in this class seek to partition the data
recursively into smaller subsets. At query time it is then possible to find
the nearest neighbors by traversing the search tree and performing actual
distance comparisons only among the points in a (hopefully) a small subset
of the data. These methods will be discussed in more detail in Sec. 2.3 and
2.4.
Locality sensitive hashing (LSH) and its variants, which are the most
important hashing based methods, have attracted much research interest
because they seem particularly well suited for high dimensional data. LSH
relies on the insight that it is possible to devise hash functions which map
points close to each other to same hash values with high probability. However,
we will not discuss this method in any detail, because in spite of the promising
theoretical results, empirical investigations tend to find that other methods
perform clearly better than LSH [30, 37, 20]. The interested reader will find
a detailed discussion of LSH in [25]. A brief overview of other hashing based
methods can be found in [4, pp. 22–23].
Graph based methods use k-NN graphs in some way. In a k-NN graph
data points are represented as vertices. There is a directed edge from vertex
x to vertex y if y is a nearest neighbor of x [20, p. 1313]. Graphs can be
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utilized in a number of ways, and we will limit our discussion to a recent
algorithm by Hajebi et al. [20]. Their method proceeds by picking a random
vertex from the graph, and then traversing a set number of steps in the graph
by always moving to the adjacent vertex (i.e. nearest neighbor of the point
under examination) which is closest to the query point. A number of such
queries are performed to diminish the effect of unlucky starting vertices. As
observed by Lowe and Muja [33, p. 2229], the main drawback of this method,
as well as other k-NN graph based methods, lies in the relatively high time
complexity of building the graph: constructing k-NN graph by computing
all pairwise distances between data points of course requires O(dn2) time.
However, numerous approximate methods for faster k-NN graph construction
are known. For example Chen et al. [9] present an approximation algorithm
that can produce a high quality graph in O(dnt) time, where t ∈ (1, 2)
governs the quality of the approximation.
2.3 K-d tree and approximate nearest neighbors search
Exact nearest neighbors search in high dimensional spaces by the k-d tree is
very difficult, but several approximate variants of the algorithm have been
developed to overcome the curse of dimensionality. The failure of the k-d
tree in high dimensions occurs because the number of branches that need to
be searched increases quickly with dimensionality. Thus many approximate
methods have built on k-d trees by limiting in one way or another the number
of branches searched. The most straightforward idea is called defeatist or non-
backtracking search. It consists of simply traversing to a leaf and omitting
any test for the case that actual nearest neighbors are in fact in another leaf
[16, p. 2].
More sophisticated approximate variants involve imposing a limit on
the number of branches that can be visited during one query so that some
other leafs are explored, but explosion of the number of distance comparisons
performed can still be avoided. The limit can also be set as a running time
limit, so that after a set time spent querying the search function exits and
returns the nearest neighbors found that far. Best-bin-first variant of the
k-d tree suggested by Beis and Lowe [6] is an example of a method that
limits the number of branches searched. Their method introduces a further
optimization: each branch that is not explored is added to priority queue
according to its distance to the query point (where this distance is taken
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to be the distance between the query point and the point on the boundary
of the relevant cutting hyperplane). After examining a leaf, the search is
continued from the branch first on the priority queue.
Limiting the search will make the risk of assigning actual neighbors
to different leafs pressing, and various methods have been developed to
counteract this possibility. One suggestion is a spill tree, where the point
that lie close to a cutting hyper plane are assigned to both branches of the
tree [30]. Another approach is randomization of the algorithm. The idea
is to perform a larger number of randomized search operations, and then
finding the nearest neighbors from among all the query results. There are
three possibilities of randomization of the k-d tree:
1. randomizing the data set
2. randomizing query points
3. randomizing tree construction.
We will discuss each of the three in turn. Randomization of tree construction
appears to be the most used of these, and multiple random projection trees
algorithm can also be viewed as falling into this category. We will not attempt
to provide a complete survey of randomized k-d tree variants, but rather
discuss illustrative examples of different approaches focusing on the methods
most used in practice.
Randomization of data as a preprocessing step can be done in different
ways. A straightforward suggestion of Silpa-anan and Hartley is to apply a
random rotation to the data set [38]. They however find randomizing tree
construction to deliver essentially equal results, and to be more efficient to
compute. Thus we will discuss their algorithm in the context of randomized
structure construction. Another approach, namely applying dimensionality
reduction by random projections is discussed by Liu et al. [30]. To be
specific Liu et al. in fact analyze, rather than plain k-d trees, another space
partitioning tree method, but the central randomization insight of their
algorithm could readily be applied to k-d trees as is noted by Dasgupta and
Sinha [16]. Dasgupta and Sinha further observe that this method is in effect
very close to random projection trees. RP-trees are the topic of the next Sec.
3, and we will not go into details of this algorithm.
The idea in randomized queries is to add small random quantity to the
query point, and then query a single k-d tree a number of times [35]. This
7
way the queries will return not only the leaf where the query point happens
to lie in, but also leafs close to it, increasing the probability that nearest
neighbors are included in the query results. The increased accuracy of course
requires running many iterations, which will increase query time. Empirical
results suggest that in high dimensions this randomization is not sufficient
for high accuracy (e.g. for 20 dimensional data highest reported accuracy
for finding the nearest neighbor is 72%) [35].
A stronger method seems to be randomization of tree construction as
proposed by Silpa-anan and Hartley [38]. Whereas in the original k-d tree
the cutting hyperplane is formed by choosing the axis along which the range
of the data is greatest, in this variant the axis is chosen randomly among a
few (Lowe and Muja [32] suggest 5) dimensions with the highest variance.
This variant performs well in practice and is implemented in the widely used
FLANN C++ library [33]. Following common usage in what follows we will
refer to this particular randomized k-d tree algorithm as the randomized k-d
tree.
2.4 Other space partitioning structures
Up to this point we have discussed almost exclusively the k-d tree. The
original insight of using a space partitioning tree for nearest neighbor search
can however be generalized considerably by partitioning the space by methods
other than the axis aligned splits of the k-d tree. Figure 1 shows axis aligned
splits as well as three other methods: splitting along a random direction
characteristic of the random projection tree, splitting by proximity to cluster
prototype as done in k-means tree and splitting by proximity to a pivot
element which is used in metric tree. These methods will be discussed in
more detail in what follows. In comparing the methods we will not discuss
asymptotic time or memory requirements, because these tend to depend on a
number of parameters specific to each method (e.g. construction complexity
of k-means tree depends on maximum clustering iterations and number
of clusters). Instead we will discuss empirical results to the extent that
meaningful comparisons are possible.
First step towards more general search trees is to consider hyperplanes
that are not aligned with any coordinate axis. Such methods include for
example principal component trees [39] as well as random projection trees.
In principal component trees the data is split by projecting onto a principal
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(a) K-means split (b) Axis aligned split of the k-d tree
(c) Pivot split of the metric tree (d) Split by a random vector
Figure 1: Illustration of different split criteria in search tree construction
axis. This is a natural idea given that in the k-d tree data is projected to
the coordinate axis along which variation is the greatest, and principal axis
is the general vector along which variation is the greatest (although method
of measuring variation differs between the two: in the k-d tree the range of
the data is used whereas the principal component tree uses variance). It is
notable that while projection along a coordinate axis amounts to picking
the corresponding component of a vector, projection onto arbitrary vectors
requires more computation, O(d) in case of dense vectors.
To generalize the space partitioning trees framework further, it is possible
to consider splitting methods that are not based on projecting the data onto
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a vector, however chosen. We will discuss two such methods, clustering trees
and metric trees. In clustering trees data is clustered by some algorithm, and
this process is recursively repeated within clusters to produce a search tree.
The method was suggested already in 1977 by Fukunaga and Narendra [34],
who use the k-means algorithm for clustering. In the k-means tree a query
can be performed by computing at each node the distance between query
point and cluster means (prototypes), and selecting the branch corresponding
to the nearest prototype. As with the k-d tree, this structure can be used
for exact nearest neighbors search, or for approximate nearest neighbors by
means of a defeatist search for example. Splitting method of the k-means tree
is illustrated in Fig. 1a, which shows how the data points are partitioned by
creating a Voronoi tessellation on basis of cluster prototypes. An important
variant of the k-means tree is hierarchical k-means tree, developed by Muja
and Lowe [32]. In a hierarchical k-means tree queries are performed by
adding each unexplored branch to a priority queue according to the distance
of the corresponding prototype to the query point. After examining a leaf
node, the query is continued from the branch with closest prototype. When
querying a new branch, all unexamined nodes along it are added to the
priority queue. Exploration is stopped when a certain number of leafs have
been searched. According to the results of Muja and Lowe, hierarchical
k-means tree performs very well in practice [33].
Metric tree takes yet another approach to search structure construction
[41]. In this algorithm splitting is done by choosing one element as a pivot,
and the distances of data points to the pivot are evaluated. The median
distance is then chosen as a cut-off point, and the points which are further
away from the pivot than the median are assigned to one child node, while
those closer than the median are assigned to another. This will produce a
binary search tree, which can be queried by computing distances to pivots.
There are numerous variants of this idea, for example using multiple pivots.
We will not discuss these in detail, but the interested reader will find a brief
survey in [37]. A randomized version of metric trees called proximity forest
has been developed by O’Hara and Draper [37]. Randomization is introduced
by considering only a subset of points when computing the median distance
to serve as the split point. These random trees are then used similarly to
randomized k-d trees. According to the analysis of O’Hara and Draper,
this method improves on the results obtained by both hierarchical k-means
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trees and randomized k-d trees. However, they do not report running time
comparisons but limit themselves to analyzing accuracy in relatively low
dimensions (128 being highest tested) and thus the results do not appear
conclusive.
3 RP-trees and nearest neighbors search
Random projection tree (RP-tree) is a randomized space partitioning struc-
ture developed by Dasgupta and Freund [13]. The method has been applied
to data compression [14] as well as approximate nearest neighbor search [16].
RP-trees are intended to take advantage of low intrinsic dimensionality
of the data. Low intrinsic dimensionality means that the information in
the data can be expressed with much smaller number of dimensions than
there factually happens to be in the data set. Reader is referred to [13]
for a discussion of formal definitions of intrinsic dimensionality and their
relationship with RP-trees. It is quite typical of many applications that
data sets have low intrinsic dimensionality, and this has motivated extensive
research to methods of dimensionality reduction [13, p. 537].
Motivation for the fact that RP-tree possesses the property of adapting
to low intrinsic dimensionality comes from a seminal result from 1984 by
Johnson and Lindenstrauss. They showed that a set of points in Euclidean
space can be mapped by random projection to a space of much smaller
dimensionality while distorting the distances only by a factor depending
on how much the dimensionality is reduced [26, 15]. Based on this insight
random projections have been utilized in dimensionality reduction with great
success in a variety of applications, such as clustering genetic data [40],
learning mixture Gaussian distributions [12] and as a preprocessing step for
analysing textual data [36, 8].
Random projection trees are constructed by recursively splitting the
data into two parts along randomly aligned hyperplanes, or more exactly
by projecting the data on a random vector at each node of the tree. The
resulting binary tree structure can then be queried by applying the same
random projections to the query point. In the light of this description the
connection to k-d trees is clear, as RP-trees use random vectors where k-d
trees use axis aligned splitting vectors.
In what follows we will describe the algorithms for constructing RP-trees,
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and then discuss the multiple random projection trees algorithm for nearest
neighbor search. Following Hyvönen et al. [23] we adopt the following
notation concerning RP-trees: n0 denotes the maximum number of data
points associated with a leaf node while T is used to denote the number of
trees in the MRPT algorithm. As has been the case in previous sections, n
denotes the number of points in data set and d the dimensionality.
3.1 Building and querying a random projection tree
Algorithms 1 and 2 present the method of constructing a RP-tree following
Hyvönen [22]. The implementation of Hyvönen is different from the RP-tree
as formulated by Dasgupta and Freund [13] in that the depth of the tree is
determined at the root (which can be done assuming median splits), and
then a single random vector for each level in the tree is generated [22, pp.
12–13]. Using one random vector per level instead of one per node will lead
to lower memory requirement. Hyvönen further observes that generating
random vectors beforehand would also allow for another optimization, namely
computing all the projections needed in the construction step as a single
matrix multiplication operation [22, p. 13]. This would be particularly useful
if several RP-trees are constructed, as is the case in MRPT algorithm.
To optimize memory usage it is possible to implement RP-tree without
storing any random vectors [23]. In this variant each node stores a random
seed, and the actual vector is only generated when it is needed for a compu-
tation. Storing vectors, however, has the advantage that at query time the
overhead of random vector generation can be avoided [22, p. 15]. On the
other hand, storing only random seeds is likely to be a useful optimization
for ultrahigh dimensional data. In our implementation of the RP-tree we use
stored vectors.
In algorithm 2 we rely on a subroutine, GenerateRandomVectors for
random vector generation. It can be implemented in various ways. Originally
in random projections the random vectors were taken to be multivariate
standard normal which is to say that each component ri of random vector
r is picked so that ri ∼ N (0, 1). Such vectors point uniformly towards the
surface of a hypersphere.
However, it has been shown by Achlioptas [1] that in fact all the desired
properties of random projections can be attained while using simpler distri-
butions. In particular, he proposes sampling components of random vectors
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independently from the distribution
p(ri) =

1
2s when ri = 1
1− 1s when ri = 0
1
2s when ri = −1
0 otherwise
(1)
where s = 3. This distribution has the advantage over normal distribution
that the resulting random vector is sparse, and thereby multiplications are
faster. Given the simplicity of the distribution it may be somewhat surprising
that Achlioptas also proves that this distribution will yield at least as good
results as using normal vectors. In fact it was later shown by Li et al. [29]
that it is possible to use even sparser random vectors, and set s to be a
function of the dimensionality of the data d. According to these results it is
possible to use s = dlog d , although Li et al. suggest using s =
√
d for more
robust results.
It is interesting to note that while Silpa-anan and Hartley do not concep-
tualize the randomized k-d tree as a random projection tree, their algorithm
appears to be in a sense the limiting case of random projections by sparse
and simple vectors. In randomized k-d trees data is split by projecting to
randomly chosen coordinate axis, which amounts to using a random vector
with single element set to 1. There is, however, a small difference between
these two approaches, because instead of choosing the non-zero component
uniformly at random from all components, in randomized k-trees it is chosen
uniformly at random from a few components along which variance in the
data is the greatest [38, p. 334].
On line 6 of the algorithm 2 we set the cut point to be the median
of the projected data. In previous research numerous other possibilities
have been discussed. For example in an implementation geared towards
vector quantization, data is split either by median or by the median of the
distance to the mean according to a criteria that has to do with minimizing
quantization error [14]. Other ideas include splitting at the mean, at a
random point, or according to longest interval split. In longest interval split
the data is sorted, and split is placed between the two consecutive points
whose distance is the greatest. Hyvönen et al. have analyzed different split
criteria in the context of nearest neighbor search, and their conclusion is that
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the results differ so little between the methods that the decision is of little
consequence [23].
Algorithm 1: BuildTree
Input :Data D ⊂ Rn×d, maximum leafsize n0 ∈ N
Output :RP-tree root node
1 depth← dlog nn0 e;
2 rndVecs← GenerateRandomVectors(depth);
3 tree ← CreateNode(D,n0, rndVecs, 1);
4 return root node with attributes rndVecs and tree;
Algorithm 2: CreateNode
Input :Data D ⊂ Rn×d (D is also interpreted as set of row vectors),
maximum leafsize n0 ∈ N, rndVecs {r1, r2, . . . , rp}, level in
the tree lev ∈ N
Output :A node in RP-tree
1 if n ≤ n0 then
2 return a leaf containing D;
3 end
4 random ← rlev;
5 projection ← D × random;
6 cut ← Median(projection);
7 left ← CreateNode({di ∈ D : projectioni ≤ cut}, n0, rndVecs, lev + 1);
8 right ← CreateNode({di ∈ D : projectioni > cut}, n0, rndVecs, lev + 1);
9 return a node with children left and right, and attribute cut;
Tree queries are performed in straightforward manner by computing
at each node the projection of query vector to the random vector, and
comparing this to the cut point of the node. This is repeated until a leaf
node is encountered.
The central challenge for this method, as for any space partitioning
method, is that actual nearest neighbors can end up in different partitions.
In this case some nearest neighbors cannot be found in the final linear search
step. A theoretical analysis of the probability that nearest neighbors are
assigned to different branches can be found in [16].
In the following discussion we will assume that random vectors used in
the RP-tree are sparse and have on average
√
d non-zero components. This
is because on grounds of empirical results discussed in Sec. 5, we used this
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Algorithm 3: QueryTree
Input :RP-tree node node, query point q, rndVecs {r1, r2, . . . , rp},
level in the tree lev ∈ N
Output :Points in the same leaf as q
1 if node is a leaf then
2 return points stored at node
3 end
4 random ← rlev;
5 if random · q ≤ node.cut then
6 return QueryTree(node.left, q, rndVecs, lev + 1);
7 end
8 return QueryTree(node.right, q, rndVecs, lev + 1);
sparsity setting in our implementation of the MRPT algorithm. The results
concerning time complexities of RP-tree operations have been presented
by Hyvönen et al. [23]. Constructing a random projection tree requires
O(n
√
d log nn0 ) time. This follows from the fact that a tree consists of log
n
n0
levels, and each data point is projected onto a vector with
√
d non-zero
elements at each level. One RP-tree, using storing of random vectors, will
require O(
√
d log nn0 ) memory, as one vector with
√
d non-zero elements is
stored for each level in the tree. If the vectors are not stored but instead
generated at query time, the memory requirement becomes simply O(log nn0 )
as only the random seed will need to be stored.
Querying a single tree requires O(
√
d log nn0 + dn0) time. This time
requirement consists of performing the height of the tree times a projection
onto a random vector, which is done O(
√
d) time. In an application to nearest
neighbor search a linear search among the data points in the resulting leaf is
performed which will cause additional dn0 time requirement.
3.2 Multiple random projection trees
A natural way to use RP-trees in nearest neighbor search is to make use of
non-backtracking search, that is to traverse the tree to a leaf and perform
a linear search among the points in the leaf. Because of the randomness
inherent in the construction of RP-tree, the results vary between queries.
To alleviate the effect of randomness on results, Hyvönen et al. [23] suggest
using multiple RP-trees and combining the query results to a single final
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search set on which a linear search is performed. This algorithm they call
multiple random projection trees (MRPT).
According to the empirical results of Hyvönen et al. using a larger number
of trees is beneficial even if the overall computational cost is held constant,
which is in line with results obtained for other randomized space partition
structures. They also compared the performance of MRPT to virtual spill
trees with favorable results. Empirics of MRPT method will be discussed in
more detail in the context of comparison to our proposed methods in Sec. 5.
Time and memory complexities of MRPT algorithm follow from those of
single RP-tree with few modifications, because MRPT uses independently
constructed RP-trees. Time complexity of a query when using multiple
RP-trees is O(T
√
d log nn0 + Tdn0), where T is the number of trees to be
queried [23]. This is simply T times the requirement of single RP-tree query.
Data structure construction consists of building T independent trees and as
such of course has time and memory requirement of T times the cost of one
RP-tree.
4 Voting among RP-tree leafs
When a number of RP-trees are queried, each will return the data points
that lie in the same leaf as the query point. MRPT algorithm treats all
these returned points equally by pooling them into a final search set. If
some data point is in the same leaf as the query point in several trees, it is
simply included once into the search set. This procedure effectively discards
duplicates.
However, the fact that some point appears many times in same leafs
as the query point could be taken to be an indication of it being close to
the query point in space. In fact, whole concept of random projection tree
relies on the probability of assigning nearest neighbors to the same leaf being
relatively high. Thus when we query a number of RP-trees we can view them
as voting on the data points they perceive to be the nearest neighbors of the
query points. That is, we count for each data point how many trees returned
it and use this score as a measure of the proximity to the query point.
On this idea we build two methods of nearest neighbors search. First of
these is pure voting method, in which a number trees are queried, and the k
most common elements in query results are returned. This method omits
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distance computations entirely and instead answers queries only according
to the votes received by each point. Our other algorithm is a mixture of pure
voting and MRPT algorithm and in this thesis we will refer to it as mixture
method. In this variant pure voting is used to determine the final search set.
That is, we use a pure voting to find S points and then run linear search in
this subset. Voting among leafs forms the basis of both of these methods
and we will consider general aspects of voting before discussing the details
of these two algorithms.
In principle voting, or the algorithms we base on it, are not particular to
the random projection tree, but could equally well be used in the context of
certain other randomized search trees such as proximity forests or randomized
k-d trees. However, in this thesis we consider exclusively RP-trees.
Voting among leafs of course relies centrally on there being so many
duplicates in the query results, that some points receive more votes than
others. In the context of the MRPT algorithm it was noted by Hyvönen et
al. that duplicates occur relatively rarely [23]. However, in MRPT algorithm
it is necessary to use relatively small leaf sizes, because all results are added
to the final search set. Voting method places no such limitation on the size
of leafs, and we can make use of larger maximum leaf sizes to ensure the
emergence of duplicates. Using somewhat larger leafs will also allow for
flatter trees.
In random projection trees it is possible to substitute random normal
vectors with sparse vectors that have simpler structure. Using sparse random
vectors for projections seems a priori particularly useful for methods which
make use of voting: whereas with dense random vectors a vector multiplica-
tion is equally expensive be it performed in querying a tree or in the final
linear search, with sparse vectors tree queries become relatively cheaper.
On the other hand, because tree queries will yield useful information, more
time can meaningfully be allocated to querying the trees. Thus voting al-
lows turning expensive multiplications in the final linear search into cheaper
multiplications in trees.
4.1 Analysis of the vote counting step
While in MRPT algorithm query results can simply be combined to a
final search set, counting the votes will incur a cost in computation time.
Querying T trees with maximum leaf size n0 will result an array of Tn0
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elements. Finding the most voted points from this array involves two steps:
first finding for each data point its count of votes, and then finding the k
most voted points. The first step can be done in time linear with respect
to result array size Tn0 by using an array of size n to keep a track of votes
received by each point. The second step can be done in O(n log k) time in
the worst case by maintaining a min-heap of k elements into which a point
is inserted if it has more votes than heap minimum. However, the worst case
occurs only when the array containing votes of each point happens to be in
increasing order by votes. In practice this situation is rather unlikely, and
significantly less than every item needs to be inserted. An alternative to
this heap-based priority queue would be using the well-known quickselect
algorithm. However, in our tests quickselect was clearly slower and we chose
to use the heap-based method.
Let us compute the expected number of insertions to the min-heap needed
for finding the k largest elements from an array of size n, assuming that
all permutations are equally likely. This problem is related to the well-
known hiring problem, and our analysis builds on the discussion of the
problem by Cormen et al. [10, pp. 114–121]. We begin by introducing an
indicator random variable Ii for the event that the item i is inserted to the
data structure holding k largest elements. Now the number of insertions is
k +∑ni=k+1 Ii, taking into account that the first k items are always inserted.
To establish the expected value we need the probability p(Ii = 1) which is
simply ki . This can be seen by considering that an insertion occurs if the
elements position in sorted list is one of 1, 2, . . . , k and in total there are i
positions each of which is equally likely. The expectation is
E
[
k +
n∑
i=k+1
Ii
]
= k +
n∑
i=k+1
E
[
Ii
]
= k + k
n∑
i=k+1
1
i
(2)
and adopting the commonly used notation Hn for the nth harmonic number∑n
i=1
1
i we can state this as
k(1 +Hn −Hk). (3)
We can safely assume that k  n so that 1 +Hn −Hk is well approximated
by simply Hn. It is known that ln(n+1) ≤ Hn ≤ lnn+1 [10, pp.1154–1155].
Using this and combining equation 3 with the cost of counting the votes
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received by each point as well as the cost of insertion operation yields the
total cost of the vote counting step which is
O(Tn0 + n+ k logn log k). (4)
Given our assumption that k  n the last term of this expression is very
small in comparison to Tn0 and n. Therefore the cost of vote counting step
essentially consists of first iterating through all the query results, and then
traversing through an array containing the votes received by each data point.
The method discussed above requires traversing two arrays of sizes Tn0
and n, and it would be beneficial to devise some more sophisticated scheme
for faster vote counting. One approach to optimizing the vote counting step
would be viewing the situation as an iceberg query, to use the terminology
of Fang et al. [18]. In iceberg query one determines a priori a threshold
frequency, and then queries for the items in an array whose frequency is
higher than this threshold. In our case this would amount to specifying a
minimum number of votes, and then including to the search set those with
more votes than the threshold (or potentially searching S elements with most
votes from among those with more votes than the threshold).
The established algorithms for iceberg queries seem to be geared towards
rather different use cases than our problem, and focus on techniques to query
efficiently very large data sets [18, 21]. Our problem on the other hand
is optimizing running times which even as such are quite low (e.g. a few
milliseconds). However, Fang et al. discuss approximation by sampling in
iceberg queries. They use sampling as a building block for more complicated
schemes, but one idea for our problem would be sampling some small number
of elements from the query results, and using this sample to estimate most
frequent data points. In our preliminary tests of this scheme we failed to
gain any improvement in running times without very significant deterioration
of accuracy, and did not pursue the possibility further.
Another method of using thresholds would be keeping track, during the
vote counting phase, of those data points which have more votes than the
given threshold. This approach also did not yield an improvement in running
times in our tests.
These attempts gave the impression that arrays in question are so small
that even very modest overhead caused by attempted optimizations was
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enough to defeat the purpose of gaining a speedup in running time. However,
our exploration of this issue was by no means comprehensive, and it is also
possible that these optimizations would prove useful with bigger data sets.
4.2 Pure voting algorithm
Pure voting method is presented in algorithm 4. The algorithm is very simple,
and consists of performing voting and returning the points with most votes.
A notable feature of this method is that the actual data set is not needed
for answering queries after the trees have been built. Thus conceivably the
algorithm might prove to be of particular utility in situations where the data
set is so large that maintaining it in memory would be undesirable. The
analysis of the running time follows directly from the result obtained for
the MRPT method in [23], and discussed in Sec. 3, with two differences:
the final search step can be omitted and finding most voted points takes
O(Tn0 + n + k logn log k) time. We assume that random vectors used in
RP-trees are sparse and have on average
√
d non-zero components.
A query for k-NN can be performed in
O(T
√
d log n
n0
+ Tn0 + n+ k logn log k)
time on average. Building trees is as in MRPT, namely O(Tn
√
d log nn0 ) [23].
However, while the asymptotic running time bounds are similar, it is notable
that in practice the used parameters n0 and T are likely to differ between
the algorithms. The voting variant uses trees with smaller depth because
larger n0 is suitable for the algorithm. On the other hand, for MRPT to find
a nearest neighbor it suffices to have a single leaf return it on query, whereas
pure voting method will need the nearest neighbors not only be returned
once but also to obtain the most votes. In this way pure voting method
is more susceptible to variation in query results and is likely to be need
larger quantity of trees. Given these complexities, running time comparisons
between the algorithms is very much an empirical question.
4.3 Mixture method
Algorithm 5 presents the mixture method. Again the idea is simple: a search
set is determined by pure voting, and a linear search is then performed on
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Algorithm 4: VoteQuery
input : Set of trees T , query vector q, k
1 Initialize a multiset X;
2 foreach t ∈ T do
3 X ← X ∪ QueryTree(t, q, k);
4 end
5 return k most common elements in X
the resulting set of points. In this case the computational complexity is
that of pure voting plus a linear search over the final search set yielding on
average
O(T
√
d log n
n0
+ Tn0 + n+ k logn log k + Sd),
where we denote by S the size of the final search set over which linear search
is performed.
Algorithm 5: MixtureQuery
Input : Set of trees T , query point q, k, final search set size S
Output :The k nearest neighbors of q
1 X ← VoteQuery(T, q, S);
2 return LinearSearch(X, q, k);
4.4 A priori considerations on parameters
Computational complexity of pure voting and mixture method depend on
parameters n0, T and in the case of the mixture method final search set size
S. A complete theoretical analysis of the relationship between parameter
settings and accuracy is outside of the scope of this thesis, and we limit
ourselves to making some cursory observations, and to an empirical analysis
of the topic which we present in Sec. 5.
Selecting smaller n0 will lead to more randomness in queries, because
trees are deeper and there are more possibilities for erroneously setting the
query point to a node different from its actual nearest neighbors. On the
other hand, very large n0 will lead to query results including points that may
not lie particularly close to the query point. Larger T on the other hand will
lessen the effect of randomness in query results and would be expected to
improve accuracy, while of course also implying higher computational cost.
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In MRPT the number of trees T , maximum leaf size n0 and maximum
search set size Smax are set according to Smax = Tn0, and thus fixing two of
the three parameters will determine also the third. In mixture method on
the other hand, the search set size S can be set independently of the other
parameters (with the limitation that it cannot be larger than Tn0). Suitable
choice of S depends on the empirical question of quality of voting results. If
voting results estimate proximity very well, S can be set small, because all
the actual nearest neighbors are likely to have high number of votes. On the
other hand, if voting results are an excellent estimate of proximity, possibly
the final linear search becomes redundant and pure voting method is feasible.
In this context we observe that in fact pure voting is mixture method with
the setting S = k. In any case, the usefulness of these methods rely on
the hope that S can be set so much smaller than Smax of MRPT that the
advantage of smaller final search set size offsets the cost of counting votes.
5 Empirical results
We implemented the algorithms using Scala. Programs written in Scala run
on Java virtual machine, which causes them to be somewhat slower than
comparable programs written in lower level language such as C++. Scala
was chosen keeping in mind potential easy distributed implementation, but
such distribution was found to be outside the scope of the thesis project.
However, while all absolute times are slower than comparable ones would be
were the programs written in C++, we can compare the relative performance
of algorithms implemented in Scala. Also it appears that the running times
are consistent across programming languages in the sense that ratio of linear
search to the running time of MRPT algorithm was similar to that observed
using a C++ implementation [23]. Our implementation makes use of Breeze
linear algebra library without linking to native linear algebra libraries.
The test runs were performed on a Dell PowerEdge M610 computer with
Intel Xeon E5540 2.53GHz central processing unit.
The goals of the empirical analysis were threefold: firstly to see whether
the algorithms can deliver good accuracy in reasonable time, secondly to
assess how different parameters values affect the quality of results and thirdly
to evaluate the effect of random vector sparseness. To this end the algorithms
performances were assessed on two different real world data sets. We used the
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same data sets as [23], which allows for relatively straightforward comparison
of results between our methods and the MRPT. Our principal metric of
interest was accuracy in nearest neighbors search, which was defined as the
fraction of actual nearest neighbors found. Because the results analyzed in
section on pure voting method showed very sparse random vectors to be
clearly superior, we used very sparse vectors in all implementations except
for those for which we indicate otherwise.
5.1 Data sets
The algorithms were assessed on two different real world data sets: MNIST
data set [28] and news data set [42]. These data sets are reasonably high
dimensional so that using algorithms geared towards high dimensional spaces
is reasonable. However they are not by any means ultrahigh dimensional
or big. Relatively small data sets were convenient for testing of numerous
different parameter configurations.
The MNIST data set is well known in machine learning literature, and
consists of gray-scale images of handwritten digits. Each record in the data
has 784 dimensions, corresponding to 28 × 28 pixels images. Following
Hyvönen et al. [23] we used a sample of 32768 records from the MNIST data.
News data set on the other hand is based on textual data. Data was
collected from online news services for the purposes of a recommendation
system [42]. A dimensionality reduction by latent semantic analysis was
then applied to the data set to obtain a dense data set with 1000 features.
While the full data set had 410742 records, again following Hyvönen et al.
we utilized a random subset of 262144 records.
We used sample sizes which are powers of two in order to ensure that
the depth of each RP-tree depends on the maximum leaf size parameter n0
in deterministic fashion.
For both data sets we sampled additional 1000 records to serve as a test
set. Accuracy and latency results are thus averages over these 1000 query
points. While there is some random variation involved and all our results are
strictly speaking estimates, the variation was small enough to be irrelevant
and therefore we do not report statistics on variation of results.
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5.2 Pure voting
We tested the viability of pure voting algorithm on the MNIST data set. The
results are shown in Fig. 2. In the light of these results it appears that the
pure voting algorithm is unable to attain much higher than 70% accuracy.
For example using 500 trees will yield 72% accuracy in 10-NN search. Other
approximate methods can attain well over 90% accuracy with reasonable
running time, and comparisons between different methods discussed in Sec.
5.4 also suggest that pure voting is clearly less accurate than other methods.
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Figure 2: Accuracy of pure voting method on MNIST data set. Values of T
of 100, 150, 250 and 500 were used. Linear search took 72.9 ms.
However, even though the accuracy is not very high, a more nuanced
analysis than we have been able to undertake would be necessary to fully
determine the potential of pure voting method. The MNIST data set is
neither ultrahigh dimensional nor big, under which conditions the benefits
of the pure voting method, such as ability to discard the data set after tree
construction, are expected to materialize fully. Also in certain use cases, e.g.
in recommendation systems, the accuracy delivered by pure voting may well
suffice.
While pure voting did not reach high accuracy, a detailed analysis of
the effect of random vector sparseness and suitable parameters is in place
because voting is used as a part of the mixture method.
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Figure 3: The effect of random vector sparseness on latency time and accuracy.
The tests were performed with MNIST data set. Leaf size parameter n0 of
4096 was used for accuracy estimation. Query time shown in the figure on
the left does not contain vote counting phase, which is unaffected by vector
sparseness. The fact that query time does not increase when number of trees
is increased from 50 to 100 using dense vectors is an anomaly.
The issue of random vector sparseness was analyzed with the MNIST
data set. We used three settings for generating a random vector: dense
vector with standard normal components, sparse with components −1, 1 with
probabilities 16 and very sparse with components −1, 1 with probabilities
1
2
√
784 = 3.57% where 784 is the dimensionality of MNIST data. The results
are shown in Fig. 3.
It is clear that at least for these data, sparse vectors will deliver equally
good or better results in less time than dense vectors. In fact in all test
runs very sparse vectors gave the best accuracy. In this sense using very
sparse vectors is an example of a trade-off of the most desirable kind, the
one in which nothing at all is traded for a significant gain. It is notable that
the data used in the test runs is only 784 dimensional and in comparison
to dense vectors, very sparse vectors are expected to be the faster the more
dimensional the data is. Because tree depth increases with the size of the data,
the gain would also be greater with larger data sets and smaller leaf-sizes.
Nevertheless even with these settings the gain is evident.
For pure voting method, parameter values of interest are maximum leaf
size n0 and the number of trees T , which were also evaluated with the MNIST
data. According to the results in table 1, the accuracy is essentially the
same with leaf sizes ranging from 256 to 4096. While in the limiting case of
using a tree of depth one the results are clearly weaker than with smaller
n0, decreasing the tree depth for example from 7 (corresponding to n0 256)
to 3 (n0 4096) makes effectively no difference for accuracy. As expected,
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Leaf size n0
4 32 256 512 1024 2048 4096 8192 16384
T
50 0.23 0.34 0.39 0.4 0.4 0.38 0.37 0.31 0.19
100 0.34 0.46 0.51 0.52 0.52 0.52 0.49 0.44 0.34
150 0.4 0.53 0.57 0.58 0.59 0.59 0.56 0.52 0.43
200 0.45 0.56 0.63 0.62 0.63 0.63 0.61 0.57 0.48
500 0.6 0.68 0.73 0.73 0.72 0.72 0.71 0.69 0.63
Table 1: The effect of n0 and T parameters in query accuracy of pure voting
method on MNIST data.
holding n0 constant, increasing T will yield better accuracy. However, larger
T implies higher computational cost, which means that using more trees
trades running time for accuracy.
We further analyzed the running time of voting using the news data set.
In these analysis we used parameter settings that are suitable for usage with
the mixture method. These results are shown in table 2, where the running
time of pure voting is broken to three steps: querying trees, finding the
number of votes each data point has received, and finally finding the points
with most votes. It can be seen that the cost of finding most voted points
remains essentially constant, as our implementation will always perform a
pass over an array with n elements, which dominates the running time of
this step.
Tree queries take less time when n0 is higher because trees are the flatter
the larger the maximum leaf size is (in table 2 this effect is most obvious when
one considers the rows where T is 500). However, increased time required by
counting votes swamps this effect when we consider the total running time
of voting.
Furthermore it is clear that the voting step, that is counting votes and
finding the most voted points, imposes a considerable cost in running time.
For example when 500 trees and maximum leaf size parameter 1024 is used,
around two thirds of the running time consists of voting, whereas querying
trees requires only a third of the running time.
It is, however, important to note that the cost of vote counting is not
proportional to the dimensionality of data, whereas tree queries have cost
proportional also to the dimensionality. Thus the higher the dimensionality,
the less difference the cost of the final voting step will make.
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n0 T
Counting votes
for each point
(ms)
Finding the
most voted
points (ms)
Querying
trees (ms)
Fraction of
points with
zero votes
128 50 0.59 4.81 0.94 0.98
128 100 0.38 4.94 1.76 0.95
128 150 0.48 4.77 2.57 0.93
128 250 0.56 5.07 4.13 0.89
128 500 1.3 5.04 10.22 0.79
256 50 0.48 5.82 1.21 0.95
256 100 0.82 5.11 1.81 0.91
256 150 0.93 5.07 2.67 0.87
256 250 1.27 5.31 4.34 0.79
256 500 2.57 5.17 8.8 0.63
512 50 0.86 5.53 0.91 0.91
512 100 1.1 5.16 1.61 0.83
512 150 1.57 5.18 2.41 0.75
512 250 2.52 5.21 3.98 0.62
512 500 4.96 5.27 8.19 0.39
1024 50 1.11 5.11 0.69 0.82
1024 100 2.19 5.22 1.42 0.68
1024 150 3.02 5.23 2.14 0.56
1024 250 4.87 5.3 3.66 0.39
1024 500 9.61 5.34 7.36 0.16
Table 2: The running time of voting using the news data set. We searched
for 500 nearest neighbors, which is a typical setting when voting is used as
part of the mixture method.
Table 2 also shows the number of data points which have received no
votes at all. If almost all points received zero votes, a possible optimization
would be to attempt to avoid traversing n items in finding most voted points
by using some suitable data structure. However, it appears that when using
parameter configurations that allow for high accuracy (table 3 shows accuracy
results for news data set using the mixture method), this is not the case.
5.3 Mixture method
Figure 4 shows the performance of the mixture method on MNIST data
set for 10-NN search. The algorithm attains on average 98% accuracy with
computation time remaining at around 3.5% of that required by the linear
search. This is a very encouraging result especially given the small size and
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medium dimensionality of the data set. We also performed tests on the news
data set, and these results are shown in table 3.
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Figure 4: Accuracy of the mixture method on MNIST data with different
settings for n0. Values of T of 50, 100, 250 and 500 were used. Linear search
took 70.4 ms.
The results are very similar in the sense that while linear search took
700 milliseconds (as opposed to 70 on MNIST data), again in about 3.5% of
the linear search time around 98% accuracy was attained for 10-NN search.
For news data set we also analyzed a number of different values of k. Table
3 shows that as expected, the problem is the more difficult the higher the
value of k used, but this deterioration of results with increasing k is relatively
modest.
In testing the implementation we were concerned with three parameters,
the maximum leaf size n0, the number of trees T and final search set size S.
Of these n0 and T concern only the voting step of the algorithm, and were
analyzed in the context of the pure voting method. The results shown in
Fig. 4 and table 3 also confirm that as was the case with pure voting, n0
has relatively modest effect on the quality of results, whereas larger values
of T clearly improve the results.
The size of the final search set is a central question for the algorithm. To
establish the best final search set size we analyze two questions, namely how
the number of nearest neighbors found behaves as a function of the search
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(a) Nearest neighbor
Leaf size n0
128 256 512 1024
T
50 0.66 (8.2) 0.71 (8.3) 0.74 (8.2) 0.80 (8.3)
100 0.80 (10.5) 0.81 (10.1) 0.87 (9.9) 0.89 (10.0)
250 0.90 (17.0) 0.94 (16.5) 0.96 (15.5) 0.98 (15.7)
500 0.96 (27.3) 0.98 (26.1) 0.99 (24.7) 1.00 (24.3)
(b) 10 nearest neighbors
Leaf size n0
128 256 512 1024
T
50 0.47 (8.3) 0.56 (8.3) 0.57 (8.2) 0.65 (8.2)
100 0.66 (10.6) 0.67 (10.3) 0.76 (10.2) 0.80 (10.1)
250 0.81 (16.9) 0.86 (16.1) 0.90 (15.6) 0.93 (15.0)
500 0.91 (27.1) 0.94 (25.7) 0.96 (24.0) 0.98 (23.6)
(c) 15 nearest neighbors
Leaf size n0
128 256 512 1024
T
50 0.43 (8.3) 0.53 (8.4) 0.54 (8.2) 0.61 (8.2)
100 0.62 (10.6) 0.64 (10.3) 0.73 (10.1) 0.77 (10.0)
250 0.78 (16.7) 0.83 (16.1) 0.88 (15.4) 0.91 (15.1)
500 0.89 (27.1) 0.93 (25.5) 0.95 (24.0) 0.97 (23.6)
(d) 25 nearest neighbors
Leaf size n0
128 256 512 1024
T
50 0.39 (8.3) 0.48 (8.4) 0.49 (8.2) 0.56 (8.2)
100 0.57 (10.6) 0.59 (10.3) 0.68 (10.1) 0.73 (10.0)
250 0.73 (16.9) 0.80 (16.2) 0.85 (15.4) 0.89 (15.1)
500 0.86 (27.1) 0.91 (25.5) 0.93 (24.0) 0.96 (23.7)
Table 3: K-nearest neighbors search accuracy on news data set for various
K. Final search set parameter S 500 was used. Latency time in milliseconds
is in parenthesis. Linear search took 711 milliseconds.
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set, holding other parameters constant, and also how big the final search set
should be for all the nearest neighbors to be included on average.
In Fig. 5a the change of accuracy is depicted as a function of the final
search set size. It is clear from the figure that with very small search sets
a large number of actual nearest neighbors are left out, and increasing the
search set size will drastically improve the results. However diminishing
returns are encountered relatively quickly, in this case when searching 1% of
the data set in final search step. Because the tree queries and vote counting
impose a heavy overhead, the initial improvement in results occurs virtually
at no computational cost. Figure 5a shows that using larger number of trees
is a better way to improve accuracy than increasing S as long as S is not
unreasonably small.
Figure 5b shows how big a search set is needed for finding all the nearest
neighbors, as a function of T . Notably we have here analyzed the average
over 1000 query points, which means that selecting a search set size of 400
for example will not lead to perfect accuracy even if in the figure it appears
that on average a search set size of 300 will suffice for finding all the nearest
neighbors. This is because even if some query point requires a very large
search set, the average required over all points in the test set could be much
lower.
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Figure 5: Effect of S on accuracy of the mixture method. The tests were run
with MNIST data set using maximum leaf size of 4096.
These results also show that while pure voting method proved rather
inaccurate, it is very effective in pruning the search set. For example, with
75 trees perfect accuracy is obtained by searching on average 312.4 points
or around 1% of the whole data set. With larger number of desired nearest
neighbors the required search set is of course always bigger, but the trend
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is very similar. With 25 nearest neighbors perfect accuracy would still be
obtained by a search over 812 points. Thus the low accuracy of pure voting
is explained by its inability to accurately find the very nearest points from
the small set of points that receive the most votes, rather than a complete
failure of voting.
5.4 Comparisons between methods
In Fig. 6 we compare the MRPT algorithm to mixture and pure voting
methods on MNIST and news data sets. Pure voting performs poorly in
comparison to both other methods. As for the mixture methods, it is apparent
from the figure that the use of a voting step allows the mixture method
to reach higher accuracy than the MRPT in comparable running time. In
particular mixture method seems to be able to attain very high accuracy
much faster than the MRPT method. On the other hand, in the case of
MNIST data a reasonable accuracy of some 80% is attained somewhat faster
by the MRPT because of the overhead of voting. However, when using very
high dimensional data sets the voting overhead is expected to be smaller
in comparison to linear search over even small subsets. Notably mixture
method used with MNIST data had a final search set size of only 200, while
the MRPT searched over about 1000 points (exact number depends on tree
configuration through number of duplicates, e.g. actual final search set size
was 901 with T 16 and n0 16). Thus while these results show the voting step
to be very beneficial addition, even bigger advantage would be expected in
ultrahigh dimensional spaces.
While it is possible to increase the accuracy of the MRPT algorithm
by simply increasing the size of the final search set, the query time must
be almost tripled to reach the same quality as is obtained by the mixture
method when considering MNIST data set. In the larger news data set the
advantage of mixture method is even more pronounced, and the MRPT
attains clearly weaker accuracy.
The results of the MRPT algorithm with MNIST data set may at first
sight appear anomalous or nonsensical. For example with a final search set of
4096 points results are the better the less time is expended. This phenomenon
is explained by the fact that our implementation uses very sparse random
vectors and by the small size of the data. Sparseness of random vectors
makes tree queries so cheap that querying even a large number of trees is
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Figure 6: Comparison between MRPT and voting based methods. Linear
search took 70.4 milliseconds and 713 milliseconds respectively.
a small cost compared to a linear search over thousands of points. On the
other hand, using more trees will increase the number of duplicate entries in
query results. This will lead to a smaller final search set. In the example of
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nominal search set of 4096 using 256 trees each with n0 16 will yield average
final search set size of only 3019. This 25% drop in final search set size
corresponds to the about 25% decrease in computation time that is seen in
the figure. Thus the decrease in factual search set size is driving the decrease
in computation time. In the results concerning news data set similar effect is
not visible, because the trees are deeper due to data set size (which increases
the computation time of tree queries), and also because duplicates in query
results are less common.
A direct comparison is only possible to the MRPT algorithm for which
we possess a Scala implementation, but we can nevertheless make some
tentative and inconclusive comparisons to other methods. In this discussion
we rely on empirical results by Muja and Lowe [33] and Hajebi et al. [20].
Muja and Lowe discuss k-means trees and randomized k-d trees, and Hajebi
et al. compare these two methods to their k-NN graph based algorithm.
Both report speedup over linear search and accuracy attained. The speedup
over linear search depends on size of the data set, because linear search
is relatively more expensive on very large data sets. Muja and Lowe find
around 30-fold speedup for nearest neighbor search when using 100 000
records of 128 dimensional data, with around 90 % accuracy [33, p. 2236].
Hajebi et al. report 25-fold speedup with 97% accuracy on a data set of 204
000 records with 128 dimensions for their k-NN graph based method [20, p.
1315]. In our tests on the other hand the mixture method attained around
35 fold improvement over linear search when searching for 10-NN on MNIST
data with 99% accuracy. In the light of these results it appears possible
that the mixture method may compare favourably to these other algorithms.
However, the algorithms were implemented in different languages and tested
on different data sets, so this comparison cannot give grounds to drawing
conclusions on the relative merits of these methods.
Our method suffers of the slight weakness as compared to for example
randomized k-d trees that we need relatively large number of search structures
(e.g. 500), whereas in practice randomized k-d trees utilize for example 10.
This means that search structure construction is more expensive. However,
usually query times and accuracy are primary concern and because trees
are entirely independent the construction step is trivial to parallelize or
distribute which further diminishes the need for fast construction step.
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6 Conclusions
Pure voting method and the mixture method both utilize duplicate results
obtained in querying trees to guide the search of nearest neighbors. Pure
voting method allows for nearest neighbors queries without maintaining the
data set in memory, but our results discourage its usage. While it attains
some 70% accuracy with suitable choice of parameters, expending similar
computation time will yield better results by other methods. Mixture method
on the other hand improved greatly both in accuracy and speed over the
MRPT algorithm.
In the light of these results the mixture method appears to be a promising
algorithm for fast approximate nearest neighbors search especially in very
high dimensional spaces. A direct comparison to other state of the art
methods was not possible within the scope of this thesis. However, informal
comparisons based on results reported in previous research suggest that the
mixture method may compare favorably to commonly used algorithms.
A rigorous comparison between the mixture method and other state of
the art algorithms would be a suitable topic for future research. Our results
also suggest certain other potential topics for further investigation. We
focused on vector sparseness configurations drawn from previous theoretical
research, leaving open the empirical question of how far sparseness of random
vectors can be pushed in the context of RP-trees before accuracy of results
deteriorates notably. Another issue warranting more research would be
formulating a method for automatic determination of parameters, similar to
the system in use in the FLANN library. The performance of the mixture
method depends strongly on the choice of maximum leaf size, the number of
trees and the final search set size. While our results give grounds for stating
some crude heuristics, an implementation useful for non-specialists would
need to find good parameters with no user input.
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