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Abstract
This thesis is mainly concerned with the efficient solution of a linear discrete-time
finite horizon optimal control problem (FHOCP) with quadratic cost and linear con-
straints on the states and inputs. In predictive control, such a FHOCP needs to be
solved online at each sampling instant. In order to solve such a FHOCP, it is necessary
to solve a quadratic programming (QP) problem. Interior point methods (IPMs) have
proven to be an efficient way of solving quadratic programming problems. A linear sys-
tem of equations needs to be solved in each iteration of an IPM. The ill-conditioning
of this linear system in the later iterations of the IPM prevents the use of an iterative
method in solving the linear system due to a very slow rate of convergence; in some cases
the solution never reaches the desired accuracy. A new well-conditioned IPM, which in-
creases the rate of convergence of the iterative method is proposed. The computational
advantage is obtained by the use of an inexact Newton method along with the use of
novel preconditioners.
A new warm-start strategy is also presented to solve a QP with an interior-point
method whose data is slightly perturbed from the previous QP. The effectiveness of
this warm-start strategy is demonstrated on a number of available online benchmark
problems. Numerical results indicate that the proposed technique depends upon the
size of perturbation and it leads to a reduction of 30-74% in floating point operations
compared to a cold-start interior point method.
Following the main theme of this thesis, which is to improve the computational effi-
ciency of an algorithm, an efficient algorithm for solving the coupled Sylvester equation
that arises in converting a system of linear differential-algebraic equations (DAEs) to
ordinary differential equations is also presented. A significant computational advantage
is obtained by exploiting the structure of the involved matrices. The proposed algorithm
removes the need to solve a standard Sylvester equation or to invert a matrix. The
improved performance of this new method over existing techniques is demonstrated by
comparing the number of floating-point operations and via numerical examples.
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Chapter 1
Introduction
In linear model predictive control (MPC), an open loop constrained optimal control prob-
lem is solved online over a finite horizon in contrast to unconstrained infinite horizon H2
and H∞ linear optimal control. At each sampling instant with the given state informa-
tion, a suitably-defined quadratic program (QP) is solved to obtain a sequence of inputs
and only the first input is applied to the plant. This process is repeated at every sample
instant with a new state estimate. This is the main difference from conventional control,
which uses a pre-computed control law [1].
Due to the limitations in computation speed, implementation of MPC has mainly
been in the chemical process industries, where the process dynamics are relatively slow
compared to the computational times. During the past decade significant theoretical
results have been developed related to stability and robustness of MPC. One of the
key issues that remains to be addressed is how to implement MPC algorithms on fast
systems in real-time. The application of real-time embedded model predictive control for
constrained systems with fast dynamics presents new technological challenges.
The main aim of this thesis is to develop a methodology which can reduce the com-
putational burden of a MPC algorithm. Our focus is towards the development of efficient
optimization methods. This issue is addressed in Part I of this thesis. In Part II, we
are concerned with the efficient solution of the coupled Sylvester equation appearing in
descriptor systems. In both parts, the computational advantage is obtained by exploiting
the special structure of the matrices involved in each problem.
1.1 Review of MPC
MPC is a tool to optimize a system’s performance by using amodel to predict the system’s
future trajectory. It computes a sequence of future control actions while satisfying the
12
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Figure 1.1: (a): Conventional control (b): Model predictive control
constraints. It is one of the most commonly implemented advanced control techniques in
the process industries today [2]. The main reasons for its success are:
1. It can handle complex multivariable control problems with time delays.
2. It gives the optimal performance while taking account of the state/output and
control input constraints.
3. It also allows operation when the state/output constraints are near to the set
point or reference trajectory, while conventional control is used when there is no
state/output constraint or the set point is sufficiently away from the constraints.
However, in the latter case conventional control may violate the constraint in case
of large disturbance as shown in Figure 1.1.
A typical example of a control system and its basic blocks are shown in Figure 1.2.
The sensor block senses the outputs of the plant, the observer block computes the states
from the measured outputs, the controller block computes the corrective actions based
on the reference trajectory and current states and the actuator block actuates the plant
to effect the desired change. In conventional control, the controller block is a gain matrix
which is designed off-line according to the system’s performance, while in MPC the control
action is computed on-line as shown in Figure 1.3. The MPC controller computes the
optimal control input u which consists of current control input and future control inputs
up to the given horizon length N , subject to the given cost function and constraints.
The optimizer block basically solves a set of linear equations of the form Au = b, which
is obtained by linearization of the optimality conditions also known as KKT conditions.
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Figure 1.2: Building blocks of a control system
The switch block passes the initial guess of u at t = 0 and later on feeds back the
previously computed u by the optimizer. This whole process as indicated by dashed box
in Figure 1.3 is repeated until optimality conditions are satisfied. The MPC controller
aims to track the current and future reference trajectory xr with minimum control input.
When optimality conditions are satisfied within the given tolerance, the optimization
process is terminated and only the first control input is applied to the actuator. A big
task in designing the MPC controller is to complete the iterative optimization process
before the next sampling time instant.
1.2 Background
Model predictive control is also referred to by other names, such as Model Algorithm
Control (MAC) developed by Richalet et al. [3], Dynamic Matrix Control (DMC) devel-
oped by Cutler and Ramaker [4], Generalized Predictive Control (GPC) presented by
Clarke et al. [5], Receding Horizon Control (RHC) and Moving Horizon Control. It has
been successfully applied in chemical and industrial control [2, 6, 7].
The MPC problem of a linear discrete-time state-space system can be converted to a
general quadratic programming (QP) problem, which can be defined as:
min
θ
1
2
θTHθ + hT θ subject to Fθ = f, Gθ ≤ g (1.1)
where θ is a vector of future states and inputs, and the matrices H,F,G and vectors
h, f, g are functions of the model dynamics, constraints, weights in the cost function and
the current state of the system. H is called the Hessian matrix.
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Two approaches to solving the QP problem are generally used: Active Set Meth-
ods [8, 9] and Interior Point Methods (IPMs) [10–12]. The historical perspective of the
computational complexity of active set methods and IPMs is described in [13]. The com-
putational complexity of the active set method is exponential in the worst-case, while in
practice it is observed to be linear. Some intuitive reasons why the active set method
works well in practice are described in [13]. For IPMs, the theoretical bound is polyno-
mial in the sizes of the matrices in the QP. The cost of each iteration in IPMs is quite
large compared to active set methods, so polynomial growth in IPMs would also be huge
in practical cases. However, the observed growth is much slower than polynomial. This
indicates that there is a big gap between practical examples and theoretical bounds in
both methods. It is pointed out in [13] that this gap is real and exponential in both
active set methods and IPMs.
A good survey on solving large-scale constrained optimization and control problems
with IPM is presented in [14]. Their main focus is on solving linear programming,
quadratic programming and sequential quadratic programming (SQP) problems. They
also pointed out certain formulations of MPC in SQP that can be exploited in solving
15
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the associated linear system efficiently.
In past, solving the QP problem on-line has restricted its application to slow systems,
where sample times were in seconds or in minutes [15]. However, in recent years, attempts
have been made to use predictive control in fast processes with a short sampling time. To
reduce the computational load in solving the finite horizon optimal control problem, new
techniques have emerged [9,15–21]. In [16], a sampling time of the order of millisecond is
achieved in MPC using online active set strategy for real-world diesel engine. In [21], the
oscillations in a flexible cantilevered beam example are reduced by solving a linear MPC
problem online. A standard active set method is used to solve the associated QP with
a sampling rate of 5kHz. The model of the plant has 18 states, single input and single
output. A horizon length of 12 is used in this example. In reference [17], multiplexed
MPC is used for the control of a large commercial aircraft turbofan engine and it is shown
that multiplexed implementation significantly reduces the computational complexity of
the QP problem. In [9], authors have presented an online active set strategy for the
fast solution of parametric QPs arising in MPC. It exploits solution information of the
previous QP under the assumption that the active set does not change much from one QP
to the next. In [18] a large number of QPs are solved off-line for all possible initial states
of the plant, then an explicit function is formed using the solutions of the QPs. The
online control computation then just reduces to the simple evaluation of that explicit
function [18]. The major drawback in this approach is that the number of entries in
the explicit function grows exponentially with the horizon length, number of states and
control inputs. This approach is generally applicable to small-scale problems.
In a second approach, as described in [15], a QP problem is solved on-line. To reduce
the number of computations, the warm-starting technique as mentioned in [11, 22] and
early termination of the QP problem is used. In warm-starting, the initialization of
the QP problem is done using the predictions made in the previous step. This reduces
the computational cost only if the new QP is similar to the previous one. The early
termination significantly reduces the computational cost, but on the other hand it may
lead to state equation violations. In [19] an iterative scheme based on fast gradient
methods is used to obtain the solution with input constraints only. This scheme allows
one to compute an a priori upper bound on the number of iterations for a given level of
sub-optimality.
There are two main types of IPMs, the Logarithmic Barrier Interior Point Method
(LBIPM) and the Primal-Dual Interior Point Method (PDIPM) [10]. In both methods
16
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the optimal solution is obtained by solving the nonlinear optimality conditions. The
classical algorithm to solve the set of nonlinear equations is Newton’s method. This is an
iterative method and in each iteration the solution of a linear system is required, which
is the critical part of the algorithm where most of the computations are performed.
There are essentially two popular ways to solve the finite horizon optimal control
problem, namely dense and sparse. In the dense approach states are eliminated from the
objective function and constraints [2], which results in a small, but dense Hessian in the
QP. The linear system of equations in both approaches can be solved by direct or iterative
solvers. The main focus in solving such linear system predictive control community is on
direct methods [23].
The computational complexity of dense approach when the appearing linear system
is solved by Cholesky factorization (a direct method) in each iteration of an IPM is
O((l + m)m2N3), where l is the number of constrained variables, m is the number of
inputs, and N is the horizon length. In the sparse approach states are considered as
unknowns and state equations are treated as equality constraints, which results in a large,
but sparse Hessian. In the sparse approach, it is shown in [12] that the computational
complexity in each iteration of an IPM can be reduced to O((n +m)3 + l(m + n)2)N),
where n is the number of states, using a Riccati recursion scheme based on a direct solver.
In large-scale optimization problems, to reduce the computational effort, truncated
(inexact) Newton method have been proposed to solve the nonlinear optimality condi-
tions [24–29]. This method has two loops. In the outer loop the solution of the nonlinear
equations is updated and in the inner loop a linear system is solved by some iterative
method. The main idea of the inexact methods is to terminate the inner loop early with
less accuracy in the initial iterations when we are far from optimal solution of outer loop.
Note that only iterative solvers can be used in this approach, where a trade-off between
accuracy and computations is possible. Simulation results shows that cumulative itera-
tions can be reduced significantly by using this method [25]. In this thesis, we investigate
the efficacy of these methods in solving a finite horizon optimal control problem.
Our focus on iterative methods, such as the minimum residual (MINRES) method
[30], is mainly due to two reasons [31]. Firstly, iterative methods have a higher ratio of
addition and multiplication operations to division and square root operations, compared
to direct methods, hence are more efficient from a hardware point of view. Secondly, in
iterative methods, we can trade-off accuracy with computational time.
After the publication of the seminal paper by [32], interior-point methods have proven
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to be an efficient way of solving linear, quadratic, and nonlinear programming problems
compared to active set methods, especially for large scale problems. However, IPMs
cannot easily exploit the solution of the preceding problem in warm-starting like active
set methods can [11, 33]. A warm-start of an IPM with the solution of the preceding
problem, if it is close to the boundary of the feasible region, usually leads to the blocking
of the search direction, which means that the steplength becomes very small, and the next
iterate will be very close to the previous one. In the last decade, a number of attempts
have been made to improve warm-start strategies in IPMs. [22] and [34] discuss warm-
start strategies for linear programming (LP) problems. In [22], a worst case estimate on
the number of IPM iterations required to converge to a solution of a perturbed LP from
the warm-start starting point is determined. Their estimate mainly depends on the size
of perturbation and on the conditioning of the original problem. [34] has implemented
several warm-start strategies in IPMs for LP problems. They concluded that most of
the strategies are effective in reducing the computational time for smaller perturbations.
Recently, a new unblocking strategy was proposed by [33]. This is based on sensitivity
analysis of the search direction with respect to the current point. Numerical tests show
that, on average 50–60% of the computations can be saved on a range of LP and QP
problems varying from small scale to large scale problems when this unblocking strategy
is combined with other warm-start strategies.
[9] proposed a warm-start strategy based on an active set method that uses the ideas
from parametric optimization. This strategy exploits the solution of the previous QP
under the assumption that the active set does not change much from one QP to the
next one. Furthermore, a premature termination is described to meet the requirements
of real-time implementations. However, in some cases this early termination may lead to
infeasibility.
IPMs face increasing ill-conditioning of the linear system as the optimal solution is
approached. Iterative methods have very poor convergence for ill-conditioned system,
unless an appropriate preconditioner is used [35–37]. We have addressed this issue in
detail in Chapter 3 and proposed a new well-conditioned IPM, which enhances the rate
of convergence of the iterative solver and enables use of the inexact Newton method.
The background and literature review regarding the solution of a coupled Sylvester
equation is presented separately in Chapter 6 of this thesis.
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1.3 Organization of this Thesis
We now describe the structure and contributions of each remaining chapters.
Interior Point Methods in Predictive Control
Chapter 2: Review of Predictive Control
This chapter forms the basis of linear model predictive control. The chapter begins with
the definition of infinite horizon optimal control problem for a discrete-time linear system
with quadratic cost and linear inequality constraints on the states and control inputs.
The approximation of an infinite horizon optimal control problem into a finite horizon
optimal control problem is also explained. The solution of a FHOCP is computed by
solving a suitably-defined QP problem. We also present the two different formulations of
arising QPs in FHOCP and the special structure of the matrices involved in these QPs,
which is critical to the development of later chapters.
Chapter 3: Preconditioners for Inexact Interior Point Methods
This chapter presents a new method for solving a FHOCP with quadratic cost and linear
constraints on the states and inputs. The proposed technique uses an inexact interior-
point method (IIPM) to solve the QP problem. This new technique is computationally
more efficient than the Riccati Recursion method of [12], when measured in terms of
the number of floating point operations. The computational advantage is obtained by
the use of an inexact Newton method, and with the use of novel preconditioners in the
minimum residual (MINRES) method. The computational performance of this method is
demonstrated by numerical results. This chapter is mainly based on the results appearing
in [38,39].
Chapter 4: A Well-Conditioned Interior Point Method
As mentioned before, in each iteration of an IPM, a linear system of equations needs
to be solved to find the search direction. This linear system becomes increasingly
ill-conditioned as the IPM iteration increases and the solution approaches. The ill-
conditioning of this linear system in the later iterations of the IPM is an open issue, which
restricts the use of iterative method, because the rate of convergence of iterative methods
is very slow for ill-conditioned systems. As a consequence, the computational advantages
of inexact Newton method can not be exploited because inexact Newton method works
with iterative methods. Inspired by the idea of an inexact Newton method, in which
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approximate search direction is computed in initial iterations when we are far from so-
lution, we have extended this idea to approximate the linear system of equations such
that the resulting approximate linear system becomes well-conditioned. We also present
numerical as well as theoretical results which indicate the better conditioning of the new
approximate linear system when compared to the original ill-conditioned system. It is
also shown analytically that the error introduced by this approximation gets reduced as
the IPM iteration increases. Note that the final output of this new well-conditioned IPM
is within the same tolerance as the output of the exact IPM. The only difference is in
the initial search directions the IPM. This chapter is an extension of the work presented
in [39,40].
Chapter 5: A Warm-start Strategy for Predictive Control
This chapter describes a new warm-start strategy in an interior-point method (IPM)
when solving a quadratic programming (QP) problem. In predictive control, at each
sampling instant with the given state information, a QP problem is solved to obtain
a sequence of inputs and only the first input is applied to the plant. This process is
repeated at every sample instant with a new state estimate. We consider the scenario
in which one QP problem has been solved by an IPM at the previous time instant, and
we need to solve a slightly perturbed QP from the preceding QP at the current time
instant. The strategy in which the information gained in solving the previous problem is
used in choosing a starting point in an IPM is known as a warm-start strategy. We have
achieved a reduction in computational cost of about 30–74% in the worst case, compared
to a cold-start interior-point method, when applied to a number of benchmark problems.
Much of the work of this chapter is based on [41].
Coupled Sylvester Equation in Descriptor systems
Chapter 6: Efficient Solution of Coupled Sylvester Equation
In this chapter we begin with a brief description of descriptor systems which appear in
many engineering applications and typically consist of coupled differential and algebraic
equations. The differential and algebraic parts are usually decoupled by a sequence of
transformations to enable the use of standard state-space control theory for which many
control techniques are well-established that include MPC as discussed in previous chap-
ters. There are two major steps in this transformation which are computationally most
expensive, namely the generalized Schur decomposition and solving a coupled Sylvester
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equation. In this chapter, we present an efficient algorithm for the solution of a coupled
Sylvester equation. The structure of the matrices which appeared in this transformation
are exploited to get the computational advantage over existing methods. The proposed
method does not require the need to solve a standard Sylvester equation and is better
conditioned, when compared to the existing methods. This chapter is based on the results
and contributions of [42].
Chapter 7: Conclusions and Future Work
This chapter summarizes the main contributions of this thesis and outlines some direc-
tions for future research.
1.4 Related Publications
Much of the work and results obtained in this thesis are largely based on the following
publications:
• A. Shahzad, E. C. Kerrigan, G. A. Constantinides, “A Well-conditioned Interior
Point Method for Quadratic Programming with an Application to Optimal Con-
trol”, SIAM Journal on Optimization, (to be submitted).
• A. Shahzad, B. LI. Jones, E. C. Kerrigan, G. A. Constantinides, “Efficient algorithm
for the solution of a coupled Sylvester equation appearing in descriptor systems”,
Automatica.
• A. Shahzad, E. C. Kerrigan, G. A. Constantinides,“A Fast Well-conditioned Interior
Point Method for Predictive Control”, 49th IEEE Conference on Decision and
Control, December 15 - 17, 2010.
• A. Shahzad, E. C. Kerrigan, G. A. Constantinides, “A Warm-start Interior Point
Method for Predictive Control”, UKACC International Conference on Control,
September 7 - 10, 2010.
• A. Shahzad, E. C. Kerrigan, G. A. Constantinides, “Preconditioners for Inexact
Interior Point Methods for Predictive Control”, In Proc. of the American Control
Conference, June 30 - July 2, 2010.
• A. R. Lopes, A. Shahzad, G. A. Constantinides, E. C. Kerrigan, “More FLOPS
or More Precision? Accuracy Parameterizable Linear Equations Solvers for Model-
Predictive Control”, In Proc. IEEE International Symposium on Field-Programmable
Custom Computing Machines, Napa CA, 2009.
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Chapter 2
Review of Predictive Control
In this chapter we will review the ideas in predictive control and present some results
related to the infinite and finite horizon optimal control problems which are useful for
the subsequent chapters. For a thorough analysis the readers are referred to [2, 43, 44].
We begin with the definition of a discrete-time linear system and an infinite horizon
optimal control problem with state and input constraints. We will also describe how an
infinite horizon optimal control problem can be converted into a finite horizon optimal
control problem with some particular choice of control sequence after a certain horizon.
Furthermore, two different formulations of a finite horizon optimal control problem are
presented for a discrete-time linear system with quadratic cost and linear inequality
constraints.
2.1 Linear Discrete-time System
Consider a discrete-time linear time-invariant dynamic system of the form
xi+1 = Axi +Bui, i = 0, 1, 2, . . . (2.1a)
yi = Cxi, (2.1b)
where xi ∈ Rn is the state vector, ui ∈ Rm is the input vector and yi ∈ Rp is the output
vector (measured variables) at the ith time instant. The linear discrete-time matrices are
A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rp×n.
Definition 2.1 (Eigenvalue and Eigenvector). Suppose that A ∈ Rn×n and there
exists a vector v ∈ Rn and a scalar λ ∈ R such that
Av = λv, v 6= 0. (2.2)
Then λ is an eigenvalue of A and v is the corresponding eigenvector.
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Definition 2.2 (Spectral Radius). The spectral radius of A is defined as:
ρ(A) := max {|λ1(A)|, |λ2(A)|, . . . , |λn(A)|} . (2.3)
where λi(A) is the i
th eigenvalue of A.
Definition 2.3 (Stabilizability). The matrix pair (A,B) is stabilizable if there exists
a matrix K ∈ Rm×n such that ρ(A+BK) < 1.
Definition 2.4 (Detectability). The matrix pair (C,A) is detectable if there exists a
matrix L ∈ Rn×p such that ρ(A+ LC) < 1.
2.2 Infinite Horizon Optimal Control Problem
2.2.1 Problem Description
Let xˆ = x0 ∈ Rn be the measurement or estimate of the state at the current time instant.
The objective is to find, over an infinite horizon, a sequence of optimal control inputs
π := {u0, u1, . . .} subject to equality constraints (2.1) and the inequality constraints
Jixi + Eiui ≤ di, i = 0, 1, 2, . . . , (2.4)
while minimizing the quadratic objective
V (x0, x1, · · · , π) :=
∞∑
i=0
(
xi
TQxi + u
T
i Rui + 2x
T
i Mui
)
, (2.5)
where Ji ∈ Rl×n, Ei ∈ Rl×m, di ∈ Rl, Q ∈ Rn×n, R ∈ Rm×m,M ∈ Rn×m. The weighting
matrices Q and R are symmetric. If there is a feasible point for (2.4), then the infinite-
horizon optimal control problem is stabilizing whenever (A,B) is stabilizable and (A,Q
1
2 )
is detectable [45]. Note that any constraint on ∆ui := ui − ui−1 can also be written in
the form of (2.4).
We also make the following assumptions throughout this thesis.
2.2.2 Standing Assumptions
(i) Q−MR−1MT ≥ 0.
(ii) R > 0.
For a matrix, R > 0 (≥ 0) means that R is positive (semi-positive) definite. The infinite
horizon optimal control problem is a natural extension of Linear Quadratic Regulator
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(LQR) problem which does not have the inequality constraints (2.4). The above LQR
problem without inequality constraints (2.4) was formulated and solved by Kalman, and
the solution is the well-known linear control law [46,47]
ui = −Kxi, (2.6)
where
K = (R+BTPB)−1(BTPA+MT ), (2.7)
and P > 0 can be calculated from the following discrete algebraic Riccati equation
(DARE).
P = ATPA+Q− (BTPA+MT )T (R+BTPB)−1(BTPA+MT ). (2.8)
The linear feedback law (2.6) is stabilizing under the assumptions that (A,B) is stabiliz-
able and (A,Q
1
2 ) is detectable. The only difficulty in solving an infinite horizon optimal
control problem is the infinite number of decision variables in the optimization and the
infinite number of constraints. It is shown in [48, 49], that an infinite horizon control
problem can be transformed into a finite horizon control problem with finite number
of unknowns. This is achieved by choosing a particular control sequence after a certain
horizon, with the addition of a terminal cost in the finite horizon cost and a terminal con-
straint which is explained in the next section. Note that in some situations the condition
of terminal constraint can also be relaxed (see [49] for more details).
2.3 Finite Horizon Optimal Control Problem
The key idea in transforming an infinite horizon optimal control problem into a finite
horizon optimal control problem is the use of a terminal control law or a terminal con-
straint after a certain time horizon N , an idea conceived in [50] and then later elaborated
in [49]. The specific approach we have adopted here is based on [49] in which the following
linear control law is proposed after a certain time horizon N
ui = −Kxi, ∀i ≥ N. (2.9)
By appending the above control law in the later part of the input sequence π, the changes
in the objective function (2.5) and constraints (2.4) are expressed in the next result.
Lemma 2.1. If π = {u0, u1, · · · , uN−1,−KxN ,−KxN+1, · · · }, and K is calculated from
(2.7), then
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(i) The infinite horizon cost (2.5) reduces to:
VN (x0, x1, · · · , xN , πN ) = xTN Q˜xN +
N−1∑
i=0
(
xi
TQxi + u
T
i Rui + 2x
T
i Mui
)
, (2.10)
where πN := {u0, u1, · · · , uN−1} and Q˜ is the solution of the following discrete
Lyapunov equation
Q˜ = Q+KTRK − (MK +KTMT ) + (A−BK)T Q˜(A−BK). (2.11)
(ii) For Ji = J¯ , Ei = E¯, di = d¯ ∀i ≥ N , then the inequality constraints (2.4) become
Jixi + Eiui ≤ di, i = 0, 1, 2, . . . , N − 1, (2.12)
J¯NxN ≤ d¯N , (2.13)
where
J¯N :=

J¯ − E¯K
(J¯ − E¯K)(A−BK)
(J¯ − E¯K)(A−BK)2
...
 , d¯N :=

d¯
d¯
d¯
...
 . (2.14)
(iii) The solution of DARE (2.8) also satisfies the discrete Lyapunov equation (2.11),
that is
Q˜ = P (2.15)
is a solution of (2.11).
Proof. (i) From (2.5)
V (x0, x1, · · · , π) = V¯ +
N−1∑
i=0
(
xi
TQxi + u
T
i Rui + 2x
T
i Mui
)
, (2.16)
where
V¯ =
∞∑
i=N
(
xi
TQxi + u
T
i Rui + 2x
T
i Mui
)
. (2.17)
According to (2.9), we get
V¯ =
∞∑
i=N
xTi
(
Q+KTRK −MK −KTMT )xi. (2.18)
From (2.1) and (2.9), we have
xN+j = (A−BK)jxN ∀j ≥ 0. (2.19)
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Using above equation in (2.18), we get
V¯ =
∞∑
i=0
xTN ((A−BK)T )i
(
Q+KTRK −MK −KTMT ) (A−BK)ixN . (2.20)
Let us define
Q˜ :=
∞∑
i=0
((A−BK)T )i (Q+KTRK −MK −KTMT ) (A−BK)i. (2.21)
Since ρ(A − BK) < 1, hence above infinite series is convergent. Pre-multiplying
with (A−BK)T and post-multiplying with (A−BK) to (2.21), we get
(A−BK)T Q˜(A−BK) = Q˜− (Q+KTRK −MK −KTMT ). (2.22)
By rearranging, we get (2.11) and hence the result (2.10).
(ii) From (2.4) and (2.9), we get
(J¯ − E¯K)xi ≤ d¯ ∀i ≥ N. (2.23)
According to (2.19) the above equation becomes,
(J¯ − E¯K)(A−BK)i−NxN ≤ d¯ ∀i ≥ N, (2.24)
which can be written as (2.13).
(iii) Replacing Q˜ = P in the right hand side of (2.11), we get
RHS = Q+KTRK − (MK +MTKT ) + (A−BK)TP (A−BK),
where RHS denote the right hand side of (2.11). By simplification
RHS = ATPA+Q− (MK+MTKT )−ATPBK−KTBTPA+KT (R+BTPB)K.
According to (2.7), the above equation reduces to
RHS = ATPA+Q− (ATPB +M)K.
Using (2.8), we get
RHS = P,
which is equal to left hand side of (2.11) and hence proves the result.
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From Lemma 2.1 shows that by appending the terminal control law (2.9) after a
horizon N , we can reduce the infinite number of unknowns to finite number of unknowns.
However, we still have an infinite number of inequality constraints as indicated in the
terminal constraint (2.13). We can re-write (2.13) in the form of a terminal constraint
set.
Definition 2.5 (Set of Feasible Initial States). The set X0 ⊂ Rn is said to be a set
of feasible initial states if for every x0 ∈ X0 there exist a feasible solution of finite horizon
optimal control problem with finite number of constraints.
Definition 2.6 (Positively Invariant Set). The set Xf ⊂ Rn is said to be a positively
invariant set for the system (2.1) under the control law (2.9) if
(A−BK)x ∈ Xf ∀x ∈ Xf . (2.25)
Let us define a positively invariant set
Xf := {x : (J¯ − E¯K)(A−BK)kx ≤ d¯ for k = 0, 1, 2, . . .}. (2.26)
The terminal constraint can be written as xN ∈ Xf . In practice, N can be chosen large
enough such that
xN ∈ Xf for xˆ ∈ X0. (2.27)
If N is selected according to (2.27), then the terminal constraint (2.13) which actually
consists of infinite number of constraints can be removed from the optimization problem.
This not only reduces to an optimization problem with finite number of unknowns and
finite number of constraints but also ensures closed loop stability [49].
2.3.1 Receding Horizon Control Problem
A finite horizon optimal control problem can be solved in a receding or moving horizon
fashion. The main idea of receding horizon control (RHC) is to solve a finite horizon op-
timal control problem to obtain a sequence of inputs over a fixed horizon while satisfying
a finite number of constraints for a given current state estimate. Only the first input is
applied to the plant. This process is repeated at every sample instant using the current
state estimate. In RHC, we aim to minimize the following objective function
VN (x0, x1, · · · , xN , πN ) := xNTPxN +
N−1∑
i=0
(
xi
TQxi + u
T
i Rui + 2x
T
i Mui
)
(2.28a)
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subject to equality constraints:
x0 = xˆ (2.28b)
xi+1 = Axi +Bui, i = 0, 1, . . . , N − 1 (2.28c)
and inequality constraints
Jixi + Eiui ≤ di, i = 0, 1, . . . , N − 1 (2.28d)
JNxN ≤ dN (2.28e)
The above problem can be transformed into a Quadratic Program (QP). The solution
of the QP provides the optimal input sequence π∗N := {u∗0(xˆ), u∗1(xˆ), · · · , u∗N−1(xˆ)}. As
mentioned before, only the first input u∗0(xˆ) is applied to the plant and this procedure is
repeated at each successive control interval.
2.3.2 Formulations of RHC Problem as a QP
As mentioned in Chapter 1, there are two popular ways to solve the finite horizon optimal
control problem, namely dense and sparse. In the dense approach states are eliminated
from the objective function and constraints [2], which results in a small, but dense Hessian
in the QP. In the sparse approach states are considered as unknowns and state equations
are treated as equality constraints, which results in a large, but sparse Hessian. Both
schemes are described in detail in the next two sections.
2.3.2.1 Dense Approach
The state equations can be rewritten in terms in unknowns {u0, u1, · · · , uN−1} and cur-
rent state xˆ as
x1 = Axˆ+Bu0,
x2 = A
2xˆ+ABu1 +Bu0,
... (2.29)
xN = A
N xˆ+AN−1Bu0 +A
N−2Bu1 + · · ·+BuN−1.
The above set of equations can be rewritten in a more concise form as
x = Φxˆ+ Γu, (2.30)
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where
x :=

x1
x2
...
xN
 ,u :=

u0
u1
...
uN−1
 ,Φ :=

A
A2
...
AN
 ,Γ :=

B 0 · · · 0
AB B · · · 0
...
...
. . .
...
AN−1B AN−2B · · · B
 ,
where x ∈ RnN×1,u ∈ RmN×1,Φ ∈ RnN×n and Γ ∈ RnN×mN . Note that in order
to formulate Γ we need to compute Ai and i may be quite large. This may leads to
numerical errors due to the finite precision effects. Some useful suggestions to reduce
these effects are mentioned in [2, p. 56] and [20,23,51].
The objective function can also be written in unknown vector u and in current state
x as
VN (xˆ,x,u) = xˆ
TQxˆ+ 2xˆTMu0 + x
TΩx+ uTΨu+ xTΠu+ uTΠTx, (2.31)
where
Ω :=

Q 0 · · · 0
0 Q · · · 0
...
...
. . .
...
0 0 · · · P
 ,Ψ :=

R 0 · · · 0
0 R · · · 0
...
...
. . .
...
0 0 · · · R
 ,Π :=

0 M 0 · · · 0
0 0 M · · · 0
...
...
...
. . .
...
0 0 0 · · · M
0 0 0 · · · 0
 ,
where Ω ∈ RnN×nN ,Ψ ∈ RmN×mN and Π ∈ RnN×mN . Replacing the value of x we have
xTΩx = uTΓTΩΓu+ 2uTΓTΩΦxˆ+ xˆTΦTΩΦxˆ,
xTΠu+ uTΠTx = uT (ΓTΠ+ΠTΓ)u+ 2uTΠTΦxˆ, (2.32)
2xˆTMu0 = 2u
T M¯xˆ,
where M¯ = [M 0 · · · 0] ∈ Rn×mN . Therefore the objective function becomes
VN (xˆ,u) :=
1
2
uTHu+ uTDxˆ+ c(xˆ), (2.33)
where
H := 2
(
Ψ+ ΓTΩΓ
)
+ ΓTΠ+ΠTΓ, (2.34)
D := 2
[(
ΓTΩ+ΠT
)
Φ+ M¯
]
, (2.35)
c(x) := xˆT
(
Q+ΦTΩΦ
)
xˆ (2.36)
and H = HT ∈ RmN×mN , D ∈ RmN×n.
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Unconstrained Solution: To get the optimal value of u for the unconstrained case
we will find the gradient of VN (xˆ,u) with respect to u and set it to zero. So the the
optimal value of the input is
u∗(x) = KRHC xˆ, (2.37)
where KRHC := −H−1D.
Constrained Solution: From (2.28d) and (2.28e), we get
Jx+ Eu ≤ d, (2.38)
where
J :=

0 0 · · · 0
J1 0 · · · 0
0 J2 · · · 0
...
...
. . .
...
0 0 · · · JN
 , E :=

E0 0 · · · 0
0 E1 · · · 0
...
...
. . .
...
0 0 · · · EN−1
0 0 · · · 0
 , d :=

d0 − J0xˆ
d1
...
dN−1
dN
 ,
(2.39)
and J ∈ Rl(N+1)×nN , E ∈ Rl(N+1)×mN , d ∈ Rl(N+1)×1. Replacing the value of x from
(2.30) in (2.38), we get
Gu ≤ g(xˆ), (2.40)
where
G :=

E0 0 · · · 0
J1B E1 · · · 0
J2AB J2B · · · 0
...
...
. . .
...
JNA
N−1B JNA
N−2B · · · JNB
 , g(xˆ) :=

d0 − J0xˆ
d1 − J1Axˆ
...
dN − JNAN xˆ
 ,
and G ∈ Rl(N+1)×mN , g(xˆ) ∈ Rl(N+1)×1.
2.3.2.2 Sparse Approach
In this approach, to make the Hessian banded and sparse the vector of unknowns is
defined as
θ :=
[
xT0 u
T
0 x
T
1 u
T
1 · · · uTN−1 xTN
]T
, (2.41)
where θ ∈ R(n+m+1)N . The objective function in terms of θ can be written as
VN (θ) =
1
2
θTHθ, (2.42)
31
2.3 Finite Horizon Optimal Control Problem
where
H :=

Q M 0 0 · · · 0 0 0
MT R 0 0 · · · 0 0 0
0 0 Q M · · · 0 0 0
0 0 MT R · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 0 · · · Q M 0
0 0 0 0 · · · MT R 0
0 0 0 0 · · · 0 0 P

,
and H ∈ R(n+m)N+n×(n+m)N+n.
Using (2.28b) and (2.28c) equality constraints can be written in dense form as
− x0 = −xˆ,
Ax0 +Bu0 − x1 = 0,
Ax1 +Bu1 − x2 = 0,
...
AxN−1 +BuN−1 − xN = 0.
In terms of unknown vector θ, the above equations can be written as
Fθ = f, (2.43)
where
F :=

−I 0 0 0 0 · · · 0 0 0
A B −I 0 0 · · · 0 0 0
0 0 A B −I · · · 0 0 0
...
...
...
...
...
. . .
...
...
...
0 0 0 0 0 · · · A B −I
 , f :=

−xˆ
0
...
0
 , (2.44)
and F ∈ Rn(N+1)×(n+m)N+n, f ∈ Rn(N+1).
From (2.28c) and (2.28d) the inequality constraints can be expressed in terms of θ as
Gθ ≤ g, (2.45)
where
G :=

J0 E0 0 0 · · · 0 0 0
0 0 J1 E1 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · JN−1 EN−1 0
0 0 0 0 · · · 0 0 JN
 , g :=

d0
d1
...
dN
 . (2.46)
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and g ∈ Rl(N+1), G ∈ Rl(N+1)×(n+m)N+n.
As compared to the dense approach the number of unknowns in the QP problem is
increased from mN to (n+m)N + n. However, in the sparse approach the Hessian and
constraint matrices are sparse and banded. In both approaches we can conclude that
H ≥ 0 by exploiting the standing assumptions 2.2.2. This means that the QP is convex,
which ensures that we have a minimum and that algorithm required to find the solution
of the QP will terminate in finite time [29].
2.4 Conclusions
In this chapter we have made two different formulations of a finite horizon control problem
and corresponding to each one a QP is defined. In both approaches, the structure of each
QP is explicitly mentioned, which plays an important role in its solution. The fast
and reliable solution of QP in real time is a critical part in predictive control. This
requirement is further enhanced for the fast dynamic systems, where the sampling time
is so short. The efficient solution of a QP will be central focus of next three chapters.
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Chapter 3
Preconditioners for Inexact
Interior Point Methods
We have concluded from Chapter 2 that a finite horizon optimal control problem (FHOCP)
needs to be solved online, at each sampling instant, in predictive control. The solution
of a QP problem is required to solve such a FHOCP. To solve the QP problem two ap-
proaches are used, namely active set methods [8] and interior point methods (IPMs) [11].
There is a gap between theoretical bounds and practical in both methods as discussed
in Chpater 1. In this chapter we will present a new technique based on IPM to solve
the QP problem. Numerical results indicate that this new technique is computationally
more efficient than the Riccati Recursion method of [12] when measured in terms of the
number of floating point operations.
3.1 Problem Description
Consider a convex QP problem of the form
min
θ
1
2
θTHθ + θTh (3.1a)
subject to:
θi ≤ θi ∀i ∈ Il, θi ≤ θi ∀i ∈ Iu, (3.1b)
Dθ ≤ d, Fθ = f, (3.1c)
where θ ∈ Rnd , H ∈ Rnd×nd , F ∈ Rne×nd , D ∈ Rni×nd , nd is the number of decision vari-
ables, ne is the number of equality constraints, ni is the number of inequality constraints
that cannot be expressed in terms of simple lower and upper bounds on θ, and H is
positive semidefinite. We are expressing simple bounds on θ separately for reasons to be
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discussed later. Here Il and Iu are index sets and we define these sets as
Il := {p1, p2, . . . , pnl}, (3.2)
Iu := {q1, q2, . . . , qnu}. (3.3)
We define rectangular matrices Pl ∈ Rnl×nd and Pu ∈ Rnu×nd corresponding to the sets
Il and Iu, respectively, as
Pl(i, j) :=
{
1 if j = pi for i = 1, 2, . . . , nl, j = 1, 2, . . . , nd
0 otherwise
(3.4)
Pu(i, j) :=
{
1 if j = qi for i = 1, 2, . . . , nu, j = 1, 2, . . . , nd
0 otherwise
(3.5)
The lower and upper bounds on θ can be combined with the inequality constraint
matrix D, then (3.1) becomes
min
θ
1
2
θTHθ + θTh subject to Gθ ≤ g, Fθ = f, (3.6)
where
G :=
 −PlPu
D
 , g :=
 −θlbθub
d
 , θlb :=

θp1
θp2
...
θpnl
 , θub :=

θq1
θq2
...
θqnl
 . (3.7)
Here G ∈ Rnt×nd , where nt := nl + nu + ni. For the special case when H = 0, (3.6)
reduces to a linear program (LP).
3.2 Interior Point Methods
In this section we review the ideas behind interior point methods [11]. The Lagrangian
L : Rnθ × Rne × Rnt → R associated with the problem (3.6) can be defined as:
L(θ, ν, φ) := 1
2
θTHθ + θTh+ νT (Fθ − f) + φT (Gθ − g) (3.8)
The vectors ν ∈ Rne and φ ∈ Rnt are called Lagrange multipliers or dual variables. The
Karush-Kuhn-Tucker (KKT) conditions of (3.6) are
Hθ + F T ν +GTφ+ h = 0, (3.9a)
Fθ − f = 0, (3.9b)
Gθ − g + s = 0, (3.9c)
ΦS1nt = 0 (3.9d)
φ, s ≥ 0 (3.9e)
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where s ∈ Rnt is a vector of slack variables, 1nt ∈ Rnt is a vector of ones and Φ, S are
diagonal matrices defined by
Φ := diag(φ), S := diag(s), (3.10)
whose diagonal elements are the components of φ and s, respectively.
In an IPM the optimal solution is obtained by solving the nonlinear optimality con-
ditions (3.9). The classical algorithm to solve such equations is Newton’s method, which
is described next.
3.2.1 Newton’s Method
This is an iterative method in which, at each iteration k, a linear system of equations
is formed by the linearization of (3.9) around the current point (θk, νk, φk, sk). The
solution of a linear system of the following form is required to find the search direction
(∆θk,∆νk,∆φk,∆sk):
H F T GT 0
F 0 0 0
G 0 0 I
0 0 Sk Φk


∆θk
∆νk
∆φk
∆sk
 = −

rkH
rkF
rkG
rkΦ
 , (3.11)
where
rkH := Hθ
k + F T νk +GTφk + h, (3.12a)
rkF := Fθ
k − f, (3.12b)
rkG := Gθ
k − g + sk, (3.12c)
rkΦ := Φ
kSk1nt . (3.12d)
The next iterate in this method is obtained as
(θk+1, νk+1, φk+1, sk+1) = (θk, νk, φk, sk) + αk(∆θk,∆νk,∆φk,∆sk), (3.13)
where αk ∈ (0, 1] is the step length. The full step length (i.e. αk = 1) may violate the
inequality constraint (3.9e), so a line search algorithm can be used to find αk to avoid
this difficulty. In practice, a line search algorithm often leads to a very small step along
the search direction (i.e. αk ≪ 1). Therefore, in IPMs a pure Newton’s search direction
is not used, because it makes a very little progress towards the solution of (3.9). To
avoid this situation, in IPMs a biased search direction towards the interior of the positive
orthant (φk, sk) > 0 is computed when we are far from the solution. Before explaining the
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method of computing biased search direction we first define feasible set, strictly feasible
set, central path, and duality measure.
Definition 3.1 (Feasible Set). A feasible set F is defined as:
F = {(θ, φ, s) | Fθ = f,Gθ + s = g, (φ, s) ≥ 0}. (3.14)
Definition 3.2 (Strictly Feasible Set). A strictly feasible set F0 is defined as:
F0 = {(θ, φ, s) | Fθ = f,Gθ + s = g, (φ, s) > 0}. (3.15)
Definition 3.3 (Central Path). The central path C is an arc of strictly feasible points
which is parametrized by a scalar τ > 0 and is defined as:
C = {(θ, φ, s) ∈ F0 | φisi = τ ∀i = 1, 2, . . . , nt}. (3.16)
Definition 3.4 (Duality Measure). The duality measure µ is defined as:
µ :=
(φ)T s
nt
. (3.17)
3.2.2 Biased Search Direction
In most IPMs, rather than pure Newton’s direction, a biased search direction towards
the central path C is used and it is computed by solving the following linear system
H F T GT 0
F 0 0 0
G 0 0 I
0 0 Sk Φk


∆θk
∆νk
∆φk
∆sk
 = −

rkH
rkF
rkG
rkS
 , (3.18)
where
rkS := Φ
kSk1nt − σµk1nt (3.19)
and σ ∈ (0, 1) is a centering parameter. For σ = 0, we get rkS = rkΦ which implies
that solution of (3.18) gives pure Newton’s search direction. On the other extreme, for
σ = 1 we have φki s
k
i → µk ∀i which means that the solution of (3.18) moves towards the
interior of the nonnegative orthant. In most algorithms an intermediate constant value of
σ ∈ (0, 1) is used, while in Mehrotra’s algorithm an adaptive value of σ is proposed, which
changes in each iteration of the IPM depending upon the duality measure [11, Chapter 10].
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3.2.3 Alternative Forms of Linear System (3.18)
The linear system (3.18) is large and unsymmetric and block elimination can be applied
as described in Appendix A to obtain a smaller and symmetric system as: H F T GTF 0 0
G 0 −W k

︸ ︷︷ ︸
Ak
1
 ∆θk∆νk
∆φk
 = −
 rkHrkF
rkL
 , (3.20a)
∆sk = −(Φk)−1
(
rkS + S
k∆φk
)
, (3.20b)
where W k := (Φk)−1Sk is a diagonal matrix and rkL := r
k
G− (Φk)−1rkS . The linear system
(3.20a) is symmetric indefinite and is convenient to solve in general compared to a large
and unsymmetric system (3.18).
Further reductions in the number of unknowns in (3.20a) can be made by using
another step of block elimination, which results in[
H +GT (W k)−1G F T
F 0
]
︸ ︷︷ ︸
Ak
2
[
∆θk
∆νk
]
= −
[
rkH +G
T (W k)−1rkL
rkF
]
, (3.21a)
∆φk = (W k)−1
(
G∆θk + rkL
)
. (3.21b)
The linear system (3.21a) is also symmetric indefinite and smaller compared to (3.20a).
However, it requires a matrix triple product to compute the system matrix in (3.21a) and
may reduce sparsity. The computation of the matrix triple product to form the system
matrix in (3.21a) is also a major ingredient in the total cost of an IPM. The symmetric
indefinite linear system (3.20a) or (3.21a) can be solved by some direct method, such as
LDLT factorization, or by an iterative method, such as the MINRES method.
If the QP problem (3.6) does not contain equality constraints, then (3.21a) reduces
to: (
H +GT (W k)−1G
)
︸ ︷︷ ︸
Ak
3
∆θk = rkH +G
T (W k)−1rkL. (3.22)
This positive definite linear system can be solved by Cholesky factorization (a direct
method) or by an iterative conjugate gradient (CG) method. The matrix triple product
GT (W k)−1G in (3.21) or (3.22) can be written as
GT (W k)−1G = P Tl (W
k
l )
−1Pl + P
T
u (W
k
u )
−1Pu +D
T (W kd )
−1D (3.23)
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where
W kl := diag(w
k
1 , w
k
2 , . . . , w
k
nl
), (3.24a)
W ku := diag(w
k
nl+1
, wknl+2, . . . , w
k
nl+nu
), (3.24b)
W kd := diag(w
k
nl+nu+1
, wknl+nu+2, . . . , w
k
nl+nu+ni
). (3.24c)
The first two parts in (3.23) can be computed by just picking the rows and columns of
(W kl )
−1 and (W ku )
−1 according to the sets Il and Iu, respectively. Hence, using (3.23) we
can reduce the cost of computing the matrix triple product. This indicates that if (3.1)
has only lower and upper bounds on θ then the matrix triple product GT (W k)−1G
in (3.21) or (3.22) does not involve any computational cost. For the special case when
H = 0, there are no equality constraints and we have only lower and upper bounds on θ
in (3.1), then the system matrix Ak3 in (3.22) becomes a diagonal matrix, which is easy
to invert.
3.2.4 Exact Interior Point Methods
An IPM that uses an exact method to solve the linear system of equations (3.20a) or
(3.21a) or (3.22) is called an exact interior point method. By exact method we mean
that the linear system is solved by some direct method or by some suitable iterative
method with sufficiently small tolerance.
An IPM in which an initial guess (θ0, φ0, s0) ∈ F0 is called a feasible IPM. An IPM for
which we need only (φ0, s0) > 0 is called an infeasible IPM. An infeasible IPM is described
in Algorithm 1 for a QP problem. This is an extension of the infeasible-path-following
IPM (Algorithm IPF) of [11, p. 110], which was designed for a linear programming
problem. The central path neighbourhood N−∞(γ, β) is defined by [11, p. 109]
N−∞(γ, β) := {(θk, νk, φk, sk) | ‖(rkF , rkG)‖ ≤ ‖(r0F , r0G)‖βµk/µ0,
(φk, sk) > 0, φki s
k
i ≥ γµk, i = 1, 2, . . . , nt}, (3.25)
where γ ∈ (0, 1) and β ≥ 1 are given parameters. In (3.25), ‖(rkF , rkG)‖ indicates a
measure of infeasibility and it is uniformly bounded by some multiple of µk. Since µk
is monotonically decreasing as indicated by (3.30), µk → 0 as k → ∞, which implies
‖(rkF , rkG)‖ → 0. This indicates that Algorithm 1 guarantees feasibility if a feasible
solution exists, that is, rkF → 0 and rkG → 0 as k → ∞. However, if there no feasible
solution exits i.e. F = ∅, then according to [11, Thm. 9.7] ‖(rkF , rkG)‖ → ∞ as k → ∞.
One simple approach that is used in detecting infeasiblity is to terminate the algorithm
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if ‖(rkF , rkG)‖ > ω¯ for sufficiently large value of ω¯. More practical approaches in detecting
infeasibility and regarding the termination of the IPM algorithm are given in [23]. The
strategy that is usually used in case infeasibility occurs is to relax or soften the least
important constraints [2, Sect. 3.4]. Secondly, if a point lies in N−∞(γ, β), then it means
that each pairwise product φki s
k
i must be greater than γµ
k. By using a suitably small
value of γ we can cover most of the feasible region. The typical value of this parameter
is 10−3 [11, p. 9]. By choosing a very large value of β, we may reduce the infeasibility at
a much faster rate, but on the other hand, it may lead to a very small step length αk.
The right hand side of (3.20a), (3.21a) and (3.22) is denoted by bk.
3.2.5 Inexact Interior Point Methods
An IPM that uses an inexact method to solve the linear system of equations (3.20a),
(3.21a) or (3.22) is called an inexact interior point method (IIPM). In this method the
linear system of equations of the form
Ak∆xk = bk (3.26)
is solved with an iterative method, which is terminated when
‖rk(i)‖
‖bk‖ ≤ η
k, rk(i) := bk −Ak∆xk(i), (3.27)
for a given η ≥ 1. Note that here i represents the inner iteration while k represents
the outer iteration count. The nonnegative forcing sequence {ηk} is used to control the
level of accuracy in each iteration k of an IPM. Different methods use different choices
of forcing sequence and the efficiency of an inexact method depends upon the choice of
forcing sequence [25]. In the numerical results presented in Section 4.3, we have selected
the following decreasing function:
ηk := max
{
min
{
1
(k + 1)ζ
, ‖bk‖
}
, ǫ
}
. (3.28)
Note that ηk is large for smaller values of k when we are far from the solution of (3.1)
and hence fewer number of iterations would be required to find the search direction. As
k → ∞, we get ‖bk‖ → 0 which implies ηk → 0, hence we get more accurate search
direction in the later iterations of the IPM. The illustration of IIPM is shown in Fig. 3.1.
The complete algorithm of an IIPM is also described in Algorithm 1. The only difference
in exact and inexact IPM is the way of solving (3.20a), (3.21a) and (3.22) as indicated
in the lines 3–7 of Algorithm 1. We refer to the while loop of Algorithm 1 as the main
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Level curves of 
cost function
Path of inexact IPM
Path of exact IPM Solution point
Set of inexact IPM directions
Figure 3.1: Illustration of inexact and exact IPMs. The cost of computing a feasible
descent direction with the inexact IPM is much less than with the exact IPM, resulting
in an overall increase in speed.
loop, and the loop within the iterative method as the inner loop. The parameter ζ
is a compromise between the number of inner and outer iterations. The number of
inner iterations decreases while outer iterations increases as ζ increases and vice versa.
Therefore, an optimum value of ζ can be selected for a specific problem in which the total
computational cost of the Algorithm 1 is minimum for a given set of initial conditions.
Therefore, direct methods, which solve the linear system exactly, are not applicable
here. We focus on an inexact IPM, because the total number of floating-point operations
needed to find the solution to (3.1) can be reduced significantly by using an inexact
method to solve (3.20a), (3.21a) or (3.22), compared to using an exact method [25].
Note that the final output of an inexact IPM is within the same tolerance of the solution
to (3.1) as the output of an exact IPM. The only difference is in the early iterations of
the IPM — in later iterations the (θk, νk, φk, sk) from the inexact IPM converges to the
(θk, νk, φk, sk) of the exact IPM. The only part where approximate solutions are obtained
are in the early iterations.
3.3 Computational Complexity
The efficiency of an algorithm is generally expressed in terms of computational time or in
terms of floating-point operations or flops. The computational time required to execute
an algorithm is strongly dependent on its implementation, so it may not give us a good
estimate of complexity if we want to compare different algorithms.
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Algorithm 1 Exact/Inexact Infeasible Interior Point Method
Input:
• H,F,G, f, d
• Initial guess θ0, ν0, φ0 > 0, s0 > 0, γ ∈ (0, 1), β ≥ 1, σ ∈ (0, 1),
• Tolerance ǫ > 0
Output: Optimal θ.
Algorithm:
1: Set k = 0 and compute µ0 := (φ
0)T s0
nt
, e0tol := ‖b0‖∞.
2: while µk > ǫ and ektol > ǫ do
3: if Exact IPM then
4: Solve (3.20a) or (3.21a) by LDLT factorization or by the MINRES method. If
(3.1) does not contain equality constraints, then (3.22) can be solved by Cholesky
factorization or the CG method. The solution computed at the previous outer
iteration is used as an initial guess in the MINRES/CG method. The MIN-
RES/CG method is terminated if ‖r
k‖
‖bk‖
< ǫ.
5: else if Inexact IPM then
6: Solve (3.20a) or (3.21a) by the MINRES method or (3.22) by the CG method
(if (3.1) does not contain equality constraints) with relative residual tolerance
defined by (3.28). The solution computed at the previous outer iteration is used
as an initial guess in the MINRES/CG method.
7: end if
8: Choose αk as the largest value in (0, 1] such that the following conditions hold:
(θk, νk, φk, sk) + αk(∆θk,∆νk,∆φk,∆sk) ∈ N−∞(γ, β), (3.29)
(φk + αk∆φk)T (sk + αk∆sk)
nt
≤ (1− 0.01αk)µk. (3.30)
9: Compute (θk+1, νk+1, φk+1, sk+1) := (θk, νk, φk, sk) + αk(∆θk,∆νk,∆φk,∆sk).
10: Compute µk+1 := (φ
k+1)T sk+1
nt
, ek+1tol := ‖bk+1‖∞.
11: Increment k by 1.
12: end while
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A flop is defined as one addition, subtraction, multiplication or division of two
floating-point numbers. Generally the total number of flops are expressed as a poly-
nomial function of the dimension of involved parameters. Since the higher powers of the
dimension of the parameter contribute more toward the complexity, so all other terms
except the dominant can be ignored to predict the asymptotic behaviour of complexity.
Suppose an algorithm takes a total number of flops
n3 + 2n2m+ 3nm2 +m3 +mn+m2 + 5 (3.31)
where m and n are the dimensions of the parameters in the algorithms. The asymptotic
cost can be simplified as
n3 + 2n2m+ 3nm2 +m3 (3.32)
by retaining the higher order terms only. Similarly the inner product of two vectors of
dimension n will take 2n − 1 flops, and it can be approximated to 2n flops. In simi-
lar fashion, the computational cost of some basic operations like vector-vector product,
matrix-vector product, matrix-matrix product and the cost required to solve a system of
linear equation with different direct and iterative solvers is given in the Appendix B.
3.4 Preconditioned Iterative Methods
There are two major factors in the computational cost of Algorithm 1, which are: calcu-
lation of the matrix
H˜k := H +GT (W k)−1G (3.33)
and computing the solution of (3.21). In this section we introduce some new techniques
to reduce the cost of these two factors in the IIPM. The computational complexity of
each method is measured in terms of flops. For simplicity of presentation, only higher
order terms that contribute the most towards the computational cost of an algorithm are
presented in this section. However, all terms, including the lower order ones, are taken
into account in the numerical results presented in Section 3.5.
The cost of each iteration of the MINRES method is (6n2 + 8nm+ 2m2)N , which is
mainly due to a matrix-vector multiplication. If it runs for iteration count equal to the
dimension of the system matrix Ak, then the total cost of one iteration of solving (3.21)
in an exact IPM is given by (12n3+22n2m+12nm2+2m3)N2, which is quadratic in the
horizon length N . Numerical experiments also indicate that the computational cost of
the MINRES method in solving (3.21) is much higher than direct methods. However, the
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rate of convergence of the MINRES method can be enhanced by using a suitable precon-
ditioner. In preconditioned iterative methods, rather than solving original system (3.26),
we solve an equivalent system of the form
(Mk)−1Ak∆xk = (Mk)−1bk (3.34)
where Mk is a preconditioner. Note that the solution of above system and the original
system (3.26) is same. A preconditioner is generally designed that approximates the
matrix Ak and its factorization is inexpensive [52, p. 119].
In the next two subsections, we investigate two preconditioners and discuss their
properties. Preconditioners are generally used in iterative methods to enhance the rate
of convergence.
3.4.1 Preconditioner 1
In [36], the following preconditioner is proposed for a general class of saddle point prob-
lems:
Mk :=
[
H˜k + F TK−1F 0
0 K
]
, (3.35)
where K ∈ Rne×ne is a symmetric and positive definite weight matrix.
Definition 3.5 (Nullity). The nullity of a matrix A ∈ Rn×n is defined as
nullity(A) := n− rank(A)
Theorem 3.1. [36] Suppose H˜k is symmetric positive semidefinite with nullity r. Then
ξ = 1 is an eigenvalue of (Mk)−1Ak of algebraic multiplicity nθ and ξ = −1 is an
eigenvalue of multiplicity r. The remaining ne − r eigenvalues of (Mk)−1Ak are strictly
between −1 and 0 and satisfy the relation ξ = − λg
λg+1
, where λg are the ne − r positive
generalized eigenvalues of λgH˜
kv = F TK−1Fv.
A convenient choice for the weight matrix is
K−1 = ωI, (3.36)
where ω > 0 is a controlling parameter. It follows from Theorem 3.1 that ne − r eigen-
values of (Mk)−1Ak are not equal to ±1 and are given by
ξ = − λgω
λgω + 1
, (3.37)
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where λg are the generalized eigenvalues of
λgH˜
kv = F TFv. (3.38)
Note that if ω →∞, then ξ → −1. So by choosing a larger value of ω a further clus-
tering of eigenvalues around −1 can be obtained, which reduces the number of iterations
of the MINRES method significantly.
Let λgmin be the minimum generalized eigenvalue of (3.38) and ξ¯ be the corresponding
eigenvalue of (Mk)−1Ak. By Theorem 3.1, ne−r eigenvalues lie between −1 and ξ¯. Since
we have imposed an upper bound on ξ by choosing the controlling parameter ω, we can
put an upper bound on the number of iterations of the MINRES method for a given
relative residual error. Following the procedure of [52, Eq. 3.13 to Eq. 3.14], we deduce
that an upper bound on the iterations of the MINRES method required for a given
relative residual tolerance ηk is
ck1 =
2 log
(
ηk/2
)
log
(
1−
√
|ξ¯|
1+
√
|ξ¯|
) . (3.39)
The above result shows that the number of iterations of the MINRES method with
preconditioner Mk depends upon the tolerance ηk and ξ¯, but is independent of the
dimension of the matrix Ak. The upper bound on the MINRES iterations against ξ¯ for
three different values of ηk is shown in Fig. 3.2. Notice that when ξ¯ → 0, then (3.39)
implies that ck1 → ∞. However, this is not true, because there is an upper limit on
the number of the MINRES method iterations in exact arithmetic. The next theorem
gives us that upper bound on the number of iterations of the MINRES method with
preconditioner Mk.
Theorem 3.2. Suppose ξ = 1 is an eigenvalue of (Mk)−1Ak of algebraic multiplicity
nθ and ξ = −1 is an eigenvalue of multiplicity r, then the MINRES method will take at
most ne − r + 2 iterations to converge in exact arithmetic.
Proof. From [52, Eq. 3.7], the upper bound on the residual of (3.26) at the jth iteration
of the MINRES method can be written as
‖rk(i)‖/‖rk(1)‖ ≤ min
pi
max
j=1,...,nθ+ne
|pi(λj)| , (3.40)
where pi(λj) is the polynomial of degree i, and λj is the j
th eigenvalue of (Mk)−1Ak.
Let
pi(λj) = 1 + a1λj + · · ·+ aiλj i, (3.41)
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Figure 3.2: Error bounds of the MINRES method.
where a1, . . . , ai are the unknown coefficients. Substituting (3.41) in (3.40), we get
‖rk(i)‖/‖rk(1)‖ ≤ min
a1,...,ai
max
{|1 + a1 + · · ·+ ai|, |1 + a1λ1 + · · ·+ aiλi1|, . . . ,
|1− a1 + · · ·+ ai(−1)i|, |1 + a1λne−r + · · ·+ aiλine−r|
}
. (3.42)
When i = ne−r+2, the upper bound of (3.42) is zero, because a1, . . . , ai can be uniquely
determined by equating each polynomial in (3.42) to zero.
Computational cost of factorization of Mk
To compute the preconditioner, we need to compute the matrix
Y k := H˜k + ωF TF. (3.43)
The matrix product F TF can be computed outside the main loop of Algorithm 1. The
matrix Y > 0 has a block tridiagonal form as given in Appendix B. The block Cholesky
factorization of
Y k = Lk(Lk)T (3.44)
is determined , where Lk has a lower bidiagonal structure [53]. The computational cost
of computing Lk is (73n
3 + 3n2m + 3nm2 + 13m
3)N flops. See Appendix B for further
details.
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3.4.2 Preconditioner 2
It is observed from simulations that the condition number of the matrix Ak increases as
the number of iterations of the IIPM increases. In this section, we discuss the mechanisms
of ill-conditioning, the computational cost of calculating the matrix H˜k, and how it can
be reduced, and then present a low cost preconditioner.
As the iteration number k of Algorithm 1 increases, some values of the diagonal
matrix W k become very large while others become very small. As a result, the condition
number of H˜k becomes large. We can exploit this fact to reduce the computational cost
of calculating H˜k. Since W k is diagonal, GT (W k)−1G can be written as a weighted sum
of outer products of columns of G:
GT (W k)−1G =
nt∑
i=1
(wki )
−1gig
T
i , (3.45)
where gi represents the i-th column of G, and
wki =
ski
φki
(3.46)
Note that if ski → 0 as k → ∞, then (3.9c) indicates that the i-th inequality constraint
is active. Let us define
N := {1, 2, . . . , nt} (3.47)
and
NA := {i ∈ N | lim
k→∞
ski = 0}. (3.48)
The set NA contains the indices of active inequality constraints at the solution. Note
that if ski 9 0 as k →∞ then φki → 0, because µk = (φ
k)T sk
nt
→ 0 as k →∞. Let
NI := {i ∈ N | lim
k→∞
(wki )
−1 = 0} = N \ NA,
which contains the indices of inactive inequality constraints at the solution. We define a
δ–active set N kI (δ) depending upon the parameter δ > 0 as
N kA(δ) := {i ∈ N | 0 < wki < δ}, (3.49)
and a δ–inactive set as
N kI (δ) := N \N kA(δ). (3.50)
From (3.45), we have
GT (W k)−1G =
∑
i∈N k
A
(δ)
(wki )
−1gig
T
i +
∑
i∈N k
I
(δ)
(wki )
−1gig
T
i . (3.51)
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In practice, for larger values of k and small δ, there is a small number of active constraints,
i.e. card(N kA(δ))≪ nt. Similarly, for larger values of k and small δ, we have wki ≈ 0 ∀ i ∈
N kI (δ). Therefore, H˜k can be approximated as
H˜k ≈ H +
∑
i∈N k
A
(δ)
(wki )
−1gig
T
i =: Hˆ
k. (3.52)
The computational cost of calculating H˜k is equal to (n2 + 2nm + m2)nt. However,
the computational cost of calculating the approximation of H˜k as given in (3.52) is
(n2 + 2nm +m2)ck3, where c
k
3 = card(N kA(δ)), and ck3 ≪ nt for larger values of k. This
means that we can reduce the computational cost in calculating the matrix H˜k, if we
approximate it by (3.52), by a factor of nt/c
k
3 in each iteration k of Algorithm 1. From now
on, we will replace H˜k in all computations with its approximation Hˆk and the definitions
of Ak and Mk are changed accordingly and denoted Aˆk and Mˆk, respectively.
We will now exploit the observation that, for larger values of k, the last matrix in
(3.52) is of low rank relative to its size. Hence, consider the new preconditioner
P :=
[
H + ωF TF 0
0 1
ω
I
]
. (3.53)
Since P is composed of matrices H and F , which are independent of any varying pa-
rameter in the main loop of Algorithm 1, its Cholesky factorization can be done outside
the loop, hence does not add to the computational cost inside the loop of the IIPM. The
next two theorems, which are quite general for a low rank update, are used to get a limit
on the number of MINRES iterations with preconditioner P.
Theorem 3.3. Let B = I+∆B be a symmetric matrix of size nB×nB with rank(∆B) =
r∆B < nB, then the MINRES method, when solving a linear system with coefficient
matrix B, terminates in at most r∆B + 1 iterations.
Proof. Since B = I+∆B with rank(∆B) = r∆B , therefore B will have an eigenvalue at 1
of algebraic multiplicity nB− r∆B . Following the procedure of Theorem 3.2, it can easily
be shown that the MINRES method terminates in at most r∆B + 1 iterations.
Theorem 3.4. Let A˜ = A + ∆ where A˜ is a symmetric (symmetric and positive def-
inite) matrix of size nA × nA with A > 0 and rank(∆) = r∆ < nA. The MINRES
(conjugate gradient (CG)) method with preconditioner A, when solving a linear system
with coefficient matrix A˜, will terminate in at most r∆ + 1 iterations.
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Proof. Consider the following system of linear equations:
(A+∆)x¯ = b¯. (3.54)
Let A = LLT be the Cholesky factorization of A. Since A is taken as preconditioner,
we effectively want to solve the following system without preconditioner(
I + ∆˜
)
x˜ = b˜, x¯ = (L−1)T x˜ (3.55)
where ∆˜ := L−1∆(L−1)T , b˜ := L−1b¯, then
rank(∆˜) ≤ min (rank(L−1), rank(∆)) = r∆.
Following Theorem 3.3 for the MINRES method ( [53, Thm 10.2.5] for the CG method),
we get that the linear system (3.55) can be solved with the MINRES (CG) method in at
most r∆+1 iterations. This means that the MINRES (CG) method with preconditioner
A terminates in at most r∆ + 1 iterations for the perturbed system (3.54).
The problem of finding the solution of the perturbed system (3.54), using the fact that
the factorization of A is available in advance, is known as the low rank update problem.
This type of problem arises in many applications of optimization where repeated solution
of the linear system is required with a low rank change in the system matrix. The com-
putational cost of solving linear system (3.54) can be significantly reduced by using low
rank update methods if the rank of the perturbed matrix ∆ is sufficiently small. In the
literature, there are two methods that are usually used for low rank update problems [53].
These are the Sherman-Morrison-Woodbury (SMW) formula and update of Cholesky fac-
torization. For dense matrices, the computational complexity of our proposed method
(Theorem 3.4), SMW formula, and Cholesky update is O(r∆n2A). For sparse matrices,
the density of the non-zero elements in the coefficient matrix increases after the update of
Cholesky factorization, which requires more memory. However, in our proposed method,
we only need to store the resultant vector of the matrix-vector product, hence requires
less memory and is therefore a better option for sparse matrices. For banded matrices,
as in Algorithm 1, the computational complexity of our proposed method (solving linear
system with preconditioned CG/MINRES as mentioned in Theorem 3.4), the SMW for-
mula, and Cholesky update is O(bwr∆nA), where bw is the bandwidth of A˜. However,
as discussed in Chapter 1, our iterative method is more attractive from a hardware point
of view.
The following corollary can easily be deduced from Theorem 3.4.
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Corollary 3.1. Suppose that Hˆk = H +∆H , where
∆H :=
∑
i∈N k
A
(δ)
(wki )
−1gig
T
i and rank(∆H) = card(N kA(δ)) = ck3
then a preconditioned MINRES method with preconditioner P terminates in at most ck3+1
iterations, when solving a linear system with coefficient matrix Mˆk.
Theorem 3.5. A preconditioned MINRES method with preconditioner P terminates in
at most ck1 + c
k
3 + 1 iterations, when solving a linear system with coefficient matrix Aˆk.
Proof. We effectively want to solve the following linear system
P−1Aˆkxk = P−1bk or P−1MˆkMˆk−1Aˆkxk = P−1bk
or following two linear systems:
P−1Mˆky = P−1bk, (3.56a)
Mˆk−1Aˆkxk = Mˆk−1Mˆky. (3.56b)
Following Corollary 3.1, the linear system (3.56a) can be solved for y in at most ck3 + 1
MINRES iterations. Similarly following (3.39), the linear system (3.56b) can be solved
for xk in at most ck1 MINRES iterations.
3.4.3 Implementation Scheme
In this section, we propose two preconditioned MINRES methods, which we call PMINRES-
1 and PMINRES-2. We will also compute their computational complexity in terms of
flops and compare it with the Riccati recursion method [12]. The computational cost of
Algorithm 1 per iteration when solving the linear system (3.21a) with Riccati recursion
method is given in Table 3.1. See Appendix B for further details.
The computational cost of an IPM per iteration with PMINRES-1, which uses only
preconditioner Mˆk is given in the Table 3.1. In the third factor, the constant ck1 is the
number of iterations required by the MINRES algorithm for a given tolerance ηk < ǫ, as
given in (3.39). The computational cost of this method depends significantly upon ck1,
but we can make it small enough by choosing a suitable controlling parameter ω.
In PMINRES-2 both preconditioners Mˆk and P are used. In initial iterations of the
inner loop of Algorithm 1, the preconditioner P is used. It is observed from numerical
experiments that in later iterations of the main loop, sometimes the MINRES method
takes a large number of iterations before it convergences to the desired accuracy and even
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higher than its limit as defined in Theorem 3.5. This is due to the finite precision effects
of floating point arithmetic, which becomes important in the case when the condition
number of Aˆk is high. In that case, we switch to the preconditioner Mˆk when the
following condition holds:
ck−14 >
7
3n
3 + 3n2m+ 3nm2 + 13m
3
12n2 + 18nm+ 6m2
or ‖bk‖ > β¯‖bk−1‖
where 0 < β¯ < 1. The cost of an IPM per iteration in this method is given in Table 3.1,
where ck2 = 1 if preconditioner Mˆk is used, and 0 if P is used, and ck4 denotes the number
of MINRES iterations, which is bounded by ck1 + c
k
3 + 1 (Theorem 3.5).
Table 3.1: Cost of an IPM per iteration
Method Flops
Riccati (3n3 + 6n2m+ 3nm2 + 13m
3)N+
Recursion [12] l(n2 + 2nm+m2)(N + 1)
PMINRES-1 (73n
3 + 3n2m+ 3nm2 + 13m
3)N+
l(n2 + 2nm+m2)(N + 1)+
(12n2 + 18nm+ 6m2)Nck1
PMINRES-2 (73n
3 + 3n2m+ 3nm2 + 13m
3)Nck2 + (n
2+
2nm+m2)ck3 + (12n
2 + 18nm+ 6m2)Nck4
3.5 Numerical Results
We present a case study to evaluate the performance of our proposed methods PMINRES-
1 and PMINRES-2. Consider a system of T equal masses connected by springs and to
walls at the ends. The mass of each block is 1 kg and the spring constant of each spring
is taken as 1 N/m. There is no damping. The continuous-time equations of motion of
spring-mass system can be described as
q¨1 = −2q1 + q2 + v1
q¨2 = q1 − 2q2 + q3 + v2
...
q¨m = qm−1 − 2qm + qm+1 + vm
q¨m+1 = qm − 2qm+1 + qm+2
...
q¨T = qT−1 − 2qT
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where qi denotes the position of the i
th mass with respect to its equilibrium position.
The state-space form can be achieved as
xi := [q
T
1 q
T
2 . . . q
T
T q˙
T
1 q˙
T
2 . . . q˙
T
T ]
T , ui := [v
T
1 v
T
2 . . . v
T
m]
T ,
yi := xi ∀i ∈ {1, 2, . . . , p}.
There are m actuators connected to the first m masses and we have following inequal-
ity constraints on inputs and outputs
−0.5 ≤ ui ≤ 0.5 ∀i ∈ {1, 2, . . . ,m}, (3.57)
−4 ≤ yi ≤ 4 ∀i ∈ {1, 2, . . . , p}. (3.58)
This continuous-time state-space system is transformed into a discrete-time system using
a sample time of 0.5 sec while keeping the inputs constant in between sample instants.
The objective is to regulate the displacements with the given constraints on displacements
and control inputs. The regulator tuning matrices are taken as
R = I,M = 0, Q = CTC, (3.59)
where C := [Ip 0]. The matrix P satisfies the discrete-time algebraic Riccati equation.
A number of simulations is carried out with initial conditions x = 3.5[1 1 0 · · · 0]T , θ0 =
1nθ , ν
0 = 1ne , φ
0 = s0 = 1nt , ǫ = 10
−3, δ = 0.5, ω = 107, ζ = 4, β¯ = 0.87.
Fig. 3.3 indicates that the rate of convergence of PMINRES-1 and PMINRES-2 is
much higher than the unpreconditioned MINRES method. It is also observed in some
cases that the unpreconditioned MINRES fails to converge and the solution never reaches
the desired accuracy, due to the high condition number of matrix Aˆk. This shows that
an iterative method without a preconditioner is not a good option for IIPMs. Fig. 3.4
indicates that the number of δ–active inequality constraints decreases as the iteration k
of Algorithm 1 increases.
To see the growth of computational cost with the number of states n, simulations
are carried out with fixed inputs m and horizon length N . Fig. 3.5 shows that the cost
of PMINRES-2 is less than the Riccati recursion method by roughly 25% to 50%. The
plots of n2/250 and n3/3500 are also plotted for comparison. Note that PMINRES-2
roughly scales with O(n2). Secondly, keeping n and m fixed, simulations are carried out
for varying N and results are plotted in Fig. 3.6. Let
ci :=
kmax∑
k=1
cki
kmax
∀i = 1, 2, 3, 4 (3.60)
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be the average of ci, where kmax is the maximum number of iterations taken by Algo-
rithm 1 to terminate with the desired accuracy ǫ. Fig. 3.7 and Fig. 3.8 indicate that
the average number of MINRES iterations in PMINRES-1 (c1) is roughly fixed, and the
growth of the average number of MINRES iterations in PMINRES-2 (c4) with n is also
not significant. Fig. 3.9 and Fig. 3.10 show that c3 scales linearly with n and N .
3.6 Conclusions
To reduce the computational cost in predictive control, so that it can be applied to fast
systems, an efficient method to solve the resulting finite horizon optimal control problem
(FHOCP) is presented. An inexact interior point method with an iterative linear solver
(MINRES) is proposed. The use of inexact and iterative methods is motivated by the fact
that these methods are attractive from a hardware point of view [31]. The convergence
of the MINRES method is enhanced with the development of efficient preconditioners.
The cost of each iteration of IPM in the Riccati recursion, PMINRES-1, and PMINRES-
2 methods is described in Table 3.1, which is obtained theoretically. It is shown in
Table 3.1, that the coefficient of n3 in the PMINRES-1 and PMINRES-2 methods is
less than the Riccati recursion method. This reduces the cost of IPM per iteration in
the PMINRES methods. However, the total cost of these methods cannot be calcu-
lated theoretically, because it depends on the number of IPM iterations, and is obtained
by simulations, shown in Figs. 3.5 and 3.6. The preconditioner Mk which is used in
PMINRES-1 and in the later iterations of PMINRES-2 is taken from [36]. The computa-
tional cost of solving a linear system withMk is quite high, so a low cost preconditioner
P is developed and is used in the early iterations of PMINRES-2. This gives a substantial
reduction in computational cost as shown in Figs 3.5 and 3.6.
In Section 3.4, we have proved a result based on the MINRES/CG method for the
solution of a perturbed linear system with a symmetric (symmetric and positive definite)
coefficient matrix.
The computational cost involved in factorization of the preconditioner Mˆk, which is
used in PMINRES-1 and in latter iterations of PMINRES-2 is quite high. It is well-known
that the condition number of the coefficient matrix increases as IPM iteration k increases.
Therefore, the low cost preconditioner P is not effective in the latter iterations. Further
to improve the performance of iterative methods, we propose a new IPM in the next
chapter, in which an approximation of (3.20a) is made where the resulting approximate
linear system is well-conditioned.
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Figure 3.3: Comparison of MINRES, PMINRES-1 and PMINRES-2. The simulation
results for are computed with n = 30,m = 4 and N = 5.
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and inputs m = 4.
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Figure 3.9: Growth of average number of δ–active inequality constraints c3 with n, where
N = 5 and m = 4. For comparison the total number of inequality constraints nt is also
shown.
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Figure 3.10: Growth of c3 with N , where n = 40 and m = 4. For comparison the total
number of inequality constraints nt is also shown.
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Chapter 4
A Well-Conditioned Interior Point
Method
In this chapter we propose a new well-conditioned IPM by extending the idea of inexact
Newton method. In inexact Newton method, there is a trade-off between the number
of Newton iterations and the length of time per Newton iteration; the aim is to find
the optimal point in the shortest total time. For a large number of unknowns the com-
putational cost of solving the linear systems using Newtons method can be large. It is
also not justified to solve the linear equations to a high degree of accuracy in the initial
iterations when the algorithm is far from the optimal point. In this chapter, we will
extend this idea to find a well-conditioned approximate linear system which increases the
rate of convergence of the iterative method used to solve the linear system. We will show
that the error introduced by this approximation is reduced as IPM iteration increases.
Numerical results indicate that the computational complexity of our proposed method
scales quadratically with the number of states and linearly with the horizon length.
4.1 New Interior Point Method
In this section, we discuss the mechanisms of ill-conditioning and present an approxima-
tion of (3.20a) with a better-conditioned matrix.
For every solution (θ∗, ν∗, φ∗, s∗) of (3.9), we know that from the complementarity
condition (3.9d)
φ∗i = 0 or/and s
∗
i = 0 (4.1)
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Since N := {1, 2, . . . , nt} and we define
N1 := {i ∈ N | s∗i = 0, φ∗i 6= 0} (4.2a)
N2 := {i ∈ N | s∗i 6= 0, φ∗i = 0} (4.2b)
N3 := {i ∈ N | s∗i = 0, φ∗i = 0} (4.2c)
Then according to the Goldman–Tucker theorem [11, p. 28], we have
N1 ∪N2 = N (4.3)
That is, there exists at least one solution of (3.9) such that φ∗ + s∗ > 0. This condition
is known as strict complementarity condition. Note that if ski → 0 as k → ∞, then
(3.9c) implies that the ith inequality constraint is active at the solution. To design a
new well-conditioned IPM, we will exploit the concept of δ–active set in IPMs for a
given parameter δ > 0 as introduced in previous chapter. We propose that a sufficiently
large value of δ is chosen such that all inequality constraints are δ–active for k = 0 i.e.
N 0A(δ) = N . Suppose
nka := card(N kA(δ)). (4.4)
In practice, for larger values of k and small δ, there is a small number of δ–active con-
straints, i.e. nka ≪ nt.
As the iteration number k of Algorithm 1 increases, the values corresponding to the
δ–inactive constraints of the diagonal matrix W k become very large. Note that if ski 9 0
as k → ∞, then φki → 0, because µk := (φ
k)T sk
nt
→ 0 as k → ∞. Therefore, wki → ∞ as
k → ∞ for the constraints that are inactive at the solution. As a result, the condition
number of Ak1 becomes very large. Another possibility could be that ski → 0, φki → 0 as
k →∞ for some i ∈ N as indicated in (4.2c). In this case the corresponding wki could be
less or greater than δ. We will discuss this case in more detail at the end of this section.
Let us permute the matrix Ak1 according to the δ–active and δ–inactive constraints
as 
H F T (Gk1)
T (Gk2)
T
F 0 0 0
Gk1 0 −W k1 0
Gk2 0 0 −W k2

︸ ︷︷ ︸
Ak
4

∆θk
∆νk
∆φk1
∆φk2
 =

rkH
rkF
rkL1
rkL2
 , (4.5)
where [
Gk1
Gk2
]
:= UkG,
[
∆φk1
∆φk2
]
:= Uk∆φk,
[
rkL1
rkL2
]
:= UkrkL, (4.6)
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Uk ∈ Rnt×nt is a suitably-defined permutation matrix, W k1 ∈ Rn
k
a×n
k
a , ‖W k1 ‖∞ < δ,
W k2 ∈ R(nt−n
k
a)×(nt−n
k
a) and ‖(W k2 )−1‖∞ ≤ δ−1. For simplicity, we write (4.5) as[
Ak1 (A
k
2)
T
Ak2 −W k2
] [
∆zk1
∆zk2
]
=
[
bk1
bk2
]
, (4.7)
where
Ak1 :=
 H F T (Gk1)TF 0 0
Gk1 0 −W k1
 , (Ak2)T :=
 (Gk2)T0
0
 ,∆zk1 :=
 ∆θk∆νk
∆φk1
 , bk1 :=
 rkHrkF
rkL1
 ,
(4.8)
and zk2 := ∆φ
k
2, b
k
2 := r
k
L2
.
We propose that rather than solving (3.20a) or (4.7), which becomes ill-conditioned
at the later iterations of the IPM, we can find an approximate solution of (4.7) by solving
Ak1∆zˆ
k
1 = b
k
1, (4.9a)
∆zˆk2 = (W
k
2 )
−1(Ak2∆zˆ1 − bk2). (4.9b)
In this approximation, we have ignored the effect ∆zˆk2 on ∆zˆ
k
1 in (4.9a), because
(W k2 )
−1 → 0 as k → ∞. The possibility of ski → 0, φki → 0 as k → ∞ implies that
wki ≶ δ. If w
k
i < δ which implies that i ∈ N kA(δ) and we are considering this constraint in
(4.9a). However, if wki > δ which implies that i ∈ N kI (δ), then we will approach towards
a solution of (3.9), which will satisfy the strict complementarity solution according to
the Goldman–Tucker theorem.
We claim that (4.9a) is better conditioned compared to (4.7). This means that the
rate of convergence of an iterative method is improved and this also enables the use of
low precision floating point arithmetic. We justify this claim by first stating the following
two results.
Definition 4.1. The infinity norm of a matrix K ∈ Rm×n is defined as
‖K‖∞ := max
1≤i≤m
n∑
j=1
|kij |, (4.10)
where kij is the ij
th element of K.
Proposition 4.1. Let λmin(A
k
1), λmax(A
k
1) be the minimum and maximum eigenvalues
of Ak1, respectively, then
λmin(A
k
1) ≥ min {hmin − r¯,−‖F‖∞,−δ − ‖G‖∞} , (4.11a)
λmax(A
k
1) ≤ max {hmax + r¯, ‖F‖∞,−δ + ‖G‖∞} , (4.11b)
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where
hmin := min{hii | i = 1, 2, . . . , nd}, (4.12a)
hmax := max{hii | i = 1, 2, . . . , nd}, (4.12b)
r¯ := ‖H‖∞ + ‖F T ‖∞ + ‖GT ‖∞. (4.12c)
and hii is the ii
th element of H.
Proof. According to Gershgorin’s theorem [53, Thm. 8.1.3],
Λ(Ak1) ⊆
nd+ne+n
k
a⋃
i=1
[aii − ri, aii + ri], (4.13)
where Λ(Ak1) represents the set of eigenvalues of A
k
1, aii is the ii
th element of Ak1, and
ri =
nd+ne+n
k
a∑
j=1, j 6=i
|aij |. (4.14)
From (4.8), (4.10) and (4.14), we get
ri ≤ ‖H‖∞ + ‖F T ‖∞ + ‖GT ‖∞ ∀ i ∈ {1, 2, . . . , nd}, (4.15a)
ri ≤ ‖F‖∞ ∀i ∈ {nd + 1, nd + 2, . . . , nd + ne}, (4.15b)
ri ≤ ‖G‖∞ ∀i ∈ {nd + ne + 1, nd + ne + 2, . . . , nd + ne + nka}. (4.15c)
From (4.8), (4.12), (4.13) and (4.15), we get
Λ(Ak1) ⊆ [min{hmin − r¯,−‖F‖∞,−δ − ‖G‖∞},
max{hmax + r¯, ‖F‖∞,−δ + ‖G‖∞}] (4.16)
This implies (4.11), which completes the proof.
All eigenvalues of a symmetric matrix K ∈ Rn×n are real [53] and we shall use the
notation λi(K) for the i
th largest eigenvalue K. Thus,
λn(K) ≤ · · · ≤ λ2(K) ≤ λ1(K). (4.17)
and
λmin(K) = λn(K), λmax(K) = λ1(K). (4.18)
Secondly, we shall use the notation Kr for the submatrix of K containing the first r
rows and r columns. According to this notation and using (4.5) and (4.8), we get
Ak1 = (Ak4)nkc , nkc := nd + ne + nka. (4.19)
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Proposition 4.2. Let λi(A
k
1) be the i
th eigenvalue of the symmetric matrix Ak1, then
λi+1
(
(Ak4)nkc+1
)
≤ λi(Ak1) ≤ λi
(
(Ak4)nkc+1
)
, (4.20)
for all nka < nt and i ∈ {1, 2, . . . , nkc}.
Proof. According to the interlacing property [53, Thm. 8.1.7], ifK ∈ Rn×n is a symmetric
matrix, then
λr+1(Kr+1) ≤ λr(Kr) ≤ λr(Kr+1) ≤ · · · ≤ λ2(Kr+1) ≤ λ1(Kr) ≤ λ1(Kr+1) (4.21)
for r = 1, 2, . . . , n− 1. From (4.19) and (4.21) with Kr := Ak1 and Kr+1 := (Ak4)nkc+1, we
get (4.20).
From Proposition 4.2, we can deduce the following corollary, which tells us how the
minimum and maximum eigenvalues of Ak1 relate to the eigenvalues of Ak4.
Corollary 4.1.
λmin(Ak4) ≤ λmin
(
(Ak4)nd+ne+nt−1
)
≤ . . . ≤ λmin
(
(Ak4)nkc+1
)
≤ λmin(Ak1), (4.22a)
λmax(A
k
1) ≤ λmax
(
(Ak4)nkc+1
)
≤ . . . ≤ λmax
(
(Ak4)nd+ne+nt−1
)
≤ λmax(Ak4). (4.22b)
Proof. Using Proposition 4.2 with i = nkc and (4.18), we get
λmin
(
(Ak4)nkc+1
)
≤ λmin(Ak1),
Using the interlacing property (4.21) with K := Ak4, r := nkc +1, nkc +2, . . . , nd+ ne+ nt
and (4.18), we get
λmin
(
(Ak4)nkc+2
)
≤ λmin
(
(Ak4)nkc+1
)
,
...
λmin(Ak4) ≤ λmin
(
(Ak4)nd+ne+nt−1
)
,
which results in (4.22a).
Similarly, using Proposition 4.2 with i = 1 and (4.18), we get
λmax(A
k
1) ≤ λmax
(
(Ak4)nkc+1
)
,
Using the interlacing property (4.21) with K := Ak4, r := nkc +1, nkc +2, . . . , nd+ ne+ nt
and (4.18), we get
λmax
(
(Ak4)nkc+1
)
≤ λmax
(
(Ak4)nkc+2
)
,
...
λmax
(
(Ak4)nd+ne+nt−1
)
≤ λmax(Ak4),
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which results in (4.22b).
It is observed from numerical experiments that ill-conditioning of Ak4 for large k arises
mainly due to the absolute maximum eigenvalue of Ak4. Proposition 4.1 shows that the
minimum and maximum eigenvalues of Ak1 are bounded and their upper limits depend
upon the infinity norm of H,F,G and δ. However, it does not depend on the number
of IPM iterations k. Proposition 4.2 and Corollary 4.1 indicate that the minimum and
maximum eigenvalues of Ak1 are bounded below and above by the minimum and maximum
eigenvalues of a submatrix of Ak4, respectively. This does not give any bound on the
absolute minimum eigenvalue of Ak1, but shows that the spectrum of eigenvalues of A
k
1
lies within the spectrum of eigenvalues of Ak4. This indicates that the eigenvalues of Ak1
are less scattered than the eigenvalues of Ak4. Less scattering of eigenvalues results in
fewer iterations of the MINRES method, because the number of iterations depends upon
the distribution of eigenvalues [52, pp. 119–120]. Propositions 4.1, 4.2 and Corollary 4.1
altogether justify why (4.9a) is better conditioned compared to (4.7) and numerical results
in Section 4.3 confirm this.
The approximation of (4.7) by (4.9) reduces the computational cost. However, it
introduces an error in the solution of (4.7). The upper bound in the solution error is
estimated in the following result:
Proposition 4.3. Let ek1 := ∆zˆ
k
1 − ∆zk1 , ek2 := ∆zˆk2 − ∆zk2 be the error in the solution
of (4.7), then
‖ek1‖∞ ≤ δ−1
(
ck1‖bk1‖∞ + ck2‖bk2‖∞
)
+O(δ−2), (4.23a)
‖ek2‖∞ ≤ δ−1
(
‖ek1‖∞‖(W¯ k2 )−1‖∞‖Ak2‖∞
)
+O(δ−2), (4.23b)
where
ck1 := (c
k
3)
2‖GT ‖∞‖(W¯ k2 )−1‖∞‖G‖∞, (4.24a)
ck2 := c
k
3‖GT ‖∞‖(W¯ k2 )−1‖∞, (4.24b)
ck3 :=
‖G‖∞∥∥∥∥ H F TF 0
∥∥∥∥
∞
κ∞(A
k
1), (4.24c)
(W¯ k2 )
−1 := δ(W k2 )
−1 (4.24d)
and κ∞(A
k
1) is the condition number of A
k
1.
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Proof. From (4.7),
Ak1∆z
k
1 + (A
k
2)
T∆zk2 = b
k
1, (4.25a)
Ak2∆z
k
1 −W k2∆zk2 = bk2, (4.25b)
From (4.24d) and (4.25b),
∆zk2 = δ
−1(W¯ k2 )
−1(Ak2∆z
k
1 − bk2) (4.26)
From (4.9b) and (4.35), we get
ek2 = δ
−1(W¯ k2 )
−1Ak2e
k
1. (4.27)
Replacing ∆zk2 in (4.25a), we get
∆zk1 =
(
Ak1 + δ
−1Xk1
)−1 (
bk1 + δ
−1Xk2 b
k
2
)
(4.28)
where
Xk1 := (A
k
2)
T (W¯ k2 )
−1Ak2 and X
k
2 := (A
k
2)
T (W¯ k2 )
−1. (4.29)
From (4.8), we get
Xk1 =
 (Gk2)T (W¯ k2 )−1Gk2 0 00 0 0
0 0 0
 , Xk2 =
 (Gk2)T (W¯ k2 )−10
0
 , (4.30)
For small ε and K,X ∈ Rn×n, the Sherman-Morrison-Woodbury formula [53, §2.1.3] can
be written in the form
(K + εX)−1 = K−1 − εK−1XK−1 +O(ε2). (4.31)
From (4.28),
∆zk1 = (A
k
1)
−1bk1 + δ
−1
(
Ck1 b
k
1 + C
k
2 b
k
2
)
+O(δ−2), (4.32)
where
Ck1 := −(Ak1)−1Xk1 (Ak1)−1, Ck2 := (Ak1)−1Xk2 . (4.33)
From (4.9), (4.32) and (4.35), we get
ek1 = δ
−1
(
Ck1 b
k
1 + C
k
2 b
k
2
)
+O(δ−2). (4.34)
Taking the infinity norm on both sides of above equation and (4.27), we get (4.23).
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Note that ‖bk‖∞ < ǫ at the termination of the IPM and that ‖(W k2 )−1‖∞ → 0.
So by choosing appropriate values of ǫ, δ, and k, it is possible to make ek arbitrarily
small. As the iteration number k of the new IPM increases, the values corresponding
to the δ−inactive constraints of the diagonal matrix W k2 become very large. Therefore,
wki → ∞ as k → ∞ for the constraints that are inactive at the solution and hence
(W¯ k2 )
−1 → 0 as k → ∞. From (4.29), we get Xk1 → 0 and Xk2 → 0, and then (4.28)
implies ∆zk1 → (Ak1)−1bk1(= ∆zˆk1 ). Therefore, we get ek1 → 0. From (4.27), we get ek2 → 0.
This indicates that ek1 → 0, ek2 → 0 as k →∞ even for moderate values of δ.
4.1.1 Solution of Approximate Linear System (4.9)
To reduce the number of unknowns in (4.9), we perform block elimination and prefer to
solve (
Uk1 V (U
k
1 )
T +W k1
)
∆φˆk1 = U
k
1 V0r
k
H¯
− rkL1 , (4.35)
where
V := G¯H¯−1(G¯)T , V0 := G¯H¯
−1, G¯ := [G 0], (4.36)
H¯ :=
[
H F T
F 0
]
, rk
H¯
:=
[
rkH
rkF
]
, Uk :=
[
Uk1
Uk2
]
, (4.37)
and Uk1 ∈ Rn
k
a×nt if H¯ is nonsingular. According to [54, Thm. 3.2], for a positive semidef-
inite H and a full row rank F , the necessary and sufficient condition for H¯ to be non-
singular is ker(H) ∩ ker(F ) = {0}, where ker(·) denotes the kernel of a matrix. For a
positive definite H, H¯ would be nonsingular if and only if F has full row rank [54]. The
condition of full row rank on F is not restrictive, because redundant constraints in F can
easily be removed. If there is no equality constraint in (3.1), then H¯ = H, so for H¯ to
be nonsingular, we require H > 0. If H¯ is singular, then we are not able to get (4.35)
from (4.9). In this case and for the LP, we prefer to solve (4.9) directly.
The remaining part of the solution of (4.9) is calculated as[
∆θˆk
∆νˆk
]
=
[
H F T
F 0
]−1 [
rkH − (Gk1)T∆φˆk1
rkF
]
. (4.38)
From (4.9b),
∆φˆk2 = (W
k
2 )
−1(Gk2∆θˆk − rkL2). (4.39)
Let
H¯−1 =:
[
H1 H
T
2
H2 H3
]
, (4.40)
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where H1 ∈ Rnd×nd , H2 ∈ Rne×nd and H3 ∈ Rne×ne . From (4.36) and (4.40), we get
V =
[
G 0
] [ H1 HT2
H2 H3
] [
GT
0
]
= GH1G
T , V0 = GH1. (4.41)
If H,F and G are dense, then we prefer to compute V and V0 as in (4.41). Since V
and V0 are independent of the IPM iteration number k, they can be determined outside
of the main loop. In the left hand side of (4.35), the matrix Uk1 V (U
k
1 )
T can be formed by
just picking the rows and columns of V according to Uk1 . In the right hand side of (4.35),
Uk1 V0 can be computed in a similar fashion. This means that no matrix triple product is
involved in computing the Hessian matrix in this formulation.
However, if H,F and G are sparse, then this approach may destroy sparsity. To
exploit sparsity, we prefer to compute a sparse LDLT factorization of H¯ outside the
main loop, then inside the main loop H¯−1v for any vector v can be computed by only
using backward and forward substitution. A δ–active infeasible IPM is described in
Algorithm 2.
4.1.2 Selection of δ
We propose that a sufficiently large value of δ is chosen such that all inequality constraints
are δ–active for k = 0 i.e. N 0A(δ) = N . The computational cost of Algorithm 2 depends
upon δ. Furthermore, a small value of δ might lead to blocking of the search direction,
which means that αk becomes too small, and the next iterate will be close to the previous
one. To determine an appropriate value of δ, and to avoid blocking, a scheme is proposed
at lines 10–12 of Algorithm 2. Any small value of αmin can be used. In many applications,
we need to solve a sequence of QPs, in which each QP data is slightly perturbed from the
other one. Suppose a sequence of QPs in which each QP has the form (3.6) and in QP
data only f changes slightly in one QP to another. Let f ∈ X , where X is a bounded set
and we assume that for each f ∈ X there exits a feasible solution (θk, φk, sk) ∈ F . One
systematic way of computing a single δ for for the whole sequence is
δ = arg
(
min
δ
max
f∈X
k¯(δ, ǫ, f)
)
, (4.42)
where k¯ is the number of iterations required by Algorithm 2 to achieve an accuracy level ǫ.
We have used αmin := 10
−4, kmax := 20 in the numerical tests presented in Section 6
in which a sequence of QPs is solved. Note that in the computation of N kA(δ) if no such
wki exists that satisfies (3.49) i.e. N kA(δ) = ∅, then we solve the following linear system[
θ
ν
]
=
[
H F T
F 0
]−1 [ −h
f
]
(4.43)
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Algorithm 2 δ–active Inexact Infeasible Interior Point Method
Input:
• H,F,G, f, d
• Initial guess θ0, ν0, φ0 > 0, s0 > 0, β ≥ 1, kmax
• Select δ, αmin
• Tolerance ǫ > 0
Output: Optimal θ.
Algorithm:
1: Compute the LDLT factorization of H¯.
2: if Dense then
3: Compute V0 := G¯H¯
−1, V := V0(G¯)
T .
4: end if
5: Set k = 0 and compute µ0 := (φ
0)T s0
nt
, e0tol := ‖b0‖∞.
6: while µk > ǫ and ektol > ǫ do
7: Compute δ–active set N kA(δ).
8: Solve (4.35) for ∆φˆk1 with MINRES or preconditioned MINRES method with rel-
ative residual tolerance defined by (3.28).
9: Compute ∆θˆk and ∆νˆk from (4.38) using forward and backward substitution.
10: Compute ∆φˆk2 from (4.39).
11: Set ∆θk := ∆θˆk,∆νk := ∆νˆk,∆φk := (Uk)T
[
∆φˆk1
∆φˆk2
]
.
12: Compute ∆sk from (3.20b).
13: Choose αk as the largest value in (0, 1] such that following conditions hold:
(θk, νk, φk, sk) + αk(∆θk,∆νk,∆φk,∆sk) ∈ N−∞(γ, β),
(φk + αk∆φk)(sk + αk∆sk)
nt
≤ (1− 0.01αk)µk.
14: if (αk < αmin or k > kmax) then
15: Replace δ with 1.5δ and go to Step 2.
16: end if
17: Compute (θk+1, νk+1, φk+1, sk+1) := (θk, νk, φk, sk) + αk(∆θk,∆νk,∆φk,∆sk).
18: Compute µk+1 := (φ
k+1)T sk+1
nt
, ek+1tol := ‖bk+1‖∞.
19: Increment k by 1.
20: end while
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to get the optimal solution for θ, which represents the solution of (3.1) without inequality
constraints.
4.1.3 Upper Bound on wki
In this section, we will find an upper bound on wki . This means that if we select δ greater
than this upper bound, then all the search directions calculated by the proposed δ–active
IPM (Algorithm 2) will be equal to the search directions calculated by the conventional
IPM (Algorithm 1).
Theorem 4.1. There exist a δ¯ ∈ R such that
wki ≤ δ¯ ∀k, (4.44)
where k is the IPM iteration count.
Proof. According to the definition of central path neighbourhood (3.25), we have
ski φ
k
i ≥ γµk. (4.45)
From above equation, we get
1
φki
≤ s
k
i
γµk
(4.46)
Since wki =
ski
φki
and µk ≥ ǫ before termination of Algorithm 2, therefore
wki ≤
(ski )
2
γǫ
. (4.47)
According to the Theorem C.1 and Remark C.1 given in Appendix C, there exist a scalar
s¯ such that
ski ≤ s¯. (4.48)
From (4.47) and (4.48), we get
wki ≤ δ¯ (4.49)
where δ¯ = (s¯)
2
γǫ
.
4.1.4 Preconditioners
As mentioned before, preconditioners are generally used in iterative methods to enhance
the rate of convergence. In the next two subsections, we propose two preconditioners to
solve the linear system (4.35) and discuss their properties.
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4.1.4.1 A Diagonal Preconditioner
Consider the diagonal preconditioner of the form
Pk1 :=W k1 . (4.50)
The size of the linear system (4.35) is nka×nka, so in exact precision the MINRES method
will terminate in at most nka iterations. Note that n
k
a may or may not be less than
nd in general. We will prove that using Pk1 as a preconditioner the MINRES method
will terminate in at most min{nka, nd} iterations, which follows from Lemma 4.1 and
Theorem 3.4.
Lemma 4.1. The rank of Uk1 V (U
k
1 )
T ∈ Rnka×nka is less than or equal to min{nka, nd}.
Proof. Since V = GH1G
T , then
rank(Uk1 V (U
k
1 )
T ) = rank(Uk1GH1G
T (Uk1 )
T )
≤ min
{
rank(Uk1 ), rank(H
k
1 ), rank(G)
}
. (4.51)
Since rank(Uk1 ) = n
k
a, rank(H
k
1 ) ≤ nd and rank(G) ≤ min{nd, nt}, then (4.51) implies
rank(Uk1 V (U
k
1 )
T ) ≤ min{nd, nka}.
The next two theorems, which are quite general for a low rank update, are used to
get a limit on the number of MINRES iterations with preconditioner P1.
Corollary 4.2. A preconditioned MINRES method with preconditioner Pk1 will terminate
in at most min{nka, nd} iterations when solving the linear system (4.35).
Proof. We know that from Lemma 4.1 that
rank(Uk1 V (U
k
1 )
T ) ≤ min{nka, nd}. (4.52)
Therefore, from Theorem 3.4 it can be concluded that a preconditioned MINRES method
with preconditioner Pk1 will terminate in at most min{nka, nd} iterations when solving the
linear system (4.35).
In many QP problems, we have nt > nd. The linear system (4.35) to be solved
by Algorithm 2 have nka equations, so the MINRES method will terminate in at most
nka iterations. If n
k
a > nd, then the preconditioner Pk1 will be quite effective, because
it reduces the maximum number of iterations to nd. However, if n
k
a ≤ nd, then the
preconditioner Pk1 will no longer be effective. Further, the diagonal elements of W k1
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become very small for large values of k, i.e. W k1 → 0 as k → ∞. In this situation, we
propose to use another preconditioner as described next or unpreconditioned MINRES
method.
4.1.4.2 Another Diagonal Preconditioner
If nka ≤ nd, we propose a diagonal preconditioner of the form
Pk2 := Uk1 V˜ (Uk1 )T +W k1 , (4.53)
where V˜ is a diagonal approximation of V , which is calculated by the following semidef-
inite program
min
V˜
‖V˜ − V ‖∞ subject to V˜ ≥ 0. (4.54)
In (4.54), we have used the infinity norm which makes the cost function linear. We prefer
solving the semidefinite program (4.54), since this guarantees that Pk2 > 0, because
W k1 > 0. Positive-definiteness is a requirement for a preconditioner in the MINRES
method [52, pp. 119–120]. The use of preconditioner Pk2 or in more general form in
which V˜ is a block diagonal, is recommended only in applications where H,F and G are
constants and we need to solve a set of QPs with different h, f and g as in the control
problems discussed in Section 4.3. In these applications the semidefinite problem (4.54)
can be solved out of the main loop (only for the first QP in the sequence) and therefore
the computational cost of solving (4.54) is not important.
If there is no equality constraints in (3.1), then V ≥ 0 and Pk2 can be formulated as
Pk2 := Uk1 diag(V )(Uk1 )T +W k1 . (4.55)
4.2 Computational Complexity Analysis
In this section, we compare the computational complexity of our proposed IPM with
existing IPMs in terms of flops. We consider two important cases in determining the
computational complexity of different IPMs in solving a QP, one with dense matrices
and other one with banded matrices.
4.2.1 Computational Complexity of IPMs with Dense Matrices
Consider a QP of the form (3.1) in which the matrices H,F and D are dense. The com-
plete algorithms for solving (3.1) with existing IPMs and our proposed algorithm based
on δ–active are described in Algorithms 1 and 2, respectively. We consider the four
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variants of Algorithm 1 in which the linear system (3.21) is solved with different solvers,
namely exact IPM with LDLT factorization [55], exact IPM with the MINRES method,
inexact IPM with the MINRES method and inexact IPM with the preconditioned MIN-
RES (PMIMNRES) method. In the dense formulation, we prefer to solve (3.21) with
fewer unknowns than (3.20a). The computational cost of these four IPMs per iteration
along with the δ–active inexact IPM is given in Table 4.1, where NkMINRES/N
k
PMINRES
denotes the number of MINRES/PMINRES iterations required iteration of an IPM. The
computation of solving a linear system with preconditioner Pk1 and Pk2 is nka. In Table 4.1
we consider the case when (3.1) has equality constraints, upper and lower bounds on θ,
and general inequality constraints. In the first four IPMs, we need to compute the matrix
triple product, which is computed according to (3.23). The first two parts in (3.23) can
be computed by just picking the rows and columns of (W kl )
−1 and (W ku )
−1 according to
the sets Il and Iu, respectively. The cubic terms 13(nd + ne)3 and 2nin2d in the cost of
exact IPM with LDLT factorization is due to LDLT factorization and the matrix triple
product DT (W kd )
−1D. This indicates that if (3.1) has only lower and upper bounds
on θ then the matrix triple product GT (W k)−1G in (3.21), then the second cubic term
2nin
2
d disappears, which gives substantial reduction in the total computational cost. The
computational cost of this special case is given in Table 4.2. In some applications, the
equality constraints do not appear or they can be easily eliminated and this converts
the linear system (3.21) to a positive definite linear system (3.22), which can be solved
by the Cholesky factorization or the CG method. The computational cost involved in
solving (3.1) with different IPMs per iteration with upper and lower bounds and general
inequality constraints is given in Table 4.3, and with upper and lower bounds only is
given in Table 4.4.
Note that only high-order terms are mentioned in Tables 4.1 to 4.4. However, all
terms, including the lower order ones, are taken into account in the numerical results
presented in Section 4.3.
4.2.2 Computational Complexity of IPMs with Banded Matrices
Here we consider that the given matrices H,F and D are banded and it is possible
to transform H¯ and Ak2 into the banded form by pre-multiplying and post-multiplying
these matrices by suitably defined permutation matrices. This type of QP arises in many
applications, for example in predictive control, as described in Section 4.3. Let us denote
the bandwidth of H,F,D and transformed H¯,Ak2 by bH , bF , bD, bH¯ , bAk
2
, respectively.
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Table 4.1: Computational cost of an IPM iteration with equality constraints, upper and
lower bounds and inequality constraints
Method Flops
Exact IPM with 13(nd + ne)
3 + 3(nd + ne)
2+
LDLT factorization 2nin
2
d + 8nind + ndne
Exact IPM with (2n2d + 4ndne)N
k
MINRES+
MINRES 2nin
2
d + 8nind + ndne
Inexact IPM with (2n2d + 4ndne)N
k
MINRES+
MINRES 2nin
2
d + 8nind + ndne
δ–active Inexact IPM (2(nka)
2 + nka)N
k
MINRES + 4nind + 4ndne+
with MINRES 4n2d + 2n
2
e + 4n
k
and + 2ntnd + 2n
k
ane
δ–active Inexact IPM (2(nka)
2 + nka)N
k
PMINRES + 4nind + 4ndne+
with PMINRES 4n2d + 2n
2
e + 4n
k
and + 2ntnd + 2n
k
ane
Table 4.2: Computational cost of an IPM iteration with equality constraints and upper
and lower bounds
Method Flops
Exact IPM with 13(nd + ne)
3 + 3(nd + ne)
2+
LDLT factorization ndne
Exact IPM with (2n2d + 4ndne)N
k
MINRES+
MINRES ndne
Inexact IPM with (2n2d + 4ndne)N
k
MINRES+
MINRES ndne
δ–active Inexact IPM (2(nka)
2 + nka)N
k
MINRES + 4ndne+
with MINRES 4n2d + 2n
2
e + 4n
k
and + 2ntnd + 2n
k
ane
δ–active Inexact IPM (2(nka)
2 + nka)N
k
PMINRES + 4ndne+
with PMINRES 4n2d + 2n
2
e + 4n
k
and + 2ntnd + 2n
k
ane
The computational cost of different IPMs per iteration in solving (3.1) with equality
constraints, upper and lower bounds on θ, and general inequality constraints is described
in Table 4.5. In Table 4.5, we have used LU factorization in place of LDLT factorization,
because the Bunch-Kaufman algorithm [55] for factoring banded symmetric indefinite
matrices actually destroys the banded structure of the matrix [56].
4.3 Numerical Results
A number of simulations is carried out with initial conditions x = 3.5[1 1 0 · · · 0]T , θ0 =
1nd , ν
0 = 1ne , φ
0 = s0 = 1ni , ǫ = 10
−3, δ = 1.5, ζ = 6. The values of δ, φ0 and s0 are
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Table 4.3: Computational cost of an IPM iteration with upper and lower bounds and
inequality constraints (no equality constraints)
Method Flops
Exact IPM with 13(nd)
3 + 52(nd)
2+
Cholesky factorization 2nin
2
d + 8nind
Exact IPM with CG (2n2d)N
k
CG + 2nin
2
d + 8nind
Inexact IPM with CG (2n2d)N
k
CG + 2nin
2
d + 8nind
δ–active Inexact IPM (2(nka)
2 + nka)N
k
CG + 4nind+
with CG 4n2d + 4n
k
and + 2ntnd
δ–active Inexact IPM (2(nka)
2 + nka)N
k
PCG + 4nind+
with PCG 4n2d + 4n
k
and + 2ntnd
Table 4.4: Computational cost of an IPM iteration without upper and lower bounds only
(no equality constraints)
Method Flops
Exact IPM with 13(nd)
3 + 52(nd)
2
Cholesky factorization
Exact IPM with CG 2n2dN
k
CG
Inexact IPM with CG 2n2dN
k
CG
δ–active Inexact IPM (2(nka)
2 + nka)N
k
CG+
with CG 4n2d + 4n
k
and + 2ntnd
δ–active Inexact IPM (2(nka)
2 + nka)N
k
PCG+
with PCG 4n2d + 4n
k
and + 2ntnd
selected such that all inequality constraints become δ–active at k = 0.
Fig. 4.1(a) indicates that the rate of convergence of the MINRES method when solv-
ing the original linear system (3.20a) is very slow, but much faster for the modified
system (4.35). This rate of convergence is further enhanced using a preconditioned MIN-
RES (PMINRES) method. It is also observed in some cases that the MINRES fails to
converge when solving (3.20a) and the solution never reaches the desired accuracy, due
to the high condition number of matrix Ak1. Fig. 4.1(b) indicates that the condition
number of the original system increases while the condition number of the modified sys-
tem remains almost the same as the iteration k of Algorithm 1 increases. Fig. 4.2(a)
indicates that the number of δ–active inequality constraints decreases as the iteration k
of Algorithm 1 increases. Fig. 4.2(b) indicates that the normalized error in the solution
of the modified system (4.9a) gets reduced as the IPM iteration number increases.
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Table 4.5: Computational cost of an IPM iteration with equality constraints, upper and
lower bounds and inequality constraints
Method Flops
Exact IPM with 13(bA2)
2(nd + ne) + 5bA2(nd + ne)+
LU factorization 2bDnind + 6bDni + 2(bH + bF + bD)nd
Exact IPM with (2bA2(nd+ ne))N
k
MINRES+
MINRES 2bDnind + 6bDni + 2(bH + bF + bD)nd
Inexact IPM with (2bA2(nd+ ne))N
k
MINRES+
MINRES 2bDnind + 6bDni + 2(bH + bF + bD)nd
δ–active Inexact IPM
(
4bH¯(nd + ne) + 2bD(n
k
a + nd) + n
k
a
)
NkMINRES + 2bDni+
with MINRES 8bH¯(nd + ne) + 4bDn
k
a + 2bDnt + 2(bH + bF + bD)nd
δ–active Inexact IPM
(
4bH¯(nd + ne) + 2bD(n
k
a + nd) + n
k
a
)
NkPMINRES + 2bDni+
with PMINRES 8bH¯(nd + ne) + 4bDn
k
a + 2bDnt + 2(bH + bF + bD)nd
Table 4.6: Computational cost of an IPM iteration with equality constraints, upper and
lower bounds and inequality constraints
Method Flops
Exact IPM with (3n3 + 6n2m+ 3nm2 + 13m
3)N+
Riccati Recursion [12] l(n2 + 2nm+m2)N
Exact IPM with 2(8n3 + 6n2m+ 6nm2 +m3)N+
LU factorization l(n2 + 2nm+m2)N
Exact IPM with (2(2n+m)2N)NkMINRES+
MINRES l(n2 + 2nm+m2)N
Inexact IPM with (2(2n+m)2N)NkMINRES+
MINRES l(n2 + 2nm+m2)N
δ–active Inexact IPM
(
4(2n+m)2N + 4(n+m)nka
)
NkMINRES
with MINRES
δ–active Inexact IPM
(
4(2n+m)2N + 4(n+m)nka
)
NkPMINRES +
1
3n
2
bn
k
aN
k
P2
with PMINRES
The cost of an IPM per iteration of the Riccati recursion method [12] along with other
IPMs as described in Section 5 is given in Table 4.6. We have selected nb := 2n + m
equal to the bandwidth of H¯. It is evident from Table 4.6 that the cost of an exact IPM
with LU factorization is high compared to the Riccati recursion method. The rate of
convergence of the MINRES method when solving the original linear system (3.20a) is
very slow, but much faster for the modified system (4.35), as indicated in Fig. 4.1(a).
Therefore, in the numerical results that follow, we only compare our new δ–active based
method against the Riccati recursion method.
74
4.4 Conclusions
To see the growth of computational cost with the number of states n, simulations are
carried out with fixed inputs m and horizon length N . Fig. 4.3(a) shows that the cost of
MINRES and PMINRES methods with δ–active inexact IPM are less than the Riccati
recursion method. The plots of n2/180 and n3/1300 are also plotted for comparison.
Note that the MINRES and PMINRES methods roughly scale with O(n2). Secondly,
keeping n and m fixed, simulations are carried out for varying N and results are plotted
in Fig. 4.3(b), which indicates that the MINRES and PMINRES methods roughly scale
with O(N). Thirdly, keeping n and N fixed, simulations are carried out for varying m
and results are plotted in Fig. 4.3(c), which indicates that the cost of the MINRES and
PMINRES methods are less than the Riccati recursion method.
To see how NkMINRES and N
k
PMINRES scales with the number of states n, horizon length
N , and number of inputs m, we define
N¯MINRES := max
k
(
NkMINRES
)
and N¯PMINRES := max
k
(
NkPMINRES
)
.
Figures 4.4(a), 4.4(c), and 4.4(e) indicate that N¯MINRES and N¯PMINRES are roughly
constant with the number of states n, horizon length N , and number of inputs m, re-
spectively. The number of iterations of an infeasible IPM with Riccati recursion method
and the δ–active IPM as described in Algorithm 2 with the number of states n, hori-
zon length N , and number of inputs m are shown in Figs. 4.4(b), 4.4(d), and 4.4(f)
respectively. This shows that the number of iterations of the δ–active inexact infeasible
IPM is roughly constant with the number of states n, horizon length N , and number of
inputs m, and also comparable to an infeasible IPM with the Riccati recursion method.
4.4 Conclusions
As mentioned before, IPM is an iterative method to find the solution of KKT conditions
associated with the QP problem. In each iteration of an IPM, a system of linear equations
is required to be solved to find the search direction, which takes us towards the solution
of KKT conditions. The ill-conditioning of this linear system in the later iterations of
an IPM is an open issue, which restricts the use of iterative methods, because they are
more sensitive to numerical errors for ill-conditioned linear systems. In this chapter,
we have proposed a new IPM in which the appearing linear system is well-conditioned.
We have demonstrated that the ill-conditioning in the later stage of an IPM comes due
to the inactive constraints. Since the inclusion of inactive constraints does not affect
the solution, so we have proposed a new methodology to get rid of possible inactive
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Figure 4.1: The simulation results for (a) and (b) are computed with n = 10,m = 2
and N = 20 (a) Comparison of rate of convergence of solving the original linear system
(3.20) and modified linear system (4.9) with MINRES and PMINRES for k = 3. (b)
Comparison of condition numbers of original matrix Ak and modified matrix Ak1.
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constraints in each iteration of an IPM. Through this strategy we have transformed an ill-
conditioned system to a well-conditioned one, which enables the use of iterative methods.
We provide an upper bound on the error of the approximation used, which decreases as
the IPM iteration increases. It is shown that the modified, well-conditioned linear system
can be solved using the preconditioned minimal residual (PMINRES) method with fewer
iterations, compared to the original ill-conditioned system.
Results obtained from numerical simulations indicate that the computational com-
plexity of our proposed method scales well when applied to a sequence of QPs appearing
in finite horizon optimal control problem. It would be worthwhile to point out that the
proposed scheme is applicable to a general class of convex QPs rather than those appear-
ing only in predictive control. We also expect that our scheme is relevant generally to
other applications of interior point methods, such as SQPs.
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Chapter 5
A Warm-start Strategy for
Predictive Control
This chapter describes a new warm-start strategy in an interior-point method (IPM)
when solving a quadratic programming (QP) problem. In predictive control, at each
sampling instant with the given state information, a QP problem is solved to obtain
a sequence of inputs and only the first input is applied to the plant. This process is
repeated at every sample instant with a new state estimate. We consider the scenario in
which one QP problem has been solved by an IPM at the previous time instant, and we
need to solve a slightly perturbed QP from the preceding QP at the current time instant.
The strategy in which the information gained in solving the previous problem is used in
choosing a starting point in an IPM is known as a warm-start strategy.
A well-conditioned IPM is proposed in the previous chapter and in [40], in which an
approximate search direction is calculated to reduce the computations by an iterative
method. In this chapter we have extended that work to design a warm-start strategy in
an IPM. To show the effectiveness of our new warm-start strategy, we have selected four
benchmark problems appearing in MPC. In each problem, a sequence of QPs is given in
implicit form with different initial state estimate xˆ. To solve such a QP, a δ–active exact
IPM is described in Algorithm 3.
In Section 5.1, we describe a new warm-start strategy based on an IPM. The com-
putational complexity involved in each IPM in terms of flops is presented in Section 5.2.
In Section 5.3, four benchmark problems are presented to show the effectiveness of our
proposed algorithm.
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5.1 Warm-start Strategy
We consider the situation in which a QP (3.6) has been solved by Algorithm 3 at the
previous time instant for a state estimate xold, and we have an optimal solution
θ∗ :=
[
(u∗0)
T (u∗1)
T . . . (u∗N−1)
T
]T
. (5.1)
At the current time instant, we have to solve a similar QP but with a different state
estimate xnew. This changes g(xold) to g(xnew) and h(xold) to h(xnew), whileH,G remains
constant in the new QP. In predictive control, we compute the future inputs along with
the current input based on the plant model. So we initialize
θ0 :=
[
(u∗1)
T (u∗2)
T . . . (u∗N−1)
T (u∗N−1)
T
]T
(5.2)
for the new QP. Inspired from the observation that the active set does not change much
from one QP to the next in active set methods for short sampling periods [16], we initialize
φ0 and s0 such that the δ–active constraints at the solution of the previous QP remains
δ–active in the first iteration of the new QP. Secondly, to make the starting point well-
centered and away from the boundary of constraints to avoid blocking, we suggest to
make the pairwise products s0iφ
0
i equal to each other.
Let N ∗A(δ) denote the set of δ–active set at the solution of the previous QP. Then w0
for the new QP is calculated as
w0i :=
{
k1 δ for all i ∈ N ∗A(δ)
1
k1
δ otherwise,
(5.3)
for a given 0 < k1 < 1. For a given µ
0, we want
s0iφ
0
i = µ
0. (5.4)
Since s0i = φ
0
iw
0
i , from (5.4) we have
s0i :=
√
w0i µ
0, φ0i :=
√
µ0
w0i
. (5.5)
5.2 Computational Complexity Analysis
In this section, we will compare the computational complexity of Algorithms 1 and 3. In
this chapter, we will consider Algorithm 1 as an exact IPM in which the appearing linear
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Algorithm 3 δ–active Infeasible Interior Point Method
Input:
• H,G, h, g
• Initial guess θ0, φ0 > 0, s0 > 0, kmax
• Select δ, αmin
• Tolerance ǫ > 0
Output: Optimal θ.
Algorithm:
1: Compute Cholesky factorization of H.
2: Set k = 0 and compute µ0 := (φ
0)T s0
nt
, e0tol := ‖b0‖∞.
3: Compute V0 := GH
−1, V := V0G
T .
4: while µk > ǫ and ektol > ǫ do
5: Compute δ–active set N kA(δ).
6: Solve (4.35) for ∆φˆk1 with Cholesky factorization.
7: Compute ∆θˆk as
∆θˆk = H−1(rkH − (Gk1)T∆φˆk1). (5.6)
using forward and backward substitution.
8: Compute ∆φˆk2 from (4.39).
9: Set ∆θk := ∆θˆk, φk := (Uk)T
[
∆φˆk1
∆φˆk2
]
.
10: Choose αk as mentioned in Algorithm 1.
11: if (αk < αmin or k > kmax) then
12: Replace δ with 1.5δ and go to step 1.
13: end if
14: Compute (θk+1, φk+1, sk+1) := (θk, φk, sk) + αk(∆θk,∆φk,∆sk).
15: Compute µk+1 := (φ
k+1)T sk+1
nt
, ek+1tol := ‖bk+1‖∞.
16: Increment k by 1.
17: end while
systems is solved with Cholesky factorization. The cost of each IPM per iteration is given
in Table 5.1. Note that only high-order terms are mentioned in Table 5.1. However, all
terms, including the linear ones, are taken into account in the numerical results presented
in Section 5.3.
5.3 Numerical Results
In this section, we compare the performance of our proposed Algorithm 3 with warm-
start over the conventional IPM as described in Algorithm 1 with cold-start. To evaluate
the performance, we consider four benchmark problems, which are available online [57].
Each problem provides a sequence of neighbouring QPs. The data corresponding to the
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Table 5.1: Computational cost of an IPM per iteration.
Algorithm Flops
Algorithm 1 13n
3
d +
1
2nin
2
d +
11
2 n
2
d + 4nind
Algorithm 3 13(n
k
a)
3 + 2(2nd + ni + nt + n
k
a)nd +
5
2(n
k
a)
2
size of each problem is given in Table 5.2, where nQP denotes the number of QPs and
∆t is the sampling time
5.3.1 Problem 1
This problem considers a system of nine masses connected by springs. The objective is
to regulate the system from a perturbed state to a steady-state position. One end of the
chain is fixed to a wall, while the other end is free, and its three velocity components
are used as inputs. The inputs are bounded below and above. Initially, a perturbation is
exerted to the chain by moving the free end with a given constant velocity for 3 seconds.
See [9] for more details.
Fig. 5.1(a) shows the performance of our proposed warm-start strategy over conven-
tional cold-start IPM. To see the effect of initial state x on the computational cost of
the algorithm used and on the number of δ–active constraints, we have plotted ‖h(xˆ)‖2
in Fig. 5.1(b), because data for xˆ was not available in the collection of benchmark prob-
lems. Note that h(xˆ) := Dxˆ, which implies ‖h(xˆ)‖2 ∝ ‖xˆ‖2. The number of δ–active
constraints, and the change in the number of δ–active constraints are shown in Fig. 5.1(c)
and Fig. 5.1(d) respectively.
5.3.2 Problem 2
This is the same problem as Problem 1 with the only difference that it has state con-
straints as well. The state constraints are imposed in a way that the chain does not hit
the vertical wall. See [9] for more details. Results are shown in Fig. 5.2.
5.3.3 Problem 3
In this problem the objective is to control a direct injection turbo charged Diesel engine.
Inputs are the slew rates of the exhaust gas recirculation (EGR) valve and the position
of the variable geometry turbocharger (VGT). The inputs are bounded below and above,
and states constraints are also imposed. See [16] for more details. Results are shown
in Fig. 5.3, which indicate that a sharp increase in the initial state (Fig. 5.3(b)) leads
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Table 5.2: Data for benchmark problems.
Problem nQP ∆t n m N nd nl + nu ni
1 101 0.2 57 3 80 240 480 0
2 101 0.2 57 3 80 240 480 709
3 600 0.05 2 2 10 20 40 40
4 921 0.1 4 1 57 57 72 160
to a sharp increase in the change in number of δ–active constraints (Fig. 5.3(d)), which
results in a sudden increase in the computational cost of Algorithm 1 and Algorithm 3
(Fig. 5.3(a)).
5.3.4 Problem 4
The problem of trajectory generation for the load movement of a boom crane is consid-
ered. The inputs are bounded and constraints on states are also considered. See [58] for
more details. Results are shown in Fig. 5.4.
The computational advantage of our proposed warm-start strategy (Algorithm 3)
over conventional IPM (Algorithm 1) is summarised in Table 5.4. Let θ∗1(t), θ
∗
2(t) be
the solution of a QP at time t using Algorithms 1 and 3, respectively. We define the
maximum relative difference between the solution of Algorithms 1 and 3 as
∆J ∗ := max
t∈[0,tf ]
|J (θ∗1(t))− J (θ∗2(t))|
|J (θ∗1(t))|
× 100, (5.7)
where tf is the final time in simulation, and it is shown in Table 5.4. This new strategy
saves about 30–74% in computations in the worst case, when we have a sudden large
change in the current state. The % in worst case is calculated as
f1 − f3
f1
× 100 (5.8)
where
f1 := max
t∈[0,tf ]
MflopsAlgo1(t), f3 := maxt∈[0,tf ]
MflopsAlgo3(t) (5.9)
MflopsAlgo1 and MflopsAlgo3 represent the computational cost of Algorithms 1 and 3,
respectively.
Note that in Figs. 5.1 to 5.4 at time 0, the computational cost of the proposed warm-
start strategy is equal to the cold-start, because no prior information is available. In this
work, we have not addressed the issue of which strategy can be used at time 0 to reduce
the computational complexity. One possibility could be to exploit the off-line computed
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Figure 5.1: (a) Comparison of computational cost of Algorithm 1 with cold start and Al-
gorithm 3 with warm-start. (b) ‖h(xˆ)‖2 indicates a measure corresponding to xˆ, because
h(xˆ) := Dxˆ. (c) Number of δ–active constraints in the last iteration of Algorithm 3 for
each QP. (d) Change in number of δ–active constraints in the last iteration of Algorithm 3
for each QP.
Table 5.3: Parameters for Algorithm 3 for benchmark problems.
Problem δ µ0 k1
1 102 0.3 0.01
2 102 0.3 0.01
3 104 0.3 0.01
4 102 0.3 0.01
solution of a QP with zero disturbances i.e. xˆ = 0 to initialize the unknowns θ0, φ0, s0
using the same strategy mentioned in Section 5.1. This would reduce the computational
cost and the zero disturbance assumption at the start of the plant could be a reasonable
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Figure 5.2: (a) Comparison of computational cost of Algorithm 1 with cold start and Al-
gorithm 3 with warm-start. (b) ‖h(xˆ)‖2 indicates a measure corresponding to xˆ, because
h(xˆ) := Dxˆ. (c) Number of δ–active constraints in the last iteration of Algorithm 3 for
each QP. (d) Change in number of δ–active constraints in the last iteration of Algorithm 3
for each QP.
Table 5.4: Reduction in computational cost of Algorithm 3 with warm-start over Algo-
rithm 1 with cold start in solving benchmark problems.
Problem Worst case ∆J ∗
(%) (%)
1 73.6 1.6× 10−2
2 64.2 3.6× 10−3
3 31.6 8.8× 10−4
4 43.3 6.3× 10−2
choice for most practical systems.
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Figure 5.3: (a) Comparison of computational cost of Algorithm 1 with cold start and Al-
gorithm 3 with warm-start. (b) ‖h(xˆ)‖2 indicates a measure corresponding to xˆ, because
h(xˆ) := Dxˆ. (c) Number of δ–active constraints in the last iteration of Algorithm 3 for
each QP. (d) Change in number of δ–active constraints in the last iteration of Algorithm 3
for each QP.
5.4 Conclusions
In this chapter, we have presented a new warm-start strategy based on new interior-point
method as proposed in Chapter 4 to solve a sequence of QPs arising in predictive control.
The proposed scheme is implemented on a number of benchmark problems, in which each
new QP data is perturbed from the previous QP data. Numerical results indicate that
the proposed warm-start strategy is not only computationally efficient, but also possesses
the following important characteristics:
• the linear systems appearing in this approach are well-conditioned even at the later
stages of the IPM,
• no matrix triple product is required to compute the Hessian matrix, and
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Figure 5.4: (a) Comparison of computational cost of Algorithm 1 with cold start and Al-
gorithm 3 with warm-start. (b) ‖h(xˆ)‖2 indicates a measure corresponding to xˆ, because
h(xˆ) := Dxˆ. (c) Number of δ–active constraints in the last iteration of Algorithm 3 for
each QP. (d) Change in number of δ–active constraints in the last iteration of Algorithm 3
for each QP.
• it is more effective than a cold-start IPM when there are few changes in active
constraints from the preceding QP to the perturbed QP.
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Part II
Coupled Sylvester Equation in
Descriptor systems
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Chapter 6
Efficient Solution of Coupled
Sylvester Equation
6.1 Introduction
Descriptor systems, also known as singular systems, implicit systems or generalized state-
space systems, emerge in many engineering applications [59, 60]. For example, in fluid
mechanical systems, a descriptor system is produced by the spatial discretization of
Navier-Stokes equations [61], which are partial-differential equations. This discretiza-
tion process reduces an infinite dimensional system to a finite dimensional system. De-
scriptor systems typically consist of coupled differential and algebraic equations. As
a consequence, the control of descriptor systems is less well-understood than that for
conventional state-space systems. However, it is often possible, via a sequence of trans-
formations [62], to completely decouple the differential and algebraic parts of a descriptor
system, thus enabling the application of standard state-space control theory (for example,
model predictive control as discussed in previous chapters) to this class of system.
There are three major steps in the transformation: a generalized Schur decomposition,
also known as Weierstrass-Schur form; solving a coupled Sylvester equation, also called
a generalized Sylvester equation; construction of appropriately-defined transformation
matrices [63,64]. The first step is extensively well-studied in the field of numerical linear
algebra [53,65]. Various existing methods for transforming a matrix into a Jordan-Schur
form and a matrix pencil into a Weiestrass-Schur form are compared by [65]. Further-
more, these methods are extended to extracting the partial information corresponding
to dominant eigenvalues from large scale matrices and matrix pencils. The solution and
perturbation analysis of a coupled Sylvester equation is presented in [66] and [67]. In [67]
the Schur method [68] and the Hessenberg-Schur method [69], which are used in solving
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a standard Sylvester equation, are extended for a coupled Sylvester equation. In [61], the
coupled Sylvester equation is transformed into a standard Sylvester equation and then
standard techniques for solving a Sylvester equation are used.
This chapter focuses on the efficient solution of the coupled Sylvester equation. The
computational advantage over existing methods is obtained by exploiting the special
structure of the matrices involved in the transformation of a DAE. The main contribution
of this chapter is to present a new algorithm for the solution of the above-mentioned
coupled Sylvester equation, which is not only computationally more efficient than existing
techniques, but also possesses the following important characteristics:
• no need to take an inverse of a matrix,
• no matrix by matrix multiplication, and
• no need to solve a standard Sylvester equation.
This chapter is organized as follows. In Section 6.2 a linear differential-algebraic equation
and the steps involved in its transformation to a standard state-space form are described.
In Section 6.3 a new algorithm to solve the coupled Sylvester equation is presented,
and in Section 6.4 the computational complexity analysis for this method with existing
techniques is studied. In Section 6.5 two numerical examples are presented to show the
efficiency of our proposed algorithm. Finally, some conclusions are drawn.
6.2 Problem formulation
Consider a linear differential-algebraic equation (DAE) of the form
Ex˙(t) = Fx(t) +Gu(t), x(t0) = x0, (6.1)
where E,F ∈ Cn×n, G ∈ Cn×m, x(t) is the state vector and u(t) is the input. Solving (6.1)
for x(t) with given initial condition x0 and u(·) when E is non-singular is straightforward.
In this chapter, we assume that E is singular. Therefore, (6.1) cannot be solved by a
standard linear ordinary differential equation (ODE) solver. To overcome this problem,
we have adopted the procedure of [62], which transforms (6.1) into the following set of
linear ODEs and a set of algebraic equations:
z˙1(t) = Az1(t) +B1u(t), (6.2a)
z2(t) = −
k−1∑
i=0
N iB2
diu(t)
dti
, (6.2b)
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where A ∈ Cp×p, B1 ∈ Cp×m, B2 ∈ Cq×m, N ∈ Cq×q is a nilpotent matrix of index k i.e.
Nk = 0, and n = p + q. Note that z1(t) and z2(t) are decoupled. Let us call (6.2) the
standard form of (6.1). The theoretical background and the procedure to compute the
matrices involved in this standard form are described next.
We will review the procedure to compute the standard form (6.2). We begin with
two definitions and a result from [62].
Definition 6.1. [53] Let E,F ∈ Cn×n be two matrices. A matrix pencil is a set of
all matrices of the form F − λE with λ ∈ C. The eigenvalues of this matrix pencil are
defined by λ(F,E) := {s ∈ C : det(F − sE) = 0}.
Definition 6.2. [60] A matrix pencil F − λE is called regular if there exists an s ∈ C
such that det(F − sE) 6= 0, or equivalently, λ(F,E) 6= C.
The regularity of a matrix pencil F−λE is equivalent to the existence and uniqueness
of the solution for system (6.1) [59].
Lemma 6.1. [62, Lemma 2.1] Consider a system (6.1). If the matrix pencil F − λE is
regular, then there exist non-singular matrices P1 and Q1 such that
P1EQ1 =
[
E1 E2
0 E3
]
and P1FQ1 =
[
F1 F2
0 F3
]
, (6.3)
where E1 ∈ Cp×p is non-singular, E3 ∈ Cq×q is upper triangular with all diagonal
elements zero, F3 ∈ Cq×q is non-singular and upper triangular, E2, F2 ∈ Cp×q, and
F1 ∈ Cp×p.
The generalized Schur decomposition (6.3) and the subsequent reordering of the diag-
onal elements of E1 can be done using Matlab’s qz and ordqz functions, respectively.
These functions call Lapack routines zgges and ztgsen for complex matrices.
Remark 6.1. The decomposition of the matrix pencil F − λE by Matlab’s qz function
produces upper triangular matrices. Therefore, E1 and F1 would be upper triangular.
There are three main steps in computing the standard state-space form of (6.1), which
are listed below:
1. Compute the generalized Schur decomposition of the matrix pencil F − λE as
P1(F − λE)Q1 =
[
F1 F2
0 F3
]
− λ
[
E1 E2
0 E3
]
. (6.4)
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2. Solve the following coupled Sylvester equation for L and R:
E1R+ LE3 = −E2, (6.5a)
F1R+ LF3 = −F2, (6.5b)
where L,R ∈ Cp×q.
3. According to Lemma 6.1, if the matrix pencil F −λE in (6.1) is regular, there exist
nonsingular matrices P and Q such that the transformation:
PEQQ−1x˙(t) = PFQQ−1x(t) + PGu(t) (6.6)
gives the system in standard form (6.2), where
P :=
[
E−11 0
0 F−13
] [
I L
0 I
]
P1, (6.7a)
Q := Q1
[
I R
0 I
]
, N := F−13 E3, A := E
−1
1 F1, (6.7b)[
B1
B2
]
:= PG, x(t) = Q
[
z1(t)
z2(t)
]
. (6.7c)
The solution of (6.5) is discussed in the next section. Note that the matrices E1 and
F3 are non-singular and upper triangular, therefore instead of calculating the inverse of
these matrices explicitly in (6.7), their product with other matrices can be computed by
back substitution, which is more efficient.
6.3 Solution of the coupled Sylvester equation
In this section, we propose a new and efficient algorithm for the solution of the coupled
Sylvester equation (6.5) for R and L. This is done by exploiting the structure of the
given matrices. From (6.5), we get
E1R+ L

0 e312 e
3
13 · · · e31,q
0 0 e322 · · · e32,q
...
...
...
. . .
...
0 0 0 · · · e3q−1,q
0 0 0 · · · 0
 = −E2, (6.8a)
F1R+ L

f311 f
3
12 · · · f31,q
0 f322 · · · f32,q
...
...
. . .
...
0 0 · · · f3q,q
 = −F2, (6.8b)
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Algorithm 4 Solution of a coupled Sylvester equation
Input: E1, E2, E3, F1, F2, F3
Output: R,L.
Algorithm:
1: for i = 1 to q do
2: Solve E1ri = −e2i −
∑i−1
k=1 e
3
kilk for ri using backward substitution.
3: Compute li = − 1f3ii
(
f2i + F1ri +
∑i−1
k=1 f
3
kilk
)
4: end for
where ekij denotes the (i, j)
th element of matrix Ek. The i
th column of R,L,E2, and F2
is denoted by ri, li, e
2
i , and f
2
i respectively. By comparing the first column of both sides
of (6.8a), we get
E1r1 = −e21. (6.9)
Since E1 is upper triangular, the above equation can be solved for r1 using backward
substitution. By comparing the first column of both sides of (6.8b), we get
l1 = − 1
f311
(
f21 + F1r1
)
if f311 6= 0. (6.10)
Since F3 is non-singular and upper-triangular, f
3
ii 6= 0 for each i. Similarly, by comparing
the ith column of (6.8a), we get
E1ri = −e2i −
i−1∑
k=1
e3kilk (6.11)
and by comparing the ith column of (6.8b) we get
li = − 1
f3ii
(
f2i + F1ri +
i−1∑
k=1
f3kilk
)
if f3ii 6= 0. (6.12)
The complete algorithm is described in Algorithm 4. Algorithm 4 is well-defined for
q ≥ 1, which is proven next.
Proposition 6.1. Consider Lemma 6.1. If rank(E) = n− r for r ≥ 1, then q ≥ 1.
Proof. Let E˜ := P1EQ1, where P1 and Q1 are non-singular matrices defined in Lemma 1,
hence rank(P1) = rank(Q1) = n.
rank(E˜) = rank(P1EQ1)
≤ min {rank(P1), rank(E), rank(Q1)} = n− r
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This means that E˜ is rank deficient and at least r eigenvalues of E˜ would be zero. Since
E1 ∈ Cp×p is non-singular and upper triangular and E3 ∈ Cq×q is upper triangular with
all diagonal elements zero, it follows from the above definition of E˜ with (6.3) that E˜ has
p non-zero eigenvalues and q zero eigenvalues. Hence q ≥ r ≥ 1.
6.4 Computational Complexity Analysis
In this section we will first present an overview of existing techniques used to compute the
solution of a coupled Sylvester equation. A computational complexity analysis of these
methods, followed by our proposed method, is then presented. The existing methods
used in the literature for the solution of coupled Sylvester equation are listed below:
1. Solving (6.5) is equivalent to solving the following linear system of equations [66]:[
Iq ⊗ E1 ET3 ⊗ Ip
Iq ⊗ F1 F T3 ⊗ Ip
]
︸ ︷︷ ︸
H
[
vec(R)
vec(L)
]
=
[ −vec(E2)
−vec(F2)
]
, (6.13)
where ⊗ denotes the Kronecker product, and vec(L) denotes an ordered stack of
the columns of the matrix L from left to right, starting with the first column. Note
that ET3 denotes the transpose of E3, but not the complex conjugate transpose.
2. Solve the following discrete-time Sylvester equation for L [61]:
AsLBs − L+ Cs = 0, (6.14)
where As := F1E
−1
1 , Bs := E3F
−1
3 , and Cs := −(F2 − F1E−11 E2)F−13 . Substitute L
in the following equation to get R:
R = −E−11 (E2 − LE3). (6.15)
An apparent drawback in the arguments As, Bs and Cs of the discrete-time Sylvester
equation (6.14) is the inclusion of the inverses of E1 and F3. This can be eradicated by
using an alternative form of these arguments, which is
As =
(
(ET1 )
−1F T1
)T
, Bs =
(
(F T3 )
−1ET3
)T
, (6.16a)
Cs = −
(
(F T3 )
−1(F2 −AsE2)T
)T
. (6.16b)
Since E1 and F3 are upper-triangular matrices, the matrices in (6.16) can be computed
by forward substitution.
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Table 6.1: Computational cost of solving a coupled Sylvester equation
Method Flops Flops
p = q = n2
LU 163 p
3q3 0.08n6
[53]
Sylvester 83p
3 + 11q3+ 2.65n3
[61] 6p2q + 32pq
2
New 2p2q + 2pq2 0.5n3
Computational complexity of each method will be measured in terms of floating-
point operations (flops). A flop is defined as one addition, subtraction, multiplication or
division of two floating-point numbers [53]. For simplicity of presentation, all matrices
are considered to be real, and only higher order terms that contribute the most towards
the computational cost of an algorithm are presented in this section.
The computational cost of calculating the generalized Schur decomposition (6.4) by
the qz routine is 66n3 flops [53]. The computational cost of calculating all matrices in
(6.7) is 3mn2 + 13(p
3 + q3) flops.
LU factorization can be used to solve (6.13), and its computational cost is given in
Table 1. The computational cost of forming the Sylvester equation is p3+ p2q+ q3− pq2,
and solving this Sylvester equation by the Hessenberg-Schur algorithm [69] is 53p
3+10q3+
5p2q+ 52pq
2. The total cost of this method is given in Table 1 and named Sylvester. The
computational cost of solving a coupled Sylvester equation by generalized Schur method
is 15p3 + 15q3 + 5p2q + 5pq2 + 97/4pq and by generalized Hessenburg-Schur method is
(5+35/12q)p3+15q3+19/2p2q+6pq2 [67], which is not better than the Sylvester method.
The computational cost of our proposed method is named New and given in Table 1.
Let us define a measure of computational complexity Θ(·) as:
Definition 6.3. [70] Let f : R→ R, g : R→ R, and t ∈ R. We say that f(t) is Θ(g(t))
if there exists constants C1, C2, t1, t2 such that |f(t)| ≤ C1|g(t)| whenever t ≥ t1 and
|f(t)| ≥ C2|g(t)| whenever t ≥ t2.
To see the computational cost in terms of the number of states n, we define p := αn
for 0 < α < 1. Since n = p+ q, this implies that q = (1− α)n. Using these relations we
conclude that the computational complexity of LU factorization is Θ(n6), while for the
Sylvester and our method is Θ(n3). For a typical case when α = 0.5, the computational
cost of these methods is shown in the last column of Table 1.
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6.5 Effect of rounding errors
In this section, we briefly describe the effect of finite precision arithmetic in the solution
of a coupled Sylvester equation. We know from linear system sensitivity theory that if
H is ill-conditioned, then small changes in E1, E3, F1 and F3 can induce large changes in
the solution of (6.13). From (6.14), we have
(BTs ⊗As − Ipq)︸ ︷︷ ︸
Hs
vec(L) = −vec(Cs). (6.17)
The condition number is generally used as a measure of sensitivity; for large condition
numbers we may expect large rounding errors due to finite precision effects compared
to small condition numbers. To compare the effect of rounding errors of our proposed
method over existing methods, we compare the condition number of E1 with H and Hs.
For a detailed error analysis of the solution to a coupled Sylvester equation, see [67]
and [66], for the solution to a Sylvester equation see [69] and [71, Chapter 16], and for
the solution to a triangular system see [71, Chapter 8].
6.6 Numerical Results
To compare the performance of our proposed method (Algorithm 4) with existing meth-
ods (6.13) and (6.14), we applied these algorithms on two examples.
6.6.1 Example 1
Consider an example from fluid mechanics, namely plane Poiseuille flow. A number of lin-
ear DAEs of the form (6.1) of different state dimensions are obtained by the discretization
of linearized Navier-Stokes equations by changing the number of grid points [61].
All three algorithms to solve the coupled Sylvester equation described in the previous
section have been implemented in Matlab1. Sparse LU factorization is used to solve
(6.13) via Matlab’s mldivide routine. (6.14) is a discrete-time Sylvester equation,
and its solution is computed using the dlyap routine, which implements Slicot routine
SB04QD. The computational time taken by each method is measured by Matlab’s tic
and toc functions and is shown in Fig. 6.1. It is obvious that our proposed method is
better in terms of computational time and conditioning than the sparse LU factorization
1All computations are performed on a 2.83GHz Quad Core Intel CPU machine in Matlab 7.6.0
(R2008a) using IEEE double precision.
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Figure 6.1: Time to compute the solution of a coupled Sylvester equation with variable
system order n
.
and Sylvester method. The error in the solution of the coupled Sylvester equation is
defined as
ǫ := ‖E1R+ LE3 + E2‖2 + ‖F1R+ LF3 + F2‖2, (6.18)
and is shown in Fig. 6.2. It is evident from Fig. 6.2 that the error in the solution of
our proposed scheme is comparable to other techniques. The second important factor in
the solution of the coupled Sylvester equation is the condition number of the matrices
that need to be inverted. Fig. 6.3 shows how the condition number of matrix H, which
appears in the LU factorization, Hs associated with (6.17), and E1 increases with the
system order n. In Algorithm 4 at line 2 the solution of a linear system with upper
triangular matrix E1 is determined with back substitution only, therefore the condition
number of E1 can be considered as the condition number of our method. This shows that
our proposed method is better in terms of conditioning than LU factorization of (6.13)
and the Sylvester method.
6.6.2 Example 2
In this example a number of DAEs of the form (6.1) are generated randomly by varying
the rank of E and keeping the number of states fixed. The (2, 2) block matrix of E
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.
of size q × q is taken as zero while F and other block matrices of E are generated
randomly by Matlab command sprandsym. This command gives us a sparse symmetric
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Figure 6.4: Ratio of the time taken by the Sylvester method to our proposed method
when solving a coupled Sylvester equation, where α = p/(p+ q). The simulation results
are computed with fixed number of states n = 200.
random matrix whose elements are normally distributed with mean zero and variance
one. The generalized Schur decomposition of each matrix pencil F − λE gives us a
coupled Sylvester equation with different dimension variables p and q. This set of coupled
Sylvester equations is solved by the method used by [61], called the Sylvester method,
and our proposed one in Matlab. To see the gain of our method over the Sylvester
method, the ratio of the computational time of the Sylvester method to our method
against α = p/(p+q) is plotted in Fig. 6.4. It shows that our method is at least 2.5 times
faster than the Sylvester method. The gain is even more at lower and higher values of
α, which is consistent with the results of Table 1.
6.7 Conclusions
This chapter was motivated by the fact that the spatial discretization of partial differential-
algebraic equations leads to a large number of differential-algebraic equations, and the
solution time of DAEs grows with the number of states. An attempt has been made in
this chapter to reduce the computational time of the coupled Sylvester equation, which
is one part in computing the solution of a differential-algebraic system. It is shown
numerically that our algorithm is at least 2.5 times faster than the method used in [61].
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Chapter 7
Conclusions and Future Work
The main focus of this research has been the use of iterative solvers in interior point
methods when solving a receding horizon optimal control problem for a discrete-time
linear system. The main contributions of this thesis are listed in Section 7.1 and directions
for future work are described in Section 7.2.
7.1 Contributions of this Thesis
Interior Point Methods in Predictive Control
• The main contribution of this thesis is reduction of the computational cost in the
solution of a constrained finite horizon optimal control problem with the develop-
ment of new IPM and effective preconditioners.
• As mentioned in Chapter 3, there are two major factors in the computational cost
of an IPM which are: calculation of a matrix triple product to form the Hessian
matrix (only required in a reduced form of a QP) and the computation of the search
direction. To find the search direction a system of linear equations is required to
be solved in each iteration of the IPM. A low cost approximate coefficient matrix
was constructed which transformed the original system of linear equations into a
perturbed system with low rank perturbation matrix. This transformation resulted
into a significant reduction in computational cost.
• The problem of finding the solution of the linear system perturbed by a low rank
perturbation matrix, provided the factorization of unperturbed matrix is available,
is known as the low rank update problem. A key result which addressed this
problem was presented in Chapter 3, which states that the solution of a perturbed
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linear system, with a perturbation matrix of rank r∆, can be computed using a
preconditioned CG/MINRES method in at most r∆ + 1 iterations. This result
is quite general in the sense that it can be used for any low rank update of a
symmetric linear system. It was shown that this result is a good alternative to its
competitors, the Sherman-Morrison-Woodbury formula and the update of Cholesky
factorization, particularly for sparse matrices.
• Iterative methods are attractive from hardware point of view as discussed in Chap-
ter 1. However, the main hindrance in their use is that their rate of convergence is
very poor for ill-conditioned linear systems which appear in the later iterations of an
IPM. In this thesis, a new IPM was proposed in which the appearing linear system
is well-conditioned. To justify this claim, numerical as well as theoretical results
were presented in Chapter 4. We expect that our scheme is applicable generally to
other applications of IPMs.
• An analytical upper bound on the error of the approximation was provided which
is used to form a well-conditioned approximate linear system. It was shown further
that this error decreases to zero as the IPM iteration increases.
• It was shown that the modified well-conditioned linear system can be solved using
the preconditioned minimal residual (PMINRES) method with fewer iterations,
compared to the original ill-conditioned system. Further no matrix triple product
is required to compute the Hessian matrix in this approach. Results obtained from
numerical simulations indicated that the computational complexity of our proposed
method scales well when applied to a sequence of QPs appearing in finite horizon
optimal control problem.
• A new warm-start strategy was presented based on the proposed well-conditioned
interior-point method to solve a sequence of QPs arising in predictive control. The
proposed scheme was implemented on a number of benchmark problems, in which
each new QP data is perturbed from the previous QP data. Numerical results
indicated that the proposed warm-start strategy depend on the size of perturba-
tion. A reduction in computational cost of 30–74% was achieved in the worst case,
when compared to a cold-start interior-point method. The proposed warm-start
technique has applications in a wider class of problems, in which it is necessary to
solve a sequence of neighbouring QPs.
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Coupled Sylvester Equation in Descriptor Systems
• The solution of a coupled Sylvester equation is a major step required to transform
a descriptor system into state-space form. This transformation actually enables the
use of standard state-space control theory in descriptor systems. A new algorithm
for the solution of a coupled Sylvester equation was presented in Chapter 6. It was
shown that the proposed algorithm is not only computationally more efficient than
existing techniques, but also numerically well conditioned.
7.2 Directions for Future Research
The possible directions for future research are listed below.
• The computational cost involved in factorization of the preconditioner Mˆ, which is
used in PMINRES-1 and in later iterations of PMINRES-2 is quite high. Further
investigations can be made to improve it.
• In Chapter 4, it was shown that the modified indefinite linear system (4.9) is well-
conditioned when compared to the original linear system (4.5). To reduce the
number of unknowns in the modified system a block elimination was performed
which may reduce sparsity in some cases as mentioned in Chapter 4. A precon-
ditioned MINRES method was used to solve the reduced system. However, to
improve sparsity it would be interesting to extend the approach proposed in [72]
for linear programming problem to QP problem and compare with the proposed
approach. In [72], no block elimination was used and a preconditioned CG method
was applied directly to the indefinite system (4.9) with an indefinite preconditioner.
• In the proposed IPM which is based on the new concept of δ-active set, the selection
of δ is important, because the cost of proposed algorithm depends heavily on this
parameter. Although, we have proposed an optimization problem of selecting this
parameter, further investigations can be made in solving this problem efficiently.
• In the proposed warm-start strategy in Chapter 5, a constant value of initial dual-
ity measure µ0 was used for all benchmark problems which worked well. However,
significant improvements in the computational efficiency can be achieved by select-
ing µ0 adaptively depending upon the size of disturbance (initial state estimate xˆ).
An interesting direction could be to correlate the initial duality gap with the given
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initial state estimate to obtain the maximum computational efficiency in each new
QP, when solving a sequence of QPs.
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Appendix A
Block Elimination
Let we have a set of linear equation in the form of block matrices as[
A11 A12
A21 A22
] [
x1
x2
]
=
[
b1
b2
]
(A.1)
In explicit form, we have
A11x1 +A12x2 = b1 (A.2)
A21x1 +A22x2 = b2 (A.3)
The x2 can be determined from equation (A.3) if A22 is nonsingular as
x2 = A
−1
22 (b2 −A21x1) (A.4)
Replacing this value of x2 in equation (A.2) we get
A11x1 +A12A
−1
22 (b2 −A21x1) = b1 (A.5)(
A11 −A12A−122 A21
)
x1 = b1 −A12A−122 b2 (A.6)
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Appendix B
Computational Complexity
Table B.1: Flop counts for basic operations
Operation Flops
Vector product x y n
Inner product xT y 2n
Matrix-vector product Ax 2mn
If A is lower/upper triangular Ax n2
If A is symmetric (A = AT ) Ax n2
If A is banded of bandwidth k Ax 4kn
Matrix-matrix product AB 2mnp
If A is lower/upper triangular AB n3
If B is diagonal AB mn
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Algorithm 5 Conjugate Gradient (CG) method
Input:
• A ∈ Rn×n, b ∈ Rn×1
• Initial guess x0 ∈ Rn×1
The tolerance ǫ
Output:
Solution of linear system x such that ‖Ax− b‖2 ≤ ǫ‖b‖2
Algorithm:
1: r = b−Ax0
2: p = r
3: δ = rT r
4: ǫf = ǫ
2bT b
5: repeat
6: q = Ap
(
2n2
)
flops
7: α = δ/pT q (2n) flops
8: x = x+ αp (2n) flops
9: r = r − αq (2n) flops
10: δold = δ
11: δ = rT r (2n) flops
12: β = δ/δold
13: p = r + βp (2n) flops
14: until (δ < ǫf )
The total cost of the algorithm is
(
2n2 + 10n
)
flops.
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Algorithm 6 MINRES method
Input:
• A = AT ∈ Rn×n, b ∈ Rn×1, initial guess x0 ∈ Rn×1, tolerance ǫ
Output:
Solution of linear system x such that ‖Ax− b‖2 ≤ ǫ‖b‖2
Algorithm:
1: v = 0, c = 1, cold = 1, s = 0, sold = 1, w = 0, wold = 0,
2: vˆ = b−Ax0, β = ‖vˆ‖2, η = β, x = x0, rnorm = β
3: repeat
4: vold = v
5: v = vˆ/β (n) flops
6: y = Av
(
2n2
)
flops
7: α = vT y (n) flops
8: vˆ = y − αv − βvold (4n) flops
9: βold = β
10: β = ‖vˆ‖2 (2n) flops
11: cold2 = cold; sold2 = sold; cold = c; sold = s
12: rˆ = coldα− cold2soldβold
13: r1 =
√
rˆ2 + β2; r2 = soldα+ cold2coldβold; r3 = sold2βold
14: c = rˆ/r1; s = β/r1
15: wold2 = wold; wold = w
16: w = (v − r3wold2 − r2wold)/r1 (5n) flops
17: x = x+ cηw (2n) flops
18: rnorm = rnorm|s|/‖b‖2 (2n) flops
19: η = −sη
20: until (rnorm < ǫ)
The total cost of the algorithm is
(
2n2 + 19n
)
flops.
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Algorithm 7 Forward Substitution
Input:
• A ∈ Rn×n, b ∈ Rn×1
Output:
Solution of linear system Ax = b, where A is lower triangular matrix.
Algorithm:
1: for i = 1 to n do
2: s = 0
3: for j = 1 to i− 1 do
4: s = s+A(i, j)x(j)
(
n2 − n) flops
5: end for
6: x(i) = b(i)−s
A(i,i) (2n) flops
7: end for
The total cost of the algorithm is
(
n2 + n
)
flops.
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Algorithm 8 Backward Substitution
Input:
• A ∈ Rn×n, b ∈ Rn×1
Output:
Solution of linear system Ax = b, where A is upper triangular matrix.
Algorithm:
1: for i = 1 to n do
2: s = 0
3: for j = i+ 1 to n do
4: s = s+A(j, i)x(j)
(
n2 − n) flops
5: end for
6: x(i) = b(i)−s
A(i,i) (2n) flops
7: end for
The total cost of the algorithm is
(
n2 + n
)
flops.
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Algorithm 9 Cholesky factorization
Input:
• A ∈ Rn×n, b ∈ Rn×1
Output:
Solution of linear system Ax = b, where A is positive definite matrix.
Algorithm:
1: for k = 1 to n do
2: A(k, k) =
√
A(k, k) (n) flops
3: for i = k + 1 to n do
4: A(i, k) = A(i,k)
A(k,k)
(
1
2(n
2 − n)) flops
5: end for
6: for j = k + 1 to n do
7: for l = j to n do
8: A(l, j) = A(l, j)−A(l, k)A(j, k) (13(n3 − n)) flops
9: end for
10: end for
11: end for
The total cost of the algorithm including forward and backward substitution is
1
6
(
2n3 + 15n2 + 13n
)
flops.
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Algorithm 10 LU factorization
Input:
• A ∈ Rn×n, b ∈ Rn×1
Output:
Solution of linear system Ax = b
Algorithm:
1: for k = 1 to n− 1 do
2: for i = k + 1 to n do
3: A(i, k) = A(i,k)
A(k,k)
(
1
2(n
2 − n)) flops
4: end for
5: for i = k + 1 to n do
6: for j = k + 1 to n do
7: A(i, j) = A(i, j)−A(i, k)A(k, j) (13(2n3 − n2 − 2n+ 1)) flops
8: end for
9: end for
10: end for
The total cost of the algorithm including forward and backward substitution is
1
6
(4n3 + 13n2 + 5n)flops.
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Algorithm 11 Band Forward Substitution
Input:
• A ∈ Rn×n, b ∈ Rn×1
Output:
Solution of linear system Ax = b, where A is lower band matrix.
Algorithm:
1: for i = 1 to n do
2: s = 0
3: for j = max(1, i− p) to i− 1 do
4: s = s+A(i, j)x(j)
(
min(2p n, n2 − n)) flops
5: end for
6: x(i) = b(i)−s
A(i,i) (2n) flops
7: end for
The total cost of the algorithm is
min(2p n+ 2n, n2 + n)flops.
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Algorithm 12 Band Backward Substitution
Input:
• A ∈ Rn×n, b ∈ Rn×1
Output:
Solution of linear system Ax = b, where A is upper triangular matrix.
Algorithm:
1: for i = 1 to n do
2: s = 0
3: for j = i+ 1 to min(i+ p, n) do
4: s = s+A(j, i)x(j)
(
min(2p n, n2 − n)) flops
5: end for
6: x(i) = b(i)−s
A(i,i) (2n) flops
7: end for
The total cost of the algorithm is
min(2p n+ 2n, n2 + n)flops.
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Algorithm 13 Band LU factorization
Input:
• A ∈ Rn×n, b ∈ Rn×1
Output:
Solution of linear system Ax = b
Algorithm:
1: for k = 1 to n− 1 do
2: for i = k + 1 to min(k + p, n) do
3: A(i, k) = A(i,k)
A(k,k)
(
min(p(n− 1), n2−n2 )
)
4: end for
5: for j = k + 1 to min(k + q, n) do
6: for i = k + 1 to min(k + p, n) do
7: A(i, j) = A(i, j)−A(i, k)A(k, j)
(
min(2p q(n− 1), 2n3−n2−2n+13 )
)
flops
8: end for
9: end for
10: end for
The total cost of the algorithm including forward and backward substitution is
min
(
(2pq + 3p+ 2q)n,
1
6
(4n3 + 13n2 + 5n)
)
flops.
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B.1 Factorization of Mk
To compute the preconditioner Mk, we need to compute the matrix
Y k := H˜k + ωF TF. (B.1)
where matrix product F TF can be computed as:
F TF =

I +ATA ATB −AT 0 · · · 0 0 0
BTA BTB −BT 0 · · · 0 0 0
−A −B I +ATA ATB · · · 0 0 0
0 0 BTA BTB · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · I +ATA ATB −AT
0 0 0 0 · · · BTA BTB −BT
0 0 0 0 · · · −A −B I

(B.2)
and this matrix product can be calculated outside the main loop of Algorithm 1, because
the each entry of this matrix is independent of any changing parameter.
The matrix H˜k can be written in explict form as:
H˜k =

Q0 M0 0 · · · 0 0 0
MT0 R0 0 0 · · · 0 0 0
0 0 Q1 M1 · · · 0 0 0
0 0 MT1 R1 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · QN−1 MN−1 0
0 0 0 0 · · · MTN−1 RN−1 0
0 0 0 0 · · · 0 0 QN

(B.3)
where
Ri = R+ E
T
i (W
k
i )
−1Ei, ∀i = 0, 1, · · · , N − 1 (B.4a)
Qi = Q+ J
T
i (W
k
i )
−1Ji, ∀i = 0, 1, · · · , N − 1 (B.4b)
Mi =M + J
T
i (W
k
i )
−1Ei, ∀i = 0, 1, · · · , N − 1 (B.4c)
QN = P + J
T
N (W
k
N )
−1JN (B.4d)
and
(W k)−1 = diag
(
(W k0 )
−1, (W k1 )
−1, . . . ,W−1N
)
(B.5)
The matrix triple product in (B.4) is calculated according to the (3.23), which reduces
computations if we have simple bounds on the vector of unknowns. Note that Qi, Ri and
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Mi depend on IPM iteration k, because these matrices depend on W
k
i , but for simplicity
of presentation, we have ignored the superscript k on Qi, Ri and Mi.
Using (B.2) and (B.3) in (B.1), we get
Y k =

Y00 Y01 0 · · · 0 0
Y10 Y11 Y12 · · · 0 0
0 Y21 Y22 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · YN−1,N−1 YN−1,N
0 0 0 · · · YN,N−1 YN,N

(B.6)
where
Yii =
[
Qi + ω(I +A
TA) Mi + ωA
TB
MTi + ωB
TA Ri + ωB
TB
]
∀i = 0, 1, 2 . . . , N − 1, (B.7)
Yi,i+1 =
[ −ωAT 0
−ωBT 0
]
∀i = 0, 1, 2 . . . , N − 2, (B.8)
YN,N = QN + ωI, (B.9)
YN−1,N =
[ −ωAT
−ωBT
]
. (B.10)
The matrix Y k > 0 has a block tridiagonal form. The block Cholesky factorization of
Y k can be computed as:
Y k = Lk(Lk)T (B.11)
where Lk has a lower bidiagonal structure and can be expressed as [53]:
Lk =

L00 0 0 · · · 0 0
L10 L11 0 · · · 0 0
0 L21 L22 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · LN−1,N−1 0
0 0 0 · · · LN,N−1 LN,N

(B.12)
where
L00L
T
00 = Y00 (B.13)
LiiL
T
i+1,i = Yi,i+1 ∀i = 0, 1, . . . , N − 1, (B.14)
LiiL
T
ii = Yii − Li,i−1LTi,i−1 ∀i = 1, 2, . . . , N (B.15)
L00 is determined by Cholesky factorization of Y00, and then L
T
i+1,i is computed by solving
(B.14) by forward substitution. Note that the second column of Yi,i+1 is zero, which is
exploited in the process of forward substitution to reduce computations. Then Lii is
calculated by Cholesky factorization of Yii − Li,i−1LTi,i−1.
118
B.2 Riccati Recursion Method
B.2 Riccati Recursion Method
In this section, we will describe the Riccati recursion method to solve the system of linear
equations (3.21a). The unknowns ∆θk and ∆νk in (3.21a) can be written in explicit form
as:
∆θk :=
[
∆xT0 ∆u
T
0 ∆x
T
1 ∆u
T
1 · · · ∆uTN−1 ∆xTN
]T
(B.16a)
∆νk :=
[
∆νT0 ∆ν
T
1 · · · ∆νTN
]T
(B.16b)
For simlicity of presentation, we have omitted the superscript k on the right hand side of
above equations. Using (B.16), (B.3) and rearranging the unknowns in (3.21a), we get

0 −I 0 0 0 · · · 0 0 0 0 0
−I Q0 M0 AT 0 · · · 0 0 0 0 0
0 MT0 R0 B
T 0 · · · 0 0 0 0 0
0 A B 0 −I · · · 0 0 0 0 0
...
...
...
...
...
. . .
...
...
...
...
...
0 0 0 0 0 · · · −I QN−1 MN−1 AT 0
0 0 0 0 0 · · · 0 MTN−1 RN−1 BT 0
0 0 0 0 0 · · · 0 A B 0 −I
0 0 0 0 0 · · · 0 0 0 −I QN


∆ν0
∆x0
∆u0
∆ν1
∆x1
...
∆νN−1
∆xN−1
∆uN−1
∆νN
∆xN

=

rν0
rx0
ru0
rν1
...
rxN−1
ruN−1
rνN
rxN

(B.17)
The ith block can be written as
−I Qi−1 Mi−1 AT 0
0 MTi−1 Ri−1 B
T 0
0 A B 0 −I
0 0 0 −I Pi


∆νi−1
∆xi−1
∆ui−1
∆νi
∆xi
 =

rxi−1
rui−1
rνi
πi

Using block elimination as given in Appendix A, we get[ −I Qi−1 +ATPiA ATPiB +Mi−1
0 BTPiA+M
T
i−1 Ri−1 +B
TPiB
] ∆νi−1∆xi−1
∆ui−1
 = [ rxi−1 +ATPNrνi +ATπi
rui−1 +B
TPir
ν
i +B
Tπi
]
(B.18)
Again eliminating ∆ui−1, we get
−∆νi−1 + Pi∆xi−1 = πi (B.19)
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where
Pi−1 = Qi−1 +A
TPiA−
(
ATPiB +Mi−1
) (
Ri−1 +B
TPiB
)−1 (
BTPiA+M
T
i−1
)
(B.20)
πi−1 = r
x
i−1 +A
TPir
ν
i +A
Tπi −
(
ATPiB +Mi−1
) (
Ri−1 +B
TPiB
)−1 (
rui−1 +B
TPir
ν
i +B
Tπi
)
(B.21)
The equation (B.20) is a discrete-time Riccati equation for time varying weighting matri-
ces. Therefore this approach is called the Riccati recursion approach. Using the explicit
forms of H,F,G in the right hand side of equation (3.21a), we get
rui = E
T
i Widi −
(
MTi xi +Riui +B
T νi+1 + E
T
i φi
)
, i = 0, 1, · · · , N − 1
rxi = J
T
i Widi −
(
Qixi +Miui +A
T νi+1 − νi + JTi φi
)
, i = 1, 2, · · · , N − 1
rxN = J
T
NWNdN −
(
QNxN − νN + JTNφN−1
)
rν0 = x0 − x
rνi = xi+1 −Axi −Bui, i = 0, 1, · · · , N − 1
The solution of (B.17) can be obtained as follows. First set
PN := QN , πN := r
x
N , (B.22)
then using equations (B.20) and (B.21) we get Pi, πi for all i = N −1, N −2 · · · , 0. Then
∆ν0,∆x0 can be determined by solving the following system of equations.[
0 −I
−I P0
] [
∆ν0
∆x0
]
=
[
rν0
π0
]
(B.23)
which implies
∆x0 = −rν0 (B.24a)
∆ν0 = P0∆x0 − π0 (B.24b)
Then ∆ui for i = 0, 1, · · · , N − 1 can be determined from equation (B.18) by using block
elimination and replacing the index i− 1 to i.
∆ui =
(
Ri +B
TPi+1B
)−1 (
rui +B
TPi+1r
ν
i+1 +B
Tπi+1 −
(
BTPi+1A+M
T
i
)
∆xi
)
.
Since (Ri+B
TPiB) > 0, so Cholesky factorization of (Ri+B
TPiB) is determined which
is then used in computing Pi−1, πi−1 and ∆ui.
∆xi and ∆νi are determined from equation (B.17) as:
∆xi = A∆xi−1 +B∆ui−1 − rνi , i = 2, 3, · · · , N − 1 (B.24c)
∆νi = Pi+1∆xi − πi+1, i = 1, 2, · · · , N (B.24d)
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Appendix C
Some Results in Infeasible IPM
for a QP
In order to show that the slack variables ski are bounded, we need to prove some additional
results. The similar results have been proved in [11, Chap. 6] for a LP problem. In this
appendix, we will extend these results for a QP problem. We begin with the following
definition
υk =
k−1∏
j=0
(1− αj) with υ0 = 1. (C.1)
Lemma C.1. The residuals defined by (3.12) satisfy the following conditions:
rkH = (1− αk−1)rk−1H , (C.2a)
rkF = (1− αk−1)rk−1F , (C.2b)
rkG = (1− αk−1)rk−1G . (C.2c)
Proof. From (3.18), we have
rkH = −(H∆θk + F T∆νk +GT∆φk), (C.3a)
rkF = −F∆θk, (C.3b)
rkG = −G∆θk −∆sk. (C.3c)
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From (3.12) and (3.13), we get
rkH = H(θ
k−1 + αk−1∆θk−1) + F T (νk−1 + αk−1∆νk−1) +GT (φk−1 + αk−1∆φk−1) + h
= Hθk−1 + F T νk−1 +GTφk−1 + h+ αk−1(H∆θk−1 + F T∆νk−1 +GT∆φk−1).
Using (C.3), we have
rkH = (1− αk−1)rk−1H .
From (3.12) and (3.13), we get
rkF = F (θ
k−1 + αk−1∆θk−1)− f
= F (θk−1 − f) + αk−1∆θk−1.
Using (C.3), we have
rkF = (1− αk−1)rk−1F
From (3.12) and (3.13), we get
rkG = G(θ
k−1 + αk−1∆θk−1)− g + sk−1 + αk−1∆sk−1
= G(θk−1 − g + sk−1) + αk−1(G∆θk−1 +∆sk−1).
Using (C.3), we have
rkG = (1− αk−1)rk−1G .
Lemma C.2. The residuals defined by (3.12) satisfy the following conditions:
rkH = υ
kr0H , (C.4a)
rkF = υ
kr0F , (C.4b)
rkG = υ
kr0G. (C.4c)
Proof. From Lemma C.1
rkH = (1− αk−1)rk−1H
= (1− αk−1) · · · (1− α0)r0H
= υkr0H .
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rkF = (1− αk−1)r0F
= (1− αk−1) · · · (1− α0)r0F
= υkr0F .
rkG = (1− αk−1)r0G
= (1− αk−1) · · · (1− α0)r0G
= υkr0G.
Lemma C.3. For the parameter υk defined by (C.1), we have
υk ≤ β µ
k
µ0
. (C.5)
Proof. From Lemma C.2
υk‖(r0H , r0F )‖/µk = ‖(rkH , rkF )‖/µk.
Since (θk, νk, φk, sk) belongs to N−∞(γ, β), we have
υk‖(r0H , r0F )‖/µk ≤ β‖(r0H , r0F )‖/µ0.
If ‖(r0H , r0F )‖ 6= 0, we get
υk ≤ β µ
k
µ0
.
Lemma C.4. If (θ∗, ν∗, φ∗, s∗) is a solution of (3.9) and (θ¯, ν¯, φ¯, s¯) is the vector defined
by
(θ¯, ν¯, φ¯, s¯) := υk(θ0, ν0, φ0, s0) + (1− υk)(θ∗, ν∗, φ∗, s∗)− (θk, νk, φk, sk), (C.6)
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then the vector (θ¯, ν¯, φ¯, s¯) satisfies the following conditions
Hθ¯ + F T ν¯ +GT φ¯ = 0, (C.7a)
F θ¯ = 0, (C.7b)
Gθ¯ + s¯ = 0, (C.7c)
φ¯T s¯ ≥ 0. (C.7d)
Proof. Using (C.6), we have
Hθ¯ + F T ν¯ +GT φ¯ = H(υkθ0 + (1− υk)θ∗ − θk) + F T (υkν0 + (1− υk)ν∗ − νk) +
GT (υkφ0 + (1− υk)φ∗ − φk)
= υk(Hθ0 + F T ν0 +GTφ0) + (1− υk)(Hθ∗ + F T ν∗ +GTφ∗)−
(Hθk + F T νk +GTφk).
According (3.9), (3.12) and Lemma C.2, the above equation reduces to
Hθ¯ + F T ν¯ +GT φ¯ = υk(r0H − h) + (1− υk)(−h)− (rkH − h)
= 0
Similarly, using (C.6), we have
F θ¯ = F (υkθ0 + (1− υk)θ∗ − θk)
= υkFθ0 + (1− υk)Fθ∗ − Fθk
According (3.9), (3.12) and Lemma C.2, the above equation reduces to
F θ¯ = υk(r0F + f) + (1− υk)f − (rkF + f)
= 0
Similarly, using (C.6), we have
Gθ¯ + s¯ = G(υkθ0 + (1− υk)θ∗ − θk) + υks0 + (1− υk)s∗ − sk
= υk(Gθ0 + s0) + (1− υk)(Gθ∗ + s∗)− (Gθk + sk)
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According (3.9), (3.12) and Lemma C.2, the above equation reduces to
Gθ¯ + s¯ = υk(r0G + g) + (1− υk)g − (rkG + g)
= 0
Using above equation, we get
φ¯T s¯ = −φ¯TGθ¯
Since GT φ¯ = −Hθ¯ − F T ν¯, therefore above equation becomes
φ¯T s¯ = −(Hθ¯ − F T ν¯)T θ¯
= θ¯THθ¯ + ν¯TF θ¯
Since F θ¯ = 0 and H ≥ 0, we have
φ¯T s¯ ≥ 0
Lemma C.5. There is a positive constant C1 such that
υk‖(φk, sk)‖1 ≤ C1µk ∀k ≥ 0. (C.8)
Proof. According to Lemma C.4, we have
φ¯T s¯ = (υkφ0 + (1− υk)φ∗ − φk)T (υks0 + (1− υk)s∗ − sk)
= (υk)2(φ0)T s0 + (1− υk)(φ∗)T s∗ + υk(1− υk)((φ∗)T s0 + (φ0)T s∗) +
(φk)T sk − υk((φk)T s0 + (φ0)T sk)− (1− υk)((φ∗)T sk + (φk)T s∗)
≥ 0.
Since (φk, sk) > 0, (φ∗, s∗) ≥ 0 and (φ∗)T s∗ = 0 which implies
(υk)2(φ0)T s0 + υk(1− υk)((φ∗)T s0 + (φ0)T s∗)+
(φk)T sk − υk((φk)T s0 + (φ0)T sk) ≥ (1− υk)((φ∗)T sk + (φk)T s∗).
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Since ((φ∗)T sk + (φk)T s∗) ≥ 0, we have
υk((φk)T s0 + (φ0)T sk) ≤ (υk)2(φ0)T s0 + (φk)T sk + υk(1− υk)((φ∗)T s0 + (φ0)T s∗).(C.9)
Let us define the constant ξ0 by
ξ0 := min
i=1,2,...,nt
min(φ0i , s
0
i ). (C.10)
Since (φ0, s0) > 0 which implies ξ0 > 0. Moreover, since (φk, sk) > 0, we have
ξ0‖(φk, sk)‖1 ≤ (min
i
s0i )‖φk‖1 + (min
i
φ0i )‖sk‖1 ≤ (φk)T s0 + (sk)Tφ0. (C.11)
Now from (C.9) and using the definition µk = (φ
k)T sk
nt
, we have
ξ0υk((‖(φk, sk)‖1 ≤ υk(φk)T s0 + (sk)Tφ0)
≤ (υk)2(φ0)T s0 + (φk)T sk + υk(1− υk)((φ0)T s∗ + (φ∗)T s0)
≤ (υk)2ntµ0 + ntµk + υk(1− υk)(‖φ0‖∞‖s∗‖1 + ‖s0‖∞‖φ∗‖1).
Since υk ∈ (0, 1), we have
ξ0υk((‖(φk, sk)‖1 ≤ υkntµ0 + ntµk + υk(‖(φ0, s0)‖∞‖(φ∗, s∗)‖1).
Substitue for υk using Lemma C.3 to get
ξ0υk‖(φk, sk)‖1 ≤ βntµk + ntµk + βµk‖(φ0, s0)‖∞‖(φ∗, s∗)‖1/µ0).
The result (C.8) can be obtained by setting
C1 = (ξ0)−1(βnt + nt + β‖(φ0, s0)‖∞‖(φ∗, s∗)‖1/µ0).
In Chapter 3, we have defined two different forms of a QP. Here, we will introduce
another form of a QP, which is used in Theorem C.1.
Proposition C.1. An equivalent form of QP problem defined by (3.6) is
min
θ
1
2
θTHθ + θTh subject to Fθ = f, θ ≥ 0, (C.12)
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where
θ :=

θ+
θ−
s
 , H :=

H −H 0
−H H 0
0 0 0
 , F :=
 F −F 0
G −G I
 , f :=
 f
g
 (C.13)
Proof. Taking θ := θ+ − θ−, θ+ ≥ 0 and θ− ≥ 0, it is not hard to prove the above
result.
The KKT conditions correspondent to (C.12) can be defined as:
Hθ + F T ν − φ+ h = 0, (C.14a)
Fθ − f = 0, (C.14b)
ΘΦ12nd+nt = 0 (C.14c)
(θ, φ) ≥ 0 (C.14d)
where Θ,Φ are diagonal matrices defined by
Θ := diag(θ), Φ := diag(φ). (C.15)
The residuals in Newton/Biased search direction correspondent to (C.12) can be defined
as:
rkH := Hθ
k + F T νk − φk + h, (C.16a)
rkF := Fθ
k − f, (C.16b)
Theorem C.1. Let {(θk, νk, φk)} be the sequence of iterates generated by Algorithm 1,
and suppose that F0 6= ∅. Then the partial sequence {(θk, φk)} is bounded.
Proof. Since F0 6= ∅, so we can choose a point (θ˜, ν˜, φ˜) such that
Hθ˜ + F T ν˜ − φ˜+ h = 0 (C.17a)
F θ˜ − f = 0 (C.17b)
(θ˜, φ˜) > 0 (C.17c)
Now,
(θk − θ˜)T (φ˜− φk) = (θk − θ˜)T
(
H(θk − θ˜) + F T (ν˜ − νk) + rkH
)
= (F (θk − θ˜))T (ν˜ − νk) + (θk − θ˜)T rkH − (θk − θ˜)TH(θk − θ˜)
127
Since F (θk − θ˜) = rkF and H ≥ 0, hence
(θk − θ˜)T (φ˜− φk) ≤ (rkF )T (ν˜ − νk) + (rkH)T (θk − θ˜) (C.18)
Since rkF ∈ Range(F ), then according to Hoffman’s lemma [11, Lemma A.3] there exist
a constant Cˆ such that
rkF = Fθ
k
b for some θ
k
b with ‖θkb ‖ ≤ Cˆ‖rkF ‖
Hence, the first term in (C.18) can be written as
(rkF )
T (ν˜ − νk) = (θkb )TF T (ν˜ − νk)
= (θkb )
T
(
φ˜− φk − rkH +H(θk − θ˜)
)
≤ Cˆ‖rkF ‖
(
‖φ˜‖+ ‖φk‖+ ‖rkH‖+ ‖H‖(‖θk‖+ ‖θ˜‖)
)
Using (C.4), we get
(rkF )
T (ν˜ − νk) + (rkH)T (θk − θ˜) ≤ Cˆ‖rkF ‖
(
‖φ˜‖+ ‖φk‖+ ‖rkH‖+ ‖H‖(‖θk‖+ ‖θ˜‖)
)
+
‖rkH‖(‖θk‖+ ‖θ˜‖)
≤ C4υk(‖(θk, φk)‖+ 1) (C.19)
for some suitably defined constant C4. Rearranging (C.18), we get
θ˜Tφk + φ˜T θk ≤ θ˜T φ˜+ nµK + C4υk(‖(θk, φk)‖+ 1) (C.20)
By Lemma C.3 and Lemma C.5, we can say that the right hand side of (C.20) is bounded
above by θ˜T φ˜+C5µ
k for some constant C5. Since (θ˜, φ˜) > 0, it follows from (C.20) that
all components of (θk, φk) are bounded above by
1
C6
(θ˜T φ˜+ C5µ
0) (C.21)
where C6 = min(mini θ˜i,mini φ˜i).
Remark C.1. Since sk is a part of θk and θk is bounded above as shown in Theorem C.1,
hence sk is bounded above by (C.21).
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