In this paper, we study the multiclass classification problem. We derive a framework to solve this problem by providing algorithms with the complexity of a single binary classifier. The resulting multiclass machines can be decomposed into two categories. The first category corresponds to vector-output machines, where we develop several algorithms. In the second category, we show that the least-squares classifier can be easily cast into a multiclass one-versus-all scheme, without the need to train multiple binary classifiers. The proposed framework shows that, while keeping the classification accuracy essentially unchanged, the computational complexity is orders of magnitude lower than those previously reported in the literature. This makes our approach extremely powerful and conceptually simple. Moreover, we study the coding of the multiclass labels, and demonstrate that several celebrated approaches are equivalent. These arguments are illustrated with experimentations on well-known benchmarks.
Multiclass machines can be roughly divided into two categories. The first category attempts to incorporate simultaneously all the classification constraints within a single-machine scheme, in a similar way to binary classifiers (for instance, by maximizing the margin between classes). However, such a scheme significantly increases the problem complexity and thus requires advanced optimization techniques [10, 11, 12] .
The second category consists of a divide-to-conquer strategy, such as the one-versus-all 2 (OvA) [13] , the one-versus-one (OvO) [14] , and the decision directed-acyclic-graph (DAG) [15] schemes. In this case, the multiclass problem is decomposed into multiple binary tasks. All these subproblems are solved separately,
and their results combined to infer the multiclass solution. For a survey, see [11, 16, 17, 18] .
In [13] , Rifkin and Klautau conducted a comparative study of multiclass machines, including those presented in all the aforementioned papers. Since these results are well-known in the literature, we give here a small review: multiclass schemes such as OvO, OvA, and DAG, have essentially the same accuracy as single-machine schemes. The LSM performs just as well as SVM, as illustrated in many studies [3, 19] including [20] with binary and multiclass classification. Therefore, a simple scheme such as OvA (for SVM or LSM) is preferable to a more complicated single-machine or error-correcting coding scheme. It is often argued that the main drawback of an OvA scheme is its computational complexity. For an ℓ class classification task, it requires to train ℓ binary classifiers, each one involving all the training data. This should be compared with the OvO and DAG schemes, which both need to train ℓ(ℓ − 1)/2 binary classifiers, each individual subproblem being much smaller. See [14] for more details.
In this paper, we study the multiclass classification problem by providing algorithms with the complexity of a single binary classifier. To this end, we derive a framework for multiclass problems by considering two possible forms of the solution, which are equivalent in the binary case [21, 22] . The first form includes explicitly the class labels in the coefficients of the decision function to be estimated. The second form includes them implicitly. This leads to two classes of machines.
On the one hand, when labels are explicitly included in the coefficients of the expansion, we explore a new trend of deriving low computational algorithms based on learning vector-valued functions. Initially introduced for multi-task learning [23, 24] , this idea has been naturally applied for multiclass classification problems, by using a SVM-like formulation [25, 26] . More recently, we derived a least-squares formulation in [27, 28] . In this paper, we provide a framework for deriving several algorithms based on binary classification algorithms, including LSSVM, RLS, and SVM.
On the other hand, we consider a model where the labels do not appear explicitly. We show that the nature of the LSM with the OvA scheme provides an algorithm, with essentially the same computational complexity as a single binary classifier. The proposed method is designated by oneLSM in this paper. We conduct a study on the model coefficients and we establish connections between the labels in multiclass problems. A single-machine formulation is proposed, and connections with other related work are presented [29] .
We also conduct a comprehensive study on the class coding in multiclass classification. Several techniques have been proposed in the literature, as extensions of the binary problem. In this paper, we show that they are equivalent, including the ±1 coding [16, 18] , the standard basis coding (or indicators) inspired from 2 Short of one class versus all the rest, to be more specific.
artificial neural networks (ANN) [30] , the alignment-based coding [31, 27] , the consistency-based coding used with the inductive principle in multiclass SVM [32] , and the minimum-correlation coding proposed in [26] . We study these label codings and investigate their equivalence. Experimental results corroborate these findings. A nonlinear extension is also proposed by applying a kernel on the labels.
The rest of the paper is organized as follows. Sec. 2 provides a succinct presentation of the classification problem in kernel-based machine learning. We describe the proposed framework in Sec. 3, and provide analogy with the binary classification case. This leads to two classes of machines, the vector-output machines defined in Sec. 4, and the oneLSM given in Sec. 5 where we revisit the least-squares machines. In Sec. 6, we study the label coding for multiclass classification. Sec. 7 is devoted for further discussions. Sec. 8 gives comparative results in terms of accuracy and computational time, as well as a statistical test. Conclusions and further directions are given in Sec. 9.
Notations:
In this paper, we use the superscript index to designate an entry related to a subproblem, such as f (k) (·) and α (k) associated to the k-th subproblem classification. The subscript index is related to a given sample, such as y i and α i corresponding to the i-th sample x i .
From binary to multiclass classification: a primer

Binary classification with kernel machines
In a two-class classification problem, one seeks a decision rule that predicts well the class membership of a given sample, based on a set of training data with available class membership. Such decision rule, for any new sample x, takes the form
namely, comparing the sign of f (x) to determine if x belongs to the (−1)-class or to the (+1)-class 3 . This function f (·) is estimated using a training set of labeled data, {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )}, with label y i = ±1 depending on which class sample x i belongs to. This decision rule is equivalent to arg max
as well as arg min y=±1 |f (x) − y| 2 .
A straightforward solution for the binary classification problem is obtained when one seeks a function from the space H of linear functions,
Consider the least-squares classification problem (also known as Ridge Regression) defined by
where γ is a tunable parameter that controls the trade-off between errors on the training data and regularity of the solution. Taking the derivative of the above function with respect to w, namely 2 n j=1 (w ⊤ x j −y j ) x j + 2γ w, and setting it to zero at the optimum, we observe that w can be written in the form
with α i = (y i − w ⊤ x i )/γ. Substituting the above form of w in the previous one, we obtain the linear system of n equations with n unknowns
In matrix form, we have w = X α with X = [x 1 x 2 · · · x n ] and α a column vector with entries α j for j = 1, 2, . . . , n. Therefore, the above linear system can be written as
where K is a n-by-n matrix with entries x ⊤ i x j , for i, j = 1, 2, . . . , n, i.e., K = X ⊤ X, y is a column vector with entries y j , for j = 1, 2, . . . , n, and I is the identity matrix of appropriate size (n-by-n here).
The resulting coefficients are considered in the decision rule for any x, with f (x) = α ⊤ κ x , where κ x is a column vector whose j-th entry is x ⊤ j x. The decision rule is given by comparing the evaluation of this function f (x) to a threshold according to (1) . This threshold (called bias) is often set to 0, as advised in many studies [33] .
There exists another formulation of the Ridge Regression problem, when the labels y i = ±1 are applied.
In this case, the least-squares problem (4) is equivalent to
By considering the space of linear functions, of the form f (x) = w ⊤ x, we obtain the following solution
The connection between (7) and (5) is obvious, with α i = β i y i . Both criteria, f (x j ) − y j and y j f (x j ), are considered in [19] for regression, as opposed to [2] where only the latter is used. It is worth noting that the equivalence between both criteria is true only when the (±1)-label coding is considered in classification.
Finally, thanks to the kernel trick, one can easily extend this linear model into a nonlinear one, by substituting some kernel function κ(x i , x j ) for x ⊤ i x j . In fact, inner products are involved, both in the estimation of the optimal coefficients α (with K) and in the decision function f (x) = α ⊤ κ x (with κ x ). The most used kernels are the polynomial kernel, of the form κ(x i , x j ) = (x ⊤ i x j + c) p , and the Gaussian kernel,
2 ), where σ is the bandwidth parameter.
Multiclass classification
Consider an ℓ-class classification task. Using a divide-to-conquer strategy, the problem can be solved by working on a collection of binary classification subproblems, then combining each of the resulting real-valued decision functions. Thus, each function f (k) (·) is defined from a binary classification subproblem by using the same training data, x 1 , x 2 , . . . , x n , and assigning its proper labels, y
n . In a one-versus-all (OvA) scheme, ℓ binary classifiers are trained, where each subproblem confronts a class with all the rest. In this case, we have y (k) j ∈ {−1; +1} depending on the k-th class membership of x j .
This requires estimating ℓ × n coefficients, α Therefore, the simplest scheme is preferable to more complex ones, making OvA and OvO good candidates.
Still, one needs to solve several binary classification subproblems.
Any multiclass machine, defined by a set of ℓ functions f (k) (·), is completely described by the coefficients to be determined, either β
for j = 1, 2, . . . , n and k = 1, 2, . . . , ℓ. This yields an estimation problem with n × ℓ unknown parameters. In this paper, we show that, without sacrificing performance, one can naturally reduce significantly the number of unknowns, by imposing some relation between the functions
This yields multiclass classification machines with essentially the same computational complexity as a single binary classifier.
The proposed framework
Let f (1) (·), f (2) (·), . . . , f (ℓ) (·) be the functions to be learnt 5 , in the same spirit as the OvA scheme while not limiting ourselves to it. In what follows, we regroup the ℓ functions in the vector-of-functions
For the k-th classification subproblem, defined by the function f (k) (·), we assign the n-entry label vector y (k) , namely the (±1)-label coding as defined in Table 1 (See Sec. 6 for a study of several codings of the labels). Let Y be the ℓ-by-n matrix with each row corresponding to the labels associated to a classification subproblem, namely
. In other words, each column of Y contains y i , the label associated to x i in all the classification subproblems. Thus, the i-th entry of y (k) is the k-th entry of y i .
We explore the differences, between (4) and (6) , and between the forms (5) and (7), now written in a multiclass classification formulation. By coupling these diversities, we investigate several classification methods. The following table summarized these differences, in terms of the optimized criterion, the parameters to be estimated, β i 's or α i 's, as well as the sparsity of the solution:
5 In principle, ℓ functions can encode up to 2 ℓ different classes. However, the design of an optimal coding matrix for such task for the maximum number of classes requires prior information on the samples, often unavailable in practice. See for instance [34] for an information-theoretic point of view. This study is out of scope of this paper, where we consider ℓ functions to encode ℓ classes. 6 To be more precise, f (·) is an ℓ-tuple of the discriminant functions. binary formulation multiclass formulation models
vector-output machines (see Section 4) OvA (see Section 5)
full or sparse full full sparse full
Finally, once the model parameters estimated, the decision rule is given by analogy with (2), for a given x :
arg max
The decision rule is studied in detail in Sec. 7.1.
The analogy between the binary formulation and the multiclass formulation is given in Table 2 , where the vector w is used in the former and the matrix W in the latter. Thus, the Euclidean vector norm w is replaced by the matrix norm W F , where · F denotes Frobenius norm defined as
We associate these methods with several label codes, beyond the conventional (±1)-label. See Table 1 .
The alignment-based label coding can be viewed as a natural extension of the binary ±1 label coding. This is illustrated in Fig. 1 . We make a thorough study of the label coding in Sec. 6. Independent of the choice of the label coding, we derive next algorithms for multiclass classification.
Vector-output machines for multiclass classification
In this section, we show that one can easily derive multiclass classification algorithms, in the same spirit as binary classification algorithms and specifically RLS, SVM and LSSVM.
Following [26] and more recently [27, 28] , we propose the following expression for f (x)
with W a d-by-ℓ matrix defined, by analogy with (7), as
In this case, we have
which means that the vector f (x) belongs to the span of the training label vectors y 1 , y 2 , . . . , y n .
An interesting property of this model is that the functions f (·)'s in f (·) share the same coefficients, namely
0 Figure 1 : Illustration of the class-membership encoding. Left: In the binary case, y = ±1 are unit-norm and defined by a segment centered at the origin. Right: In the multiclass case, the vector labels are unit-norm vertices and having the origin as centroid, as defined in Table 1 (here ℓ = 3) with
In (10), these coefficients are weighted by the label associated to x j in the k-th class membership, i.e,
, which leads to the only difference between the functions in f (·). This allows us to have only n unknowns, in the same way as a single binary classifier. Next, we show how to estimate these coefficients, by adapting several classical classification algorithms to operate for vector output:
• multiclass vo-RLS
• multiclass vo-LSSVM
• multiclass vo-SVM which provides a sparse solution to the latter It is worth noting that both RLS and LSSVM are equivalent in the scalar-output case, when y j = ±1.
Finally, once the model parameters β i 's estimated, the decision rule is defined by combining (8) with (10), for any given x, with arg max
Multiclass vo-RLS
In the least-squares sense, we consider the following optimization problem
where
By substituting the expression of f (x) in this optimization problem, we get the following cost function to be minimized with respect to the β i 's:
This optimization problem can be written in matrix form as,
where G is a matrix whose (j, k)-th entry is
and d is a vector whose j-th entry is
By taking the gradient of the objective function in (13) with respect to β, namely −d + Gβ + γ β, and setting it to zero, we obtain the final solution
One can also consider other regularization terms in the above optimization problem. For instance, we consider the following optimization problem
where the regularization term is given by
From above, it is easy to see that we obtain the final solution
where H is a matrix whose (i, j)-th entry is
In this paper, we study the performance of both optimization problems. The vo-RLS problem defined by (12)- (14) is denoted by vo-RLS(β), while the use of the regularization term (16) , establishing the problem (12)- (14), is denoted by vo-RLS(f).
We conclude that a multiclass regularized least squares classifier can be obtained by solving a single system of n linear equations with n unknowns. This requires the inversion of a n-by-n matrix. The computational complexity of this algorithm is cubic in the number of training data, n, but essentially independent of the number of classes ℓ. This is made possible here thanks to the fact that the label vectors only appear in terms of inner products, with y ⊤ i y j in H, G and d. This reflects an analogy with the kernel trick in kernel machines, where data are involved only in terms of inner products, namely x ⊤ i x j . See Sec. 7.2 for a discussion on applying nonlinear kernels on the labels.
Multiclass vo-LSSVM
Another way to tackle the problem, is to solve an optimization problem with equality constraints, such as min
The corresponding Lagrangian is defined by
where β i 's are the Lagrangian multipliers. The optimality conditions are given by
This leads to the following linear system
where 1 n is a n-entry column vector of ones. Solving this linear system, i.e., identifying β, requires the inversion of a n-by-n matrix. The computational cost of such inversion is about O(n 3 ). This should be compared with Suykens and Vanderwalle's multiclass LSSVM algorithm in [35] which requires the inversion of an (ℓn + ℓ)-by-(ℓn + ℓ) matrix, with a computational complexity that scales cubically with the number of classes, namely O((ℓn) 3 ).
Multiclass vo-SVM
In the same spirit as the support vector machines [36] , we consider the following optimization problem:
subject to
and
One can solve this constrained optimization problem using Lagrangian, L(W , ξ, β, δ) with β and δ the Lagrangian multipliers, namely
The minimum of the Lagrangian with respect to W and ξ is given by
This leads to the following dual form
In matrix form, we can write
where 0 n is a n-entry column vector of zeros. This is a quadratic programming problem, which can be solved using any off-the-shelf optimization technique. The is essentially similar to the SVM binary-classifier, thus the same optimization routines can be used for both binary and multiclass classification tasks 7 .
Model with a bias
In this paper, we study the bias-free model (9) . One may also consider an offset in the model, with
where b is the bias parameter. It is easy to see that our approach extends naturally to this model, where
in the vo-LSSVM and vo-SVM algorithms. In their dual forms, we get the following additional constraint:
This constraint can be easily incorporated within the proposed algorithms, as illustrated here.
Consider the vo-LSSVM, this leads to the following augmented linear system
where 0 is the square matrix of zeros of appropriate size (ℓ-by-ℓ here). Solving this linear system requires the inversion of a (n + ℓ)-by-(n + ℓ) matrix. Since the number of classes is significantly smaller than the number of available data, the computational cost of such inversion is about O(n 3 ). This still outperforms the multiclass LSSVM algorithm proposed by Suykens and Vanderwalle's in [35] with O((ℓn) 3 ).
In the case of the vo-SVM, we get
For instance, one can use the same matlab function quadprog for both problems.
subject to
Y β = 0 ℓ and 0 n ≤ β ≤ γ1 n .
This quadratic programming problem is similar to the SVM binary-classifier. The only difference is the linear constraint, here n i=1 β i y i = 0 ℓ as opposed to n i=1 β i y i = 0 for the binary case. This is essentially the multiclass SVM algorithm proposed Szedmak et al. in [26] (see also [25] ).
Discussion: biased versus unbiased model
The use of a biased or an unbiased model is still an open question in machine learning, in the binary classification case [33] as well as in the multiclass case [37] . For instance in SVM, and by analogy with the binary case, one can define the optimal value of the bias by averaging, over all support vectors x i , the
In [38, page 203] , it is advised not to use an optimal value, but to change it in order to adjust the number of false positives and false negatives. Many authors disallow the bias term completely, i.e., b = 0 ℓ , see for instance [39, 33] . It is worth noting that in SVM implementations that disallow the bias term, the linear constraint n i=1 β i y i = 0 ℓ is removed from the SVM problem. For the least-squares approaches, many studies motivate the use of the unbiased version, see for instance [33, 40] .
In practice, it turns out that the unbiased model often outperforms the biased one. This is illustrated in Sec. 8, e.g., by comparing our vo-SVM with the one proposed by Szedmak et al. in [26] . A statistical test is also conducted on the performance of the latter, showing that it highly depends on the choice of the label coding. Still the classification accuracy remains poor in general, as shown in our experimentations.
The multiclass least-squares machines : oneLSM
In this section, we revisit the least-squares solution with
and show how our framework is a natural choice for the multiclass problem. To this end, we recall the least-squares problem for the binary case, as defined in Sec. 2. The solution is given as (K + γI) α = y,
Multiclass LSM in one shot
Consider the OvA scheme for an ℓ-class classification task. This corresponds to estimate ℓ decision functions, each taking the form
for k = 1, 2, . . . , ℓ. The ℓ vectors of unknowns are denoted by α (k) , with entries α (k) i for i = 1, 2, . . . , n. It is obvious that all these functions share the same input data, x 1 , x 2 , . . . , x n . The only difference between the binary classifiers is the assigned labels in the subproblems. For the k-th binary classification subproblem, we assign the label vector y (k) as given in Table 1 . See Sec. 6 for a study of the label coding and its impact on the solution.
Then the multiclass problem is defined by the expressions
It is obvious that one only needs to inverse a single matrix, (K + γI), for all the binary classification subproblems. Moreover, the above ℓ equations (each implicitly involving n equalities) can be easily written in matrix form with
and consequently we obtain
It is obvious that this approach, denoted oneLSM in this paper, is fundamentally an OvA scheme of LSM, without naively computing ℓ binary classifiers. Finally, the label of any given x is determined by arg max
By studying the computational requirements, the matrix inversion is the most demanding operation. The proposed trick allows us to compute a single matrix inversion of an n-by-n matrix, rather than ℓ inversions of the same matrix for the naive implementation.
Relationship between the parameters
While expression (22) shows that there are n × ℓ unknowns, the α (k) i 's, there exists a connection between these parameters. The following proposition can be easily derived from (23) : Proposition 1. In the oneLSM multiclass problem (as well as in LSM with the OvA scheme), the coefficients of binary classifiers are connected to each others with the following relation :
This result leads to other expressions, such as [α
. These results give very useful insights, and can be illustrated on specific types of labels, such as the standard basis (or indicators) given in Table 1 , namely [y (k) ] j = 1 if x j belongs to class k and 0 otherwise. In this case, we have
where C (k) denotes the k-th class. For a given binary classifier k, we consider the ℓ − 1 above equations obtained for C (k ′ ) of the remaining classes, which sums to
i , for a given k = 1, . . . , ℓ.
The above left-hand side can be written as xi ∈C (k) α (k) j . Therefore, the above equation can be read as follows: For a given binary classifier k-against-all the rest, the contributions (in terms of α's) in classifier k of the data belonging to all the remaining classes is equal to the contribution in all the remaining classifiers of the data belonging to the k-th class.
To the best of our knowledge, these connections between the parameters and the labels were never stated or proved before. These results are to be compared with the equality constraints (21) 
Multiclass oneLSM as a single-machine problem
The proposed approach can be derived using a single-machine problem as illustrated in next proposition.
To this end, we write (24) as
] with w (k) associated to the k-th binary classifier.
Proposition 2. The multiclass LSM problem is equivalent to the optimization problem
Proof. To see this, consider the derivative with respect to W ⊤ of the above cost function, namely
and set it to zero:
This leads to W
⊤ = Y (X ⊤ X +γI) −1 X ⊤ , where the matrix identity X ⊤ (XX ⊤ +γI) −1 = (X ⊤ X +γI) −1 X ⊤ is considered.
Labels
For the sake of simplicity, we will use label to name a label vector, and labelbook Y to denote the set of ℓ label vectors, each one being associated to a class. Thus, for any x i we associate y i ∈ Y, with y i = y j if and only if x i and x j belong to different classes. The choice of a labelbook for a given classification task is studied in this section.
Several labelbooks can be used as extensions of the binary case to the multiclass case. Expressions of the most used ones are given in Table 1 : Figure 2 : Illustration of the (vector) labels in ℓ = 3 dimensions, for well-known labelbooks.
• A straightforward generalization of the binary case to the multiclass case is to keep all the entries with −1 except a single +1 to identify the class. This labelbook is often suggested in the literature. See for instance [16, 18] .
• The standard basis (also known as indicators) is used in artificial neural networks [30, 41] (e.g., Boltzmann networks and extreme learning machines), and is called dummy variables by statisticians.
In this case, the labelbook is defined by the columns of the identity matrix.
• The alignment-based labelbook is optimal in the sense of the kernel-target alignment criterion [31] , and has been systematically applied in many multiclass machines [27, 26] .
• In [32] , the authors study the consistency of the inductive principle in multiclass SVM. This desirable property is satisfied by the consistency-based labelbook.
See Fig. 2 for a three-dimensional illustration, i.e., a 3-class classification problem. For any of these labelbooks, we see that all the entries of a given label y i are identical except for a single entry, which corresponds to the class membership. In what follows, we call such category of labelbooks the one-per-class labelbooks (short for one entry that identifies the class). This is similar to the notion of class-symmetric matrix as defined in [13] , where the authors consider only {−1, +1} entries. Still, in our definition, the values may be arbitrary. Table 1 presents several well-known labelbooks. We also present the corresponding inner products, since this is the essential information of any labelbook, as illustrated in the parameters estimation and the decision rule, in (11) and (25), namely arg max
where only inner products between labels is required.
Each one-per-class labelbook defines ℓ distinct (vector) labels of ℓ entries. Thus, the ℓ vectors lie in a ℓ-dimensional space. One may also consider a labelbook of ℓ vectors in an ℓ − 1 dimensional space. For instance, when three classes are in competition, this corresponds to three vectors spanning an equilateral triangle. In [26] , the authors generalize this result to any number of classes, by imposing that correlation between any distinct vectors is the same, and minimized. The resulting vectors are given as the solution of an eigen-problem.
Proposition 3. The minimum-correlation labelbook is equivalent to the alignment labelbook.
Proof. From [26, Proposition 2] , it is shown that the minimum-correlation labelbook is defined by ℓ vectors spanning a ℓ − 1 dimensional subspace and the inner-products of distinct vectors equal to −1/(ℓ − 1). It turns out that this is exactly the inner-products of the alignment-based labelbook (see third column in Table  1 ). Since both labelbooks have the same y ⊤ i y j , they are equivalent for both vector-output machines and the oneLSM machines.
The consistency-based and the alignment-based labelbooks are identical up to the multiplicative constant (ℓ − 1)/ℓ (see Fig. 2 ). Thus, they give comparable results in multiclass classification, since the scale factor will be absorbed in optimization. In what follows, we study the one-per-class labelbooks (e.g., those given in Table 1 ) for the oneLSM machines.
Labels in oneLSM machines
Next, show that the one-per-class labelbooks are equivalent for the oneLSM optimization problem (24)- (25) . But before, we show the link between these labelbooks.
Lemma 4. The one-per-class labelbooks can be generated from each others using the linear transformation
from some arbitrary a and b, where y i spanning some given labelbook and 1 is the column vector with ℓ ones.
The proof is straightforward, by generating any one-per-class labelbook from the standard basis labelbook, and vice versa. Therefore, we can define any of the one-per-class labelbook with elements y i such that
where the standard basis is implicitly used.
Theorem 5. The one-per-class labelbooks are equivalent for the oneLSM.
Proof. Consider the transformation according to (26) , when all the labels, y ⊤ and Y , are transformed into ay + b1 and aY + b11 ⊤ , respectively. Next, we show that the decision rule (25) is invariant to such transformation:
where the first equality follows from removing terms independent of y, and the second equality is due to the fact that y ⊤ 1 is constant for all y ∈ Y in a given labelbook.
Corollary 6. The one-per-class labelbooks are equivalent to the minimum-correlation labelbook.
This corollary follows directly from combining Proposition 3 and Theorem 5.
Beyond establishing the equivalence between several labelbooks, Theorem 5 also provides the equivalence between the decision rule (27) and the maximum-value rule used in the classical OvA scheme. The proof is straightforward for the standard basis labelbook, since arg max y∈Y y ⊤ f (x) yields arg max 1≤k≤ℓ f (k) (x).
The extension of this result to other labelbooks is due to Theorem 5.
Discussions
The decision rule
Several decision rules can be implemented. In classical OvA scheme, the multiclass decision for any new sample x is obtained by selecting the class whose corresponding classifier f k (x) has maximum value, i.e., the winner-takes-all strategy. This can be easily applied in our approach, by simply inspecting the resulting vector-of-functions f (x). Other decision rules are the classical Hamming distance, or the less-common Bayesian distance measure which gives an estimation of the posterior probability; see [16] .
By analogy with (2), we consider the following decision rule for any given observation x:
where the identified label determines the membership class. By substituting f (x) with its expression in (24) , it is easy to see that the labels are only involved in terms of inner products, with y ⊤ Y . This decision rule is motivated in [26] for maximum margin in vector-output SVM. Since by construction one may set the norm of the label to be constant for a given labelbook 8 , this decision criterion is equivalent to
It is worth noting that the proposed decision rule allows the use of any labelbook. However, the decision rule (27) shows a dominant influence of the label coding on the result. In the next subsection, we show that the considered inner-product form provides a non-linear kernel-like expansion.
Kernels on the labels
It is well known that linear classification techniques can be easily extended for nonlinear classification,
i.e., where data are not linearly separable, thanks to the kernel trick. Moreover, the same rule can be applied for the labels. This is true since the proposed framework leads to algorithms that depend on the labels in terms of inner products y ⊤ i y j , as illustrated in this paper with vo-RLS, vo-LSSVM, vo-SVM, and oneLSM (see for instance (25) ). Thus one may also propose a kernel function for the labels, namely
where the nonlinear function Ψ(·) maps the output space to some higher dimensional space. Nevertheless, the labels are by construction separable, as illustrated in Fig. 1 . Therefore, we do not think that a kernel 
function for labels is necessary in multiclass classification. Moreover, the choice of the optimal kernel as well as the optimal value of its parameter(s) is an open issue. We have conducted some preliminary experiments on applying a Gaussian kernel to the labels, and found no significant difference in performance when compared to the linear kernel on the labels.
Output kernels may be interesting as they allow us to include prior knowledge, e.g., incorporating the probability priors on the classes to deal with cases when the sizes of the classes are highly unbalanced by applying uneven weights. Another application of the label kernels provides an approach to tackle with the complex label structures, e.g. hierarchical relations. For example in [42] , the authors propose a SVM-like algorithm by applying joint kernels between inputs and outputs. Joint kernels can be easily implemented within the framework proposed in paper, as illustrated by the different forms of vo-RLS, vo-LSSVM, SVM, and oneLSM.
In [29] , the authors study transduction learning by solving a problem similar to the one given in Proposition 2 but with label kernels, i.e., by including implicitly some nonlinear transformation Ψ(·) on the labels.
Predicting structured outputs, such as in graphs, the resulting problem requires to find the inverse transformation of Ψ(·). This is an ill-posed problem, where function Ψ(·) is not explicited thanks to the kernel trick. This inverse problem, known as the pre-image problem, is nonconvex and nonlinear. See [43] for a definition of the pre-image problem with techniques to solve this problem.
Experimentations
To illustrate the relevance of the proposed approach, we have tested all the algorithms on several wellknown datasets (available at the UCI Repository): iris, wine, glass, vowel, and yeast. We also considered two datasets with large size and/or large dimensions and/or large number of classes: letters and USPS handwritten digit data [45] . See Table 3 for some statistics, including the number of samples n, the dimension d, and the number of classes ℓ. In order to provide a study that can be comparable with previous work, we considered a configuration given in [44] , summarized as follows. Training data were normalized into the range [−1, 1] with the appropriate scaling and bias factors, which were applied to the unlabelled test data. 9 In [41] , the Vowel dataset contains 528 + 462 instances for training+test, as opposed to the dataset studied in several studies [44, 13] , including this paper. 9 In [41] , the Vowel dataset contains 528 + 462 instances for training+test, as opposed to the dataset studied in several studies [44, 13] , including this paper. results of the last 6 rows are borrowed from ↑ We also applied the same kernel function, which is the Gaussian kernel. To estimate the classification error, a ten-fold cross-validation was used, with parameters optimized by grid search over γ ∈ {2 −4 ; 2 −3 ; · · · ; 2 3 ; 2 4 } and σ ∈ {2 −4 ; 2 −3 ; · · · ; 2 3 ; 2 4 }. This configuration is very similar to the one given in [13] , where the authors opted for optimizing separately both parameters, thus sub-optimal as opposed to our joint optimization over both γ and σ.
In Table 4 , we give the accuracy rate for each machine, where the values were averaged over 10 Monte
Carlo simulations. For a comparative study to other machines, the same partitions for cross-validation were applied to conventional OvA and OvO schemes with LSM machines, as well as vector-output SVM as defined in [26] . We borrowed the last column of the Table 4 from [41] , where ANN extreme learning machines were applied, the optimal parameters being estimated on a wider grid search {2 −24 ; 2 −23 ; · · · ; 2 24 ; 2 25 }. We also borrowed 5 columns of the Table 4 from [44] , with essentially the same configuration while requiring more sophisticated algorithms to train these SVM machines. The proposed single matrix inversion scheme is as competitive as these machines in terms of accuracy.
The computation time was estimated over the ten-fold cross-validation with the grid search for the optimal parameters identification, as illustrated in Table 5 where values were averaged over 10 Monte Carlo 20 simulations. The computational time was estimated on a Matlab 64-bit running on a Macbook Pro laptop 10 .
As illustrated with the average running time, it is obvious that the proposed approach highly boosts the speed of the multiclass machine.
We also studied the proposed approach on two large scale datasets: letters (from the UCI Repository) and USPS handwritten digit data [45] . The USPS dataset consists of a large number of scans of the ℓ = 10 digits, in a 16 × 16 grey level images. We considered the same settings as in [46] , with pixel intensities normalized within [−1, 1]. As stated in [41] , both the letters and the USPS datasets require high-performance computers for classification. In order to give a comparative study with different multiclass classification methods, we considered several reduced datasets, with n = 1 000 and n = 2 000 samples, where the USPS images were resampled into d = 8×8 images. The classification error was estimated using a ten-fold cross-validation, with parameters optimized by the same aforementioned grid search. Table 6 shows the estimated classification error and the computational time. It is easy to see that the classical schemes, applying OvA or OVO, are inappropriate for such large scale datasets. The multiclass SVM algorithm proposed by Szedmak et al. in [26] is more suitable for this task, still it is outperformed by all the methods proposed in this paper.
Statistical test
Several statistical tests have been derived in the literature to address the problem of comparing two classifiers. In [47] , five statistical tests are analyzed, including a new one, the 5 × 2 cv t-test based on 5
iterations of 2-fold cross-validation. The latter test has low type I error and is more powerful than other tests including the McNemar's test and the classical two-tailed t test. This study is extended further in [48] , where a combined 5 × 2 cv F -test is proposed.
The combined 5×2 cv F -test for comparing any two classification algorithms is described as follows. Five replications of two-fold cross-validations are performed, where each replication partitions the data into two halves: one half is used in training 11 and the other one in testing, and vice-versa. Let p We analyzed the influence of the label on the performance, and compared all the machines proposed in this paper. We considered the application of the above F -test, and found that there is no significative difference (at 95% level). We also compared the multiclass SVM as derived by Szedmak et al., where a biased model is considered [26] . We found that the performance of their method highly depends on the label coding, a property confirmed by the above F -test. Table 4 shows that their method has, in almost all cases, worst performance than all the methods proposed in this paper.
Conclusion
In this paper, our main thesis was that simple multiclass classification machines can be designed with the same complexity as a single binary classifier. Several algorithms were developed for this purpose. We also provided a theoretical study on the coding of the labels, and showed that several well-known labelbooks are equivalent. Experiments conducted on well-known datasets show that the resulting machines are faster than classical ones, and performs just as well as other machines in the literature.
As for future work, we plan to extend the proposed approach to the one-versus-one scheme. While this is less straightforward, one can still take advantage of classical linear algebra to reduce its computational complexity. Also, it would be desirable to derive an optimal labelbook for a given classification task, for instance by optimizing a kernel function applied on the labels. We also plan to consider an optimization on symmetric positive-definite matrices manifold, in the same spirit of [50] . The sparsity of the solution is also of great interest, in the same spirit as the framework of compressed sensing, with ℓ 1 or even ℓ 0 norms as opposed to the ℓ 2 norm given in this paper.
