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Figure 1: Overview of WiPrint system. User can input a floor plan, location of an AP and a desired signal map to the
system. The desired signal pattern is marked with red and black regions indicating areas which should have strong and
weak signals respectively. WiPrint uses an optimization algorithm to produce a reflector shape. This reflector is then
fabricated and applied to an AP to achieve this desired signal pattern.
ABSTRACT
Wireless signals are everywhere in residential, commercial
and industrial environments. Directing wireless signals to
conform to custom physical boundaries is of great impor-
tance in improving the performance, security and privacy
of a wireless system. Unfortunately current solutions like
directional antennas are bulky and expensive for ordinary
users. We propose WiPrint, a novel approach to customiz-
ing wireless signal maps using 3D printed glossy reflectors.
This solution is easily manufactured and adapts easily to dif-
ferent environments. The WiPrint system is highly flexible
as it does not require adding additional APs or moving the
AP to new locations. This is significant in the field of wire-
less networking as it provides consumers with an intuitive
and novel solution to performance and security problems.
1. INTRODUCTION
MostWi-Fi access points (APs) propagate radio frequency
signals omnidirectionally. Whether one is using Wi-Fi to
browse the web or make a phone call over 4G, the use of ra-
dio waves to transmit data present security and performance
concerns. For example, if Alice wishes to send confidential
data via Wi-Fi from her office to Bob, a malicious user Eve
can engage in packet sniffing to glean confidential informa-
tion even if she were not physically inside the same building
as Alice. She could also engage in a replay attack to mas-
querade as Bob. Even if Alice encrypted her data and se-
cured her wireless network with a password, Eve could still
access information like the APs signal strength and noise,
and physically locate the AP. It may also not be desirable
to publicly share an APs channel number and band, as Eve
might be able to use this information to create a denial of
service attack that interferes with the system.
In another scenario, Alice decides to place a Wi-Fi router
in the living room of her apartment. She finds that recep-
tion quality is excellent in the living room, but the quality
degrades considerably once she moves to her bedroom, even
though her bedroom is not very far from the living room. It
is likely that the majority of radio waves are reflected around
the living room and lowered in strength before reaching her
bedroom. This wastes a lot of energy as the radio waves are
mostly traveling in unwanted directions. As wireless signals
are a broadcast medium, it is difficult to control signal prop-
agation.
The omnidirectional nature of wireless signals makes con-
trolling reception quality a complex and difficult problem. A
common solution to these concerns is to use one or more di-
rectional antennas as a means of directing the signal in a par-
ticular direction, or enclosing the signal to a physical bound-
ary. However, directional antennas tend to be bulky, expen-
sive, making them unfit for ordinary users or basic routers.
Directional antennas create signal patterns characterized by
large lobes, and can only isolate patterns in a rigid shape.
Thus it is hard, if not impossible, to use directional anten-
nas as a means of creating a signal map that applies to an
arbitrary environment.
In this thesis, we propose WiPrint, a system for compu-
tationally generating glossy reflectors which redirect Wi-Fi
to fit a desired signal pattern. Figure 1 shows the general
overview of the system. The system takes as input a floor
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plan, the location of the AP and a desired signal map indi-
cating where the user wants the signals to be enhanced or
decreased. Our approach is then to pass this input to a op-
timization algorithm that produces a reflector shape that can
be fabricated with a 3D printer and applied in a physical en-
vironment to get the desired signal pattern.
Our system is accessible to a wide variety of users as re-
flectors are cheap and can be used without any prior knowl-
edge of wireless systems. As WiPrint takes into account the
propagating environment when creating a reflector, it can
adapt to different environmental settings.
Figure 2: Soda can reflector
To the best of our knowledge no formal research exists
to manipulate RF signals with reflectors. However, there
are anecdotal experiments where aluminum soda cans are
placed near routers in residential environments as a means
of enhancing wireless signals [25]. Such experiments have
shown a substantial bandwidth increase, evenwith a makeshift
reflector. Figure 2 shows a reflector made out of a soda can
mounted on a common household router. Not only are re-
flectors able to enhance reception in a desired region, they
can be used to weaken signals in unwanted areas to prevent
eavesdropping. Reflectors thus serve as a novel PHY-layer
solution to key issues in network performance and security.
We leverage ideas from computer graphics and 3D print-
ing to produce detailed reflectors that fit a signal coverage
map specified by users. The thesis evaluates different meth-
ods of creating optimal and physically robust reflectors to
maintain security and privacy in a network and boost per-
formance for authorized users. The main advantage of our
approach is that it is low cost, compatible with existing de-
vices and flexible for use by different types of users and in
diverse environments.
In the rest of this thesis, we present WiPrint’s architec-
ture, field results and a discussion on feasibility and effec-
tiveness. We summarize how our work can be extended, and
contextualize our contributions in the larger field of wireless
networking.
2. ARCHITECTURE
2.1 Overview
WiPrint is designed to create reflectors that attenuate ra-
dio waves from a wireless AP to fit a desired signal map. At
the core of our system is a ray tracer which simulates the ef-
fects of RF propagation given an environment (ENV ), AP
placement (AP ) and a reflector. The ray tracer outputs a
predicted signal map (Mpred) based on how the rays are at-
tenuated. WiPrint’s uses this simulator in an optimization
algorithm to solve for a reflector that would yield the user’s
desired signal map.
WiPrint takes as input a signal map which is either low-
resolution or high-resolution. For the low-resolution map,
the user broadly specifies regions of the environment where
they want good or bad signal strength. This is represented by
an image of colored rectangular regions, where red and black
represent regions where the user wants good and bad signal
strength respectively. Regions where the signal strength are
not specified are marked as white. A high-resolution map
discretizes the environment into a grid of small cells, and
each cell is explicitly marked with a desired received signal
strength (RSS) value in dBm. These input maps are denoted
as desired maps (Mdesired).
When a low-resolution map is used, the color of each
region is assigned to their corresponding cells. WiPrint’s
solver then attempts to create signal maps which have RSS
values that are as high as possible in red regions, and as low
as possible in black regions. When the solver is evaluating
a predicted map, it assigns a score to each cell depending
on how well it adheres to this criterion. The solver then at-
tempts to generate a reflector that maximizes this score.
When a high-resolution map is used, the solver computes
the error between the predicted and desired signal maps. It
then minimizes this error through an iterative process of try-
ing different types of reflectors until it finds one that is opti-
mal. When the error is minimized the predicted and desired
map should be similar.
The solver uses aMonte-Carlo optimization process known
as simulated annealing as a means of creating a reflector that
maximizes the score with a low-resolutionmap or minimizes
the error with a high-resolution map. The algorithm gradu-
ally generates a reflector that acts as a global optimizer to the
problem of predicting a signal map that matches the user’s
requirements.
In order to have the ray tracer accurately model RF signal
propagation, we took multiple measurements of signal maps
in the physical world. These measurements were used as
high-resolution signal maps for our ray tracer. We looked for
propagation models that produced signal maps that looked
similar to the inputs. During this manual process of tweak-
ing the ray tracer we wanted to ensure that the simulator did
not overfit or underfit any particular configurations.
3. BUILDING THE SIMULATOR
This section provides a survey of the field of wireless
propagation models. We then describe the ray tracer sim-
ulator and the propagation model used by WiPrint.
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3.1 Overview of path loss models
Before creating and testing reflector shapes, we first need
to create a simulator of how radio waves attenuate in a given
environment. The core of the imulator is to find a radio wave
propagation model, which determines the path loss of a ra-
dio wave at a particular point in the environment. These
models provide us with predictive power, so we don’t have
to physically measure a signal map to determine the effec-
tiveness of a reflector. Instead our simulator can give us an
estimate of how well these reflectors would work when de-
ployed. Below is a summary of different categories of prop-
agation models for predicting aspects of a wireless system,
there is overlap between certain categories.
A relatively simple and commonmodel for path loss is the
log-distance model [10, 14] as computed in Equation 1.
PL(d) = PL0(d0) + 10nlog10
d
d0
+Xσ (1)
where
d = distance from AP in meters
PL0 = reference path-loss value in dBm
d0 = reference distance from the AP, typically 1m
n = attenuation exponent
Xσ = large-scale variability term
n is referred to as an exponent but it acts as a multiplier
since we are using decibels which is a logarithmic quantity.
It is used to represent the attenuation or complexity of the
path required for a wave to travel from the AP to the receiver.
n is set to 2 for simulating environments that are free-space,
i.e. environments with no reflection, refraction, scattering
or other wave phenomena. The value of n increases as the
wave’s path becomes more complex. n is normally deter-
mined experimentally for a particular environment, and can
differ a lot between different indoor spaces. It can go up to
6 for highly complex environments.
The PL0 function is often the FSPL function or a mod-
ification thereof which takes into account antenna gain of
transmitters and receivers. However the reference value can
also be determined experimentally or through an optimiza-
tion method.
When simulating a large scale environment the log-distance
model is often enhanced with an Xσ term. Xσ is a random
variable with a mean of zero and log-normally distributed.
This attempts to simulate the variability of path loss in a real
world environment, known as fading. The term is optional
and not always used in the log-distance model.
The free-space path loss (FSPL) model is the simplest
wireless propagation model, as it does not take into account
attenuation at all. Rather, it only takes into account the dis-
tance between the router and the receiver. FSPL charac-
terizes wireless propagation using an where inverse-squared
law PL ∝ 1d2 . The FSPL function alone is not useful as a
realistic propagation model. But it is often used as a compo-
nent in other models to generate values for PL0 at a distance
d0 close to the transmitter. FSPL is computed using Equa-
tion 2.
PL(d) = 20log10(
4πd
λ
) (2)
where
d = distance from transmitter
λ = wavelength of wave
Partitionmodels: Thesemodels determine path-loss based
on the number of partitions (i.e. walls, floors and ceilings)
obstructing the path of the wave between the transmitter and
receiver. This differs from the log-distance model which
simulates the general complexity of the environment through
a single exponent n. The log-distance model is sometimes
extended into a partition model, by including exponents to
model attenuation by partitions in the environment.
Statistical models: These models often use a ray-tracing
method as a convenientway of simulating radio wave behav-
ior. These models attempt to model properties of the system
on a probability distribution. They also simulate small to
medium scale physical phenomena such as the angle that the
ray was transmitted, coherence bandwidth, Doppler spread
and shadowing. Such models tend to have strong theoretical
underpinings, but are empirically not useful for measuring
RSS. They are more useful for modeling quantities like bit
error rate and Quality of Service (QoS) [8].
Empirical models: These are sets of equations determined
from measurement from a specific site. They are efficient
for predicting signal propagation in that specific space but
are often poor at generalizing to other environments. The
parameters of such models are often subjective and broad.
They comprise environments like urban, rural, macro and
picocells. An example of an empirical model that would fit
the area we conduct our measurements is the ITU model [4]
for indoor attenuation. The equation uses two empirically
determined values N and Lf(n). We use the value of N =
28 from Chrysikos et al. and Lf(n) = 0 as we only conduct
measurements in a single floor environment. ITU model for
indoor attenuation is computed in Equation 3.
PL(d, n) = 20log10(f) +Nlog10(d) + Lf(n)− 28 (3)
where
d = distance from transmitter
f = frequency in MHz
N = distance power decay index
Lf(n) = floor penetration loss factor
n = number of floors between receiver and transmitter
Numerical models: These generally include the ray tracer
or finite-difference time-domain (FDTD) methods for mod-
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eling Wi-Fi as particles or waves respectively. These meth-
ods can be computationally intensive but allow for detailed
parameters to simulate a variety of situations.
Theoretical models: In contrast to numerical models, the-
oretical models rely on closed-form solutions to determine
properties of the wireless system. These models often as-
sume ideal conditions and have a strong theoretical under-
pinning. As such, they are often more applicable for use
than empirical models.
Russian Roulette model: Under this model, we rely on
the assumption that when a ray hits an object there is a prob-
ability p that it will have a significant effect on the RSS of the
receiver and a 1− p probability that it will have a negligible
effect perhaps due to absorption, fading or being scattered in
another direction. In order to efficiently compute a predicted
signal map, Russian Roulette focuses on calculating the rays
that have a significant contribution to RSS, and discarding
other rays. Suppose that a ray is reflected n times before
receiving a receiver. Under Russian Roulette, there will be
a pn probability that the ray will reach the receiver and be
accepted. At any point along the path, there is a 1− p prob-
ability that the entire ray will be discarded. An accepted ray
does not lose energy as a result of reflections or transmis-
sions [16]. Russian Roulette is considered a Monte Carlo
method, and is used as part of the photon mapping algorithm
for rendering graphics [9].
Algorithm 1 Russian Roulette algorithm
1: for ray in rays do
2: accepted← true
3: for segment in ray do
4: if rand[0, 1] < p then
5: reject ray
6: accepted← false
7: break
8: end if
9: end for
10: if accepted then
11: accept ray
12: end if
13: end for
3.2 Chosen model
We first built a simulator that uses models which only re-
quire a distance value to determine path loss. These include
the FSPL, log-distance and ITU models. These propagation
models do not not require a ray tracer to compute wireless
attenuation. Instead they simulate attenuation through co-
efficients that describe the complexity of the environment.
In this simulator we assume that the transmitter is a single
isotropic source. For this initial simulator, we found that it
produced maps that the models did not generalize well to
different input maps. When the AP was in the center of the
room, the models would simulate the propagation behavior
quite well, but when the AP was placed in the corner, the
simulation error increased.
We then built a ray tracer, which is a more complicated
simulator for wireless propagation that is popular in the field
of wireless networks. We choose to build our simulator as a
ray tracer instead of as a FDTD model like in [5], as it was
less computationally expensive, more widely used and easier
to implement.
The ray tracer represents the transmitter as dipole anten-
nas. The simulator uses geometrical optics to determine
what type of attenuation should be simulated. Geometrical
optics models rays that are incident, reflected and transmit-
ted. Under our model rays are only transmitted through ob-
jects, not refracted, since the direction offset is small enough
to be considered negligible.
We ultimately chose to use a partition model as it has
shown to have success in other projects [3] [10]. We take
into account the number of reflections, transmissions and
diffractions a ray undergoes before it reaches the receiver.
Other wave phenomena like scattering are not modeled since
they are difficult to simulate [18] and do not have a signifi-
cant effect on the resultant signal map [10].
The ray tracer uses 500 rays and has a maximum reflec-
tion, transmission and diffraction threshold of 2.
The log-distance portion of the model assumes that the
rays attenuate in a free-space environment so n is 2. Path
loss is taken into account by counting up all reflective sur-
faces and obstructions on a ray’s path.
PL(d) = PL0+10nlog10(d)+ΓNref+αNtrans+δNdiff
(4)
where
d = distance from AP
n = attenuation exponent
PL0 = reference path-loss value in dBm
Γ = reflection coefficient
Nref = number of reflections
α = transmission coefficient
Ntrans = number of transmissions
δ = diffraction coefficient
Ndiff = number of diffractions
We also uses the Russian Roulette algorithm with a value
of p = 0.8 as it was able to simulate the inherent deviation
of RF signals and random errors accumulated during mea-
surements.
3.3 Selecting model parameters
In order to use our partition model, we need to know be-
forehand a reference value PL0, the reflection coefficient
Γ, the transmission coefficient α and the diffraction coeffi-
cient δ. We took a similar approach used by the ARIADNE
system to optimize these values for our model [10]. to use
simulated annealing as a way of finding the values for our
parameters [PL0,Γ,α, δ] that minimizes the ray tracer’s er-
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ror. We use a randomized optimization algorithm known as
simulated annealing to optimize for these values. This algo-
rithm is also used to calculate optimal reflector shapes. A
more thorough description of the algorithm is provided in
section 5.4.
3.4 Ray tracing
Θi Θr Θi Θr
Specular 
Reflection Diffraction
Diffuse
Reflection
Figure 3: Wave phenomena
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Figure 4: Different types of radio wave attenuation
The ray tracer simulates the wave behavior of radio waves
using rays exhibiting particle-like behavior. It generates a
signal map using a simple shooting-and-bouncing ray launch-
ing algorithm. In this algorithm, rays are launched from the
transmitter and are attenuated around the room until they
reach a receiver. The distance between the transmitter and
the receiver is the sum of the lengths of all segments of a
ray. The RSS at the receiver is dependent on the distance
traveled by the ray, the ray’s frequency and the number of
reflections, transmissions and diffractions it encounters be-
fore reaching the receiver. This information can be plugged
into equation 4 to determine the path loss. The negation of
the path loss is the RSS at that point.
There are two main types of reflection as seen in Figure 3.
The first is specular reflection, which assumes that each in-
cident ray will only produce a single reflected ray. The angle
between the incident ray and the normal of the plane is the
same as the angle between the reflected ray and the surface
normal. This is represented using in equation 5. Another re-
flection model is diffuse reflection which assumes that each
incident will ray will producemultiple rays reflected at equal
intervals around the obstacle. The intensity of the reflected
ray would be proportional to cosine of the angle [19]. Spec-
ular reflection occurs for smooth surfaces, while diffuse re-
flection occurs for rough ones. In reality all surfaces have
microcosmic aberrations, and thus exhibit both types of re-
flection. However, our geometric model represents obstruc-
tions as smooth planes for simplicity, thus we use specular
reflection.
θr = 2θw − θi (5)
where
θr = the angle of the reflected ray
θw = the angle of a wall
θi = the angle of the incoming ray
Figure 4 shows the different types of attenuation handled
by the ray tracer and how rays are decomposed to take care
of them. Each ray segment is denoted by the tuple (i, j)
where i is the ray number and j is the segment number of
that ray. A segment is added to a ray whenever it is reflected
from a wall or transmitted through a wall. Ray 1 has only
one segment and reaches the receiver directly, and is a LOS
ray. The first segment of ray 2 is a solid line to indicate it has
not yet been attenuated. (2,2) is a dotted line showing it has
been transmitted. The other segments of ray 2, (2,3), (2,4),
(2,5) and (2,6) are reflections and are denoted by a dashed
line. As two paths reach the receiver, its RSS will be the
sum of the powers of ray 1 and 2 at that point.
The ray tracer extends upon conventional geometrical op-
tics by simulating diffraction using a model similar to the
Uniform Theory of Diffraction (UTD). Diffraction occurs
when a secondary wave forms behind an object that is in
the LOS of the receiver and transmitter [2]. UTD works
well for our simulator as it describes the propagation of ra-
dio frequencies in terms of rays instead of waves. Under this
model, when a ray intersects with the edge of an obstacle
at an angle θi, it is diffracted around a cone of aperture an-
gle θi [22]. In three dimensions, a ray would be reflected
if it intersected with a polyhedron’s face and diffracted if it
intersected with its edge. However, as our ray tracer is in
two-dimensions, we simulate diffraction as rays diffracting
around the angle between the reflected ray and the obstacle
as seen in Figure 3. We also determinewith some probability
p whether a ray is reflected instead of refracted. Since faces
are much larger than edges, the probability of reflection is
much larger than the probability of refraction.
The ray tracer also takes care of multipath, which is the
effect of multiple rays intersecting with a single receiver.
When more than one ray intersects with the receiver. In-
tuitively, we would simply sum up the path loss of the rays
in units of dBm. However, dBm is a logarithmic unit so it
would be more convenient that we sum with a linear scale
like watts. As such we convert we convert the path loss
(dBm) of each ray to power (watts). Then we sum the power
of the rays and convert the sum to dBm to get the aggregate
path loss value [10, 23]. We do not take into account the
phase of a wave when resolving multipath. This is because
the wavelength of our 2.4GHz routers is only 12.5cm, which
is a relatively small distance compared to the scale of our
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environment. This would make signal changes due to phase
differences a small scale phenomena, which are unlikely to
increase the accuracy of our simulator by a large margin.
Similarly we do not simulate the effects of damping, as this
requires an impractical level of precision when modeling the
complexity of the physical environment to observe any sig-
nificant effect on the predicted signal map [24].
Rays with a path loss below a certain threshold are dis-
carded when computing RSS values. This is done because
rays that are too highly attenuated have negligible effect on
the mean RSS for that cell [7].
4. METHODOLOGY
4.1 Testbed Setup
In order to capture spectrum condition maps, we sought
out large, obstacle-free indoor environments around Dart-
mouth College. We conducted some initial tests in the lobby
of the Visual Arts Center, which proved to be too small to
observe the effects of the reflector. We then used the much
larger Alumni Hall for later measurements. The measure-
ments environment was partitioned into a grid of 18 by 18
cells, each 1.4m by 0.8m in size. The signal maps presented
in section 6 are interpolated so that the signal propagation is
seen as a smooth set of points, instead of as a raw grid of
values.
We used the LinksysWRT54GL and Linksys E2000 wire-
less routers to measure Wi-Fi at the IEEE 802.11g (2.4GHz)
and IEEE 802.11n (5GHz) frequency bands respectively. The
WRT54GL had two external antenna. The E2000 has three
internal antenna, two of its main antennas has a gain of 1.5
dBm, while its third antenna has a gain of 2.2 dBm. The top
panel of the E2000 was removed and the router was rotated
180◦. By default, all measurements presented in this the-
sis were collected using the 2.4GHz router, unless otherwise
stated.
The router’s default firmware was replacedwith DD-WRT.
DD-WRT provided an interface that allowed us to change the
transmission power of the router down to 1mW. Keeping the
transmission power to a minimum would cause the strength
of the wireless signal to drop-off more quickly, and result in
a higher contrast signal map. The beacon interval was set
to 100ms, so that any lost beacons would not significantly
impact the received data.
Prior to measurement, the congestion level of the avail-
able wireless channels were assessed using the wireless site-
survey utility, NetSpot. The router’s wireless channel was
switched to the least congested channel. For the WRT54GL,
it would only be changed to either channel 1, 6 or 11, since
those channels are orthogonal to each other.
4.2 Measuring data
To empiricallymeasure a signal map, we split the environ-
ment into a grid of n cells. Each cell was further split into
m subcells. The RSS value at each subcell j is an average of
RSS readings over some time T . The RSS value at each cell
i is an average of the RSS values of its subcells.
The router was placed in the middle of the room, so it
would be possible to measure the RSS and bandwidth at all
angles around the router. The receiver was a Macbook Pro,
capable of picking up 802.11a/b/g/n frequencies. The re-
ceiver would be positioned in the middle of each subcell, and
the RSS and bandwidth values would be measured. Wire-
shark was used to measure signal and noise measurements.
The iperf utility was run on another Macbook connected to
the WLAN and on the receiver to measure bandwidth under
TCP.
RSS and bandwidth were measured for 100 seconds per
cell. However, this number gradually decreased over subse-
quent sessions as prolonged measurement time did not af-
fect the standard deviation of RSS or bandwidth within the
cell. We initially attempted to use a Roomba to automate
measurements, but found that its movements were too im-
precise. The robot was unable to turn at precise right angles,
and would veer off-track after measuring a small number of
cells. As a result, subsequent measurements were done man-
ually. In the future, we intend to augment the Roomba setup
with some kind of sensor like the sonar sensors used in Sybot
[11]. This would most likely result in more accurate local-
ization.
During our initial experiments we measured two different
test conditions. In the first condition, the AP was placed in
the center. The result was a baseline measurement of how
the signal propagates in a clean environment without any re-
flectors. In the second condition, the AP was placed in a
corner. The intent of this was to see if there were any sig-
nificant changes to propagation behavior when the AP was
placed more closely to an environmental obstacle.
Another initial experiment measured the effect of using
a concave-shaped reflector made from an aluminum soda
can as seen in Figure 2. The can had dimensions 23cm by
17.5cm. It should be noted that the height of the can was at
least as tall as the AP’s antennas.
The next set of experiments involved reflectors printed
using 3D printer material. We tested reflectors that were
shaped like a concave function (n-shaped), a convex function
(u-shaped), a square wave and a sinusoidal wave (z-shaped).
A piece of the z-shaped reflector is seen in Figure 5(b). The
n-shaped and square wave shaped reflectors are seen in Fig-
ures 5(c) and 5(d) respectively.
4.3 Fabricating the Reflector
The shape of the reflector was modeled in 3D with Solid-
works and printed out with a Stratasys Mojo 3D printer as
seen in Figure 5(a). The 3D printer was only capable to
producing objects of dimensions 5in3. These dimensions
were quite small and posed some physical limitations on the
shapes that could be printed. The spacing between the dipole
antennas of the WRT54GL was 6.5in. As a result reflectors
had to be printed in two parts. Aluminum foil tape was lay-
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(a) Stratasys Mojo 3D printer (b) Printed sinusoidal reflector
piece
(c) Concave reflector (d) Square reflector
Figure 5: Fabrication process
ered on the 3D printed parts, and was used to attach parts
together. Initially aluminum foil sheets were used to layer
the parts, but the sheets crumpled too easily. The wrinkles
in the sheets scattered the RF waves, resulting in a signal
map that was noisier than anticipated. Each reflector had a
length of around 10 inches and a width and height of around
5 inches.
5. COMPUTINGTHEREFLECTOR SHAPE
The core component of our system is to compute the re-
flector shape in detail to achieve a desired signal distribution.
The computation algorithm takes as input the environment’s
geometry, the placement of an AP and a set of features that
represent an initial reflector. The algorithm iteratively mu-
tates the initial reflector, and eventually produces as output
the reflector shape which optimizes an objective function.
We present our formulation for minimizing the error of a
high-resolution map and maximizing some fitness score for
a low-resolution map.
Defining the Reflector Shape: We explore representing
the reflector as a polynomial. The reflector is defined by a
series of point that are placed just above the AP. We use La-
grange polynomials to interpolate the points and discretize
the polynomial into a series of contiguous lines. Discretizing
a curved reflector into a set of lines instead of representing it
in some ‘vector form’ like as a Be´zier curve is for simplicity
within the ray tracing system. We considered representing
a reflector as a polygon that could be placed between the
dipole antennas, but found it is was difficult to have an intu-
itive feel of how such a representation would affect RF prop-
agation. The set of control points making up the reflector is
represented as a feature vector R. The algorithm initializes
the reflector to be a straight horizontal line just above the AP.
5.1 Solving with high-resolution maps
Recall that a high-resolution signal map refers to the en-
vironment that has been discretized into a set of cells with
each cell marked with the desired signal strength. When the
user inputs a high-resolution map to the WiPrint algorithm,
it outputs a reflector with a corresponding signal map that
minimizes the error between the predicted and desired sig-
nal maps.
The objective function (or fitness function) that we want to
optimize as seen in Equation 6 is the negated mean absolute
error (MAE) between the Mdesired and the predicted signal
map Mpred. We are negating the error so we can maximize
the fitness function to reach the optimum reflector. This is
done to be consistent with our objective function for low-
resolution maps, which are maximized. By making both ob-
jective functions as quantities to be maximized, we can keep
the optimization algorithm consistent. This is better than
making the optimization algorithm a minimizer for a high-
resolution map input and a maximizer for a low-resolution
map input.
fitness(Mdesired,Mpred) = − 1n
n∑
i=0
|Mdesired(i)−Mpred(i)|
(6)
where n denotes the number of cells in the signal maps,
Mdesired(i) and Mpred(i) are the signal strength values in
dBm at cell i in the desired and estimated map respectively.
The optimized reflector denoted R⋆ is then computed in
Equation 7 as follows:
R⋆ = argmax
R
fitness(Mdesired,Mpred). (7)
Mpred is generated by a call to the ray tracer that includes
the reflector shape R. We search for an optimal reflector
using a randomized optimization algorithm known as simu-
lated annealing (SA).
5.2 Solving for R⋆ with high-resolution input
The search space of all possible reflector shape is simply
too large to enumerate and test. As such, we apply simulated
annealing, a randomized optimization algorithm, to find an
optimal or approximate reflector shape that maximizes our
objective function. In particular, we use the simulated an-
nealing algorithm to search for the parameters defining the
optimal reflector shape.
The simulated annealing algorithm is based around ideas
in the field of metallurgy. In metallurgy, a piece of metal
is heated at a very temperature then gradually cooled and
heated again to form structurally sound objects. The algo-
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Figure 6: Evaluation of WiPrint algorithm
Algorithm 2 Simulated Annealing
1: Tmax ← 1000
2: T ← Tmax
3: Tmin ← 0.001
4: coolingRate← 0.99
5: initialize R
6: Mpred ← genSignalMap(ENV,AP,R,Mdesired)
7: f ← fitness(Mdesired,Mpred)
8: while T > Tmin do
9: R′ ← mutate(R)
10: Mpred ← genSignalMap(ENV,AP,R′,Mdesired)
11: f ′ ← fitness(Mdesired,Mpred)
12: p← e f′−fT
13: if f ′ ≥ f or rand[0, 1] ≤ p then
14: f ← f ′
15: R← R′
16: end if
17: T ← T · coolingRate
18: end while
19: R⋆ ← R
rithm simulates this process with a temperature T that is
cooled at some coolingRate. The algorithm keeps running
until T reaches some Tmin. For every time T is cooled, the
algorithm examines a candidate solution [10, 12].
Simulated annealing if run for long enough, is able to
find the global optimum. It does this through a combination
of hill-climbing and exploration. Hill-climbing is greedily
maximizing the objective function, ie. accepting candidate
solutions only if its fitness value is strictly better than the
previous solution. The downside of just using simulated an-
nealing is that one will only be able to reach a local optimum
in the solution space. The exploring part of the algorithm is
what allows for reaching the global optimum. Simulated an-
nealing would accept a candidate solution f ′ that has a worse
fitness value than the previous solution f , with an acceptance
probability p = e
f′−f
T . With this formulation, we can see
that if the new fitness value f ′ is only a little bit worse than
f , then p will be close to 1. But if the new fitness value is
significantly worse, then p will be close to 0 [10, 12].
When the algorithm begins and T is high, the algorithm is
liberal in exploring worse reflectors, but gradually becomes
more conservative as T decreases, and it converges on the
global optimum. When T is high, simulated annealing be-
haves somewhat like a random walk through the graph of
solutions. However, when T tends to 0, p approaches 0, and
the algorithm behaves more like hill-climbing.
When looking for the next candidate solution, the algo-
rithm calls themutate() function to produces a neighboring
solution to the current solution R. It does so by altering the
control points of R slightly. This ensures that R′ will have a
relatively similar shape to R, compared to if R′ were gener-
ated completely randomly.
5.3 Solving with low-resolution maps
When a low-resolution map is used as input, the signal
map is marked with red and black regions indicating areas
where the signal should be good or bad respectively. This
is then converted to a high-resolution map where each cell
is colored the same as the region it shares space with. A
predicted map is scored is given a red score and a black score
based on how good the signal in the red cells are and how bad
the signal in the black cells are.
We arbitrarily consider a good RSS signal to be above
some RmindBm and a bad RSS signal to be below some
BmaxdBm. InWiPrint, we set both these values to−55dBm.
RSS is a negative value so it is assumed thatRmin andBmax
are both negative. The red and black scores of a single cell
and a predicted signal map are defined in Equation 8.
red score(desired, pred) ={ −Rmin + pred : if desired is red
0 : otherwise
(8a)
black score(desired, pred) ={
Bmax − pred : if desired is black
0 : otherwise
(8b)
The intuition behind the scoring mechanism is that a red
cell’s score increases as its RSS increases, and a black cell’s
score increases as its RSS decreases. A red cell’s score is
penalized if it dips below Rmin and a black cell’s score is
penalized if it rises above Bmax.
Our objective functions for a given signal mapMpred are
the fitness scores of all the cells in the map, as defined in
Equation 9.
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red fitness(Mdesired,Mpred) =
n∑
i=0
red score(Mdesired(i),Mpred(i))
(9a)
black fitness(Mdesired,Mpred) =
n∑
i=0
black score(Mdesired(i),Mpred(i))
(9b)
The goal of finding R⋆ is formulated below in Equation
11.
R⋆ = argmax
R
{f1(Mdesired,Mpred), f2(Mdesired,Mpred)}.
(10)
where
f1 = red fitness(Mdesired,Mpred),
f2 = black fitness(Mdesired,Mpred),
The key difference for our formulation of the low-resolution
map problem is that we have two objectives instead of just
one. If we simply summed the red and black scores to form
a single metric and used simulated annealing, then the al-
gorithm could skew its optimization in the direction of one
objective function. As an example, the algorithm could yield
a map with a high red score and a poor black score, which
translates to high signal in the red regions but also high sig-
nal in the black regions, which is not desirable. Multi-objective
optimization problems such as this one are known as Pareto
optimization problems and solutions are regarded as Pareto
optimal. Pareto optimal solutions as defined as solutions
where it is impossible to improve one objective functionwith-
out causing another objective function to be worse off. Intu-
itively such a solution is a best compromise of all competing
interests. Our approach is to use a modified version of simu-
lated annealing known as Pareto Simulated Annealing (PSA)
as presented by Czyzak and Jaszkiewicz [6].
We define a good solution for R⋆ to be the following:
R⋆ = argmax
R
J∑
j=0
λjfj(Mdesired,Mpred) (11)
Such a solution requires some vector of positive weights
Λ = [λ1,λ2] where
J∑
j=0
λj = 1. These weights determine
how important any one objective is during the search for
a reflector. Changing these weights will allow PSA to ex-
plore the search space more freely as it can emphasize or
deemphasize any objective function. The algorithm uses the
weights to ensure that the optimal solution does not skew too
heavily towards any one objective function.
5.4 Solving for R⋆ with low-resolution input
There are two main additions to SA in the PSA algorithm.
The first is the selection of weights for the objective func-
tions for each iteration of the algorithm. The second is the
acceptance probability p for a candidate solution. Before
the loop, the weights are randomized. For every iteration
of the loop, each λj multiplied or divided by some constant
α = 1.05. λj is increased when the jth fitness value for
the current candidate solution is better than the jth fitness
value for the previous candidate solution. Similarly λj is de-
creased when the jth fitness value for the current candidate
solution is worse than the jth fitness value for the previous
candidate solution. In this sense, we give more weight to an
objective function when the current candidate solution score
well on that objective function. This allows the algorithm to
explore over a wider set of Pareto optimal solutions [6].
Algorithm 3 Pareto Simulated Annealing
1: Tmax ← 1000
2: T ← Tmax
3: Tmin ← 0.001
4: coolingRate← 0.99
5: initialize R
6: Mpred ← genSignalMap(ENV,AP,R,Mdesired)
7: λ←randomize weights so they sum to 1
8: f ← fitness(Mdesired,Mpred) //array of fitness values
9: while T > Tmin do
10: R′ ← mutate(R)
11: for objective function fj do
12: if fj ≥ f ′j then
13: λj ← αλj
14: else
15: λj ← λjα
16: end if
17: end for
18: Mpred ← genSignalMap(ENV,AP,R′,Mdesired)
19: f ′ ← fitness(Mdesired,Mpred) //array of fitness
values
20: p← min (1, e
J∑
j=1
λj
f′j−fj
T
)
21: if f ′ ≥ f or rand[0, 1] ≤ p then
22: f ← f ′
23: R← R′
24: end if
25: T ← T · coolingRate
26: end while
27: R⋆ ← R
In Pareto optimization problems the acceptance probabil-
ity of a candidate solution should be closer to 0 than 1 if it
fares poorly on all metrics. Likewise, that probability should
be closer to 1 than 0 if it fares well on all metrics. However,
it is not so obvious what to do if it scores well on some met-
rics but poorly on others. We use the the acceptance proba-
bility p = min (1, e
J∑
j=1
λj
f′j−fj
T
), known as Rule SL [6]. The
SL rule is similar to the commonly used acceptance value
of p for regular simulated annealing. The rule aggregates all
objectives through a weighted sum. Other rules exist which
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Figure 7: Algorithm performance
vary the acceptance probability in different ways.
5.5 Evaluating the algorithm
The PSA algorithm is run on the low-resolution signal
map as seen in Figure 6(a). An approximate 3D render of
the reflector is shown in Figure 6(b). Figure 6(c) and figure
6(d) show the signal maps produced without and with the
reflector respectively. Note that regions 1 and 4 (as marked
in Figure 6(a)) have decreased signal strength as expected.
Region 2 and 4 have an increase in signal strength. In this
particular case, the reflector manages to meet the user re-
quirements. However, this may not always be possible. If
a user specifies a red region that is too far from the AP, no
reflector will be able to meet those requirements. The global
solution to the problem does not necessarily guarantee that
all regions will be adequately enhanced or reduced in signal
strength.
Figure 7(b) shows the algorithm’s performance for find-
ing a reflector for the low-resolution input. Note that over
time, T decreases, and thus the variation in score values de-
crease, until the algorithm stabilizes on an optimum. Figure
7(a) shows the algorithm’s performance when given a high-
resolution map with a transmitter in the center with a con-
vex reflector. It also shows similar stabilizing behavior over
time.
Figures 7(a) and 7(b) also show the performance of hill
climbing on the problem. When hill climbing is used, the
fitness value is a monotonically increasing quantity. When
applied to the sample signal maps, this value doesn’t change
much over time. Simulated annealing performs slightly bet-
ter than hill climbing in both the cases of a high-resolution
and low-resolution map.
An error value of around 4dBm is a reasonable value, but
it would be much better if the error value could be decreased
to 2-3dBm. The algorithm can be extended by indicating to
the user how it might be infeasible to create a reasonable re-
flector for a given signal map. For example, if the algorithm
is passed a high-resolution signal map that is randomly gen-
erated, and does not follow any propagation behavior, then
the resultant reflectors would have an error value that is up-
wards of 10dBm.
It should be noted that if the algorithm does not try out
enough candidate solutions there is no guarantee that it will
find the global optimum. It is unclear if the resultant reflector
is indeed the global optimum. It is more likely to be an ap-
proximation of a global optimum. Due to the complexity of
the problem further evaluation is needed to determine how
to guarantee finding the global optimum. At the moment,
an approximate solution is good enough for the problem at
hand.
6. EVALUATION
We conducted baseline measurements with no reflectors
where the AP was placed in the center and in the corner.
We later tested several tests using the concave (n-shaped),
convex (u-shaped), sinusoidal (z-shaped) and square-wave
reflector. Figure 8 shows a comparison between the empir-
ically measured signal maps and the maps generated with
WiPrint’s ray tracer.
When the APwas placed in the corner and when the square-
wave reflector was used, the signal appears to have a much
greater range than if the AP were just placed in the center or
when the concave reflector was used. It is likely that there
was more reflection, causing more multipath propagation as
the rays would intersect more, boosting the overall signal.
Another possible explanation for this is due to the wave
phenomena of scattering. Scattering occurs when there are
objects around the size of the wave’s wavelength, and results
in the waves being propagated in various directions that it
otherwise would not with just reflection. Objects that can
cause scattering in urban environments include lampposts
and street lights. Scattering is known to be a difficult phe-
nomena to predict [2]. When the AP was placed close to the
wall, the angles and objects on the wall could have caused a
lot of scattering. In the case where the square-wave reflector
was used, the shape of the reflector and the use of tin foil
could have resulted in scattering. Unlike the aluminum can
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Figure 8: Effectiveness of optimized reflector shape in
steering wireless signal propagation. No reflector in (a)
and (b). TX in center for (c) and (d)
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Figure 9: CDF of error between measured and estimated
signal maps for different propagation models
which had a smooth metallic surface, the tin foil inevitably
had a lot of creases which probably contributed to waves be-
ing propagated along a further distance.
When the concave reflector was used, the signal was di-
rected to the south of the room as expected. The signal di-
rectly behind the router is still relatively high. This is likely a
result of refraction, whereby the RF waves can still penetrate
the reflector. To some extent, we are also able to decrease the
RSS in undesired areas. This is seen by the increased patchi-
ness and black regions further away from the reflector, com-
pared to the experiment where no reflector is used. However,
it is still very much possible to receive a signal in these ar-
eas and sniff packets from the AP. As a result, it seems that
reflectors are easily able to increase performance in select
areas, but it remains a challenge to minimize or completely
block out the signal strength in undesired areas.
When the square-wave reflector is used, there is a fairly
large difference between the estimated and measured maps.
We expect the the signal would only be boosted towards the
north and south region of the map, but the signal is boosted
in all directions around the AP. Thus we can see that the
reflector does not do a good job blockingWi-Fi signals. Dif-
ferent reflector shapes and materials could increase the level
of granular control we have over the signal propagation.
In Figure 8 we also see the maps generated by our simula-
tor. The simulator is much more optimistic about how well
the Wi-Fi spreads. The simulator shows the spread of RSS
in a smooth fashion and has some difficulty capturing the
variation of red and black patches in the empirical measure-
ments. However, the overall error when comparing an exper-
imentally measured map to its corresponding predicted map
was not particularly high, yielding errors of around 4 dBm
for each experiment.
Modelling errors: Figure 9 shows the CDF of a few dif-
ferent models we tried when creating the ray tracer for sev-
eral setups. In each of the cases, our partition model as seen
in equation 4 works better than the ITU and log distance
model. There is little difference if we try to simulate diffrac-
tion. There may be a more significant difference if we used
a three-dimensional model. For the square reflector, all the
models are very closely aligned. This is because the ITU and
log-distance model tend to be very optimistic in its signal
predictions, and where the square-wave reflector was used,
the signal’s range and magnitude was boosted in large re-
gions of the map.
Material of reflector: In Figure 10(a) we can see the ef-
fects of using a reflector made from a soda can compared
to our fabricated reflector. When the soda can was used, the
signal was focused in a narrow beam towards south of the en-
vironment. But when the fabricated reflector was used, the
signal spreads over a wider region. A likely reason for this is
that the soda can wrapped around the antennas more tightly,
which caused more reflections and channeled the waves to a
much narrower region. More evaluation is required to deter-
mine if the reflective material used would have a significant
effect on the propagation behavior. Aluminium was chosen
as the material since its a commonmaterial that can be easily
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attached to the reflectors.
AP frequency: Figures 10(b), 10(c) and 10(d) compare
the propagation behavior between the 2.4GHz and 5GHz
router. The higher the frequency of an RF wave, the shorter
its range. This is seen clearly in all three subfigures where
the 5GHz router is used. The signal strength close to the
router is only around -55dBm. However, for the 2.4GHz
router, the signal strength close to the router is much higher
at -40dBm. The 5GHz signal also has a much smaller range.
The 5GHz signal weakens considerably outside of the area
close fo the AP.
Although the convex reflector is able to boost the signal
in large areas around the map for the 2.4GHz router, the re-
flector has very little effect on how the 5GHz waves behave.
The range of the 5GHz waves are not extended and the signal
pattern does not change much. This presents a limitation on
the efficacy of our fabricated reflectors for certain RF wave-
lengths.
Secondary results: Figure 11(a) shows the probability
distribution of the standard deviation of RSS for every cell
in the grid. This measurement indicates the level of devia-
tion in RSS measurements for different experiments. In all
the experiments, the standard deviation peaks at around 2,
which is a reasonable distribution for wireless signals [11].
When the AP is in the center, the maximum standard devi-
ation is only around 6, whereas for the other experiments it
goes up to 10. It is likely that in other configurations there is
greater degree of interaction between rays through multipath
propagation, causing more variability in the RSS.
Figure 11(b) shows the CDF of RSS for all experiments.
The vast majority of RSS is -55 dBm or lower. It should be
noted that when the sinusoidal reflector was used and when
the transmitter was in the corner, the rays were scattered
more. This lead to much higher peaks in RSS across the
map. In the figure the minimum RSS for both these exper-
iments were around -65 dBm, while the minimum RSS for
the other two experiments was -75 dBm.
Figure 11(c) shows the CDF of error between our simu-
lator’s predicted map and the experimentally measured map.
It should be noted that the maximum error for the maps can
be as high as 12dBm. However, the MAE for between the
maps is normally around 4-5dBm.
We measured the correlation between the receiver’s dis-
tance from the AP and the standard deviation of RSS at that
cell. The intuition behind this measurement is to check if
the RSS might become more varying as the receiver moves
further away from the AP. We used Pearson’s correlation co-
efficient (ρ) as a representative for correlation. We took this
measurement for experiments with and without reflectors in
a variety of situations but in all cases, we found that ρ was
always between -0.1 and 0.1. Because the magnitude of the
coefficient is so small, it is reasonable to conclude that there
is very little evidence for a significant positive or negative
correlation between distance of receiver from AP and the
standard deviation of RSS at that receiver.
We also measured the correlation between RSS and band-
width. In all experiments, that we did ρ was positive , indi-
cating that an increase in RSS results in an increase in band-
width. However, the p value for all experimentswas between
0.3 and 0.4, indicating a weak correlation in all cases.
We also attempted to measure the bandwidth between the
receiver and computers in Dartmouth’s computer science build-
ing. However, there was very little correlation between RSS
and bandwidth. This is likely because the receiver had to
connect to those computers over the Internet. The band-
width of such a connection would have depended on a va-
riety of noisy factors that obscured any effects caused by the
distance between the AP and the receiver.
Environmental effects
Environments Cell dimensions
(m)
Total dimensions
(m)
1 0.9 x 0.9 6.3 x 4.5
2 3.2 x 2.0 25.6 x 15.8
3 1.4 x 0.8 25.2 x 14.4
Table 1: Environments where experiments were con-
ducted
We initially conducted several measurements in the Visual
Arts Center on Dartmouth College represented by environ-
ment 1 in Table 1. The space itself was too small to see
the large scale attenuation effects of the radio waves. Later
measurements were done in the Alumni Hall represented by
environment 2 and 3. In environment 2, we partitioned the
space into an 8x8 grid, but this ultimately proved to be too
coarse of a granularity. The variation of RSS values in a sin-
gle cell were high, which made it difficult to visualize con-
sistent path loss over the grid. In environment 3, we were
able to have a large grid size and a small cell size, which
allowed us to observe the large scale effects of wave propa-
gation across the space in detail.
We define a measure RSSdist for each cell i to indicate
the degree of variance within that particular cell, as seen in
equation 12.
RSSdist(i) = max(RSSi)−min(RSSi) (12)
Recall that the RSS value for each cell in a map is the aver-
age of all RSS readings taken at that spot over a time period.
If we take the maximum of these readings and subtract from
it the minimum of the readings we get the RSSdist(i) for
that cell. This metric tries to capture the level of variation
within each cell for the different environments.
In Figure 11(d) we graph the CDF of RSSdist for each
of the three different environments when the AP is placed
in the center without any reflectors. As can be seen, the
CDF for environment 3 rises the fastest followed by envi-
ronment 2 then environment 1. Intuitively this suggests that
environment 3, the one we used for most data measurements
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Figure 10: Comparison of reflector material and AP fre-
quency.
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Figure 11: Secondary results
produced the most stable readings. Environment 1 proba-
bly rose the slowest because it was small, and resulted in a
greater number of reflected rays to reach the receiver bins,
resulting in more varied data.
Cost effectiveness: Printing both parts of the various re-
flectors took as long as 17 hours, and used around 6in3 of
material for the model and 3in3 of material for support pur-
poses. Support material is used in areas of the model where
there is not enough material, and prevents the model from
collapsing or distorting after the printing process. The mate-
rial used by the printer was ABS-P430 thermoplastic [20].
The retail cost of 80in3 of ink was approximately $400 [1],
which means that the material used to print the reflector cost
around $45. This is significantly cheaper than directional
antennas like the Phocus Array used in [18, 13] which have
a retail value of around $9000 [21]. Less advanced direc-
tional antennas cost around $100 [15]. In terms of cost, our
reflector solution would not just be significantly cheaper for
deployment in a commercial setting, but also in a domestic
one. Users can easily use online 3D printing services to help
with manufacturing the reflector, even if they do not have
physical access to one.
7. RELATED WORK
Wireless Signal Propagation Models: There has been a
lot of work in the area of improving radio propagation mod-
els and ray tracing methods to better simulate wireless sys-
tems [3, 7, 8, 10, 14, 23, 24]. The improvements in propa-
gation models often allow specific environments to be sim-
ulated more accurately. While advances in ray tracing allow
small-scale effects to be simulated without having to signifi-
cantly increase computational costs. A recent study by Cole
models the RF propagation behavior as EM waves using the
Helmholtz equation. The Helmholtz equation is solved to
determine the wave energy at all points on a plane using a
FDTD (finite-difference time-domain) approach [5]. This is
done by inverting a large sparse matrix, which is a computa-
tionally expensive method. Although this method creates a
more nuanced signal map, ray tracing methods have histori-
cally been known to approximate signal maps quite well for
simulation purposes. WiPrint used the partition model and
assumptions about ray tracing used by the ARIADNE sys-
tem as it only required taking into account a small number
of propagation effects while remaining fairly accurate.
Directional antennas: Directional antennas typically used
as a means of confining signals. However, they are often
only used for confining high-frequency band (e.g. 60GHz)
transmissions. Although they can be produced for the low-
frequency bands used in consumerWi-Fi routers (e.g. 2.4GHz
or 5GHz), they tend to be physically bulky, and expensive to
purchase. Using a directional antenna also limits the type of
coverage that is possible, as the device only focuses RF sig-
nals in a single point direction. The geo-fencing system by
Sheth et al uses multiple APs fitted with directional antennas
to create a desired wireless coverage shape [18]. Our ap-
proach is different as we hope isolate signals using just one
AP. In their approach, the broadcast of data packets are dis-
tributed across multiple APs. As such a user can only receive
all packets if they are at the intersection of the broadcast re-
gions of the APs. The thesis notes that directional antennas
13
loses their directionality when applied to indoor settings due
to more multipath effects that are difficult to simulate.
Caustic Design: Our approach of creating a surface that
attenuates waves to form a desired pattern is similar to caus-
tic design in the field of computer graphics. Schwartzburg
et al. created a physical object that refracts light in such a
way that the transmitted rays form a desired caustic image
on a receiving screen. In a similar sense, our system creates
an object (the reflector) that attenuates radio waves to form a
“caustic pattern” (signal map). Because the refractive object
must be constructed to a high degree of precision, their sys-
tem uses an advanced 3D optimization method involving an
optimal transport map which transforms an unperturbed pat-
tern of light to fit the desired light pattern. However, WiPrint
relies on a simpler Monte Carlo model which has been used
and tested by other researchers in the field of wireless net-
working. The reason for this is that users will only enter
coarsely defined inputs indicating good or bad regions. Also
no matter how precise the reflector, the varying nature of ra-
dio waves means the desired signal map is likely to deviate
from the desired map by some amount [17].
Optimization of AP placement: The placement of APs
in an environment has been one method used by researchers
[14] as a means of maximizing the signal strength in certain
areas. The limitation of suchmethods is that in some existent
deployments it is not easy to simply change the location of
an AP. Moving the AP to improve the strength in one area
would also result in the decline of signal strength in another
area. In other words, such methods do not find a way of
creating multiple maximums. Changing the AP location also
does not allow for granular control over signal propagation,
since there are physical limitations of where the AP can be
placed. As such it is difficult for such systems to produce a
detailed signal map.
8. CONCLUSIONS AND FUTUREWORK
This thesis presents the WiPrint system to direct wireless
signals using reflectors. Our reflectors are able to create cus-
tom signal maps and show promise as a solution to impor-
tant wireless performance and security challenges. WiPrint
uses Pareto Simulated annealing as a means of optimizing
the shape of the reflector to fit a user’s desired signal map.
We evaluate different propagationmodels for RF signals and
present an implementation of a 2D ray tracer as a simple
means of simulating the attenuation behavior of Wi-Fi.
Propagating in 3D WiPrint’s propagation model currently
runs in a 2D simulator. We plan to extend the model into
3D space to more realistically model environments. We also
plan to digitize a 3D space into a form usable by the simula-
tor. In order to make our measurements more accurate we in-
tend to explore the use of Roombas with sensors to automate
measurements. We also hope to try using Drones to sample
signal measurements in an environment. This process would
allow us to test reflectors in more obstructed environments
such as offices or buildings with multiple floors.
Multiple Reflectors The WiPrint system is currently con-
strained to a single AP, single reflector setup. An extension
of our research is to create a more complex system involv-
ing multiple reflectors, where the signal would be relayed to
regions that are occuluded by thick obstacles or floors. A
multi-reflector setup would also allow for greater flexibility
in creating more complex signal maps. A deeper analysis of
a multi-AP system would be particularly applicable in com-
mercial settings or a college environment where a WLAN is
often comprised of a large number of APs and a wide range
of wireless receivers.
Fabrication process We hope to explore how the 3D print-
ing process and different types of reflective material could
be used to further control the propagation behavior of re-
flectors. The reflectors that have been fabricated allow for
rays to transmit behind it. To ensure better reflectivity, other
types of reflective material may have to be used.
Frequency Bands We predict that our reflectors will be
able to attenuate waves across the electromagnetic spectrum
just as well as RF signals. We hope to run our system on
waves in the visible light, sound and millimeter-wavelength
spectrum. Waves of a higher frequency are known to atten-
uate more easily, and are thus easier to direct. The use of
reflectors on other wave frequencies could have far-reaching
applications in industrial and scientific communities.
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