ABSTRACT Multicarrier modulation (MCM) schemes have been intensively studied and developed, because of their numerous advantages, which include high data rate and immunity to multipath fading. Among MCM schemes, filter bank multicarrier with offset quadrature amplitude modulation (FBMC-OQAM) has attracted considerable interest in recent years. However, the FBMC-OQAM system exhibits a high peak-to-average power ratio (PAPR). In this paper, we investigate the FBMC-OQAM system and present a solution for the problem of high PAPR that involves two separate components: minimizing the PAPR of each data block and optimizing each segment based on the preceding result. Unlike conventional partial transmit sequence techniques, the new method uses fewer combinations of phase factors, thereby decreasing the complexity of the algorithm while still reducing PAPR. In addition, sparse clipping signals are recovered by compressed sensing, and the bit error rates were analyzed based on sparsity level. The reductions in PAPR were also numerically evaluated using simulations. The simulation results confirm that the proposed technique effectively reduces the high peaks in the FBMC-OQAM system.
I. INTRODUCTION
Multicarrier modulation (MCM) has attracted extensive research interest because of its ability to handle frequencyselective fading channels. Currently, orthogonal frequency division multiplexing (OFDM) is the most widely used MCM scheme. However, because it uses rectangular pulse shaping on each subcarrier, OFDM suffers from high out-of-band radiation. Furthermore, the insertion of a cyclic prefix (CP) in OFDM (CP-OFDM) negatively affects the spectral efficiency. Unlike in CP-OFDM, the filter bank multicarrier with offset quadrature amplitude modulation (FBMC-OQAM) scheme does not require a CP; instead, FBMC-OQAM achieves high spectral efficiency using a prototype filter [1] , [2] . The other advantages of FBMC-OQAM include good time-frequency localization and low out-of-band radiation. In this regard, FBMC-OQAM was considered as a candidate for the fifth-generation mobile networks [3] - [5] . However, based on the decision reached by the 3 rd Generation Partnership Project [6] , FBMC is no longer under consideration as an alternative waveform for the fifth generation. This decision is reasonable when considering the compatibility of FBMC with fourth-generation systems. Nevertheless, FBMC still has potential for use in future mobile networks [7] - [9] . Because the modulation format plays an essential role in every communications system, the investigation of modulation schemes such as FBMC-OQAM is important.
In this study, we focus on the major drawback of the FBMC-OQAM system: despite its advantages, similar to other MCM systems, FBMC-OQAM has a high peak-toaverage power ratio (PAPR). When high peaks enter a nonlinear region of a high-power amplifier (HPA) without preprocessing, signal distortion occurs. Compared with the use of a linear amplifier, which increases the cost of the system, it is economically preferable to reduce the high peaks of the signals at the transmitter. Various studies have attempted to solve the problem of high PAPR in the CP-OFDM system using approaches such as clipping [10] , [11] , selective mapping [12] , [13] , partial transmit sequence (PTS) [14] , [15] , tone reservation (TR) [16] , [17] , tone injection (TI) [18] , [19] , and active constellation extension (ACE) [20] , [21] . Considering the differences between CP-OFDM and FBMC-OQAM, suitable techniques for reducing PAPR in the FBMC-OQAM have also been proposed [22] - [29] . For example, [22] and [23] proposed the alternative-signal method and segmental PTS (S-PTS). However, S-PTS divided the signals into segments not based on characteristics of overlapped signals. In [24] , the overlapping nature of the FBMC-OQAM signals was considered to improve by using the TR technique. Another TR-based technique that uses a quadratically constrained quadratic program to find the optimal solution for FBMC-OQAM was proposed in [25] . Multi-block joint optimization PTS (MBJO-PTS), which was proposed in [26] , considers the overlapping nature of FBMC-OQAM signals but the trellis diagram requires extensive work and significantly enhances the computational complexity. The extended candidate transmit sequence proposed in [27] exploits the linear combination of candidate transmit sequences. A hybrid PAPR reduction scheme that combines PTS and TR was proposed in [28] ; however, the clipping signals were not considered, and the bit error rate (BER) was increased. In [29] , a clipping-based PAPR reduction for the FBMC-OQAM system was proposed, which presented the transmitter-and receiver-oriented iterative technique.
The metric of envelope fluctuation called the cubic metric (CM) is thought to accurately address the problem of high peaks [30] . CM considers the nonlinear distortion caused by the HPA. However, in this study, it is not necessary to estimate the effect of the HPA because it is assumed to be fully known. The effect of the PAPR reduction technique is also valid from the viewpoint of CM. Thus, we use PAPR as the metric to evaluate techniques to reduce high peaks.
In the proposed technique, the options for the combinations of phase factors are limited to reduce the complexity, and the phase factors are assigned to all data blocks to minimize the PAPR subject to data blocks themselves. In the latter half of the technique, all data blocks are divided into segments, and one data block is selected to optimize each segment. Next, the clipping method is used to further reduce PAPR, and compressed sensing (CS) is used to recover the clipping signal, thereby preventing severe degradation of BER at the receiver. Although recovery processing increases the complexity at the receiver, the overall complexity of the system is still lower than in the conventional system. CS is an innovative method to reduce the number of measurements while still providing the information required to reconstruct the original signal [31] , [32] . There are three main approaches to address CS problems: the 1 -minimization algorithm, greedy algorithm, and combinatorial algorithm [33] . Greedy algorithms, which rely on the iterative approximation of signal coefficients and support (the set of indices for the nonzero elements), are easy and relatively fast to implement. Thus, the greedy algorithm CoSaMP [34] is employed in the proposed technique. The reconstructed clipping signal is then added to the clipped signal to complete demodulation.
This study provides the following two key contributions:
1) The proposed technique reduces PAPR by extracting certain sets from all possible combinations of phase factors to prevent a significant increase in computational complexity.
2) The CS method is integrated at the receiver to compensate for BER, and a proper sparsity level to clip is investigated to avoid a severe loss in BER while reducing PAPR. The remainder of this paper is organized as follows. Section II provides the transmitter structure of the FBMC-OQAM system and defines the PAPR of the signals. Section III explains the clipping and PTS techniques, and Section IV describes the proposed segment-based optimization (SBO) technique. Section V shows the simulation results, and concluding remarks are provided in Section VI. 
II. FBMC-OQAM SYSTEM MODEL

A. FBMC-OQAM SYSTEM
The transmitter of the FBMC-OQAM system with N subcarriers is shown in Fig. 1 . X m comprises the complex input symbols after QAM modulation:
, where X n m is the complex input m th symbol on the n th subcarrier and can be written as
where R {·} and I {·} are the real and imaginary parts of X n m , respectively. The real and imaginary parts of the symbols are staggered by half of the symbol period T in the time domain. After the symbols are passed through the prototype filter, the transmitted data block is obtained by adding all subcarriers. The output time-domain signal x (t) of M data blocks is eventually formed as
where ϕ m,n is a phase parameter [ϕ m,n = π 2 (m + n)]. The prototype filter is designed to significantly suppress the intersymbol interference and minimize the sidelobe using the filter bank. The ratio between the filter impulse response VOLUME 6, 2018 duration and the multicarrier symbol period T is called the overlapping factor K . Accordingly, one data block length in the FBMC-OQAM system is (K + 1/2)T .
B. PAPR
The PAPR of multicarrier signals is defined as the ratio between the maximum power and the average power of the transmitted signals during the data block period, which is identical to the symbol period in conventional CP-OFDM [35] . However, the data block length is different from T , and data blocks overlap one another in the FBMC-OQAM system, implying that PAPR cannot be determined when considering the data block length. Therefore, the output signal x (t) must be divided into intervals of M +K to calculate PAPR from every T . Accordingly, PAPR can be written as
where
and E[·]
denotes the expectation. The complementary cumulative distribution function (CCDF) is useful to observe the reduction in PAPR. CCDF is the probability of PAPR exceeding a threshold γ :
where γ = PAPR TH .
III. CONVENTIONAL PAPR REDUCTION TECHNIQUES
Several techniques are available for reducing PAPR, including clipping, coding schemes, probabilistic approaches, and discrete Fourier transform (DFT) spreading. In this section, we examine two conventional PAPR reduction techniques: clipping and PTS. Although there are other important techniques, we focus on clipping and PTS because they are closely related to our work.
A. CLIPPING
Clipping is a simple technique that clips the peak signals exceeding the threshold A. The clipped signalx is represented byx
where A = σ · E {|x(t)|} > 0, and σ is the clipping ratio. While clipping can be easily performed at the transmitter, this results in BER degradation without clipping signal recovery.
B. PTS
PTS is a probabilistic technique that mitigates peak signals by searching for the optimal reduction in PAPR when the input data blocks are scrambled with phase factors. The input frequency data block in X of N symbols is partitioned into V disjoint subblocks. X m,i , i = 1, . . . , V denotes the subblocks that are consecutively located in the m th data block: 
Subsequently, an exhaustive search is applied to determine the optimal setB m of the minimal PAPR in the time domain:
Eventually, the corresponding m th time-domain signal with the lowest PAPR is expressed as
The computational complexity of PTS is high because it uses an exhaustive search to find the optimal phase factors, and log 2 W V bits of side information must be transmitted.
·ď is the floor operator. In this study, we assume that the side information is correctly delivered to the receiver.
IV. PROPOSED TECHNIQUE A. PAPR REDUCTION
This section describes the proposed SBO technique. The SBO technique buffers the data blocks and independently reduces the high peaks in each signal. Next, it optimizes each segment in consideration of the overlapping nature of the signals. The steps involved in SBO are described in more detail as follows.
Step 1): Divide M data blocks into M /K segments, each with K intervals (Fig. 3) . Step 2): Each input frequency-domain signal X is partitioned into V subblocks, and each subblock is multiplied by a corresponding phase factor b v . The time-domain signal after the combination is shown in (10) , and the process is depicted in the block diagram in Fig. 4 (10)
Step 3): After independently minimizing the high peaks of each signal, the PAPR values (i.e., S 1 1 , S 2 1 , S 3 1 , S 4 1 ) at the intervals are calculated, and the maximum S 1 from the first segment is obtained as
Step 4): In each segment, one data block with length identical to the segment length is selected. Because the period of the selected data block and the length of each segment are identical, the segment can be optimized by considering overlapping signals by determining theB 1 of the selected data block:
In addition, the maximumS 1 = max
of the segment is smaller than S 1 (i.e.,S 1 < S 1 ). Thus, the maximum PAPR of the segment is reduced in this step. The selected data block with the optimized phase factors is shown in (14) .ẋ
Step 5): The first segment is clipped to threshold A:
To ensure that the sparsity level of the segment is even, we define A = α · max {|ẋ(t)|}, where α is set to adjust the sparsity of the clipping signal. The expected clipping signal can then be written as
Step 6): Steps 4 and 5 are repeated until the last segment is optimized.
The six steps described above are shown in Algorithm 1.
B. SIGNAL RECOVERY VIA CS
On the receiving end, observation ofx is represented as ux:
VOLUME 6, 2018 whereH is a matrix that performs convolution with discrete time baseband channel impulse response. Applying Fourier transform gives
where F denotes a normalized DFT matrix that represents the FFT procedure. Because F is unitary, it does not change the distribution of n. Rearranging (18) with respect to channel matrix H = FHF H andẋ = F} H X , 
Algorithm 1 PAPR Reduction at the Transmitter
Assuming that H is fully known, multiplying by the inverse matrix of H and moving X to the left-hand side of the equation gives
Assuming that H is provided to the receiver, and the channel is an additive white Gaussian noise (AWGN), H simplifies to the identity matrix I. Therefore, (20) reduces to
Meanwhile, the clipping signal is received as 
where satisfies the restricted isometry property (RIP). In other words, there exists δ (0 ≤ δ 1) such that
For all h = f 1 − f 2 , where
· 0 denotes the number of nonzero elements, and
preserves the geometry of sparse signals by retaining the 2 distance between each pair of s-sparse signals. This is essential to stably invert the sampling process. While no deterministic sampling matrix can guarantee a solid bound, many types of random matrices have good restricted isometry behavior. In particular, the Gaussian matrix shows the optimal restricted isometry behavior. In general, R ≈ 4s results in a sufficiently small δ. Thus, is generated as an R × D random Gaussian matrix, and the dimension of the measurement vector is fixed to R = D/2.
Because is generated, we can now discuss how f is estimated from y. Let N s denote a function that holds the largest s of its argument and sets the remainder to zero, and let support set L be the index set of nonzero entries of the signal recovered from y. The subscript s is used as a simplified representation of N s , unless L is provided. The estimated signal of f is iteratively obtained asf i . In each iteration, a proxy of the residual signal (g) is first formed by multiplying the residual signal by T . The difference between two s-sparse signals is 2s-sparse signal. In other words, the residual signal contains at most 2s nonzero elements. Therefore, the indices of the largest 2s elements in g are then merged with L:
In (25), supp(·) is used to form an index set of nonzero elements of the assigned signal. The new estimated signal ξ is obtained by least squares subject toL by solving arg miñ
Next process is to take only the largest s entries of the adjusted estimation, which is known as pruning, andf is updated accordingly. This process is repeated until the residual error is below the tolerance level or until the error begins to increase. After a maximum of O(log f 2 /η) iterations, we know that
where η is the precision parameter. Because f is known to be s-sparse, the approximation error is controlled by the noise level. The recovery process is shown in Algorithm 2.
Algorithm 2 Residual Signal Recovery at the Receiver
end Output: recovered transmitted signal x
V. PERFORMANCE EVALUATION
In this section, the proposed technique is evaluated using simulations. For the transmission of clipping signals, we use 10,000 symbols with 64 subcarriers and reserved carriers. The symbols are then passed through the PHYDYAS prototype filter with an overlapping factor K = 4. There are 4 and 8 subblocks, and the phase factors are 1 and −1. The sparsity levels are set to 15, 30, and 90 to observe differences in the effectiveness of PAPR reduction; these sparsity levels mean that, on an average, nonzero elements account for 6%, 12%, and 35% of each data set, respectively. Fig. 6 shows the PAPR reduction performance achieved by clipping at different sparsity levels. Here, we compare γ for a fixed probability of 10 −3 . The CCDF at 10 −3 indicates that PAPR exceeds γ in 1/1000 of samples. When s = 15, γ is slightly above 8 dB, which is 3 dB smaller than that of the original signal. An additional improvement of 1 dB is achieved when s = 30. A larger reduction can be achieved with s = 90, which results in 6 dB improvement compared with the original value. Fig. 7 shows the BER values of clipped signals over AWGN for different sparsity levels. The BER performance clearly becomes worse with increasing sparsity level. Considering the tradeoff between PAPR reduction and BER performance (Figs. 6 and 7 ), we chose s = 15 for the clipping signal in the proposed technique.
Because the signals are optimized independently in consideration of the overlapping signals, the complexity of the algorithm can be reduced using fewer combinations of phase factors. Herein, we explore the effects of different combinations of phase factors on the performance of the proposed technique. Fig. 8 shows the CCDF curves for the proposed technique without clipping and with four subblocks. The conventional PTS is considered with the full combination of phase factors (2 4 ). SBO-i indicates SBO with SBO-1 is used when V = 4 to reduce the computational complexity while maintaining the good PAPR reduction performance. Fig. 9 shows the CCDF curves for the proposed method with eight subblocks (V = 8); here, SBO-j refers to SBO with The PAPR reduction performances of SBO-2 and -6 are not greatly different than that of PTS. SBO-1 and -7 do not reduce PAPR as much as PTS. The CCDF curve of SBO-8 is similar to that of the original FBMC signal for the same reason cited in the case of SBO-i, (i = 4). Fig. 9 indicates that SBO-3 is a reasonable choice in terms of complexity and PAPR reduction performance. Thus, original FBMC-OQAM signals, whereas PTS results in a reduction of 2 dB. When V = 8, the proposed technique reduces PAPR by approximately 5 dB. Thus, the reduction in PAPR depends on the number of subblocks. When V = 4, the number of phase-factor computations in the SBO is 4 1 = 4, whereas PTS requires 2 4 = 16. For V = 8, SBO requires 8 3 = 56 computations, whereas PTS requires 2 8 = 256. Overall, the proposed SBO reduces the computational complexity by 50% and 56% for V = 4 and 8, respectively. 
VI. CONCLUSIONS
This study developed a technique to reduce the high peaks in transmitted signals in consideration of the characteristics of FBMC-OQAM signals. The proposed technique optimizes the data blocks and subsequently uses certain data blocks with lengths identical to the given segment length to optimize other data blocks. Next, a limited set of phase factors is extracted from all possible combinations to reducethe computational complexity of the technique. To obtain both good BER performance and significant PAPR reduction, the clipping residual signals are recovered using the CS method. Consequently, the SBO improves the original FBMC-OQAM signals by approximately 4 dB with negligible increase in BER.
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