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Resumo
Neste trabalho sa˜o estudados treˆs tipos de auto´matos celulares: os Auto´matos Celulares
Elementares, ou seja, os auto´matos mais simples na linha, e dois tipos de auto´matos no
plano, os Auto´matos Celulares Perife´ricos e uma fam´ılia de Auto´matos Celulares com Limiar,
com uma estrutura de vizinhanc¸as mais complicada do que a habitual. A partir de uma
medida de complexidade utilizada por J. Sales, M. Martins e D. Stariolo(1) para estudar
modelos de regulac¸a˜o gene´tica, propomos uma medida de complexidade para os auto´matos.
Inicialmente, mostramos que esta medida, aplicada aos Auto´matos Celulares Elementares,
consegue distinguir as diferentes classes de Wolfram. Por fim, usamos esta medida de
complexidade para estudar os Auto´matos Celulares Perife´ricos no plano cujas dinaˆmicas mais
significativas teˆm como estado assinto´tico uma configurac¸a˜o homoge´nea ou o ciclo composto
por ambas as configurac¸o˜es homoge´neas. Os resultados obtidos permitem confirmar, desta
vez a partir dos valores de uma medida, aquilo que tinha sido anteriormente observado por
J.A. Freitas(2): que estes auto´matos teˆm, de facto, bacias de atrac¸a˜o homoge´neas com
diferentes n´ıveis de complexidade.
(1) J.A. de Sales, M.L. Martins e D.A. Stariolo, “Cellular Automata Model for Gene
Networks”, Physical Review E, 55 (1997) 3262-3270.
(2) J.A. Freitas, “Modelos de Evoluc¸a˜o Temporal”, Tese de Mestrado, Universidade do
Minho, 2012.
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Name of the student: Rita Henriques Flores
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Abstract
In this dissertation we study three types of cellular automata: the 1-dimensional Elemen-
tary Cellular Automata and two 2-dimensional automata, the Peripheral Cellular Automata,
and a family of Threshold Cellular Automata with a more complicated neighborhood struc-
ture. Building on a complexity parameter used by J. Sales, M. Martins e D. Stariolo(1) for
the study of genetic regulatory models, we introduce a complexity parameter for automata.
First, we show that, in the case of Elementary Cellular Automata, this parameter is able to
distinguish the four classes proposed by Wolfram. Then, we use this complexity parameter
to study the Peripheral Cellular Automata on the plane for which the final state is either a
fixed point homogeneous configuration or a 2-cycle of the two homogeneous configurations.
Our results allow us to conclude that, as noted earlier by J.A. Freitas(2), these automata
have homogeneous basins of attraction with different levels of complexity.
(1) J.A. de Sales, M.L. Martins e D.A. Stariolo, “Cellular Automata Model for Gene
Networks”, Physical Review E, 55 (1997) 3262-3270.
(2) J.A. Freitas, “Modelos de Evoluc¸a˜o Temporal”, Tese de Mestrado, Universidade do
Minho, 2012.
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Cap´ıtulo 1
Introduc¸a˜o aos Auto´matos Celulares
Os Auto´matos Celulares sa˜o modelos matema´ticos discretos no tempo e no espac¸o, cuja
evoluc¸a˜o e´ regida por regras simples. Estes sa˜o utilizados para a determinac¸a˜o e/ou formac¸a˜o
de padro˜es que tentam explicar feno´menos da natureza.
Os Auto´matos Celulares sa˜o formados por unidades simples que interagem entre si,
influenciando-se mutuamente. A` medida que o sistema evolui no tempo, surgem estados
complexos decorrentes dessas influeˆncias mu´tuas, sendo esta uma caracter´ıstica importante
dos sistemas complexos.
Esta capacidade de gerar uma grande diversidade de padro˜es comportamentais comple-
xos a partir de conjuntos de regras relativamente simples gerou um grande interesse por esta
a´rea da matema´tica nos u´ltimos anos. Ale´m disso, os Auto´matos Celulares parecem ser mo-
delos que conseguem descrever va´rios comportamentos complexos observados em sistemas
naturais.
A simplicidade e a facilidade de implementac¸a˜o deste recurso matema´tico-computacional
teˆm influenciado va´rias a´reas do conhecimento como a F´ısica, a Qu´ımica, as Cieˆncias Huma-
nas e principalmente a Matema´tica e a Biologia, visto que essas foram as a´reas motivadoras
e impulsionadoras dos Auto´matos Celulares.
1.1 Breve resenha histo´rica
Os Auto´matos Celulares teˆm a sua origem nos trabalhos de John von Neumann (1903-1957),
grande matema´tico americano de origem hu´ngara, que iniciou o estudo desta importante
ferramenta computacional ainda na de´cada de 40. Nessa e´poca, o matema´tico Stanislow
Ulam (1909-1984) fez uma sugesta˜o a von Neumann que consistia na utilizac¸a˜o de um mo-
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delo muito simples para a modelac¸a˜o de sistemas biolo´gicos autorreprodutivos, designando
esses sistemas de espac¸os celulares. A partir da´ı, o objetivo de von Neumann passou a
ser a procura de regras matema´ticas que, no contexto dos espac¸os celulares, simulassem os
princ´ıpios evolutivos da natureza. Essas regras, que seriam as mesmas para todos os compo-
nentes do sistema, deveriam partir de uma configurac¸a˜o inicial aleato´ria. Cada componente
do sistema passaria por uma evoluc¸a˜o que sofreria influeˆncia direta dos seus vizinhos e desse
conjunto de regras. Embora essas regras sejam as mesmas para todos os componentes do
sistema, a situac¸a˜o dos componentes pode variar de forma indefinida e complexa com o
tempo, podendo originar novos sistemas e chegando ate´ a` sua autorreproduc¸a˜o.
Em 1970, o matema´tico John Holton Conway criou o ”Jogo da Vida”, um auto´mato
celular que simulava alterac¸o˜es em populac¸o˜es de seres vivos baseados em regras locais
simples. O ”Jogo da Vida” era capaz de gerar padro˜es complexos, mostrando como um
conjunto de regras ba´sicas pode influenciar um sistema complexo. Neste Auto´mato Celular,
cada ce´lula nasce ou morre de acordo com as ce´lulas vizinhas e o jogo tende a` morte de
todas as ce´lulas ou a gerac¸o˜es de padro˜es esta´veis.
Na de´cada de 80, Stephen Wolfram estudou a Mecaˆnica Estat´ıstica do funcionamento
dos Auto´matos Celulares e a formac¸a˜o de determinados padro˜es. Este matema´tico deu
os primeiros passos na investigac¸a˜o de Auto´matos Celulares como modelos matema´ticos
para sistemas estat´ısticos auto-organizados, tendo analisado Auto´matos Celulares simples
envolvendo sequeˆncias de ce´lulas numa linha com valores bina´rios. Ao longo do tempo
(discreto) uma nova linha era criada e cada ce´lula tinha o seu valor baseado nos valores
das ce´lulas vizinhas da linha anterior. Wolfram apresentou va´rios outros artigos estudando
as propriedades alge´bricas dos Auto´matos Celulares. Em 2002, publicou um trabalho u´nico,
lo´gico e conciso dos seus vinte anos de pesquisa, para comprovar toda a sua conjetura inicial:
”The New Kind of Science”.
Os Auto´matos Celulares estudados por Wolfram sa˜o modelos matema´ticos simples de
sistemas naturais, constitu´ıdos por uma malha, ou rede, de ce´lulas ideˆnticas e discretas,
onde cada ce´lula pode assumir um estado que vai ser descrito por um valor escolhido num
conjunto finito. Estes valores, isto e´, o estado de cada ce´lula, evoluem, em passos de
tempo discretos, de acordo com regras determin´ısticas que especificam os valores de cada
ce´lula num determinado instante em termos dos valores das ce´lulas vizinhas no instante
anterior. Vejamos enta˜o, com mais algum pormenor, quais as caracter´ısticas principais
destes sistemas.
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1.2 Caracter´ısticas fundamentais dos auto´matos celulares
Os Auto´matos Celulares distinguem-se segundo determinadas caracter´ısticas, tais como, a
sua dimensa˜o, geometria, vizinhanc¸a, estados poss´ıveis e regras de transic¸a˜o. De seguida,
vamos analisar cada uma destas caracter´ısticas, destacando aquelas que sa˜o mais comuns
nos estudos atuais.
1.2.1 A forma de um auto´mato celular
Os Auto´matos Celulares mais simples que podemos conceber sa˜o dados por uma sequeˆncia,
finita ou infinita, de ce´lulas colocadas ao longo de uma linha: sa˜o por isso chamados
Auto´matos Celulares unidimensionais (1D). Na figura seguinte ilustramos esta ideia mos-
trando uma sequeˆncia de 18 ce´lulas, aqui representadas por quadrados, justapostas ao longo
de uma linha.
Figura 1.1: Sistema formado por uma sequeˆncia de 18 ce´lulas.
Contudo, esta na˜o e´ a u´nica forma de construir um sistema celular: vamos dizer que um
Auto´mato Celular e´ bidimensional (2D) quando o sistema e´ formado por uma distribuic¸a˜o
regular de ce´lulas, em nu´mero finito ou infinito, ao longo de um plano. A figura seguinte
mostra um exemplo de uma dessas distribuic¸o˜es regulares num plano, neste caso, 160 ce´lulas
dispostas numa rede quadrada ao longo de um rectaˆngulo composto por 8 linhas e 20
colunas.
Figura 1.2: Sistema formado por 160 ce´lulas dispostas numa rede quadrada ao longo de um
rectaˆngulo composto por 8 linhas e 20 colunas.
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Contrariamente aos sistemas onde as ce´lulas se dispo˜em numa linha, podemos escolher
diferentes geometrias para as ce´lulas dos Auto´matos Celulares bidimensionais. De facto,
a condic¸a˜o fundamental de termos uma distribuic¸a˜o regular de ce´lulas deixa, neste caso,
alguma liberdade para a escolha da forma das ce´lulas: assim, podemos ter uma distribuic¸a˜o
de ce´lulas ao longo de uma rede triangular, quadrada, ou mesmo hexagonal. No fundo,
estamos perante um problema de conseguir uma pavimentac¸a˜o do plano por pol´ıgonos
regulares. Na figura seguinte esta´ representado um Auto´mato Celular bidimensional onde
cada uma das suas 242 ce´lulas, dispostas numa rede regular, tem uma forma triangular.
Figura 1.3: Sistema formado por 242 ce´lulas dispostas numa rede triangular ao longo de
uma malha composta por 6 linhas e 40 colunas.
A escolha da forma das ce´lulas de um Auto´mato Celular bidimensional e´ determinada por
uma outra importante caracter´ıstica destes sistemas: o nu´mero de ce´lulas que assumimos
influenciar o estado de cada ce´lula1. Se voltarmos a`s duas figuras anteriores, facilmente
se percebe que, no primeiro caso, e´ natural assumir que cada ce´lula veja as quatro ce´lulas
que teˆm uma aresta comum com ela2, sendo esse nu´mero apenas igual a treˆs, no segundo.
Contudo estes nu´meros podem ser alterados, bastando para tal tomar como ce´lulas vizinhas
as ce´lulas que teˆm ve´rtices em comum com a mesma.
Na figura seguinte mostramos as vizinhanc¸as de uma ce´lula quando consideramos apenas
as ce´lulas que esta˜o em contacto direto com ela atrave´s de uma aresta, a` esquerda, e quando
consideramos, para ale´m dessas, aquelas em que o contacto e´ realizado atrave´s dos ve´rtices.
Dependendo se inclu´ımos a pro´pria ce´lula, vemos que no primeiro caso a ce´lula e´ influenciada
por quatro ou cinco ce´lulas, enquanto no segundo esse nu´mero e´ ja´ igual a oito ou nove.
1O conjunto das ce´lulas que determinam o estado de uma ce´lula no instante seguinte e´ habitualmente
denominado de seus vizinhos; neste contexto a pro´pria ce´lula pode pertencer ao conjunto dos seus vizinhos.
2Foi esse o conjunto de ce´lulas que von Neumann utilizou quando pretendeu construir uma ma´quina
autorreprodutora, sendo por isso agora designada por ”vizinhanc¸a de von Neumann”.
4
Figura 1.4: A vizinhanc¸a de von Neumann, formada por quatro ou cinco ce´lulas, e de Moore,
formada por oito ou nove ce´lulas.
Como facilmente se constata, e´ natural assumir que um sistema cujas ce´lulas tenham uma
geometria hexagonal cada uma delas esta´ em contacto direto, isto e´, atrave´s das arestas
dos pol´ıgonos, com as seis outras ce´lulas que a envolvem. Resumindo, existem treˆs tipos de
pavimentac¸o˜es regulares, triangular, quadrada e hexagonal, que vamos fazer corresponder
a sistemas com vizinhanc¸as compostas por um determinado nu´mero de ce´lulas. Caso a
situac¸a˜o a ser modelada exija um nu´mero superior de ce´lulas a determinar o estado de cada
ce´lula, podemos sempre considerar as ce´lulas que, na˜o estando em contacto direto com ela,
esta˜o ainda a uma distaˆncia razoa´vel para que seja plaus´ıvel a interacc¸a˜o entre elas.
A colocac¸a˜o de ce´lulas numa linha ou num plano na˜o esgota todas as possibilidades,
pelo que existem ainda Auto´matos Celulares de dimenso˜es superiores a 2. Apesar das
dificuldades do estudo de um auto´mato tridimensional, sobretudo pela perda da capacidade
para representar graficamente os diferentes estados do sistema, existem feno´menos que
exigem um tipo de modelo com essas caracter´ısticas. Contudo, este trabalho vai cingir-se
ao estudo de auto´matos de dimenso˜es um e dois.
1.2.2 Estados poss´ıveis de uma ce´lula
Na construc¸a˜o de um Auto´mato Celular podemos definir que cada uma das suas ce´lulas
pode assumir va´rios estados diferentes, sempre em nu´mero finito. No primeiro auto´mato
celular implementado, John von Neumann teve necessidade de estipular que cada ce´lula
podia assumir 29 estados distintos, nu´mero gigantesco se pensarmos que, hoje em dia, os
Auto´matos Celulares mais comuns admitem apenas dois estados diferentes para cada uma
das suas ce´lulas.
Para os Auto´matos Celulares em que temos apenas dois estados poss´ıveis, estes sa˜o
habitualmente descritos de diferentes maneiras: ora dizendo que a ce´lula esta´ ”viva”, ou
5
”morta”; ou atrave´s dos s´ımbolos 1 ou 0; ou, graficamente, representando as ce´lulas pintadas
de duas cores diferentes, muitas vezes de preto e branco. Na figura seguinte voltamos a
representar o Auto´mato Celular unidimensional representado na Figura 1.1, so´ que agora
ficando expl´ıcito em que estado se encontra cada uma das suas ce´lulas.
Figura 1.5: Sistema composto por uma sequeˆncia de 18 ce´lulas, onde o estado de cada uma
delas, 0 ou 1, esta´ representado por uma cor diferente.
Procedendo de forma ana´loga para o Auto´mato Celular bidimensional mostrado na Figura
1.2, na figura seguinte esta´ representado esse mesmo sistema, so´ que agora mostrando
exatamente qual o estado de cada uma das suas ce´lulas.
Figura 1.6: Sistema composto por uma rede quadrada de 8× 20 ce´lulas, onde o estado de
cada uma delas, 0 ou 1, esta´ representado por uma cor diferente.
1.2.3 Regras de transic¸a˜o local
Um Auto´mato Celular pretende ser um modelo de evoluc¸a˜o temporal, pelo que falta acres-
centar um dos ingredientes mais importantes: a forma como se determina o estado de cada
uma das suas ce´lulas num qualquer instante, isto e´, a regra de transic¸a˜o local do sistema.
A primeira condic¸a˜o que vamos adotar diz-nos que o estado de uma ce´lula num instante T
deve depender apenas dos estados de ce´lulas do sistema no instante imediatamente anterior
a esse. A segunda condic¸a˜o impo˜e que todas as ce´lulas do sistema partilhem a mesma
regra de transic¸a˜o. Resumindo, podemos dizer que a evoluc¸a˜o temporal de um Auto´mato
Celular e´ obtida por uma (u´nica) regra determinista que especifica o estado de cada ce´lula
dependendo dos estados das ce´lulas vizinhas. Se denotarmos por d o nu´mero de estados
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admiss´ıveis para cada ce´lula de um Auto´mato Celular e por K o nu´mero de ce´lulas que
influenciam a evoluc¸a˜o temporal de cada ce´lula do sistema, podemos afirmar que existem
dK configurac¸o˜es distintas para a vizinhanc¸a de uma ce´lula. Deste modo, especificar a
regra de transic¸a˜o local de um Auto´mato Celular implica ter uma resposta para cada uma
das dK configurac¸o˜es poss´ıveis, pelo que, fixados d e K, o nu´mero de Auto´matos Celulares
distintos e´ igual ao nu´mero de regras de transic¸a˜o local diferentes, isto e´, d(d
K). Um exemplo
basta para perceber como este nu´mero e´ muit´ıssimo grande mesmo para escolhas simples:
sistemas bidimensionais, onde as ce´lulas podem apenas assumir dois estados e considerando
vizinhanc¸as de Moore de nove ce´lulas, tem um nu´mero de escolhas poss´ıveis igual a 2512,
ou seja, um nu´mero superior a 10154.
A terceira e u´ltima condic¸a˜o que se exige habitualmente para a evoluc¸a˜o temporal dos
Auto´matos Celulares determina que a aplicac¸a˜o da regra de evoluc¸a˜o temporal seja efetuada
em instantes discretos, por passos no tempo T = 0, 1, 2, 3, . . . , e de forma s´ıncrona para
todas as ce´lulas, isto e´, todas as ce´lulas devem atualizar o seu estado simultaneamente.
Como e´ usual nos modelos de evoluc¸a˜o temporal, o estado do Auto´mato Celular no tempo
T = 0 e´ referido como a configurac¸a˜o inicial do sistema. Dependendo do tipo de estudo
que se pretende efetuar, esta configurac¸a˜o inicial e´ escolhida a partir de uma com determi-
nadas caracter´ısticas (a aleatoriedade e´ uma dessas caracter´ısticas, mas podemos escolher
configurac¸o˜es iniciais com uma u´nica ce´lula num estado diferente das restantes).
De seguida, iremos apresentar com mais pormenor os Auto´matos Celulares Elementares,
isto e´, os sistemas mais simples que ainda apresentam uma evoluc¸a˜o temporal interessante.
1.3 Auto´matos celulares elementares
Sem querer retirar valor aos contributos de von Neumann e Conway, pensamos que foi a
partir dos trabalhos de Wolfram, sobretudo aqueles realizados ainda na de´cada de 1980, que
este tipo de modelo de evoluc¸a˜o temporal adquiriu o estatuto que hoje tem na compreensa˜o
dos sistemas complexos. De facto, podemos dizer que foram as pesquisas iniciais de Wolfram
que revelaram como um sistema determinista extremamente simples podia apresentar um
comportamento extraordinariamente complicado: os Auto´matos Celulares mais simples que
sa˜o capazes de exibir uma dinaˆmica complicada foram, a partir de enta˜o, designados por
Auto´matos Celulares Elementares.
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Definic¸a˜o 1.1. Os Auto´matos Celulares unidimensionais, com as suas ce´lulas a assumirem
um de dois valores, a partir dos estados de uma vizinhanc¸a de apenas treˆs vizinhos, a ce´lula
que se encontra a` sua esquerda, a pro´pria ce´lula e a ce´lula que se encontra a` sua direita,
sa˜o chamados elementares.
De seguida vamos estudar com algum pormenor a dinaˆmica destes auto´matos celulares mais
simples.
1.3.1 Regras de transic¸a˜o local e global
Consideremos um Auto´mato Celular Elementar e denotemos por ci(T ) o estado da sua ce´lula
i num momento T . Assim, podemos escrever que o estado duma ce´lula num instante T + 1
e´ obtido a partir dos estados das ce´lulas suas vizinhas no instante anterior como
ci(T + 1) = φ
(
ci−1(T ), ci(T ), ci+1(T )
)
, (1.1)
com φ uma qualquer func¸a˜o booleana de treˆs varia´veis. Vejamos um exemplo.
Consideremos a seguinte func¸a˜o de transic¸a˜o local:
ci(T + 1) = ci−1(T ) + ci(T ) + ci+1(T ) mod 2. (1.2)
Como podemos ver, a func¸a˜o booleana e´, neste caso, a soma mo´dulo 2 dos estados das
treˆs ce´lulas da vizinhanc¸a. Como e´ habitual, podemos visualizar numa tabela os diferentes
valores desta func¸a˜o booleana que traduz a regra de transic¸a˜o local do auto´mato:
ci−1(T ) ci(T ) ci+1(T ) ci(T + 1)
1 1 1 1
1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1
0 0 0 0
Tabela 1.1: Descric¸a˜o da func¸a˜o booleana dada pela soma, mo´dulo 2, dos estados das treˆs
ce´lulas pertencentes a` vizinhanc¸a.
Identificada a dinaˆmica de cada uma das ce´lulas do sistema, e uma vez que essa atualizac¸a˜o
vai ser feita simultaneamente para todas as ce´lulas, podemos formalizar a dinaˆmica do
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auto´mato em termos globais do seguinte modo: denotemos por C(T ) ∈ {0, 1}N , com N
igual a um qualquer nu´mero natural ou igual a Z, a configurac¸a˜o do sistema num instante T ,
isto e´,
(
C(T )
)
i
= ci(T ), com i = 1, . . . , N ou i ∈ Z. Enta˜o, vamos dizer que a configurac¸a˜o
do sistema no instante T + 1 e´ obtida da configurac¸a˜o no instante anterior a partir de uma
regra de transic¸a˜o global Φ,
C(T + 1) = Φ
(
C(T )
)
, (1.3)
onde Φ e´ determinada componente-a-componente pela regra de transic¸a˜o local φ,
(
C(T + 1)
)
i
=
(
Φ
(
C(T )
))
i
= φ
(
ci−1(T ), ci(T ), ci+1(T )
)
. (1.4)
Dependendo do contexto, vamos falar de um Auto´mato Celular indicando a regra de transic¸a˜o
local φ ou a regra de transic¸a˜o global Φ que lhe esta´ associada. De seguida vamos resolver
o problema das vizinhanc¸as das ce´lulas que ocupam os extremos do sistema, quando este e´
finito.
1.3.2 As vizinhanc¸as para sistemas finitos
Como vimos anteriormente, num Auto´mato Celular considera-se que cada ce´lula do sistema
evolui em func¸a˜o do estado de um determinado conjunto de ce´lulas, a sua vizinhanc¸a. No
caso dos Auto´matos Celulares Elementares temos que as ce´lulas que pertencem a` vizinhanc¸a
de uma ce´lula sa˜o aquelas que lhe sa˜o adjacentes. Ora, quando estamos a considerar
sistemas com um nu´mero finito de elementos, na evoluc¸a˜o do auto´mato ocorre uma situac¸a˜o
chamada efeito borda, devido a` inexisteˆncia de vizinhos esquerdo e direito, respetivamente,
das ce´lulas que se encontram na fronteira. Este problema pode ser contornado, havendo
treˆs possibilidades de o resolver:
• Periodicidade, isto e´, considerando a estrutura do Auto´mato Celular como sendo uma
estrutura perio´dica. Para tanto e´ necessa´rio impor a condic¸a˜o de que a u´ltima ce´lula
do sistema e´ vizinha da primeira e que a primeira ce´lula e´ vizinha da u´ltima. Sendo
assim, teremos que a u´ltima ce´lula sera´ ligada a` primeira.
Figura 1.7: Sistema composto por uma sequeˆncia de 18 ce´lulas, onde esta˜o representadas
igualmente as duas ce´lulas correspondentes a condic¸o˜es de fronteira perio´dicas.
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• Reflexa˜o, por duplicac¸a˜o das ce´lulas dos extremos do Auto´mato Celular, cada uma
tomando por vizinha uma co´pia de si pro´pria.
Figura 1.8: Sistema composto por uma sequeˆncia de 18 ce´lulas, onde esta˜o representadas
igualmente as duas ce´lulas correspondentes a condic¸o˜es de fronteira por reflexa˜o.
• Valor fixo, isto e´, considerando-se que existem ce´lulas ”invis´ıveis”nos extremos do
Auto´mato Celular com um estado pre´-definido, com um valor 0 ou um valor 1.
Figura 1.9: Sistema composto por uma sequeˆncia de 18 ce´lulas, onde esta˜o representadas
igualmente as duas ce´lulas correspondentes a condic¸o˜es de fronteira fixadas a priori, neste
caso ce´lulas com o estado um.
A escolha do tipo de condic¸o˜es de fronteira e´ muitas vezes determinada pelo feno´meno que o
auto´mato pretende modelar. Neste trabalho vamos considerar apenas Auto´matos Celulares
Elementares finitos com condic¸o˜es de fronteira perio´dicas.
Resolvido o problema das vizinhanc¸as das ce´lulas que ocupam os extremos de um sistema
finito, podemos comec¸ar a simular um auto´mato celular e a ter um primeiro contacto com
as diferentes dinaˆmicas que este tipo de sistema admite.
1.3.3 Representac¸a˜o de Wolfram das regras de transic¸a˜o local
A partir do que atra´s ficou dito, podemos facilmente concluir que, para os Auto´matos
Celulares Elementares, existem 23 = 8 configurac¸o˜es diferentes para a vizinhanc¸a de uma
qualquer ce´lula. Na figura seguinte apresentamos essas oito configurac¸o˜es poss´ıveis para a
vizinhanc¸a de uma ce´lula:
Figura 1.10: As oito configurac¸o˜es poss´ıveis para a vizinhanc¸a de uma ce´lula.
Sendo assim, especificar uma regra de evoluc¸a˜o temporal para o sistema significa dar uma
resposta para cada uma das 8 situac¸o˜es distintas, pelo que podemos imediatamente afirmar
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que existem 28 = 256 diferentes regras de transic¸a˜o. Na figura seguinte vamos mostrar um
exemplo de uma dessas regras: para cada ce´lula, neste caso a ce´lula central, e´ representado o
estado de cada uma das ce´lulas da sua vizinhanc¸a no instante T ; e, logo abaixo, encontra-se
uma figura representando a atualizac¸a˜o do estado dessa mesma ce´lula no instante T + 1.
Figura 1.11: Regra de transic¸a˜o, onde se explicita o estado determinado por cada uma das
oito configurac¸o˜es poss´ıveis para a vizinhanc¸a.
Comparando esta regra de transic¸a˜o local com aquela que foi descrita anteriormente, quer
atrave´s de uma expressa˜o matema´tica, em (1.2), quer atrave´s de uma tabela, na Tabela
1.1, facilmente se conclui que estamos perante diferentes representac¸o˜es da mesma func¸a˜o
booleana.
Na figura seguinte sa˜o apresentadas as configurac¸o˜es de um Auto´mato Celular Elementar
constitu´ıdo por 30 ce´lulas nos instantes T = 1 e T = 2, a partir de uma configurac¸a˜o
inicial aleatoriamente escolhida, com condic¸o˜es de fronteira perio´dicas e sujeito a` regra
de transic¸a˜o descrita acima, na Figura 1.11. Como facilmente se reconhece, a ana´lise da
evoluc¸a˜o temporal do sistema fica mais simples se empilharmos as diferentes configurac¸o˜es,
a partir da configurac¸a˜o inicial, com o tempo a crescer de cima para baixo, isto e´, quando
numa linha colocamos uma configurac¸a˜o e logo na linha inferior colocamos o resultado que
se obte´m na gerac¸a˜o seguinte.
Figura 1.12: Diagrama espac¸o-tempo da evoluc¸a˜o de um auto´mato celular composto por
30 ce´lulas, ao longo de treˆs instantes de tempo.
Como todas as oito vizinhanc¸as distintas surgem neste exemplo, e´ muito fa´cil confirmar que
a evoluc¸a˜o temporal deste sistema e´ realmente determinada pela regra descrita graficamente
na Figura 1.11.
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Em [Wolfram, 1984a], Wolfram introduziu uma forma de representar um qualquer Auto´mato
Celular Elementar por um nu´mero inteiro entre 0 e 255. Vejamos como e´ poss´ıvel construir
essa correspondeˆncia.
Consideremos o conjunto das oito vizinhanc¸as diferentes que uma ce´lula de um Auto´mato
Celular Elementar pode ter. Se fixarmos uma determinada ordem para essas vizinhanc¸as,
exatamente a ordem com que estas foram apresentadas acima, enta˜o podemos caracterizar
um auto´mato apenas pelas respostas que ele determina para cada uma dessas situac¸o˜es. Por
outras palavras, nessas condic¸o˜es, uma regra de transic¸a˜o local fica totalmente explicitada
pelos oito d´ıgitos d7, d6, d5, d4, d3, d2, d1, d0 dados por
d7 = φ(1, 1, 1) d6 = φ(1, 1, 0) d5 = φ(1, 0, 1) d4 = φ(1, 0, 0)
d3 = φ(0, 1, 1) d2 = φ(0, 1, 0) d1 = φ(0, 0, 1) d0 = φ(0, 0, 0)
(1.5)
Deste modo, fica estabelecida uma correspondeˆncia biun´ıvoca entre regras de transic¸a˜o local
e nu´meros inteiros.
Definic¸a˜o 1.2. Dado um Auto´mato Celular Elementar Φ, chama-se representac¸a˜o de Wol-
fram de Φ ao nu´mero inteiro N(Φ) obtido como
N(Φ) = (d7d6d5d4d3d2d2d1d0)2,
com os d´ıgitos dk, com k = 0, . . . , 7, dados pelas igualdades (1.5).
Voltando ao exemplo anterior, ver Figura 1.11, vamos comec¸ar por registar os diferentes
d´ıgitos correspondentes a`s respostas da regra de transic¸a˜o local, 01011010, para depois
converter este co´digo bina´rio num nu´mero inteiro, a saber,
(01011010)2 = 0×27 + 1×26 + 0×25 + 1×24 + 1×23 + 0×22 + 1×21 + 0×20 = 90.
Podemos assim concluir que a representac¸a˜o de Wolfram desse Auto´mato Celular Elementar
e´ o inteiro 90.
De igual forma, podemos desenhar a regra de transic¸a˜o local do Auto´mato Celular
Elementar Φ cuja representac¸a˜o de Wolfram e´ N(Φ) = 110: comec¸amos por escrever o
inteiro 110 em base 2, isto e´, 110 = (01101110)2, e assim identificar cada uma das respostas
que esta regra de transic¸a˜o local determina para cada uma das oito vizinhanc¸as. Na figura
seguinte apresentamos a regra de transic¸a˜o com representac¸a˜o de Wolfram N(φ) = 110.
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Figura 1.13: Regra de transic¸a˜o com representac¸a˜o de Wolfram N(φ) = 110.
A importaˆncia do estudo dos Auto´matos Celulares Elementares fica patente quando simu-
lamos a evoluc¸a˜o temporal de alguns deles, para um nu´mero na˜o muito pequeno de ce´lulas.
De seguida, vamos estudar treˆs Auto´matos Celulares Elementares, aqueles cujas regras de
transic¸a˜o local teˆm a representac¸a˜o de Wolfram N(φ) = 30, N(φ) = 90 e N(φ) = 110.
1.3.4 Exemplos de auto´matos celulares elementares: as regras 30, 90 e 110
Caracterizados os Auto´matos Celulares Elementares, podemos agora simular a evoluc¸a˜o
temporal de um sistema desse tipo, a partir de uma configurac¸a˜o inicial do sistema. Foi
a observac¸a˜o da representac¸a˜o gra´fica de muitas simulac¸o˜es que levou Wolfram a perceber
como sistemas ta˜o simples como estes mostravam, em alguns casos, dinaˆmicas extrema-
mente complicadas.
Auto´mato Celular Elementar com Regra de Transic¸a˜o Local 30
Consideremos o Auto´mato Celular Elementar com representac¸a˜o de Wolfram N(Φ) = 30,
cuja regra de transic¸a˜o local se representa na figura seguinte:
Figura 1.14: Regra de transic¸a˜o com representac¸a˜o de Wolfram N(φ) = 30.
Para avaliarmos o tipo de dinaˆmica que um sistema regido por esta regra exibe, fomos simular
um sistema composto por 400 ce´lulas, perante condic¸o˜es de fronteira perio´dicas, durante
200 instantes de tempo, a partir de uma configurac¸a˜o inicial escolhida aleatoriamente. O
diagrama espac¸o-tempo obtido foi o seguinte:
13
Figura 1.15: Diagrama espac¸o-tempo obtido pela simulac¸a˜o do auto´mato N(Φ) = 30 para
um sistema com 400 ce´lulas, durante 200 instantes de tempo, a partir de uma configurac¸a˜o
inicial escolhida aleatoriamente.
E´ tambe´m muito interessante fazer uma simulac¸a˜o da mesma regra a partir de uma outra
configurac¸a˜o inicial, completamente distinta da primeira: neste caso vamos escolher o estado
1 para uma qualquer ce´lula do sistema, habitualmente uma das ce´lulas centrais do diagrama
espac¸o-tempo, deixando todas as outras ce´lulas no estado 0. A figura seguinte mostra o
diagrama espac¸o-tempo obtido.
Figura 1.16: Diagrama espac¸o-tempo obtido pela simulac¸a˜o do auto´mato N(Φ) = 30 para
um sistema com 400 ce´lulas, durante 200 instantes de tempo, a partir de uma configurac¸a˜o
inicial com todas as ce´lulas, exceto uma, no estado 0.
Observando estes dois diagramas espac¸o-temporais, e´ evidente o elevado grau de alea-
toriedade que eles revelam: ao investigar esta regra atrave´s de experieˆncias estat´ısticas,
[Wolfram, 1984b], Wolfram concluiu que a sequeˆncia dos estados 1 ou 0 era totalmente
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aleato´ria. Na segunda situac¸a˜o, comec¸ando apenas com uma ce´lula com um estado dife-
rente na primeira gerac¸a˜o, e´ vis´ıvel que a influeˆncia da perturbac¸a˜o cresce com o tempo,
mas na˜o e´ poss´ıvel descobrir qualquer padra˜o particular dentro desse triaˆngulo.
Auto´mato Celular Elementar com Regra de Transic¸a˜o Local 90
Um outro Auto´mato Celular Elementar que apresenta umas caracter´ısticas curiosas e´ aquele
com representac¸a˜o de Wolfram N(Φ) = 90, cuja regra de transic¸a˜o local se representa de
seguida.
Figura 1.17: Regra de transic¸a˜o com representac¸a˜o de Wolfram N(φ) = 90.
De facto, se efetuarmos a simulac¸a˜o de um sistema ana´logo ao anterior, para uma confi-
gurac¸a˜o inicial homoge´nea exceto numa ce´lula central, durante 192 instantes de tempo, o
diagrama espac¸o-tempo resultante mostra a seguinte figura triangular:
Figura 1.18: Diagrama espac¸o-tempo obtido pela simulac¸a˜o do auto´mato N(Φ) = 90 para
um sistema com 400 ce´lulas, durante 192 instantes de tempo, a partir de uma configurac¸a˜o
inicial com todas as ce´lulas, exceto uma, no estado 0.
Observando o diagrama obtido, vemos que a aplicac¸a˜o da regra 90 resulta, de in´ıcio, numa
forma triangular com dimensa˜o fractal, isto e´, no interior do triaˆngulo maior vemos que exis-
tem outros do mesmo tipo, mas de menor comprimento, e em diferentes n´ıveis hiera´rquicos,
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propriedade conhecida como autossemelhanc¸a3. Como facilmente se antecipa, esta cons-
truc¸a˜o vai ser perturbada quando o triaˆngulo chega a`s ce´lulas da fronteira, uma vez que
as condic¸o˜es de fronteira perio´dicas va˜o alterar um pouco a forma como anteriormente se
tinha levado a cabo o crescimento da construc¸a˜o.
O padra˜o autossemelhante encontrado no diagrama espac¸o-tempo de auto´matos celu-
lares possui correspondentes na natureza: de facto, muitos sistemas naturais, incluindo o
floco de neve, parecem exibir padro˜es fractais. Deste modo, e´ prova´vel que, em muitos
casos, esse padra˜o fractal seja gerado pela evoluc¸a˜o de um auto´mato celular ou por um pro-
cesso ana´logo. Por exemplo, observando o padra˜o de pigmentac¸a˜o encontrado nas conchas
de determinados moluscos, na˜o e´ muito dif´ıcil aceitar que o crescimento desses padro˜es na
pigmentac¸a˜o da concha siga, de alguma forma, as regras simples dos Auto´matos Celulares
Elementares.
Figura 1.19: Fotografia da concha de um molusco, onde e´ poss´ıvel observar um padra˜o
muito semelhante aos que se obteˆm nas simulac¸o˜es do auto´mato celular N(Φ) = 90.
Auto´mato Celular Elementar com Regra de Transic¸a˜o Local 110
Por fim, vamos simular a evoluc¸a˜o temporal de um dos mais interessantes auto´matos celula-
res, o Auto´mato Celular Elementar com representac¸a˜o de Wolfram N(Φ) = 110. Tal como
todos os outros, tambe´m neste caso estamos perante um sistema regido por uma regra de
transic¸a˜o determinista extremamente simples:
3Esta figura foi pela primeira vez descrita, em 1915, pelo matema´tico polaco Waclav Sierpinski, da´ı ser
conhecida como o triaˆngulo Sierpinski.
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Figura 1.20: Regra de transic¸a˜o com representac¸a˜o de Wolfram N(φ) = 110.
Contudo, a dinaˆmica que este auto´mato consegue exibir e´ de uma complexidade inesperada,
sobretudo tendo em conta a simplicidade da regra que determina a sua evoluc¸a˜o temporal.
Para percebermos em que consiste essa complexidade, vamos simular um sistema composto
por 400 ce´lulas, a partir de uma configurac¸a˜o inicial escolhida aleatoriamente, durante 500
instantes de tempo. O diagrama espac¸o-tempo obtido mostra-se na figura seguinte:
Figura 1.21: Diagrama espac¸o-tempo obtido pela simulac¸a˜o do auto´mato N(Φ) = 110 para
um sistema com 400 ce´lulas, durante 500 instantes de tempo, a partir de uma configurac¸a˜o
inicial escolhida aleatoriamente.
Tal como observado na primeira das simulac¸o˜es apresentadas, ver Figura 1.15, este diagrama
espac¸o-tempo na˜o parece apresentar um qualquer padra˜o. Contudo, para este caso, e´
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noto´rio que a auseˆncia desse padra˜o se deve apenas a perturbac¸o˜es de cara´cter local que se
movimentam ao longo do sistema4.
Nos seus estudos, Wolfram suspeitou que a complexidade evidenciada por este auto´mato
o tornava muito especial, tendo enta˜o conjeturado que este seria capaz de fazer computac¸a˜o
universal. Isso mesmo veio a ser demonstrado, ja´ na de´cada de 2000, pelo seu assistente
Matthew Cook, [Cook, 2004].
De modo geral, Wolfram teve o me´rito de ser o primeiro a demonstrar que um Auto´mato
Celular Elementar pode exibir um comportamento complexo, mesmo a partir de regras de
transic¸a˜o locais extremamente simples. Por outro lado, os seus estudos mostraram que
algumas dessas regras podem levar a uma espe´cie de auto-organizac¸a˜o do sistema, algo que
contribuiu para uma maior compreensa˜o de feno´menos de formac¸a˜o espontaˆnea de padro˜es.
1.3.5 Descric¸a˜o da dinaˆmica de um auto´mato celular
Para a grande maioria dos Auto´matos Celulares Elementares so´ e´ poss´ıvel ter uma ideia
das dinaˆmicas admiss´ıveis efetuando simulac¸o˜es a partir de configurac¸o˜es iniciais escolhidas
aleatoriamente. De facto, caso o nu´mero de ce´lulas do sistema na˜o seja muito pequeno,
verifica-se que o nu´mero total de configurac¸o˜es do sistema e´ extraordinariamente grande,
sendo por isso imposs´ıvel pretender conhecer a dinaˆmica do auto´mato com todo o detalhe.
Contudo, nos casos em que o sistema tem um nu´mero reduzido de elementos, e´ poss´ıvel re-
presentar num grafo todos os pormenores da evoluc¸a˜o temporal determinada pelo auto´mato:
sa˜o os chamados grafos de Wuensche.
Consideremos um sistema composto por apenas seis ce´lulas, cuja evoluc¸a˜o temporal e´
determinada pela regra de transic¸a˜o local N(φ) = 184.
Figura 1.22: Regra de transic¸a˜o com representac¸a˜o de Wolfram N(φ) = 184.
4Contrariamente ao que se observa no diagrama da regra 30, onde a falta de um padra˜o e´ transversal a
todo o sistema.
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Sendo o nu´mero de configurac¸o˜es poss´ıveis para o sistema extremamente diminuto, apenas
26 = 128, e´ poss´ıvel estudar a evoluc¸a˜o temporal de cada uma delas. Desse modo, verifica-
se que duas dessas configurac¸o˜es, designadas por configurac¸o˜es homoge´neas, por todas as
ce´lulas do sistema assumirem o mesmo estado, teˆm a particularidade de ficar invariante com
o tempo:
Figura 1.23: Evoluc¸a˜o temporal do Auto´mato Celular Elementar N(φ) = 184, formado por
seis ce´lulas, a partir das duas configurac¸o˜es iniciais homoge´neas. Verifica-se que, em ambos
os casos, o sistema vai repetir, indefinidamente, a configurac¸a˜o inicial.
Este tipo de evoluc¸a˜o temporal denomina-se por ponto fixo, uma vez que se assiste a uma
repetic¸a˜o infinita de uma mesma configurac¸a˜o. Verifica-se facilmente que estas sa˜o as u´nicas
configurac¸o˜es do sistema com estas caracter´ısticas. A generalizac¸a˜o destes conceitos para
um qualquer auto´mato pode fazer-se da seguinte forma.
Definic¸a˜o 1.3. Diz-se que um Auto´mato Celular Elementar Φ admite um ponto fixo se
existe uma configurac¸a˜o C tal que
C(T + 1) = Φ
(
C(T )
)
= C(T ).
Outra evoluc¸a˜o temporal interessante e´ a repetic¸a˜o para sempre de um conjunto de con-
figurac¸o˜es do sistema: voltando ao exemplo anterior, verifica-se facilmente que existe um
conjunto de duas configurac¸o˜es cuja evoluc¸a˜o temporal se vai repetir ciclicamente.
Figura 1.24: Diagrama espac¸o-tempo do sistema revelador que a evoluc¸a˜o temporal da
configurac¸a˜o onde o estado das ce´lulas alterna entre o 1 e o 0 passa por uma repetic¸a˜o
c´ıclica de duas configurac¸o˜es.
Por outro lado, tambe´m e´ poss´ıvel identificar que o sistema admite outros dois conjuntos,
desta vez compostos por treˆs configurac¸o˜es do sistema, com caracter´ısticas semelhantes,
isto e´, cuja evoluc¸a˜o temporal na˜o e´ mais que a sua repetic¸a˜o c´ıclica.
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Figura 1.25: Diagramas espac¸o-tempo do sistema revelador que a evoluc¸a˜o de ambas as
configurac¸o˜es iniciais escolhidas passa por uma repetic¸a˜o c´ıclica de treˆs configurac¸o˜es.
Por fim, existem tambe´m quatro conjuntos, agora de seis configurac¸o˜es do sistema, cuja
dinaˆmica mostra uma repetic¸a˜o c´ıclica entre as configurac¸o˜es que o compo˜em.
Figura 1.26: Diagramas espac¸o-tempo do sistema revelador que a evoluc¸a˜o das quatro
configurac¸o˜es iniciais escolhidas passa por uma repetic¸a˜o c´ıclica de seis configurac¸o˜es.
A caracter´ıstica comum a todos estes exemplos e´ que a evoluc¸a˜o temporal do sistema e´
ainda muito simples, na medida em que se assiste a uma repetic¸a˜o, para sempre, de um certo
nu´mero de configurac¸o˜es: este tipo de evoluc¸a˜o temporal denomina-se por ciclo. Assim, no
primeiro caso dizemos que estamos perante um ciclo de per´ıodo 2, perante a repetic¸a˜o de
duas configurac¸o˜es, no segundo caso perante dois ciclos de per´ıodo treˆs, pois desta vez sa˜o
treˆs as configurac¸o˜es que se repetem, e no terceiro caso perante quatro ciclos de per´ıodo
seis, pois sa˜o ja´ seis as configurac¸o˜es que se va˜o repetir. De uma forma geral, vamos dizer
que um auto´mato admite um ciclo de configurac¸o˜es nas seguintes circunstaˆncias:
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Definic¸a˜o 1.4. Diz-se que um Auto´mato Celular Elementar Φ admite um ciclo se existe um
conjunto de configurac¸o˜es {C1, . . . ,Cp}, com p > 1, tal que
Cn(T + 1) = Φ
(
Cn(T )
)
= Cn−1(T ), n = 2, . . . , p
C1(T + 1) = Φ
(
C1(T )
)
= Cp(T )
O nu´mero p diz-se o per´ıodo do ciclo.
No caso de Auto´matos Celulares Elementares com um nu´mero finito N de elementos, fa-
cilmente se conclui que o destino de uma qualquer configurac¸a˜o e´ um ponto fixo ou um
ciclo, pois ao fim de 2N instantes de tempo o sistema estara´ obrigatoriamente a repetir
uma qualquer configurac¸a˜o. Nesse sentido, diz-se que os pontos fixos e os ciclos de um
auto´mato sa˜o os atratores do sistema. Associado a um atrator vai estar o conjunto de todas
as configurac¸o˜es do sistema cujo futuro e´ repetir a configurac¸a˜o, ou as configurac¸o˜es, do
atrator.
Definic¸a˜o 1.5. Seja Φ um Auto´mato Celular Elementar e seja A um atrator de Φ. Enta˜o,
vamos chamar bacia de atrac¸a˜o de A, e denotar por B(A), ao conjunto de todas as confi-
gurac¸o˜es do sistema a partir das quais, apo´s um tempo T , e´ poss´ıvel ao sistema chegar a
uma configurac¸a˜o pertencente a A.
A partir da definic¸a˜o podemos perceber que a bacia de atrac¸a˜o de um atrator do sistema
nunca e´ um conjunto vazio, pois pelo menos as configurac¸o˜es do atrator va˜o pertencer a`
bacia de atrac¸a˜o.
Voltemos uma vez mais ao exemplo anterior e consideremos o ciclo atrator composto
pelas duas configurac¸o˜es cujas ce´lulas alternam os seus estados. Quais sera˜o as configurac¸o˜es
do sistema que va˜o pertencer a` bacia de atrac¸a˜o deste ciclo? Estudando a evoluc¸a˜o temporal
de todas as configurac¸o˜es do sistema e´ poss´ıvel identificar quais as que, apo´s alguns instantes,
va˜o percorrer o ciclo referido. Comecemos pelas configurac¸o˜es do sistema que, apo´s um
instante de tempo, encontram uma das configurac¸o˜es do ciclo atrator.
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−→
−→
−→
−→
−→
−→
Tabela 1.2: As seis configurac¸o˜es do sistema para as quais um instante de tempo e´ suficiente
para o sistema encontrar uma das configurac¸o˜es do ciclo atrator.
Mas estas na˜o sa˜o as u´nicas configurac¸o˜es do sistema que pertencem a` bacia do ciclo atrator
referido. De facto, existem outras 12 configurac¸o˜es do sistema que, agora apo´s dois instantes
de tempo, tambe´m levam o sistema a assumir uma das configurac¸o˜es do ciclo atrator.
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
−→ −→
Tabela 1.3: As 12 configurac¸o˜es do sistema para as quais dois instantes de tempo sa˜o
necessa´rios para o sistema encontrar uma das configurac¸o˜es do ciclo atrator.
Assim sendo, podemos concluir que 20 configurac¸o˜es do sistema pertencem a` bacia de
atrac¸a˜o do ciclo atrator composto pelas duas configurac¸o˜es que apresentam estados das
ce´lulas alternados: 12 configurac¸o˜es a dois instantes do ciclo, 6 configurac¸o˜es a um instante
do ciclo e as duas configurac¸o˜es do ciclo atrator.
Consideremos ainda o mesmo exemplo, isto e´, o Auto´mato Celular Elementar com seis
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ce´lulas cuja evoluc¸a˜o temporal e´ determinada pela regra de transic¸a˜o local N(φ) = 184,
desta vez para desenhar um grafo que represente toda a dinaˆmica do auto´mato. Para
comec¸ar, vamos representar cada ponto fixo do auto´mato por um ve´rtice, correspondente a`
configurac¸a˜o em causa, e um lacete, marcando a transic¸a˜o para ela pro´pria. Seguidamente,
noutra componente conexa, os ciclos sera˜o representados por um conjunto de ve´rtices, um
para cada configurac¸a˜o do ciclo, ligados por arestas, marcando a evoluc¸a˜o temporal que
vai levar cada configurac¸a˜o do ciclo numa outra configurac¸a˜o. Para simplificar, adota-se a
convenc¸a˜o que a evoluc¸a˜o temporal num ciclo acontece sempre no sentido dos ponteiros
do relo´gio, na˜o sendo assim necessa´rio acrescentar qualquer s´ımbolo indicando a passagem
do tempo. Por fim, vamos representar as restantes configurac¸o˜es por ve´rtices, ligando por
arestas os ve´rtices cujas configurac¸o˜es C e C′ tais que C′(T + 1) = Φ
(
C(T )
)
. Uma vez
mais conseguiremos evitar a formalizac¸a˜o da passagem do tempo se adotarmos a convenc¸a˜o
seguinte: no grafo, a distaˆncia de uma configurac¸a˜o ao atrator sera´ proporcional ao nu´mero
de instantes necessa´rios para o sistema partir dessa configurac¸a˜o e chegar a` primeira confi-
gurac¸a˜o de um atrator. Deste modo, cada atrator ocupara´ o centro da componente conexa
respetiva e os ve´rtices relativos a`s configurac¸o˜es pertencentes a` sua bacia de atrac¸a˜o ficara˜o
dispostas a` sua volta. Na figura seguinte e´ apresentado o grafo de Wuensche do Auto´mato
Celular Elementar composto por seis ce´lulas cuja evoluc¸a˜o temporal e´ determinada pela
regra de transic¸a˜o local 184. E´ importante salientar que, para simplificar, na˜o foi colocada
no grafo informac¸a˜o relativa a cada uma das configurac¸o˜es, ficando assim a dinaˆmica do
auto´mato em causa representada qualitativamente. Neste caso, e´ poss´ıvel reconhecer os
dois pontos fixos e os sete ciclos atratores anteriormente identificados. De igual modo, a
bacia de atrac¸a˜o do ciclo de per´ıodo 2 e´ agora representada de forma a ser poss´ıvel perceber
quantas as configurac¸o˜es do sistema que apo´s um instante e apo´s dois instantes chegam ao
ciclo.
23
Figura 1.27: Grafo de Wuensche do Auto´mato Celular Elementar N(φ) = 184.
1.3.6 Equivaleˆncia de regras de transic¸a˜o local
Pelas suas caracter´ısticas, facilmente se conclui que existem 256 regras distintas para os
Auto´matos Celulares Elementares. No entanto, como Wolfram observou, nem todas elas
sa˜o dinamicamente distintas, num sentido que ainda sera´ esclarecido.
Definic¸a˜o 1.6. Seja C = (ci) uma qualquer configurac¸a˜o do sistema. Vamos dizer que
C′ = (c′i) e´ a configurac¸a˜o conjugada de C, e escrever C
′ = C, sempre que c′i = c¯i, com
0¯ = 1 e 1¯ = 0.
Como podemos perceber, a conjugada de uma configurac¸a˜o obte´m-se trocando o estado
de cada uma das suas ce´lulas. De seguida, vamos levar este conceito de conjugac¸a˜o de
configurac¸o˜es de um sistema para auto´matos.
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Definic¸a˜o 1.7. Dados dois auto´matos Φ e Φ′, vamos dizer que eles sa˜o conjugados, e
escrever Φ′ = Tc(Φ), quando verificam a igualdade
Φ′(C) = Φ(C), (1.6)
para toda a configurac¸a˜o C.
Atente-se que esta definic¸a˜o e´ va´lida quer os sistemas sejam infinitos, ou finitos, e, neste
u´ltimo caso, tambe´m a escolha das vizinhanc¸as da fronteira e´ irrelevante5. A definic¸a˜o
apresentada diz-nos que, se Φ e Φ′ sa˜o Auto´matos Celulares Elementares conjugados, enta˜o,
C′(0) = C¯(0) =⇒ C′(T ) = C¯(T ),
para todo o instante T > 0, onde C(T ) = Φ
(
C(T − 1)) e C′(T ) = Φ′(C′(T − 1)).
Os dois resultados que vamos demonstrar justificam a raza˜o de se dizer que auto´matos
conjugados teˆm a mesma dinaˆmica.
Proposic¸a˜o 1.1. Consideremos dois Auto´matos Celulares Elementares conjugados, Φ e Φ′, e
seja {C1,C2, . . . ,Cp} um ciclo de configurac¸o˜es de per´ıodo p para Φ. Enta˜o, {C1,C2, . . . ,Cp}
e´ um ciclo de configurac¸o˜es de per´ıodo p para Φ′.
Prova: Dada uma qualquer configurac¸a˜o Cn, com n = 1, 2, . . . , p− 1, temos, por (1.6),
Φ′(Cn) = Φ(Cn) = Cn+1.
De modo ana´logo, obtemos que Φ′(Cp) = C1, ficando assim demonstrado o resultado
pretendido. 2
Uma vez que a relac¸a˜o de conjugac¸a˜o entre Auto´matos Celulares Elementares e´ sime´trica, o
resultado anterior permite-nos afirmar que, dados Auto´matos Celulares Elementares conju-
gados, Φ e Φ′, estes va˜o ter o mesmo nu´mero de ciclos e com iguais per´ıodos. O resultado
seguinte vai mostrar que Auto´matos Celulares Elementares conjugados admitem as mesmas
dinaˆmicas.
Proposic¸a˜o 1.2. Consideremos dois Auto´matos Celulares Elementares conjugados, Φ e
Φ′. Dado um qualquer ciclo de configurac¸o˜es, {C1, . . . ,Cp}, de per´ıodo p para Φ, seja
BΦ({C1, . . . ,Cp}) a sua bacia de atrac¸a˜o. Enta˜o, a bacia de atrac¸a˜o BΦ′({C1, . . . ,Cp}) e´
dada por
BΦ′({C1, . . . ,Cp}) = BΦ({C1, . . . ,Cp}).
5Naturalmente que ambos os auto´matos Φ e Φ′ se referem ao mesmo sistema, apenas variando a regra
de transic¸a˜o local.
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Prova: Seja C uma qualquer configurac¸a˜o pertencente a` bacia de atrac¸a˜o BΦ({C1, . . . ,Cp})
de um ciclo {C1, . . . ,Cp} de Φ. Enta˜o, sabemos que existe n > 0 tal que
Φn(C) = Ck,
para algum 1 ≤ k ≤ p. Desse modo, uma vez que Φ e Φ′ sa˜o auto´matos conjugados, temos
que
Φ′n(C) = Φn(C) = Ck,
logo, podemos concluir que a configurac¸a˜o C pertence a` bacia de atrac¸a˜o do ciclo {C1, . . . ,Cp}
de Φ′.
Seja C uma configurac¸a˜o do sistema tal que C pertence a` bacia de atrac¸a˜oBΦ′({C1, . . . ,Cp})
de um ciclo {C1, . . . ,Cp} de Φ′. Enta˜o, sabemos que existe n > 0 tal que
Φ′n(C) = Ck,
para algum 1 ≤ k ≤ p. Assim sendo, temos que
Φn(C) = Φ′n(C) = Ck = Ck,
ou seja, C pertence a` bacia de atrac¸a˜o BΦ({C1, . . . ,Cp}) do ciclo {C1, . . . ,Cp} de Φ. Desta
forma, prova´mos a igualdade das bacias de atrac¸a˜o. 2
E´ este u´ltimo resultado que motiva o estudo qualitativo das bacias de atrac¸a˜o de um
auto´mato. De facto, se desenharmos as bacias de atrac¸a˜o de Auto´matos Celulares Ele-
mentares conjugados, sem especificar as configurac¸o˜es, vamos obter exatamente o mesmo
grafo para ambos. O resultado que vamos provar de seguida permite encontrar a repre-
sentac¸a˜o de Wolfram do conjugado de qualquer Auto´mato Celular Elementar.
Proposic¸a˜o 1.3. Seja Φ um Auto´mato Celular Elementar com representac¸a˜o de Wolfram
N(Φ) = (d7d6d5d4d3d2d1d0)2. Enta˜o, o Auto´mato Celular Elementar Φ
′ = Tc(Φ) conju-
gado de Φ tem representac¸a˜o de Wolfram N(Φ′) = (d¯0d¯1d¯2d¯3d¯4d¯5d¯6d¯7)2.
Prova: A igualdade entre configurac¸o˜es (2.5) que surge na definic¸a˜o de auto´matos conju-
gados resume um conjunto de igualdades componente-a-componente, isto e´,
Φ′(C)i = Φ(C)i, i = 1, . . . , N.
Desenvolvendo ambos os lados desta igualdade, temos que
φ′(c¯i−1, c¯i, c¯i+1) = φ(ci−1, ci, ci+1).
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Enta˜o, obtemos imediatamente as seguintes igualdades:
d′7 = φ
′(1, 1, 1) = φ′(0¯, 0¯, 0¯) = φ(0, 0, 0) = d¯0
d′6 = φ
′(1, 1, 0) = φ′(0¯, 0¯, 1¯) = φ(0, 0, 1) = d¯1
d′5 = φ
′(1, 0, 1) = φ′(0¯, 1¯, 0¯) = φ(0, 1, 0) = d¯2
d′4 = φ
′(1, 0, 0) = φ′(0¯, 1¯, 1¯) = φ(0, 1, 1) = d¯3
d′3 = φ
′(0, 1, 1) = φ′(1¯, 0¯, 0¯) = φ(1, 0, 0) = d¯4
d′2 = φ
′(0, 1, 0) = φ′(1¯, 0¯, 1¯) = φ(1, 0, 1) = d¯5
d′1 = φ
′(0, 0, 1) = φ′(1¯, 1¯, 0¯) = φ(1, 1, 0) = d¯6
d′0 = φ
′(0, 0, 0) = φ′(1¯, 1¯, 1¯) = φ(1, 1, 1) = d¯7
ficando assim provado o resultado pretendido. 2
Ilustremos com um exemplo todos estes conceitos e resultados.
Consideremos o Auto´mato Celular Elementar com representac¸a˜o de Wolfram igual a 74.
Ora, uma vez que 74 = (01001010)2, obtemos a seguinte representac¸a˜o gra´fica da regra de
transic¸a˜o local:
Figura 1.28: Representac¸a˜o gra´fica da regra de transic¸a˜o local N(φ) = 74.
Pelo resultado anteriormente obtido, sabemos que para encontrar o Auto´mato Celular Ele-
mentar conjugado deste basta efetuar uma transformac¸a˜o de conjugac¸a˜o, troca dos estados,
simultaneamente nas vizinhanc¸as e nas respostas. Assim sendo, obtemos a seguinte repre-
sentac¸a˜o gra´fica da nova regra de transic¸a˜o local:
Figura 1.29: Representac¸a˜o gra´fica, com as vizinhanc¸as fora da sua ordem habitual, da regra
de transic¸a˜o local conjugada de N(φ) = 74.
Estando interessados na representac¸a˜o de Wolfram da regra de transic¸a˜o local obtida, sa-
bemos que devemos reordenar as vizinhanc¸as, ficando assim com:
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Figura 1.30: Representac¸a˜o gra´fica da regra de transic¸a˜o local conjugada de N(φ) = 74.
A partir desta representac¸a˜o gra´fica facilmente se identifica a representac¸a˜o de Wolfram do
Auto´mato Celular Elementar em causa, isto e´, (10101101)2 = 2
7 + 25 + 23 + 22 + 2 = 173.
Identificado o auto´mato conjugado da regra 74, vamos, de seguida, ilustrar a ideia
de equivaleˆncia das suas dinaˆmicas: na figura que se segue, apresenta-se a` esquerda o
diagrama espac¸o-tempo da regra N(φ) = 74 de um sistema com doze ce´lulas, a partir
de uma configurac¸a˜o inicial arbitrariamente escolhida, enquanto a` direita se apresenta o
diagrama espac¸o-tempo da regra N(φ) = 173 de um sistema a partir de uma configurac¸a˜o
inicial conjugada da anterior.
Figura 1.31: Diagramas espac¸o-temporais das regras conjugadas N(φ) = 74 e N(φ) =
173, a` esquerda e a` direita, respetivamente, para sistemas com doze ce´lulas, partindo de
configurac¸o˜es iniciais conjugadas.
Aquilo que se observa, comparando os dois diagramas, corresponde exatamente ao descrito
anteriormente: que auto´matos conjugados preservam a simetria de conjugac¸a˜o de confi-
gurac¸o˜es iniciais. Finalmente, se desenharmos os grafos de Wuensche para ambas as regras,
tal como ha´ pouco, para sistemas com apenas seis ce´lulas, verifica-se que os resultados
obtidos, na sua versa˜o qualitativa, sa˜o exatamente iguais.
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Figura 1.32: Grafo qualitativo de Wuensche das regras de transic¸a˜o local N(φ) = 74 e
N(φ) = 173, para sistemas com seis ce´lulas.
Esta simetria por conjugac¸a˜o na˜o e´ a u´nica que se pode definir numa configurac¸a˜o de ce´lulas
dispostas ao longo de uma linha. Existe uma transformac¸a˜o t´ıpica de sistemas numa linha
que e´ a simetria especular, ou seja, aquela que resulta de uma dada por inversa˜o espacial,
esquerda-direita, da disposic¸a˜o das ce´lulas do sistema.
Definic¸a˜o 1.8. Seja C uma qualquer configurac¸a˜o para o sistema. Enta˜o, vamos dizer que
C′ e´ a configurac¸a˜o que se obte´m de C por uma transformac¸a˜o esquerda-direita, e escrever
C′ =
←−
C , sempre que
C′ = (c′1, c
′
2, . . . , c
′
N−1, c
′
N ) = (cN , cN−1, . . . , c2, c1),
para o caso de sistemas com um nu´mero finito N de ce´lulas, e sempre que
C′ = (. . . , c′−2, c
′
−1, c0, c
′
1, c
′
2, . . . ) = (. . . , c2, c1, c0, c−1, c−2, . . . ),
caso o sistema tenha um nu´mero infinito de elementos.
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De forma ana´loga ao efetuado antes para a conjugac¸a˜o, vamos definir agora uma trans-
formac¸a˜o entre auto´matos correspondente a esta simetria entre configurac¸o˜es.
Definic¸a˜o 1.9. Dados Auto´matos Celulares Elementares Φ e Φ′, dizemos que Φ′ e´ o trans-
formado esquerda-direita de Φ, e escrevemos Φ′ = Ted(Φ), se e somente se
Φ′(
←−
C ) =
←−−−
Φ(C), (1.7)
para toda a configurac¸a˜o C do sistema.
Tal como observa´mos anteriormente, tambe´m esta relac¸a˜o entre auto´matos vai conservar
uma relac¸a˜o inicial entre configurac¸o˜es: se Φ e Φ′ sa˜o Auto´matos Celulares Elementares tais
que Φ′ = Ted(Φ), enta˜o,
C′(0) =
←−
C (0) =⇒ C′(T ) =←−C (T ),
para todo o instante T > 0, com C(T ) = Φ
(
C(T − 1)) e C′(T ) = Φ′(C′(T − 1)).
Tal como para a transformac¸a˜o por conjugac¸a˜o, tambe´m agora para a transformac¸a˜o
esquerda-direita vamos ter resultados que afirmam a equivaleˆncias das dinaˆmicas de auto´-
matos relacionados. Uma vez que as provas sa˜o basicamente do mesmo tipo, desta vez sa˜o
omitidas.
Proposic¸a˜o 1.4. Consideremos dois Auto´matos Celulares Elementares transformados es-
querda-direita, Φ e Φ′, e seja {C1,C2, . . . ,Cp} um ciclo de configurac¸o˜es de per´ıodo p para
Φ. Enta˜o, {←−C 1,←−C 2, . . . ,←−C p} e´ um ciclo de configurac¸o˜es de per´ıodo p para Φ′.
Proposic¸a˜o 1.5. Consideremos dois Auto´matos Celulares Elementares transformados es-
querda-direita, Φ e Φ′. Dado um qualquer ciclo de configurac¸o˜es, {C1, . . . ,Cp}, de per´ıodo
p para Φ, seja BΦ({C1, . . . ,Cp}) a sua bacia de atrac¸a˜o. Enta˜o, a bacia de atrac¸a˜o
BΦ′({←−C 1, . . . ,←−C p}) e´ dada por
BΦ′({←−C 1, . . . ,←−C p}) =
←−−−−−−−−−−−−
BΦ({C1, . . . ,Cp}).
Estabelecida a equivaleˆncia das dinaˆmicas de Auto´matos Celulares Elementares relacionados
por uma transformac¸a˜o esquerda-direita, vamos enta˜o obter a representac¸a˜o de Wolfram da
regra transformada.
Proposic¸a˜o 1.6. Seja Φ um Auto´mato Celular Elementar com representac¸a˜o de Wolfram
N(Φ) = (d7d6d5d4d3d2d1d0)2. Enta˜o, o Auto´mato Celular Elementar Φ
′ = Ted(Φ), obtido
de Φ por uma transformac¸a˜o esquerda-direita, tem representac¸a˜o de Wolfram N(Φ′) =
(d7d3d5d1d6d2d4d0)2.
30
Prova: Olhando para a igualdade (1.7) componente-a-componente,
Φ′(
←−
C )i =
←−−−
Φ(C)i, i = 1, . . . , N,
e desenvolvendo ambos os seus membros, obtemos que
φ′(Ted(C)i−1, Ted(C)i, Ted(C)i+1) = φ′(Cn+2−i,Cn+1−i,Cn−i)
Ted
(
Φ(C)
)
= Φ(C)n+1−i = φ(Cn−i,Cn+1−i,Cn+2−i)
isto e´, se Φ′ e Φ sa˜o Auto´matos Celulares Elementares relacionados por uma transformac¸a˜o
esquerda-direita, enta˜o, qualquer que seja a configurac¸a˜o C do sistema, sa˜o va´lidas as
igualdades
φ′(Cn+2−i,Cn+1−i,Cn−i) = φ(Cn−i,Cn+1−i,Cn+2−i).
Assim sendo,
d′7 = φ
′(1, 1, 1) = φ(1, 1, 1) = d7 d′6 = φ
′(1, 1, 0) = φ(0, 1, 1) = d3
d′5 = φ
′(1, 0, 1) = φ(1, 0, 1) = d5 d′4 = φ
′(1, 0, 0) = φ(0, 0, 1) = d1
d′3 = φ
′(0, 1, 1) = φ(1, 1, 0) = d6 d′2 = φ
′(0, 1, 0) = φ(0, 1, 0) = d2
d′1 = φ
′(0, 0, 1) = φ(1, 0, 0) = d4 d′0 = φ
′(0, 0, 0) = φ(0, 0, 0) = d0
ficando assim provado o resultado pretendido. 2
Para ilustrar estas definic¸o˜es e resultados, vamos uma vez mais considerar a regra de
transic¸a˜o local obtida por uma transformac¸a˜o esquerda-direita da regra N(φ) = 74. Volte-
mos a olhar a representac¸a˜o gra´fica da regra de transic¸a˜o local N(φ) = 74:
Figura 1.33: Representac¸a˜o gra´fica da regra de transic¸a˜o local N(φ) = 74.
A partir da definic¸a˜o de regra transformada esquerda-direita, fac¸amos a transformac¸a˜o
esquerda-direita em todas as vizinhanc¸as, conservando as respostas:
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Figura 1.34: Representac¸a˜o gra´fica, com as vizinhanc¸as por outra ordem, da regra de
transic¸a˜o local obtida de N(φ) = 74 por uma transformac¸a˜o esquerda-direita.
Se escrevermos agora as vizinhanc¸as pela ordem anteriormente fixada, obtemos a seguinte
representac¸a˜o gra´fica da nova regra de transic¸a˜o local:
Figura 1.35: Representac¸a˜o gra´fica da regra de transic¸a˜o local obtida de N(φ) = 74 por
uma transformac¸a˜o esquerda-direita.
Por fim, olhando para o conjunto das respostas como co´digo bina´rio, facilmente obtemos a
representac¸a˜o de Wolfram da nova regra de transic¸a˜o local: (01011000)2 = 2
6+24+23 = 88.
Comparemos enta˜o agora os diagramas espac¸o-temporais das regras N(φ) = 74 e
N(φ) = 88, a partir de configurac¸o˜es iniciais relacionadas por uma transformac¸a˜o esquerda-
direita.
Figura 1.36: Diagramas espac¸o-temporais das regras N(φ) = 74 e N(φ) = 88, a` esquerda e
a` direita, respetivamente, para sistemas com doze ce´lulas, a partir de configurac¸o˜es iniciais
relacionadas por uma transformac¸a˜o esquerda-direita.
Como era de esperar, estamos perante dois diagramas espac¸o-temporais que exibem uma
simetria especular, reveladores de dinaˆmicas qualitativamente equivalentes.
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Tendo descrito as duas operac¸o˜es de simetria que resulta em dinaˆmicas equivalentes,
podemos ainda construir uma terceira transformac¸a˜o atrave´s da sua composic¸a˜o. Voltemos
de novo ao Auto´mato Celular Elementar com representac¸a˜o de Wolfram N(φ) = 74. Como
vimos anteriormente, a regra de transic¸a˜o local que se obte´m desta por uma transformac¸a˜o
por conjugac¸a˜o tem representac¸a˜o de Wolfram N(φ) = 173. Assim sendo, vamos fazer a
transformac¸a˜o esquerda-direita a` regra N(φ) = 173, obtendo deste modo o sime´trico do
conjugado da regra N(φ) = 74. Recordando a representac¸a˜o gra´fica da regra N(φ) = 173,
ver Figura 1.30, comecemos por obter as vizinhanc¸as transformadas pela simetria esquerda-
direita:
Figura 1.37: Representac¸a˜o gra´fica, com as vizinhanc¸as por outra ordem, da regra de
transic¸a˜o local obtida de N(φ) = 173 por uma transformac¸a˜o esquerda-direita.
Reordenando as vizinhanc¸as, obtemos
Figura 1.38: Representac¸a˜o gra´fica da regra de transic¸a˜o local obtida de N(φ) = 173 por
uma transformac¸a˜o esquerda-direita.
donde, a representac¸a˜o de Wolfram desta regra de transic¸a˜o local e´ dada por (11100101)2 =
27 + 26 + 25 + 22 + 20 = 229.
Deste modo, escolhidas configurac¸o˜es iniciais transformadas pela composic¸a˜o de uma
conjugac¸a˜o seguida de uma transformac¸a˜o esquerda-direita, obtemos os seguintes diagramas
espac¸o-temporais para as regras de transic¸a˜o local N(φ) = 74 e N(φ) = 229.
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Figura 1.39: Diagramas espac¸o-temporais das regras N(φ) = 74 e N(φ) = 229, a` esquerda
e a` direita, respetivamente, para sistemas com doze ce´lulas, a partir de configurac¸o˜es ini-
ciais relacionadas pela composic¸a˜o de uma transformac¸a˜o de conjugac¸a˜o seguida de uma
transformac¸a˜o esquerda-direita.
Uma vez mais e´ noto´ria a simetria dos dois diagramas espac¸o-temporais, revelador da equi-
valeˆncia das dinaˆmicas.
Resumindo, chega´mos a` conclusa˜o que os Auto´matos Celulares Elementares com re-
presentac¸a˜o de Wolfram N(φ) = 74, N(φ) = 88, N(φ) = 173 e N(φ) = 229 sa˜o dina-
micamente equivalentes. Na tabela seguinte apresentamos os auto´matos equivalentes por
conjugac¸a˜o, por uma transformac¸a˜o esquerda-direita e pela composic¸a˜o das duas, para to-
dos os Auto´matos Celulares Elementares. Dessa listagem e´ poss´ıvel concluir que existem
apenas 88 Auto´matos Celulares Elementares na˜o equivalentes.
34
N(φ) N
(
Tc(φ)
)
N
(
Ted(φ)
)
N
(
Ted(Tc(φ))
)
0 0 255 255
1 1 127 127
2 16 191 247
3 17 63 119
4 4 223 223
5 5 95 95
6 20 159 215
7 21 31 87
8 64 239 253
9 65 111 125
10 80 175 245
11 47 81 117
12 68 207 221
13 69 79 93
14 84 143 213
15 15 85 85
18 18 183 183
19 19 55 55
22 22 151 151
23 23 23 23
24 66 189 231
25 61 67 103
26 82 167 181
27 39 53 83
28 70 157 199
29 29 71 71
30 86 135 149
32 32 251 251
33 33 123 123
34 48 187 243
35 49 59 115
36 36 219 219
37 37 91 91
38 52 155 211
40 96 235 249
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N(φ) N
(
Tc(φ)
)
N
(
Ted(φ)
)
N
(
Ted(Tc(φ))
)
41 97 107 121
42 112 171 241
43 43 113 113
44 100 203 217
45 75 89 101
46 116 139 209
50 50 179 179
51 51 51 51
54 54 147 147
56 98 185 227
57 57 99 99
58 114 163 177
60 102 153 195
62 118 131 145
72 72 237 237
73 73 109 109
74 88 173 229
76 76 205 205
77 77 77 77
78 92 141 197
90 90 165 165
94 94 133 133
104 104 233 233
105 105 105 105
106 120 169 225
108 108 201 201
110 124 137 193
122 122 161 161
126 126 129 129
128 128 254 254
130 144 190 246
132 132 222 222
134 148 158 214
136 192 238 252
138 174 208 244
140 196 206 220
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N(φ) N
(
Tc(φ)
)
N
(
Ted(φ)
)
N
(
Ted(Tc(φ))
)
142 142 212 212
146 146 182 182
150 150 150 150
152 188 194 230
154 166 180 210
156 156 198 198
160 160 250 250
162 176 186 242
164 164 218 218
168 224 234 248
170 170 240 240
172 202 216 228
178 178 178 178
184 184 226 226
200 200 236 236
204 204 204 204
232 232 232 232
De seguida vamos estudar algumas caracter´ısticas comuns a alguns Auto´matos Celulares
Elementares, identificadas por Wolfram.
1.3.7 As quatro classes de complexidade segundo Wolfram
A evoluc¸a˜o temporal de um auto´mato celular pode apresentar comportamentos mais ou
menos variados, dependendo da regra utilizada para executar essa evoluc¸a˜o. Existem regras
que levam ao estado homoge´neo, onde todos as ce´lulas assumem o mesmo valor, enquanto
outras, por exemplo, podem gerar padro˜es cao´ticos. Apesar da variedade de comportamentos
exibidos pelos Auto´matos Celulares Elementares, Wolfram percebeu que estes auto´matos
mostravam dinaˆmicas com caracter´ısticas comuns: a classificac¸a˜o proposta por Wolfram
e´ essencialmente qualitativa, baseada no aspeto do diagrama espac¸o-tempo gerado. Ele
sugeriu que o comportamento dinaˆmico observado em auto´matos celulares divide-se em
quatro classes, de complexidade crescente.
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Classe I: pertencem a esta classe aqueles auto´matos cuja evoluc¸a˜o temporal leva o sistema,
para quase todas as escolhas iniciais, a um ponto fixo que e´ uma configurac¸a˜o homoge´nea,
configurac¸a˜o com todas as ce´lulas com um mesmo estado.
Na figura seguinte ilustramos este tipo de comportamento mostrando o diagrama espac¸o-
tempo para um sistema composto por 40 ce´lulas, cuja dinaˆmica e´ determinada pela regra
de transic¸a˜o local N(φ) = 40.
Figura 1.40: Diagrama espac¸o-tempo t´ıpico de um auto´mato pertencente a` Classe I de
Wolfram, neste caso a regra de transic¸a˜o local N(φ) = 40.
Classe II: pertencem a esta classe os auto´matos cuja evoluc¸a˜o no tempo leva o sistema a
percorrer um ponto fixo ou um ciclo de configurac¸o˜es de per´ıodo na˜o muito elevado, logo
apo´s um transiente curto.
Na figura seguinte ilustramos este tipo de comportamento mostrando o diagrama espac¸o-
tempo para um sistema composto por 40 ce´lulas, cuja dinaˆmica e´ determinada pela regra
de transic¸a˜o local N(φ) = 77.
Figura 1.41: Diagrama espac¸o-tempo t´ıpico de um auto´mato pertencente a` Classe II de
Wolfram, neste caso a regra de transic¸a˜o local N(φ) = 77.
Classe III: pertencem a esta classe os auto´matos cuja evoluc¸a˜o no tempo leva o sistema a
percorrer configurac¸o˜es sem qualquer padra˜o reconhec´ıvel.
Na figura seguinte ilustramos este tipo de comportamento mostrando o diagrama espac¸o-
tempo para um sistema composto por 40 ce´lulas, cuja dinaˆmica e´ determinada pela regra
de transic¸a˜o local N(φ) = 90.
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Figura 1.42: Diagrama espac¸o-tempo t´ıpico de um auto´mato pertencente a` Classe III de
Wolfram, neste caso a regra de transic¸a˜o local N(φ) = 90.
Classe IV: pertencem a esta classe os auto´matos cuja evoluc¸a˜o temporal leva o sistema a
percorrer configurac¸o˜es que geram estruturas complexas, de modo algum previs´ıveis, que
se podem propagar, criar e/ou aniquilar outras estruturas. Essa evoluc¸a˜o complexa pode
ocorrer apo´s transientes relativamente longos.
Os auto´matos celulares pertencentes a esta classe exibem diagramas espac¸o-tempo que
na˜o sa˜o nem regulares, nem perio´dicos, mas, localmente e apenas durante algumas gerac¸o˜es,
essas configurac¸o˜es podem apresentar padro˜es caracter´ısticos dos auto´matos pertencentes
a` Classes II e a` classe III de Wolfram. Na figura seguinte ilustramos este tipo de compor-
tamento mostrando o diagrama espac¸o-tempo para um sistema composto por 100 ce´lulas,
cuja dinaˆmica e´ determinada pela regra de transic¸a˜o local N(φ) = 54.
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Figura 1.43: Diagrama espac¸o-tempo t´ıpico de um auto´mato pertencente a` Classe IV de
Wolfram, neste caso a regra de transic¸a˜o local N(φ) = 54.
Esta classificac¸a˜o dos Auto´matos Celulares Elementares mostrou-se muito fecunda, no
sentido em que tambe´m conseguiu distinguir as dinaˆmicas de outras fam´ılias de auto´matos,
quer unidimensionais, quer no plano. Este facto, a` partida muito pouco especta´vel, indica,
segundo Wolfram, a universalidade do comportamento do auto´mato celular, na medida em
que muitas das caracter´ısticas das dinaˆmicas na˜o dependem de detalhes da sua definic¸a˜o,
como sejam a dimensa˜o da rede, o tipo de vizinhanc¸a ou o nu´mero de elementos do conjunto
dos estados que cada ce´lula pode assumir.
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Nas tabelas seguintes e´ apresentada a distribuic¸a˜o dos 256 Auto´matos Celulares Ele-
mentares pelas quatro classes de Wolfram. Como era de esperar, atendendo a` enorme sim-
plicidade das regras de transic¸a˜o que determina a dinaˆmica destes sistemas, grande parte
dos Auto´matos Celulares Elementares, 216, pertencem a`s duas classes correspondentes a
comportamentos extremamente ordenados.
Classe I
0 8 32 40 64 96 128 136 160 168 192 224
234 235 238 239 248 249 250 251 252 253 254 255
Tabela 1.4: Tabela das regras de transic¸a˜o local N(φ) pertencentes a` Classe I de Wolfram.
Classe II
1 2 3 4 5 6 7 9 10 11 12 13
14 15 16 17 19 20 21 23 24 25 26 27
28 29 31 33 34 35 36 37 38 38 41 42
43 44 46 47 48 49 50 51 52 53 55 56
57 58 59 61 62 63 65 66 67 68 69 70
71 72 74 76 77 78 79 80 81 82 83 84
85 87 88 91 92 93 94 95 97 98 99 100
103 104 107 108 111 112 113 114 115 116 117 118
119 121 123 125 127 130 131 132 133 134 138 139
140 141 142 143 144 145 148 152 154 155 156 157
158 159 162 163 164 166 167 170 171 172 173 174
175 176 177 178 179 180 181 184 185 186 187 188
190 191 194 196 197 198 199 200 201 202 203 204
205 206 207 208 209 210 211 212 213 214 215 216
217 218 219 220 221 222 223 226 227 228 229 230
231 232 233 236 237 240 241 242 243 244 245 246
Tabela 1.5: Tabela das regras de transic¸a˜o local N(φ) pertencentes a` Classe II de Wolfram.
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Muito menos numerosa, apenas 31 regras, e´ a classe correspondente a comportamentos onde
na˜o se distingue qualquer padra˜o, os por vezes chamados auto´matos de comportamento
cao´tico.
Classe III
18 22 30 45 60 73 75 86 89 90 101 102
105 106 109 120 122 126 129 135 146 149 150 151
153 161 165 182 183 195 225
Tabela 1.6: Tabela das regras de transic¸a˜o local N(φ) pertencentes a` Classe III de Wolfram.
Por fim, a classe dos auto´matos que exibem comportamentos complexos e´ a que menos
elementos tem, apenas seis regras, das quais apenas duas sa˜o na˜o equivalentes. Como e´
o´bvio, esta raridade corresponde a` dificuldade de um sistema, governado por regras simples,
em exibir dinaˆmicas extremamente complexas.
Classe IV
54 110 124 137 147 193 222 222 222 222 222 222
Tabela 1.7: Tabela das regras de transic¸a˜o local N(φ) pertencentes a` Classe IV de Wolfram.
De seguida vamos introduzir uma medida de complexidade que tem servido para caracterizar
os diferentes n´ıveis de complexidade apresentados pelas regras pertencentes a`s diferentes
classes de Wolfram.
1.4 Distaˆncia de Hamming como medida da complexidade de
um auto´mato
Para estudar a estabilidade de um Auto´mato Celular Elementar a pequenas perturbac¸o˜es, e´
habitual utilizar uma te´cnica que consiste na comparac¸a˜o entre a evoluc¸a˜o de um sistema
e de uma sua re´plica, na qual foi feita uma pequena perturbac¸a˜o na configurac¸a˜o inicial
do sistema original, isto e´, vamos comparar as dinaˆmicas de um sistema e de um outro
exatamente igual ao primeiro, no nu´mero de ce´lulas e regra de transic¸a˜o local, exceto
que a configurac¸a˜o inicial do segundo resulta da configurac¸a˜o inicial original apo´s ter sido
modificado o estado de algumas, na˜o muitas, ce´lulas do sistema. A comparac¸a˜o entre as
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duas dinaˆmicas vai ser feita, em cada instante, usando uma distaˆncia entre configurac¸o˜es
que passamos a apresentar.
Definic¸a˜o 1.10. Dado um sistema composto por N ce´lulas, sejam C = (ci) e C′ = (c′i)
duas suas configurac¸o˜es. Vamos chamar distaˆncia de Hamming normalizada entre as confi-
gurac¸o˜es C = (ci) e C
′ = (c′i) a
dH(C,C
′) =
1
N
N∑
i=1
(1− δcic′i), (1.8)
onde por δxy se denota o s´ımbolo delta de Kronecker.
Esta definic¸a˜o, aqui apresentada para o caso particular dos Auto´matos Celulares Ele-
mentares, e´ facilmente generalizada para todos os auto´matos, uma vez que esta´ apenas em
causa uma comparac¸a˜o dos estados de ce´lulas correspondentes, para todas as ce´lulas do
sistema.
Vejamos atrave´s de exemplos, como podemos aplicar a distaˆncia de Hamming para
comparar as configurac¸o˜es assumidas por um sistema ao longo do tempo, partindo de confi-
gurac¸o˜es iniciais distintas. Consideremos a seguinte configurac¸a˜o para um sistema composto
por 20 ce´lulas:
Figura 1.44: Configurac¸a˜o de um sistema composto por 20 ce´lulas.
Alteremos, agora, o estado de uma ce´lula, neste caso, o estado da quarta ce´lula.
Figura 1.45: Configurac¸a˜o obtida da anterior pela modificac¸a˜o do estado da ce´lula que se
encontra na quarta posic¸a˜o.
A ideia fundamental do estudo da estabilidade dos auto´matos passa enta˜o por contar o
nu´mero de ce´lulas de ambos os sistemas que diferem ao longo do tempo, quando ambos
os sistemas evoluem a partir das configurac¸o˜es iniciais apresentadas na Figura 1.44 e na
Figura 1.45. De certa forma vamos dizer que a sua complexidade esta´ relacionada com
a forma como o sistema vai lidar com a perturbac¸a˜o introduzida na configurac¸a˜o inicial.
Comecemos por observar o que se passa para a regra de transic¸a˜o N(φ) = 96, pertencente
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a` Classe I. Nas figuras seguintes apresentamos a evoluc¸a˜o temporal de ambos os sistemas,
a partir de cada uma das configurac¸o˜es iniciais acima descritas, Figura 1.44 e Figura 1.45,
respetivamente, para 7 instantes de tempo:
Figura 1.46: Diagrama espac¸o-tempo relativo a` regra de transic¸a˜o N(φ) = 96, a partir da
configurac¸a˜o apresentada na Figura 1.44.
Figura 1.47: Diagrama espac¸o-tempo relativo a` regra de transic¸a˜o N(φ) = 96, a partir da
configurac¸a˜o apresentada na Figura 1.45.
Comparando ambos os gra´ficos espac¸o-temporais, podemos dar conta das ce´lulas que apre-
sentam estados distintos. Na figura seguinte assinalamos essas ce´lulas a cinzento:
Figura 1.48: Comparac¸a˜o entre os diagramas espac¸o-tempo mostrados nas duas figuras
anteriores, onde se assinalam as ce´lulas que em cada instante teˆm estados diferentes.
Comparando ambos os sistemas, facilmente se constata que o nu´mero de ce´lulas com estados
distintos nas configurac¸o˜es assumidas pelos dois sistemas em cada instante evolui rapida-
mente para zero. Deste modo, podemos dizer que a variac¸a˜o com o tempo da distaˆncia de
Hamming normalizada entre as configurac¸o˜es que os sistemas assumem em cada instante,
dH
(
C(T ),C′(T )
)
, tende para zero a` medida que o tempo cresce. Este comportamento
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da distaˆncia de Hamming normalizada e´ t´ıpico das regras pertencentes a esta classe de
auto´matos, pelo que podemos escrever o seguinte:
Classe I – Para os auto´matos pertencentes a esta classe, verifica-se que a distaˆncia de Ham-
ming normalizada entre sistemas partindo de configurac¸o˜es ligeiramente diferentes tende
para zero com o passar do tempo; estamos assim perante sistemas que na˜o mostram qualquer
sensibilidade a variac¸o˜es da configurac¸a˜o inicial. Por outras palavras, independentemente
das condic¸o˜es iniciais, o sistema evolui rapidamente para a mesma configurac¸a˜o homoge´nea
ou ciclo composto por ambas as configurac¸o˜es homoge´neas.
Consideremos agora a regra de transic¸a˜o N(φ) = 88, uma regra pertencente a` Classe II
de Wolfram, e voltemos a`s duas configurac¸o˜es iniciais representadas na Figura 1.44 e na Fi-
gura 1.45. Nas duas figuras seguintes apresentamos os diagramas espac¸o-tempo respetivos.
Figura 1.49: Diagrama espac¸o-tempo da regra de transic¸a˜o N(φ) = 88, a partir da confi-
gurac¸a˜o anteriormente apresentada na Figura 1.44.
Figura 1.50: Diagrama espac¸o-tempo da regra de transic¸a˜o N(φ) = 88, a partir da confi-
gurac¸a˜o anteriormente apresentada na Figura 1.45.
Para facilitar a comparac¸a˜o entre as dinaˆmicas obtidas, na figura que se segue destacamos
as ce´lulas do sistema que, em cada instante, apresentam estados distintos.
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Figura 1.51: Comparac¸a˜o entre os diagramas espac¸o-tempo, relativos a` regra de transic¸a˜o
N(φ) = 88, mostrados nas duas figuras anteriores, onde se assinalam as ce´lulas que em
cada instante teˆm estados diferentes.
A partir deste gra´fico podemos concluir que o nu´mero de ce´lulas que em cada instante assume
estados diferentes em ambas as dinaˆmicas se vai fixar, apo´s alguns instantes apenas, na˜o
em zero, mas num nu´mero bastante pequeno, neste caso dois. Esta variac¸a˜o da distaˆncia
de Hamming normalizada e´ t´ıpico de auto´matos pertencentes a esta segunda classe.
Classe II – Para os auto´matos pertencentes a esta classe, verifica-se que a distaˆncia de
Hamming normalizada entre sistemas partindo de configurac¸o˜es ligeiramente diferentes pode
ser diferente de zero, mas tomando sempre valores muito pequenos; por outras palavras,
muita da informac¸a˜o relativa a`s condic¸o˜es iniciais e´ retida por este tipo de sistema, mesmo
passado algum tempo.
Consideremos agora a regra de transic¸a˜o N(φ) = 45, um auto´mato pertencente a` Classe
III de Wolfram. Ainda relativamente a`s duas configurac¸o˜es apresentadas na Figura 1.44 e
Figura 1.45, sa˜o os seguintes os respetivos diagramas espac¸o-tempo, desta vez para 24
instantes de tempo.
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Figura 1.52: Diagramas espac¸o-tempo da regra de transic¸a˜o N(φ) = 45, a partir das
configurac¸o˜es anteriormente apresentadas na Figura 1.44 e na Figura 1.45.
Procedendo de forma ana´loga, na figura seguinte apresentamos o resultado da comparac¸a˜o
destes diagramas espac¸o-tempo, assinalando a cinzento aquelas ce´lulas que, em cada ins-
tante, apresentam estados distintos nos dois diagramas.
Figura 1.53: Comparac¸a˜o entre os diagramas espac¸o-tempo relativos a` regra de transic¸a˜o
N(φ) = 45, mostrados nas duas figuras anteriores, onde se assinalam as ce´lulas que em
cada instante teˆm estados diferentes.
A partir deste gra´fico facilmente se percebe que algo muito diferente se passa: de facto, o
nu´mero de ce´lulas com estados diferentes em cada instante vai crescer bastante, atingindo
valores da ordem de grandeza do pro´prio sistema. No gra´fico seguinte mostramos a variac¸a˜o
da distaˆncia de Hamming normalizada relativamente a`s configurac¸o˜es que cada um destes
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sistemas assumiram ao longo do intervalo de tempo considerado.
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Figura 1.54: Variac¸a˜o da distaˆncia de Hamming normalizada relativamente aos diagramas
espac¸o-tempo da regra de transic¸a˜o N(φ) = 45 apresentados na Figura 1.52.
Este tipo de variac¸a˜o da distaˆncia de Hamming normalizada e´ partilhado por todas as regras
de transic¸a˜o pertencentes a esta classe de auto´matos, pelo que podemos dizer o seguinte:
Classe III – Para os auto´matos pertencentes a esta classe, verifica-se que a distaˆncia de Ham-
ming normalizada entre sistemas partindo de configurac¸o˜es ligeiramente diferentes cresce
rapidamente com o tempo, atingindo um valor de equil´ıbrio geralmente alto. Mesmo que a
perturbac¸a˜o inicial seja m´ınima, ela propaga-se por todo o sistema. Deste modo, podemos
dizer que os auto´matos desta classe mostram grande sensibilidade a`s condic¸o˜es iniciais.
Por fim, consideremos a regra de transic¸a˜o N(φ) = 54, um auto´mato pertencente a`
Classe IV de Wolfram. Mais uma vez relativamente a`s duas configurac¸o˜es apresentadas na
Figura 1.44 e Figura 1.45, sa˜o os seguintes os respetivos diagramas espac¸o-tempo, desta
vez para 34 instantes de tempo.
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Figura 1.55: Diagramas espac¸o-tempo da regra de transic¸a˜o N(φ) = 54, a partir das
configurac¸o˜es anteriormente apresentadas na Figura 1.44 e na Figura 1.45.
A comparac¸a˜o das configurac¸o˜es assumidas em cada instante por cada sistema leva-nos a`
seguinte figura, onde se assinalam apenas as ce´lulas cujo estado na˜o era o mesmo.
Figura 1.56: Comparac¸a˜o entre os diagramas espac¸o-tempo, relativos a` regra de transic¸a˜o
N(φ) = 54, mostrados nas duas figuras anteriores, onde se assinalam as ce´lulas que em
cada instante teˆm estados diferentes.
Observando este gra´fico, facilmente se reconhece que estamos perante uma variac¸a˜o da
distaˆncia de Hamming normalizada muito diferente dos exemplos anteriores.
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Figura 1.57: Variac¸a˜o da distaˆncia de Hamming normalizada relativamente aos diagramas
espac¸o-tempo da regra de transic¸a˜o N(φ) = 54 apresentados na Figura 1.55.
Desta vez e´ noto´rio um crescimento lento do nu´mero de ce´lulas com estado diferente em
cada instante relativamente a`s configurac¸o˜es que estes sistemas assumiram ao do intervalo
de tempo considerado, atingindo no entanto valores na˜o muito pequenos. Esta sera´ a classe
de auto´matos mais dif´ıcil de caracterizar a partir da variac¸a˜o da distaˆncia de Hamming
normalizada entre configurac¸o˜es assumidas por sistemas ligeiramente diferentes no in´ıcio.
Ainda assim, e´ poss´ıvel dizer o seguinte:
Classe IV – Para os auto´matos pertencentes a esta classe, verifica-se que a distaˆncia de Ham-
ming normalizada entre sistemas partindo de configurac¸o˜es ligeiramente diferentes apresenta
um longo per´ıodo transiente ate´ atingir o seu ponto de equil´ıbrio, com um crescimento im-
previs´ıvel. O seu valor final pode variar muito, dependendo do tamanho e da localizac¸a˜o do
dano inicial.
Esta caracterizac¸a˜o da complexidade de um auto´mato a partir da comparac¸a˜o das
dinaˆmicas assumidas partindo de configurac¸o˜es iniciais ligeiramente perturbadas e´ uma ideia
herdada dos Sistemas Dinaˆmicos Discretos. Contudo, nesse contexto, o estudo da sensibi-
lidade dos sistemas a`s condic¸o˜es iniciais tem como ponto de partida que o sistema teˆm um
u´nico atrator, pelo que as dinaˆmicas em comparac¸a˜o teˆm esse ponto importante em comum.
No caso dos Auto´matos Celulares Elementares e´ o´bvia a coexisteˆncia de diferentes atratores6
pelo que a ideia original de estudar a sensibilidade a`s condic¸o˜es iniciais pode perder algum
sentido. Mas e´ evidente que e´ poss´ıvel caracterizar as diferentes complexidades das classes
de Wolfram a partir da sensibilidade a`s condic¸o˜es iniciais dos auto´matos.
6Exceto os auto´matos pertencentes a` Classe I de Wolfram.
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Cap´ıtulo 2
Auto´matos Celulares Perife´ricos no
Plano
Quando, na de´cada de 1980, Wolfram estudou auto´matos celulares com maior profundidade,
teve a curiosidade de ver se as dinaˆmicas que um sistema no plano revelava seriam muito
diferentes daquelas que ja´ tinha analisado e classificado nos Auto´matos Celulares Elementa-
res. Esse estudo, feito em colaborac¸a˜o com Norman Packard, veio a ser publicado em 1985,
[Packard & Wolfram, 1985]. Uma das concluso˜es que Wolfram e Packard retiraram do seu
trabalho com Auto´matos Celulares bidimensionais foi que, apesar de algumas diferenc¸as,
sem muita importaˆncia, as dinaˆmicas encontradas para este tipo de sistemas se encaixavam
perfeitamente nas quatro classes entretanto propostas para classificar os Auto´matos Celula-
res Elementares. Contudo, os autores estavam conscientes que o estudo efetuado era muito
diferente daquele que permitiu a classificac¸a˜o citada, uma vez que na˜o tinha sido feito um
escrut´ınio das dinaˆmicas poss´ıveis: as concluso˜es foram retiradas a partir de uma amostra
de regras escolhidas aleatoriamente, e da´ı que ditas t´ıpicas. De facto, e´ indiscut´ıvel que o
nu´mero total de regras em ambos os casos estudados, auto´matos com vizinhanc¸as de von
Neumann e com vizinhanc¸as de Moore, atinge valores de tal modo elevados que tornam
invia´vel repetir um estudo exaustivo como aquele feito anteriormente com os Auto´matos
Celulares Elementares.
Passados apenas alguns anos, primeiro Dietrich Stauffer, [Stauffer, 1989], e depois Die-
trich Stauffer com Subhrangshu Sekhar Manna, [Manna & Stauffer, 1990], publicaram dois
trabalhos chamando a atenc¸a˜o para um tipo de auto´matos celulares bidimensionais, relati-
vamente aos quais, fazendo o estudo das equivaleˆncias espec´ıficas para sistemas no plano,
mostravam so´ existirem 4 586 classes de dinaˆmicas na˜o equivalentes: sa˜o os chamados
Auto´matos Celulares Perife´ricos no plano. E´ curioso referir que, apesar do nu´mero total de
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regras distintas para os Auto´matos Celulares Perife´ricos no plano na˜o ser muito elevado, o
estudo efetuado por Stauffer e Manna ter sido, ainda assim, muito vago1, na˜o despertando
a atenc¸a˜o devida. De seguida vamos apresentar este tipo de auto´matos bidimensionais,
mostrando como a generalizac¸a˜o das equivaleˆncias dinaˆmicas anteriormente descritas para
sistemas numa linha, nos leva a concluir existirem apenas um nu´mero na˜o muito grande
regras de transic¸a˜o na˜o equivalentes.
2.1 Conceitos ba´sicos
Neste cap´ıtulo vamos considerar auto´matos celulares bidimensionais booleanos, definidos
em quadrados e com condic¸o˜es de fronteira perio´dicas. Desse modo, vamos dizer que uma
configurac¸a˜o C do sistema e´ descrita por uma matriz2 quadrada = (cij), com i, j = 1, . . . , n,
de elementos pertencentes a {0, 1}.
Definic¸a˜o 2.1. Um Auto´mato Celular bidimensional diz-se perife´rico se a regra de transic¸a˜o
local depender do estado dos quatro vizinhos de uma ce´lula, mas na˜o do seu pro´prio.
Dado um Auto´mato Celular Perife´rico Φ, seja C′ = Φ(C), com C uma qualquer configurac¸a˜o.
Enta˜o, vamos escrever a regra de transic¸a˜o local como
c′i,j = φ(ci−1,j , ci,j−1, ci,j+1, ci+1,j), (2.1)
para i, j = 1, . . . , n e onde se aplicam as condic¸o˜es de fronteira perio´dicas, isto e´, onde
c0,j = cn,j
cn+1,j = c1,j ,
para j = 1, . . . , n, e
ci,0 = ci,n
ci,n+1 = ci,1.
para i = 1, . . . , n. Deste modo, atendendo a (2.1), um Auto´mato Celular Perife´rico bidimen-
sional fica especificado quando ficar definido um valor de φ para todas as dezasseis situac¸o˜es
poss´ıveis para os estados das ce´lulas pertencentes a` vizinhanc¸a. Vejamos um exemplo.
1Apesar de Stauffer, no final da de´cada de 1980, usar um computador Cray-XMP/416, dos mais ra´pidos
computadores dispon´ıveis, a capacidade de processamento atual e´ de longe superior.
2Com esta escolha, estamos a declarar que o estado da primeira das ce´lulas da linha do topo do sistema
vai ser identificado como c11.
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Consideremos um sistema quadrado com n = 12, isto e´, com 12× 12 ce´lulas, e seja C
a configurac¸a˜o cuja representac¸a˜o gra´fica e´ dada na figura seguinte:
Figura 2.1: Representac¸a˜o gra´fica da configurac¸a˜o assumida por um sistema de 12 × 12
ce´lulas.
Consideremos, agora, o Auto´mato Celular Perife´rico bidimensional φ definido por
φ(0, 0, 0, 0) = 0 φ(0, 0, 0, 1) = 0 φ(0, 0, 1, 0) = 0 φ(0, 0, 1, 1) = 1
φ(0, 1, 0, 0) = 1 φ(0, 1, 0, 1) = 1 φ(0, 1, 1, 0) = 0 φ(0, 1, 1, 1) = 1
φ(1, 0, 0, 0) = 1 φ(1, 0, 0, 1) = 1 φ(1, 0, 1, 0) = 1 φ(1, 0, 1, 1) = 1
φ(1, 1, 0, 0) = 0 φ(1, 1, 0, 1) = 1 φ(1, 1, 1, 0) = 0 φ(1, 1, 1, 1) = 1
ou, equivalentemente, descrito graficamente como
Figura 2.2: Representac¸a˜o gra´fica da regra de transic¸a˜o local de um Auto´mato Celular
Perife´rico bidimensional.
onde, desta vez, se optou por representar os estados 0 e 1 por quadrados com dois n´ıveis
diferentes de cinzento, deixando o branco para acentuar que o estado da ce´lula central na˜o
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e´ nenhuma das varia´veis da regra de transic¸a˜o local φ. Assim sendo, a partir da regra
explicitada, temos que a configurac¸a˜o C′ = Φ(C) que o sistema vai assumir no instante
seguinte pode ser representada do seguinte modo:
Figura 2.3: Representac¸a˜o gra´fica da configurac¸a˜o determinada pela regra de transic¸a˜o local
apresentada na Figura 2.2, a partir da configurac¸a˜o representada na Figura 2.1.
Aplicando uma outra vez a regra de transic¸a˜o local poderemos, de modo ana´logo, obter
a configurac¸a˜o que o sistema assume dois instantes apo´s a configurac¸a˜o inicial C e assim
sucessivamente. Infelizmente o diagrama espac¸o-tempo para sistemas bidimensionais na˜o e´
de leitura ta˜o fa´cil como no caso de sistemas de ce´lulas numa linha: de facto, se queremos
analisar a dinaˆmica do auto´mato, teremos que representar os diferentes quadrados corres-
pondentes a`s configurac¸o˜es assumidas pelo sistema ao longo do tempo. Na figura seguinte,
podemos observar a evoluc¸a˜o temporal do sistema anterior a partir da representac¸a˜o gra´fica
das configurac¸o˜es assumidas ao longo de 17 instantes, assumindo a configurac¸a˜o C como a
configurac¸a˜o inicial do sistema, com o tempo a crescer da esquerda para a direita e de cima
para baixo.
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Figura 2.4: As configurac¸o˜es que o sistema assume nos 17 instantes seguintes, partindo da
configurac¸a˜o C, com o tempo a crescer da esquerda para a direita e de cima para baixo.
Olhando para a figura anterior, e´ noto´rio que o estudo dos auto´matos celulares no plano
perde uma das mais valiosas ferramentas do estudo das dinaˆmicas dos auto´matos celulares
unidimensionais: o diagrama espac¸o-tempo que nos permite comparar facilmente as con-
figurac¸o˜es assumidas pelo sistema ao longo de um certo intervalo de tempo. No entanto,
para o exemplo agora descrito, e´ ainda poss´ıvel3 perceber que a configurac¸a˜o assumida
pelo sistema no instante T = 3 se vai repetir no instante T = 14. Observando um pouco
3Neste caso o nu´mero de elementos do sistema e´ relativamente pequeno, assim como o intervalo de tempo
da simulac¸a˜o.
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melhor, podemos ver que a dinaˆmica do sistema apo´s o instante T = 3 na˜o e´ mais que o
deslocamento de baixo para cima dessa mesma configurac¸a˜o, logo estamos perante um ciclo
composto por doze configurac¸o˜es.
Analogamente ao proposto por Wolfram para os Auto´matos Celulares Elementares,
tambe´m para os Auto´matos Celulares Perife´ricos bidimensionais vamos poder introduzir
um co´digo que vai associar de forma u´nica um nu´mero inteiro a cada auto´mato. Para tal,
teremos que fixar uma ordem para as dezasseis configurac¸o˜es poss´ıveis para as ce´lulas vizi-
nhas de uma ce´lula do sistema: do nosso ponto de vista, a escrita das diferentes varia´veis
na expressa˜o (2.1) da regra de transic¸a˜o local, determina a seguinte ordem para as dezasseis
poss´ıveis configurac¸o˜es para as quatro ce´lulas vizinhas.
viz0 = viz1 = viz2 = viz3 =
viz4 = viz5 = viz6 = viz7 =
viz8 = viz9 = viz10 = viz11 =
viz12 = viz13 = viz14 = viz15 =
Figura 2.5: Uma ordem para as 16 diferentes configurac¸o˜es distintas para a vizinhanc¸a de
uma qualquer ce´lula do sistema.
Assim sendo, vai ser a colecc¸a˜o dos d´ıgitos dk, o estado da ce´lula central perante a confi-
gurac¸a˜o vizk, com k = 0, . . . , 15, que determina o nu´mero inteiro pretendido.
Definic¸a˜o 2.2. Dado um Auto´mato Celular Perife´rico bidimensional Φ, chama-se repre-
sentac¸a˜o de Wolfram de Φ ao nu´mero inteiro N(Φ) obtido como
N(Φ) =
(
d15 d14 d13 d12 d11 d10 d9 d8 d7 d6 d5 d4 d3 d2 d1 d0
)
2
,
com os d´ıgitos dk dados por
d15 = φ(1, 1, 1, 1) d14 = φ(1, 1, 1, 0) d13 = φ(1, 1, 0, 1) d12 = φ(1, 1, 0, 0)
d11 = φ(1, 0, 1, 1) d10 = φ(1, 0, 1, 0) d9 = φ(1, 0, 0, 1) d8 = φ(1, 0, 0, 0)
d7 = φ(0, 1, 1, 1) d6 = φ(0, 1, 1, 0) d5 = φ(0, 1, 0, 1) d4 = φ(0, 1, 0, 0)
d3 = φ(0, 0, 1, 1) d2 = φ(0, 0, 1, 0) d1 = φ(0, 0, 0, 1) d0 = φ(0, 0, 0, 0)
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Deste modo, ficamos a saber que o Auto´mato Celular Perife´rico bidimensional introduzido
na Figura 2.2 tem representac¸a˜o de Wolfram
(
1 0 1 0 1 1 1 1 1 0 1 1 1 0 0 0
)
2
= 44 984.
Vejamos agora um segundo exemplo: consideremos o Auto´mato Celular Perife´rico bidimen-
sional Φ cuja representac¸a˜o de Wolfram e´ N(Φ) = 59 614. Tal como foi feito anteriormente,
a explicitac¸a˜o da regra de transic¸a˜o local vai ser conseguida escrevendo este inteiro na base
bina´ria,
59 614 =
(
1 1 1 0 1 0 0 0 1 1 0 1 1 1 1 0
)
2
,
e aceitando o d´ıgito dk como resposta do sistema perante a configurac¸a˜o vizk, atra´s descrita.
Graficamente, vamos ter
Figura 2.6: Representac¸a˜o gra´fica da regra de transic¸a˜o local do Auto´mato Celular Perife´rico
bidimensional Φ com representac¸a˜o de Wolfram N(Φ) = 59 614.
Assim sendo, escolhida uma configurac¸a˜o inicial C para o sistema, desta vez um quadrado
de 20× 20 ce´lulas,
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Figura 2.7: Representac¸a˜o gra´fica da configurac¸a˜o C assumida inicialmente por um sistema
de 20× 20 ce´lulas.
obte´m-se facilmente, por aplicac¸a˜o das regras descritas acima, a configurac¸a˜o C′ = Φ(C)
assumida pelo sistema no instante seguinte,
Figura 2.8: Representac¸a˜o gra´fica da configurac¸a˜o C′ = Φ(C) assumida pelo sistema um
instante depois.
Repetindo um pouco aquilo que foi feito para os Auto´matos Celulares Elementares,
tambe´m para sistemas no plano vai ser poss´ıvel olhar para certas dinaˆmicas, certos auto´matos,
como equivalentes. Desse modo, e sobretudo porque o nu´mero de simetrias do plano sa˜o
treˆs, vamos ver que o nu´mero de Auto´matos Celulares Perife´ricos no plano na˜o equivalentes
e´ bastante mais reduzido que o nu´mero total de situac¸o˜es diferentes, 65 536.
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2.2 Equivaleˆncia de regras de transic¸a˜o local
Como vimos anteriormente para os Auto´matos Celulares Elementares, certas dinaˆmicas sa˜o
qualitativamente iguais, tendo sido assim poss´ıvel definir uma equivaleˆncia entre elas. Se-
guindo de perto o que foi feito para o caso mais simples, vamos comec¸ar por definir trans-
formac¸o˜es entre configurac¸o˜es do sistema, para depois afirmar como equivalentes aqueles
auto´matos que preservam essas simetrias.
Definic¸a˜o 2.3. Seja C = (cij) uma qualquer configurac¸a˜o do sistema. Vamos dizer que
C′ = (c′ij) e´ a configurac¸a˜o conjugada de C, e escrever C
′ = C, sempre que c′ij = c¯ij , para
i, j = 1, . . . , n, com 0¯ = 1 e 1¯ = 0.
Assim sendo, podemos dizer que dois auto´matos sa˜o conjugados sempre que a simetria por
conjugac¸a˜o de configurac¸o˜es iniciais seja conservada no instante seguinte.
Definic¸a˜o 2.4. Dados dois auto´matos Φ e Φ′, vamos dizer que eles sa˜o conjugados, e
escrever Φ′ = Tc(Φ), quando verificam a igualdade
Φ′(C) = Φ(C), (2.2)
para toda a configurac¸a˜o C.
Como facilmente se reconhece, dados auto´matos conjugados, Φ e Φ′ = Tc(Φ), a simetria por
conjugac¸a˜o de configurac¸o˜es iniciais vai ser preservada na˜o apenas no instante seguinte, mas
para todo o instante T . O resultado seguinte, cuja prova evoca argumentos semelhantes
ao resultado ana´logo para Auto´matos Celulares Elementares e por isso sera´ omitida, vai
permitir identificar o conjugado de qualquer auto´mato, a partir da sua representac¸a˜o de
Wolfram.
Proposic¸a˜o 2.1. Seja Φ um Auto´mato Celular Perife´rico bidimensional com representac¸a˜o
de Wolfram N(Φ) = (d15d14d13d12d11d10d9d8d7d6d5d4d3d2d1d0)2. Enta˜o, o Auto´mato
Celular Perife´rico bidimensional Φ′ = Tc(Φ) conjugado de Φ tem representac¸a˜o de Wolfram
N(Φ′) = (d¯0d¯1d¯2d¯3d¯4d¯5d¯6d¯7d¯8d¯9d¯10d¯11d¯12d¯13d¯14d¯15)2.
Voltemos ao nosso u´ltimo exemplo, o Auto´mato Celular Perife´rico bidimensional com repre-
sentac¸a˜o de Wolfram N(Φ) = 59 614. Como vimos anteriormente, a representac¸a˜o bina´ria
de N(Φ) e´ dada por
N(Φ) =
(
1 1 1 0 1 0 0 0 1 1 0 1 1 1 1 0
)
2
,
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donde se deduz que a representac¸a˜o de Wolfram de Tc(Φ) e´ igual a
N
(
Tc(Φ)
)
=
(
1 0 0 0 0 1 0 0 1 1 1 0 1 0 0 0
)
2
,
ou seja, temos que N
(
Tc(Φ)
)
= 34 024. Sendo auto´matos conjugados, N(Φ) = 59 614 e
N(Φ′) = 34 024, a representac¸a˜o gra´fica da evoluc¸a˜o temporal a partir de C e C¯, com C
uma configurac¸a˜o aleatoriamente escolhida num quadrado 20× 20, mostra como a simetria
e´ preservada ao longo do tempo.
Figura 2.9: Representac¸a˜o gra´fica da evoluc¸a˜o temporal de uma configurac¸a˜o C e da sua
conjugada, por dois auto´matos conjugados, N(Φ) = 56 614, a` esquerda, e N(Φ′) = 34 024,
a` direita.
Vejamos agora como e´ poss´ıvel introduzir as simetrias do plano para configurac¸o˜es num
quadrado n× n.
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Definic¸a˜o 2.5. Seja C = (ci,j), com i, j = 1, . . . , n uma qualquer configurac¸a˜o do sistema.
Vamos dizer que:
• C′ = (c′ij) e´ a configurac¸a˜o obtida de C por uma transformac¸a˜o de simetria relativa-
mente a um eixo vertical, e escrever C′ = TlrC, sempre que c′ij = ci,n+1−j ;
• C′ = (c′ij) e´ a configurac¸a˜o obtida de C por uma transformac¸a˜o de simetria relativa-
mente a um eixo horizontal, e escrever C′ = TudC, sempre que c′ij = cn+1−i,j ;
• C′ = (c′ij) e´ a configurac¸a˜o obtida de C por uma transformac¸a˜o de simetria rela-
tivamente a um eixo na diagonal do quadrado, e escrever C′ = TdC, sempre que
c′ij = cj,i.
Os exemplos seguintes ilustram cada uma destas definic¸o˜es.
Consideremos a configurac¸a˜o C anterior. Nas figuras seguintes sera˜o mostradas as
configurac¸o˜es que se obteˆm de C pelas transformac¸o˜es de simetria relativamente a eixos
colocados na vertical, na horizontal e na diagonal do quadrado. Para que a leitura da
simetria seja facilitada, em cada caso foi escolhido um posicionamento diferente para as
duas configurac¸o˜es.
Figura 2.10: Representac¸a˜o gra´fica de uma configurac¸a˜o C e da sua transformada por uma
transformac¸a˜o de simetria relativamente a um eixo vertical.
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Figura 2.11: Representac¸a˜o gra´fica de uma configurac¸a˜o C e da sua transformada por uma
transformac¸a˜o de simetria relativamente a um eixo horizontal.
Figura 2.12: Representac¸a˜o gra´fica de uma configurac¸a˜o C e da sua transformada por uma
transformac¸a˜o de simetria relativamente a um eixo na diagonal.
Cada uma destas simetrias do plano entre configurac¸o˜es do sistema vai induzir, de forma
ana´loga ao efetuado para os Auto´matos Celulares Elementares, uma transformac¸a˜o entre
regras de transic¸a˜o local.
62
Definic¸a˜o 2.6. Sejam Φ e Φ′ Auto´matos Celulares Perife´ricos bidimensionais e C uma
qualquer configurac¸a˜o para o sistema. Enta˜o,
• vamos dizer que Φ e´ obtido de Φ por uma transformac¸a˜o de simetria relativa a um
eixo vertical, e escrever Φ′ = Tlr(Φ), se
Φ′
(
Tlr(C)
)
= Tlr
(
Φ(C)
)
; (2.3)
• vamos dizer que Φ e´ obtido de Φ por uma transformac¸a˜o de simetria relativa a um
eixo horizontal, e escrever Φ′ = Tud(Φ), se
Φ′
(
Tud(C)
)
= Tud
(
Φ(C)
)
; (2.4)
• vamos dizer que Φ e´ obtido de Φ por uma transformac¸a˜o de simetria relativa a um
eixo na diagonal, e escrever Φ′ = Td(Φ), se
Φ′
(
Td(C)
)
= Td
(
Φ(C)
)
. (2.5)
E´ importante salientar que auto´matos transformados preservam a simetria correspondente
na˜o apenas no instante seguinte, mas para todo o instante T > 0. De seguida vamos apre-
sentar os resultados que permitem encontrar a representac¸a˜o de Wolfram do transformado
de qualquer Auto´mato Celular Perife´rico bidimensional.
Proposic¸a˜o 2.2. Seja Φ um Auto´mato Celular Perife´rico bidimensional com representac¸a˜o
de Wolfram N(Φ) = (d15d14d13d12d11d10d9d8d7d6d5d4d3d2d1d0)2. Enta˜o,
• Φ′ = Tlr(Φ) tem representac¸a˜o de Wolfram
N(Φ′) = (b15 b14 b11 b10 b13 b12 b9 b8 b7 b6 b3 b2 b5 b4 b1 b0)2;
• Φ′ = Tud(Φ) tem representac¸a˜o de Wolfram
N(Φ′) = (b15 b7 b13 b5 b11 b3 b9 b1 b14 b6 b12 b4 b10 b2 b8 b0)2;
• Φ′ = Td(Φ) tem representac¸a˜o de Wolfram
N(Φ′) = (b15 b13 b14 b12 b7 b5 b6 b4 b11 b9 b10 b8 b3 b1 b2 b0)2.
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Os argumentos que nos permitem chegar a estas treˆs expresso˜es sa˜o ana´logos aos ja´ utilizados
no caso dos Auto´matos Celulares Elementares, pelo que a prova do resultado anterior sera´
omitida. Vejamos agora quais os transformados por estas simetrias do plano do auto´mato
anteriormente considerado.
Seja Φ o Auto´mato Celular Perife´rico bidimensional com representac¸a˜o de Wolfram
N(Φ) = 59 614. Enta˜o, uma vez que
N(Φ) =
(
1 1 1 0 1 0 0 0 1 1 0 1 1 1 1 0
)
2
,
a proposic¸a˜o anterior diz-nos que
N
(
Tlr(Φ)
)
=
(
1 1 1 0 1 0 0 0 1 1 1 1 0 1 1 0
)
2
= 59 638
N
(
Tud(Φ)
)
=
(
1 1 1 0 1 1 0 1 1 1 0 1 0 1 0 0
)
2
= 60 884
N
(
Td(Φ)
)
=
(
1 1 1 0 1 0 1 1 1 0 0 0 1 1 1 0
)
2
= 60 302.
Vejamos graficamente qual a evoluc¸a˜o temporal que estes auto´matos determinam para confi-
gurac¸o˜es iniciais obtidas da configurac¸a˜o C anteriormente considerada pelas transformac¸o˜es
de simetria descritas.
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Figura 2.13: Representac¸a˜o gra´fica da evoluc¸a˜o temporal de uma configurac¸a˜o C e da sua
transformada Tlr(C), pelos auto´matos N(Φ) = 56 614, a` esquerda, e N(Φ
′) = 59 638, a`
direita.
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Figura 2.14: Representac¸a˜o gra´fica da evoluc¸a˜o temporal de uma configurac¸a˜o C e da sua
transformada Tud(C), pelos auto´matos N(Φ) = 56 614, em cima, e N(Φ
′) = 60 884, em
baixo.
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Figura 2.15: Representac¸a˜o gra´fica da evoluc¸a˜o temporal de uma configurac¸a˜o C e da sua
transformada Td(C), pelos auto´matos N(Φ) = 56 614, a` direita, e N(Φ
′) = 60 302, a`
esquerda.
Acaba´mos de descrever as quatro transformac¸o˜es, ditas ba´sicas, de uma qualquer confi-
gurac¸a˜o booleana num quadrado. No entanto, e tal como foi feito para os Auto´matos
Celulares Elementares, estas simetrias na˜o esgotam todas as possibilidades para a igual-
dade qualitativa entre regras de transic¸a˜o local, devendo igualmente ser estudadas todas as
composic¸o˜es destas transformac¸o˜es ba´sicas.
Proposic¸a˜o 2.3. Existem quinze transformac¸o˜es de equivaleˆncia entre Auto´matos Celulares
Perife´ricos no plano, que podem ser apresentados da seguinte forma:
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Tc Tlr Tud Td
Tc · Tlr Tc · Tud Tc · Td Tlr · Tud Tlr · Td Tud · Td
Tc · Tlr · Tud Tc · Tlr · Td Tc · Tud · Td Tlr · Tud · Td
Tc · Tlr · Tud · Td
Prova: Pela definic¸a˜o de cada uma das transformac¸o˜es ba´sicas, podemos estabelecer que
todas elas sa˜o iguais a` sua inversa, ou seja, que:
Tc · Tc = id Tlr · Tlr = id Tud · Tud = id Td · Td = id (2.6)
onde por id se denota a transformac¸a˜o identidade. Tambe´m igualmente fa´cil e´ a verificac¸a˜o
que apenas algumas das transformac¸o˜es ba´sicas na˜o comutam entre si, isto e´, que
Tlr · Tc = Tc · Tlr Tud · Tc = Tc · Tud Td · Tc = Tc · Td
Tud · Tlr = Tlr · Tud Td · Tlr = Tud · Td Td · Tud = Tlr · Td
(2.7)
Consideremos agora uma qualquer composic¸a˜o de m transformac¸o˜es ba´sicas Tb1 ·Tb2 ·. . .·Tbm .
Mas, por (2.7), sabemos que esta transformac¸a˜o pode ser reescrita como a composic¸a˜o de
m1 transformac¸o˜es
Tc · Tc · . . . · Tc
seguidas de m2 transformac¸o˜es
Tlr · Tlr · . . . · Tlr
seguidas de m3 transformac¸o˜es
Tud · Tud · . . . · Tud
seguidas ainda por m4 transformac¸o˜es
Td · Td · . . . · Td
com m1,m2,m3,m4 inteiros na˜o negativos tais que m1 +m2 +m3 +m4 = m. Assim sendo,
por (2.6), teremos apenas que considerar duas situac¸o˜es: quando mi e´ zero, ou quando mi
e´ um nu´mero ı´mpar. As transformac¸o˜es explicitadas surgem enta˜o quando se consideram
todas as situac¸o˜es poss´ıveis. 2
Naturalmente que a motivac¸a˜o para estudarmos todas estas quinze transformac¸o˜es entre
regras de transic¸a˜o local esta´ a eventualidade de provarmos um resultado que relacione
as suas dinaˆmicas, ou seja, na possibilidade das suas dinaˆmicas serem qualitativamente
iguais. O resultado seguinte, que se apresenta sem a sua prova, uma vez que os argumentos
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sa˜o ana´logos aos referidos na prova do resultado correspondente para Auto´matos Celulares
Elementares, enuncia exatamente essa equivaleˆncia das dinaˆmicas.
Teorema 2.1. Seja Φ um qualquer Auto´mato Celular Perife´rico bidimensional e seja T
uma qualquer das quinze transformac¸o˜es citadas. Tal como fizemos anteriormente, vamos
simplificar e denotar por T a transformac¸a˜o correspondente no espac¸o das configurac¸o˜es.
Enta˜o,
• se a configurac¸a˜o C e´ um ponto fixo para Φ, enta˜o, T (C) e´ um ponto fixo para T (Φ);
• se o conjunto de configurac¸o˜es {C1,C2, . . . ,Cp} e´ um ciclo de per´ıodo p para Φ, enta˜o
{T (C1), T (C2), . . . , T (Cp)} e´ um ciclo de igual per´ıodo para T (Φ);
• se a configurac¸a˜o C pertence a` bacia de atrac¸a˜o BA de um ponto fixo ou um ciclo de Φ,
enta˜o T (C) pertence a` bacia de atrac¸a˜o BT (A) do ponto fixo ou ciclo correspondente
de T (Φ).
Consideremos o Auto´mato Celular Perife´rico bidimensional N(φ) = 123. Os resul-
tados apresentados anteriormente permite-nos encontrar o conjunto dos auto´matos cujas
dinaˆmicas lhe sa˜o equivalentes:
8703 = Tc(123) 111 = Tlr(123)
5457 = Tud(123) 1805 = Td(123)
2559 = (Tc · Tlr)(123) 30039 = (Tc · Tud)(123)
20255 = (Tc · Td)(123) 5445 = (Tlr · Tud)(123)
1551 = (Tlr · Td)(123) 4913 = (Tud · Td)(123)
23895 = (Tc · Tlr · Tud)(123) 3999 = (Tc · Tlr · Td)(123)
29495 = (Tc · Tud · Td)(123) 4659 = (Tlr · Tud · Td)(123)
13239 = (Tc · Tlr · Tud · Td)(123)
Como e´ poss´ıvel concluir pela tabela acima, estamos perante um exemplo em que o nu´mero
de Auto´matos Celulares Perife´ricos bidimensionais dinamicamente equivalentes e´ igual a
16. Contudo, tal como ja´ ocorreu para os Auto´matos Celulares Elementares, este nu´mero
na˜o e´ atingido para todos os auto´matos. Atendendo a todas essas situac¸o˜es, podemos
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determinar quais sa˜o os Auto´matos Celulares Perife´ricos bidimensionais dinamicamente na˜o
equivalentes. O resultado seguinte diz-nos exatamente quantos sa˜o esses auto´matos.
Teorema 2.2. Existem 4 856 Auto´matos Celulares Perife´ricos bidimensionais na˜o equiva-
lentes.
Muito embora outros trabalhos publicados antes tenham abordado esta questa˜o da equi-
valeˆncia entre este tipo de sistemas, a explicitac¸a˜o daqueles que sa˜o dinamicamente distintos
foi pela primeira vez apresentada em [Freitas, 2012]. De seguida, vamos apresentar alguns
dos resultados obtidos J. Freitas, relativamente a` classificac¸a˜o dos Auto´matos Celulares
Perife´ricos no plano.
2.3 Auto´matos Celulares Perife´ricos Homoge´neos no Plano
Por razo˜es pouco evidentes4, nunca foi realizado um estudo pormenorizado de todos os
Auto´matos Celulares Perife´ricos bidimensionais, na˜o existindo portanto a sua classificac¸a˜o
pelas diferentes classes introduzidas por Wolfram das suas dinaˆmicas. Em 2012, foi publicado
um trabalho preliminar, [Freitas, 2012], que identifica todas as regras de transic¸a˜o local
pertencentes a` Classe I e algumas das regras de transic¸a˜o local pertencentes a`s classes II e
III. Para este nosso trabalho so´ nos interessa os auto´matos pertencentes a` primeira destas
classes, pelo que de seguida passamos a apresentar uma listagem das regras de transic¸a˜o
N(φ) pertencentes a` Classe I de Wolfram.
Nas duas tabelas seguintes sa˜o identificadas todas as 356 regras de transic¸a˜o N(φ) cujo
comportamento dominante tem como atrator uma configurac¸a˜o homoge´nea ponto fixo, ou
um ciclo formado por ambas as configurac¸o˜es homoge´neas. De notar que alguns destes
auto´matos podem ter ambas as configurac¸o˜es homoge´neas como ponto fixo.
4Talvez uma descrenc¸a que este tipo de sistema mostrasse novidades relativamente a`s dinaˆmicas exibi-
das pelos Auto´matos Celulares Elementares, associado ao nu´mero relativamente elevado de dinaˆmicas na˜o
equivalentes.
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0 3 7 8 23 25 27 31 40 61
63 64 67 69 71 72 87 89 91 95
104 127 128 136 168 192 200 232 287 297
299 301 303 317 319 327 329 333 335 351
361 363 367 381 383 415 447 479 552 573
575 576 579 583 584 599 601 603 607 616
637 640 648 680 704 712 744 809 815 829
831 863 875 879 893 919 927 983 991 1056
1063 1064 1120 1127 1128 1152 1160 1184 1192 1216
1224 1248 1256 1337 1339 1403 1632 1639 1640 1659
1664 1672 1696 1704 1728 1736 1760 1768 2176 2184
2208 2216 2240 2248 2272 2280 2455 2519 2720 2728
2752 2760 2784 2792 3031 3232 3240 3296 3304 3808
5248 5256 5312 5320 5760 5768 5824 5832 6272 6280
6304 6312 6336 6344 6368 6376 6816 6824 6848 6856
6880 6888 7328 7392 7904 10240 10248 10280 10304 10312
10344 10368 10376 10408 10432 10440 10472 10752 10760 10792
10816 10824 10856 10880 10888 10920 10944 10952 11272 11296
11304 11336 11360 11368 11392 11400 11424 11432 11456 11464
11488 11496 11784 11808 11816 11848 11872 11880 11904 11912
11936 11944 11968 11976 12000 15488 15496 15552 15560 16000
16008 16064 26752 26760 26792 26816 26824 26856 27304 27328
Tabela 2.1: Regras de transic¸a˜o N(φ) cujo comportamento dominante tem como atrator
uma configurac¸a˜o homoge´nea ponto fixo, ou um ciclo formado por ambas as configurac¸o˜es
homoge´neas.
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27336 27368 27808 27816 27872 27880 28384 32768 32776 32808
32832 32840 32872 32896 32904 32936 32960 32968 33000 33320
33344 33352 33384 33408 33416 33448 33472 33480 33512 33824
33832 33888 33896 33920 33928 33952 33960 33984 33992 34016
34024 34400 34408 34432 34440 34464 34472 34496 34504 34528
34536 34944 34952 34976 34984 35008 35016 35040 35048 35488
35496 35520 35528 35552 35560 36000 36008 36064 36072 36576
38016 38024 38080 38088 38528 38536 38592 38600 39040 39048
39072 39080 39104 39112 39136 39144 39584 39592 39616 39624
39648 40096 40160 40672 43008 43016 43048 43072 43080 43112
43136 43144 43176 43200 43208 43520 43528 43560 43584 43592
43624 43648 43656 43688 43712 43720 44040 44064 44072 44104
44128 44136 44160 44168 44192 44200 44224 44232 44256 44552
44576 44584 44616 44640 44672 44680 44704 44736 48256 48264
48320 48328 48768 48776 48832 59520 59528 59560 59584 59592
59624 60072 60096 60104 60576 60640
Tabela 2.2: Regras de transic¸a˜o local cujo comportamento dominante tem como atrator
um ponto fixo que e´ uma configurac¸a˜o homoge´nea, ou um ciclo formado por ambas as
configurac¸o˜es homoge´neas (continuac¸a˜o).
Estas sa˜o, sem du´vida alguma, as regras de transic¸a˜o local mais fa´ceis de identificar: na˜o so´
e´ conhecido o estado final do sistema, como os transientes sa˜o menores que para as outras
situac¸o˜es. Contudo, uma das concluso˜es mais surpreendentes do estudo de Freitas revela-
nos que e´ vis´ıvel uma diferenc¸a de complexidade entre os Auto´matos Celulares Perife´ricos
no plano pertencentes a esta classe. Por outras palavras, apesar da simplicidade da sua
caracterizac¸a˜o, uma consequeˆncia da simplicidade dos seus estados finais, estamos perante
um conjunto de auto´matos que mostram formas muito diversas de chegar aos estados finais
homoge´neos. Aliada a essas formas dos sistemas evolu´ırem para um estado final homoge´neo
esta´ tambe´m o facto do crescimento do tamanho relativo da bacia de atrac¸a˜o desse estado
final homoge´neo poder ser extremamente lento, ao contra´rio do que sucede nos Auto´matos
Celulares Elementares pertencentes a` Classe I de Wolfram.
No cap´ıtulo que se segue vamos apresentar um tipo de auto´matos no plano, apresentado
por treˆs investigadores brasileiros, como modelo para a regulac¸a˜o gene´tica.
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Cap´ıtulo 3
O Modelo de Sales, Martins e
Stariolo
Neste cap´ıtulo iremos estudar um modelo computacional, introduzido por Jose´ Sales, Mar-
celo Martins e Daniel Stariolo, em [Sales, Martins & Stariolo, 1997], que se propo˜e simular
redes de regulac¸a˜o gene´tica (ver tambe´m [Silva, 2003]).
3.1 Um modelo computacional para a regulac¸a˜o gene´tica
O modelo computacional que vamos introduzir tem as caracter´ısticas ba´sicas de um auto´mato
celular bidimensional, na medida em que e´ discreto no tempo, no espac¸o e nos valores que
cada elemento do sistema pode assumir. No entanto, o feno´meno a modelar determina que
outros conceitos familiares nos auto´matos celulares ba´sicos sejam generalizados: muito em-
bora o nu´mero de vizinhos K que influencia a transic¸a˜o de uma ce´lula seja igual para todas
as ce´lulas do sistema, vamos ver que o pro´prio conceito de vizinhanc¸a de uma ce´lula, como
aquelas ce´lulas que lhe esta˜o pro´ximas, vai ser alterado. Essa nova ideia de vizinhanc¸a vai
implicar que a escolha dos vizinhos de uma ce´lula seja realizada para cada uma das ce´lulas,
sendo enta˜o poss´ıvel ter vizinhanc¸as topologicamente distintas para elementos de um mesmo
sistema. Por fim, a regra booleana de transic¸a˜o local vai, tambe´m ela, ser diferente para
cada ce´lula, ao contra´rio do que se passa com os auto´matos celulares mais simples.
A situac¸a˜o mais simples para este modelo considera um sistema bidimensional quadrado
n × n, onde o estado de cada uma das ce´lulas e´ influenciado pelos estados das K = 9
ce´lulas1 pertencentes a` sua vizinhanc¸a de Moore. Para simplificar, vamos numerar cada
uma das nove ce´lulas da vizinhanc¸a: a pro´pria ce´lula tera´ o nu´mero 0 e as restantes ce´lulas
1Os dados experimentais mostram que K deve ser escolhido entre seis e dez.
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vizinhas tera˜o a numerac¸a˜o como se mostra na figura seguinte.
1 2 3
8 0 4
7 6 5
Com esta notac¸a˜o, podemos escrever a regra booleana de transic¸a˜o local que determina o
estado da ce´lula central no instante t+ 1 como
σ0(t+ 1) = sgn
(
J0×σ0(t) + J1×σ1(t) + J2×σ2(t) + J3×σ3(t) +
+ J4×σ4(t) + J5×σ5(t) + J6×σ6(t) + J7×σ7(t) + J8×σ8(t)
)
,
(3.1)
onde por σi(t), com i = 0, . . . , 8, se denota o estado da ce´lula i no instante t. Nesta
expressa˜o, J0, J1, . . . , J8 sa˜o constantes associadas a cada uma das ce´lulas da vizinhanc¸a
que tomam valores em {−1, 0, 1}. Os auto´matos cuja regra de transic¸a˜o local e´ determinada
por um limiar sa˜o habitualmente designados por Auto´matos Celulares com Limiar2.
Uma vez que as constantes Ji, designadas por constantes de acoplamento, multiplicam o
valor do estado da ce´lula correspondente, facilmente se reconhece que o seu valor determina
um sentido para a influeˆncia da ce´lula i na soma (3.1) que estabelece o valor de σ0(t+ 1):
diz-se que se a ce´lula i tem um papel inibidor se a constante Ji for igual a −1, um papel
ativador se Ji for igual a 1 e, por fim, um papel neutro sempre que Ji for igual a 0.
Os dados experimentais mostram que a influeˆncia que cada ce´lula do sistema sofre dos
seus vizinhos na˜o deve ser igual para todos os elementos do sistema. Assim sendo, para
cada ce´lula do sistema, vamos escolher o valor das constantes de acoplamento de uma forma
aleato´ria, de acordo com a seguinte lei de probabilidade:
P (Ji = 0) = P1
P (Ji = −1) = P (Ji = 1) = (1− P1)/2
Como podemos ver, P1 vai ser probabilidade de ser escolhido o valor 0 para Ji, sendo a
probabilidade de ser escolhido o valor 1 exatamente a mesma de ser escolhido o valor −1.
Por fim, atente-se que a probabilidade P1 e´ igual para todas as ce´lulas do sistema.
Consideremos o seguinte exemplo, escolhendo um sistema com 8× 8 ce´lulas, com uma
configurac¸a˜o inicial, aleatoriamente escolhida3, cuja representac¸a˜o gra´fica se apresenta:
2Do ingleˆs, Threshold Cellular Automata.
3Tal como no caso dos Auto´matos Celulares Perife´ricos no plano, tambe´m aqui vamos descrever as
configurac¸o˜es do sistema por uma matriz.
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Figura 3.1: Configurac¸a˜o inicial de um sistema com 8× 8 ce´lulas.
Para cada uma das 64 ce´lulas que constituem o sistema e´ necessa´rio escolher as nove
constantes de acoplamento Ji. Para tal, vamos considerar P1 = 1/3, correspondente a
uma escolha uniforme entre os diferentes valores para as constantes. Na figura seguinte,
sa˜o representadas graficamente as escolhas feitas atrave´s de quadros de 3 × 3 valores,
correspondentes a`s nove ce´lulas que formam a vizinhanc¸a de Moore de cada ce´lula, onde
uma ce´lula cinzenta corresponde a uma constante igual a −1, uma ce´lula branca a uma
constante igual a 0 e uma ce´lula preta a uma constante igual a 1.
Figura 3.2: As constantes de acoplamento para cada uma das 8 × 8 ce´lulas do sistema,
onde uma ce´lula cinzenta corresponde a uma constante igual a −1, uma ce´lula branca a
uma constante igual a 0 e uma ce´lula preta a uma constante igual a 1.
Como podemos observar, cada um desses quadros vai ocupar uma posic¸a˜o num quadro mais
geral de 8 × 8 elementos, posic¸a˜o essa correspondente a` ce´lula do sistema em causa. Por
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outro lado, como as constantes de acoplamento podem tomar treˆs valores, +1, −1 ou 0,
distinguimos cada um deles pintando de preto, cinzento e branco, respetivamente, a posic¸a˜o
correspondente no quadro. Por exemplo, a partir da representac¸a˜o gra´fica acima, podemos
concluir que as constantes de acoplamento relativas a` ce´lula do sistema na posic¸a˜o (3, 7)
teˆm os seguintes valores
J
(3,7)
1 = 1 J
(3,7)
2 = 0 J
(3,7)
3 = 0
J
(3,7)
8 = 1 J
(3,7)
0 = 1 J
(3,7)
4 = 0
J
(3,7)
7 = −1 J (3,7)6 = −1 J (3,7)5 = 1
Escolhidos os 64 conjuntos de constantes de acoplamento, a regra de transic¸a˜o local (3.1)
vai permitir determinar as configurac¸o˜es que o sistema assume, a partir da configurac¸a˜o
inicial, nos instantes seguintes. Na figura que se segue sa˜o apresentadas as representac¸o˜es
gra´ficas das configurac¸o˜es que o sistema assume nos primeiros 19 instantes, a partir da
configurac¸a˜o inicial apresentada na Figura 3.1.
Figura 3.3: As configurac¸o˜es que o sistema assume nos 19 instantes seguintes, com o tempo
a crescer da esquerda para a direita e de cima para baixo.
Observando a dinaˆmica exibida pelo sistema, e´ percept´ıvel que a partir do instante T = 15
o sistema repete um ciclo de duas configurac¸o˜es.
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O modelo ate´ aqui apresentado na˜o contempla ainda uma importante generalizac¸a˜o
motivada pelos dados experimentais: muito embora as interacc¸o˜es privilegiem predominan-
temente as ce´lulas vizinhas, na˜o e´ imposs´ıvel que ce´lulas mais afastadas exerc¸am tambe´m
alguma influeˆncia. A partir desta observac¸a˜o, tornou-se evidente a necessidade de genera-
lizar o conceito de vizinhanc¸a: assim, e uma vez que a autorregulac¸a˜o e´ tambe´m um dado
experimental a ter em conta, vamos, para cada i = 1, . . . , 8 e de uma forma sequencial,
determinar se a ce´lula i vai ser escolhida na posic¸a˜o i da vizinhanc¸a de Moore, ou numa
qualquer outra posic¸a˜o do sistema fora desta vizinhanc¸a. Deste modo, vai ser poss´ıvel intro-
duzir no modelo a possibilidade de existirem acoplamentos de curta distaˆncia e acoplamentos
de longa distaˆncia para as diferentes ce´lulas do sistema. Por simplicidade, vamos designar
por 1− P2 a probabilidade de ser escolhida a posic¸a˜o i da vizinhanc¸a de Moore, para todo
i = 1, . . . , 8. A escolha de uma outra qualquer posic¸a˜o fora da vizinhanc¸a de Moore vai ser
feita por escolha aleato´ria, com uma distribuic¸a˜o de probabilidade uniforme relativamente
a`s n2 − 9 restantes ce´lulas do sistema que na˜o pertencem a` vizinhanc¸a de Moore.
A ideia subjacente a este mecanismo pretende ter nos dois extremos, dois modelos
conhecidos: de facto, a escolha P2 = 0 determina que a regra de transic¸a˜o local de todas
as ce´lulas do sistema dependa do estado da pro´pria ce´lula, para traduzir o feno´meno de
autorregulac¸a˜o, e dos seus oito vizinhos mais pro´ximos, isto e´, as nove ce´lulas da vizinhanc¸a
de Moore. No outro extremo, temos que P2 = 1 implica que a escolha dos oito vizinhos
de uma qualquer ce´lula do sistema seja feita de forma aleato´ria entre todas as ce´lulas do
sistema que na˜o pertencem a` vizinhanc¸a de Moore, ficando assim esse modelo muito perto
das redes booleanas aleato´rias (RBN) introduzidas e estudadas por Stuart Kauffman4.
Ilustremos esta generalizac¸a˜o com um exemplo: consideremos um sistema definido num
quadrado com 6×6 ce´lulas. De acordo com o nosso modelo, e escolhido um valor P2 = 0.2,
vamos, logo de in´ıcio, explicitar as ce´lulas que definem a vizinhanc¸a viz(i, j) da ce´lula
que ocupa a posic¸a˜o (i, j) do sistema, para i, j = 1, . . . , 6. Para tal, vamos gerar 36
sequeˆncias aleato´rias, E(i, j), de 8 zeros e uns, com lei de probabilidade de Bernoulli com
p = P (X = 1) = P2 = 0.2, onde a` obtenc¸a˜o de 0 vamos fazer corresponder uma escolha
da ce´lula em causa na sua posic¸a˜o na vizinhanc¸a de Moore, e a` obtenc¸a˜o de 1 vamos,
posteriormente, proceder a` escolha de uma posic¸a˜o fora dessa vizinhanc¸a. Na tabela seguinte
sa˜o mostradas todas as sequeˆncias E(i, j) que se obtiveram por escolha aleato´ria.
4Para ale´m da imposta autorregulac¸a˜o, tambe´m o universo para a escolha aleato´ria das oito ligac¸o˜es na˜o
inclui todas as ce´lulas do sistema, uma vez que deixa de fora as ce´lulas pertencentes a` vizinhanc¸a de Moore.
Como e´ o´bvio, para valores na˜o muito pequenos de n este u´ltimo detalhe e´ pouco relevante.
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E(1,1)=(0, 0, 0, 0, 1, 1, 0, 0) E(1,2)=(0, 0, 0, 0, 0, 1, 1, 0)
E(1,3)=(1, 0, 0, 0, 0, 0, 0, 1) E(1,4)=(1, 0, 0, 0, 1, 0, 0, 0)
E(1,5)=(0, 0, 0, 1, 0, 0, 0, 0) E(1,6)=(0, 1, 0, 0, 0, 1, 0, 0)
E(2,1)=(0, 0, 0, 0, 0, 0, 0, 1) E(2,2)=(1, 1, 0, 0, 0, 0, 1, 0)
E(2,3)=(0, 1, 0, 0, 0, 0, 0, 0) E(2,4)=(0, 0, 0, 1, 0, 0, 0, 0)
E(2,5)=(0, 0, 0, 0, 0, 0, 0, 0) E(2,6)=(0, 0, 1, 0, 0, 0, 0, 0)
E(3,1)=(0, 1, 0, 0, 0, 0, 0, 0) E(3,2)=(0, 0, 0, 1, 0, 0, 0, 0)
E(3,3)=(0, 0, 1, 0, 0, 0, 0, 0) E(3,4)=(1, 0, 0, 0, 1, 0, 0, 1)
E(3,5)=(0, 0, 0, 0, 0, 0, 1, 0) E(3,6)=(0, 1, 0, 0, 1, 1, 0, 1)
E(4,1)=(1, 0, 0, 0, 0, 0, 0, 1) E(4,2)=(0, 0, 0, 1, 0, 0, 0, 0)
E(4,3)=(0, 0, 0, 0, 0, 1, 0, 1) E(4,4)=(0, 0, 0, 0, 0, 0, 1, 0)
E(4,5)=(0, 0, 0, 0, 0, 0, 1, 0) E(4,6)=(1, 0, 0, 0, 1, 0, 0, 0)
E(5,1)=(0, 0, 0, 0, 1, 0, 1, 1) E(5,2)=(0, 0, 0, 1, 0, 0, 0, 0)
E(5,3)=(1, 0, 1, 0, 0, 0, 0, 0) E(5,4)=(1, 0, 0, 0, 0, 0, 0, 0)
E(5,5)=(0, 1, 0, 1, 0, 0, 0, 0) E(5,6)=(0, 0, 1, 0, 0, 1, 0, 0)
E(6,1)=(0, 1, 0, 0, 0, 0, 0, 0) E(6,2)=(0, 0, 1, 0, 0, 1, 0, 0)
E(6,3)=(0, 0, 0, 0, 0, 0, 1, 1) E(6,4)=(0, 0, 0, 0, 0, 1, 0, 0)
E(6,5)=(1, 0, 0, 1, 1, 0, 0, 0) E(6,6)=(0, 0, 1, 0, 0, 0, 0, 0)
Tabela 3.1: Resultado das escolhas aleato´rias, para cada ce´lula do sistema de 6× 6 ce´lulas,
com vista a` determinac¸a˜o das ce´lulas que compo˜em a sua vizinhanc¸a. Neste caso a sa´ıda de
um 0 significa escolher a ce´lula correspondente da vizinhanc¸a de Moore, enquanto a sa´ıda
de um 1 significa que mais tarde se ira´ escolher uma ce´lula do sistema na˜o pertencente a`
vizinhanc¸a de Moore.
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Feitas as primeiras escolhas das ce´lulas da vizinhanc¸a de Moore que na˜o va˜o participar
na regra de transic¸a˜o local, devemos enta˜o proceder a` escolha dessas posic¸o˜es fora da
vizinhanc¸a de Moore. Para tal, vamos identificar nas sequeˆncias E(i, j) os valores 1, isto e´,
os valores k para os quais se tem E(i, j)k = 1, e escolher aleatoriamente, com uma lei de
probabilidade uniforme, uma posic¸a˜o dentre aquelas que na˜o tenham sido ainda consideradas
para a ce´lula em questa˜o. Vamos designar essas posic¸o˜es por viz(i, j)(k) e apresentar os
resultados obtidos na seguinte tabela.
viz(1,1)(5) = (1, 3) viz(1,1)(6) = (3, 4) viz(1,2)(7) = (4, 4) viz(1,2)(8) = (5, 1)
viz(1,3)(1) = (2, 5) viz(1,3)(8) = (3, 4) viz(1,4)(1) = (3, 2) viz(1,4)(5) = (3, 3)
viz(1,5)(4) = (3, 2) viz(1,6)(2) = (3, 5) viz(1,6)(6) = (6, 2) viz(2,1)(8) = (6, 1)
viz(2,2)(1) = (2, 4) viz(2,2)(2) = (1, 6) viz(2,2)(7) = (6, 6) viz(2,3)(2) = (5, 3)
viz(2,4)(4) = (3, 2) viz(2,6)(3) = (4, 5) viz(3,1)(2) = (6, 5) viz(3,2)(4) = (3, 4)
viz(3,3)(3) = (5, 2) viz(3,4)(1) = (5, 1) viz(3,4)(5) = (4, 2) viz(3,4)(8) = (6, 1)
viz(3,5)(7) = (6, 2) viz(3,6)(2) = (5, 6) viz(3,6)(5) = (6, 4) viz(3,6)(6) = (3, 4)
viz(3,6)(8) = (5, 4) viz(4,1)(5) = (6, 4) viz(4,1)(6) = (2, 6) viz(4,2)(8) = (1, 4)
viz(4,3)(1) = (1, 2) viz(4,3)(8) = (1, 3) viz(4,4)(4) = (6, 1) viz(4,5)(7) = (6, 1)
viz(4,6)(1) = (1, 2) viz(4,6)(5) = (4, 2) viz(5,1)(5) = (4, 3) viz(5,1)(7) = (5, 3)
viz(5,1)(8) = (2, 2) viz(5,2)(4) = (4, 5) viz(5,3)(1) = (1, 4) viz(5,3)(3) = (6, 6)
viz(5,4)(1) = (1, 4) viz(5,5)(2) = (4, 1) viz(5,5)(4) = (3, 6) viz(5,6)(3) = (4, 4)
viz(5,6)(6) = (6, 4) viz(6,1)(2) = (4, 3) viz(6,2)(3) = (4, 6) viz(6,2)(6) = (3, 2)
viz(6,3)(7) = (2, 5) viz(6,3)(8) = (2, 6) viz(6,4)(6) = (1, 6) viz(6,5)(1) = (6, 3)
viz(6,5)(4) = (6, 1) viz(6,5)(5) = (4, 4) viz(6,6)(3) = (3, 4)
Tabela 3.2:
Tal como foi referido anteriormente, e´ a partir dos dados desta u´ltima tabela que vamos saber
exatamente quais as oito ce´lulas que, para cada (i, j), va˜o participar, conjuntamente com a
pro´pria, na expressa˜o (3.1). De seguida vamos escrever as 36 expresso˜es que va˜o determinar
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a dinaˆmica do sistema. Para simplificar, nas expresso˜es abaixo na˜o vamos explicitar a que
ce´lula (i, j) a constante de acoplamento se refere, devendo essa informac¸a˜o ser retirada a
partir do contexto atendendo a que o primeiro termo de cada soma se refere a` autorregulac¸a˜o,
isto e´, teremos sempre nessa primeira parcela o produto da constante de acoplamento J0
pelo estado da pro´pria ce´lula. Assim, temos que:
σ11(T + 1) = J0 σ11(T ) + J1 σ66(T ) + J2 σ61(T ) + J3 σ62(T ) + J4 σ12(T ) +
+ J5 σ13(T ) + J6 σ34(T ) + J7 σ26(T ) + J8 σ16(T )
σ12(T + 1) = J0 σ12(T ) + J1 σ61(T ) + J2 σ62(T ) + J3 σ63(T ) + J4 σ13(T ) +
+ J5 σ23(T ) + J6 σ22(T ) + J7 σ44(T ) + J8 σ51(T )
σ13(T + 1) = J0 σ13(T ) + J1 σ25(T ) + J2 σ63(T ) + J3 σ64(T ) + J4 σ14(T ) +
+ J5 σ24(T ) + J6 σ23(T ) + J7 σ22(T ) + J8 σ34(T )
σ14(T + 1) = J0 σ14(T ) + J1 σ32(T ) + J2 σ64(T ) + J3 σ65(T ) + J4 σ15(T ) +
+ J5 σ55(T ) + J6 σ24(T ) + J7 σ23(T ) + J8 σ13(T )
σ15(T + 1) = J0 σ15(T ) + J1 σ64(T ) + J2 σ65(T ) + J3 σ66(T ) + J4 σ32(T ) +
+ J5 σ26(T ) + J6 σ25(T ) + J7 σ24(T ) + J8 σ14(T )
σ16(T + 1) = J0 σ16(T ) + J1 σ65(T ) + J2 σ35(T ) + J3 σ61(T ) + J4 σ11(T ) +
+ J5 σ21(T ) + J6 σ62(T ) + J7 σ25(T ) + J8 σ15(T )
σ21(T + 1) = J0 σ21(T ) + J1 σ16(T ) + J2 σ11(T ) + J3 σ12(T ) + J4 σ22(T ) +
+ J5 σ32(T ) + J6 σ31(T ) + J7 σ36(T ) + J8 σ61(T )
σ22(T + 1) = J0 σ22(T ) + J1 σ24(T ) + J2 σ16(T ) + J3 σ13(T ) + J4 σ23(T ) +
+ J5 σ33(T ) + J6 σ32(T ) + J7 σ66(T ) + J8 σ21(T )
Tabela 3.3: Expresso˜es para a regra de transic¸a˜o de cada uma das 6× 6 ce´lulas do sistema,
cujas vizinhanc¸as resultaram das escolhas descritas na Tabela 3.1 e Tabela 3.2
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σ23(T + 1) = J0 σ23(T ) + J1 σ12(T ) + J2 σ53(T ) + J3 σ14(T ) + J4 σ24(T ) +
+ J5 σ34(T ) + J6 σ33(T ) + J7 σ32(T ) + J8 σ22(T )
σ24(T + 1) = J0 σ24(T ) + J1 σ13(T ) + J2 σ14(T ) + J3 σ15(T ) + J4 σ32(T ) +
+ J5 σ35(T ) + J6 σ34(T ) + J7 σ33(T ) + J8 σ23(T )
σ25(T + 1) = J0 σ25(T ) + J1 σ14(T ) + J2 σ15(T ) + J3 σ16(T ) + J4 σ26(T ) +
+ J5 σ36(T ) + J6 σ35(T ) + J7 σ34(T ) + J8 σ24(T )
σ26(T + 1) = J0 σ26(T ) + J1 σ15(T ) + J2 σ16(T ) + J3 σ45(T ) + J4 σ21(T ) +
+ J5 σ31(T ) + J6 σ36(T ) + J7 σ35(T ) + J8 σ25(T )
σ31(T + 1) = J0 σ31(T ) + J1 σ26(T ) + J2 σ65(T ) + J3 σ22(T ) + J4 σ32(T ) +
+ J5 σ42(T ) + J6 σ41(T ) + J7 σ46(T ) + J8 σ36(T )
σ32(T + 1) = J0 σ32(T ) + J1 σ21(T ) + J2 σ22(T ) + J3 σ23(T ) + J4 σ34(T ) +
+ J5 σ43(T ) + J6 σ42(T ) + J7 σ41(T ) + J8 σ31(T )
σ33(T + 1) = J0 σ33(T ) + J1 σ22(T ) + J2 σ23(T ) + J3 σ52(T ) + J4 σ34(T ) +
+ J5 σ44(T ) + J6 σ43(T ) + J7 σ42(T ) + J8 σ32(T )
σ34(T + 1) = J0 σ34(T ) + J1 σ51(T ) + J2 σ24(T ) + J3 σ25(T ) + J4 σ35(T ) +
+ J5 σ42(T ) + J6 σ44(T ) + J7 σ43(T ) + J8 σ61(T )
Tabela 3.4: Expresso˜es para a regra de transic¸a˜o de cada uma das 6× 6 ce´lulas do sistema,
cujas vizinhanc¸as resultaram das escolhas descritas na Tabela 3.1 e Tabela 3.2 (continuac¸a˜o).
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σ35(T + 1) = J0 σ35(T ) + J1 σ24(T ) + J2 σ25(T ) + J3 σ26(T ) + J4 σ36(T ) +
+ J5 σ46(T ) + J6 σ45(T ) + J7 σ62(T ) + J8 σ34(T )
σ36(T + 1) = J0 σ36(T ) + J1 σ25(T ) + J2 σ56(T ) + J3 σ21(T ) + J4 σ31(T ) +
+ J5 σ64(T ) + J6 σ34(T ) + J7 σ45(T ) + J8 σ54(T )
σ41(T + 1) = J0 σ41(T ) + J1 σ36(T ) + J2 σ31(T ) + J3 σ32(T ) + J4 σ42(T ) +
+ J5 σ64(T ) + J6 σ26(T ) + J7 σ56(T ) + J8 σ46(T )
σ42(T + 1) = J0 σ42(T ) + J1 σ31(T ) + J2 σ32(T ) + J3 σ33(T ) + J4 σ43(T ) +
+ J5 σ53(T ) + J6 σ52(T ) + J7 σ51(T ) + J8 σ14(T )
σ43(T + 1) = J0 σ43(T ) + J1 σ12(T ) + J2 σ33(T ) + J3 σ34(T ) + J4 σ44(T ) +
+ J5 σ54(T ) + J6 σ53(T ) + J7 σ52(T ) + J8 σ13(T )
σ44(T + 1) = J0 σ44(T ) + J1 σ33(T ) + J2 σ34(T ) + J3 σ35(T ) + J4 σ61(T ) +
+ J5 σ55(T ) + J6 σ54(T ) + J7 σ53(T ) + J8 σ43(T )
σ45(T + 1) = J0 σ45(T ) + J1 σ34(T ) + J2 σ35(T ) + J3 σ36(T ) + J4 σ46(T ) +
+ J5 σ56(T ) + J6 σ55(T ) + J7 σ61(T ) + J8 σ44(T )
σ46(T + 1) = J0 σ46(T ) + J1 σ12(T ) + J2 σ36(T ) + J3 σ31(T ) + J4 σ41(T ) +
+ J5 σ42(T ) + J6 σ56(T ) + J7 σ55(T ) + J8 σ45(T )
Tabela 3.5: Expresso˜es para a regra de transic¸a˜o de cada uma das 6× 6 ce´lulas do sistema,
cujas vizinhanc¸as resultaram das escolhas descritas na Tabela 3.1 e Tabela 3.2 (continuac¸a˜o).
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σ51(T + 1) = J0 σ51(T ) + J1 σ46(T ) + J2 σ41(T ) + J3 σ42(T ) + J4 σ52(T ) +
+ J5 σ43(T ) + J6 σ61(T ) + J7 σ53(T ) + J8 σ22(T )
σ52(T + 1) = J0 σ52(T ) + J1 σ41(T ) + J2 σ42(T ) + J3 σ43(T ) + J4 σ45(T ) +
+ J5 σ63(T ) + J6 σ62(T ) + J7 σ61(T ) + J8 σ51(T )
σ53(T + 1) = J0 σ53(T ) + J1 σ14(T ) + J2 σ43(T ) + J3 σ66(T ) + J4 σ54(T ) +
+ J5 σ64(T ) + J6 σ63(T ) + J7 σ62(T ) + J8 σ52(T )
σ54(T + 1) = J0 σ54(T ) + J1 σ14(T ) + J2 σ44(T ) + J3 σ45(T ) + J4 σ55(T ) +
+ J5 σ65(T ) + J6 σ64(T ) + J7 σ63(T ) + J8 σ53(T )
σ55(T + 1) = J0 σ55(T ) + J1 σ44(T ) + J2 σ41(T ) + J3 σ46(T ) + J4 σ36(T ) +
+ J5 σ66(T ) + J6 σ65(T ) + J7 σ64(T ) + J8 σ54(T )
σ56(T + 1) = J0 σ56(T ) + J1 σ45(T ) + J2 σ46(T ) + J3 σ44(T ) + J4 σ51(T ) +
+ J5 σ61(T ) + J6 σ64(T ) + J7 σ65(T ) + J8 σ55(T )
σ61(T + 1) = J0 σ61(T ) + J1 σ56(T ) + J2 σ43(T ) + J3 σ52(T ) + J4 σ62(T ) +
+ J5 σ12(T ) + J6 σ11(T ) + J7 σ16(T ) + J8 σ66(T )
σ62(T + 1) = J0 σ62(T ) + J1 σ51(T ) + J2 σ52(T ) + J3 σ46(T ) + J4 σ63(T ) +
+ J5 σ13(T ) + J6 σ32(T ) + J7 σ11(T ) + J8 σ61(T )
Tabela 3.6: Expresso˜es para a regra de transic¸a˜o de cada uma das 6× 6 ce´lulas do sistema,
cujas vizinhanc¸as resultaram das escolhas descritas na Tabela 3.1 e Tabela 3.2 (continuac¸a˜o).
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σ63(T + 1) = J0 σ63(T ) + J1 σ52(T ) + J2 σ53(T ) + J3 σ54(T ) + J4 σ64(T ) +
+ J5 σ14(T ) + J6 σ13(T ) + J7 σ25(T ) + J8 σ26(T )
σ64(T + 1) = J0 σ64(T ) + J1 σ53(T ) + J2 σ54(T ) + J3 σ55(T ) + J4 σ65(T ) +
+ J5 σ15(T ) + J6 σ16(T ) + J7 σ13(T ) + J8 σ63(T )
σ65(T + 1) = J0 σ65(T ) + J1 σ63(T ) + J2 σ55(T ) + J3 σ56(T ) + J4 σ61(T ) +
+ J5 σ44(T ) + J6 σ15(T ) + J7 σ14(T ) + J8 σ64(T )
σ66(T + 1) = J0 σ66(T ) + J1 σ55(T ) + J2 σ56(T ) + J3 σ34(T ) + J4 σ61(T ) +
+ J5 σ11(T ) + J6 σ16(T ) + J7 σ15(T ) + J8 σ65(T )
Tabela 3.7: Expresso˜es para a regra de transic¸a˜o de cada uma das 6× 6 ce´lulas do sistema,
cujas vizinhanc¸as resultaram das escolhas descritas na Tabela 3.1 e Tabela 3.2 (continuac¸a˜o).
A partir deste ponto, este novo modelo, resultante da generalizac¸a˜o da vizinhanc¸a de Mo-
ore, vai repetir os passos anteriormente descritos, ou seja, vamos escolher um valor para a
probabilidade P1 e proceder a` escolha aleato´ria dos 36 conjuntos de 9 constantes de acopla-
mento J
(i,j)
k , para k = 0, 1, . . . , 8 e i, j = 1, . . . , 6, do sistema. Enta˜o, as expresso˜es acima
explicitadas determinara˜o a dinaˆmica do sistema a partir de uma configurac¸a˜o inicial. De
seguida vamos estudar os tipos de evoluc¸a˜o temporal identificados para estes sistemas.
3.2 A dinaˆmica do modelo de Sales, Martins e Stariolo
No trabalho citado, Sales, Martins e Stariolo identificam treˆs tipos distintos de evoluc¸a˜o
temporal para o modelo de regulac¸a˜o gene´tica por eles introduzido. De seguida, vamos
ilustrar os treˆs regimes com exemplos. Muito embora Sales, Martins e Stariolo caracterizem
os diferentes regimes de mu´ltiplas formas, aqui vamos dar especial atenc¸a˜o a` variac¸a˜o da
distaˆncia de Hamming entre as configurac¸o˜es que o sistema assume ao longo do tempo,
partindo de configurac¸o˜es iniciais ligeiramente distintas.
Como ficou dito anteriormente, o modelo apresentado por Sales, Martins e Stariolo
depende da escolha de valores para P1 e P2. Para simplificar, todos os exemplos do modelo
de Sales, Martins e Stariolo que vamos apresentar de seguida foram constru´ıdos escolhendo
P2 = 0, ou seja, considerando vizinhanc¸as de Moore para todas as ce´lulas do sistema.
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Deste modo, sera˜o as escolhas diferentes para P1 que nos levara´ a regimes distintos para os
sistemas.
Consideremos um Auto´mato Celular com Limiar de 20 × 20 ce´lulas, com vizinhanc¸as
de Moore e regra de transic¸a˜o 3.1, onde as constantes de acoplamento foram escolhidas
aleatoriamente com P1 = 0.05. Escolhida uma configurac¸a˜o inicial, uma vez mais aleato-
riamente, vamos modificar ligeiramente essa configurac¸a˜o, alterando o estado de uma sua
ce´lula. De seguida, fomos calcular a evoluc¸a˜o temporal determinada pelo sistema a partir de
ambas as configurac¸o˜es iniciais. O gra´fico que se mostra apresenta a variac¸a˜o da distaˆncia
de Hamming normalizada entre as configurac¸o˜es assumidas pelo sistema em cada instante,
ao longo de 140 instantes de tempo.
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Figura 3.4: Variac¸a˜o da distaˆncia de Hamming normalizada entre as configurac¸o˜es assumidas
por um sistema de 20× 20 ce´lulas, onde as constantes de acoplamento foram escolhidas a
partir de um valor de P1 = 0.05, ao longo de 140 instantes de tempo.
Uma ana´lise deste gra´fico diz-nos uma muito ligeira perturbac¸a˜o da configurac¸a˜o inicial
do sistema levou a que, passados alguns instantes, o sistema assuma configurac¸o˜es cujas
diferenc¸as ultrapassa 10% do nu´mero total de ce´lulas.
Consideremos agora um auto´mato em tudo ideˆntico ao anterior, exceto que as constantes
de acoplamento foram desta vez escolhidas aleatoriamente com P1 = 0.7. Enta˜o, escolhida
uma configurac¸a˜o inicial e alterando o estado de uma sua ce´lula, fomos calcular a evoluc¸a˜o
temporal determinada pelo sistema a partir de ambas essas configurac¸o˜es. O gra´fico seguinte
apresenta a variac¸a˜o da distaˆncia de Hamming normalizada entre as configurac¸o˜es assumidas
pelo sistema em cada instante, ao longo de 40 instantes de tempo.
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Figura 3.5: Variac¸a˜o da distaˆncia de Hamming normalizada entre as configurac¸o˜es assumidas
por um sistema de 20× 20 ce´lulas, onde as constantes de acoplamento foram escolhidas a
partir de um valor de P1 = 0.5, ao longo de 40 instantes de tempo.
Este gra´fico indica-nos que o sistema e´ praticamente indiferente a pequenas perturbac¸o˜es
da configurac¸a˜o inicial, uma vez que o nu´mero de ce´lulas que, em cada instante, mostra
estados distintos, e´ claramente diminuto.
Por fim, para um sistema de caracter´ısticas ideˆnticas aos dois anteriores, so´ que com
constantes de acoplamento escolhidas aleatoriamente com P1 = 0.5, encontramos evoluc¸o˜es
temporais, a partir de configurac¸o˜es iniciais com uma u´nica ce´lula com um estado diferente,
relativamente a`s quais a distaˆncia de Hamming normalizada tem a seguinte variac¸a˜o.
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Figura 3.6: Variac¸a˜o da distaˆncia de Hamming normalizada entre as configurac¸o˜es assumidas
por um sistema de 20× 20 ce´lulas, onde as constantes de acoplamento foram escolhidas a
partir de um valor de P1 = 0.7, ao longo de 80 instantes de tempo.
Comparando este gra´fico com os dois anteriores, na Figura 3.4 e na Figura 3.5, e´ percept´ıvel
que o sistema desta vez na˜o mostra uma capacidade para amplificar a ligeira perturbac¸a˜o
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inicial, como no primeiro exemplo, mas tambe´m na˜o vai conseguir esquecer e assumir confi-
gurac¸o˜es ao longo do tempo praticamente ideˆnticas. Um estudo mais aprofundado permitiria
concluir que, enquanto no primeiro sistema a perturbac¸a˜o vai ter consequeˆncias em todas as
ce´lulas do sistema, neste u´ltimo as diferenc¸as va˜o estar confinadas a ce´lulas muito pro´ximas
da ce´lula perturbada.
A partir deste estudo, Sales, Martins e Stariolo concluem que os sistemas que mode-
lam a regulac¸a˜o gene´tica podem exibir comportamentos que se podem distinguir tal como
Wolfram classificou os Auto´matos Celulares Elementares: ordenados, como os auto´matos
pertencentes a` Classe II, cao´ticos, como os auto´matos pertencentes a` Classe III e margi-
nais/complexos, como os auto´matos pertencentes a` Classe IV.
No cap´ıtulo seguinte vamos estudar um indicador de complexidade, ou organizac¸a˜o,
que Sales, Martins e Stariolo usam nos seus estudos, tentando perceber a sua efica´cia no
contexto dos Auto´matos Celulares Elementares e dos Auto´matos Celulares Perife´ricos no
plano.
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Cap´ıtulo 4
Uma Medida de Complexidade
Quando nos propomos estudar uma medida da complexidade de auto´matos celulares, vem a
propo´sito refletir um pouco sobre o que e´ a complexidade que se pretende medir, ou ainda,
sobre o que e´ a ordem.
Perante um auto´mato celular, o que sera´ razoa´vel pensar como ordem? Seguramente por
influeˆncia da Teoria dos Sistemas Dinaˆmicos Discretos, que na de´cada de 1970 estava muito
ativa, os primeiros estudos dos Auto´matos Celulares Elementares introduziram o conceito
de ordem olhando para a capacidade que os sistemas evidenciavam para atingir rapidamente
uma configurac¸a˜o, ou um conjunto de configurac¸o˜es, que repetiriam indefinidamente. Es-
tamos, parece-nos o´bvio, perante uma importac¸a˜o dos conceitos de ponto fixo e de o´rbita
perio´dica dos sistemas dinaˆmicos discretos, que, nesse contexto, sa˜o, de certo modo, um
indicador de ordem. O problema desta associac¸a˜o esta´ no seu reverso, isto e´, naquilo que
na˜o e´ ordem: de facto, sistemas dinaˆmicos discretos cao´ticos sa˜o aqueles cujas o´rbitas para
o futuro na˜o se dirigem para qualquer ponto fixo ou o´rbita perio´dica. Foi nesse sentido
que se percebeu que alguns sistemas dinaˆmicos mostravam comportamentos complexos.
Ora, quando estamos a estudar auto´matos celulares com um nu´mero finito de elementos,
essa ideia de evoluc¸a˜o temporal que, no futuro, nunca ira´ repetir qualquer configurac¸a˜o ou
conjunto de configurac¸o˜es, esta´ completamente fora de causa. A soluc¸a˜o para esse pro-
blema veio olhando para os transientes, ou seja, identificando ordem nas dinaˆmicas cujos
transientes sejam curtos.
Aquilo que vemos nos trabalhos que usam auto´matos celulares como modelos de feno´menos
ligados a` Biologia e´ uma ideia de complexidade completamente diferente. Porque os sistemas
em causa sa˜o muito complicados, estando assim completamente fora de causa encontrar os
seus estados assinto´ticos, ou simplesmente porque ordem nesse contexto na˜o significa que
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todo o sistema repita para sempre uma configurac¸a˜o ou um conjunto de configurac¸o˜es, e´
aceite uma medida de complexidade que ainda questiona uma invariaˆncia, mas ja´ na˜o de
todo o sistema e para todo o futuro, mas sim de cada um dos seus elementos e durante
apenas uma janela temporal definida.
Neste cap´ıtulo vamos comec¸ar por introduzir uma medida de complexidade usada por
Sales, Martins e Stariolo, para de seguida mostrar que esta medida, com as caracter´ısticas
acima apontadas, distingue de facto a reconhecida complexidade dos Auto´matos Celulares
Elementares. Por fim, vamos fazer o estudo da complexidade dos Auto´matos Celulares
Perife´ricos homoge´neos no plano com base neste paraˆmetro.
4.1 Modelo de Sales, Martins e Stariolo
A partir das simulac¸o˜es efetuadas, Sales, Martins e Stariolo concluem que existe uma outra
poss´ıvel caracterizac¸a˜o dos auto´matos pertencentes a cada um dos treˆs tipos descritos an-
teriormente, com a enorme vantagem de ser um paraˆmetro calculado a partir da evoluc¸a˜o
temporal do sistema ao longo de um nu´mero muito pequeno de instantes de tempo, evitando-
se assim procuras de ciclos apo´s longu´ıssimos transientes e comparac¸o˜es entre dinaˆmicas
partindo de configurac¸o˜es ligeiramente perturbadas.
Dado um sistema e uma configurac¸a˜o inicial, vamos comparar o estado assumido por
cada ce´lula ao longo de um intervalo de tempo ∆T . Caso uma ce´lula nunca altere o
seu estado nesses ∆T instantes, dizemos que a ce´lula esta´ congelada. Aquilo que Sales,
Martins e Stariolo perceberam foi que (1) um sistema com um grande nu´mero de ce´lulas
congeladas e´ um sistema com um comportamento ordenado; (2) um sistema com um nu´mero
reduzido de ce´lulas congeladas tem um comportamento cao´tico e (3) um sistema com um
comportamento marginal apresenta um nu´mero de ce´lulas congeladas entre os outros dois
casos.
Voltemos aos treˆs exemplos de sistemas de Sales, Martins e Stariolo, considerados an-
teriormente para ilustrar os treˆs tipos de comportamento exibidos por estes auto´matos,
a partir da variac¸a˜o da distaˆncia de Hamming normalizada entre configurac¸o˜es assumidas
pelos sistemas a partir de configurac¸o˜es iniciais ligeiramente diferentes. Para todos eles va-
mos escolher ∆T = 40 instantes de tempo, mas apenas apo´s um transiente de 5 instantes
de tempo. Na figura seguinte mostramos as ce´lulas do sistema que ficaram congeladas,
representando-as de branco, ao contra´rio das na˜o congeladas, representadas de cinzento.
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Figura 4.1: Ce´lulas congeladas, representadas de branco, ao longo de 40 instantes de tempo,
para o primeiro exemplo de um modelo de Sales, Martins e Stariolo anteriormente apresen-
tado.
Do gra´fico apresentado e´ poss´ıvel perceber que 49.25% das ce´lulas do sistema ficaram
congeladas ao longo dos 40 instantes de tempo.
Vejamos agora o segundo dos exemplos. Em ideˆnticas condic¸o˜es, foram estas as ce´lulas
do sistema que na˜o alteraram o seu estado ao longo dos ∆T = 40 instantes de tempo:
Figura 4.2: Ce´lulas congeladas, representadas de branco, ao longo de 40 instantes de tempo,
para o segundo exemplo de um modelo de Sales, Martins e Stariolo anteriormente apresen-
tado.
Como se pode observar, neste caso temos que 77.50% das ce´lulas do sistema permaneceram
congeladas.
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Por fim, vejamos o que aconteceu no terceiro exemplo, aquele auto´mato com um com-
portamento considerado mais dif´ıcil de caracterizar, exibindo uma mistura de caracter´ısticas
dos dois anteriores.
Figura 4.3: Ce´lulas congeladas, representadas de branco, ao longo de 40 instantes de tempo,
para o terceiro exemplo de um modelo de Sales, Martins e Stariolo anteriormente apresen-
tado.
Pelo gra´fico e´ poss´ıvel concluir que, neste caso, 61.50% das ce´lulas do sistema permaneceram
congeladas.
Como podemos ver, nestes treˆs exemplos a percentagem de ce´lulas congeladas parece
acompanhar de forma inequ´ıvoca o tipo de dinaˆmica do sistema. Apesar das o´bvias desvan-
tagens que este paraˆmetro tem quando nos colocamos no contexto dos Auto´matos Celulares
Elementares, sa˜o tambe´m muito fortes as vantagens que possui, sobretudo pelo facto de ser
uma medida de complexidade ou organizac¸a˜o do sistema a partir da evoluc¸a˜o do estado de
cada uma das suas ce´lulas. Por outras palavras, tudo indica que esta percentagem de ce´lulas
congeladas ao longo um certo nu´mero de instantes de tempo consegue medir ate´ que ponto
o sistema, como um conjunto de elementos, se esta´ a organizar, ou, usando a perspetiva
contra´ria, ate´ que ponto o sistema, como conjunto de elementos, resiste a se organizar.
De seguida vamos tentar definir este paraˆmetro no contexto dos Auto´matos Celulares
Elementares, fazendo as modificac¸o˜es que julguemos adequadas para que consiga acompa-
nhar a classificac¸a˜o de Wolfram.
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4.2 Auto´matos Celulares Elementares
Consideremos uma vez mais o conjunto dos Auto´matos Celulares Elementares. A questa˜o
para a qual pretendemos encontrar uma resposta e´ se, para estes sistemas mais simples,
a medida de complexidade anterior consegue distinguir, e em que circunstaˆncias, a reco-
nhecida complexidade deste tipo de auto´matos. Por exemplo, para afirmar ρ como uma
medida de complexidade, sera´ necessa´rio que os valores de ρ para auto´matos pertencen-
tes a uma classe de Wolfram sejam quase iguais, mas muito diferentes relativamente a
auto´matos pertencentes a outra classe. Contudo, ainda antes de apresentarmos os resul-
tados obtidos, achamos conveniente uma reflexa˜o a priori relativamente ao que podemos
esperar da aplicac¸a˜o da medida de complexidade ρ a Auto´matos Celulares Elementares e
das modificac¸o˜es necessa´rias para a tornar mais eficaz.
A classificac¸a˜o introduzida por Wolfram colocou um tipo muito preciso de auto´matos
numa primeira classe: aqueles sistemas cujo destino, para quase todas as escolhas inici-
ais, e´ uma configurac¸a˜o homoge´nea ou um ciclo constitu´ıdo por ambas as configurac¸o˜es
homoge´neas. Os exemplos mostram que, aliada a` ordem do estado final do sistema, os
transientes sa˜o sempre muito curtos, mesmo para sistemas com um nu´mero razoavelmente
elevado de ce´lulas. Estamos assim, sem qualquer du´vida, perante auto´matos com uma ele-
vada organizac¸a˜o, sendo enta˜o de esperar que ρ assuma valores elevados. Contudo, como
facilmente se reconhece, qualquer auto´mato desta classe para o qual as configurac¸o˜es ho-
moge´neas formem um ciclo de per´ıodo 2, vai ter como estado assinto´tico uma situac¸a˜o em
que todas as ce´lulas do sistema va˜o alternar os seus estados em instantes sucessivos. Sendo
assim, na˜o podemos esperar que ρ venha a reconhecer a ordem evidente que estes sistemas
revelam.
Na˜o havendo nos Auto´matos Celulares Elementares regras de transic¸a˜o local pertencen-
tes a` Classe I de Wolfram para as quais o estado final seja um ciclo constitu´ıdo por ambas
as configurac¸o˜es homoge´neas, vamos exemplificar esta situac¸a˜o mostrando, na figura que
se segue, a evoluc¸a˜o temporal relativas a regras de transic¸a˜o local pertencentes a` Classe II
de Wolfram, regra 1 e regra 7, a partir de configurac¸o˜es iniciais pertencentes a` bacia de
atrac¸a˜o desse ciclo homoge´neo.
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Figura 4.4: Diagramas espac¸o-temporais relativos a`s regras 1 e 7, a` esquerda e a` direita,
respetivamente, a partir de configurac¸o˜es iniciais pertencentes a` bacia de atrac¸a˜o do ciclo
perio´dico constitu´ıdo por ambas as configurac¸o˜es homoge´neas.
Como podemos ver, apesar da ordem evidente das dinaˆmicas, vamos ter, em ambos os
casos, valores para ρ iguais a zero. Para corrigir esta situac¸a˜o, vamos modificar um pouco
a definic¸a˜o de ρ descrita por Sales, Martins e Stariolo.
Definic¸a˜o 4.1. Dado um auto´mato celular finito, com N elementos, seja
ρ =
1
N
N∑
k=1
δk(∆T ),
onde δk(∆T ) = 1 se a ce´lula k mantiver invariante o seu estado, ou mostrar uma alternaˆncia
de estados, durante um intervalo de ∆T instantes de tempo. Caso contra´rio, teremos
δk(∆T ) = 0.
Esta modificac¸a˜o relativamente a` definic¸a˜o anterior vem apenas acrescentar duas sucesso˜es
de estados, a alternaˆncia entre estados iniciada por zero e a alternaˆncia entre estados iniciada
por um, a`s duas sucesso˜es constantes, como identificadoras de ordem. Por outro lado,
para valores na˜o muito pequenos da janela temporal ∆T , esta concessa˜o na˜o implica um
grande acre´scimo para os valores de ρ no caso dos auto´matos celulares pertencentes a`
Classe III de Wolfram, aqueles cuja evoluc¸a˜o temporal revela uma enorme desorganizac¸a˜o
ou complexidade, para os quais e´ deseja´vel que ρ tenha valores pro´ximos de zero.
Tendo como propo´sito a identificac¸a˜o de ordem na evoluc¸a˜o temporal de cada uma das
ce´lulas do sistema, parece-nos evidente que, se o valor de ρ for determinado apo´s alguns
instantes, os valores de ρ sera˜o iguais a 1 em casos em que a ordem da evoluc¸a˜o temporal
e´ evidente. Na˜o se trata aqui de pretender calcular ρ quando tivermos a garantia que o
sistema se encontra ja´ no seu estado assinto´tico, mas apenas assegurar que a regras de
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transic¸a˜o local onde e´ evidente a ordem dos seus diagramas espac¸o-temporais, quer pelo
estado assinto´tico, quer pelos transientes extremamente curtos, corresponde um valor para
ρ muito pro´ximo de 1. Na figura seguinte temos dois diagramas espac¸o-temporais, relativos
a`s regras 0 e 168, onde podemos perceber a diferenc¸a para os valores de ρ quando calculamos
logo a partir da configurac¸a˜o inicial ou apo´s 4 instantes de tempo.
Figura 4.5: Diagramas espac¸o-temporais relativos a`s regras 0 e 168, a` esquerda e a` direita,
respetivamente. Neste caso e´ evidente que o ca´lculo de ρ(∆T ), com ∆T = 10, apenas apo´s
4 instantes de tempo tem uma maior capacidade para captar a ordem das dinaˆmicas.
Como podemos perceber, caso o ca´lculo de ρ fosse feito logo a partir da configurac¸a˜o inicial,
ter´ıamos os valores ρ0(10) = 10/20 e ρ168(10) = 6/20. Contudo, esperando 4 instantes
de tempo, esses valores, ρ0(10) = 20/20 e ρ168(10) = 12/20, tornam mais expl´ıcita a
ordem das dinaˆmicas. Veja-se que se a escolha para o transiente fosse, por exemplo, igual
a 10 instantes de tempo, imediatamente ter´ıamos a igualdade de ambos os valores de ρ,
o que tambe´m na˜o seria interessante, pois e´ poss´ıvel identificar alguma diferenc¸a entre as
dinaˆmicas relativamente a` sua organizac¸a˜o.
O estudo efetuado consistiu na simulac¸a˜o de auto´matos com N = 3 000 ce´lulas, a partir
de configurac¸o˜es iniciais aleatoriamente escolhidas. Nas tabelas seguintes sa˜o apresentados
os valores me´dios ρ¯ relativamente a 2 000 simulac¸o˜es realizadas para cada regra. E´ tambe´m
importante referir duas escolhas: primeiro, que em todos os ca´lculos de ρ foi considerada
uma janela temporal ∆T = 24 instantes de tempo; segundo, que a avaliac¸a˜o do estado
de cada ce´lula ao longo de ∆T instantes de tempo foi iniciada apo´s um transiente de 100
instantes de tempo.
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Para os Auto´matos Celulares Elementares pertencentes a` Classe I de Wolfram, estes
foram os valores me´dios para ρ:
regra 0 8 32 40 128 136 160 168
ρ¯ (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Tabela 4.1: Valores me´dios de ρ, para os Auto´matos Celulares Elementares pertencentes
a` primeira classe de Wolfram, relativamente a 2 000 configurac¸o˜es iniciais aleatoriamente
escolhidas.
Como podemos observar, os valores tabelados para ρ¯ evidenciam o cara´cter extremamente
ordenado da evoluc¸a˜o temporal das regras homoge´neas. Vejamos agora o que acontece com
os auto´matos pertencentes a` Classe II de Wolfram.
Os auto´matos celulares classificados na Classe II de Wolfram teˆm estados assinto´ticos
perio´dicos, de per´ıodos na˜o muito elevados, alcanc¸ados apo´s curtos transientes. No entanto,
pertencem a esta classe auto´matos em que o referido estado assinto´tico esta´ relacionado
com o deslocamento de configurac¸o˜es, para a esquerda ou para a direita, sendo assim o
seu cara´cter perio´dico uma consequeˆncia direta das condic¸o˜es de fronteira: estamos perante
estados assinto´ticos perio´dicos de per´ıodo igual a N , um mu´ltiplo de N , ou ainda, um divisor
de N , caso a configurac¸a˜o que se desloca tenha alguma simetria. Ora, como facilmente
se reconhece, o diagrama espac¸o-tempo correspondente a um destes estados assinto´ticos
mostra que dificilmente a medida ρ vai assumir um valor correspondente a uma evoluc¸a˜o
temporal organizada.
Figura 4.6: Diagramas espac¸o-temporais relativos a`s regras 1 e 2, a` esquerda e a` direita,
respetivamente. Pertencendo ambas a` Classe II de Wolfram, e´ noto´rio que os valores de ρ
que vamos encontrar sa˜o muito distintos: ρ1(10) = 20/20 e ρ2(10) = 1/20, onde ambos os
valores foram calculados apo´s 4 instantes de tempo.
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Assim sendo, facilmente se reconhece que estas regras de transic¸a˜o, pelas suas caracter´ısticas
muito peculiares, va˜o estar fora do alcance da medida de complexidade ρ. Por isso, decidimos
que, nesta avaliac¸a˜o da capacidade da medida ρ para aperceber a complexidade da evoluc¸a˜o
temporal, e´ necessa´rio na˜o considerar nenhum Auto´mato Celular Elementar pertencente a`
Classe II de Wolfram cujo estado assinto´tico, para quase toda a escolha da configurac¸a˜o
inicial, esteja relacionado com o deslocamento de configurac¸o˜es1. Feita esta correcc¸a˜o,
apresentam-se na tabela seguinte os valores de ρ¯ para todas as outras regras de transic¸a˜o
local pertencentes a` Classe II de Wolfram:
regra ρ¯ (%)
1 100.0
4 100.0
5 100.0
12 100.0
13 100.0
19 100.0
23 100.0
28 100.0
29 100.0
33 100.0
36 100.0
regra ρ¯ (%)
37 100.0
44 100.0
50 100.0
51 100.0
57 78.57
72 100.0
76 100.0
77 100.0
78 100.0
94 95.28
104 100.0
regra ρ¯ (%)
108 100.0
132 100.0
140 100.0
156 100.0
164 100.0
172 100.0
178 100.0
184 71.41
200 100.0
204 100.0
232 100.0
Tabela 4.2: Valores me´dios de ρ, para alguns dos Auto´matos Celulares Elementares perten-
centes a` segunda classe de Wolfram, relativamente a 2 000 configurac¸o˜es iniciais aleatoria-
mente escolhidas.
Observando os valores obtidos para ρ¯, verificamos que, mais uma vez, a medida ρ parece
captar com grande efica´cia a organizac¸a˜o da evoluc¸a˜o temporal deste tipo de sistema.
1E´ importante referir tambe´m que a identificac¸a˜o destas regras de transic¸a˜o, mesmo para outras fam´ılias
de auto´matos celulares, na˜o e´ muito complicada.
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De seguida, fomos estudar os auto´matos pertencentes a` Classe III de Wolfram, aqueles
cuja evoluc¸a˜o temporal evidencia uma o´bvia inexisteˆncia de qualquer padra˜o. Os valores
obtidos para ρ levaram aos seguintes resultados:
regra 18 22 30 45 60 73 90
ρ¯ (%) 0.0214 0.0153 0.0000 0.0000 0.0000 62.21 0.0000
regra 105 106 122 126 146 150
ρ¯ (%) 0.0000 0.0000 0.0000 0.0000 0.0225 0.0000
Tabela 4.3: Valores me´dios de ρ, para os Auto´matos Celulares Elementares pertencentes
a` terceira classe de Wolfram, relativamente a 2 000 configurac¸o˜es iniciais aleatoriamente
escolhidas.
Com uma u´nica excec¸a˜o, os valores encontrados para ρ¯ va˜o ao encontro daquilo que era
esperado: a desorganizac¸a˜o da evoluc¸a˜o temporal do sistema conduz inevitavelmente a
valores pro´ximos de zero para ρ. A excec¸a˜o referida e´ a regra de transic¸a˜o local 73, cujo
valor encontrado para ρ¯ revela, ainda assim, um comportamento das ce´lulas do sistema
muito diferente dos sistemas ordenados das Classes I e II de Wolfram.
Por fim, estuda´mos os valores de ρ para as duas regras de transic¸a˜o local identificadas
como pertencentes a uma Classe IV de Wolfram, atendendo a`s caracter´ısticas entre a ordem
e a desordem da evoluc¸a˜o temporal dos sistemas. Os resultados obtidos foram os seguintes:
regra 54 110
ρ¯ (%) 7.557 0.5079
Tabela 4.4: Valores me´dios de ρ, para os Auto´matos Celulares Elementares pertencentes
a` quarta classe de Wolfram, relativamente a 2 000 configurac¸o˜es iniciais aleatoriamente
escolhidas.
Este e´ um ponto fundamental para o nosso estudo: se os valores de ρ obtidos para auto´matos
celulares pertencentes a` Classe IV de Wolfram se distinguem dos valores anteriores, em
particular dos encontrados para os auto´matos celulares pertencentes a` Classe III de Wolfram.
A tabela anterior mostra-nos que assim e´, de facto: ρ¯110 e´ muito diferente e mesmo ρ¯54 e´
vinte vezes superior que o maior valor encontrado para os auto´matos celulares pertencentes
a` Classe III de Wolfram, excetuando, claro esta´, a regra de transic¸a˜o local 73.
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Concluindo, os resultados encontrados levam-nos a aceitar o paraˆmetro ρ como uma
medida da complexidade, ou da organizac¸a˜o, da evoluc¸a˜o temporal de Auto´matos Celulares
Elementares. Sendo assim, e´ leg´ıtimo procurar saber como se comporta esta medida quando
aplicada a outros auto´matos, por exemplo, aos Auto´matos Celulares Perife´ricos no plano.
4.3 Auto´matos Celulares Perife´ricos no plano
Verificada a capacidade da medida ρ para distinguir a organizac¸a˜o das dinaˆmicas exibidas
pelos mais simples auto´matos celulares, sera´ interessante perceber qual a sua efica´cia perante
a fam´ılia dos Auto´matos Celulares Perife´ricos no plano. Nesse sentido, fomos estudar os
valores de ρ para as regras de transic¸a˜o local deste tipo identificadas como pertencentes a`
Classe I de Wolfram, apresentadas na Tabela 2.1 e na Tabela 2.2.
No trabalho apresentado por J.A. Freitas, [Freitas, 2012], e´ sugerido que, ao contra´rio
do que acontece com os Auto´matos Celulares Elementares, as dinaˆmicas exibidas pelos
Auto´matos Celulares Perife´ricos no plano pertencentes a` Classe I de Wolfram sa˜o tudo me-
nos triviais. De facto, neste caso vamos ter regras de transic¸a˜o local que revelam formas
algo complicadas no caminho para os estados finais homoge´neos. E´ nesse sentido que se
torna interessante saber ate´ que ponto a medida ρ consegue assumir um papel diferenciador
das diferentes ordens de organizac¸a˜o mostradas por estas dinaˆmicas. Assim sendo, fomos
estudar sistemas quadrados, de 48 × 48 ce´lulas, a partir de 10 000 configurac¸o˜es iniciais
aleatoriamente escolhidas, considerando janelas temporais de ∆T = 26 instantes de tempo,
consideradas apo´s 10 instantes de tempo. Recordando que uma das concluso˜es dos estudos
apresentados em [Freitas, 2012] relativas aos Auto´matos Celulares Perife´ricos no plano per-
tencentes a` Classe I de Wolfram e´ o crescimento lento da bacia de atrac¸a˜o Bh para algumas
dessas regras de transic¸a˜o local, modifica´mos o programa que calcula ρ de modo a que
estivesse sempre garantido que o valor obtido correspondesse de facto a uma dinaˆmica em
Bh. Desse modo, os valores que estamos a comparar sera˜o sempre referentes a` estrutura
da bacia de atrac¸a˜o mais importante para os auto´matos em causa. Os resultados obtidos
sa˜o apresentados na seguinte tabela.
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regra ρ¯ (%)
0 100.0000
3 90.2897
7 81.3032
8 99.9999
23 66.2114
25 64.0227
27 55.1902
31 33.7199
40 99.9999
63 4.9733
64 100.0000
67 72.2572
69 63.7888
71 52.3368
72 99.9973
87 61.3954
89 24.1613
91 26.6855
95 23.0393
104 99.9791
regra ρ¯ (%)
127 1.6319
128 100.0000
136 99.9999
168 99.9999
192 99.9999
200 99.9343
232 99.4184
287 47.5273
297 45.0260
303 22.6292
317 43.7104
319 32.1988
327 39.9946
329 48.3833
333 18.4964
335 9.0999
351 31.8738
367 3.6915
415 14.3041
447 2.0044
regra ρ¯ (%)
479 15.6660
552 99.9767
576 100.0000
579 19.9149
583 20.7895
584 99.9442
599 32.5240
603 7.7086
607 6.1978
616 99.7518
640 100.0000
648 99.9763
680 99.7857
704 100.0000
712 99.3971
744 96.3815
815 13.6545
829 28.2105
863 30.2037
879 7.3854
Tabela 4.5: Valores me´dios de ρregra(∆T ), para ∆T = 24 instantes de tempo, relativos a
sistemas com 48 × 48 ce´lulas e consideradas 10 000 configurac¸o˜es iniciais aleatoriamente
escolhidas.
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regra ρ¯ (%)
927 4.2683
991 7.4669
1 056 100.0000
1 063 37.3216
1 064 99.9993
1 120 99.9988
1 127 25.8852
1 128 99.9419
1 152 100.0000
1 160 99.9997
1 184 99.9999
1 192 99.9994
1 216 99.9864
1 224 99.6587
1 248 99.7829
1 256 95.5941
1 339 42.6135
1 403 38.5823
1 632 99.8967
1 639 24.1554
regra ρ¯ (%)
1 640 98.5854
1 664 99.9990
1 672 99.9352
1 696 99.9978
1 704 99.7353
1 728 99.9537
1 736 98.0882
1 760 98.3995
1 768 83.4987
2 176 100.0000
2 184 99.9911
2 208 99.9999
2 216 99.9820
2 240 99.9999
2 248 98.0135
2 272 99.8693
2 280 92.4946
2 720 99.9137
2 728 94.0781
2 752 100.0000
regra ρ¯ (%)
2 760 78.8295
2 784 98.6473
2 792 39.7375
3 232 99.9999
3 240 99.9630
3 296 99.5749
3 304 75.9868
3 808 88.6530
3 816 3.3032
5 248 99.9999
5 256 99.9976
5 312 99.9448
5 320 98.4588
5 760 99.9899
5 768 99.8984
5 824 99.6754
5 832 89.5676
6 272 99.9999
6 280 99.9871
6 304 99.9997
Tabela 4.6: Valores me´dios de ρregra(∆T ), para ∆T = 24 instantes de tempo, relativos a
sistemas com 48 × 48 ce´lulas e consideradas 10 000 configurac¸o˜es iniciais aleatoriamente
escolhidas (continuac¸a˜o).
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regra ρ¯ (%)
6 312 99.8784
6 336 99.9706
6 344 96.0583
6 368 99.2387
6 376 72.4660
6 816 99.8342
6 824 86.2862
6 848 99.8818
6 856 51.9744
6 880 96.5713
6 888 7.1742
7 328 99.9978
7 392 97.0304
7 904 57.9905
1 0240 100.0000
1 0248 99.9993
1 0280 99.9156
1 0304 100.0000
1 0312 99.9842
1 0344 99.5978
regra ρ¯ (%)
10 368 100.0000
10 376 99.9465
10 408 97.9337
10 432 99.9996
10 440 96.6655
10 472 60.5637
10 752 99.9964
10 760 99.5289
10 792 94.1751
10 816 99.9986
10 824 97.9298
10 856 79.0273
10 880 99.9935
10 888 94.7289
10 920 61.1694
10 944 99.9984
10 952 67.3162
11 272 99.9949
11 296 99.9999
11 304 99.7698
regra ρ¯ (%)
11 336 99.9012
11 360 99.9761
11 368 98.9385
11 392 99.9996
11 400 99.9275
11 424 99.9823
11 432 97.9135
11 456 99.9492
11 464 93.4147
11 488 93.2573
11 496 36.5273
11 784 97.8298
11 808 96.4319
11 816 77.1998
11 848 91.5413
11 872 81.5710
11 880 39.4576
11 904 98.8908
11 912 86.6927
11 936 82.9347
Tabela 4.7: Valores me´dios de ρregra(∆T ), para ∆T = 24 instantes de tempo, relativos a
sistemas com 48 × 48 ce´lulas e consideradas 10 000 configurac¸o˜es iniciais aleatoriamente
escolhidas (continuac¸a˜o).
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regra ρ¯ (%)
11 944 30.6477
11 968 97.2752
11 976 33.2534
12 000 20.8201
15 488 99.9567
15 496 99.2722
15 552 99.5982
15 560 71.2641
16 000 87.2755
16 008 99.9995
16 064 74.6626
26 752 100.0000
26 760 99.9572
26 792 99.4316
26 816 99.9950
26 824 93.5928
26 856 61.6378
27 304 59.0882
27 328 99.9954
27 336 66.1067
regra ρ¯ (%)
27 368 4.4173
27 808 99.8660
27 816 93.1301
27 872 57.5371
27 880 5.5113
28 384 1.3553
32 768 100.0000
32 776 99.9999
32 808 100.0000
32 832 100.0000
32 840 99.9921
32 872 99.9676
32 896 100.0000
32 904 99.9998
32 936 99.9998
32 960 99.9973
32 968 99.7673
33 000 98.5751
33 320 99.9454
33 344 100.0000
regra ρ¯ (%)
33 352 99.8578
33 384 99.5146
33 408 100.0000
33 416 99.9125
33 448 98.9771
33 472 99.9999
33 480 97.6778
33 512 90.5271
33 824 99.9999
33 832 99.9996
33 888 99.9991
33 896 99.9263
33 920 100.0000
33 928 99.9991
33 952 99.9999
33 960 99.9987
33 984 99.9170
33 992 98.6584
34 016 99.4378
34 024 92.3941
Tabela 4.8: Valores me´dios de ρregra(∆T ), para ∆T = 24 instantes de tempo, relativos a
sistemas com 48 × 48 ce´lulas e consideradas 10 000 configurac¸o˜es iniciais aleatoriamente
escolhidas (continuac¸a˜o).
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regra ρ¯ (%)
34 400 99.8749
34 408 97.9684
34 432 99.9983
34 440 99.8645
34 464 99.9967
34 472 99.4327
34 496 99.7854
34 504 95.0623
34 528 95.5059
34 536 72.0387
34 944 100.0000
34 952 99.9005
34 976 99.9997
34 984 99.8298
35 008 99.9981
35 016 93.8968
35 040 99.6918
35 048 82.8840
35 488 99.4620
35 496 80.7628
regra ρ¯ (%)
35 520 99.9995
35 528 54.4681
35 552 93.1473
35 560 13.5038
36 000 99.9998
36 008 99.2747
36 064 98.7354
36 072 46.1422
36 576 60.6082
38 016 99.9999
38 024 99.9963
38 080 99.8015
38 088 96.0206
38 528 99.9772
38 536 99.7814
38 592 99.1893
38 600 74.0068
39 040 99.9999
39 048 99.8190
39 072 99.9978
regra ρ¯ (%)
39 080 99.4033
39 104 99.9231
39 112 88.8699
39 136 98.3435
39 144 53.6886
39 584 99.3878
39 592 65.6761
39 616 99.5143
39 624 24.3235
39 648 86.7351
40 096 99.9918
40 160 91.5091
40 672 10.9430
43 008 99.9998
43 016 99.9613
43 048 98.6360
43 072 99.9998
43 080 99.8718
43 112 96.4019
43 136 99.9995
Tabela 4.9: Valores me´dios de ρregra(∆T ), para ∆T = 24 instantes de tempo, relativos a
sistemas com 48 × 48 ce´lulas e consideradas 10 000 configurac¸o˜es iniciais aleatoriamente
escolhidas (continuac¸a˜o).
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regra ρ¯ (%)
43 144 98.5818
43 176 80.8780
43 200 99.9955
43 208 83.6525
43 520 99.9267
43 528 97.6504
43 560 80.6618
43 584 99.9239
43 592 90.5658
43 624 42.6298
43 648 99.8643
43 656 80.3108
43 688 30.2722
43 712 99.7994
43 720 22.9192
44 040 99.8399
44 064 99.8718
44 072 96.4423
44 104 98.9350
regra ρ¯ (%)
44 128 99.4334
44 136 87.3128
44 160 99.9173
44 168 96.7310
44 192 97.2341
44 200 62.4045
44 224 99.0989
44 232 64.8397
44 256 67.6596
44 552 93.4797
44 576 88.8157
44 584 58.4657
44 616 74.3234
44 640 53.0750
44 672 95.9061
44 680 66.8140
44 704 62.0691
44 712 12.5993
44 736 81.7321
regra ρ¯ (%)
44 744 8.4536
44 768 7.6495
48 256 97.9951
48 264 82.8867
48 320 84.7424
48 328 16.0861
48 768 72.6535
48 776 39.0370
48 832 20.8270
59 520 99.9589
59 528 89.9134
59 560 53.6869
59 584 99.0744
59 592 47.3241
60 096 95.2956
60 104 15.6455
60 576 67.7587
60 640 23.0929
44
Tabela 4.10: Valores me´dios de ρregra(∆T ), para ∆T = 24 instantes de tempo, relativos
a sistemas com 48× 48 ce´lulas e consideradas 10 000 configurac¸o˜es iniciais aleatoriamente
escolhidas (continuac¸a˜o).
Observando os valores de ρ tabelados, e´ vis´ıvel que para a grande maioria das regras de
transic¸a˜o o valor de ρ esta´ muito perto dos 100%. Esse facto poderia ser antecipado,
sabendo no´s que todos os Auto´matos Celulares Elementares pertencentes a` Classe I de
Wolfram mostraram exatamente esse valor2. Por outras palavras, seria de esperar que muitos
dos Auto´matos Celulares Perife´ricos no plano homoge´neos mostrassem uma organizac¸a˜o
semelhante a` dos mais simples auto´matos unidimensionais. A nossa curiosidade centrava-
se mais na capacidade desta medida em distinguir estes sistemas, ou seja, se os valores
calculados iriam, ou na˜o, mostrar grandes diferenc¸as para esta fam´ılia muito espec´ıfica de
auto´matos. Como podemos ver, existem de facto regras de transic¸a˜o com valores muito
2Muito embora com escolhas diferentes para o sistema, para ∆T e para os transientes.
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d´ıspares para ρ: por exemplo, a regra de transic¸a˜o N(φ) = 63 mostra valores baix´ıssimos
para ρ, aproximadamente 5%. Na˜o sendo a u´nica, tambe´m na˜o sa˜o muitas aquelas que
revelam tal resisteˆncia a` organizac¸a˜o das suas configurac¸o˜es ao longo do tempo. E´ tambe´m
uma das concluso˜es das tabelas anteriores que os valores de ρ de certa forma se distribuem
por todas as ordens de grandeza poss´ıveis, mostrando assim que, perante este numeroso
conjunto de regras de transic¸a˜o homoge´neas, algo que na˜o sucede com os auto´matos mais
simples, e´ evidente a existeˆncia de uma grande diversidade de dinaˆmicas, apesar de todas
elas terem como estado assinto´tico comum algo muito simples.
105
Cap´ıtulo 5
Concluso˜es
Este trabalho permite-nos concluir que a medida ρ introduzida pode ser um bom candidato
a medir a complexidade, ou a organizac¸a˜o, de Auto´matos Celulares Perife´ricos no plano.
Aquilo que pensamos ter ficado patente nos resultados apresentados, e´ a sua particular
capacidade para medir as diferenc¸as nas dinaˆmicas dos mais simples destes auto´matos:
aqueles que teˆm como estado assinto´tico um ponto fixo que e´ uma configurac¸a˜o homoge´nea,
ou um ciclo composto por ambas as configurac¸o˜es homoge´neas.
Os auto´matos classificados na primeira das classes de Wolfram foram sempre olhados
como aqueles cujas dinaˆmicas eram as mais desinteressantes: tendo como destino uma
configurac¸a˜o, ou um par de configurac¸o˜es extremamente simples, como poderia ser de outra
forma? A partir do trabalho apresentado por J. Freitas, ficou a suspeita que no contexto
bidimensional as coisas talvez na˜o tivessem que ser necessariamente assim ta˜o simples.
E´ nesse sentido que o estudo dos Auto´matos Celulares Perife´ricos no plano homoge´neos
utilizando uma medida de complexidade, ou de organizac¸a˜o, surge como deveras importante.
Estamos ainda num contexto muito simples, mas o ideal para entendermos muitas das
questo˜es mais complicadas. Neste caso a simplicidade evidente e´ uma valiosa ajuda para
a procura de respostas, uma vez que, dada uma qualquer destas regras de transic¸a˜o, e´
conhecido o estado assinto´tico do sistema. Estamos, assim, a estudar a dinaˆmica ainda
na sua fase transiente, isto e´, ao longo dos instantes que nos leva da configurac¸a˜o inicial
ao estado assinto´tico homoge´neo. Por outro lado, parece-nos evidente que uma ana´lise da
dinaˆmica ao longo desses instantes de tempo so´ tera´ sentido se for feita para cada ce´lula
do sistema, uma vez que, por definic¸a˜o, a totalidade do sistema ainda na˜o encontrou o seu
estado de equil´ıbrio.
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Como e´ o´bvio, este trabalho na˜o apresenta respostas definitivas, mas apenas aponta
caminhos que, na nossa opinia˜o, baseada nos resultados aqui mostrados, podem ser muito
interessantes. Pensamos assim que e´ necessa´rio continuar a estudar estes auto´matos para
entender exatamente o que este paraˆmetro ρ esta´ a medir, para saber se e´ necessa´rio ajustes
aos paraˆmetros que fixam ρ e, tambe´m, se tera´ sentido estudar a variac¸a˜o de ρ ao longo do
tempo.
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