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BINOMIAL APPROXIMATIONS FOR BARRIER OPTIONS OF ISRAELI
STYLE.
YAN DOLINSKY AND YURI KIFER
INSTITUTE OF MATHEMATICS
HEBREW UNIVERSITY
JERUSALEM, ISRAEL
ABSTRACT. We show that prices and shortfall risks of game (Israeli) barrier options in a
sequence of binomial approximations of the Black–Scholes (BS) market converge to the
corresponding quantities for similar game barrier options in the BS market with path de-
pendent payoffs and the speed of convergence is estimated, as well. The results are new
also for usual American style options and they are interesting from the computational point
of view, as well, since in binomial markets these quantities can be obtained via dynamical
programming algorithms. The paper continues the study of [11] and [7] but requires sub-
stantial additional arguments in view of pecularities of barrier options which, in particular,
destroy the regularity of payoffs needed in the above papers.
1. INTRODUCTION
This paper deals with knock–out and knock–in double barrier options of the game (Is-
raeli) type sold in a standard securities market consisting of a nonrandom component bt
representing the value of a savings account at time t with an interest rate r and of a ran-
dom component St representing the stock price at time t. As usual, we view St , t > 0 as a
stochastic process on a probability space (Ω,F ,P) and we assume that it generates a right
continuous filtration {Ft}. The setup includes also two right continuous with left limits
(cadlag) stochastic payoff processes Xt ≥ Yt ≥ 0 adapted to the above filtration. Recall,
that a game contingent claim (GCC) or a game option was defined in [10] as a contract
between the seller and the buyer of the option such that both have the right to exercise it
at any time up to a maturity date (horizon) T which in this paper assumed to be finite. If
the buyer exercises the contract at time t then he receives the payment Yt , but if the seller
exercises (cancels) the contract before the buyer then the latter receives Xt . The difference
∆t = Xt −Yt is the penalty which the seller pays to the buyer for the contract cancellation.
In short, if the seller will exercise at a stopping time σ ≤ T and the buyer at a stopping time
τ ≤ T then the former pays to the latter the amount H(σ ,τ) = Xσ Iσ<τ +YτIτ≤σ where we
set IA = 1 if an event A occurs and IA = 1 if not.
A hedge (for the seller) against a GCC is defined here as a pair (pi ,σ) which consists
of a self financing strategy pi (i.e. a trading strategy with no consumption and no infusion
of capital) and a stopping time σ which is the cancellation time for the seller. A hedge is
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called perfect if no matter what exercise time the buyer chooses, the seller can cover his
liability to the buyer (with probability one). The option price V ∗ is defined as the minimal
initial capital which is required for a perfect hedge, i.e. for any x > V ∗ there is a perfect
hedge with an initial capital x. Recall, (see [10]) that pricing a GCC in a complete market
leads to the value of a zero sum optimal stopping (Dynkin’s) game with discounted payoffs
˜Xt = b0 Xtbt , ˜Yt = b0
Yt
bt considered under the unique martingale measure ˜P ∼ P.
We consider a double knock–out barrier option with a two constant barriers L,R such
that 0 ≤ L < S0 < R ≤ ∞ which means that the option is worthless to its holder (buyer) at
the first time τI the stock price St exits the open interval I = (L,R). Thus for t ≥ τ(L,R) the
payoff is Xt = Yt = 0. For t < τ(L,R) we consider path dependent payoffs. Such a contract
is of potential value to a buyer who believes that the stock price will not exit the interval I
up to a maturity date and to a seller who believes otherwise and does not want to have to
worry about hedging if the stock price will reach one of the barriers L,R. Double knock–in
barrier options which start when St exits an interval I will be considered, as well. Observe,
that we view barrier game options as a generalization of regular game options where L = 0
and R = 0 which provides a way of their simultaneous treatment.
The Cox, Ross and Rubinstein (CRR) binomial model which was introduced in [4]
is an efficient tool to approximate derivative securities in a Black–Scholes (BS) market.
We will show that for a double barrier options in the BS model the option price can be
approximated by a sequence of option prices of a barrier options (with the same barriers)
in appropriate CRR n–step models with errors bounded by Cn−1/4(lnn)3/4 where C is a
constant which does not depend on the value of the barriers. These both generalize the
results from [11] which were obtained for regular (without barriers) game options with
path dependent payoffs and provide an algorithm for computation of this important class
of derivative securities since pricing of game options in CRR markets can be done by
dynamical programming (see [10]).
Pricing of European and American type barrier options was studied in several papers
(see, for instance, [9] and [14]) and a number of papers dealt with error estimates for
discrete approximations of barrier European options (see, for instance, [2], [3], [20] and
references there). On the other hand, binomial approximations and their error estimates
for look back American style, let alone for Israeli style, barrier options were not studied
rigorously before.
We also deal with partial hedging (under the same assumption on the payoffs) which
becomes relevant if for instance, an investor (seller) is not willing for various reasons to
tie in a hedging portfolio the full initial capital required for a perfect hedge. In this case
the seller is ready to accept a risk that his portfolio value at an exercise time may be less
than his obligation to pay and he will need additional funds to fullfil the contract. Thus a
portfolio shortfall comes into the picture and by this reason we distinguish here between
hedges and perfect hedges.
In this paper we deal with certain type of risk called the shortfall risk (cf. for instance,
[5], [6], [8], [17]) which was defined for game options in [6] by the formulas
R(pi ,σ) = sup
τ
E(Q(σ ,τ)− b0 V
pi
σ∧τ
bσ∧τ
)+ and R(x) = inf
(pi ,σ)
R(pi ,σ)
where the supremum is taken over all stopping times not exceeding a horizon T , the in-
fimum is taken over all hedges with an initial capital x, Q(σ ,τ) = ˜XsIs<t + ˜YtIt≤s is the
discounted payoff, V pit is the portfolio value of pi at time t and E denotes the expectation
with respect to the objective probability measure P. An investor (seller) whose initial cap-
ital x is less than the option price still wants to compute the minimal possible shortfall risk
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and to find a hedge with the initial capital x which minimizes or ”almost” minimizes the
shortfall risk.
In [6] we proved that for a game option in the multinomial model with general pay-
offs there exists a hedge which minimizes the shortfall risk under constraint on the ini-
tial capital, and the above hedge together with the corresponding shortfall risk can be
computed via a dynamical programming procedure. For game option in the BS model
the problem of finding an optimal hedge is more complicated and for now remains open
even for regular payoffs. We will prove that in the BS model the shortfall risk R(x) of
a seller with initial capital x for double barrier options is a limit of the shortfall risks
Rn(x) for double barrier options in the CRR markets with the same barriers and initial
capital as in the BS model. Here we are able to provide only a one sided error estimate
R(x)−Rn(x) ≤ ˜Cn−1/4(lnn)−3/4 where ˜C > 0 is a constant which does not depend on the
value of the barriers. These results generalize the ones which were obtained in [7] for reg-
ular game options with path dependent payoffs and again provide a way of computation of
the shortfall risk for barrier game options. Binomial approximations of shortfall risks for
barrier options were not studied before even for European options.
For a given initial capital x we will use hedges which minimize the shortfall risk in
CRR markets under the above constraint on the initial capital, in order to construct hedges
which ”almost” minimize the shortfall risk in the BS model under the same constraint on
the initial capital. Furthermore we will see that the corresponding portfolios are managed
on a finite set of random times as it was done in [7] for regular game options. We consider
also another situation where the seller of a game option in the BS model has an initial
capital which is a little bit larger than the option price. In this case we use perfect hedges
in CRR markets in order to build explicitly hedges with small shortfall risks in the BS
model where the corresponding portfolios are managed on a finite set of random times as
it was done in [11] for regular game options.
Our main tool is the Skorohod type embedding of sums of i.i.d. random variables into
a Brownian motion with a constant drift. This tool was employed for a regular options
in [7] and [11] in order to obtain error estimates for approximation of shortfall risks and
for approximation of option prices, respectively. However, in the barrier options case the
payoffs lose their Lipschitz continuity which was crucial in [11] and [7], and so this case
requires substantial additional arguments and estimates leading to a generalization of our
previous results. Moreover, observe that discontinuities of payoffs occur at random times
since they depend on the stock behavior. Since the discretisation does not necessarily
adjusted to the barrier value where discontinuities occur we have to estimate the deviation
of the option price as the barrier value changes a bit which is the key additional part of the
proof in comparison to [7] and [11] (see Lemmas 3.3, 3.4 and 5.2).
Main results of this paper are formulated in the next section where we discuss also the
Skorohod type embedding. In Section 3 we introduce recursive formulas which enable
us to compare various option prices and risks. In this section we also derive auxiliary
estimates for option prices and risks. In Section 4 we complete the proof of main results of
the paper for knock–out options while in Section 5 we deal with the knock–in case which
requires a somewhat different definitions and a separate treatment yielding a bit worse error
estimates. Some definitions and estimates in this paper are similar to [7] and [11] but for
the sake of the reader and in order to keep the paper relatively self-contained we repeat
them here with needed modifications. On the other hand, the reader may benefit reading
this paper consulting occasionally for more details also [7] and [11].
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2. PRELIMINARIES AND MAIN RESULTS
First, we describe the setup. Denote by M[0, t] the space of Borel measurable functions
on [0,t] with the uniform metric d0t(υ , υ˜) = sup0≤s≤t |υs− υ˜s|. For each t > 0 let Ft and
∆t be nonnegative functions on M[0, t] such that for some constant L ≥ 1 and for any
t ≥ s≥ 0 and υ , υ˜ ∈M[0, t],
(2.1) |Fs(υ)−Fs(υ˜)|+ |∆s(υ)−∆s(υ˜)| ≤L (s+ 1)d0s(υ , υ˜),
and
|Ft(υ)−Fs(υ)|+ |∆t(υ)−∆s(υ)|(2.2)
≤L (|t− s|(1+ supu∈[0,t] |υu|)+ supu∈[s,t] |υu−υs|).
By (2.1), F0(υ) = F0(υ0) and ∆0(υ) = ∆0(υ0) are functions of υ0 only and by (2.2),
(2.3) Ft(υ)+∆t(υ)≤ F0(υ0)+∆0(υ0)+L (t + 2)(1+ sup
0≤s≤t
|υs|).
Next we consider a complete probability space (ΩB, FB, PB) together with a standard
one-dimensional continuous in time Brownian motion {Bt}∞t=0, and the filtration FBt =
σ{Bs|s ≤ t}. A BS financial market consists of a savings account and a stock whose prices
bt and SBt at time t, respectively, are given by the formulas
(2.4) bt = b0ert and SBt = S0ert+κB
∗
t , b0,S0 > 0
where
(2.5) B∗t = (
µ
κ
− κ
2
)t +Bt , t ≥ 0,
r is the interest rate, κ > 0 is called volatility and µ is another parameter. Denote by
˜SBt = e−rtSBt the discounted stock price.
For any open interval I = (L,R) such that 0 ≤ L < S0 < R ≤ ∞ let
(2.6) τI = inf{t ≥ 0|SBt /∈ I}
be the first time the stock price exit from the interval I. Clearly τI is a stopping time (not
necessary finite since we allow the cases L = 0 and R = ∞). In this paper we assume that
either L > 0 or R < ∞ while the case L = 0 and R = ∞ of regular options is treated in [11]
and [7]. Consider a game option with the payoffs
(2.7) Y It = Ft(SB)It<τI and X It = Gt(SB)It<τI , t ≥ 0
where Gt = Ft +∆t with F and ∆ satisfying (2.1) and (2.2), SB = SB(ω) ∈M[0,∞) is a ran-
dom function taking the value SBt = SBt (ω) at t ∈ [0,∞). When considering Ft(SB), Gt(SB)
for t < ∞ we take the restriction of SB to the interval [0, t]. Denote by T the horizon of
our game option assuming that T < ∞. Observe that the contract is ”knocked–out” (i.e.
becomes worthless to the buyer) at the first time that the stock price exit from the interval
I. The case of knock–in options will be considered in Section 5. The discounted payoff
function is given by
(2.8) QB,I(s, t) = ˜X Is Is<t + ˜Y It It≤s,
where ˜Y It = e−rtY It and ˜X It = e−rtX It are the discounted payoffs.
Among examples of barrier options which fit our setup are put or call barrier options
given by
∆ ≡ δ , Ft(υ) = (K−υt)+ or Ft(υ) = (υt −K)+,
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respectively, Russian type barrier options given by
Ft(υ) = max(m,sup
[0,t]
υt) and ∆t(υ) = δυt ,
and integral put or call barrier options given by
∆t(υ) =
∫ t
0
δu(υu)du, Ft(υ) = (K−
∫ t
0
fu(υu)du)+ or Ft(υ) = (
∫ t
0
fu(υu)du−K)+,
respectively, where we assume that for all x,y,u ≥ 0,
| fu(x)− fu(y)|+ |δu(x)− δu(y)| ≤L |x− y| and fu(x)+ δu(x)≤L x
where L is the same constant as in (2.1) and (2.2).
Denote by ˜PB the unique martingale measure for the BS model. Using standard argu-
ments it follows that the restriction of the probability measure ˜PB to the σ–algebra FBt
satisfies
(2.9) Zt = dP
B
d ˜PB
|FBt = e
µ
κ Bt+
1
2 (
µ
κ )
2t .
Denote by T B the set of all stopping times with respect to the Brownian filtration FBt , t ≥ 0
and let T B0T be the set of all stopping times with values in [0,T ]. From Theorem 3.1 in [10]
we obtain the fair price of a game option in the BS model by
(2.10) V I = inf
σ∈T B0T
sup
τ∈T B0T
˜EBQB,I(σ ,τ)
where ˜EB is the expectation with respect to ˜PB.
Recall, (see, for instance, [21], Section 7.1) that a self financing strategy pi with a (finite)
horizon T and an initial capital x is a process pi = {(βt ,γt)}Tt=0 of pairs where βt and γt are
progressively measurable with respect to the filtration FBt , t ≥ 0 and satisfy
(2.11)
∫ T
0
ert |βt |dt < ∞ and
∫ T
0
(γtSBt )2dt < ∞.
The portfolio value V pit for a strategy pi at time t ∈ [0,T ] is given by
(2.12) V pit = βtbt + γtSBt = x+
∫ t
0
βudbu +
∫ t
0
γudSBu .
Denote by ˜V pit = e−rtV pit the discounted portfolio value at time t. Then it is easy to see that
(see, for instance, [21]),
(2.13) ˜V pit = x+
∫ t
0
γud ˜SBu and βt = (x+
∫ t
0
γud ˜SBu − γt ˜SBt )/b0.
Observe that the discounted portfolio value depends only on the process {γt}Tt=0. Thus in
order to determine a self financing strategy it suffices to fix a process {γt}Tt=0 and to obtain
the process {βt}Tt=0 by (2.13). A self financing strategy pi is called admissible if V pit ≥ 0
for all t ∈ [0,T ] and the set of such strategies with an initial capital x will be denoted by
A B(x). Set also A B =
⋃
x≥0 A B(x). A pair (pi ,σ) ∈ A B ×T B0T of an admissible self
financing strategy pi and of a stopping time σ will be called a hedge. For a hedge (pi ,σ)
the shortfall risk is given by (see [6]),
(2.14) RI(pi ,σ) = sup
τ∈T B0T
EB[(QB,I(σ ,τ)− ˜V piσ∧τ)+],
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which is the maximal possible expectation with respect to the probability measure PB of
the discounted shortfall. The shortfall risks for a portfolio pi ∈A B and for an initial capital
x are given by
(2.15) RI(pi) = inf
σ∈T B0T
RI(pi ,σ) and RI(x) = inf
pi∈A B(x)
RI(pi),
respectively.
As in [7] and [11] we consider a sequence of CRR markets on a complete probability
space such that for each n = 1,2, ... the bond prices b(n)t at time t are
(2.16) b(n)t = b0er[nt/T ]T/n = b0(1+ rn)[nt/T ], rn = erT/n− 1
and stock prices S(n)t at time t are given by the formulas S
(n)
t = S0 for t ∈ [0,T/n) and
(2.17) S(n)t = S0 exp(
[nt/T ]
∑
k=1
(
rT
n
+κ(
T
n
)1/2ξk)) = S0
[nt/T ]
∏
k=1
(1+ρnk ) if t ≥ T/n
where ρnk = exp( rTn +κ(Tn )1/2ξk)−1 and ξ1,ξ2, ... are i.i.d. random variables taking values
1 and -1 with probabilities p(n) = (exp((κ − 2µκ )
√
T
n
)+ 1)−1 and 1− p(n) = (exp(( 2µκ −
κ)
√
T
n
) + 1)−1, respectively. Let Pξn = {p(n),1− p(n)}∞ be the corresponding product
probability measure on the space of sequences Ωξ = {−1,1}∞. Namely, for each n we
consider a CRR market with horizon n on the probability space (Ωξ , Pξn ) with bond prices
bm = b(n)mT
n
and stoch prices Sm = S(n)mT
n
. We view S(n) = S(n)(ω) as a random function on
[0,T], so that S(n)(ω) ∈ M[0,T ] takes the value S(n)t = S(n)t (ω) at t ∈ [0,T ]. For k ≤ n
denote the discounted stock price at the moment kT/n by ˜S(n)kT
n
= (1+ rn)−kS(n)kT
n
. Let F ξk =
σ{ξ1, ...,ξk} and F ξ =⋃k≥1 F ξk . Denote by T ξ the set of all stopping times with respect
to the filtration F ξk and let T
ξ
0n be the set of all stopping times with values in {0,1, ...,n}.
Similarly to (2.6), given an open interval I introduce a stopping time (with respect to the
filtration {F ξk }
∞
k=0)
(2.18) τ(n)I = min{k ≥ 0|S(n)kT
n
/∈ I}
together with barrier options having the payoffs
(2.19) Y I,nk = FkT
n
(S(n))Ik<τ(n)I
and X I,nk = G kT
n
(S(n))Ik<τ(n)I
.
The corresponding discounted payoff function is given by
(2.20) QI,n(s,k) = ˜X I,ns Is<k + ˜Y I,nk Ik≤s, k,s ≤ n
where ˜X I,nk = (1+ rn)
−kX I,nk and ˜Y
I,n
k = (1+ rn)
−kY I,nk are the discounted payoffs. Let
˜Pξn be a probability measure on the Ωξ such that ξ1,ξ2... is a sequence of i.i.d. random
variables taking on the values 1 and −1 with probabilities p˜(n) = (exp(κ
√
T
n
)+ 1)−1 and
1− p˜(n) = (exp(−κ
√
T
n
)+ 1)−1, respectively (with respect to ˜Pξn ). Observe that for any n
the process { ˜S(n)mT
n
}n
m=0
is a martingale with respect to ˜Pξn , and so we conclude that ˜Pξn is the
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unique martingale measure for the above CRR markets. Thus from Theorem 2.1 in [10] it
follows that the fair price of the game option in the n–step CRR market is given by
(2.21) V In = min
ζ∈T ξ0n
max
η∈T ξ0n
˜Eξn QI,n(ζ ,η).
where ˜Eξn is the expectation with respect to ˜Pξn . The following theorem provides an esti-
mate for the error term in approximations of the fair price of a knock–out game option in
the BS model by fair prices of the sequence of knock out game options in the CRR markets
defined above. This result is a generalization of Theorem 2.1 in [11] which deals with
regular game options.
Theorem 2.1. There exists a constant C1 such that for any open interval I and n ∈N,
(2.22) |V I −V In | ≤C1n−
1
4 (lnn)
3
4 .
Denote by A ξ ,n(x) the set of all admissible self financing strategies with an initial
capital x and set A ξ ,n = ⋃x≥0 A ξ ,n(x). Recall (see [22]) that a self financing strategy pi
with an initial capital x and a horizon n is a sequence (pi1, ...,pin) of pairs pik = (βk,γk)
where βk,γk are F ξk−1-measurable random variables representing the number of bond and
stock units, respectively, at time k. Thus the portfolio value V pik , k = 0,1, ...,n is given by
(2.23) V pi0 = x, V pik = βkb(n)kT
n
+ γkS(n)kT
n
, 1 ≤ k ≤ n.
Denote by ˜V pik = (1+ rn)−kV pik the discounted portfolio value at time k. Since pi is self
financing then
(2.24) βkb(n)kT
n
+ γkS(n)kT
n
= βk+1b(n)kT
n
+ γk+1S(n)kT
n
,
and so (see [21] and [22]),
(2.25)
˜V pik = x+
k−1
∑
i=0
γi+1( ˜S(n)(i+1)T
n
− ˜S(n)iT
n
) and βk = (x+
k−1
∑
i=0
γi+1( ˜S(n)(i+1)T
n
− ˜S(n)iT
n
)− γk ˜S(n)kT
n
)/b0.
Hence, as before, in order to determine a self financing strategy it suffices to introduce
a process {γk}nk=0 and to obtain the process {βk}nk=0 by (2.25). We call a self financing
strategy pi admissible if V pik ≥ 0 for any k ≤ n. A hedge with an initial capital x is an
element in the set A ξ ,n(x)×T ξ0n. The definitions for the shortfall risks in the CRR markets
are similar to the definitions in the BS model. Thus for the n–step CRR market the shortfall
risks are given by
RIn(pi ,σ) = maxτ∈T ξ0n
Eξn (QI,n(σ ,τ)− ˜V piσ∧τ)+,(2.26)
RIn(pi) = minσ∈T ξ0n
RIn(pi ,σ) and RIn(x) = infpi∈A ξ ,n(x) RIn(pi),
where Eξn is the expectation with respect to Pξn .
Theorem 2.2. For any open interval I
(2.27) limn→∞RIn(x) = RI(x).
Furthermore, there exists a constant C2 (which does not depend on the interval I) such that
for any n ∈ N
(2.28) RI(x)≤ RIn(x)+C2n−
1
4 (lnn)3/4.
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The above result says that the shortfall risk RI(x) for double barrier options in the BS
model can be approximated by a sequence of shortfall risks with an initial capital x for
a similar options in the CRR markets and it provides also a one sided error estimate of
the approximation. This result is a generalization of Theorem 2.1 in [7] which deals with
regular game options.
In order to compare the option prices and the shortfall risks in the BS model with the
corresponding quantities in the CRR markets, we will use (a trivial form of) the Skoro-
hod type embedding (see [1]) which allows us to consider the above objects on the same
probability space. Thus, define recursively
θ (n)0 = 0, θ
(n)
k+1 = inf{t > θ
(n)
k : |B∗t −B∗θ (n)k
|=
√
T
n
},
where, recall, B∗t = (
µ
κ − κ2 )t +Bt . Using the same arguments as in [11] we obtain that
for each of the measures PB, ˜PB, the sequence θ (n)k − θ
(n)
k−1, k = 1,2, ... is a sequence of
i.i.d. random variables such that (θ (n)k+1 − θ
(n)
k ,B
∗
θ (n)k+1
− B∗
θ (n)k
) are independent of FB
θ (n)k
.
Employing the exponential martingale exp((κ − 2µκ )B∗t ) for the probability PB we obtain
that EB exp((κ− 2µκ )B∗θ (n)1
) = 1 concluding that B∗
θ (n)1
=
√
T
n
or−
√
T
n
with probability p(n)
or 1− p(n), respectively. Using the martingale ˜SBt = S0 exp(κB∗t ) for the probability ˜PB we
obtain ˜EB exp(κB∗
θ (n)1
) = 1, and so B∗
θ (n)1
=
√
T
n
or −
√
T
n
with probability p˜(n) or 1− p˜(n)
respectively.
The Skorohod embedding also allows us to define mappings (introduced in [7] and
[11]) which map hedges in CRR markets to hedges in the BS model and which will play
a decisive role in Theorems 2.3 and 2.4 below. For readers convenience we review the
definitions. For any n ∈N set b(n)i = B∗θ (n)i
−B∗
θ (n)i−1
, i = 1,2, ... and following [11] introduce
for each k = 1,2, ... the finite σ–algebra G B,nk = σ{b
(n)
1 , ...,b
(n)
k } with G B,n0 = { /0,ΩB}. Let
S
B,n
0,n be the set of all stopping times with respect to the filtration G
B,n
k ,k = 0,1,2... with
values in {0,1...,n}. Observe that for any n we have a natural bijection Πn : L∞(F ξn ,Pξn )→
L∞(G B,nn ,PB) which is given by Πn(Z) = ˜Z so that if Z = f (ξ1, ...,ξn) for a function f on
{−1,1}n then ˜Z = f (√ nT b(n)1 , ...,√ nT b(n)n ). Notice that if we restrict Πn to L∞(F ξk ,Pξn )
we obtain a bijection Πn,k : L∞(F ξk ,Pξn )→ L∞(G B,nk ,PB) and if we restrict Πn to T ξ0n we
get a bijection Πn : T ξ0n →S B,n0,n . In addition to the set S B,n0,n consider also the set T B,n0,n of
stopping times with respect to the filtration {FB
θ (n)k
}n
k=0
with values in {0,1, ...n}. Clearly
S
B,n
0,n ⊂ T B,n0,n . Next, we define a function φn : T ξ0n → T B0T which maps stopping times in
CRR markets to stopping times in the BS model by
(2.29) φn(σ) = T ∧θ (n)Πn(σ) if Πn(σ)< n and φn(σ) = T if Πn(σ) = n.
It is easy to see that φn(σ) ∈ T B0T (see (2.28) in [7]). For each n and x > 0 let A B,n(x) be
the set of all admissible self financing strategies with an initial capital x in the BS model
which can be managed only on the set {0,θ (n)1 , ...,θ (n)n }, such that the discounted portfo-
lio value remains constant after the moment θ (n)n and set A B,n =
⋃
x≥0 A B,n(x). Thus if
pi = {(βt ,γt)}∞t=0 ∈A B,n then βt = βθ (n)k and γt = γθ (n)k for any k < n and t ∈ [θ
(n)
k ,θ
(n)
k+1).
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Furthermore, in order to keep the discounted portfolio constant after θ (n)n the investor
should sell all his stocks at the moment θ (n)n and buy bonds for all money, and so γt = 0
for t ≥ θ (n)n . From (2.13) it follows that for pi = {(βt ,γt)}∞t=0 ∈ A B,n the corresponding
discounted portfolio value is given by
(2.30) ˜V pit = ˜V piθ (n)k
+ γθ (n)k
( ˜SBt − ˜SBθ (n)k
), t ∈ [θ (n)k ,θ
(n)
k+1] and ˜V
pi
t = ˜V piθ (n)n
, t > θ (n)n .
Finally, we define a function ψn : A ξ ,n(x)→A B,n(x) which maps admissible self financ-
ing strategies in the CRR n–step model to the set of the above self financing strategies in
the BS model. For pi = {(βk,γk)}nk=1 ∈A ξ ,n(x) define ψn(pi) ∈A B,n(x) by
˜V ψn(pi)t = ˜V
ψn(pi)
θ (n)k
+Πn(γk+1)( ˜SBt − ˜SBθ (n)k
), t ∈ [θ (n)k ,θ
(n)
k+1],(2.31)
and ˜V ψn(pi)t = ˜V
ψn(pi)
θ (n)n
, t > θ (n)n .
Observe that Πn( ˜S(n)kT
n
) = ˜SB
θ (n)k
for any k ≤ n, and so we obtain from (2.25) and (2.30) that
˜V ψn(pi)
θ (n)k
= Πn( ˜V pik ) ≥ 0 for any k ≤ n. Since the process ˜V
ψn(pi)
t , t ≥ 0 is a martingale with
respect to the martingale measure ˜PB and it remains constant for t ≥ θ (n)n we get that the
portfolio ψn(pi) is admissible concluding that ψn(pi) ∈A B,n(x), as required. Clearly, if we
restrict the portfolio ψn(pi) to the interval [0,T ] we can consider ψn(pi) as an element in
A B(x).
Let I = (L,R) be an open interval and set Ln = Lexp(−n− 13 ), Rn = Rexp(n− 13 ) (with
Rn = ∞ if R = ∞) and In = (Ln,Rn). Let (pi ,σ) ∈A ξ ,n(V Inn )×T ξ0n be a perfect hedge for a
double barrier option in the n–step CRR market with the barriers Ln,Rn, i.e. a hedge which
satisfies ˜V piσ∧k ≥ QI,n(σ ,k) for any k ≤ n. In general the construction of perfect hedges
for game options in CRR markets can be done explicitly (see [10], Theorem 2.1). The
following result shows that if we embed the perfect hedge (pi ,σ) into the BS model we
obtain a hedge with small shortfall risk for the barrier option with barriers L,R.
Theorem 2.3. Let I = (L,R) be an open interval. For any n let (pi pn ,σ pn ) ∈ A ξ ,n(V Inn )×
T
ξ
0n be a perfect hedge for a double barrier option in the n–step CRR market with the
barriers Ln,Rn. Define (piBn ,σBn ) ∈ A B(V Inn )×T B0T by piBn = ψn(pi pn ) and σBn = φn(σ pn ).
There exists a constant C3 (which does not depend on the interval I) such that for any n,
(2.32) RI(piBn ,σBn )≤C3n−
1
4 (lnn)
3
4 .
We will see (as a conclusion of (3.19) and Theorem 2.1) that there exists a constant ˜C
(which does not depend on the interval I) such that |V I −V Inn | ≤ ˜Cn−
1
4 (lnn) 34 for any n.
Since the above term is small then in practice a seller of a double barrier game option with
the barriers L,R can invest the amount V Inn in the portfolio and use the above hedges facing
only small shortfall risk.
Next, consider an investor in the BS market whose initial capital x which is less than
the option price V I . A hedge (pi ,σ)∈A B(x)×T B0T will be called ε-optimal if RI(pi ,σ)≤
RI(x)+ ε . For ε = 0 the above hedge is called an optimal hedge. For the CRR markets we
have an analogous definitions. In the next section we will follow [6] and construct optimal
hedges (pin,σn) ∈ A ξ ,n(x)×T ξ0n for double barrier options in the n–step CRR markets
with barriers Ln,Rn. By embedding this hedges into the BS model we obtain a simple
representation of ε–optimal hedges for the the BS model.
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Theorem 2.4. For any n let (pin,σn) ∈A ξ ,n(x)×T ξ0n be the optimal hedge which is given
by (3.15) with H = In. Then
(2.33) limn→∞RI(ψn(pin),φn(σn)) = RI(x).
In Section 5 we formulate and prove corresponding results for knock–in Israely style
barrier options.
3. AUXILIARY LEMMAS
First we introduce the machinery which enables us to reduce optimization of the short-
fall risk to optimal stopping problems for Dynkin’s games with appropriately chosen payoff
processes so that on the next stage we will be able to employ the Skorohod embedding in
order to compare values of the corresponding discrete and continuous time games. This
machinery was used in [7] for similar purposes in the case of regular game options. For
any n set a(n)1 = e
κ
√
T
n − 1, a(n)2 = e−κ
√
T
n − 1 and observe that for any m ≤ n the random
variable
˜S(n)mT
n
˜S(n)
(m−1)T/n
− 1 = exp(κ(T
n
)1/2ξm)− 1
takes on only the values a(n)1 ,a
(n)
2 . For each y > 0 and n ∈ N introduce the closed interval
Kn(y) =
[− y
a
(n)
1
,− y
a
(n)
2
]
and for 0 ≤ k < n and a given positive F ξk -measurable random
variable X define
A
ξ ,n
k (X) = {Y |Y = X +α(exp(κ(Tn )1/2ξk+1)− 1) for some(3.1)
F
ξ
k −measurable α ∈ Kn(X)}.
Notice that if for pi = {(βk,γk)}nk=1, ˜V pik = X and ˜V pik+1 = Y then by (2.25), Y = X +
α(exp(κ(T
n
)1/2ξk+1)− 1) where α = γk+1 ˜S(n)kT
n
is F ξk -measurable. Since we allow only
nonnegative portfolio values, and so Y ≥ 0 which must be satisfied for all possible val-
ues of exp(κ(T
n
)1/2ξk+1)− 1 we conclude in view of independency of α and ξk+1 that
A
ξ ,n
k (X) is the set of all possible discounted portfolio values at the time k+ 1 provided
that the discounted portfolio value at the time k is X .
Let H be an open interval. For any pi ∈ A ξ ,n define a sequence of random variables
{WH,pik }
n
k=0
W H,pin = ( ˜Y H,nn − ˜V pin )+, and W H,pik = min
(
( ˜XH,nk − ˜V pik )+,(3.2)
max
(
( ˜Y H,nk − ˜V pik )+,Eξn (W H,pik+1 |F ξk )
))
k < n.
Applying the results for Dynkin’s games from [18] for the processes
{( ˜XH,nk − ˜V pik )+}
n
k=0,{( ˜Y
H,n
k − ˜V pik )+}
n
k=0
we obtain
(3.3) W H,pi0 = min
σ∈T ξ0n
max
τ∈T ξ0n
Eξn (QH,n(σ ,τ)− ˜V piσ∧τ)+ = RHn (pi) = RHn (pi ,σ(H,pi))
where
(3.4) σ(H,pi) = min{k|( ˜XH,nk − ˜V pik )+ =W H,pik }∧n.
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On the Brownian probability space set
(3.5) SB,nt = S0, t ∈ [0,T/n] and SB,nt = S0 exp(
[nt/T ]
∑
k=1
(
rT
n
+κb
(n)
k )), t ∈ [T/n,T ].
Define
(3.6) τB,nH = min{k ≥ 0|SB,nkT
n
/∈H}.
Clearly τB,nH is a stopping time with respect to the filtration G
B,n
k , k ≥ 0. Consider the new
payoffsY B,H,nk =FkT
n
(SB,n)Ik<τB,nH and X
B,H,n
k =G kT
n
(SB,n)Ik<τB,nH , k≤ n. The corresponding
payoff function is given by
(3.7) QB,H,n(k, l) = ˜XB,H,nk Ik<l + ˜YB,H,nl Il≤k, k, l ≤ n
where ˜Y B,H,nk = (1+ rn)
−kY B,H,nk and ˜X
B,H,n
k = (1+ rn)
−kXB,H,nk are the discounted pay-
offs. For any n we consider now hedges which are elements in A B,n ×T B,n0,n . Given a
positive FB
θ (n)k
–measurable random variable X define A B,nk (X) by (3.1) with
√
T
n
ξk+1 and
F
ξ
k replaced by b
(n)
k+1 and FBθ (n)k
, respectively. By (2.30) we conclude similarly to the above
that A B,nk (X) consists of all possible discounted values at the time θ
(n)
k+1 of portfolios man-
aged only at embedding times {θ (n)i } with the discounted stock evolution ˜SBt , provided the
discounted portfolio value at the time θ (n)k is X .
Next, define the shortfall risk by
RB,Hn (pi ,ζ ) = supη∈T B,n0n E
B(QB,H,n(ζ ,η)− ˜V pi
θ (n)ζ∧η
)+,(3.8)
RB,Hn (pi) = infζ∈T B,n0n R
B,H
n (pi ,ζ ) and RB,Hn (x) = infpi∈A B,n(x) RB,Hn (pi).
For any pi ∈A B,n define a sequence of random variables {UH,pik }
n
k=0,
UH,pin = ( ˜Y B,H,nn − ˜V piθ (n)n )
+ and UH,pik = min
(
( ˜XB,H,nk − ˜V piθ (n)k
)+,(3.9)
max
(
( ˜Y B,H,nk − ˜V piθ (n)k
)+,EB(UH,pik+1 |FBθ (n)k
)
))
, k < n
and a stopping time
(3.10) ζ (H,pi) = min{k|( ˜XB,H,nk − ˜V piθ (n)k )
+ =UH,pik }∧n.
Again, using the results on Dynkin’s games from [18] for the adapted (with respect to the
filtration FB
θ (n)k
, k ≥ 0) payoff processes {( ˜Y B,H,nk − ˜V piθ (n)k
)+}n
k=0
, {( ˜XB,H,nk − ˜V piθ (n)k
)+}n
k=0
we obtain that
UH,pi0 = infζ∈T B,n0n supη∈T B,n0,n E
B(QB,H,n(ζ ,η)− ˜V pi
θ (n)ζ∧η
)+(3.11)
= RB,Hn (pi ,ζ (H,pi)) = RB,Hn (pi).
For k ≤ n and x1, ...,xk ∈ R, consider the function ψx1,...,xk ∈ M[0, kTn ] given by
ψx1,...,xk (t) = S0 exp( r jTn +κ ∑ ji=1 xi), t ∈ [ jt/n,( j+ 1)T/n), 1 ≤ j ≤ k
and ψx1,...,xk (0) = S0, t ∈ [0,T/n),
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there exist f nk ,gnk : Rk →R such that for any x1, ...,xk ∈ R,
f nk (x1, ...,xk) = (1+ rn)−kFkT
n
(ψx1,...,xk ) = e−rkT/nFkT
n
(ψx1,...,xk ),
and gnk(x1, ...,xk) = (1+ rn)−kG kT
n
(ψx1,...,xk) = e−rkT/nG kT
n
(ψx1,...,xk ).
Set
qH,nk (x1, ...,xk) = I[min0≤i≤k ψx1,...,xi( iTn ),max0≤i≤k ψx1,...,xi ( iTn )]⊂H .
Observe that for the above functions,
˜Y B,H,nk = f nk (b(n)1 , ...,b(n)k )qH,nk (b(n)1 , ...,b(n)k ), ˜XB,H,nk = gnk(b(n)1 , ...,b(n)k )(3.12)
×qH,nk (b
(n)
1 , ...,b
(n)
k ),
˜Y (n)k = f nk (
√
T
n
ξ1, ...,
√
T
n
ξk)qH,nk (
√
T
n
ξ1, ...,
√
T
n
ξk)
and ˜X (n)k = g
n
k(
√
T
n
ξ1, ...,
√
T
n
ξk)qH,nk (
√
T
n
ξ1, ...,
√
T
n
ξk).
Finally, define a sequence {JH,nk }
n
k=0 of functions J
H,n
k : [0,∞)×Rk → R by the following
backward recursion
JH,nn (y,u1,u2...,un) = ( f nn (u1, ...,un)qH,nn (u1, ...,un)− y)+ and(3.13)
JH,nk (y,u1, ...,uk) = min
(
(gnk(u1, ...,uk)q
H,n
k (u1, ...,uk)− y)+,max
(
( f nk (u1, ...,uk)
×qH,nk (u1, ...,uk)− y)+, infu∈Kn(y)
(
p(n)JH,nk+1(y+ ua
(n)
1 ,u1, ...,uk,
√
T
n
)+
(1− p(n))JH,nk+1(y+ ua
(n)
2 ,u1, ...,uk,−
√
T
n
)
)))
for k = n− 1,n− 2, ...,0.
Similarly to [7] this dynamical programming relations will enable us to compute shortfall
risks defined in (2.26) and (3.8).
Lemma 3.1. The function JH,nk (y,u1, ...,uk) is continuous and decreasing with respect to yfor any n, k ≤ n and an open interval H.
Proof. The proof is the same as the proof of Lemma 3.2 in [7], just replace JH,nk by Jnk . 
For a given closed interval K = [a,b] and a function f : K×Rk →R such that f (·,v) is
continuous for all v∈Rk define argmina≤u≤b f (u,v)=min{w∈K| f (w,v)=minβ∈K f (β ,v)}.
Lemma 3.1 enables us to define the following functions
hH,nk (y,x1, ...,xk) = argminu∈Kn(y)
(
p(n)JH,nk+1(y+ ua
(n)
1 ,(3.14)
u1, ...,uk,
√
T
n
)+ (1− p(n))JH,nk+1(y+ ua
(n)
2 ,u1, ...,uk,−
√
T
n
)
)
, k < n.
Let x be an initial capital. For any n and an open interval H there exists a hedge (piHn ,σHn )∈
A ξ ,n(x)×T ξ0n such that
˜V pi
H
n
0 = x and ˜V
piHn
k+1 =
˜V pi
H
n
k + h
H,n
k (
˜V pi
H
n
k ,e
κ
√
T
n ξ1 , ...,eκ
√
T
n ξk )(3.15)
×(eκ
√
T
n ξk+1 − 1) for k > 0 and σHn = σ(H,piHn ).
From the arguments concerning A ξ ,nk (X) at the beginning of this section it follows that piHn
is an admissible strategy. Let (piB,Hn ,ζ Hn ) ∈A B,n(x)×T B,n0,n be a hedge which is given by
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piB,Hn = ψn(piHn ) and ζ Hn = Πn(σHn ) where, recall, the maps ψn,Πn were defined in Section
2. Namely, we consider a hedge which is determined by
˜V pi
B,H
n
0 = x and ˜V
piB,Hn
k+1 =
˜V pi
B,H
n
k + h
H,n
k (
˜V pi
B,H
n
k ,e
b
(n)
1 , ...,eb
(n)
k )(3.16)
×(eb(n)k +1− 1) for k > 0 and ζ Hn = ζ (H,piB,Hn ).
The following lemma enables us to consider all relevant processes on the Brownian prob-
ability space and to deal with stopping times with respect to the same filtration.
Lemma 3.2. For any initial capital x, n ∈ N and an open interval H.
(3.17) RHn (x) = RHn (piHn ,σHn ) = JH,n0 (x) = RB,Hn (piB,Hn ,ζ Hn ) = RB,Hn (x).
Proof. The proof is the same as in Lemma 3.3 of [7], just replace Jnk , Rn, RB,n, (pin,σn) and
(p˜in,ζn) by JH,nk , RHn , RB,Hn , (piHn ,σHn ) and (piB,Hn ,ζ Hn ), respectively. 
Observe that if the initial capital x is no less than V Hn then the hedge which is given by
(3.15) satisfy RHn (piHn ,σHn ) = RHn (x) = 0. Namely, (piHn ,σHn ) is a perfect hedge for a game
option with the payoffs Y H,nk ,X
H,n
k , k ≥ 0. Thus, the dynamical algorithm which is given
by (3.13) provides a way to find a perfect hedge (when the initial capital is no less than
the option price) for CRR markets. Of course, in general a perfect hedge should not be
unique taking different versions of the term argmin which was defined before (3.14) we
will obtain other perfect hedges. However, a more efficient way to find a perfect hedge is
via the Doob decomposition exactly as in Theorem 2.1 of [10].
Next we deal with estimates for the BS model. Let H = (L,R) be an open interval. For
any ε > 0 set Hε = (Le−ε ,Reε). Clearly, V Hε ≥ V H for any ε > 0 and RHε (x) ≥ RH(x)
for any initial capital x. The following result provides an estimate from above of the term
RHε (x)−RH(x).
Lemma 3.3. There exists a constant A1 such that for any initial capital x, ε > 0 and an
open interval H,
(3.18) RHε (x)−RH(x)≤ A1ε3/4.
Proof. Before proving the lemma observe that if P = ˜P then the option price can be repre-
sented as the shortfall risk for an initial capital x = 0, i.e. if µ = 0 then V I = RI(0) for any
open interval I. Hence, by (3.18) there exists a constant A2 (which is equal to A1 for the
case µ = 0) such that for any open interval H and ε > 0,
(3.19) V Hε −V H(x)≤ A2ε3/4.
Next we turn to the proof of the lemma. Choose an initial capital x, an open interval H =
(L,R), some ε > 0 and fix δ > 0. There exists a pi1 ∈A B(x) such that RH(pi1)< RH(x)+δ .
According to (2.13) the discounted portfolio process { ˜V pi1t }Tt=0 is given by a stochastic
integral whose integrand in view of (2.11) satisfies the standard conditions assumed in
the construction of stochastic integrals, and so { ˜V pi1t }Tt=0 has a continuous modification
(see, for instance, Ch.2 in [16] or Ch.4 in [15]) which we take as the portfolio process.
Observe that (QB,H(σ ,τ)− ˜V pi1σ∧τ)+ = (QB,H(τH ∧σ ,τ)− ˜V pi1τH∧σ∧τ)+ for all stopping times
σ ,τ ∈T B0T . Thus, there exists a hedge (pi1,σ1) ∈A B(x)×T B0T such that
(3.20) RH(pi1,σ1)< RH(x)+ δ and σ1 ≤ τH .
Set σ2 = σ1Iσ1<τH +T Iσ1≥τH . Clearly, {σ2 ≤ t} = {σ1 ≤ t}∩{σ1 < τH} ∈ FBt for any
t < T , and so we conclude that σ2 ∈ T B0T . Observe that if pi1 = {(βt ,γt)}Tt=0 and pi2 =
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{( ˜βt , γ˜t)}Tt=0 with γ˜t = γtIσ1≤t and ˜βt = (x+
∫ t
0 γ˜ud ˜SBu − γ˜t ˜SBt )/b0 then pi2 is an admissible
self financing strategy and ˜V pi2t = ˜V
pi1
t∧σ1 . Consider the hedge (pi2,σ2) ∈A B(x)×T B0T then
(QB,Hε (σ2, τ˜)− ˜V pi2σ2∧τ˜)+ = (QB,Hε (σ2, τ˜∧τHε )− ˜V
pi2
τHε∧σ2∧τ˜)
+ for any τ˜ ∈T B0T . Thus, there
exists a stopping time τ ∈ T B0T such that
(3.21) RHε (pi2,σ2)< EB[QB,Hε (σ2,τ)− ˜V pi2σ2∧τ)+]+ δ and τ ≤ τHε .
For any α > 0 denote Jα = (Leα ,Re−α). Set Uα = (QB,H(σ1,τ ∧ τJα )− ˜V pi1σ1∧τ∧τJα )+.
Clearly, τ ∧ τJα ≤ τ ∧ τH for any α > 0 and τ ∧ τJα ↑ τ ∧ τH as α → 0. This together with
(2.2) yields that
limα→0 QB,H(σ1,τ ∧ τJα ) = ˜XHσ1 limα→0 Iσ1<τ∧τJα + limα→0 ˜Y Hτ∧τJα Iσ1≥τ∧τJα
= e−rσ1Gσ1(SB)Iσ1<τ∧τH + limα→0 e−r(τ∧τJα )Fτ∧τJα (S
B)Iσ1≥τ∧τJα
= e−rσ1Gσ1(SB)Iσ1<τ∧τH + e−r(τ∧τH)Fτ∧τH (SB)Iσ1≥τ∧τH .
Since the process { ˜V pi1t }Tt=0 is continuous and σ1 ≤ τH we obtain by the choice of pi2 that
limα→0 Uα = (e−rσ1Gσ1(SB)Iσ1<τ∧τH + e−r(τ∧τH)Fτ∧τH (SB)Iσ1≥τ∧τH(3.22)
− ˜V pi1σ1∧τ)+ = (e−rσ1Gσ1(SB)Iσ1<τ∧τH + e−r(τ∧τH)Fτ∧τH (SB)Iσ1≥τ∧τH − ˜V
pi2
τ )
+.
Observe that RH(pi1,σ1) ≥ EBUα for any α . Thus from (3.22) and the Fatou’s lemma we
obtain
RH(pi1,σ1)≥ EB limα→0 Uα = EB(e−rσ1Gσ1(SB)Iσ1<τ∧τJ1 +(3.23)
e−r(τ∧τH)Fτ∧τH (SB)Iσ1≥τ∧τH − ˜V pi2τ )+.
Since σ2 ≥ σ1 a.s. then from the definition of pi2 it follows that ˜V pi2σ2∧t = ˜V
pi1
σ1∧σ2∧t = ˜V
pi1
σ1∧t =
˜V pi2t for all t. This together with (3.21) gives
(3.24) RHε (pi2,σ2)< EB(e−rσ2 Gσ2(SB)Iσ2<τ + e−rτFτ(SB)Iσ2≥τ − ˜V pi2τ )++ δ .
Observe that if σ2 < τ then σ2 = σ1 < τ ∧τH and if σ2 ≥ τ then σ1 ≥ τ∧τH . And so from
(3.20), (3.23) and (3.24) we obtain that
RHε (x)−RH(x)≤ RHε (pi2,σ2)−RH(pi1,σ1)+ δ ≤ 2δ +(3.25)
EB|e−rτ Fτ(SB)− e−r(τ∧τH)Fτ∧τH (SB)| ≤ 2δ +EBΓ1 +EBΓ2
where
Γ1 = |e−rτ − e−r(τ∧τH)|Fτ(SB) and Γ2 = |Fτ(SB)−Fτ∧τH(SB)|.
In order to estimate EBΓ1 and EBΓ2 introduce the process Wt = lnS
B
t −lnS0
κ = Bt +(
r+µ
κ −
κ
2 )t, t ≥ 0. From Girsanov’s theorem (see [13]) it follows that {Wt}Tt=0 is a Brownian
motion with respect to the measure PW whose restriction to the σ–algebra FBt satisfies
(3.26) Dt = dP
B
dPW
|FBt = exp
(
(
r+ µ
κ
− κ
2
)Bt +
( r+µκ − κ2 )2
2
t
)
.
Denote the expectation with respect to PW by EW then by (2.3) and the Ho¨lder inequality,
EBΓ1 ≤ EW
(
r(τ − τ ∧ τH)(F0(S0)+L (T + 2)(1+ sup0≤t≤T SBt ))DT
)
(3.27)
≤ c1(EW (τ − τ ∧ τH)4/3)3/4
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for some constant c1. From (2.2) it follows that Γ2 ≤ Γ3 +Γ4 where
Γ3 = L (τ − τ ∧ τH)(1+ sup
0≤t≤T
SBt ) and Γ4 = sup
τ∧τH≤t≤τ
L |SBt − SBτ∧τH |.
By the Ho¨lder inequality,
(3.28) EBΓ3 = EW (L (τ − τ ∧ τH)(1+ sup
0≤t≤T
SBt )DT )≤ c2(EW (τ − τ ∧ τH)4/3)3/4
for some constant c2. Set Γ5 = supτ∧τH≤t≤τ κ |Wt −Wτ∧τH |. Employing the inequality
|ex − 1| ≤ x for 0 ≤ x ≤ 1 it follows that Γ4 ≤ L sup0≤t≤T SBt (IΓ5>1 +Γ5) and together
with the Markov and Ho¨lder inequalities we obtain that there exists a constant c3 such that
EBΓ4 ≤ EW (DT L sup0≤t≤T SBt IΓ5>1)+EW (DT L sup0≤t≤T SBt Γ5)≤(3.29)
c3(PW{Γ5 > 1})3/4 + c3(EW Γ4/35 )3/4 ≤ 2c3(EW Γ
4/3
5 )
3/4.
Using the Burkholder–Davis–Gandy inequality (see [13]) for the martingale Wt −Wτ∧τH ,
t ≥ τ ∧ τH we obtain that there exists a constant c4 such that
(3.30) EW Γ4/35 ≤ c4EW (τ − τ∧ τH)2/3.
Since τ − τ ∧ τH ≤ T then from (3.27)-(3.30) we obtain
(3.31) EB(Γ1 +Γ2)≤ c5(EW (τ − τ ∧ τH)2/3)3/4
for some constant c5. Finally, we estimate the term EW (τ − τ ∧ τH)2/3. First assume
that L > 0 and R < ∞. Set x1 = (lnL− lnS0)/κ , x2 = (lnR− lnS0)/κ , y1 = x1 − εκ and
y2 = x2 + εκ . For any x ∈ R let τ(x) = inf{t ≥ 0|Wt = x} be the first time the process
{Wt}∞t=0 hits the level x. Clearly τ(x) is a finite stopping time with respect to PW . By (3.21)
we obtain that
τ − τ ∧ τH ≤ T ∧ (τHε − τH) = T ∧ (τ(y1)∧ τ(y2)− τ(x1)∧ τ(x2))≤(3.32)
T ∧ (τ(y1)− τ(x1))+T ∧ (τ(y2)− τ(x2)).
From the strong Markov property of the Brownian motion it follows that under PW the
random variable τ(y1)− τ(x1) has the same distribution as τ(y1−x1) = τ(− εκ ) and the random
variable τ(y2)− τ(x2) has the same distribution as τ(y2−x2) = τ( εκ ). Recall, (see [13]) that
for any z ∈ R the probability density function of τ(z) (with respect to PW ) is fτ(z) (t) =
|z|√
2pit3
exp(− z22t ). Hence, using the inequality (a+ b)2/3 ≤ a2/3 + b2/3 together with (3.32)
we obtain that
EW (τ − τ ∧ τH)2/3 ≤ EW (T ∧ τ(− εκ ))2/3 +EW (T ∧ τ( εκ ))2/3 ≤(3.33)
2ε√
2piκ
(∫ T
0
1
t3/2−2/3 dt +T
2/3 ∫ ∞
T
1
t3/2
dt
)
= 16ε√2piκ T
1/6.
Observe that when either L = 0 or R = ∞ (but not both) we obtain either τ − τ ∧ τH ≤
T ∧ (τ(y2)− τ(x2)) or τ − τ ∧ τH ≤ T ∧ (τ(y1)− τ(x1)), respectively. Thus for these cases
(3.33) holds true, as well. From (3.25), (3.31) and (3.33) we see that there exists a constant
A1 such that
RHε (x)−RH(x)≤ 2δ +A1ε3/4
and since δ > 0 is arbitrary we complete the proof. 
The next result provides an estimate from above of the shortfall risk when one of the
barriers is close to the initial stock price S0.
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Lemma 3.4. Let I = (L,R) be an open interval which satisfy min( RS0 ,
S0
L ) ≤ eε , where we
set S00 =
∞
S0 = ∞. There exists a constant A3 independent of L,R such that for any ε > 0
and an initial capital x
(3.34) RI(x)≤ (F0(S0)− x)++A3ε3/4.
Proof. Let x be an initial capital. Consider the constant portfolio pi ∈A B(x) which satisfy
˜V pit = x for all t. Using the same notations as in Lemma 3.3 set σ = (τ(
ε
κ ) ∨ τ(− εκ ))∧T .
Since τ( εκ )∨ τ(− εκ ) ≥ τI we obtain that
(3.35) RI(x)≤ RI(pi ,σ)≤ sup
τ∈T B0T
EB(e−r(τ∧(τ
( εκ )∨τ(− εκ )))F
τ∧(τ( εκ )∨τ(− εκ ))(S
B)− x)+.
Similarly to (3.31) (by letting τH=0) we obtain that
supτ∈T B0T E
B|e−r(τ∧(τ(
ε
κ )∨τ(− εκ )))F
τ∧(τ( εκ )∨τ(− εκ ))(S
B)−F0(S0)| ≤(3.36)
c5(EW (T ∧ (τ( εκ )∨ τ(− εκ )))2/3)3/4.
In the same way as in (3.33) we derive that
EW (T ∧ (τ(
ε
κ )∨ τ(− εκ )))2/3 ≤ 16ε√
2piκ
T 1/6(3.37)
and combining (3.35)-(3.37) we complete the proof. 
4. PROVING THE MAIN RESULTS
In this section we complete the proof of Theorems 2.1–2.4. We start with the proof of
Theorem 2.2. Though Theorem 2.2 provides only one sided estimates for shortfall risks
we will see that Theorem 2.1 which provide two sided estimates for option prices follows
from the proof of Theorem 2.2. In order to provide second side estimates in Theorem
2.2 we should have more precise information on optimal portfolios of shortfall risk in the
BS model. However, this problem does not arise when we are dealing with option prices.
Theorem 2.4 will also follow from the proof of Theorem 2.2. At the end of this section
we prove Theorem 2.3. The proof of (2.27) and (2.28) is necessarily rather technical and
it is marked by various risk comparisons via the formulas (4.1), (4.7), (4.8), (4.11), then
estimates of terms in the right hand side of (4.11), then (4.25)–(4.30), then (4.34) and
estimates of its right hand side and, finally, (4.45) and (4.46) so that these formulas may
serve as road posts for the reader going through all these details.
Let x > 0 be an initial capital and let I = (L,R) be an open interval as before. Fix ε > 0
and denote Iε = (Le−ε ,Reε). Choose δ > 0. For any z let A B,C(z) ⊂A B(z) be the subset
consisting of all pi ∈ A B(z) such that the discounted portfolio process { ˜V pit }Tt=0 is a right
continuous martingale with respect to the martingale measure ˜PB and ˜V piT = f (B∗t1 , ...,B∗tk )
for some smooth function f ∈C∞0 (Rk) with a compact support and t1, ..., tk ∈ [0,T ]. Using
the same arguments as in Lemmas 4.1–4.3 in [7] we obtain that there exists z < x and
pi ∈A B,C(z) such that RIε (pi)< RIε (x)+ δ . Thus there exist k, 0 < t1 < t2... < tk ≤ T and
0≤ fδ ∈C∞0 (Rk) such that the portfolio pi ∈A B with ˜V pit = ˜E( fδ (B∗t1 , ...,B∗tk )|FBt ) satisfies
(4.1) RIε (pi)< RIε (x)+ δ and V pi0 < x.
Set
(4.2) Ψn = fδ (B∗θ (n)
[nt1/T ]
, ...,B∗
θ (n)
[ntk/T ]
),
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un =max0≤k≤n |θ (n)k − kTn | and wn =max1≤k≤n |θ
(n)
k −θ
(n)
k−1|+ |T −θ
(n)
n |. Since wn ≤ 3un+
T
n
then from (4.7) in [11] we obtain that for any m ∈ R+ there exists a constant K(m) such
that for all n,
(4.3) EBu2mn ≤ K(m)n−m and EBw2mn ≤ K(m)n−m.
From the exponential moment estimates (4.8) and (4.25) of [11] it follows that there exists
a constant K1 such that for any natural n and a real a,
EBe|a|θ
(n)
n ∨T ≤ e|a|K1T and EB sup
0≤t≤θ (n)n ∨T
exp(aBt)≤ 2ea2K1T .(4.4)
Clearly (B∗t −B∗θ (n)
[nt/T ]
)2 ≤ 2(Bt −Bθ (n)
[nt/T ]
)2 + 2(( µκ − κ2 )(t−θ
(n)
[nt/T ]))
2 and |t−θ (n)
[nt/T ]| ≤ Tn + un.
Hence, from (4.3) and Itoˆ’s isometry for the Brownian motion it follows that there exists a
constantC(1) such that EB|B∗t −B∗θ (n)
[nt/T ]
|2 ≤C(1)n−1/2 for all t. Let L ( fδ )=max1≤i≤k supx∈Rk | ∂ fδ∂xi (x1, ...,xk)|.
Then by (4.2) and the inequality (∑ki=1 ai)2 ≤ k ∑ki=1 a2i we obtain
EB(Ψn− ˜V piT )2 ≤L ( fδ )2EB(∑ki=1 |B∗tk −B∗θ (n)
[ntk/T ]
|)2 ≤(4.5)
kL ( fδ )2 ∑ki=1 EB(B∗tk −B∗θ (n)
[ntk/T ]
)2 ≤ k2L ( fδ )2C(1)n−1/2.
By (4.4) and the Cauchy-Schwarz inequality,
lim
n→∞
˜EB|Ψn− ˜V piT |= lim
n→∞(E
B|Ψn− ˜V piT |2)1/2(EBZ−2θ (n)n ∨T )
1/2 = 0
where Zt is the Radon-Nikodim derivative given by (2.9). Since ˜EB ˜V piT < x then for suf-
ficiently large n we can assume that vn = ˜E(Ψn) < x. Observe that the finite dimensional
distributions of the sequence
√
T
n
ξ1, ..,
√
T
n
ξn with respect to ˜Pξn and the finite dimen-
sional distributions of the sequence b(n)1 , ...,b
(n)
n with respect to ˜PB are the same, and so
vn = ˜E
ξ
n fδ
(√
T
n ∑
[nt1/T ]
i=1 ξi, ...,
√
T
n ∑
[ntk/T ]
i=1 ξi
)
< x (for sufficiently large n). Since CRR
markets are complete we can find a portfolio p˜i(n) ∈A ξ ,n(vn) such that
(4.6) ˜V p˜in = fδ
(√
T
n
[nt1/T ]
∑
i=1
ξi, ...,
√
T
n
[ntk/T ]∑
i=1
ξi
)
.
For a fixed n let pi ′ = ψn(p˜i) ∈ A B,n(vn). From (2.31) it follows that ˜V pi ′θ (n)n = Ψn. Since
RIn(·) is a non increasing function then by (4.1) and Lemma 3.2,
(4.7) RIn(x)−RIε (x)≤ RIn(vn)−RIε (x)≤ δ +RB,In (pi ′)−RIε (pi).
There exists a stopping time σ ∈ T B0T such that
(4.8) RIε (pi)> sup
τ∈T B0T
EB(QB,Iε (σ ,τ)− ˜V piσ∧τ)+− δ .
Set
(4.9) ζ = (n∧min{i|θ (n)i ≥ σ})Iσ<T + nIσ=T .
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Clearly, ζ ≤ n a.s. and {ζ ≤ i} = {σ ≤ θ (n)i }∩{σ < T} ∈FBθ (n)i for any i < n implying
that ζ ∈ T B,n0,n . There exists a stopping time η ∈ T B,n0,n such that
EB(QB,I,n( ζT
n
, ηT
n
)− ˜V pi ′
θ (n)ζ∧η
)+ > supη˜∈T B,n0,n
EB(QB,I,n( ζT
n
, η˜T
n
)(4.10)
− ˜V pi ′
θ (n)ζ∧η˜
)+− δ ≥ RB,In (pi ′)− δ .
From (4.8) and (4.10) we obtain that
RB,In (pi ′)−RIε (pi)< 2δ +EB(QB,I,n( ζTn , ηTn )− ˜Vpi
′
θ (n)ζ∧η
)+(4.11)
−EB(QB,Iε (σ ,θ (n)η ∧T )− ˜V pi
σ∧θ (n)η
)+ ≤ 2δ +EB(Λ1 +Λ2 +Λ3)
where
Λ1 = | ˜V pi ′θ (n)ζ∧η
− ˜V pi
θ (n)ζ∧η∧T
|, Λ2 = | ˜V piθ (n)ζ∧η∧T
− ˜V pi
θ (n)η ∧σ
|(4.12)
and Λ3 = (QB,I,n( ζTn , ηTn )−QB,Iε (σ ,θ
(n)
η ∧T ))+.
Since the processes { ˜V pit }, t ≥ 0 is a martingale then ˜V piθ (n)ζ∧η∧T
= ˜EB( ˜V piT |FBθ (n)ζ∧η∧T
)= ˜EB( ˜V piT |FBθ (n)ζ∧η
)
taking into account that ˜V piT is FBT measurable. Since the processes { ˜V pi
′
t }, t ≥ 0 is a mar-
tingale and Ψn = ˜V pi
′
θ (n)n
then ˜V pi ′
θ (n)ζ∧η
= ˜EB(Ψn|FBθ (n)ζ∧η
). Thus
(4.13) ˜V pi ′
θ (n)ζ∧η
− ˜V pi
θ (n)ζ∧η∧T
= ˜EB(Ψn− ˜V piT |FBθ (n)ζ∧η
) = EB
( Zθ (n)ζ∧η
Z
T∨θ (n)n
(Ψn− ˜V piT )|FBθ (n)ζ∧η
)
.
By (4.4), (4.5), (4.13), the Cauchy-Schwarz and Jensen inequalities,
(4.14) EBΛ1 ≤
(
EB
( Zθ (n)ζ∧η
Z
T∨θ (n)n
)2)1/2
(EB(Ψn− ˜V piT )2)1/2 ≤C( fδ )n−1/4
where C( fδ ) is a constant which depends only on fδ . By using the same arguments as in
(5.14)-(5.17) of [7] we obtain that
(4.15) EBΛ2 ≤ ˜C( fδ )n−1/2
for some constant ˜C( fδ ) which depends only on fδ . Next, we estimate Λ3. Set
QB(s, t) = e−rtGt(SB)It<s + e−rsFs(SB)Is≤t , s, t ≥ 0 and
QB,n(k, l) = (1+ rn)−kG kT
n
(SB,n)Ik<l +(1+ rn)−lFlT
n
(SB,n)Il≤k, k, l ≤ n.
From (2.3) and (4.12) we get
(4.16)
Λ3 ≤ (QB,n(ζT
n
,
ηT
n
)−QB(σ ,θ (n)η ∧T ))++ IΘ(G0(S0)+L (T + 2)(1+ max0≤k≤nS
B,n
kT
n
))
where Θ = {ζ ∧η < τB,nI }∩{σ ∧θ (n)η ≥ τIε }. Similarly to Lemmas 3.2 and 3.3 in [11] it
follows that there exists a constant C(2) such that
supζ∈T B,n0,n supη∈T B,n0,n E
B|QB(θ (n)ζ ,θ
(n)
η )−QB,n( ζTn , ηTn )| ≤(4.17)
C(2)n−1/4(lnn)3/4.
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From (4.4) and the Cauchy-Schwarz inequality it follows that
(4.18) EB
(
IΘ(G0(S0)+L (T + 2)(1+ max
0≤k≤n
SB,nkT
n
))
)
≤C(3)P(Θ)1/2
for some constant C(3). By (4.9) we see that σ < θ (n)η ∧T provided ζ < η . This together
with (4.16)–(4.18) gives
EBΛ3 ≤C(3)P(Θ)1/2 +C(2)n−1/4(lnn)3/4 +EB(QB(θ (n)ζ ,θ
(n)
η )−(4.19)
QB(σ ,θ (n)η ∧T ))+ ≤C(3)P(Θ)1/2 +C(2)n−1/4(lnn)3/4 +α1 +α2
where
α1 = EB|e−rθ
(n)
ζ∧η Gθ (n)ζ∧η
(SB)− e−rσ∧θ (n)η G
σ∧θ (n)η
(SB)|(4.20)
and α2 = EB|e−rθ
(n)
ζ∧η Fθ (n)ζ∧η
(SB)− e−rσ∧θ (n)η F
σ∧θ (n)η
(SB)|.
From Lemma 4.4 in [7] it follows that there exists a constants C(4),C(5) such that
(4.21) α1 +α2 ≤C(4)(EB(θ (n)ζ∧η −θ
(n)
η ∧σ)2)1/2 +C(5)(EB(θ (n)ζ∧η −θ
(n)
η ∧σ)2)1/4.
By (4.9) we obtain that |θ (n)ζ∧η −θ
(n)
η ∧σ | ≤ |θ (n)ζ −σ | ≤ |T −θ
(n)
n | ≤ un. Thus by (4.3),
(4.22) α1 +α2 ≤C(6)n−1/4
for some constant C(6). Finally, we estimate P(Θ). Observe that σ ∧θ (n)η ≤ θ (n)ζ∧η , and so
Θ ⊆
{ sup
0≤t≤σ∧θ (n)η
SBt
max0≤k≤ζ∧η SB,nkT/n
> eε
}⋃{ inf0≤t≤σ∧θ (n)η SBt
min0≤k≤ζ∧η SB,nkT/n
< e−ε
}
⊆(4.23)
{ sup
0≤t≤θ (n)ζ∧η
SBt
max0≤k≤ζ∧η SB,nkT/n
> eε
}⋃{ inf0≤t≤θ (n)ζ∧η SBt
min0≤k≤ζ∧η SB,nkT/n
< e−ε
}
⊆
{
max0≤k≤n−1 supθ (n)k ≤t≤θ (n)k+1
max(
SBt
SB,nkT/n
,
SB,nkT/n
SBt
)> eε
}
⊆{
max0≤k≤n−1 supθ (n)k ≤t≤θ (n)k+1
r|t− kT
n
|+κ |B∗t −B∗θ (n)k
|> ε
}
.
Since |B∗t −B∗θ (n)k
| ≤
√
T
n
and |t− kT
n
| ≤ un + Tn for any k < n and t ∈ [θ
(n)
k ,θ
(n)
k+1] (where
un was defined after (4.2)) then using the inequality (a+ b)3 ≤ 4(a3 + b3) for a,b ≥ 0 we
obtain by (4.3) that
(4.24) EB( max
0≤k≤n−1
sup
θ (n)k ≤t≤θ
(n)
k+1
r|t− kT
n
|+κ |B∗t −B∗θ (n)k
|)3 ≤C(7)n−3/2
for some constant C(7). From (4.23) and the Markov inequality it follows that P(Θ) ≤
C(7) n−3/2
ε3
and together with (4.7), (4.11), (4.14), (4.15), (4.19) and (4.22) we conclude that
RIn(x)−RIε (x)≤ 3δ +(C(6)+C( fδ ))n−1/4 + ˜C( fδ )n−1/2 +(4.25)
C(2)n−1/4(lnn)3/4 +C(3)
√
C(7) n−3/2
ε3
.
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Since the above constants do not depend on n then RIε (x)≥ limsupn→∞ RIn(x)−3δ . Letting
δ ↓ 0 we obtain that RIε (x)≥ limsupn→∞ RIn(x) and by Lemma 3.3,
(4.26) RI(x) = lim
ε→0
RIε (x)≥ limsup
n→∞
RIn(x).
In order to compete the proof of Theorem 2.2 we should prove (2.28). Fix an initial
capital x, an open interval I = (L,R) and a natural number n. If min( RS0 ,
S0
L ) ≤ en
−1/3
then
from Lemma 3.4 and the inequality RIn(x)≥ (F0(S0)− x)+ it follows
(4.27) RI(x)−RIn(x)≤ RI(x)− (F0(S0)− x)+ ≤ A3n−1/4.
Next, we deal with the case where min( RS0 ,
S0
L ) > e
n−1/3 (which is true for sufficiently
large n). Introduce the open interval Jn = (Lexp(n−1/3),Rexp(−n−1/3)). Set (pi ,σ) =
(ψn(pi In),φn(σ In)) where (pi In,σ In) is the optimal hedge given by (3.15) and the functions
ψn,φn were defined in Section 2. We can consider the portfolio pi = ψn(pin) not only as an
element in A B,n(x) but also as an element in A B(x) if we restrict the above portfolio to
the interval [0,T ]. From Lemma 3.2 we obtain that
(4.28) RJn(pi ,σ)−RIn(x) = RJn(pi ,σ)−RB,In (pi ,ζ In)
where, recall, ζ In was defined in (3.16). Since I and n are fixed we denote ζ = ζ In . Recall
that Πn(σ In) = ζ and so from (2.29) we get σ = (T ∧θ (n)ζ )Iζ<n +TIζ=n. For a fixed δ > 0
choose a stopping time τ such that
(4.29) RJn(pi ,σ)< δ +EB[(QB,Jn(σ ,τ)− ˜V piσ∧τ)+].
Observe that min{k|θ (n)k ≥ τ} ∈ T B,n since {min{k|θ (n)k ≥ τ} ≤ j} = {θ (n)j ≥ τ} ∈FBθ (n)j
and set η = n∧min{k|θ (n)k ≥ τ} ∈T B,n0,n . Denote
Γ1 = (QB,Jn(σ ,τ)−QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n ))+
and Γ2 = (QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )−QB,I,n( ζTn , ηTn ))+.
From (4.29) it follows that
RJn(pi ,σ)< δ +EB(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piσ∧τ)++EBΓ1
and RB,In (pi ,ζ )≥ EB(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piθ (n)ζ∧η )
+−EBΓ2.
Hence,
RJn(pi ,σ)−RB,In (pi ,ζ )< EB(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piσ∧τ)+(4.30)
−EB(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piθ (n)ζ∧η
)++ δ +EB(Γ1 +Γ2).
Observe that σ ∧θ (n)n ≤ θ (n)ζ and τ ∧θ
(n)
n ≤ θ (n)η , thus
(4.31) σ ∧ τ ∧θ (n)n ≤ θ (n)ζ∧η .
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Since pi ∈A B,n(x) then by (2.30), ˜V piσ∧τ = ˜V pi
σ∧τ∧θ (n)n
= ˜EB( ˜V pi
θ (n)ζ∧η
|FB
σ∧τ∧θ (n)n
). This together
with the Jensen inequality yields that
(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piσ∧τ)+ ≤(4.32)
˜EB((QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piθ (n)ζ∧η
)+|FB
σ∧τ∧θ (n)n
) =
EB
(Z
σ∧τ∧θ (n)n
Z
θ (n)ζ∧η
(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piθ (n)ζ∧η
)+|FB
σ∧τ∧θ (n)n
)
.
Thus,
EB(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piσ∧τ)+ ≤(4.33)
EB
(Z
σ∧τ∧θ (n)n
Z
θ (n)ζ∧η
(QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piθ (n)ζ∧η
)+
)
.
By (4.30) and (4.33) we obtain that
(4.34) RJn(pi ,σ)−RB,In (pi ,ζ )< δ +EB(Γ1 +Γ2)+α3
where
α3 = EB
(Z
σ∧τ∧θ (n)n
−Zθ (n)ζ∧η
Zθ (n)ζ∧η
QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )
)
.
Notice that |σ − θ (n)ζ | ≤ wn and |τ − θ
(n)
η | ≤ wn (where wn was defined after (4.2)). Thus
by (4.31) we obtain that
(4.35) 0 ≤ θ (n)ζ∧η −σ ∧ τ ∧θ
(n)
n ≤ max(|σ −θ (n)ζ |, |τ −θ
(n)
η |)≤ wn.
From Ito’s formula it follows that dZt = µκ ZtdBt +(
µ
κ )
2Ztdt, and so
Zθ (n)ζ∧η
−Z
σ∧τ∧θ (n)n =
µ
κ
∫ θ (n)ζ∧η
σ∧τ∧θ (n)n
ZtdBt +(
µ
κ
)2
∫ θ (n)ζ∧η
σ∧τ∧θ (n)n
Ztdt.
Set En = sup0≤t≤θ (n)n ∨T Zt . From (4.3), (4.4), the Cauchy-Schwarz inequality and Ito’s
isometry we obtain that
EB(Zθ (n)ζ∧η
−Z
σ∧τ∧θ (n)n
)2 ≤ 2( µκ )2EB
∫ θ (n)ζ∧η
σ∧τ∧θ (n)n
Z2t dt +(4.36)
2( µκ )
4EB(wnEn)2 ≤ 2( µκ )2EB(wnE2n)+ 2( µκ )4EB(wnEn)2 ≤C(8)n−1/2
for some constant C(8). By (2.3) it follows that QB,Jn(σ ∧θ (n)n ,τ ∧θ (n)n )≤ G0(S0)+
L (T + 2)(1+ sup0≤t≤T SBt ), and so (4.4) and the Cauchy-Schwarz inequality yields that
(4.37) α ≤C(9)n−1/4
for some C(9) > 0 independent of n. Now we estimate EBΓ1. Clearly Γ1 ≤ (QB(σ ,τ)−
QB(σ ∧θ (n)n ,τ ∧θ (n)n ))+. From the definitions it follows easily that σ < τ is equivalent to
σ ∧θ (n)n < τ ∧θ (n)n . Furthermore, σ ∧ τ −σ ∧ τ ∧θ (n)n ≤ |T −θ (n)n | ≤ un (with un defined
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after (4.2)). Thus from (4.3) and Lemma 4.4 in [7] we obtain that there exists a constant
C(10) such that for all n ∈ N,
EBΓ1 ≤ EB|e−rσ∧τGσ∧τ(SB)− e−rθ
(n)
n ∧σ∧τGθ (n)n ∧σ∧τ(S
B)|+(4.38)
EB|e−rσ∧τ Fσ∧τ(SB)− e−rθ
(n)
n ∧σ∧τ Fθ (n)n ∧σ∧τ(S
B)| ≤
C(4)(EB(un)2)1/2 +C(5)(EB(un)2)1/4 ≤C(10)n−1/4
where the last inequality follows from (4.3). Next, we estimate EBΓ2. From (2.3) it follows
that
Γ2 ≤ (QB(σ ∧θ (n)n ,τ ∧θ (n)n )−QB,n( ζTn , ηTn ))+(4.39)
+I
˜Θ(G0(S0)+L (T + 2)(1+ sup0≤t≤T SBt ))
where ˜Θ = {η ∧ζ ≥ τB,nI }∩{σ ∧ τ ∧θ (n)n < τJn}. By the Cauchy-Schwarz inequality,
(4.40) EBI
˜Θ(G0(S0)+L (T + 2)(1+ sup
0≤t≤T
SBt ))≤C(11)(P( ˜Θ))1/2
for some constant C(11) independent of n. From (4.17), (4.39) and (4.40),
EBΓ2 ≤ EB(QB(σ ∧θ (n)n ,τ ∧θ (n)n )−QB,n( ζTn , ηTn ))++(4.41)
C(11)(P( ˜Θ))1/2 ≤C(2)n−1/4(lnn)3/4 +C(11)(P( ˜Θ))1/2 +
EB(QB(σ ∧θ (n)n ,τ ∧θ (n)n )−QB(θ (n)ζ ,θ
(n)
η ))
+.
From the definitions it follows easily that if σ ∧θ (n)n < τ ∧θ (n)n then ζ < η . Hence, from
(4.3), (4.35) and Lemma 4.4 in [7] we obtain that
EB(QB(σ ∧θ (n)n ,τ ∧θ (n)n )−QB(θ (n)ζ ,θ
(n)
η ))
+ ≤(4.42)
EB|e−r(σ∧τ∧θ (n)n )G
σ∧τ∧θ (n)n (S
B)− e−rθ
(n)
ζ∧η Gθ (n)ζ∧η
(SB)|+
EB|e−r(σ∧τ∧θ (n)n )F
σ∧τ∧θ (n)n (S
B)− e−rθ
(n)
ζ∧η Fθ (n)ζ∧η
(SB)| ≤
C(4)(EB(wn)2)1/2 +C(5)(EB(wn)2)1/4 ≤C(12)n−1/4
for some constant C(12). Finally, we estimate P( ˜Θ). Observe that σ ∧τ∧θ (n)n ≥ θ (n)(ζ∧η−1)+ .
Indeed, from the definitions it follows that τ ≥ θ (n)
(η−1)+ . If σ = T then σ ∧ τ ∧θ
(n)
n = τ ∧
θ (n)n ≥ θ (n)(η−1)+ ≥ θ
(n)
(ζ∧η−1)+ . If σ < T then σ = θ
(n)
ζ , and so σ∧τ∧θ
(n)
n ≥ θ (n)ζ ∧θ
(n)
(η−1)+ ≥
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θ (n)
(ζ∧η−1)+ . Thus
˜Θ ⊆
{
max0≤k≤ζ∧η SB,nkT/n
sup
0≤t≤σ∧τ∧θ (n)n
SBt
> en
−1/3
}⋃{ min0≤k≤ζ∧η SB,nkT/n
inf
0≤t≤σ∧τ∧θ (n)n
SBt
< e−n−1/3
}
(4.43)
⊆
{
max0≤k≤ζ∧η SB,nkT/n
max0≤k≤(ζ∧η−1)+ SBθ (n)k
> en
−1/3
} ⋃{ min0≤k≤ζ∧η SB,nkT/n
min0≤k≤(ζ∧η−1)+ SBθ (n)k
< e−n−1/3
}
⊆
{
max0≤k≤n−1 max
( SB
θ (n)k+1
SB,nkT/n
,
SB,nkT/n
SB
θ (n)k+1
)
> en
−1/3
}
⊆
{
max0≤k≤n−1
(
r|θ (n)k+1− kTn |
+κ |B∗
θ (n)k+1
−B∗
θ (n)k
|)> n−1/3}⊆ {r(un +wn)+κ√Tn > n−1/3}.
From (4.3), (4.43) and the Markov inequality it follows that
(4.44) P( ˜Θ)≤ nEB
(
r(un +wn)+κ
√
T
n
)3
≤C(13)n−1/2
for some constant C(13) independent of n. Since δ is arbitrary then combining (4.28),
(4.34), (4.37), (4.38), (4.41) and (4.44) we conclude that there exists a constant C(14) such
that
(4.45) RJn(pi ,σ)−RIn(x) = RJn(pi ,σ)−RB,In (pi ,ζ )≤C(14)n−1/4(lnn)3/4.
By (4.45) and Lemma 3.3 it follows that for n which satisfy min( RS0 ,
S0
L )> e
n−1/3 we have
(4.46)
RI(x)−RIn(x)≤ RI(x)−RJn(x)+RJn(pi ,σ)−RIn(x)≤ A1n−1/4 +C(14)n−1/4(lnn)3/4.
From (4.27) and (4.46) we derive (2.28) and complete the proof of Theorem 2.2.
Next, we prove Theorem 2.4. Let H = (L,R) be an open interval as before and for any n
set Hn = (Lexp(−n−1/3),Rexp(n−1/3)). Fix n and let (piHnn ,σHnn ) ∈A ξ ,n(x)×T ξ0n be the
optimal hedge given by (3.15). Using (4.45) for I = Hn we obtain that
(4.47) RH(ψn(piHnn ),φn(σHnn ))≤ RHnn (x)+A1n−1/4 +C(14)n−1/4(lnn)3/4.
Thus
(4.48) limsup
n→∞
RH(ψn(piHnn ),φn(σHnn ))≤ limsup
n→∞
RHnn (x).
For any ε > 0 denote Jε = (Le−ε ,Reε). Since Hn ⊆ Jε for sufficiently large n then from
(4.48) and Theorem 2.2 we obtain that for any ε > 0,
(4.49) limsup
n→∞
RH(ψn(piHnn ),φn(σHnn ))≤ limsup
n→∞
RJεn (x) = R
Jε (x).
By (4.49) and Lemma 3.3,
(4.50) limsup
n→∞
RH(ψn(piHnn ),φn(σHnn ))≤ lim
ε→0
RJε (x) = RH(x)
which completes the proof of Theorem 2.4.
Next, we prove Theorem 2.1. Let I = (L,R) be an open interval as before. Assume that
µ = 0. In this case PB = ˜PB and ˜Pξn = Pξn for any n. Thus V I = RI(0) and V In = RIn(0).
Hence, using the same procedure as in first part of the proof of Theorem 2.2 and taking into
account that the value of the portfolios pi ,pi ′ is zero (which means that C( fδ ) = ˜C( fδ ) = 0
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and so we can let δ ↓ 0 in (4.25)) we obtain that there exist constants C(15) and C(16) such
that for any ε > 0,
(4.51) V In −V Iε ≤C(15)n−1/4(lnn)3/4 +C(16)
√
n−3/2
ε3
where Iε = (Le−ε ,Reε). Taking ε = n−1/3 we obtain by (3.19) and (4.51) that
(4.52) V In −V I ≤C(15)n−1/4(lnn)3/4 +(C(16)+A2)n−1/4.
From Theorem 2.2 it follows that there exists a constant C(17) such that
V
I −V In = RI(0)−RIn(0)≤C(17)n−1/4(lnn)3/4.
This together with (4.52) completes the proof of Theorem 2.1.
Finally, we prove Theorem 2.3. Let H = (L,R) be an open interval and n be a natural
number. Set Hn = (Lexp(−n−1/3),Rexp(n−1/3)) and let (pin,σn) ∈ A ξ ,n(V Hnn )×T ξ0n be
a perfect hedge for a double barrier option in the n–step CRR market with the barriers
Lexp(−n−1/3),Rexp(n−1/3), i.e. for any k ≤ n,
(4.53) ˜V pinσn∧k ≥ QHn,n(σn,k).
Set (pi ,ζ ) = (ψn(pin),Πn(σn)) ∈A B,n(V Hnn )×T B,n0,n . From (4.53) and the definition of Πn
we obtain that for any k ≤ n,
(4.54) ˜V piζ∧k = Πn( ˜V pinσn∧k)≥ Πn(QHn,n(σn,k)) = QB,Hn,n(ζ ,k)
implying that RB,Hnn (pi ,ζ ) = 0. Set σ = φn(σn) ∈ T B0T then σ = (T ∧θ (n)ζ )Iζ<n +T Iζ=n.
Hence, using (4.45) for I = Hn we obtain that
(4.55) RH(pi ,σ)≤ RB,Hnn (pi ,ζ )+C(14)n−1/4(lnn)3/4 =C(14)n−1/4(lnn)3/4
completing the proof.
Remark 4.1. Consider another definition of the discounted payoff function where in place
of (2.8) we set
(4.56) QB,I1 (t,s) = e−r(t∧s)(Gt(SB)Is<t +Y It It≤s)
which means that the seller pays for cancellation an amount which does not depend on the
barriers. For such discounted payoff function the option price will be equal to the original
option price V I given by (2.10) and for any initial capital x the shortfall risk will be equal
to RI(x) given by (2.15). Indeed, the terms in the formula (4.56) for the discounted payoff
function are not less than the corresponding terms for the payoff function given by (2.8).
On the other hand, for any pi ∈A B and σ ∈ T B0T ,
(QB,I(σ ,τ)− ˜V piσ∧τ)+ = (QB,I1 (σ˜ ,τ)− ˜V piσ˜∧τ)+
where σ˜ = σIσ<τI +T Iσ≥τI . Thus for any portfolio pi ∈A B,
(4.57)
RI(pi) = inf
σ∈T B0T
sup
τ∈T B0T
EB(QB,I(σ ,τ)− ˜V piσ∧τ)+ ≥ inf
σ∈T B0T
sup
τ∈T B0T
EB(QB,I1 (σ ,τ)− ˜V piσ∧τ)+
and we conclude that (4.57) is, in fact, an equality which proves that for a given portfolio
the shortfall risk remains as before. Since option prices can be represented as shortfall risk
for the case where P = ˜P and the initial capital is 0 then it follows that the option price
remains as before, as well. The same holds true for CRR markets. We note that the proof of
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our main results for the discounted payoff function given by (4.56) becomes a bit simpler
than for the original definitions but the latter seem to more natural.
5. THE KNOCK–IN CASE
In this section we present results similar to Theorems 2.1–2.4 (with a little bit different
estimates) for knock–in barrier options. For a given open interval I = (L,R) the payoff
processes in the BS model and the n–step CRR market are defined in this case by
(5.1) Xt = Gt(SB), YIt = Ft(SB)It≥τI and X(n)k = G kT
n
(SB), YI,nk = FkT
n
(SB)Ik≥τ(n)I
,
respectively. Notice that the seller will pay for cancellation an amount which does not
depend on the barriers. If we would define the high payoff process XIt , t ≥ 0 in a way
similar to the low payoff process YIt , t ≥ 0, namely, XIt = Gt(SB)It≥τI then the seller could
cancel the contract at the moment t = 0 without paying anything to the buyer which would
make such contract worthless.
Now, for the BS model we define the option price and the shortfall risks by
˜V I = infσ∈T B0T supτ∈T B0T
˜EB ˜QB,I(σ ,τ), ˜RI(pi ,σ) = supτ∈T B0T E
B( ˜QB,I(σ ,τ)(5.2)
− ˜V piσ∧τ)+, ˜RI(pi) = infσ∈T B0T ˜R
I(pi ,σ) and ˜RI(x) = infpi∈A B(x) ˜RI(pi)
where ˜QI(t,s) = e−r(t∧s)(XtIt<s+YIt Is≤t) is the discounted payoff function. For the n–step
CRR market the corresponding definitions are
˜V In = minζ∈T ξ0n
maxη∈T ξ0n
˜Eξn ˜QI,n(ζ ,η), ˜RIn(pi ,σ) = maxτ∈T ξ0n E
ξ
n (QI,n(σ ,τ)(5.3)
− ˜V piσ∧τ)+, ˜RIn(pi) = minσ∈T ξ0n
˜RIn(pi ,σ) and ˜RIn(x) = infpi∈A ξ ,n(x) ˜R
I
n(pi)
where ˜QI,n(k, l) = (1+ rn)−k∧l(X(n)k Ik<l +YI,nl Il≤k) is the discounted payoff function. De-
note also by Q(n)(k, l) = (1+ rn)−k∧l(G kT
n
(Sn)Ik<l +FlT
n
(Sn)Il≤k) the regular payoff and
let Vn = minζ∈T ξ0n
maxη∈T ξ0n
˜Eξn Q(n)(ζ ,η) be the option price for this payoff.
Theorem 5.1. Let I = (L,R) be an open interval.
(i) For each ε > 0 there exists a constant ˜C1,ε such that for any n ∈ N,
(5.4) | ˜V I − ˜V In | ≤ ˜C1,ε n−
1
4+ε .
(ii) For each initial capital x,
(5.5) limn→∞ ˜RIn(x) = ˜RI(x).
Furthermore, for each ε > 0 there exists a constant ˜C2,ε such that for any x and n ∈ N,
(5.6) ˜RI(x)≤ ˜RIn(x)+ ˜C2,εn−
1
4+ε .
(iii) For each n∈N let (pi pn ,σ pn )∈A ξ ,n( ˜V In )×T ξ0n be a perfect hedge for a double barrier
knock-in option as above in the n–step CRR market with the barriers L,R. Then for any
ε > 0 and n ∈ N,
(5.7) ˜RI(ψn(pi pn ),φn(σ pn ))≤ ˜C2,ε n−
1
4+ε .
(iv) For any n ∈ N let (p˜i In, σ˜ In) ∈ A ξ ,n(x)×T ξ0n be the optimal hedge which is given by
(5.13) below. Then
(5.8) limn→∞ ˜RI(ψn(p˜i In),φn(σ˜ In)) = ˜RI(x).
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All the constants above are not depend on the interval I.
In order to prove Theorem 5.1 we should establish a result similar to Lemma 3.2. For
each open interval H set YB,H,nk = FkT
n
(SB,n)Ik≥τB,nH , X
B,n
k = G kT
n
(SB,n) and ˜QH,B,n(k, l) =
(1+ rn)−k∧l(XB,nk Ik<l +Y
H,B,n
l Il≤k), k, l ≤ n. Similarly to (3.8)–(3.10) define the shortfall
risk by
˜RB,Hn (pi ,ζ ) = supη∈T B,n0n E
B( ˜QB,H,n(ζ ,η)− ˜V pi
θ (n)ζ∧η
)+,(5.9)
˜RB,Hn (pi) = infζ∈T B,n0n
˜RB,Hn (pi ,ζ ) and ˜RB,Hn (x) = infpi∈A B,n(x) ˜RB,Hn (pi).
Similarly to (3.9) and (3.10) for any pi ∈A B,n set
˜UH,pin = ((1+ rn)−nYB,H,nn − ˜V piθ (n)n )
+, ˜UH,pik = min
(
((1+ rn)−kXB,nk −(5.10)
˜V pi
θ (n)k
)+,max
(
((1+ rn)−kYB,H,nk − ˜V piθ (n)k
)+,EB( ˜UH,pik+1 |FBθ (n)k
)
))
, k < n
and ˜ζ (H,pi) = min{k|((1+ rn)−kXB,nk − ˜V piθ (n)k )
+ = ˜UH,pik }∧n.
Similarly to (3.2) and (3.4) for any pi ∈A ξ ,n define
˜W H,pin = ((1+ rn)−nYH,nn − ˜V pin )+, ˜W H,pik = min
(
((1+ rn)−kX(n)k −(5.11)
˜V pik )
+,max
(
((1+ rn)−kYH,nk − ˜V pik )+,Eξn ( ˜W H,pik+1 |F ξk )
))
, k < n
and σ˜(H,pi) = min{k|(1+ rn)−kX(n)k − ˜V pik )+ = ˜W H,pik }∧n.
For k ≤ n and x1, ...,xk set
q˜H,nk (x1, ...,xk) = 1− I[min0≤i≤k ψx1,...,xi ( iTn ),max0≤i≤k ψx1,...,xi ( iTn )]⊂(L,R)
with the functions ψx1,...,xi introduced after (3.11). Similarly to (3.13) define a sequence
{ ˜JH,nk }
n
k=0 of functions ˜J
H,n
k : [0,∞)×Rk → R by the following backward recursion
˜JH,nn (y,u1,u2...,un) = ( f nn (u1, ...,un)q˜H,nn (u1, ...,un)− y)+ and(5.12)
˜JH,nk (y,u1, ...,uk) = min
(
(gnk(u1, ...,uk)− y)+,max
(
( f nk (u1, ...,uk)q˜H,nk (u1, ...,uk)
−y)+, infu∈Kn(y)
(
p(n) ˜JH,nk+1(y+ ua
(n)
1 ,u1, ...,uk,
√
T
n
)+ (1− p(n))×
˜JH,nk+1(y+ ua
(n)
2 ,u1, ...,uk,−
√
T
n
)
)))
for k = n− 1,n− 2, ...,0.
Set also ˜hH,nk (y,x1, ...,xk)= argminu∈Kn(y)
(
p(n) ˜JH,nk+1(y+ua
(n)
1 ,u1, ...,uk,
√
T
n
)+(1− p(n)) ˜JH,nk+1(y+
ua
(n)
2 ,u1, ...,uk,−
√
T
n
)
)
. Finally, for any initial capital x define the hedges (p˜iHn , σ˜Hn ) ∈
A ξ ,n(x)×T ξ0n and (p˜iB,Hn , ˜ζ Hn ) ∈A B,n(x)×T B,n0,n by
˜V p˜i
H
n
0 = x,
˜V p˜i
H
n
k+1 =
˜V p˜i
H
n
k +
˜hH,nk ( ˜V
p˜iHn
k ,e
κ
√
T
n ξ1 , ...,eκ
√
T
n ξk)(eκ
√
T
n ξk+1 − 1)(5.13)
for k > 0, σ˜Hn = σ˜(H, p˜iHn ) and p˜i
B,H
n = ψn(p˜iHn ), ˜ζ Hn = Πn(σ˜Hn ).
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Using the same arguments as in Section 3 we obtain
(5.14) ˜RHn (x) = ˜RHn (p˜iHn , σ˜Hn ) = ˜JH,n0 (x) = ˜RB,Hn (p˜iB,Hn , ˜ζ Hn ) = ˜RB,Hn (x).
Next we derive estimates in the spirit of Lemmas 3.3 and 3.4.
Lemma 5.2. For any γ > 1 there exists a constant Aγ such that for any open interval
H = (L,R), ε > 0 and a hedge (pi ,σ) ∈A B×T B0T
(5.15) ˜RH(pi ,σ)− ˜RHε (pi ,σ)≤ Aγε1/γ
where Hε = (Le−ε ,Reε).
Proof. Choose an open interval H = (L,R), ε > 0 and a hedge (pi ,σ) ∈ A B(x)×T B0T .
Since ( ˜QH(σ ,τ)− ˜V piσ∧τ)+ ≤ ( ˜QH(σ ,τ∨(τH ∧T ))− ˜V piσ∧(τ∨(τH∧T )))
+ for any τ ∈T B0T then
for each δ > 0 there exists a stopping time τ1 ∈ T B0T such that
(5.16) ˜RH(pi ,σ)< EB( ˜QH(σ ,τ1)− ˜V piσ∧τ1)++ δ and τ1 ≥ τH ∧T.
Set τ2 = τ1 ∨ (τHε ∧ T ) and Γ = ( ˜QH(σ ,τ1)− ˜QHε (σ ,τ2))+. Since { ˜V pit }Tt=0 is a super-
martingale (with respect to the martingale measure) then by Jensen’s inequality,
( ˜QH(σ ,τ1)− ˜V piσ∧τ1)+ ≤ ˜EB( ˜QH(σ ,τ1)− ˜V piσ∧τ2)+|FBσ∧τ1) =
EB
(
Zσ∧τ1
Zσ∧τ2
( ˜QH(σ ,τ1)− ˜V piσ∧τ2)+|FBσ∧τ1
)
.
Thus, from (2.3), (5.16) and the Ho¨lder inequality it follows that for any β > 1 there exists
a constant c(1)β such that
˜RH(pi ,σ)≤ δ +EB( |Zσ∧τ1−Zσ∧τ2 |Zσ∧τ2 (
˜QH(σ ,τ1)− ˜V piσ∧τ2)+)+EB( ˜QH(σ ,τ1)(5.17)
− ˜V piσ∧τ2)+ ≤ δ +EW (DT ˜QH(σ ,τ1)
|Zσ∧τ1−Zσ∧τ2 |
Zσ∧τ2
)+EB( ˜QHε (σ ,τ2)−
˜V piσ∧τ2)
++EBΓ ≤ δ + c(1)β (EW |Zσ∧τ1 −Zσ∧τ2 |β )1/β + ˜RHε (pi ,σ)+EBΓ.
Observe that
(5.18) Γ ≤ Γ1 +Γ2 +Γ3
where
Γ1 = |e−r(τ1∧σ)− e−r(τ2∧σ)|Fτ1∧σ (SB), Γ2 = |Fτ1∧σ (SB)−Fτ2∧σ (SB)|
and Γ3 = IτH≤T<τHε sup0≤t≤T Ft(S
B).
In the same way as in (3.27)–(3.31) for any β > 12 (and not necessarily β = 23 as there)
there exists a constant c(2)β such that E
B(Γ1 +Γ2) ≤ c(2)β (EW (τ2 ∧σ − τ1 ∧σ)β )
1
2β
. Since
τ2 ∧σ − τ1 ∧σ ≤ T ∧ (τHε − τH) then similarly to (3.32)–(3.33) it follows that EW (τ2 ∧
σ − τ1∧σ)β ≤ c(3)β ε for some constant c
(3)
β . We conclude that for any β > 1 there exists a
constant c(4)β such that
(5.19) EB(Γ1 +Γ2)≤ c(4)β ε1/β .
Next, we estimate EBΓ3. First assume that L > 0 and R < ∞. Set x1 = (lnL− lnS0)/κ ,
x2 = (lnR− lnS0)/κ , y1 = x1− εκ and y2 = x2 + εκ where we set ln0 =−∞ and ln∞ = ∞.
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Using the stopping times τ(x) and the probabilities PW introduced in the proof of Lemma
3.3 we observe that {τH ≤ T < τHε } ⊆ {τ(x1) ≤ T < τ(y1)}∪{τ(x2) ≤ T < τ(y2)}, and so
PW{τH ≤ T < τHε } ≤ PW{τ(y1) > T}−PW{τ(x1) > T}+PW{τ(y2) > T}(5.20)
−PW{τ(x2) > T}=
∫
∞
T
1√
2pit3 ∑
2
i=1(|yi|exp(− y
2
i
2t )−|xi|exp(−
x2i
2t ))dt.
Since ddx (xexp(− x
2
2t )) = (1− x
2
t )exp(− x
2
2t ) ≤ 1 then it follows from the mean value theo-
rem that |yi|exp(− y
2
i
2t )−|xi|exp(−
x2i
2t )≤ |yi|− |xi|= εκ for any i which together with (5.20)
gives
(5.21) PW{τH ≤ T < τHε } ≤
2
√
2ε√
piTκ
.
For the cases L = 0 and R = ∞, PW{τH ≤ T < τHε } ≤ PW{τ(y2) > T}−PW{τ(x2) > T} and
PW{τH ≤ T < τHε } ≤ PW{τ(y1) > T} −PW{τ(x1) > T}, respectively. Thus for the above
cases (5.21) holds true. By (5.21) and the Ho¨lder inequality we see that for any β > 1 there
exists a constant c(5)β such that
(5.22) EBΓ3 = EW (IτH≤T<τHε DT sup0≤t≤T
Ft(SB))≤ c(5)β ε1/β .
Finally, we estimate EW |Zσ∧τ1−Zσ∧τ2 |β . Set Γ4 = | µκ (Wσ∧τ2−Wσ∧τ1)+( µ2 − rµκ2 −
µ2
2κ2 )(σ∧
τ2 −σ ∧ τ1)|. From the Burkholder-Davis-Gandy inequality it follows that there exists a
constant c(7)β such that EW Γ
β
4 ≤ c(7)β EW (σ ∧τ2−σ ∧τ1)β/2. By the mean value theorem we
obtain that (ex−1)β ≤ β eβ x provided 0≤ x≤ 1 and since Zt = exp( µκ Wt +( µ2 − rµκ2 − µ
2
2κ2 )t)
it follows from the Markov and Ho¨lder inequalities that for any β > 1 there exists a con-
stants c(8)β such that
EW |Zσ∧τ2 −Zσ∧τ1 |β ≤ EW (sup0≤t≤T Zβt IΓ4>1)+β eβ EW (sup0≤t≤T Zβt Γ4)(5.23)
≤ c(8)β (PW{Γ4 > 1})1/β +β eβ c(8)β (EW Γβ4 )1/β ≤ (1+β eβ )c(8)β (EW Γβ4 )1/β
≤ (1+β eβ)c(8)β (c(7)β c(3)β
2
ε)1/β .
Letting δ → 0 we complete the proof by (5.17), (5.19), (5.22) and (5.23). 
Repeating the proof of the last lemma with τH = 0 and a portfolio pi satisfying V pi ≡ 0
we arrive at the following result.
Corollary 5.3. Let ˜H = (L,R) be an open interval satisfying min( RS0 ,
S0
R ) ≤ eε . For any
γ > 1 there exists a constant ˜Aγ such that
(5.24) V − ˜V ˜H ≤ ˜Aγε1/γ
where V = infσ∈T B0T supτ∈T B0T
˜EBQB(σ ,τ) is the option price for the regular payoff func-
tion QB(k, l).
Now we are ready to prove Theorem 5.1. Let I = (L,R) be an open interval. We start
with the proof of the second statement in the above theorem. Let x > 0 be an initial capital
and choose δ > 0. As before there exists k, 0 < t1 < t2... < tk ≤ T and 0 ≤ fδ ∈ C∞0 (Rk)
such that the portfolio pi ∈A B with ˜V pit = ˜E( fδ (B∗t1 , ...,B∗tk )|FBt ) satisfies
(5.25) ˜RI(pi)< ˜RI(x)+ δ and V pi0 < x.
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For any n set
(5.26) Ψn = fδ (B∗θ (n)
[nt1/T ]
, ...,B∗
θ (n)
[ntk/T ]
).
Using the same arguments as after the formula (4.5) it follows that for sufficiently large n
there exists a portfolio pi ′(n)∈A B,n with an initial capital less than x satisfying ˜V pi ′
θ (n)n
=Ψn.
For any β > 0 which satisfy eβ <min( RS0 , S0L ) introduce the open interval ˜Iβ =(Leβ ,Re−β ).
From (5.14), (5.25) and Lemma 5.2 it follows that for any γ > 1,
(5.27) ˜RIn(x)− ˜RI(x)≤ δ + ˜RB,In (pi ′)− ˜RI(pi)≤ δ +A 1γ β
1/γ + ˜RB,In (pi
′)− ˜R ˜Iβ (pi).
Let σ ∈T B0T and η ∈ T B,n0,n be such that
˜R ˜Iβ (pi)> supτ∈T B0T E
B( ˜QB,Iβ (σ ,τ)− ˜V piσ∧τ)+− δ and EB( ˜QB,I,n( ζTn , ηTn )(5.28)
− ˜V pi ′
θ (n)ζ∧η
)+ > supη˜∈T B,n0,n E
B( ˜QB,I,n( ζT
n
, η˜T
n
)− ˜V pi ′
θ (n)ζ∧η˜
)+− δ ≥ ˜RB,In (pi ′)− δ
where ζ = (n∧min{i|θ (n)i ≥ σ})Iσ<T + nIσ=T . From (5.28) we obtain that
˜RB,In (pi ′)− ˜R ˜Iβ (pi)< 2δ +EB( ˜QB,I,n( ζTn , ηTn )− ˜V pi
′
θ (n)ζ∧η
)+(5.29)
−EB(QB, ˜Iβ (σ ,θ (n)η ∧T )− ˜V pi
σ∧θ (n)η
)+ ≤ 2δ +EB( ˜Λ1 + ˜Λ2 + ˜Λ3)
where
˜Λ1 = | ˜V pi ′θ (n)ζ∧η
− ˜V pi
θ (n)ζ∧η∧T
|, ˜Λ2 = | ˜V piθ (n)ζ∧η∧T
− ˜V pi
θ (n)η ∧σ
|(5.30)
and ˜Λ3 = ( ˜QB,I,n( ζTn , ηTn )− ˜QB,
˜Iβ (σ ,θ (n)η ∧T ))+.
The quantities ˜Λ1 and ˜Λ2 can be estimated exactly as Λ1 and Λ2 in the formulas (4.13)–
(4.14), i.e. for some constant C′( fδ ) depending only on fδ ,
(5.31) EB( ˜Λ1 + ˜Λ2)≤C′( fδ )n−1/4.
Using the quantities QB(s, t) and QB,n(k, l) (introduced before the formula (4.16)) and ob-
serving that σ < θ (n)η ∧T if ζ < η we obtain from (2.3) and (5.30) that
(5.32)
Λ3 ≤ (QB,n(ζT
n
,
ηT
n
)−QB(σ ,θ (n)η ∧T ))++ IΞ(G0(S0)+L (T + 2)(1+ max0≤k≤nS
B,n
kT
n
))
where Ξ = {η ≥ τB,nI }∩ {θ (n)η ∧ T < τ ˜Iβ }. Similarly to (4.17)–(4.22) we see that there
exists a constant ˜C(1) such that
(5.33) EBΛ3 ≤C(2)n−1/4(lnn)3/4 +C(6)n−1/4 + ˜C(1)P(Ξ)1/2.
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Similarly to (4.23) we observe that
Ξ⊆
{
max0≤k≤η S
B,n
kT/n
sup
0≤t≤θ (n)η ∧T
SBt
> eβ
}⋃{ min0≤k≤η SB,nkT/n
inf
0≤t≤θ (n)η ∧T
SBt
< e−β
}
⊆(5.34)
{
max0≤k≤η S
B,n
kT/n
max0≤k≤η SB
θ (n)k ∧T
> eβ
} ⋃{ min0≤k≤η SB,nkT/n
min0≤k≤η SB
θ (n)k ∧T
< e−β
}
⊆
{
max0≤k≤n max
( SB
θ (n)k ∧T
SB,nkT/n
,
SB,nkT/n
SB
θ (n)k ∧T
)
> eβ
}
⊆ {|r+ µ− κ22 |un +κ supT∧θ (n)n ≤t≤θ (n)n |Bt −Bθ (n)n ∧T |> β}
where the term un was defined before formula (4.3). Using the Burkholder-Davis-Gandy
inequality for the martingale Bt − BT , t ≥ T it follows that for any m > 1 there exists
a constant λm such that EB(supT∧θ (n)n ≤t≤θ (n)n |Bt −Bθ (n)n ∧T |)
m ≤ λmEB|θ (n)n −T |m/2. Thus
from (4.3), (5.34) and the Markov inequality we derive that for any m > 1 there exists a
constant ˜K(m) such that P(Ξ) ≤ ˜K(m)n−m/4β m . This together with (5.27), (5.29), (5.31) and
(5.33) yields that for any γ,m > 1,
˜RIn(x)− ˜RI(x)≤ 3δ +Aγβ 1/γ +(C′( fδ )+C(6))n−1/4 +(5.35)
C(2)n−1/4(lnn)3/4 + ˜C(1)
√
˜K(m)n−m/4
β m .
Thus ˜RI(x)≥ limsupn→∞ ˜RIn(x)− 3δ −A 1γ β 1/γ and by letting β ,δ ↓ 0 we get that
(5.36) ˜RI(x)≥ limsup
n→∞
˜RIn(x).
In order to compete the proof of the second statement in Theorem 5.1 we should prove
(5.6). Fix β > 0 and n ∈ N. Set J(n,β ) = (Lexp(−2n−1/4+β),Rexp(2n−1/4+β )) and let
(pi ,σ) = (ψn(p˜i In),φn(σ˜ In)) where (p˜i In, σ˜ In) is the optimal hedge given by (5.13). Once again
we consider the portfolio pi = ψn(p˜i In) not only as an element in A B(x) but also as an
element in A B,n(x). From (5.14) we obtain that
(5.37) ˜RJ(n,β) (pi ,σ)− ˜RIn(x) = ˜RJ
(n,β)
(pi ,σ)− ˜RB,In (pi , ˜ζ In)
where, recall, ˜ζ In was defined in (5.13). Set ζ = ˜ζ In then from (5.13) it follows that σ =
(T ∧θ (n)ζ )Iζ<n +T Iζ=n. Fix δ > 0 and let τ ∈T B0T be such that
(5.38) ˜RJ(n,β) (pi ,σ)< δ +EB( ˜QB,J(n,β) (σ ,τ)− ˜V piσ∧τ)+.
Set η = n∧min{k|θ (n)k ≥ τ} ∈ T B,n0,n and let I(n,β ) = (Lexp(−n−1/4+β),Rexp(n−1/4+β )).
Denote
˜Γ1 = ( ˜QB,J(n,β) (σ ,τ)− ˜QB,I(n,β)(σ ∧θ (n)n ,τ ∧θ (n)n ))+
and ˜Γ2 = ( ˜QB,I(n,β) (σ ∧θ (n)n ,τ ∧θ (n)n )− ˜QB,I( ζTn , ηTn ))+.
From (5.38) it follows that
˜RJ(n,β) (pi ,σ)−RB,In (pi ,ζ )< EB( ˜QB,I(n,β) (σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piσ∧τ)+(5.39)
−EB( ˜QB,I(n,β) (σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piθ (n)ζ∧η
)++ δ +EB( ˜Γ1 + ˜Γ2).
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In the same way as in the formulas (4.31)–(4.37) we derive that
EB( ˜QB,I(n,β) (σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piσ∧τ)+−(5.40)
EB( ˜QB,I(n,β)(σ ∧θ (n)n ,τ ∧θ (n)n )− ˜V piθ (n)ζ∧η
)+ ≤C(9)n−1/4
where C(9) is the same constant as in formula (4.37).
Next, we estimate EB ˜Γ1. Since in our case σ < τ is equivalent to σ ∧θ (n)n < τ ∧θ (n)n
then from (2.3) it follows that
(5.41)
˜Γ1 ≤ (QB(σ ,τ)−QB(σ ∧θ (n)n ,τ ∧θ (n)n ))++ IΞ1(G0(SB0 )+L (T + 2)(1+ sup
0≤t≤T
SBt ))
where Ξ1 = {τ ≥ τJ(n,β)}∩{τ ∧θ
(n)
n < τI(n,β)}. The term EB(QB(σ ,τ)−QB(σ ∧θ
(n)
n ,τ ∧
θ (n)n ))+ can be estimated by the right hand side of (4.38). Hence, by (4.38) and the Cauchy–
Schwarz inequality we obtain that
(5.42) EB ˜Γ1 ≤C(10)n−1/4 +C(11)(P(Ξ1))1/2
where C(10) and C(11) are the same constants as in the formulas (4.38) and (4.40), respec-
tively. Similarly to (4.43) we see that
Ξ1 ⊆
{
sup0≤t≤τ SBt
sup
0≤t≤τ∧θ (n)n
SBt
> en
−1/4+β
}⋃{ inf0≤t≤τ SBt
inf
0≤t≤τ∧θ (n)n
SBt
< e−n−1/4+β
}
(5.43)
⊆
{
supθ (n)n ∧T≤t≤T max(
SBt
SB
θ (n)n
,
SB
θ (n)n
SBt
)> en
−1/4+β
}
⊆ {|r+ µ− κ22 ||T −θ
(n)
n |+κ supθ (n)n ∧T≤t≤T |Bt −Bθ (n)n ∧T |> n
−1/4+β}.
Employing the Burkholder-Davis-Gandy inequality for the martingale Bt −BT ∧θ (n)n , t ≥
T ∧θ (n)n we obtain that EB(supT∧θ (n)n ≤t≤T |Bt − Bθ (n)n ∧T |)
m ≤ λmEB|θ (n)n − T |m/2 for any
m > 1. Thus, by (4.3), (5.43) and the Markov inequality it follows that P(Ξ1)≤ ˜K(m)n−m/4n−m(1/4−β)
for any m > 1. This together with (5.42) gives that
(5.44) EB ˜Γ1 ≤C(10)n−1/4 +C(11)
√
˜K(m)n−mβ .
Finally, we estimate EB ˜Γ2. Since ζ < η provided σ ∧θ (n)n < τ ∧θ (n)n then by (2.3),
˜Γ2 ≤ (QB(σ ∧θ (n)n ,τ ∧θ (n)n )−QB,n( ζTn , ηTn ))+(5.45)
+IΞ2(G0(S0)+L (T + 2)(1+ sup0≤t≤T SBt ))
where Ξ2 = {τ ∧θ (n)n ≥ τI(n,β)}∪{η < τB,nI }. The term EB(QB(σ∧θ
(n)
n ,τ∧θ (n)n )−QB,n( ζTn , ηTn ))+
can be estimated applying (4.17) and (4.42) which gives
EB ˜Γ2 ≤C(2)n−1/4(lnn)3/4 +C(12)n−1/4 +EB
(
IΞ2(G0(S0)+L (T + 2)(1+ sup
0≤t≤T
SBt ))
)
.
This together with the Cauchy-Schwarz inequality yields that
(5.46) EB ˜Γ2 ≤C(2)n−1/4(lnn)3/4 +C(12)n−1/4 +C(11)(P(Ξ2))1/2.
Since τ∧θ (n)n ≥ θ (n)(η−1)+ then similarly to (4.43) we obtain that Ξ2 ⊆{r(un+wn)+κ
√
T
n
>
n−1/4+β}. Thus P(Ξ2) can be estimated by the right hand side of (4.44) for β > − 112 , and
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so
(5.47) P(Ξ2)≤C(13)n−1/2.
Since δ is arbitrary then combining (5.37), (5.39), (5.40), (5.44), (5.46) and (5.47) we
conclude that there exists a constant ˜C(2) such that
˜RJ(n,β) (pi ,σ)− ˜RB,In (pi ,ζ ) = ˜RJ(n,β) (pi ,σ)− ˜RIn(x)≤ ˜C(2)n−1/4(lnn)3/4(5.48)
+C(11)
√
˜K(m)n−mβ .
From (5.48) and Lemma 5.2 it follows that for any γ > 1,
˜RI(pi ,σ)− ˜RB,In (pi ,ζ ) = ˜RI(pi ,σ)− ˜RIn(x)≤ ˜C(2)n−1/4(lnn)3/4 +(5.49)
C(11)
√
˜K(m)n−mβ +Aγ21/γn
−1/4+β
γ .
Let 0 < ε < 14 and set β = ε2 , γ = 1/4−ε/21/4−ε > 1 and m = 1ε . From (5.49) we obtain that there
exists a constant ˜C2,ε such that
(5.50) ˜RI(pi ,σ)− ˜RIn(x) = ˜RI(pi ,σ)− ˜RB,In (pi ,ζ )≤ ˜C2,ε n− 14+ε .
Combining (5.36) and (5.50) we complete the proof of the second and the fourth statements
in Theorem 5.1.
Next, we prove the first statement in Theorem 5.1. Assume that µ = 0. In this case
˜V I = ˜RI(0) and ˜V In = ˜RIn(0). Let 0< ε < 14 and fix n assuming, first, that exp(n
−1/4+ε/2)≥
min( RS0 ,
S0
L ). Using Corollary 5.3 for γ =
1/4−ε/2
1/4−ε > 1 we get that
(5.51) V − ˜V I ≤ ˜Aγn−1/4+ε .
From Theorem 2.1 in [11] it follows that there exists a constant C such that |Vn −V | ≤
Cn−1/4(lnn)3/4. This together with (5.51) yields that for n as above,
(5.52) ˜V In − ˜V I ≤ Vn− ˜V I ≤Cn−1/4(lnn)3/4 + ˜A 1/4−ε/2
1/4−ε
n−1/4+ε .
Next, assume that exp(n−1/4+ε/2) < min( RS0 ,
S0
R ). In this case we can apply (5.35) for
β = n−1/4+ε/2, γ = 1/4−ε/21/4−ε > 1 and m = 1ε , with C′( fδ ) = 0 since portfolios with zero
initial capital will preserve zero value, and so the left hand side of (5.31) is zero. Thus we
can let δ ↓ 0 in (5.35) and obtain that for some constant C(ε)
(5.53) ˜V In − ˜V I ≤C(ε)n−1/4+ε .
From (5.6) we obtain that there exists a constant ˜Cε such that for any n,
(5.54) ˜V I − ˜V In ≤ ˜C(ε)n−1/4+ε .
Combining (5.52), (5.53) and (5.54) we complete the proof of the first statement in Theo-
rem 5.1.
Finally, we prove the third statement in Theorem 5.1. Fix n and ε > 0. Clearly, ˜V pi
p
n
σ pn ∧k ≥
˜QI,n(σ pn ,k) for any k, and so
(5.55) ˜V piζ∧k = Πn( ˜V pi
p
n
σ pn ∧k)≥ Πn( ˜Q
I,n(σ pn ,k)) = ˜QB,I,n(ζ ,k)
where (pi ,ζ ) = (ψn(pi pn ),Πn(σ pn )) ∈ A B,n( ˜V In )×T B,n0,n . Thus, ˜RB,In (pi ,ζ ) = 0. Set σ =
φn(σn) ∈T B0T then σ = (T ∧θ (n)ζ )Iζ<n +T Iζ=n and applying (5.50) we obtain that
(5.56) ˜RI(pi ,σ)≤ ˜RB,In (pi ,ζ )+ ˜C2,εn− 14+ε = ˜C2,ε n− 14+ε
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completing the proof.
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