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Abstract
In this paper, we study a free boundary problem for compressible spherically symmetric
Navier-Stokes equations with a gravitational force and degenerate viscosity coefficients. Un-
der certain assumptions that imposed on the initial data, we obtain the global existence and
uniqueness of the weak solution and give some uniform bounds (with respect to time) of the
solution. Moreover, we obtain some stabilization rate estimates in L∞-norm and weighted
H1-norm of the solution. The results show that such system is stable under the small per-
turbations, and could be applied to the astrophysics.
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1 Introduction.
We consider the compressible Navier-Stokes equations with density-dependent viscosity in Rn(n ≥
2), which can be written in Eulerian coordinates as{
∂τρ+∇ · (ρ~u) = 0,
∂τ (ρ~u) +∇ · (ρ~u⊗ ~u) +∇P = div(µ(∇~u+∇~u
⊤)) +∇(λdiv~u)− ρ~f,
(1.1)
in a domain {(~ξ, τ)
∣∣~ξ ∈ Ωτ ⊂ Rn, τ > 0}, the initial conditions and boundary conditions are
(ρ, ~u)(~ξ, 0) = (ρ0, u0)(~ξ), ~ξ ∈ Ω0 = {~ξ ∈ R
n
∣∣a < |~ξ| < b}, (1.2)
~u|
|~ξ|=a
= 0, ρ|~ξ∈∂Ωτ\{|~ξ|=a} = 0, (1.3)
where Ωτ = ψ(Ω0, τ) and ψ is the flow of ~u:{
∂τψ(~ξ, τ) = ~u(ψ(~ξ, τ), τ), ~ξ ∈ R
n,
ψ(~ξ, 0) = ~ξ.
(1.4)
Here ρ, P , ~u = (u1, . . . ,un) and ~f are the density, pressure, velocity and external force, respec-
tively; λ = λ(ρ) and µ = µ(ρ) are the viscosity coefficients.
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For the initial-boundary value problem (1.1)-(1.3) with the spherically symmetric initial data
and external force
(ρ, ~u)(~ξ, 0) = (ρ0(r), u0(r)
~ξ
r
), ~ξ ∈ Ω0,
~f = f(m, r, τ)
~ξ
r
, m(ρ, r) =
∫ r
a
ρ(s, τ)sn−1ds, ~ξ ∈ Ωτ ,
where r = |~ξ| =
√
ξ21 + · · · + ξ
2
n, we are looking for spherically symmetric solutions (ρ, ~u):
ρ(~ξ, τ) = ρ(r, τ), ~u(~ξ, τ) = u(r, τ)
~ξ
r
, ~ξ ∈ Ωτ ,
where Ωτ = {~ξ ∈ R
n
∣∣ a < |~ξ| < b(τ), b(0) = b, b′(τ) = u(b(τ), τ)}. Then (ρ, u)(r, τ) is determined
by {
∂tρ+ ∂r(ρu) +
n−1
r ρu = 0,
ρ(∂tu+ u∂ru) + ∂rP = ∂r[(λ+ 2µ)(∂ru+
n−1
r u)]− 2(n− 1)∂rµ
u
r − ρf,
(1.5)
where (r, τ) ∈ (a, b(τ)) × (0,∞), with the initial data
(ρ, u)|τ=0 = (ρ0, u0)(r), a ≤ r ≤ b, (1.6)
the boundary conditions
u|r=a = 0, ρ|r=b(τ) = 0, (1.7)
where b(0) = b, b′(τ) = u(b(τ), τ), τ > 0.
To simplify the presentation, we only consider the famous polytropic model, i.e. P (ρ) = Aργ
with γ > 1 and A > 0 being constants. And we assume that the viscosity coefficients µ and λ
are proportional to ρθ, i.e. µ(ρ) = c1ρ
θ and λ(ρ) = c2ρ
θ where c1, c2 and θ are three constants.
Additionally, we assume the external force f(m, r, τ) satisfies
f(m, r, τ) = f∞(m, r) + ∆f(m, r, τ), (1.8)
for all m ≥ 0, r ≥ a and τ ≥ 0, with
f∞(m, r) = G
M0 +m
rn−1
, ∆f(m, r, τ) ∈ C1(R+ × R+ × R+) (1.9)
‖∆f(·, ·, τ)‖L∞(R+×R+) ≤ f1(τ), ‖(∂r∆f, ∂τ∆f)(·, ·, τ)‖L∞(R+×R+) ≤ f2(τ), (1.10)
f1 ∈ L
∞ ∩ L1(R+), f2 ∈ L
2(R+), (1.11)
where R+ = [0,∞), G > 0 is a constant, M0 ≥ 0 is the total mass of the solid core surrounded by
the gas, and the perturbation ∆f tends to 0 as τ →∞ in some weak sense. If M0 = 0, we ignore
the gravitational effect of the solid core. ∆f expresses the influence of the outside gravitational
force, f∞ is the precise expression for its own gravitational force and the gravitational force of
the solid core, in the astrophysical case (with spherical symmetry). We study the stabilization
problem of such system, which could be applied to the astrophysics.
Now, we consider the stationary problem, namely
(P (ρ∞))r = −ρ∞f∞(m(ρ∞, r), r) (1.12)
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in an interval r ∈ (a, l∞) with the end l∞ satisfying
ρ∞(l∞) = 0,
∫ l∞
a
ρ∞r
n−1dr =M :=
∫ b
a
ρ0r
n−1dr. (1.13)
The unknown quantities are the stationary density ρ∞ ≥ 0 and free boundary l∞ > 0. If
γ > 2n−2n , from Proposition 2.5, we know that there exists a unique solution (ρ∞, l∞) to the
stationary system (1.12)-(1.13), satisfying ρ∞(r) ∼ (l
n
∞− r
n)
1
γ−1 , (ρ∞)r(r) < 0, a < r < l∞ with
l∞ < +∞.
To handle the free boundary problem (1.5)-(1.7), it is convenient to reduce the problem in
Eulerian coordinates (r, τ) to the problem in Lagrangian coordinates (x, t) moving with the fluids,
via the transformation:
x =
∫ r
a
yn−1ρ(y, τ)dy, t = τ. (1.14)
Then the fixed boundary r = a and the free boundary r = b(τ) become
x = 0 and x =
∫ b(τ)
a
yn−1ρ(y, τ)dy =
∫ b
a
yn−1ρ0(y)dy =M,
where M is the total mass initially. So that the region {(r, τ)|a ≤ r ≤ b(τ), τ ≥ 0} under
consideration is transformed into the region {(x, t)|0 ≤ x ≤ M, t ≥ 0}, and the function m(ρ, r)
becomes x. Under the coordinate transformation (1.14), the equations (1.5)-(1.7) are transformed
into

∂tρ(x, t) = −ρ
2∂x(r
n−1u),
∂tu(x, t) = r
n−1
{
∂x[ρ(λ+ 2µ)∂x(r
n−1u)− P ]− 2(n− 1)ur ∂xµ
}
− f(x, r, t),
rn(x, t) = an + n
∫ x
0 ρ
−1(y, t)dy,
(1.15)
where (x, t) ∈ (0,M) × (0,∞), with the initial data
(ρ, u)|t=0 = (ρ0, u0)(x), r|t=0 = r0(x) =
(
an + n
∫ x
0
ρ−10 (y)dy
) 1
n
, (1.16)
and the boundary conditions
u(0, t) = 0, ρ|x=M = 0, t > 0. (1.17)
It is standard that if we can solve the problem (1.15)-(1.17), then the free boundary problem
(1.1)-(1.3) has a solution.
From (1.12)-(1.13), it is easy to see that ρ∞(x) is the solution to the stationary system,
Arn−1∞ (ρ
γ
∞)x = −f∞(x, r∞), r
n
∞(x) = a
n + n
∫ x
0
ρ−1∞ (y)dy, x ∈ (0,M), (1.18)
ρ∞(M) = 0. (1.19)
The results in [8, 20] show that the compressible Navier-Stokes system with the constant
viscosity coefficient have the singularity at the vacuum. Considering the modified Navier-Stokes
system in which the viscosity coefficient depends on the density, Liu-Xin-Yang[11] proved that
such system is local well-posedness. It is motivated by the physical consideration that in the
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derivation of the Navier-Stokes equations from the Boltzmann equation through the Chapman-
Enskog expansion to the second order, cf. [6], the viscosity is a function of the temperature. If
we consider the case of isentropic fluids, this dependence is reduced to the dependence on the
density function.
Since n ≥ 2 and the viscosity coefficient µ depends on ρ, the nonlinear term 2(n−1)1ru∂xµ in
(1.15)2 makes the analysis significantly different from the one-dimensional case [11, 15, 19, 21, 22].
When µ ≥ µ > 0 and ρ0 ≥ ρ > 0, authors in [4, 24] obtained the existence, uniqueness and global
behavior of the solution for compressible spherically symmetric Navier-Stokes equations with a
external pressure and without the nonlinear term 2(n− 1)1ru∂xµ. Following the ideas in [24], we
can obtain the existence and uniqueness results for the stationary problem in Section 2. In this
paper, since viscosity coefficients and density will degenerate at the free boundary, we need to
use the weighted function (M − x) to control the lower bound of the density in Section 3.
Considering the system (1.15)-(1.17) with a general external force, Chen-Zhang obtained
the local existence and uniqueness of the solution in [3]. In this paper, when the initial data
(ρ0, u0, r0) are close to the stationary state (ρ∞, 0, r∞), we will obtain some appropriate a priori
estimates and prove that the maximum existence time T ∗ = ∞. The difficulty of this problem
is to obtain the lower bound of the density ρ. The key ideas are using the classical continuity
method and the result of Claim 1. In Claim 1, we want to prove that there is a small positive
constant ǫ1, such that, for any T > 0, if
I(t) = ‖g(·, t) − g∞‖L∞ ≤ 2ǫ1, ∀ t ∈ [0, T ], (1.20)
where g(x, t) = (M − x)−
1
γ ρ(x, t) and g∞(x) = (M − x)
− 1
γ ρ∞(x), then
I(t) ≤ ǫ1, ∀ t ∈ [0, T ]. (1.21)
Using the energy method and induction method, we can estimate the weighted L2−norm of
g− g∞ in Lemma 3.7. In such process (see Lemmas 3.5-3.6), we use the weight function (1+ t)
α
(with α = −58) to remedy the disadvantage of the nonlinear term 2(n − 1)
1
ru∂xµ, and use the
induction method to increase α to −ǫ2. Then, by the reduction to absurdity, we can finish the
proof of Claim 1 in Lemma 3.8.
Our results show that: such system is stable under the small perturbations, does not develop
vacuum states or concentration states for all time, and the interface ∂Ωτ propagates with finite
speed.
The assumptions on c1, c2, θ, γ and initial data can be stated as follows:
(A1) γ > 2n−2n , θ ∈ (0, γ − 1) ∩ (0,
γ
2 ], c1 and c2 satisfy that c1 > 0 and 2c1 + nc2 > 0;
(A2) N1(M − x)
1/γ ≤ ρ0 ≤ N2(M − x)
1/γ , with some positive constants 0 < N1 < N2, and
(M − x)1−
θ
γ (ρθ0)
2
x ∈ L
1([0,M ]), (ργ0)x ∈ L
2([0,M ]);
(A3) u0 ∈ L
2([0,M ]), ρ
θ+1
2
0 (u0)x ∈ L
2([0,M ]), u0(0) = 0,(
(2c1 + c2)ρ
θ+1
0 (r
n−1
0 u0)x
)
x
− 2c1(n− 1)
u0
r0
(ρθ0)x ∈ L
2([0,M ]). (1.22)
Under the above assumptions (A1)-(A3), we will prove the existence of the global weak solu-
tion to the initial-boundary value problem (1.15)-(1.17) in the sense of the following definition.
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Definition 1.1. A pair of functions (ρ, u, r)(x, t) is called a global weak solution to the initial
boundary value problem (1.15)-(1.17) if for any T > 0,
ρ, u ∈ L∞([0,M ] × [0, T ]) ∩ C1([0, T ];L2([0,M ])),
r ∈ C1([0, T ];L∞([0,M ])),
ρ−1, (rn−2u)x, (r
n−1)x ∈ L
∞([0, T ];L1([0,M ])),
and
ρ1+θ(rn−1u)x ∈ L
∞([0,M ] × [0, T ]) ∩ C
1
2 ([0, T ];L2([0,M ])).
Furthermore, the following equations hold:
ρt + ρ
2(rn−1u)x = 0, ρ(x, 0) = ρ0(x), a.e.
rt = u, r(x, 0) = r0(x), r
n(x, t) = an + n
∫ x
0
ρ−1(y, t)dy, a.e.
∫ ∞
0
∫ M
0
[uψt + (P − ρ(λ+ 2µ)(r
n−1u)x)(r
n−1ψ)x
+2(n− 1)µ(rn−2uψ)x − f(x, r, t)ψ]dxdt +
∫ M
0
u0(x)ψ(x, 0)dx = 0,
for any test function ψ(x, t) ∈ C∞0 (Ω) with Ω = {(x, t)
∣∣ 0 < x ≤M, t ≥ 0}, and
lim
ǫ→0
1
ǫ
∫ ǫ
0
udx = lim
ǫ→0
1
ǫ
∫ 1
1−ǫ
ρdx = 0.
In what follows, we always use C(Ci) to denote a generic positive constant depending only
on γ, θ, f1, f2 and the initial data, independent of the given time T.
We now state the main theorems in this paper.
Theorem 1.1. Under the conditions (1.8)-(1.11) and [A1-A3], there exists a constant ǫ0 > 0,
such that if
‖f1‖
2
L∞ +
∫ ∞
0
(1 + t)f21 (t)dt ≤ ǫ
2
0, (1.23)
‖u0‖L2 + ‖(M − x)
− 1
γ (ρ0 − ρ∞)‖L∞ ≤ ǫ0, (1.24)
then the system (1.15)-(1.17) has a unique global weak solution (ρ, u, r) satisfying
C−1(M − x)
1
γ ≤ ρ(x, t) ≤ C(M − x)
1
γ , (1.25)
r(x, t) ∈ [a,C], (1.26)∫ M
0
(M − x)1−
θ
γ (ρθ − ρθ∞)
2
xdx ≤ C, (1.27)
and
‖u(·, t)‖L∞ + ‖[ρ(r
n−1u)x](·, t)‖L∞ ≤ C, (1.28)
for all t ≥ 0 and x ∈ [0,M ]. Furthermore, if (1+ t)
2(γ+θ)
γ+θ+1 f21 (t) ∈ L
1(R+), for any η > 0, we have∫ M
0
{
u2 + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx ≤ Cη(1 + t)
−
2(γ+θ)
γ+θ+1
+η
, (1.29)
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∫ M
0
(
ρθ−1u2 + ρθ+1u2x
)
dx ≤ Cη(1 + t)
−
2(γ+θ)
γ+θ+1
+η
, (1.30)
∫ M
0
(M − x)2−
2θ
γ (ρθ − ρθ∞)
2
xdx ≤ Cη(1 + t)
− γ+θ−1
γ+θ+1
+η
, (1.31)
and
‖ργ(·, t) − ργ∞(·)‖L∞ ≤ Cη(1 + t)
− 3γ+3θ−1
4(γ+θ+1)
+ η
2 , ‖ρ
γ+θ
2 (·, t) − ρ
γ+θ
2
∞ (·)‖L∞ ≤ Cη(1 + t)
− γ+θ
2(γ+θ+1)
+ η
4 ,
(1.32)
‖u(·, t)‖L∞ ≤ Cη(1 + t)
− γ+θ
γ+θ+1
+ η
2 , (1.33)
for all t ≥ 0, where Cη is a positive constant depending on η.
Remark 1.1. The uniqueness of the solution in Theorems 1.1 or 3.1 means that: if (ρ1, u1, r1) and
(ρ2, u2, r2) are two solutions to the system (1.15)-(1.17) with the same initial data (ρ0, u0, r0),
and satisfy regularity conditions in the theorem, then we have (ρ1, u1, r1) = (ρ2, u2, r2).
Remark 1.2. In particular, the viscosity of the gas is proportional to the square root of the
temperature for the hard sphere model (as pointed out in [15, 21]), and the relation between θ
and γ is
θ =
γ − 1
2
.
Our condition (A1) covers it. Since the Navier-Stokes system with constant viscosity coefficients
has the singularity at the vacuum [8, 20], we assume θ > 0 in (A1).
Remark 1.3. There are no smallness assumptions on ‖(M − x)1−
θ
γ (ρθ0)
2
x‖L1 and ‖ρ
1+θ
2
0 (u0)x‖L2 .
Moreover, ǫ0 do not depend on ‖(M − x)
1− θ
γ (ρθ0)
2
x‖L1 and ‖ρ
1+θ
2
0 (u0)x‖L2 .
Remark 1.4. Considering the no vacuum system in an exterior domain in R3, Kobayashi-Shibata[9]
obtained ‖(ρ − ρ∞, u)(·, t)‖L2 . (1 + t)
− 3
4 and ‖(ρ − ρ∞, u)(·, t)‖L∞ . (1 + t)
− 3
2 when ρ∞ is
a positive constant. Considering the no vacuum system in Rn (n ≥ 3), Ukai-Yang-Zhao[18]
obtained ‖(ρ − ρ∞, u)(·, t)‖L2∩L∞ ≤ C(1 + t)
−n
4
+ǫ when ρ∞ is close to a positive constant.
Considering the one dimensional system with a degenerate viscosity coefficient, we[22] obtained
‖(ργ−ργ∞, u)(·, t)‖L∞ ≤ C(1+ t)
− 1
2 when the external force f∞ is close to a positive constant N0
and the stationary density ρ∞ is close to
(
N0(M−x)
A
) 1
γ
. Since γ+θγ+θ+1 >
1
2 and
3γ+3θ−1
4(γ+θ+1) >
1
2
(if γ + θ > 3), it is easy to see that our results in Theorem 1.1 are better than the re-
sults in [22]. Using similar arguments as that in Theorem 1.1, we can also obtain similar
results in one-dimensional case which are better than the results in [22]. For example, the
stabilization rate estimate ‖(ργ − ργ∞, u)(·, t)‖L∞ ≤ C(1 + t)
− 1
2 in [22] can be replaced by
‖(ργ − ργ∞, u)(·, t)‖L∞ ≤ Cη(1 + t)
− γ+θ
γ+θ+1
+ η
2 , ‖ρ
γ+θ
2 (·, t) − ρ
γ+θ
2
∞ (·)‖L∞ ≤ Cη(1 + t)
− γ+θ
2(γ+θ+1)
+ η
4 ,
t ≥ 0, for any η > 0.
Remark 1.5. Since that the information of the dimension n mainly appear in the index of the
radii r, and we only consider the system with a solid core r ≥ a > 0 in this paper, our results
can not show the effect of the dimension. In [23], we studied the global behavior of the solution
to the similar problem with a positive external pressure and without a solid core, and obtained
the stabilization rate estimates for the solution of exponential type. The admissible range of the
parameter λµ depends on the dimension n in [23]. We will study the system without a solid core
r ≥ 0 and with degenerate viscosity coefficients in the future, and guess that stabilization rate
estimates of the solution can not better than the results in Theorem 1.1.
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Theorem 1.2. (Continuous Dependence) For each i = 1, 2, let (ρi, ui, ri) be the solution to the
system (1.15)-(1.17) with the initial data (ρ0i, u0i, r0i), which satisfies regularity conditions in
Theorem 1.1. Then, we have
∫ M
0
(
(u1 − u2)
2 + ρ1−θ1 ρ
2θ−4
2 (ρ1 − ρ2)
2 + ρθ1ρ
−1
2 (r1 − r2)
2
)
dx
≤ CeCt
∫ M
0
(
(u01 − u02)
2 + ρ1−θ01 ρ
2θ−4
02 (ρ01 − ρ02)
2 + ρθ01ρ
−1
02 (r01 − r02)
2
)
dx,
for all t ≥ 0.
Remark 1.6. Using similar arguments as that in [3], we can easily obtain such continuous depen-
dence of the solution on the initial data, and omit the detail.
Remark 1.7. If we ignore the influence of self-gravitation, i.e. assume f∞(m, r) = G
M0
rn−1
with
M0 > 0, then we can also obtain the same results in Theorem 1.1-1.2.
We now briefly review the previous works in this direction. For the related free boundary
problem of one-dimensional isentropic fluids with density-dependent viscosity (like µ(ρ) = cρθ),
see [11, 15, 19, 21, 22] and the references therein. For the related stabilization rate estimates of
1-D free boundary problem, see [5, 12, 16, 22] etc.. For the spherically symmetric solutions of
the Navier-Stokes equations with a free boundary, see [2, 4, 13, 14, 23, 24] etc.. Also see Bresch-
Desjardins[1], Lions[10] and Vaigant-Kazhikhov[17] for multidimensional isentropic fluids.
The rest of this paper is organized as follows. First, we obtain the existence and uniqueness
of the solution to the stationary problem in Section 2. In Section 3, we will prove some a priori
estimates, and extend the local solution in [3] to the global solution in time. In Section 4, we
obtain the stabilization rate estimates of the solution.
2 The stationary problem
Zlotnik-Ducomet[24] obtained the existence of the positive solution to the stationary problem
with a positive external pressure. Using similar arguments as that in [24], we can obtain the
following results for the stationary problem without a external pressure. We start with a proof
of the existence of a non-negative solution to the Lagrangian stationary problem.
Proposition 2.1. If
γ >
2n− 2
n
(2.1)
or
γ =
2n − 2
n
and
(
nγ
(γ − 1)
M
γ−1
γ
) 2n−2
n
<
G
A
(
M
2
+M0
)
, (2.2)
or
n > 2, 1 < γ <
2n− 2
n
and δγ6
(
an +
nγ
δ6(γ − 1)
M
γ−1
γ
) 2n−2
n
≤
G
A
(
M
2
+M0
)
, (2.3)
where δ6 = a
n(1− γn2n−2)
2n−2
γ−1 M
γ−1
γ , then the Lagrangian stationary problem (1.18)-(1.19) has a
non-negative solution ρ∞ ∈W
1,β([0,M ]) satisfying C−1(M −x)
1
γ ≤ ρ∞(x) ≤ C(M −x)
1
γ , where
β ∈ [1, γγ−1 ) is a constant.
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Proof. We introduce the nonlinear operator
I : K →W 1,β([0,M ]),
where K =
{
f ∈ C([0,M ])
∣∣∣∣f ≥ 0, ‖ (M−x) 1γf(x) ‖L∞ <∞, ‖ f(x)
(M−x)
1
γ
‖L∞ <∞,
}
, by setting
I(f)(x) =


∫M
x G
M0+y
r2n−2
f
(y)
dy
A


1
γ
with rnf (x) = a
n + n
∫ x
0
f−1(y)dy, x ∈ [0,M ].
We can restate the problem (1.18)-(1.19) as the fixed-point problem
ρ∞ = I(ρ∞). (2.4)
For all f ∈ Kδ1,δ2 =
{
f ∈ K
∣∣∣δ1(M − x) 1γ ≤ f(x) ≤ δ2(M − x) 1γ } with 0 < δ1 ≤ δ2 <∞, we
have
an ≤ rn∞(x) ≤ a
n +
nγ
δ1(γ − 1)
M
γ−1
γ := Bn
and (
G(M2 +M0)
AB2n−2
) 1
γ
(M − x)
1
γ ≤ I(f)(x) ≤
(
G(M +M0)
Aa2n−2
) 1
γ
(M − x)
1
γ , x ∈ [0,M ].
If γ > 2n−2n , then I(Kδ3,δ4) ⊂ Kδ3,δ4 , where δ4 =
(
G(M+M0)
Aa2n−2
) 1
γ
and δ3 is a positive constant
satisfying δγ3 (a
n + nγδ3(γ−1)M
γ−1
γ )
2n−2
n ≤ GA (
M
2 + M0). And one can immediately verify that I
is a compact operator on Kδ3,δ4 . Since Kδ3,δ4 is a convex closed bounded non-empty subset of
C([0,M ]), the problem (2.4) has a solution ρ ∈ Kδ3,δ4 by Schauder’s fixed point theorem.
Similarly, if γ = 2n−2n and (
nγ
(γ−1)M
γ−1
γ )
2n−2
n < GA (
M
2 +M0), then I(Kδ5,δ4) ⊂ Kδ5,δ4 , where
δ5 = a
−n
[(
G
A (
M
2 +M0)
) n
2n−2 − nγ(γ−1)M
γ−1
γ
]
, and problem (2.4) has a solution ρ ∈ Kδ5,δ4 .
Similarly, if n > 2, 1 < γ < 2n−2n and δ
γ
6 (a
n + nγδ6(γ−1)M
γ−1
γ )
2n−2
n ≤ GA (
M
2 + M0), then
I(Kδ6,δ4) ⊂ Kδ6,δ4 , and problem (2.4) has a solution ρ ∈ Kδ6,δ4 .
Similar to [24], We say a stationary solution (ρ∞, r
n
∞) is statically stable if
J [W ] :=
∫ M
0
(
γAρ1+γ∞ W
2
x − (2n − 2)G(M0 + x)r
2−3n
∞ W
2
)
dx
≥ δ7
∫ M
0
(
(M − x)
1+γ
γ W 2x +W
2
)
dx, (2.5)
for some δ7 > 0 and all
W ∈ K1 =
{
f ∈ C([0,M ])
∣∣∣∣∣f(0) = 0,
∥∥∥(M − x) 1γ f ′(x)∥∥∥
L∞
<∞,
∥∥∥∥∥ 1(M − x) 1γ f ′(x)
∥∥∥∥∥
L∞
<∞
}
.
Now, the static potential energy takes the following form:
S[V ] =
∫ M
0
(
A
γ − 1
(Vx)
1−γ +
∫ V
an
n
G(M0 + x)(nh)
2−2n
n dh
)
dx. (2.6)
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We call V ∈ K2 =
{
f ∈ C([0,M ])
∣∣∣∣f(0) = ann ,∥∥∥(M − x) 1γ f ′(x)∥∥∥L∞ <∞,
∥∥∥∥ 1
(M−x)
1
γ f ′(x)
∥∥∥∥
L∞
<∞
}
is a point of local quadratic minimum of S if
S[V +W ]− S[V ] ≥ δ8
∫ M
0
(
(M − x)
1+γ
γ W 2x +W
2
)
dx, (2.7)
for all W ∈ K1 and ‖(M − x)
1
γWx‖L∞([0,M ]) + ‖W‖L∞ ≤ δ9, for some δ8 > 0 and δ9 > 0.
Proposition 2.2. If γ > 2n−2n and ρ∞ is a solution of the problem (1.18)-(1.19) satisfying
ρ∞ ∈W
1,β([0,M ]) and C−1(M −x)
1
γ ≤ ρ∞(x) ≤ C(M −x)
1
γ , then we have (2.5) and (2.7) hold
with V = V∞ =
rn∞
n .
Proof. From r∞ ≥ a, (Aρ
γ
∞)x = −G
M0+x
r2n−2∞
and (rn∞)x = nρ
−1
∞ , using integration by parts, we
have
J [W ] =
∫ M
0
(
γAρ1+γ∞ W
2
x + (2n − 2)A(ρ
γ
∞)xr
−n
∞ W
2
)
dx
=
∫ M
0
(
γAρ1+γ∞ W
2
x − 2(2n − 2)Aρ
γ
∞r
−n
∞ WWx
+n(2n− 2)Aργ−1∞ r
−2n
∞ W
2
)
dx, for all W ∈ K1.
If γ > 2n−2n , we have
J [W ] ≥ C−1
∫ M
0
(
(M − x)
1+γ
γ W 2x + (M − x)
γ−1
γ W 2
)
dx.
From r∞ ≥ a and (Aρ
γ
∞)x = −G
M0+x
r2n−2∞
, using integrating by parts and the Cauchy-Schwarz
inequality, we have
∫ M
0
W 2dx ≤ C
∫ M
2
0
(M − x)1−
1
γW 2dx+ C
∫ M
0
G
M0 + x
r2n−2∞
W 2dx
= C
∫ M
2
0
(M − x)
1− 1
γW 2dx− C
∫ M
0
A(ργ∞)xW
2dx
≤ C
∫ M
0
(
(M − x)
1+γ
γ W 2x + (M − x)
γ−1
γ W 2
)
dx, (2.8)
then, we have (2.5) immediately.
Similarly, we obtain
S[V∞ +W ]− S[V∞]
=
1
2
∫ M
0
{
A[γ +O(|(M − x)
1
γWx|)]ρ
1+γ
∞ W
2
x − [2n− 2 +O(|W |)]G(M0 + x)r
2−3n
∞ W
2
}
dx
=
1
2
∫ M
0
{
A[γ +O(|(M − x)
1
γWx|)]ρ
1+γ
∞ W
2
x
−2A[2n − 2 +O(|W |)]ργ∞r
−n
∞ WWx + nA[2n− 2 +O(|W |)]ρ
γ−1
∞ r
−2n
∞ W
2
)
dx,
for all W ∈ K1. Here, O(d) means O(d) → 0 as d → 0. If γ >
2n−2
n , choosing δ9 small enough,
we can obtain (2.7) immediately.
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Using the similar argument as that in Proposition 2.2, we could obtain the following unique-
ness result.
Proposition 2.3. Let ρ∞ be a solution obtained in Proposition 2.1, and ρ2 be another solution of
the problem (1.18)-(1.19) satisfying ρ2 ∈W
1,β([0,M ]) and C−1(M −x)
1
γ ≤ ρ2(x) ≤ C(M −x)
1
γ .
If γ > 2n−2n and ‖(M − x)
− 1
γ (ρ∞ − ρ2)(x)‖L∞ ≤ δ10 with a small enough positive constant δ10,
then we have ρ∞(x) = ρ2(x), a.e. x ∈ [0,M ].
Proof. From (1.18)-(1.19), we have
Aργ∞ =
∫ M
x
G
M0 + y
r2n−2∞
dy, rn∞(x) = a
n + n
∫ x
0
ρ−1∞ (y)dy,
Aρ
γ
2 =
∫ M
x
G
M0 + y
r2n−22
dy, rn2 (x) = a
n + n
∫ x
0
ρ−12 (y)dy,
and
A(ργ∞ − ρ
γ
2) =
∫ M
x
G(M0 + y)
(
r2−2n∞ − r
2−2n
2
)
dy.
Multiplying the above equality by (ρ−1∞ − ρ
−1
2 ), integrating over [0,M ], and using the fact that∫M
0 n(ρ
−1
∞ − ρ
−1
2 )(x)
∫M
x g(y)dydx =
∫M
0 g(r
n
∞ − r
n
2 )dx, we obtain
0 =
∫ M
0
{
A(ργ∞ − ρ
γ
2)(ρ
−1
∞ − ρ
−1
2 )−G
(M0 + x)
n
(r2−2n∞ − r
2−2n
2 )(r
n
∞ − r
n
2 )
}
dx
=
∫ M
0
{
−A[γ +O(|(M − x)−
1
γ (ρ∞ − ρ2)|)]ρ
1+γ
∞ (ρ
−1
∞ − ρ
−1
2 )
2
−
A
n2
[2n − 2 +O(|rn∞ − r
n
2 |)](ρ
γ
∞)xr
−n
∞ (r
n
∞ − r
n
2 )
2
}
dx
= −
∫ M
0
{
A[γ +O(|(M − x)−
1
γ (ρ∞ − ρ2)|)]ρ
1+γ
∞ (ρ
−1
∞ − ρ
−1
2 )
2
−
2A
n
[2n − 2 +O(|rn∞ − r
n
2 |)]ρ
γ
∞r
−n
∞ (r
n
∞ − r
n
2 )(ρ
−1
∞ − ρ
−1
2 )
+
A
n
[2n− 2 +O(|rn∞ − r
n
2 |)]ρ
γ−1
∞ r
−2n
∞ (r
n
∞ − r
n
2 )
2
}
dx
≤ −C−1
∫ M
0
(
(M − x)
1+γ
γ (ρ−1∞ − ρ
−1
2 )
2 + (M − x)
γ−1
γ (rn∞ − r
n
2 )
2
)
dx,
when γ > 2n−2n and δ10 is small enough. Thus, we can obtain ρ∞ = ρ2 immediately.
Now, we shall use the shooting method to prove the uniqueness of the solution ρ∞ ∈ K.
Proposition 2.4. Under the assumption (2.1), the Lagrangian stationary problem (1.18)-(1.19)
has a unique solution ρ∞ ∈ K.
Proof. We consider the Cauchy problem
(Aργ)x = −G(M0 + x)(nV )
2−2n
n , (V )x = ρ
−1, x ∈ (0,M), (2.9)
ρ
∣∣
x=0
= σ, V
∣∣
x=0
=
an
n
, (2.10)
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for the unknown functions ρ(σ, x) and V (σ, x), where σ > 0 is the shooting parameter. Thus,
for each σ > 0, using the classical ODE theory, there exists a unique solution to the problem
(2.9)-(2.10) satisfying ρ(σ, x) > 0 for x ∈ [0,Mσ), where either ρ
∣∣
x=Mσ
= 0 and Mσ ∈ (0,M) or
Mσ =M .
Clearly, if ρ∞ ∈ K is a solution to the problem (1.18)-(1.19), then ρ∞ satisfies (2.9)-(2.10)
for some σ0 > 0, andMσ0 =M . We will show it is possible only for one value of σ. Using similar
arguments as that in [7] (§V.3), we obtain that (∂σρ
γ , ∂σV ) is well defined and satisfies the linear
Cauchy problem
A(∂σρ
γ)x = (2n − 2)G(M0 + x)(nV )
2−3n
n ∂σV, (∂σV )x = −
1
γ
ρ−γ−1∂σρ
γ , x ∈ [0,Mσ), (2.11)
∂σρ
γ
∣∣
x=0
= 1, ∂σV
∣∣
x=0
= 0. (2.12)
It is easy to see that
∂σρ
γ > 0, (∂σV )x < 0, ∂σV < 0
hold on (0,M4), where either ∂σρ
γ
∣∣
x=M4
= 0 and M4 ∈ (0,Mσ) or M4 = Mσ. We claim that
only M4 =Mσ can occur.
Assume thatM4 ∈ (0,Mσ). Letting φ = Aρ
γ(∂σV )x+
n
2n−2A∂σρ
γ(V )x, from (2.9) and (2.11),
we have ∫ M4
0
φdx =
{
Aργ∂σV +
n
2n− 2
A∂σρ
γV
}∣∣∣∣
M4
0
.
By the estimates ρ(σ,M4) > 0, ∂σρ
γ
∣∣
x=M4
= 0, ∂σV
∣∣
x=M4
< 0 and the initial condition (2.10)
and (2.12), we get ∫ M4
0
φdx < 0.
On the other hand, from (2.9) and (2.11), we have
φ = Aρ−1∂σρ
γ(
n
2n− 2
−
1
γ
) > 0, x ∈ (0,M4).
It is a contradiction.
Thus, we obtain
ρ(σ, x) > 0, ∂σ(σ, x)ρ > 0, x ∈ (0,Mσ),
andMσ is non-decreasing on σ ∈ (0,∞). Therefore, for each fixed point x ∈ [0,Mb), the function
ρ(σ, x) is strictly increasing on σ ≥ b.
If there exists σ1 6= σ0 such that Mσ1 = Mσ0 = M and ρ(σ1, x) ∈ K, then there exists
min{σ0, σ1} < σ2 < max{σ0, σ1} such that 0 < ‖(M −x)
− 1
γ (ρ(σ2, x)− ρ(σ0, x))‖L∞ ≤ δ10. From
Proposition 2.3, we have ρ(σ2, x) = ρ(σ0, x) = ρ∞(x), which is a contradiction. Thus, we finish
the proof of Proposition 2.4.
Using the properties of the transformation (1.14) and Propositions 2.1-2.4, we can obtain the
following proposition immediately.
Proposition 2.5. Under the assumption (2.1), the Eulerian stationary problem (1.12)-(1.13)
has a unique solution (ρ∞, l∞), satisfying ρ∞(r) ∼ (l
n
∞ − r
n)
1
γ−1 , (ρ∞)r(r) < 0, a < r < l∞ with
l∞ < +∞.
Remark 2.1. The uniqueness of the solution in Proposition 2.5 means that: if (ρ∞1, l∞1) and
(ρ∞2, l∞2) are two solutions to the Eulerian stationary problem (1.12)-(1.13) with the same total
mass M , and satisfy ρ∞i(r) ∼ (l
n
∞i − r
n)
1
γ−1 , i = 1, 2, then we have(ρ∞1, l∞1) = (ρ∞2, l∞2).
11
3 Global Existence
Using similar arguments as that in [3], we obtain the following local existence and uniqueness
result and omit the proof.
Theorem 3.1. (Local Result) Under the assumptions in Theorem 1.1, there is a positive con-
stant T1 > 0 such that the free boundary problem (1.15)-(1.17) admits a unique weak solution
(ρ, u, r)(x, t) on [0,M ] × [0, T1] in the sense that
ρ(x, t), u(x, t), r(x, t) ∈ L∞([0,M ] × [0, T1]) ∩C
1([0, T1];L
2([0,M ])),
ρθ+1∂x(r
n−1u) ∈ L∞([0,M ] × [0, T1]) ∩ C
1
2 ([0, T1];L
2([0,M ])),
∂xr
n−1, ∂x(r
n−2u) ∈ L∞([0, T1], L
1([0,M ])),
and the following equations hold:
∂tρ = −ρ
2∂x(r
n−1u), ρ(x, 0) = ρ0,
∂tr(x, t) = u(x, t), r
n(x, t) = an + n
∫ x
0
ρ−1(y, t)dy, (3.1)
(rβ(ρθ)x)t = −
θr1+β−n
2c1 + c2
ut −
θ
2c1 + c2
(
Arβ(ργ)x + r
1+β−nf
)
, (3.2)
(2c1 + c2)ρ
1+θ(rn−1u)x
= Aργ + 2c1(n− 1)ρ
θ u
r
+
∫ M
x
{
−
ut
rn−1
+ 2c1(n− 1)ρ
θ
(u
r
)
x
−
f
rn−1
}
dy, (3.3)
for almost all x ∈ [0,M ], any t ∈ [0, T1], where β =
2(n−1)c1θ
2c1+c2
,
∫ ∞
0
∫ M
0
[uψt + (P − ρ(λ+ 2µ)(r
n−1u)x)(r
n−1ψ)x
+2(n− 1)µ(rn−2uψ)x − f(x, r, t)ψ]dxdt +
∫ M
0
u0(x)ψ(x, 0)dx = 0, (3.4)
for any test function ψ(x, t) ∈ C∞0 ((0,M ] × [0, T1)). Furthermore, we have
N1
3
(1− x)
1
γ ≤ ρ(x, t) ≤ 3N2(1− x)
1
γ , (x, t) ∈ [0,M ] × [0, T1], (3.5)
(M − x)
− 1
γ ρ(x, t) ∈ C([0, T1];L
∞([0,M ])), (3.6)
(M − x)
γ−θ
2γ (ρθ)x, ρt, ut ∈ L
∞([0, T1];L
2([0,M ])),
ρ
θ+1
2 uxt ∈ L
2([0,M ] × [0, T1]), ρ∂xu ∈ L
∞([0,M ] × [0, T1]).
Remark 3.1. From (1.15)1, (3.5) and ρ∂xu ∈ L
∞
t,x, we have (M − x)
− 1
γ ∂tρ ∈ L
∞
tx . Thus, (3.6)
holds.
Assume the maximum existence time of the weak solution in Theorem 3.1 is T ∗. In this
section, under the small assumptions on the initial data, we will obtain the following a priori
estimates and prove that T ∗ =∞. In the following, we may assume that (ρ, u, r)(x, t) is suitably
smooth since the following estimates are valid for the solutions with the regularities indicated in
Theorem 3.1 by using the Friedrichs mollifier.
From (1.9), (1.18) and Proposition 2.1, we could obtain the following lemma easily.
Lemma 3.1. Under the assumptions of Theorem 1.1, we have
Aργ∞(x) =
∫ M
x
G
M0 + y
r2n−2∞
dy, (3.7)
C−1(M − x)
1
γ ≤ ρ∞ ≤ C(M − x)
1
γ , r∞(x) ∈ [a,C], (3.8)
d
dx
(Aργ∞(x)) = −G
M0 + x
r2n−2∞
, C−1 ≤ (M − x)
1− 1
γ
d
dx
ρ∞(x) ≤ C, (3.9)
for all x ∈ [0,M ].
Lemma 3.2. Under the assumptions of Theorem 1.1, we have
d
dt
∫ M
0
(
1
2
u2 +
Aργ−1
γ − 1
+
∫ r
a
G
M0 + x
sn−1
ds
)
dx
+
∫ M
0
{(
2
n
c1 + c2
)
ρ1+θ[∂x(r
n−1u)]2 +
2(n − 1)
n
c1ρ
1+θ(rn−1ux −
u
rρ
)2
}
dx
= −
∫ M
0
∆fudx, t ∈ [0, T ∗). (3.10)
Proof. Multiplying (1.15)2 by u, integrating the resulting equation over [0,M ], using integration
by parts and the boundary conditions (1.17), we obtain
d
dt
∫ M
0
1
2
u2dx+
∫ M
0
{
(2c1 + c2)ρ
1+θ[∂x(r
n−1u)]2 − 2c1(n− 1)ρ
θ∂x(r
n−2u2)
}
dx
=
∫ M
0
Aργ∂x(r
n−1u)dx−
∫ M
0
fudx. (3.11)
From (1.15), we have
∫ M
0
Aργ∂x(r
n−1u)dx = −
d
dt
∫ M
0
A
γ − 1
ργ−1dx, (3.12)
−
∫ M
0
fudx = −
d
dt
∫ M
0
∫ r
a
G
M0 + x
sn−1
dsdx−
∫ M
0
∆fudx, (3.13)
and
(2c1 + c2)ρ
1+θ[∂x(r
n−1u)]2 − 2c1(n− 1)ρ
θ∂x(r
n−2u2)
=
(
2
n
c1 + c2
)
ρ1+θ[∂x(r
n−1u)]2 +
2(n − 1)
n
c1ρ
1+θ(rn−1ux −
u
rρ
)2. (3.14)
From (3.11)-(3.14), we obtain (3.10) immediately.
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Now, using the classical continuity method, we will obtain the estimate of ‖(M − x)−
1
γ (ρ−
ρ∞)‖L∞ .
Claim 1: Under the assumptions of Theorem 1.1, there is a small positive constant ǫ1 > ǫ0,
such that, for any T ∈ (0, T ∗), if
I(t) = ‖g(·, t) − g∞‖L∞ ≤ 2ǫ1, ∀ t ∈ [0, T ], (3.15)
where g(x, t) = (M − x)−
1
γ ρ(x, t) and g∞(x) = (M − x)
− 1
γ ρ∞(x), then
I(t) ≤ ǫ1, ∀ t ∈ [0, T ]. (3.16)
Using the results in Lemmas 3.3-3.8, we can give the definition of ǫ1 in (3.55) and finish the
proof of Claim 1.
Lemma 3.3. Under the assumptions of Theorem 1.1 and (3.15), if ǫ1 is small enough, we obtain
C−11 (M − x)
1
γ ≤ ρ(x, t) ≤ C1(M − x)
1
γ , (3.17)
r(x, t) ∈ [a,C1], (3.18)
for all t ∈ [0, T ] and x ∈ [0,M ].
Proof. From (1.15)3, (3.15) and Lemma 3.1, we can easily obtain the estimate (3.17) and (3.18)
when 4ǫ1 < minx∈[0,M ] g∞.
Lemma 3.4. Under the assumptions of Lemma 3.3, if ǫ1 is small enough, we obtain∫ M
0
{
u2 + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx ≤ C2ǫ
2
0, (3.19)
∫ t
0
‖u(·, s)‖2L∞ds+
∫ t
0
∫ M
0
(
ρθ+1u2x + ρ
θ−1u2
)
(x, s)dxds ≤ C2ǫ
2
0, (3.20)
for all t ∈ [0, T ].
Proof. From (2.6), (3.7) and (3.10), we have
d
dt
(∫ M
0
1
2
u2dx+ S[V ]− S[V∞]
)
+
∫ M
0
{(
2
n
c1 + c2
)
ρ1+θ[∂x(r
n−1u)]2 +
2(n − 1)
n
c1ρ
1+θ(rn−1ux −
u
rρ
)2
}
dx
= −
∫ M
0
∆fudx (3.21)
where V∞ =
rn∞
n and V =
rn
n . From (2.7), (3.17)-(3.18) and Proposition 2.2, we have
C−1
∫ M
0
(M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2dx
≤ S[V ]− S[V∞] ≤ C
∫ M
0
(M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2dx, (3.22)
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when ‖(M − x)
1
γ (ρ−1 − ρ−1∞ )‖L∞x + ‖
1
n (r
n− rn∞)‖L∞x ≤ C3ǫ1 ≤ δ9. From (1.24), (3.17)-(3.18) and
(3.21)-(3.22), we obtain∫ M
0
{
u2 + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx+
∫ t
0
∫ M
0
{
ρθ+1u2x + ρ
θ−1u2
}
dxds
≤ Cǫ20 + C
∫ t
0
f1(s)‖u(·, s)‖L∞ds. (3.23)
Since θ ∈ (0, γ − 1), we obtain
|u(x, t)| =
∣∣∣∣
∫ x
0
uxdy
∣∣∣∣ ≤ C
(∫ x
0
ρθ+1u2xdy
) 1
2
(∫ x
0
ρ−θ−1dy
) 1
2
≤ C
(∫ x
0
ρθ+1u2xdy
) 1
2
(∫ x
0
(M − y)
− θ+1
γ dy
) 1
2
≤ C
(∫ x
0
ρθ+1u2xdy
) 1
2
(3.24)
and
C
∫ t
0
f1(s)‖u(·, s)‖L∞ds ≤
1
2
∫ t
0
∫ M
0
ρθ+1u2xdyds + C
2
∫ t
0
f21dt. (3.25)
From (1.23) and (3.23)-(3.25), we can obtain (3.19)-(3.20) immediately.
Lemma 3.5. Under the assumptions of Lemma 3.3, if ǫ1 is small enough, we obtain
(1+t)α
∫ M
0
ρθ−1∞ (g−g∞)
2dx+
∫ t
0
∫ M
0
(1+s)α
[
ργ−1∞ (g − g∞)
2 + (r − r∞)
2
]
dxds ≤ C4ǫ0, (3.26)
for all t ∈ [0, T ], where α = −58 .
Proof. Multiplying (1.15)2 by (1 + t)
αr1−n( r
n
n −
rn∞
n ), integrating over [0,M ], using integration
by parts and the boundary conditions (1.17), we obtain
(1 + t)α
∫ M
0
[
A(ργ∞ − ρ
γ)(ρ−1 − ρ−1∞ ) +G(M0 + x)(r
2−2n − r2−2n∞ )(
rn
n
−
rn∞
n
)
]
dx
= −(1 + t)α
∫ M
0
ut
rn−1
(
rn
n
−
rn∞
n
)dx− (1 + t)α
∫ M
0
∆fr1−n
(
rn
n
−
rn∞
n
)
dx
+(1 + t)α
∫ M
0
(2c1 + c2)ρ
1+θ∂x(r
n−1u)(ρ−1∞ − ρ
−1)dx
+(1 + t)α
∫ M
0
2c1(n− 1)ρ
θ
(
u
r
(
rn
n
−
rn∞
n
)
)
x
dx :=
4∑
i=1
Bi. (3.27)
We can rewrite the left hand side of (3.27) as follows
L.H.S of (3.27) = (1 + t)α
∫ M
0
[
A(γ +O(ǫ1))ρ
γ+1
∞ (ρ
−1 − ρ−1∞ )
2
−(2n− 2 +O(ǫ1))G(M0 + x)r
2−3n
∞ (
rn
n
−
rn∞
n
)2
]
dx.
Similar to (2.5), we have
L.H.S of (3.27) ≥ C5(1 + t)
α
∫ M
0
[
ργ−1∞ (g − g∞)
2 + (r − r∞)
2
]
dx, (3.28)
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when ǫ1 ≤ δ10 is small enough.
Using (3.17)-(3.19), integration by parts and Ho¨lder’s inequality, we can estimate Bi as
follows.
B1 = −
d
dt
∫ M
0
(1 + t)α
u
rn−1
(
rn
n
−
rn∞
n
)
dx+ α(1 + t)α−1
∫ M
0
u
rn−1
(
rn
n
−
rn∞
n
)
dx
+(1 + t)α
∫ M
0
u2
(
1
n
+
(n− 1)rn∞
nrn
)
dx
≤ −
d
dt
∫ M
0
(1 + t)α
u
rn−1
(
rn
n
−
rn∞
n
)
dx+ C
∫ M
0
u2dx+Cǫ20(1 + t)
α−1, (3.29)
B2 ≤ Cǫ0(1 + t)
αf1, (3.30)
B3 = −
2c1 + c2
θ
∫ M
0
(ρθ)t(1 + t)
α(
1
ρ∞
−
1
ρ
)dy
= −
2c1 + c2
θ
∫ M
0
∂th(ρ, ρ∞)(1 + t)
αdx
= −
2c1 + c2
θ
d
dt
∫ M
0
h(ρ, ρ∞)(1 + t)
αdx+
α(2c1 + c2)
θ
∫ M
0
h(ρ, ρ∞)(1 + t)
α−1dx,(3.31)
where h(ρ, ρ∞) =
∫ ρ
ρ∞
θsθ−1( 1ρ∞ −
1
s )ds ∼ ρ
θ−1
∞ (g − g∞)
2, and
B4 ≤ C(1 + t)
α
∫ M
0
[
ρθ|ux|+ ρ
θ−1|u|
]
dx
≤ C(1 + t)α
[∫ M
0
(
ρθ+1u2x + ρ
θ−1u2
)
dx
] 1
2
[∫ M
0
(M − x)
θ−1
γ
] 1
2
≤ C(1 + t)α
[∫ M
0
(
ρθ+1u2x + ρ
θ−1u2
)
dx
] 1
2
, (3.32)
since γ + θ − 1 > 0. From (3.27)-(3.32), we get
d
dt
∫ M
0
(1 + t)α
{
u
rn−1
(
rn
n
−
rn∞
n
)
+
2c1 + c2
θ
h(ρ, ρ∞)
}
dx
+C−1
∫ M
0
(1 + t)α−1ρθ−1∞ (g − g∞)
2 + (1 + t)α
{
ργ−1∞
[
(g − g∞)
2 + (r − r∞)
2
]}
dx
≤ C(1 + t)α
[∫ M
0
ρθ+1∞ u
2
xdx+ ‖u(·, t)‖
2
L∞
] 1
2
+ Cǫ0(1 + t)
αf1 + C
∫ M
0
u2dx+ Cǫ20(1 + t)
α−1.
And using (1.23), (3.17)-(3.20) and Ho¨lder’s inequality, we obtain (3.26) immediately.
Let ǫ2 ∈ (0,min{
1
4 ,
γ−θ−1
γ−θ ,
γ−1
2(3γ−1)}) be a constant. Define {βj} and {αj} by βj+1 =
βj
2 +
1
2−
ǫ2
4 ,
αj =
βj
2 −
1
2 −
ǫ2
4 and α0 = α = −
5
8 , j = 0, 1, . . .. Let N4 be a integer satisfying βN4 ∈
[1 − ǫ2, 1 −
3ǫ2
4 ) and αN4 ∈ (−ǫ2,−
ǫ2
4 ). It is easy to see that β0 = −
1
4 +
ǫ2
2 < 0, αj ∈ [−
5
8 ,−
ǫ2
4 )
and βj ∈ (−
1
4 , 1−
3ǫ2
4 ), j = 0, 1, . . . , N4. Then, the following lemma can be proved by induction.
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Lemma 3.6. Under the assumptions of Lemma 3.3, if ǫ1 is small enough, we obtain∫ M
0
{
u2 + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx ≤ C7ǫ
21−N4
0 (1 + t)
ǫ2−1, (3.33)
∫ t
0
(1 + s)1−ǫ2‖u(·, s)‖2L∞ds+
∫ t
0
∫ M
0
(1 + s)1−ǫ2
(
ρθ+1u2x + ρ
θ−1u2
)
(x, s)dxds ≤ C7ǫ
21−N4
0 ,
(3.34)∫ M
0
(M − x)
θ−1
γ
(1 + t)ǫ2
(g − g∞)
2dx+
∫ t
0
∫ M
0
ρ
γ−1
∞ (g − g∞)
2 + (r − r∞)
2
(1 + s)ǫ2
dxds ≤ C7ǫ
2−N4
0 , (3.35)
for all t ∈ [0, T ], where C7 is a constant depending on ǫ2.
Proof. The following estimates can be proved by induction:∫ M
0
{
u2 + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx ≤ Cj,ǫ2ǫ
21−j
0 (1 + t)
−βj , (3.36)
∫ t
0
(1 + s)βj‖u(·, s)‖2L∞ds+
∫ t
0
∫ M
0
(1 + s)βj
(
ρθ+1u2x + ρ
θ−1u2
)
(x, s)dxds ≤ Cj,ǫ2ǫ
21−j
0 , (3.37)
(1 + t)αj
∫ M
0
ρθ−1∞ (g − g∞)
2dx+
∫ t
0
∫ M
0
(1 + s)αj
[
ργ−1∞ (g − g∞)
2 + (r − r∞)
2
]
dxds ≤ Cj,ǫ2ǫ
2−j
0 ,
(3.38)
for all t ≥ 0, where Cj,ǫ2 is a constant depending on j and ǫ2, j = 0, 1, . . . , N4.
From (3.19)-(3.20) and (3.26), we obtain (3.36)-(3.38) hold with j = 0. Now, suppose that
(3.36)-(3.38) hold with j = k ≥ 0. To show (3.36)-(3.37) hold with j = k + 1, from (3.21), we
have
d
dt
{
(1 + t)βk+1
(∫ M
0
1
2
u2dx+ S[V ]− S[V∞]
)}
+(1 + t)βk+1
∫ M
0
{
(
2
n
c1 + c2)ρ
1+θ[∂x(r
n−1u)]2 +
2(n − 1)
n
c1ρ
1+θ(rn−1ux −
u
rρ
)2
}
dx
= βk+1(1 + t)
αk
(∫ M
0
1
2
u2(x, t)dx+ S[V ]− S[V∞]
)
− (1 + t)βk+1
∫ M
0
∆fudx,
where V∞ =
rn∞
n and V =
rn
n . Integrating the above equality in [0, t], using (1.24), (3.17)-(3.20),
(3.22), (3.38) with j = k and the fact that αk < 0, we obtain
(1 + t)βk+1
∫ M
0
{
u2(x, t) + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx
+
∫ t
0
∫ M
0
(1 + s)βk+1
{
ρθ+1u2x + ρ
θ−1u2
}
dxds
≤ Cǫ2
−k
0 + C
∫ t
0
(1 + s)βk+1f1(s)‖u(·, s)‖L∞ds. (3.39)
From (1.23) and (3.25), we can obtain (3.36)-(3.37) with j = k + 1 immediately.
To show (3.38) with j = k + 1, from (3.27)-(3.28), we have
(1 + t)αk+1
∫ M
0
[
A(ργ∞ − ρ
γ)(ρ−1 − ρ−1∞ ) +G(M0 + x)(r
2−2n − r2−2n∞ )(
rn
n
−
rn∞
n
)
]
dx
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= −(1 + t)αk+1
∫ M
0
ut
rn−1
(
rn
n
−
rn∞
n
)dx− (1 + t)αk+1
∫ M
0
∆fr1−n
(
rn
n
−
rn∞
n
)
dx
+(1 + t)αk+1
∫ M
0
(2c1 + c2)ρ
1+θ∂x(r
n−1u)(ρ−1∞ − ρ
−1)dx
+(1 + t)αk+1
∫ M
0
2c1(n− 1)ρ
θ
(
u
r
(
rn
n
−
rn∞
n
)
)
x
dx :=
4∑
i=1
Ei, (3.40)
and
L.H.S of (3.40) ≥ C8(1 + t)
αk+1
∫ M
0
[
ργ−1∞ (g − g∞)
2 + (r − r∞)
2
]
dx. (3.41)
Similar to (3.29)-(3.32), applying the estimates (3.17)-(3.19), integration by parts, Ho¨lder’s in-
equality and the fact that αk+1 < 0, we can estimate Ei as follows.
E1 ≤ −
d
dt
∫ M
0
(1 + t)αk+1
u
rn−1
(
rn
n
−
rn∞
n
)
dx+ C‖u‖2L∞x + Cǫ
2
0(1 + t)
αk+1−1, (3.42)
E2 ≤ Cǫ0f1(1 + t)
αk+1 , (3.43)
E3 = −
2c1 + c2
θ
d
dt
∫ M
0
h(ρ, ρ∞)(1 + t)
αk+1dx+
αk+1(2c1 + c2)
θ
∫ M
0
h(ρ, ρ∞)(1 + t)
αk+1−1dx,
(3.44)
and
E4 ≤ C(1 + t)
− 1
2
−
ǫ2
4
[
(1 + t)βk+1
∫ M
0
ρθ+1u2xdx+ ‖u(·, t)‖
2
L∞
] 1
2
. (3.45)
Using (1.23), (3.40)-(3.45), (3.36)-(3.37) with j = k + 1 and Ho¨lder’s inequality, we get
∫ M
0
(1 + t)αk+1ρθ−1∞ (g − g∞)
2dx+
∫ t
0
∫ M
0
(1 + s)αk+1−1ρθ−1∞ (g − g∞)
2dxds
+
∫ t
0
∫ M
0
(1 + s)αk+1
{
ργ−1∞
[
(g − g∞)
2 + (r − r∞)
2
]}
dxds
≤ C(1 + t)αk+1
∫ M
0
|u||r − r∞|dx+ C
∫ M
0
|u0||r0 − r∞|dx
+C
∫ t
0
[
f1(1 + s)
αk+1 + ǫ20(1 + s)
αk+1−1 + ‖u‖2L∞x
]
ds
+C
∫ t
0
(1 + s)−
1
2
−
ǫ2
4
[
(1 + t)βk+1
(∫ M
0
ρθ+1u2xdx+ ‖u(·, t)‖
2
L∞
)] 1
2
ds
≤ Cǫ2
−(k+1)
0 , (3.46)
and finish the proof of (3.38) with j = k + 1. Thus, we show that (3.36)-(3.38) hold for j =
0, 1, . . . , N4, and obtain (3.33)-(3.35) immediately.
From Lemma 3.6, we can obtain the following estimate of the weighted L2−norm of g − g∞.
Lemma 3.7. Under the assumptions of Lemma 3.3, we obtain
∫ M
0
(M − x)
θ−1+(γ−θ)ǫ2
γ (g − g∞)
2dx ≤ C9ǫ
2−N4
0 , t ∈ [0, T ]. (3.47)
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Proof. Using (3.33), (3.35) and Ho¨lder’s inequality, we have
∫ M
0
(M − x)
θ−1+(γ−θ)ǫ2
γ (g − g∞)
2dx
≤ C
[∫ M
0
(1 + t)1−ǫ2(M − x)
γ−1
γ (g − g∞)
2dx
]ǫ2 [∫ M
0
(M − x)
θ−1
γ
(1 + t)ǫ2
(g − g∞)
2dx
]1−ǫ2
≤ Cǫ2
−N4
0 .
Then, using the similar argument as that in [22], we can finish the proof of Claim 1 in the
following lemma.
Lemma 3.8. Under the assumptions of Lemma 3.3, if ǫ0 is small enough, we obtain
|g(x, t) − g∞(x)| ≤ C10ǫ
θ
γ
2−N4−1
0 , (3.48)
for all x ∈ [0,M ] and t ∈ [0, T ].
Proof. From (3.2), for any fixed x ∈ [0,M ], we have
I1(x, t) +
θ
2c1 + c2
∫ t
0
Arβ(x, τ)(ργ(x, τ)− ργ∞(x))dτ
= rβ0 (x)ρ
θ
0(x) + I2(x, t), x ∈ [0,M ], t ∈ [0, T ], (3.49)
where
I1(x, t)
= rβ∞(x)ρ
θ(x, t)− (rβ∞(x)− r
β(x, t))ρθ(x, t) +
∫ M
x
β[(rβ−nρθ−1)(y, t)− (rβ−n0 ρ
θ−1
0 )(y)]dy
−
θ
2c1 + c2
∫ M
x
[(rβ−n+1u)(y, t) − (rβ−n+10 u0)(y)]dy +
θ(β − n+ 1)
2c1 + c2
∫ t
0
∫ M
x
rβ−nu2dydτ,
and
I2(x, t)
= −
θAβ
2c1 + c2
∫ t
0
∫ M
x
rβ−n
ργ − ργ∞
ρ
dydτ
+
θ
2c1 + c2
∫ t
0
∫ M
x
{
rβG(M0 + y)(r
2−2n − r2−2n∞ ) + r
β−n+1∆f
}
dydτ.
Using (3.17)-(3.18), (3.47), Ho¨lder’s inequality and the condition ǫ2 <
γ−θ−1
γ−θ , i.e.,
θ+1+(γ−θ)ǫ2
γ <
1, we have
|(r − r∞)(x)| ≤ C|r
n − rn∞| ≤ C
∫ x
0
|ρ−1 − ρ−1∞ |dy ≤ C
∫ x
0
(M − y)
− 1
γ |g − g∞|dy
≤ C
(∫ x
0
(M − y)
θ−1+(γ−θ)ǫ2
γ (g − g∞)
2dy
) 1
2
(∫ x
0
(M − y)−
θ+1+(γ−θ)ǫ2
γ dy
) 1
2
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≤ Cǫ2
−N4−1
0 , (3.50)
∫ M
x
|ρθ−1 − ρθ−1∞ |dy ≤ C
∫ M
x
(M − y)
θ−1
γ |g − g∞|dy
≤ C
(∫ M
x
(M − y)
θ−1+(γ−θ)ǫ2
γ (g − g∞)
2dy
) 1
2
(∫ M
x
(M − y)
2θ
γ
−
θ+1+(γ−θ)ǫ2
γ dy
) 1
2
≤ Cǫ2
−N4−1
0 (M − x)
θ
γ , (3.51)
using the fact θ ∈ (0, γ2 ] and the estimate (3.18)-(3.19), we have∣∣∣∣− θ2c1 + c2
∫ M
x
[(rβ−n+1u)(y, t)− (rβ−n+10 u0)(y)]dy
∣∣∣∣
≤ C(M − x)
1
2 (‖u‖L2x + ‖u0‖L2x)
≤ Cǫ2
−N4−1
0 (M − x)
θ
γ , x ∈ [0,M ]. (3.52)
Thus, from (1.23), (3.17)-(3.20) and (3.50)-(3.52), we obtain
|I1(x, t)− r
β
∞ρ
θ| ≤ C1,1(M − x)
θ
γ ǫ2
−N4−1
0 , (3.53)
and
|I2(x, t1)− I2(x, t2)| ≤ C1,2(M − x)ǫ
2−N4−1
0 |t2 − t1|, x ∈ [0,M ]. (3.54)
Claim 1.1. For any fixed x ∈ [0,M ], we have
I1(x, t) ≥ min
{
I1(x, 0), r
β
∞
(
ργ∞ −
C1,2
C1,3
ǫ2
−N4−1
0 (M − x)
) θ
γ
− C1,1ǫ
2−N4−1
0 (M − x)
θ
γ
}
:= M1,1,
where C1,3 :=
θaβ
2c1+c2
≤ θr
β
2c1+c2
.
Proof of Claim 1.1. If not, there exists t1,1 > 0 such that I1(x, t1,1) < M1,1, then we can find
t1,2 ∈ (0, t1,1) such that I1(x, t1,2) = M1,1 and I1(x, t) < M1,1 for all t ∈ (t1,2, t1,1). From (3.54)
we have
I1(x, t1,1)− I1(x, t1,2) +
θ
2c1 + c2
∫ t1,1
t1,2
rβ(ργ − ργ∞) ≥ −C1,2ǫ
2−N4−1
0 (M − x)(t1,1 − t1,2).
From (3.53), we have
ρθ(x, t) = r−β∞ (I1(x, t)− (I1(x, t)− r
β
∞ρ
θ))
≤ r−β∞ (M1,1 + C1,1ǫ
2−N4−1
0 (M − x)
θ
γ ) ≤
(
ργ∞ −
C1,2
C1,3
ǫ2
−N4−1
0 (M − x)
) θ
γ
,
and
ργ ≤ ργ∞ −
C1,2
C1,3
ǫ2
−N4−1
0 (M − x),
then I1(x, t1,1) ≥ I1(x, t1,2). It is a contradiction. Thus, Claim 1.1 holds.
Similarly, we can obtain the following Claim.
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Claim 1.2. For any fixed x ∈ [0,M ], we have
I1(x, t) ≤ max
{
I1(x, 0), r
β
∞
(
ργ∞ +
C1,2
C1,4
ǫ2
−N4−1
0 (M − x)
) θ
γ
+ C1,1ǫ
2−N4−1
0 (M − x)
θ
γ
}
:=M1,2,
where C1,4 is a positive constant satisfying C1,4 ≥
θrβ
2c1+c2
.
From Claim 1.1 and 1.2, we have
|g(x, t) − g∞(x)| ≤ C1,5ǫ
θ
γ
2−N4−1
0 ,
where x ∈ [0,M ] and t ∈ [0, T ], when ǫ0 ≤ δ11 is small enough.
Now, we can let
ǫ1 = ǫ0 + C10ǫ
θ
γ
2−N4−1
0 . (3.55)
If 4ǫ1 < minx∈[0,M ] g∞, C3ǫ1 ≤ δ9, ǫ1 ≤ δ10 and ǫ0 ≤ δ11, using the results in Lemmas 3.3-3.8, we
finish the proof of the Claim 1. From (3.6) and Claim 1, using the classical continuity method,
we can obtain the following lemma easily.
Lemma 3.9. Under the assumptions of Theorem 1.1, we obtain (3.17)-(3.18), (3.33)-3.35),
(3.48) and
|r(x, t)− r∞(x)| ≤ C11ǫ
θ
γ
2−N4−1
0 (3.56)
hold for all x ∈ [0,M ] and t ∈ [0, T ∗).
Proof. Let A = {T ∈ [0, T ∗) | I(t) ≤ ǫ1 for all t ∈ [0, T ]}. Since I(0) ≤ ǫ0 < ǫ1 and I(t) ∈
C([0, T ∗)), then there exists a constant T0 > 0 such that I(t) ≤ ǫ1 for all t ∈ [0, T0]. Thus, A is
not empty and relatively closed in [0, T ∗). To show that A is also relatively open in [0, T ∗)∩[0, T ],
and hence the entire interval, it therefore suffices to show that the weaker bound
I(t) ≤ 2ǫ1, for all t ∈ [0, T
′] ⊂ [0, T ∗),
implies I(t) ≤ ǫ1 for all t ∈ [0, T
′]. From Claim 1, we have A = [0, T ∗).
Then, from Lemmas 3.3-3.8, we obtain (3.17)-(3.18), (3.33)-3.35), (3.48) and (3.56) hold for
all x ∈ [0,M ] and t ∈ [0, T ∗).
We will prove an estimate in weighted L2([0,M ] × [0, T ∗)) norm of the function g − g∞.
Lemma 3.10. Under the assumptions of Theorem 1.1, we obtain∫ t
0
∫ M
0
(1 + s)−ǫ2(g − g∞)
2dxds ≤ C, (3.57)
where t ∈ [0, T ∗).
Proof. From (1.15), we have
A(ργ − ργ∞) =
∫ M
x
(
ut
rn−1
+
∆f
rn−1
)
dy +
∫ M
x
G(M0 + y)(r
2−2n − r2−2n∞ )dy
+(2c1 + c2)ρ
θ+1(rn−1u)x − 2c1(n− 1)ρ
θ u
r
− 2c1(n− 1)
∫ M
x
ρθ
(u
r
)
x
dy
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Multiplying the above equality by (1+t)−ǫ2(M−x)−2(ργ−ργ∞), integrating the resulting equation
over [0,M ] × [0, t], we obtain
∫ t
0
∫ M
0
A(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
2dxds
=
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
∫ M
x
ut
rn−1
dydxds
+
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
∫ M
x
∆f
rn−1
dydxds
+
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
∫ M
x
G(M0 + y)(r
2−2n − r2−2n∞ )dydxds
+
∫ t
0
∫ M
0
(2c1 + c2)(1 + s)
−ǫ2(M − x)−2(ργ − ργ∞)ρ
θ+1(rn−1u)xdxds
−
∫ t
0
∫ M
0
2c1(n− 1)(1 + s)
−ǫ2(M − x)−2(ργ − ργ∞)ρ
θ u
r
dxds
−
∫ t
0
∫ M
0
2c1(n− 1)(1 + s)
−ǫ2(M − x)−2(ργ − ργ∞)
∫ M
x
ρθ
(u
r
)
x
dydxds
:=
6∑
i=1
Fi. (3.58)
Using (1.15), (1.23), (3.17)-(3.18), (3.33)-(3.35), (3.48), Lemma 3.9, integration by parts and
the Cauchy-Schwarz inequality, we can estimate Fi as follows.
F1 =
{∫ M
0
(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
∫ M
x
u
rn−1
dydx
}∣∣∣∣
t
0
+
∫ t
0
∫ M
0
ǫ2(1 + s)
−ǫ2−1(M − x)−2(ργ − ργ∞)
∫ M
x
u
rn−1
dydxds
+
∫ t
0
∫ M
0
γ(1 + s)−ǫ2(M − x)−2ργ+1(rn−1u)x
∫ M
x
u
rn−1
dydxds
+
∫ t
0
∫ M
0
(n− 1)(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
∫ M
x
u2
rn
dydxds
≤ C‖g − g∞‖L∞xt
(∫ M
0
u2dx
) 1
2
(∫ M
0
(M − x)−
1
2 dx
) 1
2
+ C
+C
(∫ t
0
∫ M
x
ρ
γ−1
∞
(1 + s)ǫ2
(g − g∞)
2dxds
) 1
2 (∫ t
0
‖u(·, s)‖2L∞ds
∫ M
0
(M − x)−
γ−1
γ dx
) 1
2
+C
(∫ t
0
∫ M
x
ρθ+1(rn−1u)2xdxds
) 1
2
(∫ t
0
‖u(·, s)‖2L∞ds
∫ M
0
(M − x)
− θ−1
γ dx
) 1
2
+C‖g − g∞‖L∞xt
∫ t
0
‖u(·, s)‖2L∞ds
≤ C, (3.59)
F2 ≤ C
(∫ t
0
(1 + t)−1−ǫ2
) 1
2
(∫ t
0
(1 + t)f21dt
) 1
2
≤ C, (3.60)
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|r(x, t)− r∞(x)| ≤ C
∫ x
0
ρ−1∞ |g − g∞|dy ≤ C
(∫ x
0
ργ−1∞ (g − g∞)
2dy
) 1
2
(∫ x
0
ρ−γ−1∞ dy
) 1
2
≤ C(M − x)
− 1
2γ
(∫ M
0
ργ−1∞ (g − g∞)
2dx
) 1
2
, (3.61)
F3 ≤ C
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−2|ργ − ργ∞|
(∫ M
0
ργ−1∞ (g − g∞)
2dx
) 1
2
∫ M
x
(M − y)−
1
2γ dydx
≤
A
4
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
2dxds
+C
∫ t
0
∫ M
0
(1 + s)−ǫ2ργ−1∞ (g − g∞)
2dxds
∫ M
0
(M − z)−
1
γ dz
≤
A
4
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)
2dxds+ C, (3.62)
F4 = −
2c1 + c2
θ
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−2(ργ − ργ∞)(ρ
θ)tdxds
= −
2c1 + c2
θ
{
(1 + s)−ǫ2
∫ M
0
(M − x)−2
(
θ
γ + θ
ργ+θ − ργ∞ρ
θ
)
dx
}∣∣∣∣
t
0
−
ǫ2(2c1 + c2)
θ
∫ t
0
∫ M
0
(1 + s)−ǫ2−1(M − x)−2
(
θ
γ + θ
ργ+θ − ργ∞ρ
θ
)
dx
≤ C‖g − g∞‖L∞t,x
∫ M
0
(M − x)
θ
γ
−1
dx
(
1 +
∫ t
0
(1 + s)−1−ǫ2ds
)
+ C
≤ C, (3.63)
F5 ≤ C
∫ t
0
∫ M
0
(1 + s)−ǫ2‖u(·, t)‖L∞(M − x)
θ
γ
−1
dxds
≤ C
{∫ t
0
(1 + s)−1−ǫ2ds
} 1
2
{∫ t
0
(1 + s)1−ǫ2‖u(·, t)‖2L∞ds
} 1
2
≤ C (3.64)
and
F6 ≤ C
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−1
∫ M
x
(
|ρθux|+ |ρ
θ−1u|
)
dydxds
≤ C
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)−1
[∫ M
x
(
ρθ+1u2x + ρ
θ−1u2
)
dy
] 1
2
[∫ M
x
ρθ−1dy
] 1
2
dxds
≤ C
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)
θ−1
2γ
− 1
2
[∫ M
x
(
ρθ+1u2x + ρ
θ−1u2
)
dy
] 1
2
dxds
≤ C
[∫ t
0
∫ M
0
(1 + s)1−ǫ2
(
ρθ+1u2x + ρ
θ−1u2
)
dxds
] 1
2
[∫ t
0
(1 + s)−1−ǫ2dt
] 1
2
≤ C. (3.65)
From (3.58)-(3.65), we get (3.57) immediately.
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Lemma 3.11. Under the assumptions of Theorem 1.1, we obtain
(1 + t)−ǫ2
∫ M
0
(M − x)1−
θ
γ (ρθ − ρθ∞)
2
x(x, t)dx
+
∫ t
0
∫ M
0
(1 + s)−ǫ2(M − x)
2− 2θ
γ (ρθ − ρθ∞)
2
x(x, s)dxds ≤ C, (3.66)
for all t ∈ [0, T ∗).
Proof. From (3.2), we have
∂t
[
θ
2c1 + c2
r1+β−nu+ rβ(ρθ)x − r
β
∞(ρ
θ
∞)x
]
+
Aγργ−θ
2c1 + c2
[
θ
2c1 + c2
r1+β−nu+ rβ(ρθ)x − r
β
∞(ρ
θ
∞)x
]
=
Aγθ
(2c1 + c2)2
ργ−θr1+β−nu+
θ(1 + β − n)
2c1 + c2
rβ−nu2 −
θ
2c1 + c2
r1+β−n∆f
−
θ
2c1 + c2
(
rβ
G(M0 + x)
r2n−2
+ rβ∞
ργ−θ
ρ
γ−θ
∞
(Aργ∞)x
)
. (3.67)
Let H = θ2c1+c2 r
1+β−nu + rβ(ρθ)x − r
β
∞(ρθ∞)x, multiplying (3.67) by (1 + t)
−ǫ2(M − x)
1− θ
γH,
integrating the resulting equation over [0,M ], and using the Cauchy-Schwarz inequality, we
obtain
d
dt
∫ M
0
(1 + t)−ǫ2(M − x)
1− θ
γH2(x, t)dx + C13
∫ M
0
(1 + t)−ǫ2(M − x)
2− 2θ
γ H2(x, t)dx
≤ C
∫ M
0
(1 + t)−ǫ2(M − x)1−
θ
γ
(
(M − x)1−
θ
γ |Hu|+ |u2H|+ |∆fH|
)
dx
+
∫ M
0
(1 + t)−ǫ2(M − x)
1− θ
γ
∣∣∣∣∣rβGM0 + xr2n−2 + ρ
γ−θr
β
∞
ρ
γ−θ
∞
(Aργ∞)x
∣∣∣∣∣ |H|dx
≤
C13
4
∫ M
0
(1 + t)−ǫ2(M − x)
2− 2θ
γ H2(x, t)dx+ C‖u(·, t)‖2L∞ + C‖u(·, t)‖
2
L∞‖u(·, t)‖
2
L2
+Cf21 + C
∫ M
0
(1 + t)−ǫ2
∣∣∣∣∣rβGM0 + xr2n−2 + ρ
γ−θr
β
∞
ρ
γ−θ
∞
(Aργ∞)x
∣∣∣∣∣
2
dx. (3.68)
Here, we use the estimates (3.17)-(3.18) and the condition θ ∈ (0, γ − 1). From (3.9) and (3.17)-
(3.18), we have
∫ M
0
(1 + t)−ǫ2
∣∣∣∣∣rβGM0 + xr2n−2 + ρ
γ−θr
β
∞
ρ
γ−θ
∞
(Aργ∞)x
∣∣∣∣∣
2
dx
=
∫ M
0
(1 + t)−ǫ2
∣∣∣∣∣rβGM0 + xr2n−2 −G(ρ
γ−θr
β
∞)(M0 + x)
(ργ−θ∞ )(r
2n−2
∞ )
∣∣∣∣∣
2
dx
≤ C
∫ M
0
(1 + t)−ǫ2
[
(r − r∞)
2 + (g − g∞)
2
]
dx. (3.69)
From (3.33) and (3.68)-(3.69), we obtain
d
dt
∫ M
0
(1 + t)−ǫ2(M − x)1−
θ
γH2(x, t)dx +
C13
2
∫ M
0
(1 + t)−ǫ2(M − x)2−
2θ
γ H2(x, t)dx
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≤ C
∫ M
0
(1 + t)−ǫ2
(
(r − r∞)
2 + (g − g∞)
2
)
dx+ C‖u(·, t)‖2L∞ + Cf
2
1 . (3.70)
From (A2), (1.23), (3.33)-(3.35), (3.56)-(3.57) and (3.70), we obtain (3.66) immediately.
Lemma 3.12. Under the assumptions of Theorem 1.1, we obtain
(1 + t)1−ǫ2
∫ M
0
(
ρθ−1u2 + ρθ+1u2x
)
(x, t)dx +
∫ t
0
∫ M
0
(1 + s)1−ǫ2u2t (x, s)dxds ≤ C, (3.71)
‖u(·, t)‖L∞ ≤ C(1 + t)
− 1
2
+
ǫ2
2 , (3.72)
for all t ∈ [0, T ∗).
Proof. Multiplying (1.15)2 by (1+ t)
1−ǫ2ut, integrating the resulting equation over [0,M ]× [0, t],
using integration by parts and the boundary conditions (1.17), we obtain∫ t
0
∫ M
0
(1 + s)1−ǫ2u2t (x, s)dxds
=
∫ t
0
∫ M
0
A(1 + s)1−ǫ2ργ∂x(r
n−1ut)dxds
−
∫ t
0
∫ M
0
(2c1 + c2)(1 + s)
1−ǫ2ρ1+θ∂x(r
n−1u)∂x(r
n−1ut)dxds
+
∫ t
0
∫ M
0
2c1(n− 1)(1 + s)
1−ǫ2ρθ∂x(r
n−2uut)dxds −
∫ t
0
∫ M
0
(1 + s)1−ǫ2futdxds
:=
4∑
i=1
Hi. (3.73)
Using (A3), (1.23), (3.17)-(3.18), (3.33)-(3.34) and the Cauchy-Schwarz inequality, we obtain
H2 +H3
=
{
(1 + s)1−ǫ2
∫ M
0
[
−
2c1 + c2
2
ρ1+θ[∂x(r
n−1u)]2 + c1(n− 1)ρ
θ∂x(r
n−2u2)
]
dx
}∣∣∣∣
t
0
+
∫ t
0
∫ M
0
(2c1 + c2)(1 − ǫ2)
2
(1 + s)−ǫ2ρ1+θ(rn−1u)2xdxds
−
∫ t
0
∫ M
0
c1(n− 1)(1− ǫ2)(1 + s)
−ǫ2ρθ∂x(r
n−2u2)dxds
+
∫ t
0
∫ M
0
(1 + s)1−ǫ2
{
(2c1 + c2)(n − 1)ρ
1+θ∂x(r
n−1u)∂x(r
n−2u2)
−
(2c1 + c2)
2
(1 + θ)ρ2+θ[∂x(r
n−1u)]3 + 2θc1(n− 1)ρ
θ+1u
r
[∂x(r
n−1u)]2
−θc1n(n− 1)ρ
θ u
2
r2
∂x(r
n−1u) + 2nc1(n− 1)(n − 2)ρ
θ−1u
3
r3
− 3c1(n− 1)(n − 2)ρ
θ u
2
r2
∂x(r
n−1u)
}
dxds
≤ C + C
∫ t
0
(
‖u‖L∞x + ‖ρ(r
n−1u)x‖L∞x
)
(1 + s)1−ǫ2
∫ M
0
[
ρ1+θ(rn−1u)2x + ρ
θ−1u2
]
dxds
25
−C14(1 + t)
1−ǫ2
∫ M
0
[
ρ1+θ(rn−1u)2x + ρ
θ−1u2
]
dx, (3.74)
H1 =
{
(1 + s)1−ǫ2
∫ M
0
Aργ∂x(r
n−1u)dx
}∣∣∣∣
t
0
+
∫ t
0
∫ M
0
Aγ(1 + s)1−ǫ2ργ+1[∂x(r
n−1u)]2dxds
−
∫ t
0
∫ M
0
2A(n − 1)(1 + s)1−ǫ2ργ
u
r
∂x(r
n−1u)dxds
+
∫ t
0
∫ M
0
An(n− 1)(1 + s)1−ǫ2ργ−1
u2
r2
dxds
−
∫ t
0
∫ M
0
A(1− ǫ2)(1 + s)
−ǫ2ργ∂x(r
n−1u)dxds
≤ (1 + s)1−ǫ2
∫ M
0
Aργ∂x(r
n−1u)dx+ C, (3.75)
H4 = −
{
(1 + s)1−ǫ2
∫ M
0
G
u(M0 + x)
rn−1
dx
}∣∣∣∣
t
0
+ (1− ǫ2)
∫ t
0
∫ M
0
(1 + s)−ǫ2
Gu(M0 + x)
rn−1
dxds
+
∫ t
0
∫ M
0
(1− n)(1 + s)1−ǫ2G(M0 + x)r
−nu2dxds−
∫ t
0
∫ M
0
(1 + s)1−ǫ2∆futdxds
≤ −(1 + s)1−ǫ2
∫ M
0
G
u(M0 + x)
rn−1
dx+ C +
1
2
∫ t
0
∫ M
0
(1 + s)1−ǫ2u2t dxds. (3.76)
Using (3.17)-(3.18), (3.24), (3.33), integration by parts and the Cauchy-Schwarz inequality, we
obtain
(1 + s)1−ǫ2
∫ M
0
Aργ∂x(r
n−1u)dx− (1 + s)1−ǫ2
∫ M
0
G
u(M0 + x)
rn−1
dx
= (1 + s)1−ǫ2
∫ M
0
(
Aργ∂x(r
n−1u) + rn−1u(Aργ∞)x −Gr
n−1u(M0 + x)(r
2−2n − r2−2n∞ )
)
dx
= (1 + s)1−ǫ2
∫ M
0
(
A(ργ − ργ∞)∂x(r
n−1u)−Grn−1u(M0 + x)(r
2−2n − r2−2n∞ )
)
dx
≤
C14
4
(1 + t)1−ǫ2
∫ M
0
ρ1+θ(rn−1u)2xdx+ C
∫ M
0
(1 + t)1−ǫ2 [ργ−1∞ (g − g∞)
2 + (r − r∞)
2]dx
≤
C14
4
(1 + t)1−ǫ2
∫ M
0
ρ1+θ(rn−1u)2xdx+ C. (3.77)
From (3.73)-(3.77), we can obtain
(1 + t)1−ǫ2
∫ M
0
[
ρ1+θ(rn−1u)2x + ρ
θ−1u2
]
dx+
∫ t
0
∫ M
0
(1 + s)1−ǫ2u2tdxds
≤ C + C
∫ t
0
(
‖u‖L∞x + ‖ρ(r
n−1u)x‖L∞x
)
(1 + s)1−ǫ2
×
∫ M
0
[
ρ1+θ(rn−1u)2x + ρ
θ−1u2
]
dxds. (3.78)
From (3.3), we have
ρ(rn−1u)x
26
=
1
(2c1 + c2)ρθ
{
Aργ + 2c1(n− 1)ρ
θ u
r
+
∫ M
x
[
−
ut
rn−1
+ 2c1(n− 1)ρ
θ
(u
r
)
x
−
f
rn−1
]
dy
}
.
Using conditions θ ∈ (0, γ2 ] ∩ (0, γ − 1), (1.23), estimates (3.17)-(3.20) and Ho¨lder’s inequality,
we conclude that
‖ρ∂x(r
n−1u)‖L∞x ≤ C + C
(
‖u(·, t)‖2L∞ +
∫ M
0
[
ρ1+θ(rn−1u)2x + u
2
t
]
dx
) 1
2
. (3.79)
Using (3.24), (3.34), (3.78)-(3.79) and the Cauchy-Schwarz inequality, we can obtain
(1 + t)1−ǫ2
∫ M
0
[
ρ1+θ(rn−1u)2x + ρ
θ−1u2
]
dx+
∫ t
0
∫ M
0
(1 + s)1−ǫ2u2tdxds
≤ C + C
∫ t
0
(∫ M
0
(1 + s)1−ǫ2
[
ρ1+θ(rn−1u)2x + ρ
θ−1u2
]
dx
)2
ds.
Using Gronwall’s inequality and the estimate (3.34), we obtain (3.71) immediately.
From (3.17), (3.71) and the fact θ ∈ (0, γ − 1), we can obtain
|u(x, t)| ≤
∣∣∣∣
∫ x
0
uxdy
∣∣∣∣ ≤ C
(∫ x
0
ρθ+1u2xdy
) 1
2
(∫ x
0
(M − y)−
θ+1
γ dy
) 1
2
≤ C(1 + t)−
1
2
+
ǫ2
2 , (x, t) ∈ [0,M ] × [0, T ∗).
Lemma 3.13. Under the assumptions of Theorem 1.1, we obtain∫ M
0
u2t (x, t)dx +
∫ t
0
∫ M
0
[
ρθ+1u2xt + ρ
θ−1u2t
]
dxds ≤ C11, (3.80)
‖ρ(rn−1u)x(·, t)‖L∞ ≤ C11, (3.81)
for all t ∈ [0, T ∗).
Proof. We differentiate the equation (1.15)2 with respect to t, multiply it by ut and integrate it
over [0,M ] × [0, t], using the boundary conditions (1.17), then derive
∫ M
0
1
2
u2t dx
=
∫ M
0
1
2
u2t (x, 0)dx −
∫ t
0
∫ M
0
[
(2c1 + c2)ρ
1+θ∂x(r
n−1u)−Aργ − 2c1(n− 1)ρ
θ u
r
]
×∂x((n− 1)r
n−2uut)dxds −
∫ t
0
∫ M
0
∂t
[
(2c1 + c2)ρ
1+θ∂x(r
n−1u)−Aργ
−2c1(n− 1)ρ
θ u
r
]
∂x(r
n−1ut)dxds +
∫ t
0
∫ M
0
2c1(n− 1)∂t(r
n−1ρθ∂x(
u
r
))utdxds
−
∫ t
0
∫ M
0
ftutdxds
:=
5∑
i=1
Ji. (3.82)
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From (A2)-(A3), we have
J1 ≤ C
(∥∥∥∥((2c1 + c2)ρθ+10 (rn−10 u0)x)x − 2c1(n− 1)u0r0 (ρθ0)x
∥∥∥∥
L2
+‖(ργ0)x‖L2 + ‖f(x, r0, 0)‖L2)
2
≤ C. (3.83)
From (3.17)-(3.20) and the Cauchy-Schwarz inequality, we get
J3 + J4
= −
∫ t
0
∫ M
0
[
(2c1 + c2)ρ
1+θ(rn−1ut)
2
x − 2c1(n− 1)ρ
θ(rn−2u2t )x
]
dxds
+
∫ t
0
∫ M
0
{
(2c1 + c2)(1 + θ)ρ
θ+2[∂x(r
n−1u)]2 − (n− 1)(2c1 + c2)ρ
1+θ∂x(r
n−2u2)
−γργ+1∂x(r
n−1u)− 2c1(n− 1)θρ
θ+1∂x(r
n−1u)
u
r
− 2c1(n− 1)ρ
θ u
2
r2
}
×[(n− 1)
ut
rρ
+ rn−1utx]dxds + 2c1(n− 1)
∫ t
0
∫ M
0
{
(n− 1)rn−2uρθ
(u
r
)
x
ut
−θrn−1ρθ+1(rn−1u)x
(u
r
)
x
ut − r
n−1ρθ
(
u2
r2
)
x
ut
}
dxds
≤ −C15
∫ t
0
∫ M
0
(ρθ+1u2xt + ρ
θ−1u2t )dxds +C
+C
∫ t
0
(
‖u‖2L∞x + ‖ρ(r
n−1u)x‖
2
L∞x
)∫ M
0
[
ρθ+1u2x + ρ
θ−1u2
]
dxds, (3.84)
From (1.11), (3.17)-(3.20) and the Cauchy-Schwarz inequality, we obtain
J2 ≤
C15
8
∫ t
0
∫ M
0
(
ρθ−1u2t + ρ
θ+1u2xt
)
dxds+ C
+C
∫ t
0
(
‖u‖2L∞x + ‖ρ(r
n−1u)x‖
2
L∞x
) ∫ M
0
[
ρθ+1u2x + ρ
θ−1u2
]
dxds (3.85)
and
J5 ≤
C15
8
∫ t
0
∫ M
0
ρθ−1u2tdxds
+C
∫ t
0
∫ M
0
(G(M0 + x)r
−n|u|+ |∂r∆fu|+ |∂t∆f |)
2ρ1−θdxds
≤
C15
8
∫ M
0
rα−2u2t dxds+ C. (3.86)
From (3.82)-(3.86), we have
∫ M
0
u2t (x, t)dx +
∫ t
0
∫ M
0
[
ρθ+1u2xt + ρ
θ−1u2t
]
dxds
≤ C +C
∫ t
0
(
‖u‖2L∞x + ‖ρ(r
n−1u)x‖
2
L∞x
)∫ M
0
[
ρθ+1u2x + ρ
θ−1u2
]
dxds. (3.87)
28
From (3.71)-(3.72) and (3.79), we have
‖ρ∂x(r
n−1u)‖L∞x ≤ C + C‖ut‖L2x . (3.88)
From (3.20), (3.71)-(3.72) and (3.87)-(3.88), we obtain
∫ M
0
u2t (x, t)dx +
∫ t
0
∫ M
0
[
ρθ+1u2xt + ρ
θ−1u2t
]
dxds
≤ C + C
∫ t
0
∫ M
0
[
ρθ+1u2x + ρ
θ−1u2
]
dx‖ut‖
2
L2x
ds.
Using Gronwall’s inequality and the estimate (3.20), we obtain (3.80)-(3.81) immediately.
Proof of existence and uniqueness
If T ∗ <∞, from Lemmas 3.9-3.13, we have, for all t ∈ [0, T ∗),
C−1(M − x)1/γ ≤ ρ(x, t) ≤ C(M − x)1/γ , x ∈ [0,M ],
∫ M
0
(M − x)
1− θ
γ (ρθ)2xdx ≤ C,
∫ M
0
(ργ)2xdx ≤ C,
∫ M
0
u2 + (M − x)
θ+1
γ u2xdx ≤ C, u(0, t) = 0,
∫ M
0
{(
(2c1 + c2)ρ
θ+1(rn−1u)x
)
x
− 2c1(n− 1)
u
r
∂xρ
θ
}2
dx ≤ C.
Thus, from Theorem 3.1, there exists T2 > 0 such that the free boundary problem (1.15)-(1.17)
admits a unique weak solution (ρ2, u2, r2)(x, t) on [0,M ] × [T
∗ − T22 , T
∗ + T22 ], with initial data
(ρ, u, r)(x, T ∗ − T22 ). Using the uniqueness result in Theorem 3.1, we obtain that
(ρ˜, u˜, r˜)(x, t) =
{
(ρ, u, r)(x, t), t ∈ [0, T ∗ − T22 ]
(ρ2, u2, r2)(x, t), t ∈ [T
∗ − T22 , T
∗ + T22 ]
is a solution of the system (1.15)-(1.17), which is contradiction with the definition of T ∗. Thus,
we have T ∗ =∞. From Lemma 3.9-3.13, we can show that the global weak solution satisfies the
regularity conditions (1.25)-(1.26) and (1.28) in Theorem 1.1.
Remark 3.2. The uniqueness of the solution of Theorem 3.1 is obtained by the energy method.
Let (ui, ρi, ri), i = 1, 2, be two solutions of the system (1.15)-(1.17) satisfying the regularity
conditions in Theorem 1.1. Using similar arguments as that in the uniqueness part in [3], we can
obtain, for all T > 0,
d
dt
∫ M
0
(
w2 + ρ1−θ1 ρ
2θ−4
2 ̺
2 + ρθ1ρ
−1
2 R
2
)
dx
+C−1
∫ M
0
ρ1+θ1
(
ρ1r
2n−2
1 (∂xw)
2 +
w2
r21ρ1
)
dx
≤ C
∫ M
0
(
w2 + ρ1−θ1 ρ
2θ−4
2 ̺
2 + ρθ1ρ
−1
2 R
2
)
dx, t ∈ [0, T ],
where (w, ̺,R) = (u1 − u2, ρ1 − ρ2, r1 − r2). Using Gronwall’s inequality, we could obtain
(u1, ρ1, r1) = (u2, ρ2, r2), a.e. (x, t) ∈ [0,M ] × [0, T ].
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4 Further decay result
Lemma 4.1. Let ν be a positive constant satisfying ν < min{1, 2γ−2γ+θ }. Under the assumptions
of Theorem 1.1, we obtain ∥∥∥∥ρ γ+θ2 (·, t)− ρ γ+θ2∞ (·)
∥∥∥∥
L∞
≤ C(1 + t)−
1
4
+
ǫ2
2 , (4.1)
‖r(·, t)− r∞(·)‖L∞ ≤ Cν(1 + t)
− 1
4
ν+
ǫ2ν
2 , (4.2)
for all t ≥ 0, where Cν is a positive constant depending on ν.
Proof. From (3.48), (3.56) and (3.66), we have∫ M
0
(
ρ
γ+θ
2 − ρ
γ+θ
2
∞
)2
x
dx ≤ C(1 + t)ǫ2 , t ≥ 0. (4.3)
Combining (3.33) and the Galiardo-Nirenberg inequality ‖φ‖L∞ ≤ ‖φ‖
1
2
L2
‖φ′‖
1
2
L2
, we obtain∥∥∥∥ρ γ+θ2 − ρ γ+θ2∞
∥∥∥∥
L∞
≤ C(1 + t)−
1
4
+
ǫ2
2 , t ≥ 0.
From (3.17)-(3.18), (3.48) and (4.1), we have∥∥∥∥ρ ν(γ+θ)2 (·, t)− ρ ν(γ+θ)2∞ (·)
∥∥∥∥
L∞
≤ C‖ρ
γ+θ
2 (·, t) − ρ
γ+θ
2
∞ (·)‖
ν
L∞ ≤ C(1 + t)
− ν
4
+
ǫ2ν
2 ,
‖r(·, t)− r∞(·)‖L∞ ≤ C
∫ M
0
|ρ−1 − ρ−1∞ |dx
≤ C‖ρ
ν(γ+θ)
2 (·, t)− ρ
ν(γ+θ)
2
∞ (·)‖L∞
∫ M
0
(M − x)−
1
γ
−
ν(γ+θ)
2γ dx
≤ Cν(1 + t)
− ν
4
+
ǫ2ν
2 ,
for all t ≥ 0.
Using similar arguments as that in Lemmas 3.6, 3.11-3.12 and 4.1 with ν = γ−12γ , we can
obtain the following lemma and omit the proof.
Lemma 4.2. Under the assumptions of Theorem 1.1, we have∫ M
0
(M − x)
θ−1
γ (g − g∞)
2dx+
∫ t
0
∫ M
0
[
ργ−1∞ (g − g∞)
2 + (r − r∞)
2
]
dxds ≤ C, (4.4)
∫ M
0
{
u2(x, t) + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx ≤ C(1 + t)−1, (4.5)
∫ t
0
(1 + s)‖u(·, s)‖2L∞ds+
∫ t
0
∫ M
0
(1 + s)
(
ρθ+1u2x + ρ
θ−1u2
)
(x, s)dxds ≤ C, (4.6)
∫ M
0
(M − x)1−
θ
γ (ρθ − ρθ∞)
2
x(x, t)dx+
∫ t
0
∫ M
0
(M − x)2−
2θ
γ (ρθ − ρθ∞)
2
x(x, s)dxds ≤ C, (4.7)
(1 + t)
∫ M
0
(
ρθ−1u2 + ρθ+1u2x
)
(x, t)dx +
∫ t
0
∫ M
0
(1 + s)u2t (x, s)dxds ≤ C, (4.8)
for all t ≥ 0.
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Remark 4.1. The key point is: similar to (3.32), using the estimates (3.18), (3.34), (4.2) and the
condition ǫ2 <
γ−1
2(3γ−1) , we have∫ t
0
∫ M
0
2c1(n− 1)ρ
θ
(
u
r
(
rn
n
−
rn∞
n
)
)
x
dxds
≤ C
∫ t
0
∫ M
0
{
|r − r∞|
(
|ρθux|+ |ρ
θ−1u|
)
+ ρθ|u(ρ−1 − ρ−1∞ )|
}
dxds
≤ C
∫ t
0
∫ M
0
(1 + s)1−ǫ2
(
ρθ+1u2x + ρ
θ−1u2
)
(x, s)dxds
+C
∫ t
0
(1 + s)ǫ2−1‖r(·, t)− r∞(·)‖
2
L∞
∫ M
0
(M − x)
θ−1
γ dxds
+C
∫ t
0
(1 + s)ǫ2−1‖ρ
ν(γ+θ)
2 (·, t)− ρ
ν(γ+θ)
2
∞ (·)‖
2
L∞
∫ M
0
(M − x)
θ+1
γ
− 2
γ
−
ν(γ+θ)
γ dxds
≤ C + C
∫ t
0
(1 + s)ǫ2−1−
ν
2
+ǫ2νds ≤ C, t ≥ 0.
Without loss of generality, we assume η ∈ (0, 2(γ+θ)γ+θ+1). Let ǫ4 ∈ (0,
γ+θ−1
3(γ+θ)) be a constant
satisfying 1−ǫ4
2− 3γ+3θ−1
2(γ+θ)
+
ǫ4
2
>
2(γ+θ)
γ+θ+1 − η. Define {κj} and {ηj} by ηj+1 = 1 + κj , κj =
3γ+3θ−1
4(γ+θ) ηj −
ǫ4
4 ηj −
1
2 −
ǫ4
2 and η0 = 1. Let N5 be a positive integer satisfying ηN5 >
2(γ+θ)
γ+θ+1 − η. It is easy
to see that η < 2 and κj < 1, j = 0, 1 . . . , N5. Using similar arguments as that in Lemma 4.2,
applying the induction method, we can obtain the following lemma and omit the proof.
Lemma 4.3. Under the assumptions of Theorem 1.1, we have∫ M
0
{
u2(x, t) + (M − x)
γ−1
γ (g − g∞)
2 + (r − r∞)
2
}
dx ≤ Cη,j(1 + t)
−ηj , (4.9)
∫ t
0
(1 + s)ηj‖u(·, s)‖2L∞ds+
∫ t
0
∫ M
0
(1 + s)ηj
(
ρθ+1u2x + ρ
θ−1u2
)
(x, s)dxds ≤ Cη,j , (4.10)∥∥∥∥ρ γ+θ2 (·, t)− ρ γ+θ2∞ (·)
∥∥∥∥
L∞
≤ Cη,j(1 + t)
−
ηj
4 , (4.11)
∫ t
0
∫ M
0
(1 + s)κj
[
ργ−1∞ (g − g∞)
2 + (r − r∞)
2
]
dxds ≤ Cη,j , (4.12)
(1 + t)ηj
∫ M
0
(
ρθ−1u2 + ρθ+1u2x
)
(x, t)dx+
∫ t
0
∫ M
0
(1 + s)ηju2t (x, s)dxds ≤ Cη,j , (4.13)
‖u(·, t)‖L∞ ≤ Cη,j(1 + t)
−
ηj
2 , (4.14)
for all t ≥ 0, j = 0, . . . , N5, where Cη,j is a positive constant depending on η and j.
Remark 4.2. The main difficulty is to show (4.12) with j = k, when (4.9)-(4.11) hold with j = k.
From (3.27)-(3.28), we have∫ T
0
∫ M
0
(1 + t)κk
[
A(ργ∞ − ρ
γ)(ρ−1 − ρ−1∞ ) +G(M0 + x)(r
2−2n − r2−2n∞ )(
rn
n
−
rn∞
n
)
]
dxdt
= −
∫ T
0
∫ M
0
(1 + t)κk
ut
rn−1
(
rn
n
−
rn∞
n
)dxdt−
∫ T
0
∫ M
0
(1 + t)κk∆fr1−n
(
rn
n
−
rn∞
n
)
dxdt
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+∫ T
0
∫ M
0
(1 + t)κk(2c1 + c2)ρ
1+θ∂x(r
n−1u)(ρ−1∞ − ρ
−1)dxdt
+
∫ T
0
∫ M
0
(1 + t)κk2c1(n− 1)ρ
θ
(
u
r
(
rn
n
−
rn∞
n
)
)
x
dxdt :=
4∑
i=1
Qi, T > 0 (4.15)
and
L.H.S of (4.15) ≥ C12
∫ T
0
∫ M
0
(1 + t)κk
[
ργ−1∞ (g − g∞)
2 + (r − r∞)
2
]
dxdt. (4.16)
Similar to (3.29)-(3.32), applying the estimates (3.17)-(3.20), (4.4), integration by parts, the
Cauchy-Schwarz inequality and the fact that κj =
3γ+3θ−1
4(γ+θ) ηj −
ǫ4
4 ηj −
1
2 −
ǫ4
2 < ηj , we can
estimate Qi as follows.
Q1 ≤ −
∫ M
0
(1 + t)κk
u
rn−1
(
rn
n
−
rn∞
n
)
dx
∣∣∣∣
T
0
+ C
∫ T
0
(1 + t)κk‖u‖2L∞x dt
+C
∫ T
0
∫ M
0
(1 + t)κk−1|u||r − r∞|dxdt
≤ C (4.17)
Q2 ≤
C12
6
∫ T
0
∫ M
0
(1 + t)κk (r − r∞)
2 dxdt+ C
∫ T
0
f21 (1 + t)
κkdt
≤
C12
6
∫ T
0
∫ M
0
(1 + t)κk (r − r∞)
2 dxdt+ C, (4.18)
Q3 ≤ C
∫ T
0
∫ M
0
(1 + t)ηkρ1+θ(rn−1ux)
2
xdxdt
+C
∫ T
0
∫ M
0
(1 + t)2κk−ηk−
ηkν1
2 (M − x)
θ−1
γ
−
ν1(γ+θ)
γ dxdt
≤ C, (4.19)
where ν1 =
γ+θ−1
γ+θ − ǫ4,
‖r(·, t)− r∞(·)‖L∞ ≤ C(1 + t)
ν1ηk
4 ,
and
Q4 ≤ C
∫ T
0
∫ M
0
(1 + t)ηk
(
ρ1+θ(rn−1ux)
2
x + ρ
θ−1u2
)
dxdt
+C
∫ T
0
∫ M
0
(1 + t)2κk−ηk−
ηkν1
2 (M − x)
θ−1
γ dxdt
≤ C. (4.20)
From (4.15)-(4.20), we finish the proof of (4.12) with j = k.
From (4.12) with j = N5, using similar arguments as that in Lemma 3.11, we can obtain the
following lemma and omit the proof.
Lemma 4.4. Under the assumptions of Theorem 1.1, we have∫ M
0
(M − x)
2− 2θ
γ (ρθ − ρθ∞)
2
xdx ≤ Cη(1 + t)
η− γ+θ−1
γ+θ , (4.21)
‖ργ(·, t) − ργ∞(·)‖L∞ ≤ C(1 + t)
η
2
− 3γ+3θ−1
4(γ+θ+1) , t ≥ 0. (4.22)
Thus, we finish the proof of Theorem 1.1.
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