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1 Introduction
While worldsheet modular invariance has played a major role in the context of perturbative
string theory since its early days, the advent of target space and non-perturbative dual-
ities has brought into play yet another branch of the mathematics of automorphic forms
invariant under infinite discrete groups. Indeed, physical amplitudes should depend on
scalar fields usually taking values (in theories with many supersymmetries) in a symmetric
space K\G(R), where K is the maximal compact subgroup of G, while duality identifies
points in K\G(R) differing by the right action of an infinite discrete subgroup G(Z) of
G(R). This includes in particular the mapping class group SL(d,Z) in the case of toroidal
compactifications of diffeomorphism-invariant theories, the T-duality group SO(d, d,Z) in
toroidal compactifications of string theories, as well as the non-perturbative U-duality group
Ed+1(d+1)(Z) in maximally supersymmetric compactified M-theory [1, 2, 3] (see for instance
[4, 5] for reviews and exhaustive list of references). Moreover, supersymmetry constrains
certain “BPS saturated” amplitudes to be eigenmodes of second order differential opera-
tors [6, 7, 8], so that harmonic analysis on such spaces provides a powerful tool for under-
standing these quantities. In the most favorable case, it can be used to determine exact
non-perturbative results not obtainable otherwise, which can then be analyzed at weak
coupling [9, 10]. Other exact results can also be obtained from string-string duality, al-
though in a much less general way, since one needs to be able to control the result on
one side of the duality map. This approach was taken for vacua with 16 supersymmetries
in [11, 12, 13, 14, 15, 16, 17, 18]. In both cases, one generically obtains a few perturba-
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tive leading terms which can in principle be checked against a loop computation, whereas
the non-perturbative contributions correspond to instantonic saddle points of the unknown
string field theory. A number of hints for the rules of semi-classical calculus in string
theory have been extracted from these results [19, 20] and reproduced in Matrix models
[21, 22, 23], but a complete prescription is still lacking. A better understanding of such
effects would be very welcome, as it would for instance allow quantitative computations of
perturbatively-forbidden processes in cases of more immediate physical relevance.
The prototypical example was proposed by Green and Gutperle, who conjectured that
the R4 couplings in ten-dimensional type IIB theory were exactly given by an S-duality
invariant result [9]
f IIBR4 =
1
l2P
∑
(m,n)6=0
[
τ2
|m+ nτ |2
]3/2
=
ζ(3)
l8P
∑
(p,q)=1
1
T 3(p,q)
(1.1)
where in the first expression τ = a + i/gs = τ1 + iτ2 is the complexified string coupling
transforming as a modular parameter under SL(2,Z)S and lP = g
1/4
s ls the S-duality invari-
ant ten-dimensional Planck length. This result is interpreted in the second expression as a
sum over the solitonic (p, q) strings of tension T(p,q) = |p+ qτ |/l2s . In particular, the scaling
dimension −8 + 3 × 2 is appropriate for an R4 coupling in ten dimensions. The invariant
function in (1.1) is a particular case s = 3/2 of a set of non-holomorphic automorphic forms
ESL(2,Z)2;s =
∑
(m,n)6=0
[
τ2
|m+ nτ |2
]s
(1.2)
also known as Eisenstein series, which together with a discrete set of cusp forms generate
the spectrum of the Laplacian on the fundamental domain of the upper half-plane, within
the set of modular functions increasing at most polynomially as τ2 → ∞ (see [24] for an
elementary introduction):
∆U(1)\SL(2) ESL(2,Z)2;s =
s(s− 1)
2
ESL(2,Z)2;s , ∆U(1)\SL(2) =
1
2
τ 22 (∂
2
τ1
+ ∂2τ2) . (1.3)
Cusp forms are exponentially suppressed at large τ2, and lie at discrete values along the
s = 1/2 + iR axis, although no explicit form is known for them. Eisenstein series on the
other hand can be expanded at weak coupling (large τ2) by Poisson resummation on the
integer m (see Appendix C for useful formulae):
ESL(2,Z)2;s =2ζ(2s)τ s2 + 2
√
πτ 1−s2
Γ(s− 1/2)
Γ(s)
ζ(2s− 1)
+
2πs
√
τ2
Γ(s)
∑
m6=0
∑
n 6=0
∣∣∣m
n
∣∣∣s−1/2Ks−1/2 (2πτ2|mn|) e2πimnτ1 (1.4)
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For s = 3/2, this exhibits a tree-level and one-loop term which can be checked against a
perturbative computation, together with an infinite series of instantonic effects, from the
saddle point expansion (C.3) of the modified Bessel function K1:
ESL(2,Z)2;s=3/2 = 2ζ(3)e−3φ/2 +
2π2
3
eφ/2 + 4π
∑
N 6=0
∑
n|N
√
N
n2
[
e−2πN(e
−φ+ia) + e−2πN(e
−φ−ia)
]
+ . . .
(1.5)
where eφ = gs denotes the type IIB coupling. These effects can be interpreted as arising
from D-instantons and anti-D-instantons [9]. As suggested in [25], one can in fact prove
that the 32 supersymmetries of type IIB imply that the exact R4 coupling should be an
eigenmode of the Laplacian on the moduli space U(1)\SL(2,R), with a definite eigenvalue
(3/8 in the conventions of the present paper) [26, 6, 8], which uniquely selects out the
s = 3/2 Eisenstein series. In particular, it rules out contributions from cusp forms, which
on the basis of the leading perturbative terms alone would have been acceptable [6].
Whereas harmonic analysis on the fundamental domain of the upper half-plane U(1)\
SL(2,R)/SL(2,Z) is rather well understood, it is not so for the more general symmetric
spaces of interest in string theory (see however [27, 28]). It is the purpose of this work to
generalize these considerations to more elaborate cases, corresponding to a larger moduli
space and discrete symmetry group. Such situations arise in compactifications with 16 or
32 supersymmetries, where supersymmetry prevents corrections to the scalar manifold. As
we mentioned, this is the case of toroidal compactifications of string theories, with (part of
the) moduli space [SO(d)× SO(d)]\SO(d, d,R)/SO(d, d,Z), or of M-theory, with moduli
space K\Ed+1(d+1)(R)/Ed+1(d+1)(Z). This also happens in more complicated cases, such
as type IIA on K3, with moduli space R
+ × [SO(4)× SO(20)\SO(4, 20,R)] identified by
the SO(4, 20,Z) (perturbative) mirror symmetry, or type IIB on K3, with moduli space
[SO(5)× SO(21)]\SO(5, 21,R) identified by the non-perturbative symmetry SO(5, 21,Z).
It is even possible to have uncorrected tree-level scalar manifolds in theories with 8 super-
symmetries, as in the FHSV model [29], with a moduli space K\[SL(2,R)×SO(2, 10,R)×
SO(4, 12,R)] where K is the obvious maximal compact subgroup. Note that in this case
the duality group is broken to a subgroup of SO(2, 10,Z)× SO(4, 12,Z), due to the effect
of the freely acting orbifold. Usually however, in cases with 8 supersymmetries, ampli-
tudes are given by sections of a symplectic bundle on the corrected moduli space, and our
methods will not carry over in a straightforward way.
This generalization was in fact started in Ref. [10], where toroidal compactifications of
type IIB string theory down to 7 or 8 dimensions were considered. It was demonstrated
there that the straightforward extension of the order 3/2 Eisenstein series (1.2) to the U-
duality groups SL(5,Z) and SL(3,Z) reproduces the tree-level and one-loop R4 thresholds,
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together with (p, q)-string instantons. A generalization to lower dimensional cases was
also proposed, and a distinct route using successive T-dualities was taken in Ref. [30] to
obtain the contribution of the O(e−1/gs) D-brane instantons in the toroidally compactified
type IIA and IIB theories; it was also pointed out that S-duality suggests extra O(e−1/g
2
s )
contributions yet to be understood. In the present work, we will take a more general
approach, and investigate the properties and utility of the generalized Eisenstein series,
that we define for any symmetric space K\G(R) and any representation R of G by
EG(Z)R;s (g) =
∑
m∈ΛR\{0}
δ(m ∧m) [m · RtR(g) ·m]−s . (1.6)
Here, g denotes an element in the coset K\G(R), m a vector in an integer lattice ΛR
transforming in the representation R. ∧ is an integer-valued product on the lattice, such
that the condition m ∧ m = 0 projects the symmetric tensor product R ⊗s R onto its
highest irreducible component, thus keeping only the “completely symmetric” part. This
definition is to be contrasted with the one used in the mathematical literature [28]:
EG(Z){wi} (g) =
∑
h∈G(Z)/N
r∏
i=1
ai(gh)
−wi (1.7)
where wi is now an arbitrary r-dimensional vector in weight space, and a(g) is the Abelian
component of g in the Iwasawa decomposition of the rank-r non-compact group G(R) =
K ·A ·N into maximal compact K, Abelian A and nilpotent N subgroups. Note that this
definition is manifestly K-invariant on the left and G(Z)-invariant on the right. Choosing
w along a highest-weight vector λR associated to a representation R reduces (1.7) to (1.6)
where w = sλR, up to an s-dependent factor. This generalizes the equality in (1.1) to
higher rank groups. The definition (1.6), albeit less general, has a clearer physical meaning:
the lattice ΛR labels the set of BPS states in the representation R of the duality group,
M2 = m · RtR(g) ·m gives their mass squared (or tension), and m ∧m = 0 imposes the
half-BPS condition; this will be shown to be a necessary requirement for the eigenmode
condition ∆K\G EG(Z)R;s ∝ EG(Z)R;s , but could be dropped if one were to address non–half-BPS
saturated amplitudes.
The outline of this paper is as follows. In Section 2, we will discuss the simplest case of
SL(d,Z) Eisenstein series, where most of the features arise without the complications in the
parametrization of the moduli space. In Section 3, we will turn to SO(d, d,Z) Eisenstein
series, and discuss their applications for the computation of T-duality invariant one-loop
thresholds of string theories compactified on a torus T d. In Section 4, we covariantize this
expression to obtain exact non-perturbative R4 couplings in toroidal compactifications of
M-theory to D ≥ 4. In Section 5, we apply the same techniques to the g-loop threshold,
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and use it to deduce R4H4g−4 exact couplings in the same theory. Computational details
will be relegated to the Appendices. This work appeared on the archive simultaneously
with Ref. [31], which uses similar techniques, albeit with a different motivation.
2 Toroidal compactification and SL(d,Z) Eisenstein series
2.1 Moduli space and Iwasawa gauge
Infinite discrete symmetries appear in the simplest setting in compactifications of a diffeo-
morphism invariant field theory on a torus T d. Specifying the internal manifold requires a
flat metric on the torus, that is a positive definite metric g. Equivalently we may specify
a vielbein e ∈ Gl(d,R) such that g = ete, defined up to orthogonal rotations SO(d,R)
acting on the left, which leave g invariant. This gauge invariance can be fixed thanks to
the Iwasawa decomposition
Gl(d,R) = SO(d,R)× (R+)d × Nd, (2.1)
where (R+)d denotes the Abelian group of diagonal d × d matrices with positive non zero
entries, and Nd the nilpotent group of upper triangular matrices with unit diagonal, by
choosing e in the last two factors, i.e. in an upper triangular form. The Abelian part
corresponds to the radii of the torus, whereas Nd parametrizes the Wilson lines A
j
i of the
Kaluza–Klein gauge field gµi.
By general covariance, the Kaluza–Klein reduction of the field theory on the torus only
involves contractions with the metric gij , so that the reduced theory is invariant under a
symmetry h ∈ Gl(d,R) which transforms g in the representation g → htgh. The vielbein
on the other hand is acted upon on the right, e → eh, which has to be compensated
by a field-dependent SO(d,R) gauge transformation e → ω(e, h)e to preserve the upper
triangular form. Transforming by an element h ∝ 1 in the center of Gl(d,R) corresponds
to changing the volume, whereas an SL(d,R) transformation affects the torus shape. This
change is not always physical however, since an SL(d,Z) rotation can be compensated by
a global diffeomorphism of the torus, i.e. an element of the mapping class group. The
toroidal compactification is therefore parametrized by the symmetric space
R
+ × [SO(d,R)\SL(d,R)/SL(d,Z)] (2.2)
and all physical amplitudes should be invariant under SL(d,Z). In particular, the effective
action including the massive Kaluza–Klein modes will only be invariant under SL(d,Z),
and not Gl(d,R).
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2.2 Fundamental and antifundamental Eisenstein series
Keeping the above in mind, it is now straightforward to generalize the SL(2,Z) Eisenstein
series (1.2) to the fundamental representation of SL(d,Z) as
ESL(d,Z)d;s =
∑ˆ
mi
[
migijm
j
]−s
, (2.3)
where the subscript d stands for the representation in which the integers mi, i = 1 . . . d
transform. In fact, the above form is really a Gl(d,Z) Eisenstein series since we did not
restrict g to have unit determinant, but the dependence on Vd =
√
det g is trivial so we
shall keep with this abuse of language. The SL(d,Z)-invariant form in (2.3) is easily seen
to be an eigenmode of the Laplacian ‡1 on the scalar manifold (2.2):
∆Gl(d) ESL(d,Z)d;s =
s(2s− d+ 1)
2
ESL(d,Z)d;s (2.4a)
∆Gl(d) =
1
4
gikgjl
∂
∂gij
∂
∂gkl
+
d+ 1
4
gij
∂
∂gij
(2.4b)
In fact, it is more appropriate to restrict to the SO(d,R)\SL(d,R) moduli, in terms of
which
∆SL(d) ESL(d,Z)d;s =
s(d− 1)(2s− d)
2d
ESL(d,Z)d;s (2.5a)
∆SL(d) =
1
4
gikgjl
∂
∂gij
∂
∂gkl
− 1
4d
(
gij
∂
∂gij
)2
+
d+ 1
4
gij
∂
∂gij
(2.5b)
Here we may wonder why we should choose the integers m to lie in the fundamental
representation d of SL(d). Choosing m to transform in the contragredient representation,‡2
ESL(d,Z)
d¯;s
=
∑ˆ
mi
[
mig
ijmj
]−s
, (2.6)
does not bring much novelty, since a Poisson resummation over all integers mi brings us
back to Eq. (2.3), albeit with a transformed order s→ d/2− s:
ESL(d,Z)
d¯;s
=
Vdπ
sΓ(d
2
− s)
π
d
2
−sΓ(s)
ESL(d,Z)
d; d
2
−s
(2.7)
Note that the two series ESL(d,Z)d;s and ESL(d,Z)d¯;s have the same eigenvalue under ∆SL(d), but
different eigenvalues under ∆Gl(d). This simply stems from their different dependence on
the volume, and is not sufficient to lift their degeneracy under the SL(d) Laplacian.
‡1In all expressions for the Laplacians in the main text of the paper we employ the convention that ∂/∂g˜ij
is taken with respect to the diagonally rescaled metric g˜ij = (1 − δij/2)gij, and for simplicity of notation
we omit the tilde. As explained in Appendix A, this redefinition has the advantage that unrestricted sums
can be used.
‡2We denote the contragredient representations of R by R¯, not to be confused by complex conjugation
(all finite dimensional representations considered in this paper are real).
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2.3 Higher representations and constrained Eisenstein series
We may also choose m to transform in a higher dimensional representation, i.e. as a tensor
mij... with prescribed symmetry properties. In order to determine whether we still get an
eigenmode, it is useful to take a more algebraic approach. We consider acting with the
Laplacian on the integral representation
[
mtMm
]−s
=
πs
Γ(s)
∫ ∞
0
dt
t1+s
exp
(
−π
t
mtMm
)
(2.8)
where M = RtR denotes the mass matrix in the representation R. Deriving only once in
the exponential yields the action of the Laplacian on M , which transforms as a symmetric
tensor product R ⊗s R. In order to get an eigenmode, this tensor product should be
irreducible when contracted with the charges m. This puts a quadratic constraint on m,
which we generically denote m ∧ m = 0. In other words, m ∧ m = 0 projects onto the
highest irreducible component of the symmetric tensor product R ⊗s R. One may want
to drop the quadratic constraint, and still impose higher cubic and quartic constraints, in
order to obtain candidates for quarter-BPS amplitudes, but we will not pursue this line
here. Assuming this constraint is fulfilled, we therefore get an insertion of −πQ[R⊗R]/4t
in the integral, where Q[S] is the Casimir (T i)2 in the representation S (we normalize
the Laplacian such that ∆ = 1
4
(T i)2). The other term with two derivatives acting in the
exponential gives a contribution π2Q˜[R⊗sR]/4t2, where Q˜[S] denotes the operator T i⊗T i
acting on the symmetric tensor product S⊗sS. By developing the square in (T i⊗1+1⊗T i)2,
we find that Q[S ⊗s S] = 2Q[S] + 2Q˜[S], so that all in all
eπm
tMm/t∆e−πm
tMm/t =
π2
8t2
(
Q[R⊗s4]− 2Q[R⊗s ]) (mtMm)2 − π
4t
Q[R⊗s2] (mtMm) (2.9)
We now use the expression for the Casimir of the p-th symmetric power of a representation
of highest weight λ,
Q[R⊗spλ ] = (pλ, pλ+ 2ρ) (2.10)
where ρ is the Weyl vector, i.e. the sum of all the fundamental weights, and (·, ·) the inner
product on the weight space with the length of the roots normalized to 2 (since we restrict
to simply laced Lie groups of ADE type). Using formula (B.2) to integrate by part in (2.8),
we thus find
Proposition 1 The constrained Eisenstein series (1.6) associated to the representation of
highest weight λ is an eigenmode of the Laplacian with eigenvalue
∆K\G EG(Z)Rλ;s = s(λ, sλ− ρ) E
G(Z)
Rλ;s
(2.11)
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This result reproduces the eigenvalue (2.5a) for the fundamental representation of SL(d,Z)
but will be applied for many other situations in the following. It implies in particular
that Eisenstein series associated to representations related by outer automorphisms, i.e.
symmetries of the Dynkin diagram, are degenerate under ∆K\G, as well as two Eisenstein
series of same representation but order s and [(λ, ρ)/(λ, λ)]−s. We also note that (2.11) can
be obtained more quickly by noting thatM−2s = (mtMm)−s transforms as the symmetric
power of order −2s of R, and substituting p = −2s in (2.10). Finally, we note that
Eisenstein series are in fact eigenmodes of the complete algebra of invariant differential
operators [28].
In some cases, it may happen that the constraint m ∧m = 0 can be solved in terms of
a lower dimensional representation. This is for instance the case of p-th symmetric tensors
of SL(d,R), where the constraint implies that the integers mijkl... themselves are, up to an
integer r, the symmetric power of a fundamental representation ni:
mijkl... = r ninjnknl . . . . (2.12)
The summation over r can then be carried out explicitly, and the result is proportional
to the Eisenstein function in the fundamental representation, with a redefined order s →
ps. This, however, does not happen for antisymmetric tensors. Since the antisymmetric
representations are associated to the nodes of the Dynkin diagram, we thus see that a subset
of eigenmodes of the Laplacian is in general provided by the Eisenstein series associated to
the nodes of the Dynkin diagram, up to cusp forms.
2.4 Decompactification and analyticity
Our definition of Eisenstein series has so far remained rather formal: the infinite sums
appearing in (2.3), (2.6) are absolutely convergent for s > d/2 only, and need to be analyti-
cally continued for other values of s in the complex plane‡3. It turns out that the analyticity
properties can be determined by induction on d, which corresponds to the physical process
of decompactification. We thus assume the torus T d+1 to factorize into a circle of radius R
times a torus T d with metric gab and use the integral representation (2.8) of the Eisenstein
series, say in the fundamental representation,
ESL(d+1,Z)d+1;s =
πs
Γ(s)
∫ ∞
0
dt
t1+s
∑ˆ
m,na
exp
(
−π
t
[
nagabn
b +R2m2
])
(2.13)
where m denotes the first component of ni . The leading term as R → ∞ corresponds
to the m = 0 contribution, which reduces to the SL(d,Z) Eisenstein series. Subleading
‡3Other regularization methods have also been discussed in Ref. [10]
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contributions arise by Poisson resumming on the unrestricted (since now m 6= 0) integers
na:
ESL(d,Z)d+1;s = ESL(d,Z)d;s +
πs
VdΓ(s)
∫ ∞
0
dt
t1+s−
d
2
∑
na
∑ˆ
m
exp
(
−πtnagabnb − π
t
R2m2
)
(2.14)
where Vd stands for the volume
√
det g of the torus T d. Separating the na = 0 contribution
from the still subleading na 6= 0 one, we get
ESL(d+1,Z)d+1;s = ESL(d,Z)d;s +
2πsΓ(s− d/2)ζ(2s− d)
πs−d/2Γ(s)R2s−dVd
+
2πs
Γ(s)R2s−d−2
∑ˆ
m
∑ˆ
na
∣∣∣∣nagabnbm2
∣∣∣∣Ks−d/2 (2π|m|R√nagabnb) (2.15)
Using the asymptotic behaviour of the Bessel function (C.3), we see that the last term is
exponentially suppressed of order O(e−R), and the sum is absolutely convergent and thus
analytic in s. For d = 1, the SL(d,Z) Eisenstein series reduces to 2ζ(2s)R−2s and has a
simple pole at s = 1/2. For d > 1, induction shows that the pole at s = d/2 from the second
term cancels the one in the SL(d,Z) Eisenstein series, leaving the pole at s = (d + 1)/2
from the zeta function in (2.15). We thus have
Proposition 2 The SL(d,Z) Eisenstein series of order s in the fundamental representa-
tion can be analytically continued to the s-plane with s = d/2 excluded, where it has a single
pole with residue
ESL(d,Z)d;s ≃
πd/2
VdΓ(d/2)
1
s− d/2 (2.16)
This result is well known in the mathematical literature [27]. Of course, the same holds for
the antifundamental representation by replacing Vd by its inverse. Let us mention in passing
that, together with the functional relation (2.7), this implies a relation which generalizes
2ζ(0) = −1:
ESL(d,Z)d;s=0 = ESL(d,Z)d¯;s=0 = −1 (2.17)
We also note that the pole at s = d/2 coincides with the vanishing of the eigenvalue of
the Eisenstein series under the Laplacian ∆SL(d). This is so because the residue is moduli
independent. An invariant modular form can still be obtained by subtracting the pole, in
which case the eigenmode equation gets a harmonic anomaly:
∆SL(d) EˆSL(d,Z)d;s=d/2 =
πd/2(d− 1)
2Γ(d/2)Vd
(2.18)
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The case d = 2, particularly relevant in the sequel, corresponds to Kronecker’s first limit
formula (see e.g. [24]),
EˆSL(2,Z)2;s=1 = −π log
(
4e−4γτ2|η(τ)|4
)
(2.19)
where η(τ) denotes the usual Dedekind function and γ is Euler’s constant.
This computation can unfortunately not be made for constrained Eisenstein series,
since the constraint prevents a simple Poisson resummation. We shall come back to this
problem in the next section for the SO(d, d,Z) case. We can however conjecture the
analytic structure from a simple argument: the divergences arise from the large m region,
where the integers can be approximated by N = dimR continuous variables. The Nc
quadratic constraints restrict the phase space to RN−Nc , while inserting an extra factor
r−Nc in spherical coordinates, from δ(r2) = δ(r)/2r. We are therefore led to the integral∫
r−NcrN−Nc−1r−2sdr, which converges for s > (N − 2Nc)/2. We therefore expect a simple
pole at s = (N − 2Nc)/2 for an Eisenstein series of an N -dimensional representation with
Nc independent constraints.
2.5 Partial Iwasawa decomposition
In determining the decompactification behaviour, we assumed the torus T d+1 to factorize
into T d × S1. This may be too restrictive, as for instance in M-theory applications, where
we are interested in the perturbative type II limit corresponding to a vanishingly small
circle of radius Rs = gsls but still want to retain the effect of the off-diagonal metric, i.e.
the Ramond one-form A. It is then convenient to take the Kaluza–Klein ansatz
dxigijdx
j = R2(dx1 + Aadx
a)2 + dxagˆabdx
b (2.20)
which is nothing but a partial Iwasawa decomposition. This breaks the higher dimensional
symmetry SL(d+1,R) to a subgroup SL(d,R), together with a nilpotent group of constant
shifts Aa → Aa + Λa, which is what remains from the Kaluza–Klein gauge invariance on a
flat torus. In terms of these variables, the Laplacian takes the form (See Appendix A.5 for
details on the derivation.)
∆Gl(d+1) = ∆Gl(d) − 1
4
gˆab
∂
∂gˆab
+
1
4
(
R
∂
∂R
)2
+
d
4
R
∂
∂R
+
gˆab
2R2
∂
∂Aa
∂
∂Ab
(2.21)
One can then check that each term in (2.15) – upon reinstating the dependence on Aa – is
an eigenmode of the Laplacian with the correct eigenvalue.
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3 SO(d, d,Z) Eisenstein series and one-loop thresholds
In this section we turn to the construction of Eisenstein series for SO(d, d,Z) and its
application to one-loop thresholds in type II string theory. Higher genus contributions are
also amenable to an Eisenstein series representation, and will be addressed in Section 5.
3.1 Moduli space and Iwasawa gauge
Owing to the occurrence of winding states charged under the 2-form Bµν , any closed string
theory on a torus T d exhibits a larger symmetry O(d, d,Z), a discrete subgroup of the
O(d, d,R) symmetry of the massless degrees of freedom. The symmetry is actually reduced
to SO(d, d,Z) in type II theories, where the elements in O(d, d,Z) with determinant −1
map type IIA to type IIB. This T-duality is valid to all orders in perturbation theory,
and postulated to hold non-perturbatively as well. It contains the mapping class group
SL(d,Z) of the torus as a subgroup, as well as generators that are non-perturbative from
a world-sheet point of view. The moduli space includes a symmetric subspace
[SO(d,R)× SO(d,R)] \SO(d, d,R)/SO(d, d,Z) (3.1)
describing the metric of the torus and the two-form background, which can again be
parametrized using the Iwasawa decomposition
SO(d, d,R) = [SO(d,R)× SO(d,R)]× (R+)d × NSO2d , (3.2)
More precisely, the Abelian part (R+)d corresponds to the d radii (and d inverse radii)
of the torus and the nilpotent part NSO2d parametrizes the Wilson lines A
j
i of the Kaluza–
Klein gauge field and the antisymmetric tensor Bij . In particular, in the basis where the
SO(d, d,Z) invariant tensor is η =


0 1d
1d 0

, the gauge-fixed vielbein e can be chosen as
e =


1/R1
1/R2
. .
.
R1
R2
. .
.

 ·


1 . . .
−A1
2
1
.
.
.
. .
.
1 A1
2
. . .
1
.
.
.
.
.
.


·


1 B11 B12 . . .
1 B21 B22 . . .
. .
.
.
.
.
.
.
.
1
1
. .
.


(3.3)
and right symmetry transformations by an SO(d, d,R) element have to be compensated
by left SO(d,R)× SO(d,R) gauge transformations. The SL(d,R) subgroup corresponds
to block diagonal elements


g−1
g

. In analogy with the SO(d)\SL(d,R) case, we can
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trade the vielbein e for the gauge invariant moduli matrix
M(V) = ete =
(
g−1 g−1B
−Bg−1 g −Bg−1B
)
(3.4)
which provides the mass matrix for BPS states in the vector representation V of SO(d, d),
namely momentum and winding states. D-branes on the other hand transform as (conju-
gate) spinor representations S (C), and their mass matrix is given accordingly byR(e)tR(e)
where R(e) is the spinor or conjugate spinor representation of the group element e. We
can therefore build SO(d, d,Z) invariant functions by summing the BPS mass or tension
over all BPS states, which we do now.
3.2 Spinor and vector Eisenstein series
In order to define these T-duality invariant functions, we need to be more explicit about the
mass matrix and BPS conditions of these states. These have been reviewed in [5] (see [32]
for a re´sume´) so we shall be brief in recalling them. The mass in the vector representation
in terms of the KK momenta and winding numbers mi, m
i (i = 1 . . . d), reads
M2(V) = m · ete ·m = m˜igijm˜j +migijmj , (3.5a)
k = mim
i = 0 , (3.5b)
where the last equation records the (quadratic) half-BPS condition m ∧ m = k = 0.
Integer shifts of B → B + b induce a spectral flow mi → mi − bijnj on the lattice of BPS
states, leaving the dressed charge m˜i = mi +Bijm
j invariant and preserving the condition
m∧m = 0. For the spinor representation with 2d−1 charges (m[1], m[3], m[5], . . .)‡4 describing
the wrapping numbers along the odd cycles of T d, the charges can be encapsulated in a
differential form m = midxi +
1
3!
mijkdxi ∧ dxj ∧ dxk + . . . and the effect of the B-field is to
boost the charges as m˜ = exp
(
1
2
Bijdx
i ∧ dxj ·)m, where · denotes the inner product. The
‡4Integer subscripts or superscripts in square brakets denote the number of antisymmetric SL(d) indices.
When separated by a semi-colon as in (3.7), they stand for groups of antisymmetric indices with no mutual
symmetry property. The upper or lower position of the indices denotes a gradient or contragradient
representation of SL(d).
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formula [30]
M2(S) = 1
Vd
[
(m˜i)2 +
1
3!
(m˜ijk)2 +
1
5!
(m˜ijklm)2 + . . .
]
(3.6a)
m˜i = mi +
1
2
mjkiBjk +
1
8
mjklmiBjkBlm + . . . (3.6b)
m˜ijk = mijk +
1
2
mlmijkBlm + . . . (3.6c)
m˜ijklm = mijklm + . . . (3.6d)
gives, up to a power Vd/(g
2
s l
8
s) = l
d−8
P of the T-duality invariant Planck length and subject
to the half-BPS conditions
k[4] = kijkl = m[imjkl] = 0 (3.7a)
k[1;5] = ki;jklmn = mi[jkmlmn] +mi[jklmmn] = 0 (3.7b)
k[2;6] = kij;klmnpq = mij[kmlmnpq] = 0 , (3.7c)
the mass of type IIB D-branes wrapped on an odd-dimensional cycle, or the tension of type
IIA D-branes wrapped on an odd-dimensional cycle. Here we made explicit the constraints
up to d = 6 only. In particular, we note that the first occurrence of the quadratic constraints
is for d = 4, in which case they reduce to a singlet. For d = 5 they form a vector 5,
while for d = 6 they transform in an antisymmetric representation 66 of the T-duality
group SO(6, 6,Z). More generally, one should require the representation R ⊗s R to be
irreducible. Similarly, for the conjugate spinor representation with wrapping numbers m =
(m,m[2], m[4], . . .) around the even cycles of T d, we have
M2(C) = 1
Vd
[
m˜2 +
1
2
(m˜ij)2 +
1
4!
(m˜ijkl)2 + . . .
]
(3.8a)
m˜ = m+
1
2
mijBij +
1
8
mijklBijBkl + . . . (3.8b)
m˜ij = mij +
1
2
mklijBkl + . . . (3.8c)
m˜ijkl = mijkl + . . . (3.8d)
with half-BPS conditions
kijkl = m[ijmkl] +m mijkl = 0 (3.9a)
ki;jklmn = mi[jmklmn] +m mijklmn = 0 (3.9b)
kij;klmnpq = nijnklmnpq + nij[klnmnpq] = 0 (3.9c)
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This describes the tension of type IIB D-branes wrapped on an even-dimensional cycle, or
the mass of type IIA D-branes wrapped on an even-dimensional cycle.
With these T-duality invariant building blocks in hand, we may now define the Eisen-
stein series for each of these three representations as
ESO(d,d,Z)R;s =
∑ˆ
m
δ(m ∧m)[M2(R)]−s (3.10)
where have used the labels R = V,S,C for the vector, spinor and conjugate spinor rep-
resentations. Here δ(m ∧m) stands for the quadratic constraints (3.5b), (3.7), (3.9), and
M2(R) are the mass formulae given in (3.5a), (3.6), (3.8). Not surprisingly, an explicit
computation (see Appendix B) shows that these Eisenstein series are indeed eigenmodes of
the Laplacian on the scalar manifold (3.1),
∆SO(d,d) ESO(d,d,Z)R;s = ∆(R, s) ESO(d,d,Z)R;s (3.11a)
∆SO(d,d) =
1
4
gikgjl
[
∂
∂gij
∂
∂gkl
+
∂
∂Bij
∂
∂Bkl
]
+
1
2
gij
∂
∂gij
(3.11b)
where the eigenvalues are given by
∆(V, s) = s(s− d+ 1) , ∆(S, s) = ∆(C, s) = sd(s− d+ 1)
4
, (3.12)
in agreement with Eq. (2.11). The degeneracy of the spinor and conjugate spinor (as well
as the vector for d = 4) is a consequence of the outer automorphism which relates the two
(or the three for d = 4, due to triality). We emphasize that the derivation shows that the
quadratic 1/2 BPS constraints are essential for these Eisenstein series to be eigenmodes.
For instance, in the case of the vector representation, the analogue of (2.9) is
∆SO(d,d)e
−mtM(V)m/t =
[
(mtM(V)m)2 − 4(m ∧m)2
t2
− dm
tM(V)m
t
]
e−m
tM(V)m/t (3.13)
where m∧m = mimi vanishes on half-BPS states only. For low dimensional cases however,
the constraints drop or can be solved, so that we are back to ordinary Eisenstein series.
This includes the d = 1 vector series,
ESO(1,1,Z)V;s = 2ζ(2s)
(
R2s +R−2s
)
(3.14)
or the d < 4 spinor series,
ESO(1,1,Z)S;s = 2ζ(2s)R−s , ESO(1,1,Z)C;s = 2ζ(2s)Rs (3.15a)
ESO(2,2,Z)S;s = ESL(2,Z)2;s (U) , ESO(2,2,Z)C;s = ESL(2,Z)2;s (T ) (3.15b)
ESO(3,3,Z)S;s = ESL(4,Z)4;s , ESO(3,3,Z)C;s = ESL(4,Z)4¯;s (3.15c)
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where the identities in the last two lines follow from the local isomorphisms SO(2, 2,R) =
SL(2,R) × SL(2,R) (U and T denote the standard complex moduli U = (g12 + iV2)/g11,
T = B12 + iV2 ) and SO(3, 3,R) = SL(4,R).
3.3 One-loop modular integral and method of orbits
Under toroidal compactification on a torus T d, any string theory exhibits the T-duality
symmetry SO(d, d,Z), and all amplitudes should be expressible in terms of modular forms
of this group. For half-BPS saturated couplings, the one-loop amplitude often reduces to
an integral of a lattice partition function over the fundamental domain F of the moduli
space of genus-1 Riemann surfaces,‡5
Id = 2π
∫
F
d2τ
τ 22
Zd,d(g, B; τ) (3.16)
where Zd,d is the partition function (or theta function) of the even self-dual lattice describing
the toroidal compactification,
Zd,d = Vd
∑
mi,ni
e
− pi
τ2
(mi+τni)(gij+Bij)(mj+τ¯nj) = (τ2)
d/2
∑
mi,ni
e−πτ2M
2(V)−2πiτ1m∧m (3.17a)
This is for instance the case for R4 couplings in type II strings on T d, or R2 or F 2 couplings
in type II on K3 × T 2. In the above formula, a Poisson resummation on the integers mi
takes from the Lagrangian representation, manifestly invariant under the genus 1 modular
group, to the Hamiltonian representation, manifestly invariant under T-duality.
It is natural to expect a connection between this one-loop modular integral and the
SO(d, d,Z) Eisenstein series defined above. As is well known, the τ -integral can be carried
out by the method of orbits, which corresponds to a large volume expansion of the integral.
This was first carried out in [33] and extended to higher dimensional tori in [10, 14]. We
will briefly review these results for later comparison with the Eisenstein series.
In order to carry out the integral on the fundamental domain of the upper half plane,
one uses the fact that an SL(2,Z) modular transformation on τ can be reabsorbed by an
SL(2,Z) action on the doublet (mi, ni): one can thus restrict the sum over (mi, ni) to a sum
over their SL(2,Z) orbits, while unfolding the integration to a larger domain depending on
the centralizer of the orbit. The orbits can be classified by defining the sub-determinants,
‡5This integral is divergent in the infrared region τ2 → ∞ when d ≥ 2. It may be regulated in many
different ways, see e.g. [33] for d = 2. Different regulation schemes lead to results differing by an additive,
moduli independent constant, which we ignore in our analysis.
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dij = 1
2
(minj −mjni), so that dij is a d × d, rank 2 antisymmetric matrix. We then have
the trivial orbit, mi = ni = 0, with a contribution
Itrd = 2πVd
∫
F
d2τ
τ 22
=
2π2
3
Vd ; (3.18)
the degenerate orbits, with all d’s being zero: in this case we can set ni = 0, unfold the
integration domain F onto the strip τ1 ∈ [−12 , 12 ], τ2 ∈ R+, and carry out the integrals:
Idd = 2Vd
∑ˆ
mi
1
migijmj
= 2Vd ESL(d,Z)d;s=1 (gij) ; (3.19)
the non-degenerate orbits, where at least one of the dij is non-zero. The SL(2,Z) modular
action can be completely fixed in order to unfold the integration domain to twice the
upper-half plane. After Gaussian integration on τ , we obtain:
In.dd = 4πVd
∑¯
mi,ni
exp
[
−2π√(m · g ·m)(n · g · n)− (m · g · n)2 + 2πiBijminj]√
(m · g ·m)(n · g · n)− (m · g · n)2 (3.20)
The summation is performed over all sets of 2n integers, having at least one non-zero dij,
modded out by the SL(2,Z) modular action (for d = 1, this is m > 0, 0 ≤ n < m). These
terms are all exponentially suppressed at large Vd, albeit not in a uniform way.
For low-dimensional cases, the sum can be further simplified, and yields the well-known
results:
I1 =
2π2
3
(
R +
1
R
)
, I2 = −2π log(T2U2|η(T )η(U)|4) (3.21)
It is remarkable that these results can be rewritten in terms of SO(d, d,Z) Eisenstein series.
Indeed, using the properties (3.15) and (2.19), we find
Proposition 3 For d = 1, 2, the one-loop integral Id in (3.16) can be rewritten as the
sum of the SO(d, d,Z) Eisenstein series of order 1 in the spinor and conjugate spinor
representations:
Id = 2 ESO(d,d,Z)S;s=1 + 2 ESO(d,d,Z)C;s=1 (3.22)
In particularly, the result is manifestly invariant under the extended T-duality O(d, d,Z),
where the extra generator exchanges the two spinors. We shall now substantiate a similar
claim for d > 2, by showing that the two sides are eigenmodes of second order differential
operators with the same eigenvalues, and that they also agree in various limits. At this
point, we note that the fact that the two spinor representations contribute is in agreement
with the invariance of the modular integral under the extended group O(d, d,Z) which
exchanges the two spinors. Besides, for d = 1 the vector Eisenstein series −π2
3
ESO(1,1,Z)V;s=−1/2 is
an equally valid candidate.
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3.4 A new second order differential operator
Given that our Eisenstein series are eigenmodes of the SO(d, d) Laplacian (3.11b), we
should ask about its action on the modular integral (3.16). An explicit computation of
the action of ∆SO(d,d) on the integrand shows that the lattice sum satisfies the differential
equation [
∆SO(d,d) − 2∆SL(2) + d(d− 2)
4
]
Zd,d = 0 (3.23)
where ∆SL(2) =
1
2
τ 22
(
∂2
∂τ22
+ ∂
2
∂τ21
)
is the Laplacian on the upper-half plane. Upon integrating
by parts the second term, we get a boundary term which vanishes, so that the modular
integral itself is an eigenmode of ∆SO(d,d):
∆SO(d,d)Id =
d(2− d)
4
Id (3.24)
The modular integral Id is therefore degenerate with the SO(d, d,Z) Eisenstein series
ESO(d,d,Z)V;s=d/2−1 , ESO(d,d,Z)S;s=1 , ESO(d,d,Z)C;s=1 , (3.25)
or their “duals”
ESO(d,d,Z)V;s=d/2 , ESO(d,d,Z)S;s=d−2 , ESO(d,d,Z)C;s=d−2 , (3.26)
We expect the functions in (3.26) to be related to the ones in (3.25) by a duality transfor-
mation analogous to (2.7), although we cannot prove this statement at present due to the
presence of constraints.
Less expected however is the existence of a second differential operator d, involving
only the metric, which also annihilates the integrand up to a total derivative:
d = ∆Gl(d) − 1
8
(
gij
∂
∂gij
)2
= ∆SL(d) +
2− d
8d
(
gij
∂
∂gij
)2
(3.27)
where the Gl(d) and SL(d) Laplacians are given in (2.4b), (2.5b). Indeed an explicit
computation shows that[
d −∆SL(2) + d(d− 2)
8
]
Zd,d = 0 , i.e. dId =
d(2− d)
8
Id. (3.28)
The operator d is non-invariant under SO(d, d), but is invariant under complete inversion
of the metric. ‡6
‡6In Ref.[34] it was shown that the one-loop integral is an eigenfunction under a non-invariant second
order operator ∆ that involves both g and B. The relation with d in (3.27) is d = ∆SO − 12∆+ d(d−2)8 .
The equation (3.23) involving ∆SO was also given in Ref. [14].
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This last property gives a strong constraint for the identification of the modular inte-
gral Id with Eisenstein series. Indeed, one can show that the spinor Eisenstein series are
eigenmodes of d for s = 1 only, whereas the vector is always an eigenmode:
d ESO(d,d,Z)V;s =
s(s− d+ 1)
2
ESO(d,d,Z)V;s (3.29a)
d ESO(d,d,Z)S;s=1 =
d(2− d)
8
ESO(d,d,Z)S;s=1 (3.29b)
d ESO(d,d,Z)C;s=1 =
d(2− d)
8
ESO(d,d,Z)C;s=1 (3.29c)
In particular, we see that the spinor Eisenstein series of order s = 1 and s = d − 2 are
distinct, even though they are degenerate under ∆SO(d,d). A peculiarity occurs for d = 4,
where the spinor Eisenstein series is an eigenmode for all s, whereas the conjugate spinor
is an eigenmode for s = 1 only:
4(V, s) = 4(S, s) =
s(s− 3)
2
, 4(C, s = 1) = −1 (3.30)
The three SO(4, 4,Z) Eisenstein series at s = 1 are therefore degenerate under both ∆SO
and 4, and we conjecture that they are actually equated by triality. The degeneracy is
however lifted at s 6= 1.
Summarizing the results in this section, we see that the only candidates for representing
the modular integral (3.16) are the order s = 1 spinor and conjugate spinor series, together
with the order s = d/2 − 1 vector series and their duals. In order to sort out these
possibilities, we need to determine the behaviour of these invariant functions in various
limits.
3.5 Large volume behaviour
The large volume limit of the modular integral Id has already been obtained from the orbit
decomposition. The behaviour of the Eisenstein series on the other hand can be obtained
by Poisson resummation techniques similar to the ones described in Section 2, with the
complication of the constraints. The actual computation is deferred to Appendix C, and
we present only the results, specializing to the relevant value of s. In the case of the vector
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representation, we are able to determine the complete large volume expansion:
ESO(d,d,Z)
V;s= d
2
−1
=
π
d
2
−2
Γ(d
2
− 1)
(
Vd ESL(d,Z)d;s=1 (gij) +
π2
3
Vd +
+2πVd
∑¯
mi,ni
exp
(
−2π√|(m · g ·m)(n · g · n)− (m · g · n)2|+ 2πiBijminj)√|(m · g ·m)(n · g · n)− (m · g · n)2|

 (3.31)
Here the sum runs over non-degenerate SL(2,Z) orbits of (mi, ni). Comparing with the
expansion Itrd + I
d
d + I
n.d.
d of the modular integral (3.16) in Equations (3.18)-(3.20), we see
a complete matching and thus obtain the theorem
Theorem 4 The integral Id (3.16) of the (d, d) lattice partition function on the fundamen-
tal domain of the moduli space of genus 1 Riemann surfaces is given for d ≥ 3 by the
SO(d, d,Z) Eisenstein series of order s = d/2− 1 in the vector representation
Id = 2
Γ(d
2
− 1)
π
d
2
−2
ESO(d,d,Z)
V;s= d
2
−1
(3.32)
This provides a convenient representation of the one-loop integral Id, manifestly invariant
under T-duality. The Eisenstein series of order s = d/2 in the vector representation is
degenerate with the one above, but singular, so we ignore it here.
In the case of the Eisenstein series of order 1 in the spinor representations, the determi-
nation of the asymptotic behaviour is complicated by the presence of the constraints, and
we have to content ourselves with the partial results
ESO(d,d,Z)S;s=1 = Vd ESL(d,Z)d;s=1 (gij) +
π2
3
Vd + . . . (3.33a)
ESO(d,d,Z)C;s=1 =
π2
3
Vd + πVd ESL(d,Z)[2];s=1/2(gij) + . . . (3.33b)
to be compared with
Id =
2π2
3
Vd + 2Vd ESL(d,Z)d;s=1 (gij) + . . . (3.34)
The second term in (3.33a) is correct for d ≤ 3, but we are not able to prove it explicitly
for d > 3, due to the presence of the constraints; there are also exponentially suppressed
corrections that we did not write. The second term in (3.33b) denotes the Eisenstein
series of SL(d,Z) in the antisymmetric representation, and appears only when d ≥ 2. For
the particular order s = 1/2, it is easy to check from (B.14) that this series has the same
eigenvalue as the Eisenstein series of order 1 in the fundamental representation. For d = 2, 3
we have also explicitly checked the equality of the two Eisenstein series, so that we are led
to assert
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Conjecture 5 For any d, the Eisenstein series of SL(d,Z) in the antisymmetric 2-tensor
representation [2] at the particular order s = 1/2 coincides with the Eisenstein series of
order 1 in the fundamental representation:
ESL(d,Z)[2];s=1/2 =
1
π
ESL(d,Z)d;s=1 (3.35)
Assuming this is true, we can now formulate our second claim for the one-loop threshold:
Conjecture 6 The integral (3.16) of the (d, d) lattice partition function on the fundamen-
tal domain of the moduli space of genus 1 Riemann surfaces is given for d ≥ 3 by the
SO(d, d,Z) Eisenstein series of order s = 1 in any of the two spinor representations:
Id = 2 ESO(d,d,Z)S;s=1 = 2 ESO(d,d,Z)C;s=1 (3.36)
This is to be contrasted with the d = 1, 2 case (3.22), where the two spinors contribute in
order to enforce the O(d, d,Z) invariance of the integral (3.16). When d > 2, we conjecture
that the two Eisenstein series are equal for the particular order s = 1, so that a single series
is sufficient to reproduce the threshold. For d = 3, this conjecture is actually a theorem,
as follows from the computation of R4 couplings in 7 dimensions [10]. For d = 4, the
conjecture (3.36) together with the theorem (3.32) implies that the one-loop integral (3.16)
is invariant under SO(4, 4) triality, a fact not obvious from its representation as a theta
function.
3.6 Asymmetric thresholds and elliptic genus
So far, we focused on symmetric thresholds of the type (3.16), which often appear for half-
BPS saturated couplings in type II strings, and showed how they could be expressed in
terms of Eisenstein series of the SO(d, d,Z) duality group. For heterotic strings however,
the BPS condition constrains only the left-movers to be in their ground states, and the
amplitude usually involves all excitations of the right-moving oscillators. Here we want to
investigate the possible relevance of Eisenstein series for these quantities. Even though the
–negative– outcome can already be anticipated due to the issue of symmetry enhancement,
this will allow us to establish some identities that may become useful in later studies.
One-loop BPS-saturated couplings for toroidal compactifications of the heterotic string
can usually be written as the modular integral
Ihet =
∫
F
d2τ
τ 22
Zd,d(g, B; τ) A(F,R, τ) (3.37)
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where the insertion A is an almost holomorphic modular form of weight 0, depending on
the background gauge-field F and curvature R in the uncompact dimensions. By almost
holomorphic, we mean that A can be expanded as a finite polynomial in 1/τ2
A(F,R, τ) =
νmax∑
ν=0
1
τ ν2
A(ν)(F,R, τ) (3.38)
with A(ν)(F,R, τ) a meromorphic function in q = e2πiτ . The non-holomorphic contributions
ν ≥ 1 come from back-reaction effects, or equivalently from contact terms at the boundary
of moduli space. In all string applications, the coefficients A(ν) have Laurent expansions
with at most a simple pole in q, arising from the left-moving tachyon.
When the elliptic genus does not depend on the gauge fields, it is actually possible to
switch on Wilson lines Y , giving an SO(d, d+ k,Z)-invariant threshold
Id,k =
∫
F
d2τ
τ 22
Zd,d+k(g, B, Y ; τ) Ak(R, τ) (3.39)
where
Zd,d+k = (τ2)
d/2
∑
mi,pI ,ni
e−πτ2M
2(V)−2πiτ1vtηv (3.40a)
M2(V) = vtMd,k(V)v , v = (mi, pI , ni) , i = 1 . . . d , I = 1 . . . k (3.40b)
and Ak is now an almost holomorphic modular form of weight −k/2. We can derive, also in
this case, a set of second order partial differential equations satisfied by the lattice partition
function Zd,d+k. It is convenient to choose the following Iwasawa gauge, in the basis where
the SO(d, d+ k) invariant tensor reads η =


1d
1k
1d


:
Md,k(V) =

 1Y t 1
Ct −Y 1

 ·

g
−1
1k
g

 ·

1 Y C1 −Y t
1

 (3.41)
with C = B − Y Y t/2 and B antisymmetric, as a result of the SO(d, d + k) constraint
M td,kηMd,k = η. The right action by the SO(d, d+ k) elements

1 y −yyt/2
1 −yt
1

 and


1 b
1
1

 (3.42)
preserving the Iwasawa gauge generates a set of continuous Borel symmetries
Y → Y + y , B → B + 1
2
(yY t − Y yt) or B → B + b (3.43)
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which reduces to a discrete subgroup at the quantum level. The Laplacian then takes the
form
∆SO(d,d+k) =
1
4
gikgjl
[
∂
∂gij
∂
∂gkl
+
∂
∂Bij
∂
∂Bkl
]
+
2− k
4
gij
∂
∂gij
+∆Y (3.44)
where
∆Y =
1
2
gijδ
IJ
[
∂
∂YiI
− 1
2
Y Ik
∂
∂Bik
] [
∂
∂YjJ
− 1
2
Y Jl
∂
∂Bjl
]
(3.45)
We may then show that the lattice partition function satisfies the following identities,
generalizing (3.23) and (3.28),[
∆SO(d,d+k) +
d(d+ k − 2)
4
−D
]
Zd,d+k = 0 (3.46a)
[
d,k +
d(d+ k − 2)
8
− 1
2
D
]
Zd,d+k = 0 (3.46b)
where D is the modular-covariant second order differential operator acting on modular
forms of weight (k/2, 0), and d,k generalizes the non-invariant operator (3.27):
D = 4τ 22∂τ¯Dτ , Dτ = ∂τ − i
k
4τ2
(3.47a)
d,k =
1
4
gikgjl
∂
∂gij
∂
∂gkl
− 1
8
(
gij
∂
∂gij
)2
+
d+ 1− k/2
4
gij
∂
∂gij
+
1
2
∆Y (3.47b)
3.7 Boundary term and symmetry enhancement
A quick glance at the partial differential equations (3.46) may lead us to the conclusion
that the SO(d, d + k)-invariant one-loop integral (3.39) should again be an eigenmode of
the operators ∆SO(d,d+k) and d,k. This is wrong however, due to the presence in A of the
tachyonic pole in 1/q. This pole is usually killed by the integration on the strip τ1 ∈ [−1, 1]
(at large τ2), except at special points of the moduli space where the lattice contains a
length 2 vector: the contribution q1q¯0 from the lattice sum cancels the pole, which signals
an enhancement of the gauge symmetry in space-time. In particular, using the identity
(3.46) requires particular care for the boundary term
−
∫
F
d2τ
∂
∂τ¯
[
1
τ ν2
A(ν)k (F,R)
∂
∂τ
(Zd,d+k)
]
= lim
τ2→∞
(τ2)
d/2−ν−1
[
A(ν)k (F,R)
Zd,d+k
(τ2)d/2
]
q0q¯0
(3.48)
The contribution from the constant term in A and the ground state of Zd,d+k/(τ2)d/2 yields
a moduli-independent divergent (for d/2 − ν − 1 > 0) term which implies a harmless
non-harmonicity, whereas the pole term in A generates a harmonic anomaly localized at
enhanced symmetry points in the moduli space, clearly not captured by any candidate
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Eisenstein series. Finally, the term integrated by parts now involves the descendant of the
elliptic genus, as explained in [14]. For d = 2, the answer to this problem is well known: the
threshold involves the automorphic form of SO(2, 2+ k) constructed by Borcherds [35, 36]
(see also [37, 14] in the physics literature). The evaluation of the modular integral (3.39) by
the method of orbits gives a presentation of this form as an infinite product over a sublattice,
and each term vanishes on a particular divisor of [SO(2)× SO(k)]\SO(2, 2+ k) where the
gauge symmetry is enhanced. It would be interesting to construct the generalization of
these objects to d > 2, where the complex structure is not present (and find the analogue
of the generalized prepotentials obtained in Ref.[14]) but we will not pursue this line here.
4 U-duality and non-perturbative R4 thresholds
While Eisenstein series provide a nice way to rewrite one-loop integrals such as (3.16), their
utility becomes even more apparent when trying to extend the perturbative computation
into a non-perturbatively exact result. Indeed, a prospective exact threshold should reduce
in a weak coupling expansion to a sum of T-duality invariant Eisenstein-like perturbative
terms, plus exponentially suppressed contributions, and Eisenstein series of the larger non-
perturbative duality symmetry are natural candidates in that respect. This approach was
taken in [10] forR4 couplings in type II theories toroidally compactified to 7, 8, 9 dimensions,
where the technology of SO(d, d,Z) Eisenstein series was hardly needed; here we would
like to extend it to lower dimensional compactifications, in an attempt to understand non-
perturbative effects in these cases as well.
4.1 R4 couplings and non-renormalization
Four graviton R4 couplings in maximally supersymmetric theories have been argued in
dimension D ≥ 8 to receive no perturbative corrections beyond the tree-level and one-loop
terms, and we shall assume that this holds in lower dimensions as well. The tree level term
is simply obtained by dimensional reduction of the ten-dimensional 2ζ(3)e−2φ term found
in [38], while the one-loop term was explicitly shown to be given by the modular integral
(3.16), after cancellation of the bosonic and fermionic oscillators, so that
fR4 = 2ζ(3)
Vd
g2s
+ Id + non pert. (4.1)
While the Ramond scalars are decoupled from the perturbative expansion by Peccei-Quinn
symmetries, the full non-perturbative result should depend on all the scalars in the sym-
metric space K\Ed+1(d+1)(R), where Ed+1(d+1)(R) is the maximally non-compact real form
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(also known as the normal real form) of the series of classical simply laced Lie groups
E2 = SL(2), E3 = SL(3) × SL(2), E4 = SL(5), E5 = SO(5, 5) and exceptional Lie
groups E6, E7, E8 [39, 40]. It should furthermore be invariant under the discrete symmetry
group Ed+1(d+1)(Z) also known as the U-duality group [41], which arises from the T-duality
SO(d, d,Z) by adjoining the exchange of the eleventh M-theory direction with any per-
turbative direction. The moduli space K\Ed+1(d+1)(R) has the structure of a bundle on
the manifold [SO(d)×SO(d)]\SO(d, d,R) on which the Neveu-Schwarz scalars φ, g, B live,
with a fibre transforming as a spinor representation of SO(d, d,R) in which the Ramond
scalars live. For D ≥ 8, it was shown [6, 8] that the exact threshold is an eigenmode of the
Laplacian on the full scalar manifold as a consequence of supersymmetry, and we shall also
assume that this persists in lower dimensions.
As shown in conjecture 1, the one-loop contribution can be written as the order s = 1
SO(d, d,Z) Eisenstein series in the spinor representation. On the other hand, the tree-level
term can itself be represented as an Eisenstein series in the singlet representation, using
the property
EG(Z)1;s = 2ζ(2s) (4.2)
valid for any G, which provides a natural representation for Apery’s transcendental number
ζ(3). In analogy with the D ≥ 8 case, we do not expect any further perturbative contribu-
tion. For 2 < d < 8, the R4 threshold should thus be an automorphic form of Ed+1(d+1)(Z)
with asymptotic behavior
fR4 =
Vd
g2s
ESO(d,d,Z)1;s=3/2 + 2 ESO(d,d,Z)S;s=1 + non pert. (4.3)
4.2 String multiplet and non-perturbative R4 couplings
In order to propose a non-perturbative extension of this result, we therefore need to unify
the singlet and spinor representations of SO(d, d,Z) into a representation of Ed+1(d+1)(Z).
Remarkably, there is one, namely the string multiplet, corresponding to the leftmost node
in the Dynkin diagram
1
l3M
|
R1
l3M
− R1R2
l6M
− R1R2R3
l9M
− R1R2R3R4
l9M
− · · ·− 1
Rd+1
(4.4)
where each node is labelled by the tension of the states transforming in the correspond-
ing representation [42, 5]. The string multiplet is described by a collection of charges
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D d+ 1 U-duality group irrep SL(d+ 1) content SO(d, d) content
10 1 1 1 1 1
9 2 SL(2,Z) 2 2 1 + 1
8 3 SL(3,Z)× SL(2,Z) (3, 1) 3 1 + 2
7 4 SL(5,Z) 5 4 + 1 1 + 4
6 5 SO(5, 5,Z) 10 5 + 5¯ 1 + 8S + 1
5 6 E6(6)(Z) 2¯7 6 + 15 + 6¯ 1 + 16 + 10
4 7 E7(7)(Z) 133 7 + 35 + 28+. . . 1 + 32 + (1+66)+. . .
Table 4.1: String multiplets of Ed+1(d+1)(Z).
m[1], m[4], m[1;6] describing the wrappings of membranes, five-branes and Kaluza–Klein mono-
poles respectively‡7, with a BPS mass given by
T 2 = 1
l6M
(
m˜[1]
)2
+
1
l12M
(
m˜[4]
)2
+
1
l18M
(
m˜[1;6]
)2
. (4.5)
The dressed charges are given by
m˜[1] = m[1] + C3m[4] + (C3C3 + E6)m[1;6]
m˜[4] = m[4] + C3m[1;6]
m˜[1;6] = m[1;6]
(4.6)
where C3 and C6 are the expectation value of the M-theory three-form and its dual, to be
supplemented with an extra K1;8 form in D = 3. See Ref. [43] for the d ≤ 4 case and
[44, 5] for the general d case. This amounts to an explicit partial Iwasawa decomposi-
tion of the symmetric spaces K\Ed+1(d+1)(R). The corresponding state preserves half the
supersymmetries provided the following conditions are obeyed [43, 5]:
k[5] = m1m[4] = 0 (4.7a)
k[2;6] = m1m[1;6] +m[4]m[4] = 0 (4.7b)
k[5;6] = m[4]m[1;6] = 0 (4.7c)
The above constraints in turn transform as a U-duality multiplet, namely the three-brane
multiplet [5]. For completeness, Table 4.1 lists the U-duality groups and string multiplets
for any d ≤ 6.
The decomposition of this Ed+1(d+1)(Z) irreducible representation into SO(d, d,Z) rep-
resentations was carried out in [44, 5], and indeed gives a singlet m = ms, a spinor
‡7For simplicity we restrict ourselves to the case d ≤ 6, i.e. D ≥ 4.
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S = (mi, msijk, ms,sijklm), plus some other multiplets O when d ≥ 4. In particular,
for d = 4, there is an extra singlet O = mijkl of SO(4, 4,Z), and for d = 5 a vector
O = (mijkl, mi;jklmn) of SO(5, 5,Z). The mass formula (4.5) is easily rewritten, for van-
ishing RR backgrounds, in terms of T-duality quantities, using the relations l3M = gsl
3
s ,
Rs = gsls:
T 2 = m2 + Vd
g2s
M2(S) + V
2
d
g4s
M2(O) (4.8)
where we set ls = 1 and M2(O) is the usual T-duality invariant mass for a singlet (d = 4)
or a vector (d = 5). Given this group theory fact, it is therefore quite tempting to consider
the following non-perturbative generalization of (4.1):
Conjecture 7 The exact four-graviton R4 coupling in toroidal compactifications of type
II theory on T d, or equivalently M-theory on T d+1, is given, up to a factor of Newton’s
constant, by the Eisenstein series of the U-duality group Ed+1(d+1)(Z) in the string multiplet
representation, with order s = 3/2:
fR4 =
Vd+1
l9M
EEd+1(d+1)(Z)
string;s=3/2 (4.9)
Here lM is the eleven-dimensional Planck length, Vd+1 = RsVd the volume of the M-theory
torus T d+1. The quantity Vd+1/l
9
M = l
d−8
P is the U-duality invariant gravitational constant
in dimension D = 10−d. As an immediate check, the proposal has the appropriate scaling
dimension d+ 1− 9 + 3× 2 for an R4 coupling in dimension D = 10− d.
4.3 Strings, particles and membranes
Before showing how this conjecture reproduces the tree-level and one-loop terms, a few
remarks are in order. Firstly, our claim reduces to the Green-Gutperle conjecture (1.1) in
the d = 1 case of M-theory on T 2, or equivalently D=10 type IIB; it also contains the D =
7, 8 extension of [10] where the string multiplet transforms as a (3, 1) and 5 of SL(3,Z)×
SL(2,Z) and SL(5,Z) respectively, as well as the D = 6 proposal in [10], although in a
refined way, since it is now a constrained Eisenstein series that is involved. This is needed
to obtain an eigenmode of the Laplacian on the scalar manifold K\Ed+1(d+1)(R). Although
such a requirement was strictly proved in D ≥ 8 [6, 8], it should very plausibly hold in
lower dimensions. Using the general formula (2.11), we can compute the eigenvalue of the
Ed+1(d+1)(Z) Eisenstein series in the string, particle and membrane representations. These
representations correspond to the leftmost, rightmost and upmost nodes in the Dynkin
diagram (4.4) and can be labelled by SL(d + 1) charges as follows: The charges of the
string multiplet are given in (4.5) while the particle and membrane multiplet have charges
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m[1], m
[2], m[5], m[1;7] . . . and m,m[3], m[1;5] . . . respectively and are listed in Tables 4.2 and
4.3. Using the weights given in [5] we can compute the eigenvalues under the Laplacian:
∆Ed+1(d+1) E
Ed+1(d+1)(Z)
string;s =
s(4s− d2 + d− 4)
8− d E
Ed+1(d+1)(Z)
string;s (4.10a)
∆Ed+1(d+1) E
Ed+1(d+1)(Z)
particle;s =
s(2(9− d)s+ d2 − 17d+ 12)
2(8− d) E
Ed+1(d+1)(Z)
particle;s (4.10b)
∆Ed+1(d+1) E
Ed+1(d+1)(Z)
membrane;s =
(d+ 1)s(2s− 3d+ 4)
2(8− d) E
Ed+1(d+1)(Z)
membrane;s (4.10c)
(See Appendix A.4, Eq. (A.21) for the explicit form of the Laplacian on theK\Ed+1(d+1)(R)
scalar manifold). Substituting s = 3/2 in (4.10a) and noting that the U-duality invariant
factor Vd+1/l
9
M = l
d−8
P is inert under the Laplacian, we obtain
Corollary 8 R4 couplings in M-theory compactified on a torus T d+1, d ≤ 7 and d 6= 2, are
eigenmodes of the Laplacian on the symmetric space K\Ed+1(d+1)(R), with eigenvalue
∆Ed+1(d+1)fR4 =
3(d+ 1)(2− d)
2(8− d) fR4 . (4.11)
For d = 2, this formula does not apply, due to the harmonic anomaly (2.18). Property
(4.11) could in principle be proved from supersymmetry arguments along the lines of [6, 8],
and holds order by order in the the weak coupling expansion. In particular, the tree
level contribution Vd/(g
2
s l
2
s) = e
12φ
d−8/l2−dP , albeit not U-duality invariant, is an eigenmode of
∆Ed+1(d+1) with the same eigenvalue as above, see Appendix A.4, Eq. (A.24).
D d+ 1 U-duality group irrep SL(d+ 1) content SO(d, d) content
10 1 1 1 1 1
9 2 SL(2,Z) 3 2+ 1 2+ 1
8 3 SL(3,Z)× SL(2,Z) (3, 2) 3¯+ 3 4+ 2
7 4 SL(5,Z) 10 4¯+ 6 6+ 4
6 5 SO(5, 5,Z) 16 5¯+ 10+ 1 8V + 8C
5 6 E6(6)(Z) 27 6¯+ 15+ 6 10+ 16+ 1
4 7 E7(7)(Z) 56 7¯+ 21+ 2¯1+7 12+ 32+ 12
Table 4.2: Particle multiplets of Ed+1(d+1)(Z)
Secondly, we assumed according to conjecture 1 that the Eisenstein series in the spinor
of SO(d, d,Z) reproduces the one-loop threshold; for d = 1, 2, this is incorrect, since we
need also the conjugate spinor. However, the two contribute to two different kinematic
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D d+ 1 U-duality group irrep SL(d+ 1) content SO(d, d) content
10 1 1 1 1 1
9 2 SL(2,Z) 1 1 1
8 3 SL(3,Z)× SL(2,Z) (1, 2) 1+ 1 2
7 4 SL(5,Z) 5¯ 1+ 4 4+ 1
6 5 SO(5, 5,Z) 1¯6 1+ 10+ 5 8C+ 8V
5 6 E6(6)(Z) 78 1+ 20+ 36+. . . 16+ (1+45)+1¯6
4 7 E7(7)(Z) 912 1+ 35+. . . 32+ . . .
Table 4.3: Membrane multiplets of Ed+1(d+1)(Z)
structures (t8t8 ± ǫ8ǫ8/4)R4, and (4.9) is only concerned with the + structure, while the −
is given at one-loop only by the SO(d, d,Z) Eisenstein series of order s = 1 in the conjugate
spinor representation, and is U-duality invariant by itself.
Thirdly, we could have considered the representation (3.32) of the one-loop threshold
in terms of the Eisenstein series of order d/2 − 1 in the vector of SO(d, d,Z); the latter
appears as the leading term in the branching of the particle multiplet of Ed+1(d+1)(Z) into
representations of SO(d, d,Z) (see Table 4.2), so we would be led to the Ed+1(d+1)(Z)
Eisenstein series of order d/2 − 1 in the particle representation. Upon weak coupling
expansion, this would start as a one-loop term ESO(d,d,Z)V;s=d/2−1 as in (3.32), but would also
include another perturbative term after Poisson resumming on the vector charges, which
would plausibly be the tree-level term in (4.1). Similarly, we might have started from
the representation of the one-loop coupling in terms of the SO(d, d,Z) Eisenstein series of
order 1 in the conjugate spinor representation; the latter arises as the leading term in the
branching of the membrane multiplet of Ed+1(d+1)(Z) into representations of SO(d, d,Z)
(see Table 4.3), so we would be led to the Ed+1(d+1)(Z) Eisenstein series of order 1 in the
membrane representation, yielding the correct one-loop term plus an extra (presumably
tree-level) perturbative contribution. Indeed, it is easy to check that the Eisenstein series
EEd+1(d+1)(Z)
string;s=3/2 , E
Ed+1(d+1)(Z)
particle;s=d/2−1 , E
Ed+1(d+1)(Z)
membrane;s=1 , (4.12a)
EEd+1(d+1)(Z)
string;(d+1)(d−2)/4 , E
Ed+1(d+1)(Z)
particle;s=3(d+1)/(9−d) , E
Ed+1(d+1)(Z)
membrane;s=3(d−2)/2 , (4.12b)
are all degenerate with fR4 under the Laplacian. It is thus quite tempting to conjecture
Conjecture 9 The Eisenstein series of Ed+1(d+1)(Z), d > 2, in the string multiplet rep-
resentation at the particular order s = 3/2 is equal to the one in the particle multiplet of
order s = d/2−1, and to the one in the membrane multiplet of order s = 1, up to numerical
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coefficients and powers of Newton’s constant:
Vd+1
l9M
EEd+1(d+1)(Z)
string;s=3/2 =
Γ(d/2− 1)
πd/2−2
EEd+1(d+1)(Z)
particle;s=d/2−1 =
Vd+1
l9M
EEd+1(d+1)(Z)membrane;s=1 (4.13)
Again, it is easy to check that the scaling dimensions match. Note that the restriction
d > 2 applies because we are making use of (3.36). For d = 3, 4, this conjecture nicely
checks with (2.7),(3.35),(3.36):
ESL(5,Z)5;s=3/2 = π ESL(5,Z)10;s=1/2 = ESL(5,Z)5¯;s=1 (4.14a)
ESO(5,5,Z)10;s=3/2 = ESO(5,5,Z)16;s=1 = ESO(5,5,Z)1¯6;s=1 (4.14b)
up to factors of Newton’s constant, whereas d > 4 gives new identities. The automorphic
forms in (4.13) should give three different representations of the same R4 threshold in
M-theory on T d+1.
4.4 Weak coupling expansion and instanton effects
Now, in order to justify the claim (4.9), we need to show that it reproduces the perturbative
contributions in (4.1) in a weak coupling expansion. This is achieved as usual by a sequence
of Poisson resummations on the integral representation
fR4 =
Vd
g2s
πs
Γ(s)
∫ ∫
dtdθ
t1+s
∑ˆ
exp
{
−π
t
[
m2 +
1
g2s
[
(m˜i)2 + V 2d (mi)
2
]
+
V 2d
g4s
m¯2
]
+ 2πiθ
(
mm¯+mimi
)}
(4.15)
where the integral runs from 0 to +∞ for t and 0 to 1 for the Lagrange multiplier θ; the
sum is on unrestricted integers, not vanishing all at the same time, and for definiteness we
restricted to the d = 4 case with vanishing RR fields, and defined mi = ǫijklm
sjkl/3! and
m¯ = ǫijklm
ijkl/4!. The leading contribution as gs → 0 arises from the term mi = mi = m¯ =
0 with m 6= 0, and reproduces the tree-level term in (4.1). After subtracting this term, the
sum over m is now unrestricted, and we can Poisson resum on m using the formula (C.1):
fR4 = 2ζ(2s)
Vd
g2s
+
Vd
g2s
πs
Γ(s)
∫ ∫
dtdθ
t1+s−
1
2
∑ˆ
exp
{
−πt(m+ θm¯)2 − π
t
[
1
g2s
[
(m˜i)2 + V 2d (mi)
2
]
+
V 2d
g4s
m¯2
]
+ 2πiθmimi
}
(4.16)
where we should substitute s = 3/2. This now contains several contributions when m¯ =
0 (and therefore mi, m
i not simultaneously zero): for m = 0, we precisely recover the
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Eisenstein series of order s− 1/2 = 1 in the spinor representation, whereas m 6= 0 contains
non-perturbative e−1/gs effects:
fR4 = 2ζ(2s)
Vd
g2s
+
(
Vd
g2s
) 3
2
−s
ESO(d,d,Z)S;s−1/2 +
(
Vd
g2s
) 3−2s
4 2πs
Γ(s)
∑ˆ
m
∑ˆ
mi,mi
δ(mim
i)
[
m2Vd
(m˜i)2 + V 2d (mi)
2
] 2s−1
4
Ks− 1
2
(
−2π|m|
gs
√
(m˜i)2 + V 2d (mi)
2
)
+ . . . (4.17)
Using the saddle point approximation (C.3) of the Bessel function at s = 3/2, we see
that these non-perturbative terms can be interpreted as superposition of Euclidean D0 and
D2-branes wrapped on a one-cycle mi or a three-cycle ǫijklml of T
4, preserving half of the
supersymmetries (mimi = 0) [30]. In addition to these terms, we have further contributions
arising from m¯ 6= 0,
(
Vd
g2s
) 3−2s
4 2πs
Γ(s)
∫ 1
0
dθ
∑ˆ
m
∑ˆ
mi,mi
[
m2g2sVd
V 2d m¯
2 + g2s(m˜
i)2 + g2sV
2
d (mi)
2
] 2s−1
4
Ks− 1
2
(
−2π|m+ θm¯|
g2s
√
V 2d m¯
2 + g2s(m˜
i)2 + g2sV
2
d (mi)
2
)
e2πiθm
imi (4.18)
which behave superficially as e−1/g
2
s . Such non-perturbative effects are certainly unexpected
in toroidal compactifications to D > 4, since there are no half-BPS instanton configurations
with this action (the NS5-brane does have a tension scaling as 1/g2s , but it can only give rise
to Euclidean configurations with finite actions when D ≤ 4). Unfortunately, the infinite
sum is not uniformly convergent ( |m + θn| can vanish at any rational value of θ), so we
cannot be positive about the existence of such effects at that stage‡8. The matching of
the tree-level and one-loop contributions together with the consistent interpretation of the
D-brane contribution is however a strong support to our conjecture.
5 Higher genus integrals and higher derivative couplings
5.1 Genus g modular integral
Having discussed the modular integrals arising in one-loop amplitudes, one may ask if our
methods carry over to higher-loop amplitudes, which are notoriously difficult to evaluate.
We shall not attempt to make any full-fledged higher-genus amplitude computation, but we
‡8One may carry out the Gaussian θ integration by summing over m modulo m¯ only and then compute
the sum over m, but this only takes us back to (4.15).
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will consider the higher-genus analogue of (3.16), namely the integral of a lattice partition
function on the 3g − 3-dimensional moduli space of genus g curves
Igd =
∫
Mg
dµ Zgd,d (gij, Bij; τ) (5.1a)
Zgd,d = V
g
d
∑
miA,n
iA∈Z
exp
[−π(gij +Bij)(miA + τABniB)τAC2 (mjC + τ¯CDnjD)] (5.1b)
Here, the integers miA, n
iA denote the winding numbers along the cycles γA and γ
A of a
symplectic basis of the homology lattice of the genus g curve, and the period matrix τAB,
of positive definite imaginary part, describes the complex structure on the curve. (miA, n
iA)
transforms as a symplectic vector under Sp(g,Z) which now plays the role of the modular
group. µ is the modular invariant Weil-Peterson measure on the moduli spaceMg of genus
g curves (see for instance [45] for a review). Except for g = 1, 2, τAB is a redundant
parametrization of the Teichmu¨ller space of dimension (3g − 3), constrained by Schottky
relations. Nonetheless, for our computation it will be convenient to consider it as a set of
independent parameters living in the symmetric space U(g)\Sp(g,R), with partial Iwasawa
decomposition
M(V) =
(
Ig
τ1 Ig
)
·
(
τ−12
τ2
)
·
(
Ig τ1
Ig
)
(5.2)
Note that the boost parameter τ1 is now symmetric, as imposed by the symplectic condition.
From this it is straightforward (see Appendix A for the derivation) to determine an Sp(g,R)
invariant second order differential operator, namely the Laplacian on this manifold:‡9
∆Sp(g) =
1
4
τ2ACτ2BD
(
∂
∂τ1AB
∂
∂τ1CD
+
∂
∂τ2AB
∂
∂τ2CD
)
(5.3)
which reduces to twice the SL(2,R) Laplacian (1.3) for g = 1. An explicit computation
along the same lines as before shows that the genus g lattice sum continues to obey a partial
differential equation [
∆SO(d,d) −∆Sp(g) + dg(d− g − 1)
4
]
Zgd,d = 0 (5.4)
The non-trivial step is now to integrate by parts the ∆Sp(g) term. As we already emphasized,
except in the g = 1, 2 case, the integration measure is not the Sp(g,R)-invariant measure
on τ -space, but its restriction to the solution of Schottky constraints. Nevertheless, we
assume that the expression of ∆Sp(g) in terms of the independent coordinates still yields
‡9Again, the derivatives w.r.t. to the symmetric matrices τ1 and τ2 are computed in terms of the
diagonally rescaled matrices (1− δAB/2)τ1,2;AB.
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the appropriate Laplacian, and we can therefore integrate it by parts. Under this plausible
assumption, we obtain
∆SO(d,d)I
g
d =
dg(g + 1− d)
4
Igd (5.5)
Quite amazingly, comparison with (3.12) shows that this eigenvalue agrees with the order
s = g Eisenstein series in the spinor and conjugate spinor representation. We are therefore
led to the
Conjecture 10 The integral (5.1) of the (d, d) lattice partition function on the fundamen-
tal domain of the moduli space of genus g Riemann surfaces is given, up to an overall
factor, by the SO(d, d,Z) Eisenstein series of order g in the spinor representation:
Igd ∝ ESO(d,d,Z)S;s=g + ESO(d,d,Z)C;s=g (5.6)
Note that the superposition of the two spinor representations is required by the O(d, d,Z)
invariance of the integrand. Normalizing (5.6) would require a knowledge of the Weil-
Peterson volume of the moduli space of genus g curves.
5.2 N = 4 topological string and higher derivative terms
The conjecture (5.6) is less substantiated than the 1-loop conjecture (3.36), since we do
not have a second differential operator at our disposal, nor can we control the large volume
limit of the lefthand side of (5.6). It is however strongly reminiscent of the genus g partition
function of the N = 4 topological string [46] on T 2, which was shown to be exactly given
by the Eisenstein series of order s = g in the spinor representation ESL(2,Z)2;s=g (T ) [47]. The
precise result
F g(uL, uR) ∝
∑ˆ
(m,n)
|n+mT |2g−4
(
u+Lu
+
R
n+mT
+
u−Lu
−
R
n +mT¯
)4g−4
(5.7)
involves a set of harmonic variables u, with charge 1/2 under the R-symmetry SO(2). This
result was obtained from a set of first-order differential equations, which, loosely speaking,
are nothing but the holomorphic half of our second-order differential equation (5.5). It was
subsequently used to derive a set of higher derivative topological couplings R4H4g−4 in type
IIB string compactified over T 2 [48]. Our conjecture (5.6) suggests a natural generalization
of these results to lower dimensions, which we shall now present.
The topological amplitude (5.7) can be identified with higher derivative couplings
R4H4g−4 in type IIB string theory on T 2 in the following way. The field-strength of
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the Ramond two-forms Bµν ,Dµν12 transform as a doublet H iRR of SL(2,R)T . Using the
SO(2)\SL(2,R) two-bein e±±i , these two three-forms can be converted into an SO(2) dou-
blet H±±RR = H
i
RRe
±±
i , and further contracted with the harmonic variables into an SO(2)
invariant HˆRR = u
+
Lu
+
RH
−−
RR + u
−
Lu
−
RH
++
RR . Integrating (5.7) against R
4Hˆ4g−4 in harmonic
superspace‡10 yields the physical coupling
∫
d8x
√−γ
2g−2∑
p=2−2g
(−)pR4(H++RR )2g−2+p(H−−RR )2g−2−p
∑ˆ
m,n
T2
g
(m+ nT )g+p(m+ nT¯ )g−p
(5.8)
Using the identity (m + nT )H−−RR − (m + nT¯ )H++RR = mH2RR − nH1RR, we can rewrite the
above result in the more suggestive way∫
d8x
√−γ
∑ˆ
m,n
R4 (miH
i
RR)
4g−4
(miM ij(C)mj)
3g−2 (5.9)
where M(C) is the mass matrix in the conjugate spinor representation C of SO(2, 2,Z).
Indeed, H i transforms as a conjugate spinor under the T-duality group, while mi = (m,n)
transforms in the dual way. More generally, in type IIB on T d the 2-form and 1-form
potentials in the RR sector transform in the conjugate spinor and spinor representation of
SO(d, d) respectively, while in type IIA these two representations are interchanged.
Using the representation (5.9), the generalization of the g-loop R4H4g−4 coupling to
lower dimensions is then obvious: in type IIA variables,
Conjecture 11 The R4H4g−4 couplings between 4 gravitons and 4g−4 Ramond three-form
field-strengths in type IIA compactified on T d, d ≤ 4 are given at genus g by the SO(d, d,Z)
constrained Eisenstein series in the spinor representation with insertions of 4g−4 charges:
I =
∫
d10−dx
√−γ
∑ˆ
m
δ(m ∧m) e6(g−1)φ R
4 (m ·HRR)4g−4
(m ·M(S) ·m)3g−2 (5.10)
where φ is the T-duality invariant dilaton, related to the ten-dimensional coupling as e−2φ =
Vd/g
2
s l
d
s , and we work in units of ls. The restriction d ≤ 4 is due to the fact that for D = 5
three-form field-strengths are Poincare´ dual to two-form field-strengths, while for D = 4
they become part of the scalar manifold after dualization. A similar conjecture also holds
for the coupling computed by the topological B-model [46],
Conjecture 12 The R4F 4g−4 couplings between 4 gravitons and 4g− 4 Ramond two-form
field-strengths in type IIA compactified on T d, d ≤ 6 are given at genus g by the SO(d, d,Z)
‡10The precise contraction of the Lorentz indices is also obtained by dressing HˆRR with Grassmann
parameters, and generalizes the usual t8t8 + ǫ8ǫ8/4 combination [48].
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constrained Eisenstein series in the conjugate spinor representation with insertions of 4g−4
charges:
I =
∫
d10−dx
√−γ
∑ˆ
m
δ(m ∧m) e6(g−1)φ R
4 (m · FRR)4g−4
(m ·M(C) ·m)3g−2 (5.11)
Here, the restriction d ≤ 6 is due to the fact that for D = 3 two-forms field-strengths
become part of the scalar manifold after Poincare´ dualization. The relation between these
two conjectures and the genus g integral (5.6) is similar to the case of (t8t8 ± ǫ8ǫ8/4)R4
couplings in dimensions 8 or higher: the insertions of the vertex operators of the four
gravitons and the 4g − 4 two-forms FRR or three-forms HRR saturate the fermionic zero-
modes and select one out of the two spinor contributions in the modular integral (5.6). The
end results (5.10) and (5.11) involve covariant modular functions instead of invariant ones,
but behave as Eisenstein series of order 3g − 2 − (4g − 4)/2 = g for most purposes. They
generalize the SL(2,Z) modular functions f p,q =
∑ˆ
τ
(p+q)/2
2 /[(m+nτ)
p(m+nτ¯ )q] invariant
up to a phase, that were also used in the context of non-perturbative type IIB string in
[49, 50].
5.3 Non-perturbative R4H4g−4 couplings
Having put the g-loop amplitude in a manifestly T-duality invariant form (5.10), it is
now straightforward to propose a non-perturbative completion, invariant under the full
U-duality group. For that purpose, we note that the set of three-form field-strengths in
M-theory compactified on T d+1 fall into a representation of Ed+1(d+1) dual to the string
multiplet which already appeared in Section 4 (this is strictly speaking only correct for
D ≥ 5 as explained below (5.10)). The string multiplet decomposes under SO(d, d,Z) into
a singlet (the Neveu-Schwarz HNS) a spinor (the Ramond three-forms obtained by reducing
the M-theory four-form field-strength), as well as further terms for d ≥ 4. It is therefore
tempting to propose
Conjecture 13 The R4H4g−4 couplings between 4 gravitons and 4g − 4 three-form field-
strengths in M-theory compactified on T d+1, d ≤ 4 are exactly given, up to a power of
Newton’s constant, by the Ed+1(d+1)(Z) constrained Eisenstein series in the string represen-
tation with insertions of 4g − 4 charges:
I =
Vd+1
l9M
∫
d10−dx
√−γ
∑ˆ
m
δ(m ∧m) R
4 (m ·H)4g−4
(m ·M(string) ·m)3g− 32
(5.12)
As an immediate check, we note that this proposal has the appropriate scaling dimension.
The leading contribution arises by restricting the summation to ms 6= 0 only, where ms is
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the top charge in the string multiplet m, contracted with the top three-form HNS:
I =
Vd
g2s l
8
s
∫
d10−dx
√−γ 2ζ (2g + 1) R4 H4g−4NS + . . . (5.13)
corresponding to a tree-level interaction involving the Neveu-Schwarz three-form only. The
next-to-leading contribution is obtained by Poisson resummation on the integer ms, and
setting the dual integer to zero, as in our analysis of R4 couplings. This has the effect of
setting m · H = mRR · HRR (for vanishing value of the Ramond scalars) and shifting the
order 3g − 3/2 → 3g − 2. We thus reproduce the g-loop result (5.10). The analysis of
non-perturbative effects is as in the R4 case, and shows order e−1/gs D-brane effects as well
as, for d ≥ 4, contributions superficially of order e−1/g2s . More explicitly, in the simplest
example of ten-dimensional type IIB theory, we obtain, in units of the 10D Planck length,
∑ˆ
m,n
[
τ2
|m+ nτ |2
]3g− 3
2
R4(mHNS − nHRR)4g−4 = 2ζ (2g + 1)R4H4g−4NS
+ 2
√
πτ
5
2
−3g
2
Γ(3g − 2)
Γ(3g − 3
2
)
ζ(6g − 4) R4(HRR − τ1HNS)4g−4 +O(e−1/gs) (5.14)
Turning finally to the case of non-perturbative R4F 4g−4 couplings, we note that the
two-form field-strengths of M-theory compactified on T d+1 transform as the dual of the
particle multiplet. The particle multiplet is the representation associated to the rightmost
node in the Dynkin diagram (4.4) (see Ref. [5] for further details). It is thus quite natural
to propose a non-perturbative completion as
I =
∫
d10−dx
√−γ
∑ˆ
m
δ(m ∧m) R
4 (m · F )4g−4
(m ·M(particle) ·m)4g−5+ d2
(5.15)
where the power 4g− 5+ d/2 has been set by dimensional analysis. The particle multiplet
decomposes as a vector and conjugate spinor of SO(d, d,Z) in that order, so that this
proposal implies a one-loop term given by the SO(d, d,Z) Eisenstein series of order 2g−3+
d/2 in the vector representation, plus a higher perturbative term which should reproduce
the genus g term (5.11). Due to the presence of constraints, we are unfortunately not
able to prove this statement at present. For g = 1, this conjecture is implied by the
alternative form of the R4 threshold in (4.13). Note that this proposal may in principle
lift the difficulty raised by Berkovits and Vafa, who noted that in 8 dimensions the non-
perturbative generalization of the genus g R4F 4g−4 terms should include a mixing between
the U(1)\SL(2,R) and SO(3)\SL(3,R) moduli [48]. Here the mixing is built-in since the
particle multiplet transforms in the (3, 2) of SL(3,Z)× SL(2,Z). Let us finally note that
our techniques could also be used to generalize the conjectures about ∇2kR4 and R3m+1
terms [51, 52], but the status of these is less clear.
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6 Conclusions
Duality provides strong constraints on the non-perturbative extension of string theory. It
is especially powerful in vacua with many supersymmetries, where physical amplitudes and
low energy couplings have to be invariant under the symmetry group. For a restricted class
of BPS saturated couplings, the supersymmetry constraints close into a set of partial differ-
ential equations, which together with perturbative boundary conditions allows to determine
the result exactly. Such techniques have enabled us to obtain convenient representations
of one-loop thresholds manifestly invariant under T-duality, to compute higher-genus am-
plitudes not tractable otherwise, and to propose an exact non-perturbative completion of
R4H4g−4 couplings in toroidal compactifications of M-theory. Upon expansion in weak
coupling, these results reveal a tree-level and g-loop contribution, non-perturbative order
e−1/gs effects that can be attributed to Euclidean D-branes wrapped on various cycles of
the internal torus, as well as further ill-understood non-perturbative effects superficially
of order e−1/g
2
s , appearing in dimension D = 6 and lower. It would be very interesting to
ascertain the behaviour of these effects, and eventually give an instantonic interpretation
for them. In D = 4 we expect such e−1/g
2
s effects from the Euclidean NS5-brane wrapped
on T 6 which should be extracted from our conjecture (4.9). Finally, the generalization
to D ≤ 2 should involve Eisenstein-like series for affine Lie algebras and even hyperbolic
Kac-Moody algebras.
We have focused in this work on half-BPS saturated couplings in maximally super-
symmetric theories. It would be interesting to extend our techniques to (i) couplings
preserving a lesser amount of supersymmetry, and (ii) half BPS states in theories with
less supersymmetry. Given that the quadratic half-BPS constraint imposes second order
differential equations and that the quarter-BPS condition is cubic in the charges, one may
envisage that quarter-BPS saturated couplings should be eigenmodes of a cubic Casimir
operator, and expressable as generalized Eisenstein series. As for the second issue, one
has to face situations where the gauge symmetry can be enhanced at a particular point
in the moduli space, a case where Eisenstein series seem to be of little relevance. The
differential equations (3.46) and the generalized prepotentials of [14] should prove useful
for constructing automorphic forms with the required singularity structure, generalizing
[53, 37, 36, 54]. Particularly interesting cases include the toroidal compactifications of the
heterotic string, where five-brane instantons are little understood; type IIB compactified
on K3, where the moduli space unifies the dilaton with the other scalars in a simple form
[SO(5) × SO(21)]\SO(5, 21) and where tensionless strings appear at singularities of K3;
the FHSV model [29], where the duality group is broken to a subgroup of SO(2, 10,Z) by
the freely acting orbifold construction.
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On a more mathematical level, our results provide a wealth of explicit examples of mod-
ular functions on symmetric spaces of non-compact type K\G, with G a real simply laced
Lie group in the normal real form, that generalize the Eisenstein series on the fundamental
domain of the upper half-plane. These functions can be associated to any fundamental
representation of G, and are eigenmodes of the Laplacian with an easily computable eigen-
value. From analyzing their asymptotics and their behaviour under the Laplace operator as
well as some other differential operator, we have been able to obtain a number of relations
between Eisenstein series in various representations, although we had to content ourselves
with conjectures rather than proofs in several cases. This has shown that Eisenstein se-
ries may become equal for certain values of the order s, the most useful example being
the equality of the vector, spinor and conjugate spinor Eisenstein series of SO(d, d,Z) at
s = d/2 − 1, s = 1 and s = 1 respectively. On the other hand, two Eisenstein series with
the same eigenvalue under the Laplacian may still be separated by an extra differential op-
erator, like d in the SO(d, d) case. We have not addressed the question of the analyticity
of Eisenstein series with respect to the order s: this would require an asymptotic expansion
analogous to (1.4) or (2.15) with a uniformly suppressed general term. Unfortunately, it
seems that the presence of constraints tends to give rise to ill-behaved expansions such as
(3.31). This problem is the mathematical counterpart of the physical one raised above,
namely understanding the instanton effects that are superficially of order e−1/g
2
s . It would
be interesting to understand more precisely what Eisenstein series are needed to generate
the spectrum of the Laplace operator for any eigenvalue (note in that respect that the
order s is no longer a good parametrization, since the relation between the eigenvalue and
s depends on the representation). From a mathematical point of view however, Eisenstein
series are the least interesting part of the spectrum on such manifolds, which should also
include a discrete family of cusp forms. Perhaps string theory will provide an explicit
example of these elusive objects.
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Note added (Jan. 2010): We have corrected misprints in Eqs. 2.9, 2.11, 2.19, 4.3, and an
error in the derivation in Sec. C.1 and C.3 of the large volume expansion of the Eisenstein
series in the vector representation of SO(d, d), and in the spinor representations of SO(4, 4).
This mistake does not affect the result for s = d/2 − 1, which is the case relevant for
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threshold integrals. We also removed an erroneous conjecture below Eq. 2.12, and added
a comment (footnote 4) about the need to regulate the integral (3.16).
Appendices
A Gl(d), SL(d), SO(d, d) and Sp(g) Laplacians
In this appendix we give some details of the derivation of the Laplacians (2.4b), (2.5b),
(3.11b) and (5.3) on the scalar manifolds for the four cases of Gl(d), SL(d), SO(d, d) and
Sp(g) symmetry, as well as some useful alternative forms. The Laplacians are computed
from the general expression
∆ =
1√
γ
∂µ
√
γγµν∂ν , ds
2 = γµνdx
µdxν = −1
2
Tr
(
dMdM−1
)
(A.1)
where γ is the bi-invariant metric on the symmetric space K\G, parametrized by the
symmetric matrix M .
A.1 Laplacian on the SO(d)\Gl(d,R) and SO(d)\SL(d,R) symmetric spaces
For the SO(d)\Gl(d) case, we can choose M = g a symmetric positive definite matrix, and
the metric ds2 and volume element take the form
ds2 = gikgjldgijdgkl , det(ds
2) = 2
d(d−1)
2 (det g)−(d+1) (A.2)
Its inverse is easily computed by ordering the indices,
ds2inv =
∑
i,j
gijgijdg
iidgjj +
1
2
∑
i<j;k<l
(gikgjl + gilgjk) dg
ijdgkl + 2
∑
i;k<l
gikgildg
iidgkl (A.3)
and using the relation
∂ det g
∂gij
= (2− δij)gij det g . (A.4)
We find, after some algebra,
∆Gl(d) =
∑
i≤j;k≤l
∂
∂gij
gikgjl
∂
∂gkl
− d+ 1
2
∑
i≤j
gij
∂
∂gij
(A.5)
which can also be put in the form
∆Gl(d) =
∑
i≤j;k≤l
gikgjl
∂
∂gij
∂
∂gkl
+
d+ 1
2
∑
i≤j
gij
∂
∂gij
(A.6)
40
In order to avoid the cumbersome sums over ordered indices, it is convenient to introduce
the diagonally rescaled metric
g˜ij = (1− δij/2)gij . (A.7)
This then satisfies the properties
∂gij
∂g˜kl
= δki δ
l
j + δ
l
iδ
k
j ,
∂ det g
∂g˜ij
= 2gij det g (A.8)
which allows to write the above Laplacian in the covariant form
∆Gl(d) =
1
4
gikgjl
∂
∂g˜ij
∂
∂g˜kl
+
d+ 1
4
gij
∂
∂g˜ij
(A.9)
where now repeated indices are summed over without further restrictions. This is the form
given in (2.4b), where we omitted the tilde on the redefined metric as done throughout the
text of the paper for simplicity of notation.
To compute the Laplacian on the SO(d)\SL(d) symmetric space from this, we decom-
pose the element g of Gl(d) as g = tg˜, with det g˜ = 1. The metric then takes the form
ds2Gl = ds
2
Sl + d
(
dt
t
)2
,
∑
i≤j
gij
∂
∂gij
= t∂t (A.10)
so that the Laplacian reads
∆Gl(d) = ∆SL(d) +
1
d
t∂tt∂t = ∆SL(d) +
1
4d
(
gij
∂
∂g˜ij
)2
(A.11)
Together with (A.9), this yields the result (2.5b) for the SL(d) Laplacian.
A.2 Laplacian on the [SO(d)× SO(d)]\SO(d, d,R) symmetric space
Next, we turn to the Laplacian on the symmetric space [SO(d) × SO(d)]\SO(d, d) of
dimension d2. We can choose the symmetric moduli matrix M as in (3.4), so that the
metric in (A.1) reads
ds2 = gikgjl (dgijdgkl + dBijdBkl) (A.12)
This is a fibration on the coset SO(d)\Gl(d), so we only need to compute the Laplacian on
the fiber. We order the indices as
ds2B = 2
∑
i<j;k<l
(
gikgjl − gilgjk) dBijdBkl (A.13)
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The determinant of the metric on the fiber is γB = 1/(det g)
d−1, up to an irrelevant numer-
ical factor. Using (A.2), the volume form on the total manifold is therefore
√
γ = (det g)−d.
The inverse metric reads
ds2B,inv =
1
2
∑
i<j;k<l
(gikgjl − gilgjk) dBijdBkl (A.14)
so that the Laplacian on the fiber is given by
∆B =
1
2
∑
i<j;k<l
(gikgjl − gilgjk) ∂
∂Bij
∂
∂Bkl
(A.15)
where we let ∂Bij/∂Bkl = δ
k
i δ
l
j − δliδkj . Putting this together with the Laplacian (A.6) on
the base (with the appropriate volume element), we find
∆SO(d,d) =
∑
i≤j;k≤l
gikgjl
∂
∂gij
∂
∂gkl
+
∑
i≤j
gij
∂
∂gij
+
1
4
∑
ijkl
gikgjl
∂
∂Bij
∂
∂Bkl
(A.16)
where the sum in the last term runs over unconstrained indices. An alternative form using
the redefined metric (A.7) is
∆SO(d,d) =
1
4
gikgjl
[
∂
∂g˜ij
∂
∂g˜kl
+
∂
∂Bij
∂
∂Bkl
]
+
1
2
gij
∂
∂g˜ij
(A.17)
which is the one given in (3.11b). The SO(d, d + k) Laplacian (3.44) can be computed
using similar techniques, but we will not give the details of this computation here.
A.3 Laplacian on the U(g)\Sp(g,R) symmetric space
Next, we derive the Laplacian on the U(g)\Sp(g) symmetric space, relevant for the genus
g amplitude in (5.1). Using for M the moduli matrix (5.2), the metric in (A.1) takes the
form
ds2 = τAC2 τ
BD
2 (dτ1ABdτ1CD + dτ2ABdτ2CD) , (A.18)
This is again a fibration on the coset SO(g)\Gl(g), so again we only need to compute the
Laplacian on the fiber. The determinant of the metric on the fiber is γ|τ1 = 1/(det τ2)g+1,
up to an (irrelevant) numerical factor, so that, using (A.2) the volume form on the total
manifold is
√
γ = (det τ2)
−(g+1). With the known result (A.6) for the Gl(d) Laplacian, we
then obtain
∆Sp(g) =
∑
A≤B;C≤D
∂
∂τ2AB
τ2ACτ2BD
∂
∂τ2CD
+ τ2ACτ2BD
∑
A≤B;C≤D
∂
∂τ1AB
∂
∂τ1CD
− (g + 1)
∑
A≤B
τ2AB
∂
∂τ2AB
(A.19)
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Diagonally rescaling τ1 and τ2 as before gives the more compact and covariant expression
∆Sp(g) =
1
4
τ2ACτ2BD
(
∂
∂τ1AB
∂
∂τ1CD
+
∂
∂τ2AB
∂
∂τ2CD
)
(A.20)
which is the form given in (5.3) and reduces to half the usual Laplacian on the Poincare´
upper half-plane for g = 1.
A.4 Laplacian on the K\Ed+1(d+1)(R) symmetric space
We finally give here also the Laplacian on the the scalar manifold K\Ed+1(d+1)(R) of eleven-
dimensional supergravity on T d+1 (equivalently type IIA string theory on T d). In this case,
the scalars are given by the metric gIJ , I = 1 . . . d + 1, a three-form CIJK and its dual E6
(and for D = 11− (d+ 1) ≤ 3 an extra K1,8-form, which will not be included below). For
d ≤ 6, the corresponding Laplacian is given by
∆Ed+1(d+1) =
1
4
gIKgJL
∂
∂gIJ
∂
∂gKL
+
(d+ 7)(d− 4)
4(d− 8) gIJ
∂
∂gIJ
+
1
4(8− d)
(
gIJ
∂
∂gIJ
)2
+
1
2 · 3! l6M
gIKgJLgPQ
(
∂
∂CIJP − 10 CRST
∂
∂ERSTIJP
)(
∂
∂CKLQ − 10 CUVW
∂
∂EUVWKLQ
)
+
1
2 · 6! l12M
gIKgJLgPQgRUgSV gTW
∂
∂EIJPRST
∂
∂EKLQUVW (A.21)
The eigenvalues (4.10) of the Eisenstein series of the particle, string and membrane multiplet
can be checked explicitly from this form using the mass formulae of these multiplets and
the techniques employed in Appendix B. To this end it is important to express the 11D
Planck length lM , which is not invariant under the U-duality group Ed+1(d+1)(Z), in terms
of the invariant Planck length lP using the relation Vd+1/l
9
M = l
d−8
P .
Note also that, since for d ≤ 4 the U-duality groups Ed+1(d+1)(Z) are of the Sl and
SO type the Laplacian above should reduce to the corresponding forms by appropriate
redefinition of the scalars. For d = 5, 6, with U-duality group E6, E7 the above Laplacian
is not contained in the previous results.
It is useful to determine the T-duality decomposition of the Laplacian (A.21). For
that purpose, we compute the kinetic terms of the scalars in the Kaluza–Klein reduction
of ten-dimensional type IIA theory. Going to the Einstein frame g → e4φ/(8−d)g, where
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eφ = gs/
√
Vd is the invariant dilaton, we find
S =
∫
d10−dx
√−g
[
R +
4
8− d∂φ∂φ −
1
4
∂g∂g−1 +
1
4
∂Bg−1∂Bg−1+
+
e2φ
2
∂R ·M(S) · ∂R + . . .
]
(A.22)
Here, R denote the Ramond scalars transforming in the spinor representation of SO(d, d),
and the dots stand for extra scalars which originate from dualizing the Kaluza–Klein one-
form, Neveu-Schwarz two-form or Ramond forms in d ≥ 5. From the property
∑
k=even
k
(
d
k
)
=
∑
k=odd
k
(
d
k
)
= d 2d−2 , (A.23)
it follows that the mass matrix M(S), like M(C), has unit determinant. The volume
element is thus given by
√
γ = e2
d−1φ (for d < 5 and in fact also d = 5), and the Laplacian
on the symmetric space K\Ed+1(d+1)(R) then reads, in variables appropriate for T-duality,
∆Ed+1(d+1) =
8− d
16
(
∂2φ + 2
d−1∂φ
)
+∆SO(d,d) +
e−2φ
2
∂R ·M−1(S) · ∂R + . . . (A.24)
From this we can for example check that the Einstein-frame tree-level R4 term e12φ/(d−8), or
the one-loop term e2(d−2)φ/(d−8) ESO(d,d,Z)S,C;s=1 are eigenmodes of the U-duality invariant Lapla-
cian as required by the conjecture (4.11).
A.5 Decompactification of the Laplacians
We conclude by giving the decompactification formulae for the Gl(d) and SO(d, d) Lapla-
cians. These are relevant for the study of the decompactifcation properties of the corre-
sponding Eisenstein series.
We will consider only the SO(d, d) case, since the resulting formulae for Gl(d) and
SL(d) can easily be obtained from this case. For the metric we take the U(1)-fibered form
dxigij dx
j = R2(dx1 + Aadx
a)2 + dxagˆabdx
b (A.25)
where a = 2, . . . d and the original metric is gij. We also define
B1a = Ba , Bab = Bˆab +
1
2
[AaBb −AbBa] (A.26)
In terms of these variables, T-duality takes the simple form
R↔ 1
R
, eφ ↔ e
φ
R
, Aa ↔ Ba , (gˆab, Bˆab) inv. (A.27)
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For the purpose of dimensional reduction it is, however, more convenient to introduce a
modified B˜ab field invariant under gauge transformations of Aa (but not under shifts of Ba):
Bab = B˜ab + AaBb −BaAb (A.28)
In the expressions below, we also use the diagonally rescaled metric (A.7) for gˆ when-
ever it appears in derivatives. The Jacobian for the change of variables from (gij, Bij) to
(R,Aa, gˆab, Ba, B˜ab) is given by
∂
∂g11
=
1
2R
∂
∂R
− Aa
R2
∂
∂Aa
+
1
2
AaAb
∂
∂gˆab
+
AaBb
R2
∂
∂B˜ab
(A.29a)
∂
∂g1a
=
1
R2
∂
∂Aa
−Ab ∂
∂ ˜ˆgab
− Bb
R2
∂
∂B˜ab
,
∂
∂gab
=
∂
∂gˆab
(A.29b)
∂
∂B1a
=
∂
∂Ba
+ Ab
∂
∂B˜ab
,
∂
∂Bab
=
∂
∂Bˆab
(A.29c)
The Jacobian relevant for the Gl(d) Laplacian is simply obtained by ignoring the terms
involving B. Then, we find for the Gl(d) Laplacian the decomposed result (2.21), while for
SO(d, d) we have after some algebra
∆SO(d+1,d+1) = ∆SO(d,d) − 1
2
gˆab
∂
∂gˆab
+
1
4
(
R
∂
∂R
)2
+
gˆab
2R2
∂
∂Aa
∂
∂Ab
+
R2gˆab
2
∂
∂Ba
∂
∂Bb
− 1
R2
gˆabBc
∂
∂Aa
∂
∂B˜bc
+
1
2R2
gˆabBcBd
∂
∂B˜ab
∂
∂B˜cd
(A.30)
We also note that the corresponding Jacobian for the change to the (R,Aa, gˆab, Ba, Bˆab)
variables can be obtained from the one in (A.29) by substituting B˜ → 2Bˆ except for the
last equation. For completeness, we also give the decomposed SO(d, d) Laplacian in these
variables
∆SO(d+1,d+1) = ∆SO(d,d) − 1
2
gˆab
∂
∂gˆab
+
1
4
(
R
∂
∂R
)2
+
gˆab
2R2
∂
∂Aa
∂
∂Ab
+
R2gˆab
2
∂
∂Ba
∂
∂Bb
+
1
8
gˆac
(
R2AbAd +
BbBd
R2
)
∂
∂Bˆab
∂
∂Bˆcd
− 1
2
gˆab
(
R2Ac
∂
∂Ba
+
Bc
R2
∂
∂Aa
)
∂
∂Bˆbc
(A.31)
which manifestly exhibits the T-duality symmetry (A.27).
B Eigenmodes and eigenvalues of the Laplacians
In this appendix we give some details on the explicit computation of the eigenvalues under
the Laplacian and the non-invariant differential operator (3.27) of the various Eisenstein
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series and modular integral considered in the main text. These computations are most
easily done using the integral representation
[M2]−s = πs
Γ(s)
∫ ∞
0
dt
t1+s
exp
(
−π
t
M2
)
(B.1)
of the generic term in the Eisenstein series. The result of differentiation can be integrated
by parts using ∫ ∞
0
dt
t1+s
[
α
C2
t2
+ β
C
t
]
e−C/t = s(αs+ α + β)
∫ ∞
0
dt
t1+s
e−C/t (B.2)
B.1 SL(d,Z) Eisenstein series in the fundamental representation
We start with the fundamental representation of SL(d,Z), for which the mass matrix reads
M2(d) = mtgm = migijmj , and obeys the identities
∂M2(d)
∂gij
= 2mimj ,
∂2M2(d)
∂gij∂gkl
= 0 (B.3)
so that using the Laplacian (2.4b), we obtain, setting t′ = t/π,
eM
2(d)/t′∆Gl(d)e
−M2(d)/t′ =
1
t′2
gikgjl(m
imj)(mkml)− d+ 1
4t′
gij2m
imj
=
1
t′2
[M2(d)]2 − d+ 1
2t′
M2(d) (B.4)
Then, using the identity (B.2) we immediately find the eigenvalue s(s+ 1− d+1
2
) as given
in (2.4a). The corresponding eigenvalue under the SL(d) Laplacian follows by subtracting
the (t∂/∂t)2/d contribution in (A.11),
1
4d
eM
2(d)/t′
(
gij
∂
∂gij
)2
e−M
2(d)/t′ =
1
d
(
1
t′2
[M2(d)]2 − 1
t′
M2(d)
)
(B.5)
so that the eigenvalue is s(s+ 1− (d+ 1)/2)− s2/d as given in (2.5a).
B.2 SO(d, d,Z) Eisenstein series in the vector representation
For the case of the vector representation of SO(d, d), the mass matrix now reads
M2(V) = mtM(V)m = m˜igijm˜j + nigijnj , m˜i = mi +Bijnj (B.6)
and satisfies
∂M2(V)
∂gij
= 2
[−m˜im˜j + ninj] , ∂M2(V)
∂Bij
= 2
[
m˜inj − m˜jni] (B.7)
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where m˜i = gijm˜j . To compute the action of the Laplacian (3.11b) and of the operator d
in (3.27) we need the quantities
D0 =
(
1
2
gij
∂M2(V)
∂gij
)2
= (m˜2)2 + (n2)2 − 2m˜2n2 (B.8a)
D1 =
1
4
gikgjl
∂M2(V)
∂gij
∂M2(V)
∂gkl
= (m˜2)2 + (n2)2 − 2(m˜n)2 (B.8b)
D2 =
1
4
gikgjl
∂M2(V)
∂Bij
∂M2(V)
∂Bkl
= 2[m˜2n2 − (m˜n)2] (B.8c)
as well as
C1 =
1
4
gikgjl
∂2M2(V)
∂gij∂gkl
= (d+ 1)m˜2 , C2 =
1
4
gikgjl
∂2M2(V)
∂Bij∂Bkl
= (d− 1)n2 (B.9a)
C0 =
1
4
gij
∂
∂gij
gkl
∂M2(V)
∂gkl
= m˜2 + n2 , C =
1
2
gij
∂M2(V)
∂gij
= −m˜2 + n2 (B.9b)
Using these data it is then easy to compute
eM
2(V)/t′∆SO(d,d)e
−M2(V)/t =
1
t′2
[D1 +D2]− 1
t′
[C1 + C2 + C] (B.10a)
=
1
t′2
[
(M2(V))2 − 4(mn)2]− d
t′
M2(V) (B.10b)
eM
2(V)/t′
d exp e
−M2(V)/t′ =
1
t′2
[
D1 − 1
2
D0
]
− 1
t′
[
C1 − 1
2
C0 +
1
2
(d+ 1)C
]
(B.10c)
=
1
2t′2
[
(M2(V))2 − 4(mn)2]− d
2t′
M2(V) (B.10d)
The eigenvalues s(s − d + 1) and s
2
(s − d + 1) of the vector Eisenstein series under the
Laplacian ∆SO(d,d) and the non-invariant operator d follow by using the identity (B.2),
provided the half-BPS constraint m˜n = mn = 0 is satisfied. These are the values quoted
in (3.12) and (3.29) respectively.
B.3 SO(d, d,Z) Eisenstein series in the spinor representations
The direct computation of the eigenvalues of the (conjugate) spinor Eisenstein under the
SO(d, d) Laplacian is more involved and will not be given here. The general results in (3.12)
have been checked directly for d ≤ 4, showing also in this case explicitly the importance of
imposing the half-BPS constraints (3.7a) and (3.9a) that occur for d = 4.
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Finally, we turn to the action of thed operator on the (conjugate) spinor representation
(3.6), (3.8) of SO(d, d), with mass
M2(S) = 1
Vd
∑
p=odd
(m˜[p])2
p!
, M2(C) = 1
Vd
∑
p=even
(m˜[p])2
p!
(B.11)
where m˜[p] = m[p] +B2m
[p−2] +B22m
[p−4] + . . . are the dressed charges and (m˜[p])2 denotes
the invariant square obtained with p powers of the metric. We need the derivative
∂M2(S)
∂gij
=
1
Vd
∑
p
2p[(m˜[p])2]ij − (m˜[p])2gij
p!
(B.12)
where [(m˜[p])2]ij denotes the invariant square with one power of the metric taken out. The
direct computation of the full d along the same lines as the cases treated above is rather
intricate. We therefore employ a method that uses the underlying group theory and the
realization that d contains the SL(d) Laplacian, as well as the structural form (3.7) of
the constraints.
We first note that each term in (B.11) represents a totally antisymmetric tensor of SL(d)
with p indices. For an antisymmetric p-tensor of SL(d), the Casimir of the rth symmetric
power is given by
Q([p]⊗sr) =
rp(d− p)(r + d)
d
(B.13)
so that according to the general formula (2.11) the action of the SL(d) Laplacian is
∆SL(d)[(m
[p])2]−s =
p(d− p)s(2s− d)
2d
[(m[p])2]−s , (B.14)
Using the identity (B.2), we therefore have, up to cross terms which we neglect for the
moment,
eM
2(S)/t′∆SL(d)e
−M2(S)/t′ =
1
t′2
[∑
p
p(d− p)
d
(
(m[p])2
Vd p!
)2
+ cross
]
− 1
t′
[∑
p
p(d− p)(d+ 2)
2d
(m[p])2
Vd p!
]
(B.15)
where we emphasize that this result is only valid when enforcing the quadratic constraints
on the charges. We also need
eM
2(S)/t′
(
1
2
gij
∂
∂gij
)2
e−M
2(S)/t′ =
1
t′2
[∑
p
(
p− d
2
)
(m[p])2
Vd p!
]2
− 1
t′
[∑
p
(
p− d
2
)2
(m[p])2
Vd p!
]
(B.16)
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obtained by direct calculation using (B.12). Using the form of d in (3.27) we obtain from
the two expressions in (B.15) and (B.16) that
eM
2(S)/t′
d e
−M2(S)/t′ =
1
t′2
[∑
p
(
p(d− p)
2
− d(d− 2)
8
)(
(m[p])2
Vd p!
)2
+ cross
]
+
1
t′
[∑
p
(
−p(d− p) + d(d− 2)
8
)
(m[p])2
Vd p!
]
(B.17)
Using (B.2) we then deduce that
d(M2(S))−s
(M2(S))−s−2 = s
{
(s+ 1)
[∑
p
(
p(d− p)
2
− d(d− 2)
8
)(
(m[p])2
Vd p!
)2
+ cross
]
+M2(S)
∑
p
(
−p(d− p) + d(d− 2)
8
)
(m[p])2
Vd p!
}
(B.18)
Requiring the righthand side to be proportional to (the diagonal terms in) (M2(S))2 then
shows us that (for generic value of d) this is only possibly when s = 1, in which case we
find that
d(M2(S))−s = d(2− d)
8
(M2(S))−s , s = 1 (B.19)
so that the s = 1 spinor and conjugate spinor Eisenstein series are eigenmodes of d as
recorded in (3.29b), (3.29c).
A special feature arises for the spinor representation of SO(4, 4), in which case we have
p(d − p) = p(4 − p) = 3 for both the relevant values p = 1 and 3 so that the terms in
(B.18) are proportional to (M2(S))2 for all values of s. As a result we find that the spinor
Eisenstein series for SO(4, 4) is an eigenmode of d with eigenvalue s(s− 3)/2 as noted in
(3.30) ‡11. This is not the case for the conjugate spinor representation of SO(4, 4).
Finally, we wish to point out some further checks on the cross terms that have been
neglected so far. First, we have explicitly checked the full result by direct computation for
the spinor representation in the cases d ≤ 4. In particular, for d = 4 one finds, as expected
that the constraint m[1] ∧m[3] = 0 of (3.7a) is crucial for the eigenvalue condition. More
generally, using the metric on weight space g[p][q] = p(d − q)/d with [p] ≤ [q] two totally
antisymmetric SL(d) representations, we know from the group theory arguments in (2.9)
‡11In a similar way one can see that the spinor and conjugate spinor Eisenstein series of SO(2, 2) are
eigenvalues for all s, but that was expected since in that case d reduces to the SL(2) Laplacian.
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that the cross terms in (B.15) can be incorporated by replacing the 1/t′2 term by
1
t′2
[∑
p≤q
(2− δpq)p(d− q)
d
(
(m[p])2
Vd p!
)(
(m[q])2
Vd q!
)]
(B.20)
Together with the directly computed cross terms in (B.16), this changes the 1/t′2 term in
(B.17) to
1
t′2
∑
p≤q
(2− δpq)
(
d(p+ q) + 2(p− q)− 2pq
4
− d(d− 2)
8
)(
(m[p])2
Vd p!
)(
(m[q])2
Vd q!
)
(B.21)
which will produce an analogous correction to (B.18). For s = 1 we then see that, taking
into account the cross terms from the second term in (B.18), the (p, q)-dependent part is
given by
(d(p+ q) + 2(p− q)− 2pq)− (p(d− p) + q(d− q)) = (p− q)(p− q + 2) (B.22)
which we see vanishes (besides the diagonal terms p = q) for the cross terms q − p = 2.
If q − p > 2, there are non-trivial effects from the constraints. A simple way to see
them is to consider the two-form in the d = 4 conjugate spinor. The 1/t2 contribution
to ∆Sl includes a term (m
[2])4, where the contraction is the non-factorized one. By the
Cayley–Hamilton theorem for 4× 4 antisymmetric matrices A,
A4 − 1
2
(TrA2)A2 + (PfaffianA)21 = 0 (B.23)
we see that this is [(m[2])2]2/2 up to a (m[2] ∧m[2])2 term, which by the half-BPS condition
(3.9a) is equivalent to an extra cross term (m m[4])2 that was not taken into account
previously and will cancel the deficit seen in (B.22).
C Large volume expansions of Eisenstein series
Here, we derive the results (3.31), (3.33) by considering the large volume expansions of
the vector, spinor and conjugate spinor Eisenstein series of SO(d, d). In the computations
below we shall repeatedly use the Poisson resummation formula∑
m
e−π(m+a)
tA(m+a)+2πimb =
1√
detA
∑
m˜
e−π(m˜+b)
tA−1(m˜+b)−2πi(m˜+b)a (C.1)
Note that an insertion of m on the lefthand side translates into an insertion of −a +
iA−1(m˜+ b) on the righthand side. We also recall the integral representation of the Bessel
function ∫ ∞
0
dx
x1+s
e−b/x−cx = 2
∣∣∣c
b
∣∣∣s/2Ks(2√|bc|) (C.2)
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It is an even function in s, and admits the asymptotic expansion at large x
Ks(x) =
√
π
2x
e−x
(
1 +
∞∑
k=1
1
(2x)k
Γ
(
s+ k + 1
2
)
k!Γ
(
s− k + 1
2
)
)
. (C.3)
The expansion truncates when s is half-integer, and in particular, for s = 1/2 the saddle
point approximation is exact:
K1/2(x) =
√
π
2x
e−x (C.4)
We also recall some useful facts about the Riemann Zeta and Gamma functions
ζ(s) =
∞∑
m=1
1
ms
=
πs/2Γ(1− s/2)
π(1−s)/2Γ(s/2)
ζ(1− s) (C.5a)
ζ(−1) = − 1
12
, ζ(0) = −1
2
, ζ(2) =
π2
6
, (C.5b)
Γ(s) =
∫ ∞
0
dt
t1+s
e−1/t , Γ(s+ 1) = sΓ(s) , Γ(1) = 1 , Γ(1/2) =
√
π . (C.5c)
It is also useful to recall that ζ(s) has a simple pole at s = 1, simple zeros at s = −2,−3, . . .
whereas Γ(s) has simple poles at s = 0,−1,−2, . . . :
ζ(1 + ǫ) =
1
ǫ
+ γ +O(ǫ) , Γ(ǫ) = 1
ǫ
− γ +O(ǫ) (C.6)
where γ = 0.577215... is the Euler constant.
C.1 SO(d, d,Z) vector Eisenstein series
We first consider the large volume expansion of the Eisenstein series in the vector repre-
sentation of SO(d, d), for which we use the integral representation
ESO(d,d,Z)s;V =
πs
Γ(s)
∫ ∞
0
dt
t1+s
∫ 1
0
dθ
∑ˆ
mi,ni
exp
(
−π
t
(mi +Bijn
j)2 − π
t
(ni)2 + 2πiθmin
i
)
(C.7)
Here the integration over θ incorporates the constraint min
i = 0 and the squares denote
the invariant contraction with the metric or inverse metric depending on the position of
the indices. We first extract the ni = 0 piece, and in the remaining part Poisson resum on
the integers mi which are now unconstrained. Then ESO(d,d,Z)V;s = J1(V) + J2(V) with
J1(V) =
∑ˆ
mi
[
1
migijmj
]s
= ESL(d,Z)
d¯;s
= Vd
πsΓ(d
2
− s)
π
d
2
−sΓ(s)
ESL(d,Z)
d; d
2
−s
(C.8)
J2(V) =
Vdπ
s
Γ(s)
∫ ∞
0
dt
t1+s−
d
2
∫ 1
0
dθ
∑
mi
∑ˆ
ni
exp
(
−πt(mi + θni)2 − π
t
(ni)2 + 2πiBijm
inj
)
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Here we have recognized the first term (C.8) as the Eisenstein series of the antifundamental
of SL(d) and used the identity (2.7) in the last step. Continuing with the second term (C.9)
we note that although the integration over θ runs from 0 to 1 only, we can reabsorb a shift
θ → θ + 1 into a spectral flow mi → mi + ni. We therefore extend the integration range
of θ to N → ∞ but sum on mi modulo ni only. Then, after performing the Gaussian
integration on θ, the second term becomes
J2(V) =
Vdπ
s
Γ(s)
∫ ∞
0
dt
t1+s−
d−1
2
∑ˆ
mimodni
exp
(
−πt (m·m)(n·n)−(m·n)2
n·n
− π
t
n · n+ 2πiBijminj
)
√
nigijnj
(C.9)
We now extract the terms for which (m · n)2 − (m ·m)(n · n) = 0. By Schwarz inequality,
this is the case if and only if mi = λni for all i, and therefore the phase factor in (C.9) is
irrelevant. For a given vector n, the number of parallel vectors m modulo the spectral flow
is gcd({ni}), so that we have J2(V) = J2a(V) + J2b(V) with
J2a(V) =
Vdπ
d−1
2 Γ(s− d−1
2
)
Γ(s)
∑ˆ
gcd({ni})
[
1
nigijnj
]s− d−2
2
=
=
Vdπ
d−1
2 Γ(s− d−1
2
)ζ(2s− d+ 1)
Γ(s)ζ(2s− d+ 2) E
SL(d,Z)
d;s− d
2
+1
(C.10)
Here we have split the integers ni into coprime n
′i’s and greatest common divisor r, carried
out the r-summation, and rewritten the coprime integers in terms of integers again at
the expense of yet another r summation. Finally, for the remaining non-degenerate terms
J2b(V) in (C.9) we can perform the integral on t using (C.2) so that
J2b(V) =
4Vdπ
s
Γ(s)
∑ˆ
mimodni
1√
nigijnj
[
(n · n)2
|(m ·m)(n · n)− (m · n)2|
] d−1−2s
4
Ks− d−1
2
(
2π
√
|(m ·m)(n · n)− (m · n)2|
)
e2πiBijm
inj (C.11)
As in the non-degenerate orbit contribution of the one-loop integral, it is convenient to
decompose the set of integers mi, ni with mij 6= 0 into SL(2,Z) equivalence classes, and
write (
mi
ni
)
= γ ·
(
m¯i
n¯i
)
, γ =
(
a b
c d
)
∈ Γ (C.12)
where (m¯i, n¯i) is any coset representative in the equivalence classe labelled by the rank 2
matrix dij = 1
2
(m¯in¯j − n¯im¯j). The equivalence relation mi ≡ mi + ni means that γ must
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run over Γ∞\Γ only. Thus, we can rewrite
J2b =
4Vd π
s
Γ(s)
∑
dij 6=0
rk(dij)=2
E(dij) [(dij)2]−d+1+2s4 Ks− d−1
2
(
2π
√
(dij)2
)
e2πiBijd
ij
,
(C.13)
where
E(dij) =
∑
(c,d)=1
‖cm¯+ dn¯‖d−2−2s . (C.14)
This is recognized as an Eisenstein series (2.3) for d = 2, evaluated at the Gram matrix of
m¯ and n¯,
E(dij) = 1
2ζ(2s+ 2− d) E
SL(2,Z)
2;s+1− d
2
(
m¯ · m¯ m¯ · n¯
m¯ · n¯ n¯ · n¯
)
. (C.15)
(by SL(2,Z) invariance, the r.h.s. only depends on dij). At the special value s = d
2
− 1,
collecting these results and using (2.16) we find that the Eisenstein series in the vector
representation reduces to
ESO(d,d,Z)
V;s= d
2
−1
=
π
d
2
−2
Γ(d
2
− 1)
[
Vd ESL(d,Z)d;s=1 +
π2
3
Vd+
+ 2πVd
∑¯
mi,ni
exp
(
−2π√|(m ·m)(n · n)− (m · n)2|+ 2πiBijminj)√|(m ·m)(n · n)− (m · n)2|

 (C.16)
where the sum now runs over non-degenerate SL(2,Z) orbits of vectors (m,n). Here, to
simplify the second term (C.10) we have used (C.5b) and ESL(d,Z)d;s=0 = −1 (see (2.16)).
For the third term (C.16) we have used (C.4) to express the Bessel function K1/2 as an
exponential. We have thus reproduced the announced result (3.31).
C.2 SO(3, 3,Z) spinor and conjugate spinor Eisenstein series
We start with the spinor representation of SO(3, 3) with Eisenstein series with integral
representation,
ESO(3,3,Z)S;s =
πs
Γ(s)
∫ ∞
0
dt
t1+s
∑ˆ
mi,n
exp
(
− π
V3t
(mi + nB
i)2 − V3π
t
(n)2
)
(C.17)
where we have introduced the singlet charge n = 1
3!
ǫ3m
[3] dual to the three-form charge and
Bi = 1
2
ǫijkBjk is the dual of the NS 2-form. We single out the contribution with n = 0 and
for the remaining terms we Poisson resum on the (unconstrained) integer mi whose dual
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charge is mi. The latter contribution splits up into a part with mi = 0 and a remaining
non-degenerate contribution, so that after some algebra we can write
ESO(3,3,Z)S;s =
∑ˆ
mi
[
V3
migijmj
]s
+
2π3/2Γ(s− 3/2)ζ(2s− 3)V 2−s3
Γ(s)
+
2πsV
1/2
3
Γ(s)
∑ˆ
mi
∑ˆ
n
(
n2
migijmj
) 3−2s
4
Ks−3/2(2πV3|n|
√
migijmj)e
2πinmiBi (C.18)
In particular for s = 1 this becomes
ESO(3,3,Z)S;s=1 = V3 ESL(3,Z)3;s=1 +
π2
3
V3 + π
∑ˆ
mi,n
exp(−2πV3|n|
√
migijmj + 2πinmiB
i)√
migijmj
(C.19)
where we have used the definition (2.3) of the SL(d) Eisenstein series, (C.5b) and (C.4)
in each of the three terms respectively. The two leading terms establish the claim in
(3.33a), reproducing the trivial and degenerate orbit contribution of the 1-loop integral I3
respectively. Moreover, exact agreement is also explicitly seen [10] between the third term
and the non-degenerate orbit contribution (3.20).
For the conjugate spinor of SO(3, 3) the integral representation of the Eisenstein series
is
ESO(3,3,Z)C;s =
πs
Γ(s)
∫ ∞
0
dt
t1+s
∑ˆ
mi,n
exp
(
− π
V3t
(n +miB
i)2 − V3π
t
mig
ijmj
)
(C.20)
where in this case we have dualized the two-form into a one-form n1 = ǫ3m
[2]/2, and the
dual B-field is as above. In this case, we first separate the mi = 0 contributions and for
the remainder Poisson resum on the unconstrained integer n, whereafter we distinguish
between n = 0 and the rest. After some algebra we then have
ESO(3,3,Z)C;s = 2ζ(2s)V s3 +
π2s−2Γ(2− s)
Γ(s)
∑ˆ
mi
[
V3
migijmj
]2−s
+
2πs
√
V3
Γ(s)
∑ˆ
mi
∑ˆ
n
(
n2
migijmj
) 2s−1
4
Ks−1/2(2πV3|n|
√
migijmj)e
2πinmiB
i
(C.21)
where we have also used the identity (2.7) to rewrite the second term in terms of the
fundamental representation of SL(d). Setting s = 1 we find exactly the same result (C.19)
as obtained for the spinor representation, with the first two terms interchanged as noted in
(3.33b). The equality of the d = 3 spinor and conjugate series for s = 1 is obvious from the
fact that the two representations have inverse mass matrices in this case and (since there
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are no constraints on the charges) can hence be related by a complete Poisson resummation
ESO(3,3,Z)S;s = ESO(3,3,Z)C;2−s (C.22)
Equivalently, this identity follows from (3.15c) and (2.7).
C.3 SO(4, 4,Z) spinor and conjugate spinor Eisenstein series
Moving on to SO(4, 4) we remark that from this case on, one needs to incorporate the
non-trivial half-BPS constraints (3.7) and (3.9). The integral representation of the spinor
Eisenstein series reads
ESO(4,4,Z)S;s =
πs
Γ(s)
∫ ∞
0
dt
t1+s
∫ 1
0
dθ
∑ˆ
mi,ni
exp
(
− π
V4t
(mi +Bijnj)
2 − π
t
V4n
2
i + 2πiθm
ini
)
(C.23)
where we have dualized the three-form into a one-form ni =
1
3!
ǫijklm
jkl and introduced the
dual B-field Bij = 1
2
ǫijklBkl. The constraint m
[1] ∧ m[3] = 0 then becomes mini = 0 and
is incorporated due to the θ integration. The evaluation of this integral proceeds in a way
analogous to the SO(d, d) vector case, and omitting the details we record the final result
ESO(4,4,Z)S;s =
∑ˆ
mi
[
V4
migijmj
]s
+
V 2−s4 π
3/2Γ(s− 3
2
)ζ(2s− 3)
Γ(s)ζ(2s− 2)
∑ˆ
ni
[
1
nigijnj
]s−1
+
+
4
√
V4π
s
Γ(s)
∑¯
mi,ni
1
2ζ(2s− 2) E
SL(2,Z)
2;s−1
(
m ·m m · n
m · n n · n
) [|(m ·m)(n · n)− (m · n)2|] 2s−34
Ks− 3
2
(
2πV4
√
|(m ·m)(n · n)− (m · n)2|
)
e2πiB
ijminj (C.24)
where all inner products are taken with the inverse metric, and the sum in the last term
runs over non-degenerate SL(2,Z) orbits. In fact, this result can be obtained immediately
from the result of the SO(4, 4) vector representation (substitute d = 4 in (C.8) + (C.10)
+ (C.13)), using the triality relation
M2(S; gij, Bij ;mi, ni) =M2(V;V4gij, Bij ;ni, mi) (C.25)
between the SO(4, 4) spinor and vector mass formulae. For use below we also note that
the first two terms can be expressed in terms of SL(4) Eisenstein series,
ESO(4,4,Z)S;s = V s4 ESL(4,Z)4;s +
V 2−s4 π
3/2Γ(s− 3
2
)ζ(2s− 3)
Γ(s)ζ(2s− 2) E
SL(4,Z)
4¯;1−s
+ . . . (C.26)
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Evaluating this at s = 1 with the use of (C.5b) we reproduce the two leading terms (3.33a).
Using (C.2) the non-degenerate contribution at s = 1 in (C.24) takes the form
2π
∑¯
mi,ni
exp
(
−2πV4
√|(m ·m)(n · n)− (m · n)2|+ 2πiBijminj)√|(m ·m)(n · n)− (m · n)2| (C.27)
Although we have not been able to show it explicitly, this contribution should be equal
the corresponding non-degenerate contribution in (C.16) for the SO(4, 4) vector Eisenstein
series at s = 1, and hence equal to the non-degenerate contribution of the 1-loop integral
I4.
C.4 SO(d, d,Z) spinor and conjugate spinor Eisenstein series
More generally, we can compute for all n the leading term for the spinor Eisenstein series,
obtained by setting all charges m[3] = m[5] = . . . = 0 except m[1], so that the constraints
are trivial. This shows that
ESO(d,d,Z)S;s =
∑ˆ
mi
[
Vd
migijmj
]s
+ . . . = V sd ESL(d,Z)d;s + . . . (C.28)
so that, for s = 1, we observe the leading term in (3.33a).
For the conjugate spinor, we can go even further and obtain the first two leading terms.
Focusing on the contributions from m and m[2] only and setting m[4] = m[6] = . . . = 0 (so
that the constraints can be ignored) we find that
ESO(d,d,Z)C;s =
∑ˆ
m
[
Vd
m2
]s
+
πsΓ(s− 1
2
)
πs−
1
2Γ(s)
V sd
∑ˆ
mij
[
1
mijgikgjlmkl
]s− 1
2
δ(m[2] ∧m[2]) + . . .
= 2V sd ζ(2s) +
πsΓ(s− 1
2
)
πs−
1
2Γ(s)
V sd ESL(d,Z)[2];s− 1
2
+ . . . (C.29)
Here, the leading term is obtained from m[2] = 0, while the second term follows after
Poisson resummation on the unconstrained m in the remainder and setting (the dual)
m = 0. Substituting s = 1 we immediately recognize the leading term π
2
3
Vd.
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