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ABSTRACT

Author: Chang, Shen-Kuen. PhD
Institution: Purdue University
Degree Received: May 2018
Title: Using Tangible Interaction and Virtual Reality to Support Spatial Perspective Taking Ability
Committee Chair: Dr. David Whittinghill & Dr. James Mohler
According to several large-scale and longitudinal studies, spatial ability, one of the primary mental
abilities, has been shown as a significant predictor for STEM learning (Science, Technology,
Engineering, and Mathematics) and career success. Frameworks in HCI (Human-Computer
Interaction) and TEI (Tangible and Embodied Interaction) also indicated how the spatial-related
aspects of interaction are a common design theme for interfaces using emerging technologies.
However, currently only very few interactive systems (using TEI) are designed around a target
spatial ability. TEI’s direct effects on spatial ability are also not well-investigated. Meanwhile, a
growing body of research from cognitive sciences, such as embodied cognition and Common
Coding Theory, shows that physical movements can enhance cognition in aspects that involve
spatial thinking. Also, virtual reality (VR) affords better 3D perception for digital environments,
and provides design opportunities to engage users with spatial tasks that may not be otherwise
imagined or achieved in the real world.

This research describes how we designed and built the system TASC (Tangibles for Augmenting
Spatial Cognition), which combines body movement tracking and tangible objects with VR. We
recap our design process and design rationales, along with how the finalized system was designed
to enhance embodiment as a means to activate, support, engage, and hopefully augment spatial
perspective taking ability. We conducted a user study with qualitative and quantitative evaluation
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methods. Respectively, the qualitative evaluation aimed to understand how the participants used
the system; the quantitative evaluation was a multi-condition experiment with pre-tests and posttests used to investigate if and how the system could improve spatial perspective taking ability.
We built the digital pre/post-tests based on PTSOT (Perspective Taking/Spatial Orientation Test)
(Hegarty, Kozhevnikov, & Waller, 2008).

The study in total involved 52 participants: 6 participants (3M/3F) in the pilot study, 46 in the main
study (3 conditions, around 15 per condition, each condition was overall gender-balanced). The
qualitative analysis focused on the VR-TEI condition (the “main system”). Using thematic analysis
with the video clips and written notes (both taken during the participants’ interaction), and audio
clips (recorded during the post-interaction interview), we synthesized the qualitative results into 4
themes: (1) Spatial strategies: akin but unique; (2) The use of gestures & verbalization; (3) Positive
experience with the system; (4) The potentials of the system. The quantitative statistical analysis,
using ANOVA and t-test for the 3-condition experiment, showed that every condition yielded
perspective taking improvement from taking the test twice. However, only the VR-TEI condition
led to statistically significant improvement. We conclude the research with discussion and future
possibilities in these themes of: (a) The role of embodiment; (2) Further explorations of
intermediate conditions; (3) A deeper look at sample size and validity; (4) Designing & evaluating
TEIs for other spatial abilities; (5) Integration with STEM curriculum. The main contribution of
this dissertation is that it reports how a VR-TEI system can be designed, built, and evaluated for a
target spatial ability. We hope this research also contributes to bridging some knowledge gaps
between interaction design, cognitive science, and STEM learning.

1

INTRODUCTION

1.1

Background

Spatial cognition is about how humans (and animals) acquire, organize, and make use of spatial
information from objects and environments. This ability to process and utilize spatial information
is vital to daily and professional activities. Such cognitive ability is defined or characterized as
spatial ability.

In numerous professions, spatial ability has been displayed as a significant cognitive factor. For
instance, the United States’ 2012 Report to the President (S. Olson & Riordan, 2012) suggested
that one million more STEM (Science, Technology, Engineering, and Mathematics) graduates
were necessary to meet the increasing demand in the related workforce. This strengthen the
importance of spatial ability, as several large-scale and longitudinal studies showed that spatial
ability is highly related with STEM learning and career success. Selected seminal studies are: 1)
Mathematically Precocious Youth (SMPY) (Lubinski & Benbow, 2006), which tracked more than
5,000 students (who were academically performant) for 35 years starting 1971. This study
demonstrated that spatial ability highly links to learning and career success in STEM fields; 2) In
2009, Wai et al. (Wai, Lubinski, & Benbow, 2009) examined 50 years of related research, with
pools of samples extracted from 400,000 participants who were followed for at least 11 years.
Wai’s findings were coherent with those from Project SMPY’s, and indicated, again, that spatial
ability can be a strong predictor for STEM performance.

Consequently, institutions have prepared resources to identify and cultivate young people with
spatial talents. For example, Johns Hopkins University’s Center for Talented Youth developed
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Spatial Test Battery (STB), which is a set of sub-tests that evaluates various types of spatial ability.
STB’s goal is to assess the interests and skills related to spatial ability for students in STEM fields,
as well as those in arts and humanity.

To support the growth and demand of spatial studies, the NSF (National Science Foundation) of
the United States funded the SILC initiative (Spatial Intelligence and Learning Center), which led
to the generation and archival of new spatial research. Additionally, NSF also supported other
curriculum-based programs about spatial ability. For instances, the Spatial Thinking Workbook
(Ormand et al., 2017), funded by NSF, is a set of curricular materials based on geology learning
and research.

Processing and utilizing spatial information, in the context of using interfaces for digitally
interactive systems, is also an important consideration for interaction design. Many studies from
HCI (Human-Computer Interaction) and TEI (Tangible and Embodied Interaction) research are
unified together with seminal and influential design frameworks. Some of the frameworks include
spatial-related themes. For instance, the highly-cited RBI (Reality-Based Interaction) framework
consolidated emerging interaction styles with these themes: “Environment Awareness and Skills,
Naïve Physics, Body Awareness and Skills, and Social Awareness and Skills” (Jacob et al., 2008).
Per Jacob et al.’s RBI framework, the theme of Environmental Awareness and Skills is about
gathering and using spatial information in relation to objects and environments. Meanwhile,
Hornecker’s framework also enumerates the significant design element for tangible interaction:
“Spatial Interaction, Tangible Manipulation, Embodied Facilitation, and Expressive
Representation” (Hornecker & Buur, 2006).
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Although spatial ability is an important factor to success in STEM learning and career, and spatialrelated interaction is a significant aspect of interaction design, there is very little research that
directly investigates how TEI influences, if at all, spatial ability. This research aims to bridge the
gap by designing and building a novel VR-TEI interface to evaluate its effects on spatial ability.

1.2

Significance

This study shows how a VR-TEI interface can be designed, built, and evaluated. This includes
how to choose a target spatial ability for the said interface, and how the interface is supported by
certain foundational theories. The research then covers the iterative design and implementation
process. The research also shows how certain evaluation methods were chosen, structured, and
executed with the said system, followed by the analysis and results of the gathered data.
Collectively, the design, implementation, and evaluation of the research demonstrates a complete
workflow of upstream (design of a VR-TEI interface) and downstream (effect of such interface on
spatial ability). We believe this work will be significant and beneficial to other researchers who
also aspire to understand the interplay and the relationship between the body, the mind, and the
artifact, within the context of designing for spatial ability.

1.3

Statement of Purpose

Many questions helped us with embarking the study: What theories are available to base this “TEI
vs. spatial ability” research on? What are the design process and technological features needed for
building such TEI systems? How to evaluate the effects of TEI on spatial ability?

Motivated by “involvement of the body” mentioned in the said frameworks, and inspired by the
BDC project: emBodied Digital Creativity project (Mazalek et al., 2011), in this research, we study
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how the interplay of embodiment (based on theories such as embodied cognition and Common
Coding Theory) and a VR-TEI system engages, supports, and even augments spatial ability.

1.4

Research Questions

The spatial ability we chose to study was perspective taking ability (spatial orientation ability).
(The reasons for why we selected this spatial ability will be explained later in this dissertation.)
This research started by planning to answer these sub-questions: What would be the design process
(and development iterations) for a TEI interface aimed to support spatial ability? How to choose
the spatial ability to begin the said design process? What are the available technologies to build
such interface/system? What are the evaluation methods available or needed for such study? What
are the qualitative and quantitative results observable from such evaluations? From those results,
how can we analyze the effects (if any) of the TEI interface on the target spatial ability?

Altogether, those sub-questions could be summarized to answer these umbrella research questions:


RQ1: How can we design & build an interactive system (an interface) to support
spatial perspective taking ability?



RQ2: How do the users use the system?



RQ3: Does the system improve perspective taking ability?

1.5

Assumptions

This study has the following assumptions (which are elaborated more in Chapter 3):
1. The user study’s participants understand how the evaluation is structured after the
researchers’ briefing.
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2. Each participant is asked to use and complete a short tutorial to understand the
“how-to-s” of the system, e.g., how to solve the spatial puzzles by moving the
fences, how to switch perspectives.
3. The study assumes each participant can successfully complete the tutorial. This
tutorial builds “proficiency” for using the system, which is a common experimental
element in cognitive science or kinesiology.
4. No or only a very low level of simulator sickness will be caused by using our
Oculus Rift-based system.
5. No or only a very low level of fatigue will be caused by using our Oculus Riftbased system.
6. Leap Motion’s hand tracking performance will be acceptable enough that it will not
interfere (too much or at all) with the established embodiment.
7. The provided break between each condition’s intervention and the post-test is short
enough that it does not diminish the intervention’s effect on perspective taking
ability, and is long enough that the participants are able to take a break to
rejuvenate from the interventions.
8. The participants understand how to use the digital pre-test and post-test that the
researchers built based on Hegarty et al.’s PTSOT (Perspective Taking / Spatial
Orientation) (M Hegarty, Kozhevnikov, & Waller, 2008).
9. The digital version of PTSOT pre/post-tests, used with common devices (a
computer monitor and a mouse), have very similar capability to measure
perspective taking ability compared to the paper version, i.e., participants’
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perspective taking ability has no or only very little difference be it activated and
assessed with the paper version or our digital version.
10. The participants are able and willing to verbally answer questions in the closing
interview.
11. The qualitative data analysis, although by nature subjective, maintains an accurate
interpretation of the data’s underlying information and patterns.

1.6

Limitation

The research's limitations are as follows:
1. With convenience sampling to limit the study’s demographics, the research recruits
mainly Ryerson University’s undergraduate or graduate students of age 18 to 30,
whose body movements are completely functional without the hindering effects from
injuries or disabilities.
2. Female and male are roughly evenly distributed in each condition.
3. All the analysis is based on the data collected from the participants.
4. Participants in the main 2 of the 3 conditions use the same game content. The key
difference between these 2 conditions is the interface. (The concept of “interface
package” will be discussed in detail in later chapters.)
5. All studies are conducted in SynLab at Ryerson University.
6. In each study, the researchers and/or the participant can call for a timeout (or break)
session whenever the participant makes a request for that, or when the system needs
to be adjusted or restarted. The participant can pause or leave the study anytime
without any repercussions.
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7. Cash ($10 CAD) will be given to a participant upon finishing his study (or leaving
halfway). However, it is meant to be a compensation for his time and as a token of
gratitude, not as a monetary payment.

1.7

Delimitation

The research’s delimitations are:
1. The study does not recruit participants who are out of the designated demographics
allowed by Ryerson’s Ethic Board, i.e., we do not recruit people who are under 18
years of age.
2. Although worth future exploration, this study does not use other virtual HMDs (head
mounted display) or hand-tracking sensors other than Oculus Rift and Leap Motion.
3. The study does not consider environmental factors other than what the lab can
consistently provide: lighting, area size, equipment locations, privacy, quietness, etc.
4. The study does not consider the different impact of the compensation’s monetary
value to each participant. Therefore, there is no way to know if certain participant
feels more (or less) motivated when they interact with the system and the researchers.

1.8

Definition of Key Terms

1. Tangible & Embodied Interaction (TEI):
Tangible interaction incorporates physical sensors to capture and output multimodal
signals. Embodied interaction is based on embodied cognition theory, which posits
the shared relationship between the environment, the body, and the perceptual system.
While embodied cognition grew from phenomenological studies, in this research, we
use a more specific domain of it as embodied interaction: the involvement of the
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body, and the engagement of motor system, and the subsequent effects on the mind.
Tangible/embodied interaction has been shown to have many benefits that
keyboard/mouse-based, WIMP design (windows, icon, menu, and pointer) cannot
achieve (Turk & Robertson, 2000).

2. Common Coding Theory (Ideomotor Theory):
The theory proposes that there is shared cognitive abstraction between a behavior's
perceptual activation and motor actions (Hommel, 2009; Hommel, Müsseler,
Aschersleben, & Prinz, 2001). This neural common code is a connection between
perception, imagination, and action (Hurley, 2008). One example for this model
would be that one is able to identify his/her own writing movement among many
similar others, even if that movement is recorded and displayed as the movement of a
point light (of the pen’s tip) without the actual hand. A young framework in
behavioral science, Common Coding Theory is a promising method to study how
people can apply certain body movements to interact with computational artifacts
(games, virtual environment, digital installations, etc.) (See more in Chapter 2.
Literature Review.)

1.9

Summary

This chapter has described a research gap: spatial ability is important for STEM learning, HCI and
TEI involves many spatial-related interactions, but using TEI to directly study its effects on spatial
ability is not a well-explored area. Having mentioned this gap as motivation, we described the
significance, statement of purpose, assumptions, limitations, delimitations, and key terms. This
chapter serves to offer an overview to the research, which, described as the research questions, are:
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RQ1 - How can we design & build an interactive system to support spatial perspective taking
ability?; RQ2 - How do the users use the system? (qualitative analysis); RQ3 - Does the system
improve PT ability? (quantitative analysis). Subsequently, Chapter 2 provides a theoretical
structure which I call “The House” to include the literature. Chapter 3 details the design,
technology, and evaluation used for the research. Later chapters provide data analysis and
discussions.
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LITERATURE REVIEW

2.1

Overview

This research can be visually illustrated as in the Figure 2.1 diagram that I generated, “The House”.
Overall, the “foundation” of the house has the theoretical groundwork of HIP (human information
processing), embodied cognition, along with Common Coding Theory, and spatial cognition. The
“pillars”, i.e., the main rationales of how this research was motivated, conceptualized, and
developed, are tangible and virtual interactions. These pillars are encapsulated within the idea of
“embodiment”. The “roof”, i.e., the topic being studied (and supported) by the foundation and the
pillars, is spatial ability. Another way to look at the roof is that it is the topmost component of the
house, which means that when other researchers are doing a high-level literature search (imagine
browsing through a city with Google Earth), they will first see the roof and know this study is
about spatial ability.

Figure 2.1 “The House”: Structure of the Literature Review
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Of course, each of the components in the Literature Review (the “House”) is a topic that has its
own long history and a plethora of related research. For the sake of presenting a coherent document,
we select and summarize certain aspects of each topic that are pertinent to this dissertation, i.e.,
using tangible and virtual interactions to enhance embodiment as a way to engage spatial ability.

2.2

HIP (Human Information Processing)

This section’s purpose is to provide a framework about how motor actions, perception, and
cognition are commonly analyzed in the areas of human factors (HF) and human-computer
interaction (HCI).

The overarching notion of Human Information Processing is that it characterizes the human as a
system that takes external sensory input, cognitively processes the information from the input, and
then produces output with motor actions. In short, this theory treats human cognition as a “black
box”. The inception of this theory is arguably from the book "The Psychology of Human-Computer
Interaction" (Card, Moran, & Newell, 1986), which interestingly was around the dawn of personal
computers.

Although the detailed history, formation, and growth of cognitive modeling are out of the scope
of this dissertation, we may speculate that the evolution of computing and cognitive theories (like
HIP) have influenced each other over the past 30 years. This HIP theory shares a lot in common
with how computers work. In this analogous comparison, how the cognitive processing subsystem
functions in humans is as well-studied as the electronic processing units in computers. Hence,
cognitive modeling became an area receiving much interest in the research community.
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One popular topic in the community is establishing cognitive architectures that aim to build
computational models of cognition based on artificial intelligence analysis. For example, ACT-R
(Adaptive Control of Thought to Rational), originated by John Anderson, is among the mostdeveloped in this area. ACT-R models human cognition into many independent but interlinked
modules, with one of them being the motor module and one the visual module. The current version
of ACT-R is release 6.0, originally outlined by Anderson and Liebere (Anderson & Lebiere, 1998).

Besides the development of cognitive architecture using computational algorithms, engineering
models (also called as “predictive models” or “zero-parameter models”) are common and fast to
predict how tasks are executed involving human thoughts and actions. One popularly used
engineering model is GOMS (Card et al., 1986), which is essentially a task analysis method.
GOMS (Goals: the aim, the intention, of the user; Operators: the available interactions; Methods:
sequences or sub-goals of the interaction; Selection: by which chooses certain methods) (Cairns &
Cox, 2008) is a “quick and dirty” task analysis tool often without the dependence of the completion
of the system in question. It has several derivatives such as KLM (Keystroke-Level Model), a
restricted version of GOMS with eight standard operators listed by Kieras (Kieras, 2001) and
CPM-GOMS (CPM: Cognitive Perceptual - Motor, or Critical Path Method), a GOMS analysis
similar to a PERT chart process (John, 1988).

As critiqued in Benyon's work (Benyon, Turner, & Turner, 2005), HIP is not sufficient when it
comes to cognitive analysis. Their reasons include: It over-simplifies how the human brain
works; it arose from laboratory studies that it did entirely take social or other environmental
factors into account. Most importantly, for the concern of this study, HIP does not consider the
importance and influence of the body and its movements. Granted, researchers can carry out
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analysis with the Three-Stage Model (Proctor & Van Zandt, 2011) (Perception, Cognition,
Action) which takes place as multiple HIP loops simultaneously. Yet, the Three-Stage Model
views actions too much just as an execution of decision making, rather than a flowing process.
Nevertheless, this study does acknowledge the importance of HIP for it is a crucial foundation of
many existing and upcoming cognitive research.

2.3

Embodied Cognition
2.3.1

Overview

Earlier formulation of embodied cognition focused more on the phenomenological reasoning.
Embodied cognition is rooted from the concept of "affordance" from Gibson (Gibson, 1977),
which is one of his ways to describe the relationship between people and the environment. This
was later revised by Norman (Norman, 1988) by augmenting its meaning to everyday objects, and
proposed the importance of perceived affordance. The affordance concept was popularly used,
which led to the foundations of embodied interaction by Dourish (Dourish, 2004), which used
aspects from phenomenological philosophy to construct the meaning and coupling between people,
body, objects, and environment.

While meaning is related to ontology, and is taken on people with action, coupling is about making
the connection between actions and meaning effective (Benyon et al., 2005). This strengthens the
importance that actions, performed by the body, are an integral part to embodied cognition. Wilson
also emphasized the importance of sensory processing and motor control in her Six Views of
Embodied Cognition (Wilson, 2002). From a developmental psychology aspect, interacting in the
world with the body, sensorimotor activities, multimodal explorations, also leads to better
development of intelligence (L. Smith & Gasser, 2005).
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Overall, embodied cognition offers a holistic view to study how actions are associated with the
user's own perception, cognition, and intention, while providing a relevant linkage between the
user's tangible surrounding environment and social context. Yet interestingly, its later maturation
(mostly building upon a framework to study how people as an agent can interact with objects and
the environment) put more emphasis on analyzing movement as a functional behavior rather than
an experiential one (Levisohn, 2011).

Particularly, researchers have sought to combine interaction studies with a more specific category
for embodied cognition – involving more of human bodies to study how people interact with
artifacts and environments. With the advancement of sensor technology and its lower cost,
researchers are able to develop more applications utilizing the kinesthetic movements and
proprioceptive senses of the users (Levisohn, 2007), which was not something very available with
only keyboard, mouse, and WIMP-based interactions.

Paul Dourish’s Embodied Interaction (Dourish, 2004) proposed that interaction is an “embodied
phenomenon”. This means that interactions are not just an activity or a substance. Rather, they
have certain values and meanings from the circumstances they are in, provided by the world (the
context, the stuation, etc.).

Extending from those notions of viewing the brain and physical

activities as a whole, considering environments and context with one’s cognition, along with
leveraging sensory technologies for novel design explorations, Dourish provided how embodied
cognition can facilitate other design and research topics in HCI, such as tangible computing, social
computing, and CSCW (Computer-Supported Cooperative Work).
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Overall, embodied cognition is formulated in several different fields, such as phenomenology,
philosophy, ontology, social interaction, etc. This research leverages this more specific subset of
embodied cognition – studying the interplay of the body and the artifact, and how it influences the
mind. More particularly, this means we look at embodied cognition more with the lens of cognitive
science.
2.3.2

Relating to Cognitive Science

This dissertation focuses on the cognitive science aspect of embodied cognition on how interactive
systems can engage the body and motor actions. Certain theories of embodied cognition are based
on the idea that cognitive processes, such as language and reasoning, are situated in the body, and
shaped by the use of the body, in several active ways. This means that the motor system is not
merely input or output structures that receive signals passively then respond to them (the signals)
The motor and cognitive systems are sophisticatedly linked to each other. That is, the (visuo-)
motor system is often a (significant) part cognitive processing, not just an input or output
component for the mind. Robbins and Aydede referred to embodied cognition, within the context
of cognitive processing, as “embeddedness of the brain in the body” (Robbins & Aydede, 2009),
which summarized the interplay of the mind’s and the body’s activities.
2.3.3

Embodiment, Movement, and Space

Combining the theory of HIP and this more specific definition of embodied cognition, we can
certainly treat the motor system (action) as sophisticatedly linked to cognition (thinking, reasoning,
language, decision-making, etc.). Such a view is supported by a big body of research. We select
some of the relevant ones here (relevant to this dissertation’s research): 1) Wohlschläger
(Wohlschläger, 2001) hypothesized that “mental object rotation and the programming of
rotational hand movements share a common process presumably involved in action planning”.
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Results of his study (Wohlschläger, 2001) indicated that mental rotation is an “imagined (covert)
action”, instead of simply a visual or spatial task; 2) The highly cited work of “point light walker”
(originally published in 1977, became online from 2013) which concluded that people can
recognize their own or others’ walking movements even when those movements were abstracted
as light dots overplayed on body joints (Cutting & Kozlowski, 2013); 3) Students’ physics learning
performance (on torque and angular momentum) could indeed be supported by interacting with
physical objects (double bicycle wheel), i.e., “activation of sensorimotor brain systems (that) add
kinetic detail and meaning to students’ thinking” (Kontra, Lyons, Fischer, & Beilock, 2015). This
finding was enhanced by their neuroimaging results.

2.4

Common Coding (Ideomotor) Theory

In the previous section “Embodied Cognition”, the literature has hinted that the activation of motor
movements (or sensory input) is an integral part of how cognition functions. This section describes
Common Coding Theory (or Ideomotor Theory), which characterizes and strengthens this bodymind linkage.

The theory proposes that there is a shared cognitive abstraction between a behavioral perceptual
activation and motor actions (Hommel et al., 2001). This neural common code is a connection
between perception, imagination, and action (Hurley, 2008). One example for this model would
be the fact that one is able to identify his/her own writing movement among many similar others,
even if that movement is recorded and displayed as the movement of a point light without the
actual hand. Because this is a two-way linkage, another example would be viewers moving their
body parts (limbs, shoulders, back, etc.) to displace the distribution of body weight while watching
a scene of a car turning drastically in movies or computer games (Prinz, 2005). Several biological

17
studies have also shown that one can actually identify his or her own bodily movements, even if
those movements are presented in a form of visual abstraction (e.g., something as simple and basic
as a light-point animation, e.g., a point-light walker) (Knoblich & Flach, 2001; Knoblich & Prinz,
2001).

While a young framework in behavioral science, Common Coding Theory is a promising method
to study how people can apply certain body movements to interact with computers (virtual
environments, game avatars, and natural user interface). However, some questions remain
unexplored. For example, how much physicality is an optimized level? Many people, while
enjoying controlling an application (game, website, medical simulation) with full-body motions
with systems like Microsoft Kinect, still prefer the tangibility of holding a Nintendo Wii controller
or gamepad, commenting that the presence of a handheld device provides a solid physical reference
that helps their control behaviors. Also, Ideomotor Theory received several criticisms such as it is
underspecified and may have an incompatibility with classical psychology (Oriet, Stevanovski, &
Jolicoeur, 2001). Further, it was seen by Proctor and Vu that it is better as a response selection
(RS), rather than the originally intended "an integrated cognitive view (of perception and action)"
(Proctor & Vu, 2001). While those questions are not within the scope of this research and may not
impair the usefulness of framing interaction research with the theory, there are many other aspects
worth investigating.

2.5

Spatial Cognition
2.5.1

Overview

We live in and perceive through a world constructed with space. Per Newcombe and Shipley, “a
world without space is literally inconceivable” (N. S. Newcombe & Shipley, 2015). Gathering,
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understanding, and using information about space is crucial, if not fundamental, to how we interact
with objects and environments. Hence, designing new tools for creative and professional purposes
probably requires more or even a higher level of spatial cognition. Eliot (Eliot, 2002) described
spatial functioning as “pervasive” – a cognitive process that is needed almost everywhere and all
the time. The body’s awareness and manipulation about physical positions and movements is a
consequence of the movements, orientations, positions, speed of many body parts.

It is certainly no surprise that a myriad of literature exists because it is a topic that is fundamental
and important to many human behaviors. What even more worth noting is that although this field
started from psychology, neuroscience, and cognitive science, it has also been studied in many
other disciplines, such as geography, ethology, computer science, anthropology, linguistics, etc.
(Waller & Nadel, 2013). Spatial related features are also designed and studied in many different
kinds of applications, such as: location-based services with mobile and GPS technologies (GPS:
Global Position System); GIS for resource and emergency management, transportation monitoring,
land-use planning (GIS: Geographic Information system); information displays; architecture and
city planning; education; and even personnel selection such as entrance exams and aptitude tests
(GRE, SAT, or tests created for special professions such as pilots.) (Waller & Nadel, 2013).
2.5.2

Concepts and Terminology

Within the consideration of spatial cognition, many words are used. For example, the words
“visual” or “spatial” are often used together or separately to go with the words such as “cognition”,
“ability”, “perception”, “skill”, “reasoning”, “intelligence, among others (Bogue & Marra, 2003).
To illustrate some of the concepts, we can reference to the Three-Stage Model in the HIP section
we mentioned earlier in this chapter.
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Three-Stage Model for Human Information Processing (Proctor & Van Zandt, 2011) shows that
external stimuli are captured by our body using our senses, such as sight (vision), taste (gustation),
hearing (audition), touch, and smell (olfaction). Then they become the sensory information fed to
our Perceptual Stage, which may involve pattern recognition and pattern organizations (Jacko,
Sears, & others, 2012; Proctor & Van Zandt, 2011), among other “pre-processing” activities. Then,
in the Cognitive Stage, we cognitively process the perceptual information with decision making,
short-term memory, long-term member, thought, etc. Finally, in the Action Stage, we prepare,
select, and activate the responses, rendering the execution of certain responses, with our motor
system, nervous system, etc. (Proctor & Van Zandt, 2011).

Here is a simple scenario to exemplify this model. Imaging you are playing a game of basketball.
On the court, you see a round, orange, spherical object coming toward you with a certain direction,
position, speed, and change of size (it looks bigger as it gets closer). With those perceptual cues,
you are able to recognize that this is a basketball (Perception Stage). With your knowledge,
memory, trained skills, you are able to make sense out of this basketball, which is associated with
the rules basketball, the current status of the game (in offense or defense), the players’ positions
(of you, your teammates, the opponents), etc. (Cognitive Stage). You understand that the ball is
flying toward you with this particular direction and speed, at this very instance, because it is passed
to you by your teammate. Then, you move your legs to run toward the ball, raise your arms, open
your hand, to get ready to catch the ball (Action Stage).
Granted, this is a very simplified example, and it may have not made a clean cut for each stage.
Nevertheless, this example is a real-life scenario with which we can use to illustrate the ThreeStage Model.
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Extending from the Three-Stage Model, we can further distinguish and elaborate certain terms.
Visual perception is the brain’s ability to determine and make sense of what the sight captures,
e.g., Is this a line? Is the line straight? Is this a set of random lines, or do they form shapes of
square and rectangle? What side of a cube is being looked at? What is the object’s brightness or
color being seen? As one can infer, visual perception is the pre-processing stage of information
patterns, shapes, positions, depth cues, curvatures, figure ground relationship, proximity,
continuity, symmetry, similarity, “common fate”, as mentioned in Gestalt Phycology (B. Smith,
1988) and Hoffman’s Visual Intelligence (Hoffman, 2000). Expanding on the concept of visual
perception, spatial perception can be explained as one’s ability to determine and establish the
spatial relationships between him/herself, the objects and the environment. Hence, per Gardner, a
more specific definition for spatial intelligence is (Gardner, 1983; Mohler, 2006): “the capacity to
perceive the visual world accurately, to perform transformations and modifications upon initial
perceptions, and to be able to recreate aspects of visual experience even in the absence of relevant
physical stimuli”.

Spatial Cognition, per Waller and Nadel (Waller & Nadel, 2013), “seeks to understand how
humans and (other animals) perceive, interpret, mentally present, and interact with the spatial
characterizes of their environment” (Waller & Nadel, 2013). That is, “perceive” is related to spatial
perception in our previous paragraph and the Perception Stage in the Three-Stage Model.
“Interact” is related to the Action Stage. Hence, Waller and Nadel’s definition overall encapsulate
all the stages in the Three-Stage Model related how humans process spatial information. This is
also the main concept we are using throughout the whole dissertation, i.e., we treat “spatial
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cognition” as an overall concept about how the mind and the body work to process and react to
spatial information. This also resonates with by Olson and Bialystok’s definition about spatial
cognition (Mohler, 2006; D. Olson & Bialystok, 1983): “the spatial features, properties,
categories, and relations in terms of which we perceive, store, and remember objects, persons,
events, and on the basis of which we construct explicit, lexical, geometric, cartographic, and
artistic representations”.

This dissertation is more about the design, development, and evaluation of a VR-TEI system.
Therefore, for more detailed distinction between spatial perception and spatial cognition, please
refer to Donlins and Mitchell’s book on the related research and theories (Dolins & Mitchell,
2010).

Note here that we use the term “spatial perception” as a general way to describe how visual cues
or the relationship of the environment to the body are gathered and recognized by humans, e.g., a
concept similar to how we use “spatial cognition”, as described in the previous paragraph. Thus,
please do not mix such usage with Thurstone’s definition of “spatial perception” as a particular
spatial ability (Bogue & Marra, 2003; Louis L Thurstone, 1950), which is: “a spatial ability to
determine the spatial relationships (of objects or the environment) with respect to the orientation
of person’ own body, despite of distracting information”.
2.5.3

Somatosensation, Proprioception, Vestibular System, and Body Schema

Spatial cognition can be studied with only a visual aspect, i.e., how visual stimuli result in certain
mental activities. However, spatial cognition is often related with and even based the use of our
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motor system. In this sub-section, we selected certain concepts on how spatial cognition is viewed
in relation to the body.

Somatosensory system:
The prefix "somato-" refers to "of body, about body". Therefore, somatosensory system is the
sensory system that provides or retrieves information about the state of the body, the surrounding
objects, and its immediate environment (Proctor & Van Zandt, 2011).

Somatosensory system is not really a particular set of organs that only work on information
retrieval or provision, per se. It is a collection of organs or receptors that has the functionality of
providing sensory information. The collection (the somatosensory system) works in four
modalities (Nelson, 2001):

1. Thermoception (detection of temperature);
2. Mechanoreception (relating to pressure, touch, tactile feedback);
3. Nociception (information about pain);
4. Proprioception (sense of one's own position, and spatial relationship with the
surroundings).

With different information from various timing, location, and intensity, each modality functions
to provide somatosensations. The two most related somatosensations for this dissertation research
are mechanoreception (the use of tangible object and tactile feedback) and proprioception
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(understanding spatially with the use of the body). Below, we elaborate a little bit more on
proprioception.

Proprioception:
As just mentioned, proprioception is part of the somatosensory system. The prefix "proprio-"
means "belonging to one's own", or "individual, independent". Proprioception is used for one to
establish the spatial sense of where his/her location is, the spatial relationship between him/her and
the surrounding objects (Douglas, Anderson, & Elliot, 2004). It can also be specified, from a more
biological sense, as the "ability to feel what one's muscles are doing, and where limbs are
positioned" (Proctor & Van Zandt, 2011).

Vestibular system is related to how the body reacts to spatial information. A short primer for
vestibular system is proved below.

Vestibular system:
This system works to provide spatial and movement information from sensory parts to the central
nervous system. The receptors and organ of this system are mostly situated in the inner ear area,
such as semicircular canals and otolith organs (Angelaki & Cullen, 2008). Through the interaction
of this system, other senses (vision, hearing), and the motor ability, humans can respond with quick
reflex, or gain spatial perception and motor coordination (Meiry, 1965).

Overall, vestibular system is the biological system that functions to gain spatial orientation, spatial
navigation (way-finding), or balance. Therefore, if there is a failure or disconnect between
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vestibular system and other senses, such as ill-functioning of the “Vestibulo-Ocular Reflex”, one
would fall or get motion sickness and simulator sickness (Oman, 1990).

Body Schema and Tool Appropriation
Body schema, defined by Henry Head, is the postural model one actively establishes and updates
“the impressions produced by incoming sensory impulses in such a way that the final sensation of
the body’s position, or of locality, rises into consciousness charged with a relation to something
that has happened before” (Gallagher, 1986; Head et al., 1920). The concept of body schema, in
other words, is that humans (and animals) mentally have a spatial model about where their body
parts are, and how those are moving. Also, this postural model is always being updated per how,
where, and when the body parts are moving. An extended definition of body schema is “the
representation of the body that the brain uses to plan and execute actions” (Cardinali et al., 2012;
Mazalek et al., 2013). This aspect of action execution is related the concept of tool use (tool
appropriation).

A seminal study about tool apportion is by Iriki et al. (Iriki, Tanaka, & Iwamura, 1996). The study
gave monkeys a rake as a tool to reach for food pellets. Light stimulus were given on the monkeys’
hand position, as well as the rake’s position. Before the study (of using the rake), a monkey’s
neurons only responded to the hand position lights, not the rake position lights. After the study,
the monkey’s neurons responded to both the hand position lights and rake position. This was an
evidence that body schema was modified after tool appropriation. Later studies, for example, a
more complex use of the rake (Maravita & Iriki, 2004), supported the idea that body schema can
be updated with the use of tools. More recent studies also investigated if or how humans interaction
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with digital or virtual tools can modify the body schema (Jovanov, Clifton, Mazalek, Nitsche, &
Welsh, 2015; Mazalek et al., 2013)
2.5.4

Body-Related Categorization

There are several categorizations on how spatial cognition is studied in relation to the body. We
list these categorizations here because they are pertinent to the design, development, and
evaluation presented in this dissertation.

For example, spatial perspective taking ability (spatial orientation ability) can be studied as
egocentric or allocentric types (Lozano, Hard, & Tversky, 2007). The former one is the person
imagining (envisioning) perspectives from his own body as the reference point. The latter other is
imagining (envisioning) points of view from items that are not his own body. (More details will
be described in Chapter 3.)

Used to describe how people interact with things spatially, cognitive researchers devised the
classification of figural, vista, and environment (Mary Hegarty, Montello, Richardson, Ishikawa,
& Lovelace, 2006). The classification is constructed on the interactor’s body, and how he perceives
and understand external objects in relation to it: figural scale is for graspable objects, or the objects
within an arm’s reach range; vista scale is for visually observable area; environment scale is for
territories or places that are transversable to him.

Meanwhile, solving problems by using spatial skills can be categorized as epistemic and pragmatic.
Epistemic actions are the actions that are not made directly to address the goal of task, but are
“trials-and-errors” that may reduce the complexity of the work (e.g., memory workload).
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Pragmatic actions are the actions that are performed with the intention to directly solve the problem
and to achieve the goal. The notion of epistemic actions was introduced by Kirsh and Maglio
(Kirsh & Maglio, 1994), who used the computer game Tetris to illustrate such concept. A behavior
observed from playing Tetirs was that performant, high-scoring players often kept rotating
descending pieces in exploratory or even mindless ways, until they saw a matching angle or
position for the piece to drop (i.e., this was classified as epistemic action). On the other hand,
lower-skilled or novice players often just rotated a piece mentally first as a way to seek a
geometrically matching spot for it to land. Epistemic actions using the body were analyzed as one
of spatial problem solving strategies in certain tangible and embodied interaction literature (Antle
& Wang, 2013; Esteves et al., 2014, 2015).

(Note: The section “Spatial Ability” does not come right after this “Spatial Cognition” section.
This is because the arrangement of the sections in this chapter is based on the structure of The
House, i.e., the arrangement goes upwards from the foundation, the pillars, then to the roof, which
is Spatial Ability.)

2.6

Virtual Interaction

2.6.1

Introduction

VR (virtual reality) offers digitally immersive environments, and affords better 3D perception for
the digital content. The history of virtual reality (VR) comes a long way -- longer than nonresearcher (regular consumers) might have expected. The goal of this section is not to provide a
comprehensive coverage about the technological evolution and diverse applications of VR. Rather,
this sections aims to list some research and commercial projects about how VR is used as serious
games (which was the main design structure of TASC), and how certain VR applications were
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built without tangible interaction. (This is a purposeful arrangement, as the combination of VR
and tangible interactions will be covered in the next section: Tangible Interaction.)
2.6.2

VR, Training, and Serious Games

With technological advancements and commercial marketing strategies, VR has turned into a
consumer media with targeted applications. For example, serious games (computer games with
educational or training goals) using VR have been suggested in different fields. Examples include
education (Virvou & Katsionis, 2008), virtual laboratories (Lorenzini et al., 2015), healthcare
(Lohse, Hilderman, Cheung, Tatla, & Loos, 2014), professional training (Williams-Bell, Kapralos,
Hogue, Murphy, & Weckman, 2014).
2.6.3

The Need to Integrate VR and Tangibles

Yet, even though VR technology has become more accessible, it was not until the recent years that
the systems get combined with tangible interfaces in the serious games field. VirtualTouch
combines an object tracking approach with educational experiences in the online 3D world of
Second Life (Mateu, Lasala, & Alamán, 2014). Foottit et al. point at an inclusive option but do not
yet provide an operational sample case (Foottit, Brown, Marks, & Connor, 2014). Sajjadi et al.
include tangible elements (Sifteo cubes) but divide between a player using Oculus Rift and one
using the tangible cubes (Sajjadi, Cebolledo Gutierrez, Trullemans, & De Troyer, 2014). Tactile
sensory feedback was explored by Ziat et al. but this sensual feedback was not designed as a
productive interface for the user onto the virtual world but more as an additional haptic effect of
the virtual environment (Ziat, Rolison, Shirtz, Wilbern, & Balcer, 2014).

These example cases all agree on the value of VR in producing an immersive environment that is
needed for their individual scenarios, however a precise tracking of tangible as well as intangible
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objects between the physical and the virtual worlds remains to be solved. The interest in answering
such tracking issues in a combination of full VR and tangible feedback has remained strong enough
to generate technical prototypes such as the OmniHands project at Rice University (Williams,
2016). However, these systems do not create a one-to-one mapping between the shapes of the
physical and virtual objects, which leads to a disconnected set of sensations. Even though it shows
great promise, a stable tangible VR system remains both a design and technological challenge.

2.7

Tangible Interaction
2.7.1

Introduction

Eminent interactions researchers envisioned and proposed how digital content can enrich and
enhance human activities within physical spaces. For instance, Ishii and Ullmer’s notion of
“Tangible Bits” outlined how ambient media and graspable objects can better support awareness
and attention for tasks and activities (Ishii & Ullmer, 1997). Mark Weiser and John Seely Brown
outlined “Calm Technology” for ubiquitous computing, mentioning that certain physical media
and technologies should “inform but [not] demand our focus or attention” (Russell & Weiser,
1998; Weiser & Seely Brown, n.d.).
2.7.2

Combining Tangibles with VR

More recently, researchers have explored how tangible objects can be added to VR content to
provide new or more modalities of sensory experience. For instance, Snake Charmer’s robotic arm,
per the user’s virtual interaction, feeds an object with corresponding texture, shape, and even
temperature (Araujo et al., 2016); Annexing Reality locates the best-available object (that is
physically in front of the user) to offer a better haptic sensation for a designated virtual objects
(Hettiarachchi & Wigdor, 2016). By using Body Warp and World Warp, techniques to
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continuously remap the spatial (in)coherences between tangible cube the virtual environment,
Microsoft Research’s Haptic Retargeting (Azmandian, Hancock, Benko, Ofek, & Wilson, 2016)
showed the possibilities of controlling literally infinite virtual cubes with just one real-world,
tangible cube.
2.7.3

VR + Tangible for Spatial Ability: Underexplored

On the other hand, several projects have shown how engaging spatial ability and haptic feedback
(one main factor of tangible interaction) support digital or spatial tasks. For example, FoldIt
(Cooper et al., 2010), a “citizen science” web game, allowed thousands of users to learn, play, and
create new ways of rotating and folding protein structures to help the biological researchers solve
complex and challenging problems that cannot otherwise be solved by high performance
computers. Even though FoldIt employed only keyboard and mouse, and was not considered a TEI
interface, its success showed that human intelligence, particularly spatial ability, is still a powerful
or even underrated tool when compared to its computer counterpart. Topobo (Raffle, Parkes, &
Ishii, 2004) provides a tangible kinetic toolkit for children to assemble toy animals that records
and plays certain motions. The study showed by engaging tangible interaction and spatial ability,
the system helped children develop understanding of gravity, balance, and leverage.

Yet, designing VR content for tangible interactions (or the other way around), is still not welldocumented, let alone such design in the context of supporting spatial ability. To date, we find
very few TEI systems designed “for” or “around” spatial ability with the use VR. Hence, the
necessary evaluations are also not very well documented. Some examples are: Dünser et al.
showed how AR (Augmented Reality) and VR and can be a promising spatial ability training
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tool (Dünser, Steinbügl, Kaufmann, & Glück, 2006). However, their project did not employ the
use of tangible objects. On the contrary, the BDC project (Mazalek et al., 2011) indicated that
mental rotation ability can be improved (or at least, have positive statistical association) from using
a tangible exoskeleton as a means to enhance embodiment. However, the system did not involve
VR – the users were only performing spatial tasks that were displayed on a wall. Nevertheless, of
all research mentioned above, the BDC project is the most relevant to this dissertation research.
2.7.4

BDC: emBodied Digital Creativity

Figure 2.2 BDC: Controlling a Virtual Avatar with a Puppet Interface to Engage Mental Rotation
Ability (Mazalek et al., 2011)

BDC’s researchers explored how Common Coding Theory could be studied with tangible interface,
game design, virtual environment, and how that “embodied” factor can influence spatial ability. In
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BDC, Mazalek et al. (Mazalek et al., 2009) implemented a digital puppet (a wearable exoskeleton),
controlled by the participants, to examine if it can trigger the participants' common codes to create
better recognition between the participants and their controlled puppet movements. The study was
followed by another one that showed participants can have improved mental rotation ability (a
kind of spatial ability) and aiming movement accuracy after controlling a tangible, wearable
puppet, which was hypothesized to better translate the user's bodily movements to a virtual
character (Mazalek et al., 2011).

The aforementioned two studies by Mazalek’s group were preceded by the investigation on how
the “point-light walker” recognition effect could be found when users interacted with tangible
avatars. Altogether, the researchers derived a design framework on how Ideomotor Theory can be
used to design novel interactions in video games (Chandrasekharan, Mazalek, Nitsche, Chen, &
Ranjan, 2010). The argument is basically that, the user can recognize their own movements better,
which supposedly can lead to better and even more imaginative movements in the digital world
(especially the ones that cannot usually be activated the physical world). As a result, the users or
players will perform better and have more enjoyment with the possible new interactions made by
the designers. This may promise more novel interaction design in areas like gaming and
simulations. Also, as mentioned in their research (Mazalek et al., 2011), with the application of
this theory, users or players may benefit from being liberated from a restricted number of degrees
of freedoms from current controlling devices (keyboard, mouse, joystick, gamepad, etc.), hence
they can involve more parts or variations of their boy movements to express themselves, and to
complete tasks.
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2.8

Spatial Ability

2.8.1

Overview

As mentioned earlier, spatial ability is used to characterize spatial cognition. This mindset was
developed with the background that spatial thinking was a very complex activity, involving certain
spatial skills for different tasks. Therefore, it (spatial thinking) was hypothesized to be consisted
of a set of separate abilities.

Thurstone (1938) investigated primary mental abilities for human behaviors and cognition. He
theorized that human intelligence was comprised of a set of primary mental abilities, instead of
only a single holistic factor. His theory resulted in 7 primary mental abilities (Mohler, 2006; Louis
Leon Thurstone, 1938): “associative memory, number facility, perceptual speed, reasoning,
spatial visualization, verbal comprehension, and word fluency”. Gardner (Books & Gardner, 1993;
Gardner, 1983) also later devised Theory of Multiple Intelligences, proposing 8 different and
independent intelligences to describe one's overall intelligence. They are:

1. Musical intelligence (relating to auditory sensitivity; music, sounds, and rhythms)
2. Visual-spatial intelligence (awareness of one’s physical surrounding; ability to manipulate
objects in space)
3. Naturalistic intelligence (understanding elements available in nature, such as trees, flowers,
animals, or landscape)
4. Interpersonal intelligence (capacity to understand and interact with people)
5. Intrapersonal intelligence (capacity to understand one’s own feelings, motivations, and
values)
6. Logical/mathematical intelligence

33
7. Linguistic intelligence: appreciation for language; ability express ideas with the use of
language)
8. Bodily/kinesthetic intelligence (athleticism, awareness the body, ability to move with the
body)

Hence, from 1938 to 1983, “space” was both studied as a separate factor that was part of human
intelligence. The theories also separated “space” factor from language, which will be related to
how spatial ability was defined.

Continuing from Thurstone’s theory in 1938, in the middle of the 20th century, researchers use
psychometrics to discover and study different spatial abilities (Guilford & Lacey, 1947; Louis
Leon Thurstone & Thurstone, 1958; Waller & Nadel, 2013). Also, using correlational approach,
many studies showed that several spatial abilities are independent from one another. (This will be
covered again in Chapter 3.) Altogether, these psychometrics studies led to the development of
spatial ability tests, each used for assessing one particular spatial ability.

However, while spatial ability is a good lens to conduct spatial related analysis or deduction, it is
still worth noting that human behaviors usually involves many spatial abilities engaged together
even for a behavior that is a common, easy, daily-life activity. For example, a navigation or wayfinding task would involve mental rotation, spatial orientation, distance estimation, and other
cognitive activities such as memory, experiences, social interaction, etc. (Wolbers & Hegarty,
2010).
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To conclude this Overview sub-section, we provide definitions for what spatial ability is. Per
Lohman (Lohman, 1979), it is the “ability to generate, retain, retrieve and transform wellstructured visual images”. Per Eliot and Smith (Eliot & Smith, 1983), it is “individual differences
used in the process of non-linguistic information or individual differences in performance on
spatial tests”.
2.8.2

Major Spatial Abilities

Schools of spatial ability research have debates and even contraditions on what are the main
components of spatial abilities, i.e., they have different definitions and classifications for what are
the main spatial abilities. Here, we use Lohman and Kyllonen’s identification about the 3 major
components of spatial abilities (Lohman & Kyllonen, 1983): Spatial Relations, Spatial Orientation,
and Spatial Visualization.
2.8.3

Group Differences

Just like other cognitive abilities, spatial ability can change during one’s life. In other words, it is
malleable (De Beni, Pazzaglia, & Gardini, 2006; N. Newcombe, 1989; Uttal et al., 2013). Such
spatial ability difference among age groups can be exemplified by the fact that children usually do
not have well-developed spatial ability like adults. That is why spatial ability tests for different
ages are available. In some studies (Waller & Nadel, 2013), it had been shown that “the last 10
years may have the effect similar but opposite to the first 10 years of one’s life”, meaning that as
one gains and improves spatially ability earlier in his life, the opposite effect (such as deterioration)
may be observable in his years. This may be due to disease or change memory functionality.

In addition to age difference, gender difference also has been studied with respect to spatial ability.
The spatial ability difference among male and female are believed to develop from either a genetic
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reasons, or from and environmental reasons (Geary, 1996; Hyde, 2005; Waller & Nadel, 2013).
Many studies had concluded that gender difference is spatial skill-dependent. For example, male
outperforms mental rotation tasks than female (Waller & Nadel, 2013), while female advantage
can be found in other spatial tasks such as location memory (Silverman & Eals, 1992). In the
meantime, some spatial tasks are less or not gender-specific, such as spatial visualization (Linn &
Petersen, 1985). Regardless of performance, gender difference in strategies can also be found in
spatial tasks. For example, in navigation (way-finding) tasks, males are more likely to find and
indicate information about distances and cardinal directions, while females tend to use landmarks
or verbal information (Brown, Lahar, & Mosley, 1998; Ward, Newcombe, & Overton, 1986).

(In this sub-section, we mention gender difference because regardless of performance, males and
females do have various and unique ways to solve spatial tasks. Understanding or analyzing such
gender-specific performance or strategy differences is not the goal of this dissertation. Therefore,
in our evaluations for the TASC system, the participants generally were gender-balance in each
condition, which supported us to analyze the data mainly based on the condition difference. This
means it was reasonable for us to ignore gender difference in spatial ability, to treat each condition
as an evenly distributed group, with roughly similar numbers of females and males in each
condition.)

2.9

Summary

In this chapter, we use my “The House” diagram to show how I structure my research. HIP,
embodied cognition, along with Common Coding Theory and spatial cognition, are used as the
foundation blocks of The House. I particularly focus on the body’s roles in those theories when
providing the view. I then described the literature for the 2 pillars: tangible interaction and virtual

36
interaction, which are the means to establish embodiment in the TASC system. Finally, I talked
about the “roof” of the house, Spatial Ability. This is the topic that was supported by the foundation
and the pillars. In next chapter, the establishment and use of embodiment in the TASC system will
be detailed. Motivated by the literature, and observing the existing knowledge gaps, the TASC
research sets out to design, develop, and evaluate an integrated system of VR and tangibles aimed
for supporting spatial perspective taking ability.
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METHODOLOGY

3.1

Overview

In this chapter, we describe the methodology for this research. Overall, it is detailed for the
following parts:
1. Why was perspective taking ability chosen?
2. The TASC system: This includes what technologies were used to build TASC, and the
gameplay (spatial puzzles) provided by this VR-TEI experience. We describe how certain
design choices were made.
3. The evaluation protocol. Mainly the protocol was designed to answer these 2 questions:
How did the participants interact with the system? Can the system serve as an intervention
that improves the user’s spatial perspective taking ability?

3.2

Choosing the Target Spatial Ability (Perspective Taking)

The design of TASC started with the goal of developing an interface (a system) that can support
or even augment spatial ability. Among the spatial abilities we surveyed, spatial perspective taking
ability (or spatial orientation ability) was eventually chosen. It is defined as “the ability to mentally
represent a viewpoint different from one’s own” (Frick, Möhring, & Newcombe, 2014). It is worth
noting that perspective taking is different from mental rotation ability, shown by cognitive science
researchers (Mary Hegarty & Waller, 2004). The reasons for choosing this spatial ability are:

1. Currently, there are not very many, if any, VR-TEI systems/interfaces designed to engage
this ability.
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2. Perspective taking ability has been shown to be linked to the use of the body (Mary
Hegarty & Waller, 2004; Klatzky, 1998; Tversky & Hard, 2009), particularly, egocentric
(exocentric) vs. allocentric (geocentric) point of view. Egocentric point of view is using
the viewer’s own body as the main reference point to establish spatial relationships. On
the other hand, allocentric view is defining spatial relationships based on other objects,
instead of from the viewer’s own body. Perspective taking ability’s body-related nature
provides a good starting point to involve embodied interaction for the design.
3. Perspective taking, common to certain other spatial abilities, can be developed beyond an
age, instead of remaining the same after childhood. This means it is malleable (De Beni
et al., 2006; N. Newcombe, 1989; Uttal et al., 2013). This implies that an interface used
as an intervention is indeed possible to make short-term or even longer-term spatial
ability changes.
4. Many (paper-based) perspective taking ability tests are available. Including these
existing, well-developed tests promises the validity for measuring spatial ability change,
especially when one of the goals of this research is to use the novel interface an
intervention. In a later section, we will mention which test got selected for the study, and
the rationale of why the choice. Here we list some of the existing perspective taking
spatial tests:
a. Piaget’s seminal “Three Mountains Task” (Borke, 1975; Piaget & Inhelder,
1956).
b. Frick et al.’s Perspective Taking Task (Frick et al., 2014), a perspective taking
ability test designed for kindergarteners.
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c. IPT Items (Imaginary Perspective Taking) (Heuvel-Panhuizen, Elia, & Robitzsch,
2015, 2016), which are spatial pictorial tasks developed for kindergartener, e.g.,
IPT1Umbrella, IPT1Duck, IPT2Soccer, IPT2Table, etc. Respectively, IPT Type 1
(visibility) is to “imagine what is visible from a particular point of view”, while
IPT Type 2 (appearance) is to “imagine how an object or scene will look from a
particular point of view”.
d. Hegarty’s PTSOT (Perspective Taking/Spatial Orientation Test) (M Hegarty et
al., 2008).
e. Purdue Spatial Visualization Tests: Visualization of Views (PSVT:V) (Guay,
1976).
Altogether, these reasons above indicate that there is value in designing and building a VR-TEI
system around spatial perspective taking. And, such a system could be evaluated with existing
test(s) to assess its effects on the users’ perspective taking ability.

3.3

Design Process

In our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b), we detailed our iterative design
process on how the system was conceived, how the first generation (Gen 1) was designed and
implemented, which led to how Gen 2 was finalized and used for this research’s study. In summary,
we went through:
1. Initial ideation with participatory design
a. Blue-sky thinking; sketches, wire-frames, and quick prototyping (within
SynLab)
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b. A course-based learning and design experience with a team of 5
undergraduate students (a SynLab course about embodied media design
and research)
2. Design (consultation) workshop with K-12 teachers
a. Feedback from 9 teachers in Toronto, Canada (8 K-12 teachers, 1 early
childhood education who trained K-12 teachers on a regular basis, i.e., a
teacher for teachers)
b. Four design goals (consideration) generated:
i. Perspective Switching
ii. Appealing Content Design
iii. Establish Embodiment
iv. Setup and Generalizability
3. Designing and Prototyping Gen 1: SkyBridge
4. Gen 1 to Gen 2: Cycles of iterative design, informal evaluations, and agile
development (small and quick design/implementation/evaluation cycles)
5. Finalized Gen 2: “Finding the Horse” (next Section)

Ourt 2017 ACM SIGCHI DIS paper (Chang et al., 2017b) covers the details of each phase in the
design process, as well as the design rationales for each feature in Gen 1 and Gen 2. The next
section is about the finalized design (Gen 2). The remaining part of this section showcases
selected images to illustrate Gen 1.
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Figure 3.1 Gen 1: User Moves a Physical Block on an Interactive Tabletop
(Gen 1 tracked the block positions using computer vision)

Figure 3.2 Gen 1: Left – Starting View (blocked bridge and tunnel); Right – The UI Element for
Switching Perspectives
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Figure 3.3 The Course Map of Gen 1 “SkyBridge”
(a series of puzzles on a long, floating bridge)
3.4

TASC: Final Design and Implementation (Gen 2)

In this section, based our more detailed description 2017 ACM SIGCHI DIS paper and 2017 ACM
SIGHCHI SUI paper (Chang et al., 2017b, 2017a), we summarize how Gen 2 (the second main
significant generation) of TASC was designed and implemented.
3.4.1

The Technologies to Establish (Enhance) Embodiment

Using embodied cognition, the TASC system provides several features to embody the user in the
virtual environment (VE), which is a game with levels of spatial puzzle. This can be broken down
into 3 aspects as shown in the following figure.

1. Oculus Rift head mounted display (HMD) which tracks her head movements, while
providing an immersive 3D view of the VE.
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2. A Leap Motion sensor is attached to the front of the HMD, allowing the movements of the
user’s hands (palms and fingers) to be continuously captured then rendered in the VE.
3. Two long tangible wooden blocks are placed on a table in front of the user. Each block has
only linear movement, provided (constrained) by a rail. Each block’s movement is captured
with an ultrasonic distance sensor. The blocks, made of wood, add sensory coherence to
the virtual fences (which are textured as wooden slabs). The design aims to enable touching
and moving the physical blocks an experience that is more coherent and transferrable to
the VE. The role of the virtual fences in the VE is described later.

Figure 3.4 The Physical Setup of Our TASC system

44
The game is built in Unity 3D 5.3 and programmed with C#. Oculus Rift DK 2 and Leap Motion
SDKs (Software Development Kit) are used in the Unity environment to track head and hand
movements. Arduino and COM port connections are also added in our Unity project to capture the
blocks’ linear travels using the signals from the ultrasonic sensors. Windows 10 is the operating
system for the said software and hardware.
3.4.2

Core Gameplay

In this section, we describe the core gameplay for the VE, which is a game of a series of puzzles
waiting to be solved with using spatial perspective taking ability. The description for the core
gameplay is block-quoted below from our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b):
“The VE consists of a farm with structures such as a cabin, windmills, bushes, and a stack
of logs. It includes a horse whose initial position is always separated from the user’s
ground character position by two long fences. Somewhere within each fence is a wider
opening. In each level, the goal is to move the physical blocks to align the virtual fences’
openings, revealing a pathway for the horse to run toward the user’s ground position in
the farm. The user has two main perspectives to solve these puzzles. (Note: Unless
otherwise specified with “physical”, “real-world”, etc., descriptions about what a user
can see all indicate what she sees in the VE since she wears a VR HMD.)” (p. 1244)
3.4.3

The 2 Views: Ground View (GV) & Aerial View (AV)

The use (and design rationales) of the 2 views are described below. The perspective in switching
mechanism is also provided. The descriptions are block-quoted from our published work.
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The Ground View (GV): (Chang et al., 2017b)
“This is a first-person view in which the user’s virtual character is situated on the ground.
In this view, the user can only look around, and cannot move around in the virtual space.
With this view in the VE, she can see the opening of the near fence by looking around, as
well as the approximate position of the opening of the far fence (the fence closer to the
horse). She can also look around to see the surrounding objects, e.g., her spatial
relationship to the cabin, or the windmill. However, the user cannot move the fences in this
view. For this, the user has to switch to the Aerial View. (In GV, the user can surely move
the physical blocks if she wants to. But in GV, the physical blocks’ position changes will
not be applied to the fences.) Hence, GV is the “solution progress view”, and actions (of
moving the blocks) are effectless.” (p. 1244, p.1245)

The Aerial View (AV): (Chang et al., 2017b)
“In this view, the user looks down onto the farm from a bird’s eye view. This is also a firstperson view, and also a view within which the user can only look around and cannot move
around in the virtual space. In this view, the user receives an overview or outlook of the
spatial relationship of the farm’s objects: the farm’s structures, the horse, the fences, and
the ground character’s position (where GV is located), which is a short orange cylinder
with text label “You” (hence, the “you-icon”). However, the positions of the fences’
openings are hidden in this view. Seen from above, each fence appears to be a long
continuous structure with its opening hidden from the user. This is achieved by dynamically
generating a piece of wooden slab to fill each fence’s opening every time this AV is entered.
Although fence openings are hidden in AV, this view is the “action view”. Only in this view
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the user can change the positions of the fences by moving the physical blocks along their
rails. Each block controls a corresponding fence.” (p. 1245)

Switching between the Views: (Chang et al., 2017b)
“In either GV or AV, there is a UI icon. The user can look at it for 0.5 seconds to switch to
the other view. Switching between views is important in the game because in GV, the user
can see where the fences’ openings are but cannot move the fences, while in AV, the user
gets to move the fences, but does not see the current positions of the openings. Therefore,
the game challenges the user to keep switching perspectives (GV: “solution progress view”;
AV: “action view”) so she can carry the spatial information acquired in one view to the
other in an iterative manner, which eventually leads to solving the spatial puzzle by
aligning the fence openings to form an open path between the horse and the user’s ground
position. Only then can the horse run through the opening and towards the user character,
marking the solution of the spatial puzzle.” (p. 1245)
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Figure 3.5 GV: Ground View
(Top: before Level 4 puzzle is solved; Bottom: Level 4 puzzle is solved, the horse gallops toward
the user.)
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Figure 3.6 AV: Aerial Views
(Top: normal, 0º view; Middle: 180º, the mirroring view; Bottom: 90º view)

3.4.4

Increasing Difficulty

As the user progress, he experiences an increasing difficulty. This sub-section about increasing
difficulty is block-quoted from our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b):

49
“The puzzles in the TASC system are designed to increase in difficulty as the levels
progress in order to provide new challenges and track the user’s performance over time.
This is aimed to continuously engage the user to keep applying her perspective ability while
gathering spatial information and constructing strategies to solve the problems.

The variation of difficulties is based on a mix-and-match method of certain spatial features.
There are overall 9 levels (9 puzzles). In the first level, the horse is located directly across
from the user’s GV position, simplifying alignment of the fences. In subsequent levels, the
horse is diagonal relative to the user’s GV position (the you-icon position seen in AV),
forcing them to align the fences based on that angled axis.

Levels 3 and 4 change the viewport angle in the AV – Level 3 rotates the scene 180º, while
Level 4 shows the scene from a sideways (90º angle). Starting from level 7, the AV will
select randomly from these two angles and the original angle (totaling three possible AVs).
Note that across different AVs (the views in which a user can move the fences), the blockfence mapping is the same. As a result, a mirroring effect is at work between fence
movements seen in original AV and the 180º AV, which is one of the difficulty features.
This design is inspired by perspective taking ability’s egocentric and allocentric
categorization, as well as Ehrsson’s virtual illusion study out-of-body experience (seeing
one’s own body from outside the normal perspective) (Ehrsson, 2007). Note: This multipleAV design may be questioned for its possible “disembodying” effect. But from the result in
our iterative design process, Gen2’s pilot study and formal study, we believe the
embodiment that is established before and during these multiple-AV levels was not
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impacted. Hence, this design is more about providing spatial challenges than being
disembodying. (Literature does mention certain disembodying setups can actually enhance
embodiment, but such discussion is beyond the scope of this paper.)

From Level 7 onward, the user’s GV position is hidden in the AV, resulting in the
disappearance of the you-icon. This eliminates their immediate knowledge of where their
character was positioned in the game world. The user can compensate for this loss of
spatial information by checking her proximity to the stationary landmarks in GV, and then
finding those same landmarks in the AV. The availability of this strategy (of using
surrounding landmarks as reference points) is provided via an in-game hint to the player
after 7 seconds have passed (a duration chosen based on the results from pilot studies).”
(p.1245, p.1246)

3.5
3.5.1

Evaluation

Structure of the Evaluation Protocol

A user study was designed and conducted to evaluate: 1) how the users would interact with the
system, and 2) whether the system can serve as an intervention to improve the user’s perspective
taking ability. The first question was answered using qualitative methods: data gathered through
field notes, video recordings, in-game tracking, and interviews. The second part was evaluated
with a pre-test and post-test experimental design. Particularly, we conducted this experiment with
three conditions: the VR-TEI group (TEI), a keyboard-mouse (Keyboard) group, and a control
group (Control). We first conducted the study with the TEI group and the Keyboard group. The
TEI group used the full TASC system with the Oculus HMD, Leap Motion, and physical blocks
(as described above) to play the horse-finding game. The Keyboard group used a partial TASC
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system that had the exact same game content as the full version, but was controlled using only
keyboard and mouse. Doing so allowed us to understand the effect of the different interfaces. Then
we added the Control group who interacted with neither the tangible/embodied interface nor the
virtual game. This permitted us to determine how much the participants improved from practice
(on pre/post-tests) with no perspective taking intervention (the interface and/or the game). More
specifically, the Control group allowed to understand if or how much difference (improvement)
could be observed from taking the PTSOT twice. These conditions are described in more detail
below. The whole evaluation protocol can be visualized in the following figure.

Figure 3.7 The 3-Condition Experiment workflow

3.5.2

Before the Intervention

This part is block quoted from our 2017 SIGCHI ACM SUI paper (Chang et al., 2017a)
“A participant, after being greeted and briefed about the study, gave consent by signing
the consent form. He then was given 5 minutes to take a PTSOT pre-test. After the pre-test,
he was randomly assigned to one of the 3 outlined conditions.” (p. 73)
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(The consent was part of the research’s ethics protocol approved by Ryerson University.) Overall,
each condition shared similar procedures which are mainly described in the TEI condition (full
TASC). Individual differences between conditions are listed separately.
3.5.3

The Interventions

TEI Condition:

Figure 3.8 TEI Condition Intervention Setup
(a mirrored view in a later level)

This part is quoted from our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b)
“A participant, after being greeted and briefed about the study, gave consent by signing
the consent form, which he had read prior to arriving the lab.

The participant was taken to the front of the TASC table with the blocks on the table. The
researchers helped the participant put on the “HMD bundle” (Oculus Rift and Leap
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Motion), made sure it was stable and comfortable, and gave the participant a short tutorial.
This tutorial aimed to establish proficiency with the novel interaction provided. The
tutorial assured that each participant was familiar enough to use and control TASC’s
tangible and virtual components so their performance or interaction differences will not
be a result of unfamiliarity with the system itself.

Having passed the tutorial, he entered the main interaction session consisting of the 9
levels of the horse finding game. There was no time limit for any single level but whenever
a puzzle was solved by the participant a researcher gave a verbal prompt (“Now I am
going to advance you to the next level.”) and pressed a keyboard shortcut of the system’s
computer to advance him to the next puzzle. Participants did not need to handle the leveladvancing because we wanted to focus on the main interaction methods and avoid
unnecessary and possibly distracting components in the system that were not related to
embodiment or spatial ability. Also, when giving a verbal prompt, the researcher could
also ask him if he needed to take a break in case he was experiencing slight simulator
sickness. Figure 7 demonstrates a researcher (left) monitoring the participant’s interaction
with the TASC system.

After playing through 9 levels, the participant was provided with a 3-minute break. Then,
he was asked to complete a questionnaire survey about his background and demographics
information (age, gender, expertise, major in school, prior VR experience, etc.). His
participation was concluded with a semi-structured interview with questions designed to
understand his experience.” (p. 1246, p.1247)
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Keyboard Condition (Low-Embodiment Condition):
The description of this condition is described below by quoting our 2017 ACM SUI paper (Chang
et al., 2017a)
“The main goal for this condition is to provide the same game content to play with but
provide a lower level of embodiment. To conduct a meaningful and practical exploratory
study and avoid over-complicated experimental design, we followed related research that
tests how a novel “interface package” compares to a conventional Graphical User
Interface (GUI) one, e.g., tangibles plus augmented reality vs. GUI (Quarles, Lampotang,
Fischler, Fishwick, & Lok, 2008), TUI (tangible user interface) vs. GUI (Kim & Maher,
2008a, 2008b), or TUI vs. a multi-touch display (Antle & Wang, 2013).

The full TASC version features many interaction factors that support immersion, such as
tangible blocks, Oculus Rift, hand tracking with Leap Motion. To contrast this design, the
“low-embodiment” condition uses a keyboard, a mouse, and a flat monitor (27'' display).
This set up allows for principal interaction with the same game components but the
interaction design detaches players from the objects (e.g. the moving blocks, the usage of
the HMD bundle) and thus provides a low-embodiment version as a means to compare the
spatial ability effects of desktop computer interactions (common in classroom settings)
versus a tangible VR system. The design range between the tangible VR and the desktop
setup offers a number of possible in-between conditions, which we did not deploy. Instead,
the low-embodiment setup presents an ecological comparative condition (an interface
package). It also mirrors the current conditions of educational facilities, that usually do
not have access to tangible interfaces but rely heavily on either tablets or basic PCs with
a keyboard and mouse set up in their computer labs.
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In the low-embodiment condition, two pairs of keys were mapped to control the fences (one
key to move one fence up, one to move it down): Q/A for one fence, E/D for the other. In
both viewpoints, the participant could move the mouse to look around, similar to using a
first-person controller in video games, but we excluded spatial movement to mimic the
TASC setup (i.e., in both GV and AV, the user could only look around and cannot walk
around). We substituted keyboard and mouse for tangible blocks and Oculus Rift.
Consequently, this condition put much less emphasis on embodiment, even though it had
the exact same controller output and the same game content. For example, the increasing
difficulty levels were kept intact in the game design.

We found that it took roughly the same amount of time to complete the 9 levels in the lowembodiment condition as it took in the full TASC condition (around 15 to 20 minutes).
Hence, we could reasonable assume that these two conditions’ main influence on the
participants is the interface difference, not other things such as time needed to complete.”
(p. 71, p. 72)

Therefore, we substituted mouse and mouse for the wooden tangible blocks and Oculus Rift, i.e.,
this condition had the same controller output but much less embodied. When the participant
finished a level, he could press the N key to move on to the next level. We allowed him to do leveladvancing himself, different from what we had in TEI condition (the researcher did it for the
participants) because: 1) his hands were already on the keyboard so it would be a more fluid
experience; 2) Most participants were already familiar with using keyboard and mouse; 3) It was
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reasonable to say that the difference in level-advancing mechanisms would not result significant
effects in the overall experience or possible spatial ability improvements.

Figure 3.9 Keyboard Condition Intervention Setup
(looking around with mouse in Ground View)

Control Condition:
The description of this condition is described below by quoting our 2017 ACM SIGCHI SUI paper
(Chang et al., 2017a)

“This condition did not use any of TASC’s interface and game content to test for a basic
learning effect between pre- and post-tests that could have emerged independently from
any intervention. Thus, the control condition avoided spatial cognitive engagement. It
consisted of a list of questions we presented on a Google Form shown on the same 27”
screen as the low-embodiment condition’s. These questions were simple math (e.g., “solve
3x + 2 = x + 4”), retyping a long word or sentence (e.g., “quintessential”), and multiple-
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choice questions with basic grammar (e.g., “It's okay. You did your/you’re/you best and
I'm very proud of you.”). We designed this form so it would take around 15 to 20 minutes
to complete. This duration was established to be similar to the range of interaction time in
the TEI and Keyboard conditions. While this condition’s participants were also mentally
engaged for around 15 to 20 minutes, the questions were designed so that they did not have
a spatial or visual component like a geometry problem would have. Thus, this control
group enabled us to determine if there might be any pre-to-post improvement simply as a
function of time and/or learning from taking the test twice. As such, we can more effectively
attribute any impact of the 2 intervention groups to the characteristics of that particular
set up.” (p. 72)

The full content of these questions on the form are in Appendix A.

Figure 3.10 Control Condition Setup
(a Google Form without spatial or geometric questions)
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3.5.4

After the Intervention

After the intervention, the participant was given a 2-minute break. This duration of 2 minutes was
chosen because it allowed him to rejuvenate from any possible tiredness or fatigue possibly
incurred from the intervention, while keeping the intervention’s effect fresh. A PTSOT post-test
was administered following the break. He was then invited to complete a short survey about his
background and demographics information (such as gender, age, expertise and/or major in school,
prior VR experience, etc.). The full content of this survey is in Appendix B.

Finally, the person’s participation in the study was concluded with a semi-structured interview.
The interview questions were designed to understand his interaction experience. We prepared a
list of questions which were not asked in a fixed order. And in this 10-to-15-minute interview, it
was unlikely that we covered all questions. However, the questions were grouped in several major
themes. We made sure those majors themes were asked. Also, whenever the participant mentioned
something interesting or insightful, we encouraged him to elaborate more. The interview questions,
along with some interview tips I generates, are listed in Appendix C.

After the interview, we gave the participant $10 CAD to show our gratitude. Then we walked him
to exit the lab.
3.5.5

More about the PTSOT Pre/Post-tests

This part is quoted from our 2017 ACM SIGCHI SUI paper (Chang et al., 2017a)
“We implemented the pre/post-tests for the spatial perspective finding task as a digital
version of the paper-based Perspective Taking/Spatial Orientation Test (PTSOT)
developed by Hegarty et al (M Hegarty et al., 2008). Hegarty’s PTSOT was chosen because
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of its similarity to TASC’s game mechanics: one needs to use a top-down view to re-orient
one’s perspectives in relation to several surrounding objects in order to find the direction
of a target object with respect to the origin object and the reference object. In addition,
PTOST is 2D-based (unlike others such as Frick et al.’s which has 3D visual cues (Frick
et al., 2014)). This choice allows us to better evaluate the effect of an embodied and
tangible experience transferred to surface-based content. Finally, certain perspective
taking tests are designed for young children only, e.g., Piaget’s Three Mountain Task
(Piaget & Inhelder, 1956), Frick et al.’s Perspective Taking Task (Frick et al., 2014), or
IPT Items (Imaginary Perspective Taking) (Heuvel-Panhuizen et al., 2015), but PTSOT
can be administered to adults - in our case: college students.

The content of our 12-question pre-test was the same as Hegarty’s PTSOT. The post-test
had the same questions as the pre-test, but the questions’ order was shuffled. This was to
reduce familiarity effect. (In case “shuffling” causes confusion: every participant received
the same pre-test, and the same post-test, i.e., a participant did not get an uniquely shuffled
post-test.)

We built the pre- and post-tests as desktop applications in Processing 3.0. For each
question, the user drags/drops the mouse cursor to provide his answer, indicating what he
thought was the spatial relationship between origin, reference, and target objects. Our
application recorded and analyzed the user inputs (user solution angle, correct solution
angle, completion time, etc.) much more easily than the original paper version. But overall,
we adhered to the instructions of PTSOT: each participant had 5 minutes to work on the

60
12 questions as a full (pre- or post-) test; since our tests were administered on a fixed
computer monitor, it inherently also followed PTSOT’s instruction (“Please do not pick up
or turn the test booklet”) to keep the reference image in place in order to avoid visual aids
that might affect the test.

The next figure shows the interface of our pre/post-test. The question asks: “Imaging you
are standing at the traffic light and facing the house, point to the flower”. In the answer
circle, the arrow between the traffic light (Origin) and the house (Refence) is provided by
the interface (same as PTSOT). Fig 4. also shows a user provides his answer by drawing
another arrow from Origin to Target (flower).” (p. 72)

The benefit of building a digital version of PTSOT, is of course that the data gathered can be better
analyzed. By “better” we mean that it will be faster to calculate the angle differences (between
each question’s correct solution and user-supplied solution). This is important because the
evaluation aimed to study a big enough number of participants. Another benefit is that the angle
difference can be more correctly calculated. If we went with the paper test, a downside of it would
be that the later calculation may end up involving cumbersome manual and digital pre-processing
just to get the angle difference calculated (and that does not even guarantee the calculation’s
fidelity and correctness).

We conducted a plot study (see Chapter 4 for relevant coverage). In the plot study, the participants
went through the whole evaluation protocol, including the digital PTSOT pre/post-tests. The pilot
study’s sample size was small (6: 3M/3F), so it might not enough to fully investigate the difference
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between the digital version and the paper vision of PTSOT. However, we believe that digital
PTSOT still sufficed to assess the participants’ perspective taking ability because: 1) During the
pilot study, no major confusion was reported; 2) The answer distribution was overall similar to the
PTSOT researchers’ previous papers (Mary Hegarty & Waller, 2004; Kozhevnikov & Hegarty,
2001), i.e., there was no strange and unexpected answer distributions. Most importantly, in the
pilot study and the main study, every participant was using the digital PTSOT, i.e., they were being
measured with the same instrument. This means regardless how big, if any, difference exist
between the paper version and digital version (in terms of measuring perspective taking ability),
the study has high internal validity. This discussion will be mentioned again in Chapter 4 and
Chapter 5.

62

Figure 3.11 Our Digital PTSOT Based on Hegarty’s PTSOT (M Hegarty et al., 2008)
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3.6

Summary

In this chapter, we described the design and implementation of the TASC system, which
included choosing a spatial ability (perspective taking), design process of TASC (with 2 main
generations), building VR-TEI features for establishing embodiment, and how those features
engage the chosen spatial ability. Then we talked about the evaluation protocoal, which aims to
answer 2 main questions: What is the user experience of TASC system (using qualitative
analysis)?; Can the TASC system, with different conditions, respectively result in difference in
perspective taking ability improvement (if any)? Detailed results and analysis can be found in the
next chapter.

64

RESULTS: ANALYSIS & FINDINGS

4.1

Overview

This Results chapter mainly has 2 parts: The full TASC’s (the TEI condition) user experience
evaluation using qualitative analysis method with the goal to answer the question “How did the
participants use the system?”; the quantitative/statistical analysis from the 3-condition experiment
with the goal to answer “Does the full TASC system improve spatial perspective taking ability?”.

The main qualitative data we gathered from the study were the full TASC’s participants’ behaviors
and comments, which were documented as follows:


The interaction during the use of full TASC (with recorded video and audio
files, and written observatory notes)



The post-interaction interview (with recorded audio)

Per the study design described in the Methodology Chapter, the data yielded from the experiment
can be summarized in Table 4.1 to facilitate our statistical analysis. Each participant in each group
received a pre-test and post-test using our digitized PTSOT. Hence, those PTSOT tests are a
within-subject design with Time as a factor (before and after they used an assigned intervention).
Each participant interacted with one of the 3 interventions. Therefore, the assigned interventions
are a between-group design with Group (the assigned condition) as a factor. (Note: We could also
use the term “between-subject” design which is sometimes interchangeably used with “betweengroup” design in certain situations. But using “between-group” better conveys the idea of groups
with different conditions.) The independent variables are Time (Pre/Post-Tests) and Group
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(Interaction Modality). The dependent variable is participants’ perspective taking ability
performance measured with our digital PTSOT.

Table 4.1 Summarized Experiment Data

4.2

The Participants

The study in total involved 52 participants (6+46). For the pilot study, we got 6 participants (3M/3F)
whose responses and feedback helped us finalized and stabled the system’s design and
implementation (particularly the TEI and Keyboard conditions). Their feedback also helped
assessing the experiment’s protocol. In addition to that, the pilot study helped us make sure that
our digital version of PTSOT functioned effective and stable enough as the paper version. For the
main (non-pilot, formal) study, we had 46 participants: 15 in the TEI group (7M/8F), 16 in the
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Keyboard group (9M/7F), and 15 in the Control group (8M/7F). Overall, we achieved gender
balance in each group. The results below are only based the main study’s 46 participants.

Demographics-wise, most participants were college students (undergraduate level) or recent
college graduates from STEM majors. Their ages concentrate in the range of 18 to 28, with 3
participants in their 30’s. Each participant in the 3 conditions took around 15 to 20 minutes to
complete his intervention. (TEI Group’s, i.e., the main condition’s average playtime was 17.68
minutes.) All the participants in the TEI and Keyboard groups finished the game’s 9 levels,
although some did take longer than 20 minutes. None of the TEI group’s participant showed signs
of simulator sickness, such as eye strain, dizziness, nausea, fatigue, etc., as listed in Kennedy and
Lane’s Simulator Sickness Questionnaire (Kennedy, Lane, Berbaum, & Lilienthal, 1993).

The results are presented in the following sections with the aim to answer the questions: “How do
the participants use TASC?”, and “Does TASC improve participants’ perspective taking spatial
ability?”

4.3

Qualitative Analysis on User Experience

We conducted inductive, qualitative data thematic analysis (Braun & Clarke, 2006) with the video
footages and observational notes recorded and taken during the participant’s live interactions with
the system, and the audio clips from the semi-structured interviews. Themes emerged and were
grouped. We present the themes below, with interests and focus on how the participants’ used their
bodies during their studies. (Please note: We only report qualitative findings for the TEI condition.)
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4.3.1

Spatial Strategies: Akin but Unique

This sub-section is quoted from our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b)

“Overall, a typical, representative spatial strategy for solving the puzzles can be illustrated
as: A participant starts with GV, looking around to identify the positions of the 2 gaps on
the fences, and his character’s location in relation to the gaps. He, carrying the memory
about the gaps’ locations, switches to AV, in which he can see his ground character’s
location (the “you-icon”) and the horse. In this mode, he moves the 2 physical blocks with
the spatial memory he has about the fence gaps so that he can incrementally align the gaps,
with the goal of creating a pathway between the horse and the ground character. Since per
our design, he cannot see where the gaps are in AV, he has to switch back to GV to see
how much each gap has moved. Going back to GV from AV also solidifies (refreshes) his
understanding about where the horse is. He does such switching back and forth iteratively
until the gaps are aligned to allow the horse pass through, solving the current puzzle.

Although the participants had a similar overall strategy, they developed different
techniques along the way. For example, some started with moving the front fence so it is
aligned with the ground character, while others moved the back fence first to align with
the horse. Some made big block movements early in a puzzle, then moved them slowly with
small increments to “fine-tune”; others used small block movements all along. At one point,
a participant used a form of “spatial spamming”: since levels with randomizing,
alternating aerial views were more difficult, that participant kept switching rapidly
between GV and AV until she stopped at a particular AV in which the spatial information
gathered during the last time that view was entered could be directly reused.” (p. 1247)
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4.3.2

Gestures & Verbalization

This sub-section is quoted from our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b)

“Several participants […] used gestures or verbalized when solving the puzzles. The
gestures included: lifting a hand from a block then using the index finger (or the whole
hand) to point to a certain direction (to help them remember the horse’s position relative
to the ground character); titling their heads (especially in levels with multiple, randomizing
AVs) to help them better “reuse” the spatial information from the last presented AV;
rotating the whole body to see the surrounding objects better in GV. Rotating the whole
body (and the head) became much more common starting from Level 7 because without
the you-icon in AV, participants had to identify where they were originally positioned in
GV using other navigation helps (e.g., the windmill is to the far right, the house is to the
front-left). They carried that information to AV where they moved the blocks accordingly.
Three participants even kept rotating their bodies for 180 degrees (to the right or the left)
all the way from Level 7 to Level 9, which was an indication that they tried to understand
the surrounding better with the aid of bodily movement (and not just turning the head).

[…] recorded participants verbalized at least during 2 levels. Their words related to
spatial relations included: “So, he [the horse] is over there, and I am right here.”, “Wait,
where did it [a fence’s gap] go?”, “Okay, the bush is to my right....”, “That [block
movement] was an overkill.” Verbalization was often used in conjunction with gestures.
[…] verbalizing participants were female. One female participant even verbalized in every
level.
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Although a further comparison is needed, it is reasonable to say for now that the TASC
system did encourage the users to involve (more of) their bodies (gestures, movements, and
verbalization), which fulfills certain design goals we set out to achieve.” (p. 1247)
4.3.3

Positive Experience

This sub-section is quoted from our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b)

“All participants shared positive thoughts about their TASC experience. In the interviews,
they described it as “immersive”, “engaging”, “fun”, “interesting”, “rewarding”, or
“never played something like it before!”. They particularly liked how their VR interactions
could be coupled with physical blocks, which was something new to many of them.

Every participant agreed that TASC could be a good training tool – an immersive and
aesthetically pleasing environment which can encourage users to exercise or improve
perspective talking spatial ability. Two of them added that TASC would be very liked
among their age group (undergraduate students). Another one mentioned that TASC could
be used for kids at a younger age, “It might help them draw those [neurological]
connections”.

However, they also pointed out an issue that slightly distracted their puzzle solving. While
several participants said having growing difficulty levels was a good feature, for some, the
levels with multiple AVs were seen as “difficult” or “frustrating”. Also, the Leap Motion
was not always stable in tracking hands when the hands were in contact with the blocks
for too long (e.g., when a person was thinking about how to proceed while putting her
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hands on the blocks). This detection instability resulted in undesired virtual hand
presentations (e.g., only 1 hand or 3 virtual hands was/were rendered), which were noted
as a distraction.” (p. 1248)
4.3.4

A System with Potentials

This sub-section is quoted from our 2017 ACM SIGCHI DIS paper (Chang et al., 2017b)

“From the demographic questionnaires, it was obvious that by far most participants had
little to no experience with VR (averaging 1.9 out of our 5-point VR experience scale).
Therefore, solving spatial puzzles with a VR-TEI interface was a novel experience to most
of them. Their feedback shows however that it was not only enjoyable but that it activated
their sensorimotor system on multiple levels. Participants used their bodies as well and
verbalized their spatial thinking and perception during the interaction and without prompt.
Some of these effects can be observed in other game design situations, e.g., players move
their heads in games to avoid virtual “bullets” shot at them. But the multi-layered effect
and the self-reflection of players noting the educational value of the system indicate that
the TASC system provides effective and novel embodiment.” (p. 1248)

(Note: The VR experience question is a question we included in Appendix B’s Question 9. It is
not from a standardized VR questionnaire. It is a short question we devised to quickly gauge each
participant’s subjective evaluation on how familiar they are in using VR, with 1 being “I have
never used VR”, and 5 being “I use VR frequently”.)
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4.4

Quantitative Analysis on Perspective Taking Ability Improvement
4.4.1

Data Pre-Processing

The raw data from the PTSOT pre/post-tests were respectively written as 2 CSV files for each
participant. Each text-based CSV file was copied to Microsoft Excel for better pre-processing. The
pre-preprocessed data in Excel can be summarized as Table 4.2. Due to human subject ethics
considerations, this table is not directly from an actual participant’s input. However, it is
representative enough of how the participants answered a pre/post-test. For easier elaboration, we
call this table the pre-processed data from a mocked-up “User X”.
Table 4.2 Example Pre-Processed PTSOT Data

The example pre-processed raw data shown in Table 4.2 denotes and describes certain information:
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Each question’s start time, i.e., Column A and B. (Time was recorded in milliseconds,
counted from when the PTSOT application was started.) Note: Question 0 was the
instruction page, which did not have a time limit. The 5-minute countdown started when
a participant entered Question 1 (in this case, the timestamp recorded in cell A3).



Each question’s submitted answer, i.e., Column C. Note: for various reasons, the
participant might have a question with one answer, more than one answer, or without an
answer. For example, shown in the table, User X entered Question 5, but did not supply
his answer, then proceeded to Question 6. Judging by the very short time span (cell B11
and B12), he might have accidentally clicked “Next” right after entering Question 5. User
X did not provide his answer for Question 12 either, which was very likely because he
ran out of time. (Our digital PTSOT adhered to the original paper-based PTSOST’s
design which had a 5-minute limit. 5 minutes are 300,000 milliseconds. User X entered
Question 1 at 95,708 milliseconds, the instant when the 5-minute countdown started. He
entered Question 12 at 393,902 milliseconds, which was almost 300,000 milliseconds
from when he started Question 1. Therefore, a reasonable speculation would be he did
start working on Question 12, but did not get to submit his answer in time when the
application closed, so the answer for Question 12 was not recorded.)



Respectively, Column C, D, and E are each question’s user-judged angle, the correct
angle (available from the answer keys in paper-based PTSOT), and the difference
between those 2 angles.



Column F is an added column for this Excel-based data pre-processing (i.e., it was not in
the raw CSV file). This column is used to obtain each question’s usable ANGLE_DIFF.
By “usable”, it has 2 meanings.
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o First, since each participant could draw a line many times during a question
before he clicked Next to move on to the next question, we only chose the last
answer as his final answer. As shown, User X’s 3 trials for Question 7 were all
recorded, but only the third answer was adopted then copied to Column F.
o Second, Column E’s raw ANGLE_DIFF was pre-calculated by Processing when
it was written to the CSV file, hence, it was still using Processing’s coordinate
system (0 to 180 for one direction, 0 to -180 for the other direction).
Therefore, another purpose Column F served was to convert the selected
ANGLE_DIFF in Column E to a uni-directional 360 system for better later
analysis). Cell F21 marks a converted ANGLE_DIFF that is different from its raw
value in E21.


Column G is also an added column for this Excel-based data pre-processing. Its purpose
is to get the absolute values of all the processed ANGLE_DIFFs in Column F. The reason
why for obtaining this absolute value will be described later.



Hence, Column F and Column G are the main source of our data analysis.
4.4.2

Data Reduction

The purpose of this section is to describe why and how we conducted the data reduction. As shown
in the previous section, the dataset was still quite complex even after the data pre-processing which
afforded a preliminary selection. But during data pre-processing, several considerations emerged:

1. Not every participant had a completed pre-test and/or a completed post-test. For example,
one might only complete 9 questions for his pre-post, and 10 questions for his post-test
(due to possible interaction errors, unfamiliarity with our digital PTSOT interface, or
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need for more time). While many participants had completed their pre- and post-tests,
there were an observable number of participants who did not complete one or both of the
tests.
2. Each test was not just a single-question measurement. It was a set of 12 different
questions. Note: Although each test (pre-test, post-test) could be treated as the same test
(as they had the same content just presented with a different order), they were still 2 tests
each with 12 questions.
3. Although not many, some ANGLE_DIFF appeared to be outliers from our initial “eyeballing”, a technique common to statistical analysis (Moore, McCabe, & Craig, 2012).
4. We had to define a way to organize our data so we could maintain an appropriate balance
for the scope of analysis. In other words, the method needs to be sufficiently descriptive
(e.g., a clear enough level of granularity or “resolution” to capture each participant’s preand post-test performances before they were pooled together for statistical analysis),
while not introducing too much low-level data complexity that might made it difficult for
us to see the bigger picture.

We first tried a “gain score analysis” for the data reduction (Becker, 2000; Humphreys & Drasgow,
1989; Williams, Zimmerman, Rich, & Steed, 1984). The overall notion of it was that a participant’s
performance change (either improvement or decrease) could be captured from the value of: the
post-test result minus the pre-test result. This is a common technique in psychological or medical
studies, and could simply a 2-Way ANOVA into a 1-Way ANOVA. However, because of the
considerations mentioned above (particularly 1., 2., and 4.), we did not proceed with using gain
scores because it would have oversimplified the analysis at both the test level and the participant
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level. More specifically, by not using gain scores, we could better contextualize the data by
avoiding certain possible ceiling effects or flooring effects (Cramer & Howitt, 2004). Eventually
our data reduction was conducted as described below:

Using accuracy & precision:
The concepts of accuracy and precision were used to describe the performance of each participant’s
pre- or post-test. Using these 2 indices, we could summarize a test’s result without losing its
descriptive ability. In short, accuracy is about how close the data are to the correct/true answer,
precision is about how repeatable the data are to a certain answer (Reeuwijk, 1998).

Respectively, accuracy (mean difference between correct angle and judged angle) and precision
(variability of the differences between correct angle and judged angle) were calculated using these
methods. First, angular error was calculated using the difference between the target angle (correct
angle) and the participants’ judged angle, i.e., the ANGLE_DIFF. Here we describe the 2
calculations from the our published work, 2017 ACM SIGCHI SUI paper (Chang et al., 2017a):

“For accuracy, the mean of the absolute values of each difference score (correct angle –
judged angle) was then calculated for each participant. The absolute value of the difference
score was used because errors on different sides of the actual location should be treated
equally (and may cancel each other out if signed values are averaged, providing an
underestimation of the judgment error). For precision, the standard deviation of the signed
difference scores was calculated for each participant. The signed difference scores were
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used for the calculation of precision (variability) because it provides a better assessment
of the dispersion of the judgments around the target.” (p. 74)

Removing outliers:
As mentioned earlier, there were some observable outliers from the raw data. Those outliers might
happen for various reasons. While investigating those reasons was not related to the core research,
we did need to remove the outlier in a reasonable way. A “trial” denotes an answer provided by
the participant in one of the 12 questions in each test. Here we describe the outlier removal from
this research’s published work, 2017 ACM SIGCHI SUI paper (Chang et al., 2017a).

“…. trials on which the errors were greater than 90º were removed as outliers and
recording errors. These trials were considered to be outlier or interpretation errors
because a difference between the actual and judged angle of greater than ±90º means that
the participant placed the cursor/marker on the opposite side of the circle from the actual
correct solution. Hence, these responses were likely to be a rare instance in which either
there was an error in interpreting the question by the participant or simply a lack of
attention. Consistent with the notion that these trials were outliers being rare trials that
did not represent the participants’ typical performance, only 42 trials were removed from
the overall data set, with an average removal of 1.7/24 (7.1%) trials per participant (24
trials: 12 questions x 2 tests).” (p. 74)

Note: Although the analyses in the section(s) below are based on the dataset with this “±90º”
outlier removal”, we did conduct the same analyses with the raw dataset (e.g., the dataset without
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the outlier removal process. The results from the 2 datasets showed a similar overall pattern.
Here we only report the with-outliers-removal analyses as we believe doing so more reliably
reflects the participants’ true performance in terms of accuracy and precision.
4.4.3

Analysis 1: ANOVA (Preliminary Statistical Analysis)

Mentioned in this chapters’ Overview, the experiment study was a combination of within-subject
design (with time as a factor), and between-group design (with assigned condition as a factor). In
other words, it is a 2 (pre and post-tests) x 3 (conditions), repeated measure analysis.

We first conducted a preliminary analysis using ANOVA (Analysis of Variance with the goal to
understand which of 2 factors (Time and Group) had the main effect on the participants’
performance change (before and after his corresponding intervention). Also, this ANOVA analysis
would allow us to see if there are interactions between these 2 factors. Therefore, using ANOVA,
we could examine the effects of Time, Group, and the interaction of Time and Group (if any). One
benefit worth noting is that due to the nature of our experiment design, a PTSOT was administered
twice to the same participant. This means “participants act as their own controls, minimizing error
due to variation between individuals” (Boslaugh, 2012).

Note: ANOVA is positioned as our preliminary statistical analysis because it is able to give us a
holistic “bigger picture view”. However, it is not used to assess if or how the participants’
performances had certain significant change to answer the question about if the full TASC
provided better perspective-taking ability improvement. That is why a second statistical analysis
was conducted following ANOVA.)
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Standard ANOVA assumptions were applied: normality of sampling distribution of means,
impendence of errors, outliers are removed or absent, and homogeneity of variance (sphericity for
repeated measure design) (Field, 2013; Moore et al., 2012).

We used 0.05 for α. The null and alternative hypotheses, written in a generalized form, were:


Ha0: Time did not have a significant effect on performance.



Ha1: Time had a significant effect on performance.



Hb0: Group did not have a significant effect on performance.



Hb1: Group had a significant effect on performance.

o Hc0: Time and Group interaction did not have a significant effect on performance
(or, Time x Group interaction was not present).
o Hc1: Time and Group interaction had a significant effect on performance.

The ANOVA results for the participants’ performance changes (in terms of accuracy and precision)
are as follows. (Note: In the domain of cognitive science, there are 2 ways to reporting p-values.
One uses “=”, the other uses “<”. While the theories and debates for which choice is beyond the
scope of our research, we chose to use “<”. It is mainly because p-values are associated to certain
curves, e.g., F distribution curves. Therefore, p-values should be treated as a threshold which cuts
out a region, rather than an exact value.)
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The accuracy analysis showed a main effect for Time, F(2, 43)=6.50, p<0.014. This effect was
providing improvement in accuracy based on the change from pre-test (Mean=22.60; SEM=1.50)
to post-test (Mean=19.2; SEM=1.66). The effect for Group was not significant with F(2, 43)=0.28,
p<0.76. The effect for the Time and Group interaction was not significant either with F(2, 43)=1.09,
p<0.35.

The precision analysis showed a similar pattern of findings from accuracy analysis. Time was a
main effect for precision, with F(2, 43)=10.60, p<0.005. This indicated that Time gave precision
an improvement from pre-test (Mean=27.6; SEM=1.82) to post-test (M=22.8; SEM=1.83). The
effect for Group was not significant with F(2, 43)=0.19, p<0.83. The effect for the Time and Group
interaction was not significant either with F(2, 43)=1.43, p<0.26.

Therefore, we could reject the null hypothesis Ha0. We failed to reject the null hypotheses Hb0 and
Hc0. In other words, there was a main effect from Time, i.e., as a result of the intervention. However,
Group (within-subject/within-group factor) did not pose a main effect. In a summarized way, this
indicated that participants in all groups showed the same kind of performance change (in particular,
improvement). And, there was no interaction effect between Time and Group. The ANOVA results
provided a preliminary look at the data. To better investigate which group resulted better
performance improvement, we conducted t-tests described in the next section.

4.4.4

Analysis 2: T-Tests (Main Statistical Analysis)

To understand how each condition yielded certain performance improvement, we conducted 6 ttests. T-tests are used to examine if two groups of data’s means are significantly different
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considering their variances. We had repeated measure t-tests us because every participant took our
digital PTSOT twice. As mentioned early, using t-tests on 2 groups of test data on the same
participant was a reasonable and good choice because the 2 tests were administered on the same
person, which reduced the overall error and variances.

We ran 6 t-tests for the following reasons. There were 3 conditions, 2 tests (pre/post-test), and 2
indices of performances (accuracy and precision). Hence, there were a total of 12 datasets. And,
the pre- and post-test data of every condition’s each performance index were pooled together to
run a t-test. Therefore, there were 6 t-tests in total (12/2=6).
Standard t-test assumptions were applied, such as: the dependent variable (the performance indices)
was normally distributed; there were no or very few outliers; homogeneity of variance; etc. (Moore
et al., 2012).

The null and alternative hypotheses, written in a general form, were:


Ht0: The TEI intervention did not have a significant effect on performance change
between pre- and post-tests.



Ht1: The TEI intervention had a significant effect on performance change between
pre- and post-tests.



Hk0: The Keyboard/mouse intervention did not have a significant effect on
performance change between pre- and post-tests.
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Hk1: The Keyboard/mouse intervention had a significant effect on performance
change between pre- and post-tests.

o Hc0: The Control intervention did not have a significant effect on performance
change between pre- and post-tests.
o Hc1: The Control intervention had a significant effect on performance change
between pre- and post-tests.

Since 6 separate t-tests were conducted, as per convention, α was adjusted to 0.0083 based on
Bonferroni correction procedure (0.05/6 = 0.0083). The following results are adopted and
summarized from this research’s published work (Chang et al., 2017a):



TEI Group
o Accuracy


t(14)=3.97, p < 0.0014 (significant improvement)



Mean improvement 5.96; 95% CI of difference scores = 2.74 to 9.18



Effect size: d=1.02 (considered to be large)



13 of the 15 participants (87%) showed improvement

o Precision


t(14)=4.25, p < 0.0016 (significant improvement)



Mean improvement 8.17; 95% CI of difference scores = 4.04 to 12.30



Effect size: d=1.09 (considered to be large)

82




13 of the 15 participants (87%) showed improvement

Keyboard/Mouse Group
o Accuracy


t(15)=0.55, p < 0.59 (not significant improvement)



Mean improvement 1.41; 95% CI of difference scores = -4.05 to 6.88



Effect size: d=0.14



Only 10 of the 16 participants (62.5%) showed improvement

o Precision





t(15)=0.75, p < 0.47 (not significant improvement)



Mean improvement 2.18; 95% CI of difference scores = -4.03 to 8.48,



Effect size: d=0.19



Only 9 of the 16 participants (56.3%) showed improvement

Control Group
o Accuracy


t(14)=1.04, p < 0.31 (not significant improvement)



Mean improvement 2.61; 95% CI of difference scores = -2.76 to 7.98



Effect size: d=0.27



Only 8 of 15 participants (53.3%) showed improvement

o Precision


t(14)=1.53, p < 0.15 (not significant improvement)



Mean improvement 4.10; 95% CI of difference scores = -1.66 to 9.86
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Effect size: d=0.39



Only 9 of 15 participants (60%) showed improvement

Hence, we could reject the null hypothesis Ht0. We failed to reject the null hypotheses Hk0 and Hc0.
Note: Although α was adjusted with Bonferroni correction to control (avoid) potential increase in
Type I error (a result from multiple t-tests), the p-values in TEI Group’s accuracy and precision
were not even close to the conventional 0.05.

The aforementioned statistical results can be visually summarized in the following 2 figures.

Figure 4.1 Top Panel: Mean Accuracy; Bottom Panel Precision
(in the 3 groups on the pre- and post-test.) (SEM bars are shown.) (“ns”: Not Significant)
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Figure 4.2 Plots of Each Individual Participants’ Pre/post-test Differences
(along with the group mean differences, and the 95% confidence intervals for accuracy: top
panel, and precision: bottom panel)
4.5
4.5.1

Summary

Qualitative Analysis

We used the qualitative research methods to analyze the TEI Group (full TASC) participants’
interaction and post-interaction interview. These notes, videos, and audios altogether supported us
to understand their behaviors and opinions, which are 2 important data to examine in interaction
research.
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Focusing on how the participants involved their bodies to solve the spatial puzzles, we summarize
their behaviors and opinions in the following 4 themes:
1. Spatial strategies: akin but unique: This showed that the participants had more
freedom to solve the puzzles in their own strategies and preferences.
2. Gestures & verbalization: This is a strong evidence that the system encouraged and
elicited the participants’ bodily movements an articulation, i.e., they were solving the
spatial problems with ways closer to how they do so in real world
3. Positive experience: Most participants expressed positive feedback and novel
experience about using the system
4. A system with potentials: The participants mentioned the system, the design, or the
research, could be applied to many other fields.

4.5.2

Statistical Analysis

The ANOVA results showed that every group experienced the same pattern of pre- to post-test
change. More particularly, Time was the cause of main effect, while Group and Time x Group
interaction did not pose significant effects. Together these showed that every group (in general)
had a performance improvement between pre- and post-tests, which implied that taking the digital
PTSOT twice resulted such improvement. However, the ANOVA result did not specify which
group’s intervention led to a “better observable improvement”. This was answered in the 6 paired
t-tests.
The 6-paired t-tests showed that all 3 groups had some forms of performance increase. The TEI
Group’s precision and accuracy had significantly small p-values, large effect sizes, and more

86
number of participants who displayed overall improvement. While we did not investigate the exact
comparison between the Keyboard Group’s and the Control Group’s performances, it was evident
that the TEI Group had statistically significant improvement in the participants’ perspective taking
ability compared to the other 2 groups. Also, the improvement observed in Control Group also
supported the notion that without an intervention designed to engage perspective taking ability,
PTSOT performance could still increase by simply taking the test twice.

(Understanding why this happened is not the focus of this study. However, we may be able to
speculate that by taking the test for the second time, a participant gets more familiar with the test’s
content and interface. Plus, he has his perspective taking ability recently activated/engaged from
taking the pre-test, which is not too long before taking the post-test. These 2 reasons coupled
together may have resulted in such observable improvement.)

Therefore, the results supported our original design goal that a high(er)-embodiment interface for
a game designed around engaging spatial perspective taking ability could be associated with
observable improvement (that is statistically significant) within the scope of our system and
experiment when the game’s low-embodiment interface was compared.
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DISCUSSION & RECOMMENDATIONS; CONCLUSION

5.1

Discussion & Recommendations
5.1.1

Introduction

From the qualitative and quantitative evaluation results, we have shown that using TASC led to
positive effects on perspective taking ability. This implies the design potential of using VR-TEI
systems to engage and support spatial ability. Below we provide a list of discussion points
integrated with relevant recommendations. While the points are independent enough to one another,
they are also interconnected, surrounding the research presented in this dissertation.
5.1.2

The Role of Embodiment

The design and implementation of TASC is based on the notion that enhanced embodiment could
lead to better spatial ability related performances. In other words, the more we use the body, the
better our spatial problem solving related skills may be elicited or activated. This notion is inspired
and supported by theories such as Ideomotor Theory, or other spatial behavior related literate.

The said elicitation (activation) may be vestibular, proprioceptive, or from other cognitive
activities that are associated to our visuo-motor skills. Related research is scattered around in
different fields such as cognitive science, psychology, HCI, human factors, and even in the medical
and biological areas. While examining exactly how TASC supports spatial ability from the aspects
of neuroscience or locomotion system research is out of the scope of this study, we can certainly
start to ask follow-up questions that focuses on the role of embodiment in the context of our TEI
system design. We may answer those questions not necessarily experimentally, but it bears further
elucidation or investigation in the literature.
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Perspective taking ability, like many other spatial abilities, is malleable (De Beni et al., 2006; N.
Newcombe, 1989; Uttal et al., 2013). And TASC users (TEI group) did show observable,
statistically significant improvement after their 15-to-20-minute interaction session. However, we
have to speculate that the improvement might not be a result of “training” that fundamentally and
profoundly changed the users’ spatial ability, as 15 to 20 minutes are not a long duration. Rather,
the interaction should be regarded as a catalyst that may have triggered and retained the users’
existing spatial ability while solving the virtual-physical puzzles. So how does embodiment work
for TASC users?

More specifically, how does embodiment support (and even enhances) TASC users’ perspective
ability? Does embodiment proactively augment that spatial ability with hand- and head-tracking?
Do the system’s tangible interaction and haptic feedback passively offload spatial working
memory? Or is it because the VR headset provides an isolated, less distracting environment while
offering better 3D perception for the virtual objects? There are many research possibilities to
investigate the role of embodiment to spatial ability. One potential way to answer (some of) these
questions is to explore more in the literature. Another way is modifying the existing TASC system,
so the game can be used in different interface “intermediate conditions”.
5.1.3

Intermediate Conditions

As mentioned before, the way we conducted our experiment was using an ecological approach
inspired by related literature, i.e., we focused on only interface differences (the concept of
“interface package” mentioned in Chapter 3), while maintaining the same content across
conditions. This allowed us to proceed with our research to get exploratory, pioneering, and
valuable findings with reasonably “economical” evaluations (particularly, the experiment we
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conducted). Meanwhile, we acknowledge that the study is more based on the approach in TEI or
digital media design, i.e., we built a multi-factor interface on top of a novel game-based content.
Our approach is less like classical HCI research methods, which usually uses many more
conditions for each smaller factor. For example, a website’s large-scale usability study can be
based on a simple but important factor such the webpages’ color, font, iconography, etc.

If we were to investigate more about the role of embodiment, or to adopt classical HCI research
methods, we could implement intermediate conditions for TASC. For example, there can be a VRonly condition (VR headset with keyboard/mouse), and a tangible-only condition (tangible blocks
with regular monitors). Those 2 conditions, combined with the 2 “extreme” conditions and the
Control condition described earlier, will lead to a study of 5 conditions.

While a 5-condition study promises more results, it might not necessarily lead to significantly more
new insights. More importantly, the study will require many more participants, which might make
the study more complicated in terms of recruiting, running study, and data analysis. (Note:
Although a common method is to have 1 participant use 2 or more conditions during different
times as a way to be economical that can be balanced out later, the memory effect from playing
our horse game or taking PSTOT is still hard to balance out.) Therefore, while more intermediate
conditions may lead to some new findings, such studies should be carefully planned out. This leads
to the discussion of sample size and validity.
5.1.4

Sample Size and Validity

In a way, our experiment design was inspired by medical or pharmaceutical research. The Control
condition is similar to a placebo, the Keyboard/Mouse low-embodiment condition is like the
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standard drug (the status quo), and the full TASC TEI condition is the experimented new drug.
However, there is one big difference between our study and a medical research: Our study built a
system with novel content and novel interface. Therefore, there was not enough existing literature
we could reference to in terms of planning on a suggested/standardized way of how many
participants should be needed for a new VR-tangible system used as a perspective taking study
intervention.

There are existing tools for pre-calculating statistical power that can lead to needed participant
number (e.g., G*Power). However, in HCI or TEI fields, it is not very common to use these tools
before running studies for these reasons:

1. This quoted from (Arif, 2017)
“…it requires knowing the variance in a sample and the difference in the means on the
dependent variable (effect size) before the data are collected” (p. 1)
2. As just mentioned, HCI and TEI fields are often about building novel or creative
interfaces, so a new interface system may not have many or any similar studies it can
directly relate to.
3. In the fields of HCI and TEI, testing a new system on a smaller scale to get quick
feedback and representative insights for later research and design iterations often
outweighs the need to conduct a full-blown, large-scale user study.

Therefore, often times the HCI researchers in these fields agree on the “good enough” number of
12 to 15 participants per condition for exploratory studies conducted for novel system. Our study
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ended up having around 15 participants per condition (15, 16, and 15). And the statistical results
showed strong statistical significance. Therefore, we can position our study as an in-depth
exploratory study with high internal validity. (Note: We conducted a round of statistical analysis
when we finished running 10, 10, and 10 participants per condition. The overall results were
actually very similar to what is eventually covered in this research with 15-16-15 participants.)
5.1.5

Designing & Evaluating TEIs for Other Spatial Abilities

Spatial ability related studies often treat the cognitive processing as a “black box”. The researchers
do not always need to know exactly how the brain works (which may require expensive or
sophisticated instruments). Rather, they give “inputs” to the black box, and evaluate if or how
those inputs can be correlated to measurable outputs. This black box model may not be able to
fully reflect the details of cognitive activities, but it has been working well enough for researchers
to understand how certain spatial abilities are independent or associated to one another. The most
common case is that researchers give participants different paper-based spatial ability tests, then
analyze the test scores to see if those spatial abilities are correlated. For example, perspective
taking is dissociated from mental rotation (Mary Hegarty & Waller, 2004); which is independent
from penetrative thinking (Mary Hegarty, Keehner, Khooshabeh, & Montello, 2009; Ratliff,
McGinnis, & Levine, 2010).

This shows that there are both opportunities and challenges for designing/building embodied
systems to support different spatial abilities. On one hand, there is a myriad of new design choices
we can make to support and engage different spatial abilities, such as the design space proposed
in our journal paper (Clifton et al., 2016) (a special issue on Embodied Cognition and STEM
Learning in the journal CR:PI – Cognitive Research: Principles and Implications). On the other
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hand, building content, interactions, and systems for different spatial abilities may become a
muddled arena, or an overwhelming task. Synthesizing commonalities from designing and
building those systems may lead to new research new contributions.

Consequently, we would need new evaluation methods to assess a new TEI’s effects on its target
spatial ability. In our study, we used conventional qualitative methods (observation, video/audio
coding, and thematic analysis) for the users’ interaction, along with an existing test (PTSOT) to
support our intervention-based experiment design. While those methods facilitated our research,
we should also ask, “Are those really enough?” One goal of using TEIs for spatial ability is that
we aim to engage more of the user’s body with the aid of tangible, embodied, and virtual
interactions. However, there lacks such quantitative or quantitative evaluation methods for
researcher to analyses users’ TEI-based behaviors when a target spatial ability is actively in use.
For example, with recorded video clips, the ATB framework (Esteves et al., 2015) allows
researchers to code hand actions when using tangible objects. But, it doesn’t extend to the full
body. And most importantly, it does not take spatial ability into consideration. Therefore, the needs
(opportunities) for designing such new TEI systems means we would require new evaluation
methods.

Another add-on recommendation for new evaluation methods would be the “evaluation for
evaluation”. This is based on the observation that psychologists who released new (paper-based)
spatial ability tests would often also publish the evaluation of that new test to assess its internal
validity, external validity, etc.
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5.1.6

Integration with STEM curriculum

Spatial ability is widely needed for STEM related subjects. As we covered earlier, it is also
providing strong prediction for STEM success. Enhancing spatial learning for STEM students was
one of our research motivations. That was why our virtual horse-finding game was designed in an
aesthetically and interactively engaging way. It was also the reason why we recruited college level
STEM students as most of our participants. However, we should seek how we can better integrate
VR/TEI interactions to STEM curriculum. Here are some opportunities/considerations:

1. Our qualitative analysis showed that while using the system, the users were able to
generate their own unique spatial problem solving strategies by involving more of the
body. Therefore, we should leverage more relevant design factor so a new system can
function as a sandbox, a playground, while having concrete in-game goals for the users
the achieve. The (semi-) open-ended sandbox design with involvement of the body may
also lead to increase of expressiveness or immersion.
2. Universities or high schools have biology or chemistry labs. We may envision the future
possibility of “TEI Labs” where students can use the body to engage and train their
spatial ability. To afford quick and accurate assessment, the lab moderators or the
systems may also be experienced/advanced enough to evaluate the students’
performance, hence making suggestions for improvements.
3. Lastly, TEI/HCI researcher can collaborate with educators, subject-matter experts, and
cognitive scientists more to enhance and enrich spatial learning in STEM with the aid of
tangible, embodied, and virtual interactions.
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5.2

Conclusion

This dissertation integrates, expands, and reflects on the project’s publications about TASC, a VRTEI interactive system aimed to support the spatial ability of perspective taking by enhancing
embodiment in a virtual environment through head- and hand-tracking and tangible interaction.
This dissertation recaps the design process and summarizes the final design of the full TASC VRTEI system.

Our qualitative evaluation showed that the users had a positive experience. They also involved
more of their bodies when using full TASC to solve the spatial puzzles in the game. Four themes
emerged per our thematic analysis based on the qualitative data of video footage, notes, and audio
clips. The themes are: (1) Spatial strategies: Akin but unique; (2) The use of gestures &
verbalization; (3) Positive experience with the system; (4) The potentials of the system.

Using the concept of having different “interface packages”, we also conducted a comparative, 3condition study with the full VR-TEI version of the TASC system against a keyboard/mouse (lowembodiment) condition, and a control group who worked on non-spatial tasks with traditional
interfaces. Our statistical results revealed that every condition showed improvement from taking
the digital PTSOT twice. However, only the VR-TEI condition (full-TASC) showed statically
significant improvements in their digital PTSOT performance (for both precision and accuracy
calculations). This implies that the full TASC system, with a higher level of embodiment, may had
a positive association with the said results.

We proposed discussions and recommendations on the topics of: (a) The role of embodiment; (2)
Further explorations of intermediate conditions; (3) A deeper look at sample size and validity; (4)
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Designing & evaluating TEIs for other spatial abilities; (5) Integration with STEM curriculum. In
those topics, we propose relevant considerations and future research opportunities, in hopes of
encouraging more studies to bridge interaction design, cognitive science, and STEM learning.
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