Abstract-Most of the existing earthquake (EQ) prediction techniques involve a combination of signal processing and geophysics techniques which are relatively complex in computation for analysis of the Earth's electric field data. This paper proposes a relatively simpler and faster method that involves only signal processing procedures. The prediction of the EQ occurrence estimation using a combination of singular value decomposition (SVD)-based technique for feature extraction and support vector machine (SVM) classifier is presented in this paper. Using the proposed method, the Earth's electric field signal is transformed into a new domain using SVD-based approach. In this approach, the time domain signal is projected on the left eigenvectors of impulse response matrix of the linear prediction coefficient (LPC) filter. Several features have been extracted from the transformed signal. These features are used as input for the SVM classifier in order to predict the location of the forthcoming EQ. Once the location is determined, a similar approach is used to estimate its magnitude. Finally, the time estimation of the forthcoming EQ is estimated based on the statistical observation. The occurred EQs during 2008 in Greece are used to train the classifiers, whereas those occurred from 2003 to 2010 in the same region are used to evaluate the performance of the proposed system. In predicting the location of the future EQs, the proposed system could achieve 77% accuracy. As for the magnitude prediction, the proposed system provides an accuracy of 66.67%. Moreover, the predicted time for the EQ with magnitude greater than is 2 days ahead, whereas for magnitude greater than is up to 7 days ahead.
I. INTRODUCTION
E ARTHQUAKE (EQ) is one of the most destructive natural disasters that has taken many lives and destroyed a lot of properties. By considering these catastrophic effects, it is highly important to know the occurrence of EQs ahead of time in order to reduce the number of victims and material losses. Therefore, EQ prediction is one of the solutions to reduce such disastrous effects [1] .
EQ is the movement or displacement of the Earth's surface resulting in the release of energy through a sudden dislocation in the segment of the Earth crush [2] . From the geophysics point of view, it is energy transformation from the mechanical movement to such Earth's electric field that happens in the crust area. This phenomenon could be applied as a potential feature for shortterm prediction of large EQs [3] , [4] .
The emergence of the Earth's electric field prior to the strong EQ has been reported by many researchers. Hattori investigated that the ultra-low frequency (ULF) geomagnetic changes associated with large EQs can become a promising feature for shortterm EQ prediction of large EQs [4] . Similar observation by Hayakawa et al. can also be found in [5] . ULF electromagnetic precursor for an EQ at Biak, Indonesia on February, 1997 was observed by Hayakawa et al. [6] . Honkura et al. also observed the emerging of the Earth's electric field in Turkey, Taiwan, and Indonesia [7] - [9] , respectively. Piroddi and Ranieri observed the night thermal gradient that is potentially associated with EQ precursor phenomena [10] .
The implementation of the Earth's electric field prior to an EQ for the purpose of prediction has been intensively done in Greece in 1983 by Varatsos and coworkers [11] . This method has excessively been applied for short-term EQ prediction in Greece. VAN method [12] was carried out through continuously monitoring the Earth's electric field potential change and their EastWest (E-W) and North-South (N-S) polarity gradients.
Nowadays, there are many different algorithms applied for EQ prediction namely, algorithm M8 [13] , Mendocino Scenario (MSc) [14] , California Nevada (CN) [15] , and Second Strong Earthquake (SSE) algorithm [16] . However, all of these methods can only be applied for EQs with particular magnitudes. Algorithms M8, MSc, and CN can only be used for identifying EQs with three different magnitudes:
, , and , respectively [17] . Most of these methods, based on the geophysical condition of the EQ, are complex and limited to certain magnitudes only.
Another method for EQ prediction is hybrid technique. This technique combines data processing stage and classification. There are several hybrid techniques used for EQ prediction. One of the previously published methods is the clustering technique by Morales-Esteban et al., which is applied for analyzing and forecasting EQ time series [18] . The method proposed by Preethi and Santhi, implements the historical data that are collected also based on the time-series methodology. The combination of the data mining for preprocessing and the fuzzy logic rules is applied to predict the impact of EQ [19] . Robles and Hernandez-Beceerril proposed the seismic alert system based on neural networks, trained by two different methods: 1) back propagation method and 2) genetic algorithm [20] . Our proposed method is based on signal processing of the Earth's electric field. It uses machine learning and statistical analysis to estimate the location, magnitude, and time of the forthcoming EQ. The proposed method can provide estimation for location, magnitude, and time of the forthcoming EQ.
In this paper, the Earth's electric field data are taken from three monitoring sites at three different locations in Greece, namely, 1) Athens (ATH); 2) Pyros (PYR); and 3) Hios (HIO). The selection of the database is based on the fact that they are readily available and have been used for EQ prediction previously in [21] . The proposed system provides a short-term prediction of EQ. This paper involves the analysis of the significant changes of the Earth's electric field signal prior to an EQ. It consists of three important steps: 1) preprocessing; 2) feature extraction; and 3) classification. The preprocessing stage involves reading the Earth's electric field signal, calculating the Earth's electric field difference (Gfdiff), and detecting the peak of Gfdiff signal. Singular value decomposition (SVD)-based transformation technique is used for feature extraction. The SVD approach has been applied for data processing of natural systems, such as weather prediction [22] , and sea temperature distribution in winter time [23] . Support vector machine (SVM) is used for classification, since it shows better performance in comparison with artificial neural network (ANN). SVM training always finds the global minimum and avoids over fitting, whereas ANN can have multiple local minima which lead to the over fitting problem [26] . SVM provides sufficiently good accuracy for natural prediction such as atmospheric temperature and weather forecasting [24] , [25] . Our proposed method uses the Earth's electric field data and combines the parametric modeling technique and SVD to extract the data. The extracted data are then used as the input to the classifier, which is SVM. This paper is organized as follows. Section II describes the proposed method of EQ prediction system. Section III presents the experimental results. Finally, the conclusion is presented in Section IV.
II. PROPOSED EQ PREDICTION METHOD
The objective of this paper is to predict the location, magnitude and the time of forthcoming EQs based on the Earth's electric field signal. This signal will be considered as the input to the proposed prediction system as depicted in Fig. 1 . Three stages are involved in this process: 1) preprocessing; 2) feature extraction; and 3) pattern classification. In the preprocessing stage, the square of each data sample belonging to different channels from two polarities (E-W, N-S) is computed then the summation of the square values is performed. The resulting values are denoted as and (N-S and E-W polarity, respectively). These quantities are then summed up and the square-root of the sum is computed and denoted as
The difference between the nth sample electric field and the ( )th one is defined as Gfdiff [27] . The time-series signal of the absolute magnitude of the Earth's electric field is calculated. This contains the daily maximum of Gfdiff. The maximum slope of this new time series is used as the feature. This process is performed for three different monitoring sites giving a total of three sets of features.
Furthermore, linear prediction is combined with the SVD to build a signal dependent transformation using the significant signal which is framed into segments of 180 samples. Afterward, a new set of features is extracted from the transformed signal. This feature vector is fed into the SVM classifier in order to predict the location, as well as the magnitude of the forthcoming EQ. The time of the forthcoming EQs is estimated based on the statistical observation of the previous EQs.
SVM method is used as the pattern classification technique that measures the similarities between input signal and the signal stored in the database. The whole prediction system has two important phases: 1) the training phase and 2) the testing phase. The training phase is the process of developing the model for the EQ data that will be used as the database for the prediction system. Meanwhile, the testing phase is a process of evaluating the performance of the proposed system. The whole process is described by the flowchart shown in Fig. 1 . The subsequent sections explain the details of each processing block.
A. Preprocessing
Preprocessing stage is a process where the raw signal is modified in order to improve the performance of the prediction system. The objective of the preprocessing is to select the amount of data that consist of important information of the signal to be processed in the rest of the system. The processing step on this system involves: reading the Earth's electric field signal, calculating the Gfdiff signal, and peak detection algorithm. This stage is to prepare the signal for the feature extraction stage as shown in Fig. 2 . The detailed discussion of each of the blocks is presented in subsequent section.
1) Reading of Earth's Electric Field Data:
In this paper, the database was collected by three Greece scientists, namely, Thanassoulas, Verveniotis, and Klentos, since 2003. The monitoring systems were installed in three different locations: 1) PYR; 2) ATH; and 3) HIO, as shown in Fig. 3 . The distance between each of monitoring sites is as follows: 1) PYR monitoring site to ATH monitoring site is 216.6 km; 2) ATH monitoring site to HIO monitoring site is 209.5 km; 3) PYR monitoring site to HIO monitoring site is 425.6 km. The data are available on www.earthquakeprediction.gr [21] . The dataset consists of three different datasets from three monitoring sites. Each datum consists of 1440 samples, with five columns, which are described as follows: 1) first column: time in hour (hh): minute (mm) format; 2) second column: the Earth's electric field data closest to E-W direction channel-1 (E-W); 3) third column: ignored; 4) fourth column: the Earth's electric field data closest to N-S direction channel-3 (N-S); 5) fifth column: ignored. The first column contains time and minute of each sample. The second column registers the data from channel 1, which provides the E-W (East-West) polarity. The fourth column registers the data from N-S polarity. The third and fifth columns are ignored since they are the output of an analogue band-pass filter and the magnitudes are very small compared to those in second and fourth columns. Based on the measurements of ground surface Earth's electric field, it is assumed that the -and -components of the electric field, i.e., and , are registered by horizontal dipoles. The component, which is in the vertical direction, contains the same quality of information as the -and -components. However, due to technical difficulties, the measurement of the -component required a vertical dipole with 150-200 m depth in the ground. Because of this, the -component has been ignored [28] . An example of Earth's electric field data from two polarities E-W and N-S are plotted in Fig. 4 . The first row (top) contains data from E-W polarity which lies on the second column of the data. The second row (bottom) contains data from N-S polarity which lies on the fourths' column of the data. These samples of data were taken on December 9, 2007 prior to the EQ on January 6, 2008 at PYR monitoring site which is located in PYR [33] .
The total amplitude of the Earth's electric field can be found by using (1) .
2) Differencing Technique of the Gfdiff Signal: The difference technique is implemented to observe the change of the Earth's electric field over a certain period of time.
denotes the value of the amplitude of the Earth's electric field at discrete time , and at discrete time . As mentioned earlier, the difference of the Earth's electric field, also called Gfdiff [27] which is given by where is the resulting Gfdiff. An example of the Gfdiff is shown in Fig. 4 . As illustrated in Fig. 5 , the significant change of the Earth's electric field with the amplitude of 140 (mV/min) is found at the peak time of 420 min.
3) Peak Detection Algorithm: The proposed algorithm is to find the first significant Gfdiff signal prior to an EQ. The aim of the proposed algorithm for the peak detection of Gfdiff signal is shown in Fig. 6 . The maximum amplitude is determined by segmenting the Gfdiff signal on a daily basis. The slope is calculated from the maximum amplitude of the segmented signal on the day and the maximum segmented signal of the next day. The maximum slope is assigned as the first significant Gfdiff signal as shown in Fig. 7 . These 2-day signals are processed at features extraction stage. Once the first significant Gfdiff of the Earth's electric field is detected at one of the monitoring sites, the same procedure will be applied to the rest data from other monitoring sites. This procedure begins at the point where the first significant Gfdiff from the previous monitoring sites is detected. This algorithm runs continuously.
B. Feature Extraction Technique
Feature extraction is the process of transforming the signal into a feature vector that can be used as input to the classifier. In this paper, SVD-based orthogonal transform is applied to the signal before feature extraction. This method involves the projection of the excitation signal on the left eigenvectors of the LPC filter impulse response matrix [29] . This process is illustrated in Fig. 8 .
The first stage of the feature extraction technique is the segmentation of the significant Gfdiff signal. The signal is segmented with the length of 180 samples/segment. This length is based on the peak detection accuracy in the previous work [27] . Since the length of the signal is 2880 samples as shown in Fig. 7 , therefore, the signal will have 16 segments; one of them is shown in Fig. 9 . The next stage is to estimate the LPC coefficient of each of the segmented data using the Levinson-Durbin algorithm. This algorithm is applied based on the experimental work that results in the smallest error.
LPC is one of the autoregressive (AR) models that considers the output signal y(n) as linear combination of previous outputs
, where is the model order. The equation is given as follows [27] :
The residual error between the actual and the predicted samples is given by [27] where is predicted signal and are the LPCs. The coefficients are calculated based on autocorrelation method using Levinson-Durbin recursion.
After computing the LPCs, (4) is used to determine the excitation signal . The transfer function of the FIR filter is given by
The order of the LPC model obtained is 11 as shown in Fig. 9 , where the first nonincreasing declining point is at the 11th order.
The original signal is reconstructed from the residual error and the LPCs using the synthesis filter, with transfer function , given by and is expressed as where is the LPC impulse response as shown in Fig. 11 . Equation (7) can be rewritten in matrix form as where is a lower triangular Toeplitz matrix and is the output. Applying SVD to gives [29] where is an orthogonal matrix, also referred as the left singular vectors of . Since is an orthogonal matrix, then , and columns of are orthogonal eigenvector of .
is the transpose of orthogonal matrix called the right orthogonal matrix, and the columns are orthonormal eigenvector of . is a diagonal matrix containing the square roots of eigenvalues of or arranged in descending order and is called the singular value matrix.
Multiplying both sides of (9) by where equals to identity ( ) matrix. The SVD domain representations of and are given by and , respectively, where
It is clear from (12) that each component of the excitation is projected on the right eigenvector of the matrix and multiplied by the corresponding value of .
1) Location, Magnitude, and Time Estimations: The core of this paper is to estimate the location, magnitude, and time of a forthcoming EQ. As shown in Fig. 1 , the location as well as magnitude estimation consist of three important stages: 1) model development; 2) classification decision; and 3) information estimation (location and magnitude estimation). Model development is to develop the model in the particular areas of interest. The extracted data of this model are stored in the databases that are used as the reference in the classification decision. SVM-based classification method is applied as the classification method that measures the similarity between the unknown model and the model that is stored in the database, so that the unknown model can be identified. SVM-based multiclass classification and SVM-based binary classification methods are used to determine the location and magnitude of the forthcoming EQ, respectively. Finally, the proposed method determines the location and magnitude of the forthcoming EQ based on the similarity of the unknown model with the model stored in the database. The time estimation of forthcoming EQ is obtained based on statistical observations of the previous EQs at the location of interest.
2) Model Development: The development of the model which is used as the reference for the pattern classification is done in this stage. The initial model for location and magnitude estimation is developed by selecting some of the previous occurred EQs in each location of EQ prone area. This model is used to train the pattern classification. Time of occurrence of the forthcoming EQ is estimated based on the location and magnitude of the estimation result. The time duration is obtained from the time of the significant Gfdiff signal detected to the time of the EQ occurrences.
C. SVMs Classification
SVMs classification is implemented as pattern classification. The basic idea of SVM is the mapping of nonlinearly training data into higher-dimensional feature space through the kernel function. There are three important aspects of SVM: 1) discrimination (optimal) hyperplane; 2) optimization via Lagrange multipliers; and 3) kernel functions. The first two aspects are derived from linear separable form of classification, whereas the third aspect deals with nonseparable data classification, which may introduce any misclassification data. Basically, SVM seeks to solve binary classification problem that will separate data into two classes determined by margin and observe the optimal hyperplane that has many data on that hyperplane as shown in Fig. 10 . The black circles data are called as dataset 1 and the black square data as the component of dataset 2. Data that lie on the hyperplane are referred as the support vector (see Fig. 13 ). Moreover, this can be formulated as follows: consider a set-pair of data S consisting of N samples:
. Each of sample is composed of a training example Xi of length N, with elements , and the target value . The goal of the binary classification is to find the classifier with the decision function , such that sign . In this case, the SVM training always seeks a global optimized solution and avoids over fitting, so it has the ability to deal with a large number of feature. Thus, in the linear separable case, there exists a separating hyperplane whose function is where is weight, and b is bias.
For optimized linear division, a hyperplane is constructed to separate the two classes [26] . This implies By minimizing subject to this constraint, the SVM approach tries to find a unique separating hyperplane. is the Euclidean norm of w, and the distance between the hyperplane and the nearest data points of each class is . By introducing Lagrange multiplier , the SVM training procedure aims to solve a convex quadratic problem (QP). The solution is a α where is the testing data and is the support vector data. In many practical situations, the nonlinear separable case is often considered as combination of linear separable cases. Fig. 11 shows nonlinear separable data with introduced misclassification data.
However, most of real-world datasets do not conform to this condition. An extension to the above formulation is needed to deal with this situation. The extension is achieved by adding the "slack" variable, , to each training sample. Consequently, (14) is rewritten as To solve the problem of nonlinear classification problem using SVM, there is a trick in which the nonlinear separable data are transformed into linear separable data. This method relies on mapping the data to a feature space in which new features are linear separable [29] . Mathematically, the transformation is expressed as where and are the dimension of the input space and higherdimensional space, respectively. The higher dimensional space is then called as feature space. Fig. 12 illustrates the basic idea of SVMs used for nonlinear separable problem. First, the nonlinear separable problem shown in Fig. 12(a) is transformed in to a feature space shown in Fig. 12(b) via kernel function ( ). As a result, in feature space the problem becomes linear-separable problem as illustrated in Fig. 12(b) , and then the optimal separating hyperplane can be obtained. There is familiar kernel function that often used in the engineering application, as shown in Table I .
The choice of the kernel function depends on the data. Different kernel function can be selected to obtain an optimal classification result. The choice of the degree in polynomial kernel and choice of in the Gaussian Radial Basis Function (RBF) kernel also depend on the data.
III. EXPERIMENTAL RESULT AND DISCUSSION
In this paper, the data used are based on the EQ in Greece from 2003 to 2010 recorded at three monitoring sites: 1) PYR; 2) ATH; and 3) HIO. In that period of time, there were 23 EQs occurred (see Fig. 3 ). Table II shows the list of all EQs that happened from 2003 to 2010. The information of the EQ has been collected from several journals [32] - [36] . The data are combined in one figure as shown in Fig. 3 . The location of the epicenter was marked as circle, and the gray line is the lithosphere fracturing. The locations are illustrated in Fig. 13 . For the classification, the EQs located in five different locations are used (see Fig. 13 ). The algorithm of the location estimation is shown in Fig. 1 .
The proposed system is started by reading the data of Earth's electric field signal accordingly, and applying the differencing method to observe the characteristic of first significant change Gfdiff prior to the EQ registered at three monitoring sites. Peak detection algorithm is applied to the Gfdiff signal in order to investigate the first significant Gfdiff. Table III shows the result of the significant Gfdiff signal detected. These signals are then used as the input to the feature extraction stage. These extracted data are used to train the system that will be stored in the database of the classification system.
The testing data are selected based on the data available in the location that are not used to train the system (see Table IV ). [26] However, the first testing data in Table IV (for location 1) use the same data as training data; this is due to the limited data of the EQ in the location.
The testing data contain data from three different locations, which are locations 1, 3, and 4. The accuracy from each of the location is varied as shown in Table V .
The result of the testing shows the average accuracy of 77.78% has been achieved for determining the forthcoming EQ in three different locations. This means that the proposed algorithm is sufficiently accurate in detecting the location of the forthcoming EQ.
A. Magnitude Estimation
Based on the location estimation, the magnitude of the EQ can also be estimated. The magnitude is classified into two categories: 1) the magnitude between 5Ms and 6Ms and 2) the magnitude between 6Ms and 7Ms. Table VI shows the data used to develop the model of magnitude in each location. These data will be used to train the system and the remaining data are used to evaluate the performance of the proposed technique.
The testing data contain data from four different locations: locations 1 to 4. The results of testing accuracy are 83.33%, 100%, 33.33%, and 50%, respectively (see Table VII ). Location 3 has the lowest accuracy, since only one testing data are used for that location. The result indicates that the average accuracy of 66.67% for magnitude estimation.
B. Time Estimation
The time estimation is obtained based on statistical observation of the EQs during the period of January 1, 2008 to July 30, 2008 as shown in Table III . The time duration prior to the EQ is obtained from the detected significant Gfdiff signal to the time of the EQ occurrence. Considering Table III , it is evident that greater magnitude leads to longer time duration and vice versa (see Table III ). Therefore, the magnitude prediction influences the predicted time of the EQ. Based on the magnitude data in Table II , the data can be classified into two classes: 1) magnitude to and 2) magnitude to . The average time duration for the significant Gfdiff to the occurrence of the EQ is 2 days ahead for magnitude greater than 5Ms, and up to 7 days for EQ with magnitude greater than 6Ms.
IV. DISCUSSION
The aim of the proposed method is to obtain the information about the forthcoming EQ. various hybrid techniques used for EQ prediction. The method proposed by Morales-Esteban et al., which applies three important parameters: 1) magnitude of the EQ (M); 2) value that associated with tectonic of area under analysis (b); and 3) time of the EQ occurrence to obtain the pattern of data the precede the apparition of the EQ. The data consist of seismic data of EQs which have magnitudes greater or equal to 4.5°in Richter scale. K-mean algorithm is applied to the dataset that classifies the samples into different groups, in this case, into two groups based on the most seismogenic areas. Once the group is patterned, then this pattern is used to predict the behavior of the system as accurately as possible. Their work predicts magnitude of the forthcoming EQ in two different areas with the accuracy of 90% and 79.31% [18] . The second method in Table VIII is proposed by Preethi and Santhi that used the magnitude, depth, and frequency of occurrence of EQs in Indonesia to predict the forthcoming EQs. The work is based on seismic data and the observation is based on one location only [19] . The method proposed by Robles and Hernandez-Beceerril determines the most frequent seismic zone in the country by a clustering algorithm [20] . Two different zones are obtained and two different magnitudes are detected; based on magnitude of 4.5 and 6.5 in Richter scale. Based on the testing average accuracy, the neural network trained with the genetic algorithm has a better accuracy compared to that trained with the backpropagation, since it has an accuracy of 78.55% and 65.55%, respectively [20] . Thanassoulas proposed the "strange attracted like" method which calculates the Earth's electric field data from two different monitoring sites [33] . The location of the EQ is determined from the calculation the azimuthal direction as a function of time.
Our proposed method is based solely on signal processing of the Earth's electric field data. It provides an accuracy of 77.8% for location estimation. Moreover, the accuracy for the magnitude estimation of our proposed method is 66.67%. Time estimation is performed based on the statistical analysis of magnitude estimation: if the magnitude obtained is between and , the time estimation is within 2 days. However, if the magnitude obtained is greater than , the time estimation is within 7 days.
This result is better compared to the existing method proposed by Thanassoulas [21] that was applied to the similar database. In terms of location estimation, the strange attractor and our proposed method obtained the results of 75% [33] and 77.78%, respectively. Our proposed method has better time estimation, since it provides an earlier prediction compared with the stranger attractor method as shown in Table VIII . Magnitude estimation of the strange attractor has better accuracy compared with our proposed method that has an accuracy of 73.33% and 66.67%, respectively [33] . This is due to the limited data used for the magnitude estimation in our proposed method. Therefore, this can be concluded that in general, our proposed method gives better result in location estimation and can detect the forthcoming EQ much earlier that the existing method. However, in terms of magnitude estimation, the strange attractor gives better prediction accuracy compared with our proposed method.
V. CONCLUSION
The EQ prediction algorithm has been developed in this paper. The algorithm determines the information of the EQ prediction, in terms of the location, magnitude, and time based on the earth's electric field signal. This signal will be considered as the input to the proposed prediction system. Three stages are involved in this process preprocessing, feature extraction, and pattern classification. In the preprocessing stage, the signal is processed in order to improve the performance of the raw signal that will be used as the input to the feature extraction stage.
The linear prediction is combined with the SVD to build a signal dependent transform using the significant signal is framed into segments of 180 samples. Afterward, a new set of features is extracted from the transformed signal. This feature vector will be fed into the SVM classifier in order to predict the location, as well as the magnitude of the incoming EQ. The time of the incoming EQs is determined based on the statistical analysis of the previous EQ.
Location determination is obtained based on SVM-based multiclass classification, since it determines four different locations of the EQ-prone area. The result shows that the proposed method achieves the accuracy of 77.8%. Magnitude determination is obtained based on SVM-based binary classification, since it determines only two different magnitudes in the similar EQprone area. The range of magnitudes estimated is between and and greater than . The result shows that the proposed method has achieved the accuracy of 66.67% for magnitude determination. The time estimation of the forthcoming EQ is estimated based on statistical analysis. The predicting time for the EQ with a magnitude greater than is 2 days, whereas for magnitude greater than is 7 days. The results from our proposed method are relatively better than those from the existing hybrid methods.
