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Abstract
The Weyl calculus WA for a pair of selfadjoint matrices A D .A1; A2/ is a construction
(originally devised by H. Weyl and based on the theory of Fourier transforms) which associates
a matrix WA.f / to each smooth function f defined on R2. The association f 7! WA.f / is
linear but typically not multiplicative. For a single selfadjoint matrix B, the matrix WB.f / is
also defined and is known to coincide with the matrix f .B/ as given by the classical spectral
theorem. In recent years it has been shown that certain analytic, geometric and topological
properties of WA and/or the support of WA (an appropriately defined subset of R2) have strong
implications for the relationship between A1 and A2. The aim of this note is to contribute an
additional (and rather remarkable) property of WA, of a distinctly different nature (i.e. an
algebraic condition). Namely, if cA denotes the joint characteristic polynomial of the pair A,
i.e. the function  7! detT.A1 − 1I /2 C .A2 − 2I /2U for  2 R2, then A1A2 D A2A1 if
and only if WA vanishes on the single polynomial function cA. The requirement WA.cA/ D 0
can be interpreted as a “vector analogue” of the Cayley–Hamilton theorem: our result states
that this is satisfied if and only if A1 and A2 commute. © 2000 Elsevier Science Inc. All rights
reserved.
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1. Introduction
For a d-tuple A D .A1; : : : ; Ad/ of selfadjoint operators in a Hilbert space, the
Weyl functional calculus WA V f 7! WA.f / for A is a means of constructing bound-
ed operators WA.f / for suitable smooth functions f defined on Rd . It was introduced
by Weyl [23] in his treatment of quantum mechanics and is based on Fourier theo-
ry; see also [1,2,6,17,21] and the references therein. The importance of the Weyl
calculus, itself an object of some interest in mathematical physics, stems from its
applications to mathematical models of certain physical problems, especially those
arising via a symmetric hyperbolic system of first-order differential equations with
constant coefficients; see [5,18,22], for instance. This reduces the consideration to
finding a distributional solution u V T0;1/  S.Rd / ! Cn of a matrix initial value
problem of the form
ou
ot
C
dX
jD1
Aj
ou
oxj
D 0; u.0; x/ D 0.x/v; (1)
where A1; : : : ; Ad are selfadjoint .n  n/-matrices, S.Rd / is the Schwartz space of
all rapidly decreasing functions on Rd , v 2 Cn, and 0./ is the Dirac delta func-
tion. An advantage of this approach is that the problem is now so formulated that
it becomes susceptible to the methods of functional calculi. Indeed, for d D 2, this
approach has already yielded a complete characterization of the lacunas (i.e. areas
in the conical region determined by the support of a fundamental solution in which
the solution vanishes) for such systems [3,4]. The connection between these systems
and the (distributional) Weyl calculus WA V S.Rd / ! L.Cn/, which is defined by
WA.f / VD .2/−d=2
Z
Rd
eih;Ai Of ./ d; f 2 S.Rd/; (2)
where h; Ai VD PdjD1 jAj and L.Cn/ is the space of all linear maps of the unitary
space Cn into itself, is observed by noting that the distributional solution u.t; x/ of
(1) is just the distribution WtA.x/v. For d D 2, the lacunas of (1) can be characterized
in terms of certain algebraic curves called Kippenhahn curves [15] which specify the
support of WA [13]. These curves also determine the numerical range of A1 C iA2
and are intimately connected with differential properties of the numerical range map
x 7! .hA1x; xi; hA2x; xi/ [9,13,14].
Because of the importance of the Weyl calculus (as alluded to above), there has
always been a keen interest in this topic, even in the finite dimensional setting. In
recent years new techniques coming from matrix-valued Fourier p-multiplier theory,
Clifford analysis and joint spectral theory have proved decisive in making available
a finer analysis of the Weyl calculus [7–14,19,20]. The finite dimensional setting
has proved to be particularly fruitful. Certain analytic, geometric and topological
properties associated with the Weyl calculus WA and/or its support supp.WA/ have
strong implications for the relationship between the elements of the d-tuple A; see
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Theorem 1. In order to discuss this relationship we need the notion of a joint spec-
trum γ .A/ of A, defined by
γ .A/ VD
8<
: 2 Rd V
dX
jD1
.Aj − j I/2 is not invertible
9=
; : (3)
The set γ .A/ was introduced by McIntosh and Pryde [16] for commuting d-tuples
A, but the definition makes sense in general [7,8]. Henceforth we will restrict our at-
tention to the case d D 2, i.e. of a pair A D .A1; A2/ of selfadjoint .n  n/-matrices.
The following known result illustrates the previous remarks.
Theorem 1. Let A D .A1; A2/ be a pair of selfadjoint operators in L.Cn/. The
following statements are equivalent.
(i) A1A2 D A2A1 (i.e. QA VD A1 C iA2 is a normal operator).
(ii) The standard (polynomial) functional calculus S QA V C.n−1/.R2/ ! L.Cn/ of
the single operator QA, when restricted to C1.R2/, agrees with the extension of
the (compactly supported) Weyl calculus WA V S.R2/ ! L.Cn/ to C1.R2/.
(iii) S QA./ D WA./, where .x; y/ D x − iy for .x; y/ 2 R2.
(iv) The Weyl calculus WA is multiplicative on C1.R2/.
(v) WA has order zero as a distribution.
(vi) supp.WA/ is a finite subset of R2.
(vii) supp.WA/ D . QA/, where 1 C i2 2 C is identified with .1; 2/ 2 R2.
(viii) supp.WA/ D γ .A/.
(ix) supp.WA/ coincides with the closure of its isolated points.
(x) supp.WA/ has empty interior.
(xi) ...wI − QA//−1.wI − QA//  fz 2 C V jzj D 1g for all w 2 . QA/.
The equivalences (i)–(viii) are Proposition 6 of [8]. That these are in turn equiv-
alent with (ix) is Proposition 4 of [20]. The last two equivalences (x) and (xi) are
Corollary 6.6 of [13].
We point out that conditions (ii)–(v) of Theorem 1 are of an analytic nature for
WA as a distribution, whereas conditions (vi)–(xi) are of a geometric and topological
nature for the support of WA as a subset of R2.
The purpose of this note is to contribute a further equivalence of a distinctly dif-
ferent nature; more of an algebraic condition on the Weyl calculus. More precisely,
define
cA./ VD detT.A1 − 1I/2 C .A2 − 2I/2U;  2 R2: (4)
We call cA the joint characteristic polynomial of the pair A, in view of the fact that
for a single matrix A1 we have cA1 D .DA1/2, where DA1.z/ VD det.A1 − zI/ is the
usual characteristic polynomial of A1. According to the classical Cayley–Hamilton
theorem (without the restriction of A1 being selfadjoint, of course) we always have
cA1.A1/ D 0. Moreover, the Weyl functional calculus WA1.f / VD .2/−1=2
R
R
eiA1
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Of .1/ d1 for a single selfadjoint operator A1 coincides with the usual Borel func-
tional calculus as given by the spectral theorem; this follows from [1, Lemma 3.1]
and the properties (5a)–(5f) listed in Section 2 (which are also valid for a 1-tuple).
Accordingly, WA1.p/ D p.A1/ for any polynomial p in 1-variable and, in particular,
WA1.cA1/ D 0. So, by analogy it is natural to ask whether WA.cA/ D 0 is likely to
hold for a pair A D .A1; A2/ of selfadjoint operators. Simple numerical calculations,
already for selfadjoint .2  2/-matrices A1 and A2, show that this is not the case in
general. Remarkably, it turns out that if the Weyl calculus does actually vanish on
the single polynomial function cA 2 C1.R2/, then necessarily A1 and A2 commute.
That is, the “vector analogue" WA.cA/ D 0 of the Cayley–Hamilton theorem will be
satisfied if and only if A1A2 D A2A1.
More accurately, it will be shown that this is the case whenever n D 2 or n D 3,
i.e. we prove the following.
Theorem 2. Let n 2 f2; 3g and A D .A1; A2/ be a pair of selfadjoint .n  n/-
matrices. Then WA.cA/ D 0 if and only if A1A2 D A2A1.
Our approach is computational (Maple plays a role), combined with various in-
equalities for the trace of WA.cA/ in the case for n D 3. The calculations involved
for n > 4 appear to be insurmountable and suggest that other ideas are needed to
establish (or disprove) Theorem 2 for general n. Given the importance of the Weyl
calculus, we hope that this note will stimulate an interest in finding a solution for the
general case.
2. Preliminaries
Throughout this section n > 2 is an arbitrary integer and A D .A1; A2/ is a pair
of selfadjoint operators in L.Cn/. The operator-valued distribution WA V S.R2/ !
L.Cn/ has compact support [2, Lemma 2.3], and is of finite order [2, Lemma 3.8].
Accordingly, it has a unique extension to C1.R2/, again denoted by WA. Moreover,
WA has the following fundamental properties; see [2], for example.
If U 2 L.Cn/ is a unitary transformation and UAU−1 denotes the pair .UA1U−1;
UA2U−1/, then
UWA.f /U
−1 D WUAU−1.f /; f 2 C1.R2/: (5a)
If p V R2 ! C is a polynomial of xj alone, j 2 f1; 2g, then
WA.p/ D p.Aj / : (5b)
If M V R2 ! R2 is an affine transformation given by .Mx/j VD P2kD1 mjkxk C
dj , for j 2 f1; 2g, and p is a polynomial, then
WMA.p/ D WA.Mp/ ; (5c)
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where .MA/j VD dj I C P2kD1 mjkAk for j 2 f1; 2g, and Mp denotes the function
given by .Mp/.x/ VD p.Mx/ for x 2 R2.
If p.x1; x2/ D .a1x1 C a2x2/m, then
WA.p/ D .a1A1 C a2A2/m : (5d)
If p.x1; x2/ D xk11 xk22 and k D k1 C k2, then
WA.p/ D k1Wk2W
kW
X
P
AP.1/AP.2/    AP.k/ ; (5e)
where the sum is taken over all maps P V f1; 2; : : : ; kg ! f1; 2g which assume the
value j 2 f1; 2g precisely kj -times.
If f 2 C1.R2/ is R-valued, then WA is selfadjoint. (5f)
The next result establishes one part of Theorem 2 for arbitrary n > 2.
Proposition 1. Suppose that A1A2 D A2A1. Then WA.cA/ D 0.
Proof. It is clear from properties (5b)–(5e) of WA and Theorem 1(iv) that WA.cA/ is
precisely the operator cA.A1; A2/, obtained by replacing j with Aj , for j 2 f1; 2g,
into the polynomial cA. We note that Cn has an orthonormal basis of joint eigen-
vectors corresponding to the joint eigenvalues of A. In particular, if fw1; : : : ; wr g 
R2 are the distinct joint eigenvalues of A, then γ .A/ coincides with fw1; : : : ; wr g
[7, Proposition 5]. Moreover, if fP1; : : : ; Pr g  L.Cn/ are the corresponding (sel-
fadjoint) eigenprojections forming the joint resolution of the identity for A, then the
joint spectral theorem implies that
cA.A1; A2/ D
rX
jD1
cA.wj /Pj :
But, it is clear from (3) and (4) and the equality γ .A/ D fw1; : : : ; wr g that cA.wj /
D 0 for all 1 6 j 6 r from which it is clear that WA.cA/ D cA.A1; A2/ D 0. 
It is the converse of Proposition 1 which presents certain difficulties and is the
main theme of this note. We begin by collecting some properties of the joint charac-
teristic polynomial cA.
Proposition 2. Let A D .A1; A2/ be a pair of selfadjoint operators in L.Cn/.
(i) The polynomial cA V R2 ! C actually takes all of its values in T0;1/ and
satisfies c−1A .f0g/ D γ .A/. In particular, WA.cA/ is selfadjoint.
(ii) The polynomial cA has the form
cA./ D .21 C 22/n C
X
jCk<2n
cjk
j
1
k
2;  2 R2; (6)
where each coefficient cjk is real and c00 > 0.
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Proof. (i) For fixed  2 R2 the single operator .A1 − 1I/2 C .A2 − 2I/2 is pos-
itive and selfadjoint and so all of its eigenvalues lie in T0;1/. Since detT.A1 −
1I/2 C .A2 − 2I/2U is the product of these eigenvalues, it follows from (4) that
cA./ > 0. Since  is arbitrary we see that cA > 0 pointwise on R2. The identity
c−1A .f0g/ D γ .A/ is immediate from (3) and (4). The selfadjointness of WA.cA/
follows from (5f).
(ii) To establish (6) choose an orthonormal basisB for Cn consisting of eigenvec-
tors of A1, in which case the matrix for A1 is the diagonal matrix diag.1; : : : ; n/
with the eigenvalues 1; : : : ; n of A1 forming the diagonal. Then the matrix
.jk/
n
j;kD1 of A2 is Hermitian with respect toB and has real entries on the diagonal.
It follows from (4) and the property det.V BV −1/ D det.B/, valid for any B 2 L.Cn/
and any invertible matrix V , that cA./ is equal to the determinant of the matrix0
BBB@
.1 − 1/2 0 : : : 0
0 .2 − 1/2 : : : 0
:::
:::
:::
0 0 : : : .n − 1/2
1
CCCA
C
0
BBB@
.11 − 2/ 12 : : : 1n
21 .22 − 2/ : : : 2n
:::
:::
:::
n1 n2 : : : .nn − 2/
1
CCCA
2
:
By considering the usual expansion of such a determinant (after forming a single
.n  n/-matrix) and then interpreting this as a function of , it is seen that cA./
indeed has the form (6).
The formula c0 0 D cA.0; 0/ D det.A21 C A22/ with .A21 C A22/ > 0 shows that
c0 0 > 0. Since
c1 0 D ocAo1 .0; 0/ and c0 1 D
ocA
o2
.0; 0/;
part (i) implies that both c1 0 and c0 1 are real. By forming appropriate higher order
derivatives and evaluating at .0; 0/ we see that all coefficients of cA are real numbers.

The following result is readily verified by calculating the commutator matrix
A1A2 − A2A1 directly and equating it to the zero matrix.
Proposition 3. Let A1 D diag.1; : : : ; 2/ and A2 D .jk/nj;kD1 be a pair of
.n  n/-matrices with j 2 R for 1 6 j 6 n, and A2 Hermitian (i.e. A2 D A2).
Then A1A2 D A2A1 if and only if the n.n − 1/=2 conditions
jk.j − k/ D 0; j < k; (7)
are simultaneously satisfied.
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We conclude this section with two inequalities needed later.
Proposition 4.
(i) Let a; b; c; d 2 C and s; t 2 R satisfy st > 0. Then
jaj  jbj  jcj  jdj 6 s
2t
jaj2jbj2 C t
2s
jcj2jdj2:
(ii) Let u, v be non-negative real numbers. Then
25
2
.u C v/2 6 21u2 C 21v2 C 2.u C v/2:
Proof. Part (i) follows by expanding .sjaj  jbj − tjcj  jdj/2 > 0.
(ii) Observe the equality
25
2
.u C v/2 D 21
2
u2 C 21
2
v2 C 21uv C 2.u C v/2 :
By the well-known inequality 2uv 6 u2 C v2 we have 21uv 6 212 .u2 C v2/.
Applying this latter inequality to the right-hand side of the previous equality
yields (ii). 
3. The case n D 2
The aim of this short section is to establish Theorem 2 for n D 2. So, let A1 and
A2 be selfadjoint operators in L.C2/. Let U V C2 ! C2 be a linear transformation
which changes from the standard basis to the orthonormal basis B (considered in
both domain and codomain) as described in the proof of Proposition 2(ii). Then
property (5a) of the Weyl calculus implies that WA.cA/ D UWUAU−1.cA/U−1. With
respect to the basis B we noted earlier that A1 and A2 have matrices of the form
1 0
0 2

and

11 12
21 22

;
respectively, where .A1/ D f1; 2g, jj 2 R and 12 D 21. A direct calculation
(via (4)) in terms of these matrices shows (after noting cA D cUAU−1) that cA./ D
p1.1/ C p2.2/ C p3./ for  2 R2, where
p1.1/ D .1 − 1/2.1 − 2/2 C j12j2T.1 − 1/2 C .1 − 2/2U
and
p2.2/D.2 − 11/2.2 − 22/2 C j12j2T.2 − 11/2 C .2 − 22/2U
C j12j4 − j12j2.11 C 22 − 22/2
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and
p3./ D .1 − 1/2.2 − 22/2 C .1 − 2/2.2 − 11/2:
Using property (5b) it is easily verified that
WUAU−1.p1/ D j12j2.1 − 2/2 I and WUAU−1.p2/ D 0:
To evaluate WUAU−1.p3/ we use (5e) and find that
WUAU−1.p3/ D 23 j12j2.1 − 2/2 I:
Finally, the linearity of the Weyl calculus yields
WA.cA/ D UWUAU−1.cA/U−1 D
5
3
j12j2.1 − 2/2 I: (8)
It is immediate from (8) that WA.cA/ D 0 if and only if 12.1 − 2/ D 0. By
Proposition 3 this occurs if and only if UA1U−1 and UA2U−1 commute (i.e. A1A2D
A2A1). This establishes Theorem 2 for n D 2.
4. The case n D 3
The discussion at the beginning of Section 3 shows that there is no loss in gener-
ality in assuming that A1 and A2 are matrices of the form
A1 D
0
@1 0 00 2 0
0 0 3
1
A and A2 D
0
@11 12 1321 22 23
31 32 33
1
A ; (9)
where .A1/ D fj g3jD1 and jj 2 R with jk D kj for j =D k. However, even with
this simplification, it becomes immediately evident that the explicit calculation of
both cA and then WA.cA/ in terms of the entries of A1 and A2 is, unlike for n D 2,
no longer realistic to undertake manually. As a sample, some of the coefficients cjk
of cA as given by (6) and calculated by Maple include the following (after manual
simplification):
c50 D −2
3X
jD1
j and c05 D −2
3X
jD1
jj
and
c40 D
3X
jD1
.2j C 2jj / C 2
X
j<k
.jjkj2 C 2jk/;
and
c04 D
3X
jD1
.2j C 2jj / C 2
X
j<k
.2jjkk − jjkj2/ ;
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and
c30 D−2
X
j;k;l
.2jj C 2j /.k C l/
−2
X
j;k;l
jjkj2.j C k C 2l/ − 8123;
where the first sum in c30 requires j; k; l to be pairwise distinct and the second sum
in c30 requires j < k and l 62 fj; kg. Other coefficients, such as c20 and c02, for ex-
ample, are both sums of 51 terms (as produced by Maple), c10 is a sum of 54 terms,
c01 is a sum of 60 terms and c00 is a sum of 64 terms (all in terms of entries of
A1 and A2). Moreover, the printout of the nine entries of WA.cA/ fills up 23 pages.
More importantly, these nine entries are so complicated that nothing usable can be
obtained by equating them equal to zero (and Maple is unable to simplify them into
any reasonable form). The level of complication for n D 3 is simply an order of
magnitude higher than that for n D 2.
Despite these somewhat discouraging comments, something surprising occurs
which we now wish to describe. It turns out that the trace of WA.cA/ is not “too
complicated” and contains some relevant information. The linearity of the Weyl
calculus and (6) imply that
WA.cA/ D WA..21 C 22/3/ C
X
jCk<6
cjkWA.
j
1
k
2/:
By (5e) and linearity of the trace we see that
tr.WA.
j
1
k
2// D
j W kW
.j C k/W
X
P
tr.AP.1/AP.2/    AP.jCk//: (10)
Moreover, using the property that tr.BC/ D tr.CB/ for all B, C 2 L.Cn/, the sum
in the right-hand side of (10) can be significantly simplified. Indeed, using the just
mentioned features, the Maple program, and the substitutions x D 1 − 2 and y D
3 − 1 (in which case 3 − 2 D x C y) it turns out that
tr.WA.cA//D 145 Tj12j
4x2 C j13j4y2 C j23j4.x C y/2U
C1
5
j12j2j23j2.14x2 C 27y2 C 14.x C y/2/
C1
5
j13j2j23j2.27x2 C 14y2 C 14.x C y/2/
C1
5
j12j2j13j2.14x2 C 14y2 C 27.x C y/2/
C 1
15
j12j2x2T21y2 C 21.x C y/2 C 2.x C 2y/2
C21.11 − 33/2 C 21.22 − 33/2 C 2.233 − 11 − 22/2U
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C 1
15
j13j2y2T21x2 C 21.x C y/2 C 2.2x C y/2
C21.11 − 22/2 C 21.22 − 33/2 C 2.222 − 11 − 33/2U
C 1
15
j23j2.x C y/2T21x2 C 21y2 C 2.x − y/2
C21.11 − 22/2 C 21.11 − 33/2 C 2.211 − 22 − 33/2U
C18
5
Re.122331/Tx2.11 C 22 − 233/
Cy2.11 C 33 − 222/ C .x C y/2.22 C 33 − 211/U: (11)
An examination of formula (11) shows that only the last term in the sum, i.e. the
one of the form 185 Re.122331/T: : :U, can be negative (and obviously will be for a
suitable choice of A1 and A2). Nevertheless, it turns out that tr.WA.cA// > 0, which
will be a vital point in the final argument. However, this fact is surely not obvious
from (11). In view of (5f) it might be anticipated that WA.f / is a positive selfadjoint
operator whenever f > 0. Unfortunately, this is easily seen to be false in general.
For example, when n D 2 the selfadjoint matrices
A1 D

10 0
0 0

and A2 D

100 1
1 0

satisfy
WA.f / D 13

3 100
100 3

(which is not positive), where f .1; 2/ D .21 − 2/2 on R2. It is easy to transfer
this example to the setting of n D 3. Even more specific, when f D cA and n D 3
(in contrast to the case of n D 2, where WA.cA/ is in fact positive) it is easy to
find a selfadjoint pair A D .A1; A2/ for which WA.cA/ fails to be positive. On the
other hand, if f .1; 2/ D .a11 C a22/m, where aj 2 R and m is an even posi-
tive integer, then it follows from (5d) that WA.f / D T.a1A1 C a2A2/2Um=2 > 0 since
.a1A1 C a2A2/2 > 0 (being the square of the selfadjoint operator a1A1 C a2A2). So,
whether or not WA.f / > 0 seems to depend on the particular A and f > 0 concerned
and no general conclusion is possible. However, for n D 3 and f D cA (which is
non-negative by Proposition 2(i)) we now establish that at least tr.WA.cA// > 0 (for
an arbitrary selfadjoint pair A) and, more importantly, that Theorem 2 follows from
the particular argument presented.
Let B 2 R denote the final term (of the form 185 Re.122331/T: : :U) in the sum(11) and let
E VD 14
5
Tj12j4x2 C j13j4y2 C j23j4.x C y/2U: (12)
Then, if D VD tr.WA.cA// − E we can write (11) as D D C C B, where obviously
C > 0. We begin by estimating each of the three terms forming the sum making up
B. Now, by Proposition 4(i), with s and t chosen such that s
t
D 3, we have
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jaj  jbj  jcj  jdj 6 3
2
jaj2jbj2 C 1
6
jcj2jdj2 6 3
2
jaj2jbj2 C 25
108
jcj2jdj2 :
It follows, for arbitrary a, b, c, d 2 C, that
18
5
jaj  jbj  jcj  jdj 6 27
5
jaj2jbj2 C 1
15
 25
2
jcj2jdj2 :
Taking the first term in the sum making up B, it follows from the previous inequality
that 185 Re.122331/x2.11 C 22 − 233/

6 18
5
x2j12j  j23j  j31j  j11 C 22 − 233j
6 x2

27
5
j23j2j31j2 C 115 
25
2
j12j2.11 C 22 − 233/2

6 x2

27
5 j23j
2j31j2 C 115 j12j
2.21.11 − 33/2
C 21.22 − 33/2 C 2.11 C 22 − 233/2/
i
; (13a)
where the last inequality follows from Proposition 4(ii) with u D 11 − 33 and v D
22 − 33 (in which case u C v D 11 C 22 − 233). A similar argument applies to
the other two terms making up the sum for B to yield the inequalities185 Re.122331/y2.11 C 33 − 222/

6 y2

27
5
j12j2j23j2 C 115 j13j
2.21.11 − 22/2
C 21.22 − 33/2 C 2.11 C 33 − 222/2/
i
(13b)
and 185 Re.122331/.x C y/2.22 C 33 − 211/

6 .x C y/2

27
5
j12j2j31j2 C 115 j23j
2.21.11 − 22/2
C 21.11 − 33/2 C 2.22 C 33 − 211/2/
i
: (13c)
Let F > 0 denote the sum of the right-hand terms in each of the inequalities
(13a)–(13c), so that jBj 6 F . Noting that jjkj D jkj j, 1 6 j < k 6 3, it follows
from an examination of the sum of the terms making up C that F 6 C. So, jBj 6
F 6 C from which it follows that
tr.WA.cA// D E C B C C D E C .C − jBj/ C .jBj C B/ > 0 (14)
since E > 0, C > jBj and jBj C B > 0.
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The proof of Theorem 2 is now immediate. For, if WA.cA/ D 0, then also
tr.WA.cA// D 0 and hence by (14) and the fact that the three terms on the right-
hand side of (14) are all non-negative, it follows that E D 0. Then an examination
of (12) and the definition of x and y shows that jk.j − k/ D 0 whenever j < k.
It follows from Proposition 3 that A1A2 D A2A1, thereby establishing one part of
Theorem 2. The converse has already been verified via Proposition 1. The proof of
Theorem 2 (for n D 3) is thereby complete.
Some concluding comments are in order. Formula (11) did not arise via Maple. It
was established via a big manual effort of staring at and manipulating the expression
for tr.WA.cA//, as generated by Maple, until (11) finally evolved. For the case n D 4,
the formula for tr.WA.cA// that Maple produces is simply too complicated to attempt
such an approach again. It suggests that other techniques are needed to establish the
validity (or otherwise) of Theorem 2 for the case of general n.
5. Some identities
In this final section we present alternate formulae for tr.WA.cA//, when n D 2
and n D 3. These identities cannot be produced via Maple; they were arrived at by a
detailed examination of Eqs. (8) and (11).
Given a pair A D .A1; A2/ of selfadjoint operators we denote by X VD A1A2 −
A2A1 the commutator of A1 and A2. For the case n D 2 it turns out that
WA.cA/ D 53 XX
 and tr.WA.cA// D 53 tr.XX
/: (15)
Since XX is a positive operator it is immediate from (15) that A1 and A2 commute
if and only if WA.cA/ D 0 if and only if tr.WA.cA// D 0.
For n D 3 the trace of WA.cA/ can be calculated to be
tr.WA.cA//D 56

3 tr.A21/ − .tr.A1//2 C 3 tr.A22/ − .tr.A2//2

tr.XX/
− 9
10
tr

.A1X − XA1/2 C .A2X − XA2/2

; (16)
a rather elegant formula just in terms of the operators A1 and A2. However, unlike
for n D 2, we have been unable to argue from (16) directly (i.e. without resorting to
the use of the entries of A1 and A2 as in (11)) that tr.WA.cA// D 0 implies A1A2 D
A2A1. Nevertheless, formula (16) does contain some valuable information. It turns
out that A1 and A2 commute if and only if either of the two terms in (16) is equal to
zero. Indeed, suppose that the first term of (16) is zero. Let l 2 f1; 2g and fej V j D
1; 2; 3g be an orthonormal basis of C3. Then
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3 tr.A2l / − .tr.Al//2 D3
3X
j;kD1
j.Alej jek/j2 −
0
@ 3X
jD1
.Alej jej /
1
A
2
D6
X
j<k
j.Alej jek/j2 C
X
j<k
..Alej jej / − .Alekjek//2;
(17)
where .j/ denotes the standard inner product in C3. Hence, 3 tr.A2l / − .tr.Al//2 >
0, with equality if and only if Al is a multiple of the identity. This shows that
.3 tr.A21/ − .tr.A1//2 C 3 tr.A22/ − .tr.A2//2/tr.XX/ is zero if and only if A1 and
A2 commute.
Suppose now that the second term of (16) is zero. Since X D −X, the oper-
ator AlX − XAl , for l D 1; 2, is selfadjoint and so tr..A1X − XA1/2 C .A2X −
XA2/2/ > 0, with equality if and only if AlX D XAl , for l D 1; 2. Routine calcula-
tions yield that this is the case if and only if X D 0, i.e. iff A1 and A2 commute.
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