A comparison of the Riemann-Hilbert problem and the Wiener-Hopf factorization problem arising in the solution of half-space singular integral equations is presented. Emphasis is on the factorization of functions lacking the reflection symmetry usual in transport theory.
I. INTRODUCTION
Wiener-Hopf integral equations, which arise in many physical applications, in particular, in transport theory, can be solved either by the classical Wiener-Hopf factorization approach, or alternatively, by conversion to a Riemann-Hilbert problem. Both methods are described in detail by Roos. ' In the scalar case, a demonstration of the equivalence of the two methods, for a class of transport problems, has been given by Aamodt and Case.z*3 As a practical matter, analytical solutions to either of these problems are difficult to evaluate numericahy, and one generally uses an iterative evaluation of nonlinear nonsingular integral equations. These integral equations arise from the Wiener-Hopf factorization of the symbol of the integral equation (the dispersion function in the language of transport theory) .4 This represents an advantage of the WienerHopf approach; in fact, the proof that the solution to the Riemann-Hilbert problem provides a Wiener-Hopf factorization is a crucial part of the analysis of Ref. 2 (also see Ref. 3, p. 126) .
In the present paper, we study the Wiener-Hopf factorization problem for symbols that do not possess the usual time-reversal invariance A(z) = A ( -z) . A physical model leading to such a symbol is given, for example, in Ref. 5 . Similarly, the Vlasov equation with nonsymmetric distribution function lacks this time-reversal invariancea In the next section we give the solution of the factorization problem for scalar functions. Although this problem is well understood from the classical analysis of Muskhelishvili,' it is not often encountered in the transport theory literature.
In Sec. HI we describe the analysis for the vector case, considering the matrix Riemann-Hilbert problem and the matrix Wiener-Hopf factorization for a dispersion matrix A(z), which is not assumed to be an even function of z. Here there is a distinct advantage to the Wiener-Hopf point of view, rather than the Riemann-Hilbert approach, as we shall indicate.
II. THE SCALAR EQUATION
We shall assume throughout that A(z) is an analytic function, except for a branch cut on which it has continuous boundary values, is bounded at infinity, and is real analytic,' A (5) = A(z) , as well as an integrability condition on arg A specified below. For simplicity we shall assume that A is nonvanishing on the branch cut and that the branch cut is the interval [ -L _ ,L + ] of the extended real line. Then the Riemann-Hilbert problem is the determination of two bounded complex functions X and Y, satisfying
and 
for arbitrary pot'ynomial 2 and appropriate monomial Q determined by the behavior of A at the endpoint z= 0. This lemma is a slight modification of a well-known formula,',4*7 Note that argA(L+ ) =n~-and argA( -L-) =mrrforn,maifL,<oo,bytherealanalytic assumption. It is necessary to impose this condition on A if the branch cut is infinite,+ which case the renormalization achieved by O(L + ) = O( -L _ ) = 0 guarantees that the integrals defining X, and Y, will exist. One may observe that X, and Y, both tend to 1 as ]z] -, 00.
Let us suppose that A(z) has N zeros zi, each of multiplicity nj, and, recalling that A is bounded at infinity, suppose that A(z) N K; M, M>O, as z--r 00. Then, by the argument principle
where I= i n,.
(5b) i= I We can now state the following Theorem: Let X, (z) and Y, (z) be defined by Eqs. (3b) and (4b), respectively. Then
i= 1 Pm8 Consider the function R(z) =K; M-%1 (z) Y, ( -z) fJ 'z;(:;)ni.
Evidently, as z+ co, R(z) + 1. Further, from Eqs. (2a) and (2b) we easily compute
Thus, R (z) is an entire function except for a possible pole of order M + I at z = 0. Now, a standard estimate4 *' utilizing (3b) and (4b) gives, for z near zero,
it follows that
and using (13) and (5a) in (7), we see that R(0) = const. Thus, by Liouville's theorem, R(z) = 1. Equation (6) can be written in a more symmetric form by defining new functions X(z) and Y(z), which satisfy Case's end point condition.4,5V9 Let
i= I Since@(O) (0 and 8(0)(0, it follows that Xand Yare both bounded at infinity. Thus, by Cauchy's theorem, 
These are generalizations of Case's 
Note that X( CO ) and Y( CX) ) are either 1 or 0. The existence and uniqueness of solutions of Eqs. (20) are intimately related to the existence and uniqueness of solutions of the convolution equation, and can be proved for various classes of symbols A, for example, those satisfying a contractive condition on A -I. This will be discussed further in the next section.
Corollary: If A is an even function, then X and Y may be
Under the hypothesis of the corollary, the results of the theorem reduce to those of Ref. 2.
III. THE VECTOR EQUATION
Transport equations as coupled linear integrodifferential equations arise in the description of multiphase systems, or moment approximations of single phase systems, where components of the dependent variable correspond to phase densities, or to various moments. Typical of such equations is the multigroup neutron transport equation, which in stationary one-dimensional geometry may be written as"
Here, the components qi (xy ) of 9 = {$i}l= , are the neutron densities in the ith energy group. The matrices B(p) and C(s) may be, respectively, n X nm and nm X n matrices, c, (s) B(p) = (4 (~)***B,(pu)), C(s) = ( ) i , c, 0) thus representing m-term separable collision kernels of the form XJ.'!! , Bj (p ) f'-r Cj (s) \I, (x,s) ds. The cross section matrix Z is generally taken to be a diagonal positive constant matrix.
It is instructive to review briefly the derivation of the solution of (2 1)) with Z = I for simplicity. For more general B the analysis is similar, however, with the degeneracy of the spectrum varying along the interval [ -1, 1 ] .'I Proceeding with the standard separation of variables technique, the aswhere cf>,, is the n X n matrix whose ith column is CD: ' and A sumption is an n vector of expansion coefficients. After some manipulation, this can be written as Y(x,p) = eeX'Wy(p) (22) leads to the eigenvalue problem
-1 whose solution may be written as
for w [ -l,l] , with
--I The dispersion function A is defined as the mn x mn matrix, I2
-1 z-s whose boundary values above and below the cut [ -1 , 1 ] are given by
The discrete eigenvalues vi obey det A ( vi ) = 0. We shall assume here that det A is nonvanishing on Multiplication of (24) by C(,U) and integration leads to
where
The n-fold degeneracy of the eigenvalue problem is thus evident. Choosing the standard basis ei in R" for /2 and assuming R is invertible, one finds for the n degenerate generalized eigenvectors (Case's singular eigenfunctions) :
The solution of the half-space boundary value problem (21) with boundary value
requires expansion of the datum Y. in terms of the eigenfunctions cPci) with Y>O Y t 
where the Hilbert transform N(z) is defined as the mn vector
Then expansion coefficients A can be written in terms of N(v) as the solution of any n independent equations of the overdetermined set of equations,
Given a matrix funct.ion A(z) that is analytic on the finite complex plane except for a branch cut on [ -L _ ,L + ] C W, bounded at infinity, and real analytic, the (homogeneous) matrix Riemann-Hilbert problem on the half line iR + f associated with the function A(z) is written as
for a matrix function X(z), analytic on C/R .+ , of finite order at infinity, with continuous boundary values and satisfying (36). The adjoint Riemann-Hilbert. problem on the halfline R _ is written as --I s npu) 1 -dp.
0 P--z Note that, since the Hilbert transform N(z) must be analytic in C/lo, 11, the poles introduced by the zeros of det X must be removed; alternatively, if the minimal solution X0 is chosen, then the divergent behavior of X0-' at infinity must be controlled. In either case, this may be done in more or less standard form by introducing the discrete eigenfunctions into (41).
There are two difficulties associated with this approach to matrix singular integral equations, which do not arise in the scalar case. In the first place, the Riemann-Hilbert function X(z) cannot usually be obtained in closed form (but see Refs. 15-17 for solutions of the model described above in the case n = 2, m = 1, and symmetric A). Further, analytic behavior at the endpoints of the interval [ 0,L + ] and at infinity require that conditions related to the partial indices of the barrier function be fulfilled. Although these obstacles cannot entirely be circumvented, a Wiener-Hopf factorization approach presents several computational advantages.
A canonical Wiener-Hopf factorization is a factorization of the form 
For (43 ) to provide a canonical Wiener-Hopf factorization, it is necessary that the zeros of det A(z) be distributed with total order XT! l~i* in each of the left/right halfplanes, and that the partial indices Ki* be non-negative." However, this is not sufficient. For although it is always possible to factor P(z) = R ( -z) Q(z) with polynomial matrices R and Q having nonvanishing determinants in the left half-plane (See Ball er al. l9 ), the directions determined by the partial indices must be matched in the factorization of P(z) so that the functions X(z) = Q(z>Xo(z) and
Under various conditions on matrix functions, it is possible to prove, from the general theory, that a Wiener-Hopf factorization exists. For example, if A(z) is a rational function on the complex plane, then the existence of a canonical Wiener-Hopf factorization is equivalent to the invertibility of an operator defined in terms of projections and determined by the barrier function r(p) on R + . Although a similar theorem seems likely to be true for the class of functions A(z) analytic on C/ [ -L _ ,L + ] treated here, such a result is not yet known. However, we shall see below that for a variety of dispersion functions arising in transport theory, invertibility of (the inverse of) the albedo operator is equivalent to the existence of a Wiener-Hopf factorization. In these cases, as an application of Cauchy's theorem, one can derive coupled integral equations (analogs of the H equations of Chandrasekhar3 ) for X and Y, assuming nonsingular behaviorofA(z) atz=L*:
(Mb) One may show also that, given X( 00 ) and Y( CO ), the equations are uniquely solvable. The advantage of this approach, then, is that one may use functional analytic tools to prove that a Wiener-Hopf factorization must exist, and then obtain the solutions from the integral equations (44), without requiring a detailed analysis of the partial indices.
It follows easily from (36) and (37) that under the symmetry condition A( -z) = A(z) T satisfied by many of the kinetic models studied in the transport theory literature (but not the example detailed above), one may take Y(z) = X(z) ? It is also interesting to note that a left halfspace problem, such as (21) for x& _ with (3 1) for ,u < 0, leads to a different Wiener-Hopf factorization problem,
and, likewise, to the Riemann-Hilbert problem
and the adjoint problem
p<o.
(47) In these equations, 2 and ^Y are analytic in the right halfplane. One obtains in like fashion variants of the X equations (44).
The Wiener-Hopf factorization problem associated with Eq. (21) with (2) ii = aisii has been analyzed in Refs. 10 and 20. The existence of a canonical factorization is implied by a contractive condition on the operator S(p) =XiC(aip)ei 8e,TB(aip).
To treat a larger class of vector equations with matrix coefficients, or indeed with Hilbert space operator coefficients, the abstract transport equation,
has been studied with half-space boundary conditions Q,t&=O>=y,, I}r,4~>ll=~C~K-co).
The operator Tassociated with the streaming term is usually quite simple, e.g., multiplication by p in Fq. (21), or by PCIX -', in order to keep Bas simple as possible. The boundary value problem has been studied under the assumption that T is (possibly unbounded) self-adjoint and injective. The projection Q + onto the positive eigenspaces of T merely specifies that (49) is an incoming flux boundary condition. Under suitable restrictions on B, it can be shown that the boundary value problem (48) and (49) 
Thus, it is clear that the symbol Wof the convolution equation,
should play an essential role in developing a solution to the boundary value problem. Actually, there is a considerable excess of dimensionality as the convolution equation is posed. Indeed, the convolution equation (SO), and equivalently the boundary value problem (48) and (49)) are solvable if and only if the convolution equation where D is the spectral measure of T. The0rem:23
The following are equivalent: (a) The symbol A(z) has a canonical factorization; (b) the related convolution equation is uniquely solvable on L, ( [ 0, CO ) ,H) , 1 <p( CO; (c) the Hilbert space operator Vis invertible on H; and (d) the integrodifferential transport equation in half-space geometry is uniquely solvable on H for each incoming flux boundary condition in Q + {D( 7')). In these cases, the coupled nonlinear integral equations ( 54 ) have only one solution that are bounded strongly measurable and whose inverses extend to functions analytic on the open half-plane and continuous on its closure. These solutions provide a Wiener-Hopf factorization of the symbol A(z).
Conservative kinetic models, including critical neutron transport and most gasdynamics equations, correspond generally, in the notation above, to p(B) = 1, where p is the spectral radius. The existence theory for such equations is nontrivial. Greenberg and van der Mee23*24 have provided a simple algorithm for computing the measures of nonexistence (noncompleteness) and nonuniqueness in terms of the zero root linear manifold No of T -'(I -B), i.e., the zero eigenvectors and generalized eigenvectors. For vanishing behavior at infinity, the general theory developed in the cited references also provides a linear submanifold .,&CQ, (D( 7')) of finite codimension with the property that the boundary value problem is well posed for all a,ti. This requirement can be conveniently represented by the restriction (T@o,Q+ 9) = 0, gd, (55) where NC No is a finite-dimensional subspace specified by the Greenberg-van der Mee algorithm. The restriction of the boundary value to a submanifold is required, in physical terms, by the conservation laws. Similarly, for bounded or O(x) behavior at infinity, one can specify a subspace NC&, and a projection P onto JP" with the property that, for each Y,,&'+, the boundary value problem with the restriction that the solution Y satisfy W = Y, is well posed. In each of these cases, a representation of the solution then demands, as for the nonconservative case, the solution of the X equations ( 54) + From a practical point of view, the existence of a unique solution to Eq. (54) whose inverses extend analytically is not very helpful, since the equation itself is not uniquely solvable. However, it is possible to impose a linear constraint on the equation such that the constrained equation has as its unique solution the functions with the analytical behavior indicated in the theorem above. The constraint is imposed by equations s co 1s vr Y( -pu) -'pa(dp)Bj l -= 0, (56a -dp)BjX( -,u)-I---, If T -'A has eigenvalues along the imaginary axis, uniqueness is obtained only if, in addition to these constraints, the principal parts of X -* and Y -I are specified at the imaginary eigenvalues of T -'A. These equations can be extended to include the cases of eigenvalues imbedded in the spectrum of T and of nonsimple zeros.23 For the example illustrated in the beginning of this section, one has pa(dp)Bj = C(,uW(yMp.
An analysis of the factorization and the integral equations for the factors for the matrix function A(z) =I-(H-2C)-'C/'-,~(zZ-~) -'d~ with Z a positive diagonal matrix and C any constant matrix is given in Ref. 14. The contractive condition in this case is 112 -'C 11 < l/2. Siewert etal. 17,'* have given a detailed analysis for a number of important two-dimensional models. Mullikin, in Ref. 26 , has carried out the study for the general matrix convolution equation. In both of these works, the equivalence theory is due to a contractive assumption on B. These works, and many others that detail the properties of Wiener-Hopf equations, are based on the pioneering contributions of Muskhelishvili7 for scalar equations and Gohberg and his collaborators27~28 for matrix and operator equations.
