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Abstract
In the last decade, wireless network assisted positioning techniques have attracted great 
interests. Mobile terminals (MTs) are equipped with positioning function through 
employment of Global Navigation Satellite System, radio communication networks, 
and integrated inertial sensors. Moreover, MTs can cooperate with each other by 
means of either centralized data fusion or distributed data fusion. Such cooperative 
behaviors are referred to as the spatial cooperation, which were originally developed for 
wireless sensor networks. However, state-of-the-art spatial cooperation approaches were 
specially designed for short-range networks, and they are not suitable for applications in 
cellular networks. The other problem is that the spatial cooperation requires distance 
estimation between many MTs, which will cause significant training overhead. These 
research issues motivated the following major contributions:
A novel spatial cooperative positioning algorithm, namely the base station to MT 
angle searching, was proposed in cellular networks. The proposed algorithm was 
based on centralized data fusion, and it outperforms state-of-the-art approaches 
by at least 4 m improvement in positioning accuracy.
• The Cramér-Rao lower bound (CRLB) was employed to study the relationship 
between the positioning accuracy and training overhead. It was found that the 
CRLB is minimized when 2 out of all involved MTs send training signals for the 
purpose of distance estimation.
Moreover, we have investigated the impact of inertial sensors on mobile positioning, 
which allows for an MT to cooperate with itself over time. This is referred to as the 
temporal cooperation. Our major contribution is:
• Derived a new CRLB for the inertial sensors enhanced radio positioning with the 
knowledge of random walk mobility model. Interestingly, it was found that the 
knowledge of mobility model is not needed when inertial sensor measurements 
are sufficiently accurate.
In addition, we have developed a number of novel distance-estimation algorithms that 
can oflfer highly accurate time-of-arrival estimation using orthogonal frequency-division 
multiplexing (OFDM) waveforms in wireless local area networks (WLANs). These tech­
niques are key enablers to radio positioning, which have been successfully implemented 
in the CCSR test-bed (WARP FPCA board).
K ey words: Cooperative Positioning, ranging, inertial Sensors, CRLB, OFDM, Cel­
lular Networks, WLANs
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Chapter 1
Introduction
1.1 Background
In the last three decades, MT positioning based on GNSS (e.g. GPS and Galileo 
systems) has received extensive investigations [l]-[3]. More recently, wireless network 
assisted MT positioning technique has received increasing interests from both academia 
[4]-[6] and industry (e.g. IBM, Google, Nokia and DoCoMo). For the technique, MTs 
are equipped with positioning function through employment of CNSS, wireless commu­
nication networks, and integrated inertial sensors [7]. The reason is threefold. Firstly, 
CNSS cannot offer accurate position information in indoor and urban canyon scenar­
ios, where the CNSS signal is blocked. Secondly, FCC mandated all wireless service 
providers to deliver accurate position information of an emergency 911 caller. Thirdly, 
a lot of new applications have been introduced to make use of the position information 
such as position sensitive billing, fraud protection, fleet management, mobile yellow 
pages, costumers behavioral patterns learning in shopping malls, position aided com­
munications [5], [8], [9].
One of the promising wireless network assisted MT positioning techniques is cooperative 
positioning, which can be classified into spatial cooperative positioning and temporal 
cooperative positioning [7]. For spatial cooperative positioning, several MTs share their 
position information to improve the positioning identifiability and accuracy of all the
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MTs [10]. One of the most important spatial cooperation information is the range-based 
cooperative positioning. For the approach, the distance between a pair of wireless nodes 
are estimated using ranging techniques [11]. Then, the distance estimates are utilized 
to obtain position information by means of either centralized data fusion or distributed 
data fusion. That is to say, the spatial cooperation is enabled by ranging among involved 
MTs. The temporal cooperation is referred to as an MT at different time share position 
information, i.e., the MT cooperates with itself over time. Such cooperation is enabled 
by the knowledge of mobility models and inertial sensor measurements [7], [12].
1.2 M otivation and Objective
In the literature, one of the important research area in cooperative positioning is to 
develop signal processing algorithms for cooperative position estimation [13]. To the 
best of my knowledge, current spatial cooperative positioning algorithms in the liter­
ature are mainly proposed for WSNs [13]. The algorithms are not suitable for spatial 
cooperative positioning in Cellular networks, where the distance between MTs is large 
and the MTs cannot directly communicate with each others. Moreover, the estimation 
of distances to enable spatial cooperation requires a transmitter to send known radio 
signals (i.e. training signals). This consumes additional radio resource and thus is 
counted as the overhead for wireless communication. Based on an acceptable position­
ing accuracy, the training signals need to be sent as less as possible. However, training 
overhead reduction has not been investigated in the literature.
In addition, another research area for cooperative positioning is to derive the funda­
mental limits of position estimation (e.g., CRLB) [14]. In the literature, CRLBs have 
been derived for spatial cooperative positioning in [14] and radio positioning with the 
knowledge of mobility models in [4]. However, the CRLB has not been investigated 
when the inertial sensor measurements are taken into account.
1.3 Major Contributions
The major contributions of the thesis are
1.4. List of Publications
1) Proposed a centralized spatial cooperative positioning algorithm, namely the base 
station to MT angle searching, for Cellular networks. The algorithm outperforms 
the state-of-the-art algorithms proposed for WSNs by at least 10 m improvement 
in positioning accuracy.
2) The CRLB was employed to study the relationship between the positioning ac­
curacy and training overhead. It is theoretically proved that the CRLB reaches 
its minimum when 2 out of all the involved MTs send training signal for ranging. 
Based on the result, the training overhead can be significantly reduced.
3) Derived a new CRLB of radio positioning combined with inertial sensor mea­
surements and the knowledge of random walk mobility model. It is found that 
the knowledge of random walk model becomes redundant when the accuracy of 
inertial sensor measurements is sufficiently high.
In addition, three TOA-based ranging algorithms were proposed for OFDM-based
WLANs. These techniques are key enablers for cooperative positioning, which have
been successfully implemented in the CCSR test-bed (WARP FPCA board).
1.4 List of Publications
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1.5 Thesis Organization
In the following. Chapter 2 provides a survey of wireless networks assisted MT posi­
tioning, which includes wireless network based approaches and inertial sensor based 
approach. Moreover, the CRLBs of various positioning techniques are shown. Chap­
ter 3-5 present contributions l)-3), respectively. Finally, Appendix A and B present 
TOA-based ranging algorithms and test-bed results.
lhapter 2
Wireless Networks Assisted Mobile 
Positioning
2.1 Introduction
The chapter provides a survey of wireless network assisted mobile positioning tech­
niques in the literature. The MT position information is obtained using position-related 
knowledge, which is estimated with the help of wireless networks and/or self-contained 
sensors (e.g., inertial sensors) in the MT. Usually utilized position-related knowledge 
are distance, angle and mobility models. Based on different categories of position- 
related knowledge, the positioning techniques can be divided into radio positioning and 
non-radio positioning. For radio positioning, the position-related knowledge is obtained 
based on received radio signals at receivers. For example, the distance between any 
two wireless nodes can be obtained using time-of-arrival (TOA) and received signal 
strength (RSS) techniques, which is also known as ranging techniques in the literature 
[4], [11]. The angle between any two wireless nodes can be obtained using angle- 
of-arrival (AOA) techniques [4]. The radio signal sent for the purpose of obtaining 
the position-related knowledge is known as training signal for positioning. In wireless 
communication system, the training signals requires additional radio resource and are 
overhead for communications, which should be reduced without degrading the posi­
tioning accuracy. For non-radio positioning, the position-related knowledge does not
6
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rely on radio signals, such as MT travel distance and heading (i.e. moving direction) 
obtained from inertial sensors [12], respectively.
The chapter is organized as follows. In 2.2, various position-related knowledge is ex­
plained briefly in 2.2.1 — 2.2.5, then the concept of spatial and temporal cooperation 
for positioning is introduced in 2.2.6. Since the range/distance based radio positioning 
is an promising techniques with high accuracy and low cost [6], I focus on it in 2.3. 
A key research problem of positioning is to find the fundamental limit of positioning 
accuracy. The metric of interests is often the Cramer-Rao Lower Bound (CRLB) [15], 
[16]. Thus, 2.4 presents the CRLBs of various positioning techniques.
2.2 Position Related Knowledge
2.2.1 R adio P osition in g  U sing  R ange
For range based positioning, two sorts of wireless devices are involved, i.e., anchors 
and agents. Anchors denote devices whose positions are known; agents denote devices 
whose positions are not deterministically known. For example. Access points (APs) in 
Wireless local area networks (WLANs) and base-station (BSs) in cellular networks can 
be treated as anchors, while MTs are treated as agents. The procedure of range based 
positioning usually includes two steps:
1) Estimation of the distance between any wireless devices (known as ranging);
2) Position estimation using the range estimates.
The TOA techniques are used to estimate the arrival time of a known signal (i.e., 
training signal) at the receiver. If the transmit time of the signal is also known, the 
traveling time (i.e., TOF) of the signal can be obtained. Then, the estimated time- 
of-fiight (TOF) can be translated into distance since the speed of the radio signal 
(3 X 10® m/s) is known. For the RSS techniques, if the transmit power and the path 
loss model are known, the distance can be calculated based on the RSS at the receiver. 
Normally, TOA based ranging techniques offer better accuracy in distance estimation
2.2. Position Related Knowledge
than the RSS techniques. One of reason is that the RSS techniques is limited by the 
prior knowledge of the path loss model, which is usually not available or not accurate 
enough in practical cases [4]. The other one is that the accuracy of RSS based ranging 
degrades when the true distance is large [17]. However, one of the attractive properties 
of RSS ranging is its low cost, thus it is employed in some short range or personal 
wireless systems, e.g., RFID and Bluetooth [18]. The other advantage is that the RSS 
ranging does not require tight clock synchronization between transmitter and receiver, 
which is difficult to achieved especially in indoor scenarios without the aid of GPS.
Once the distances are obtained using ranging techniques, position estimation can be 
performed. For example, in order to locate a single MT, the distances between it and 
several anchors need to be obtained. Position estimation of the MT is illustrated in 
Fig. 2.1, a distance estimate and an anchor can determine a circle, whose center and 
radius are the anchor and the distance, respectively. The MT position should be on the 
circle. For error-free distance estimates, three circles intersect at a point, which is the 
position of the MT. Note that for 2-dimension (2-D) position estimation, the minimum 
required anchors is three. Since two circles intersect at only two points, which introduce 
position ambiguity, and the third one can mitigate the ambiguity.
Moreover, ranging can be performed among several agents. Utilize the obtained dis­
tance estimates among agents to perform position estimation is referred to as range- 
based cooperative positioning [10]. The cooperation has the potential of improving the 
identifiability and accuracy of position estimation. As an example illustrated in Fig.
2.2, without the cooperative link distance estimate between the two agents, both of 
them cannot be unambiguously identified. This is because each agent has only two 
distance estimate with respect to two anchors, respectively, and two circles have two 
intersections. With the cooperation between the two agents, their position can be 
uniquely identified. Note that similar with non-cooperative approaches (e.g.. Fig. 2.1), 
at least three anchors are required to involved in range-based radio positioning without 
ambiguities of position estimates.
2.2. Position Related Knowledge
Anchor 2
Agent
Anchor 1 Anchor 3
Figure 2.1: Illustration of an example of Range-Based 2-D position estimation: distance 
estimates (i.e., d i,d 2 ,ds) between the agent and three anchors can be used to obtain 
the agent position.
2.2.2 R adio P osition ing  U sing  A ngle
Similar with the range based positioning, angle based positioning also involves anchors 
and agents. The difference is that for the angle based positioning, the step 1) in 2.2.1 
becomes
1) Estimation of the angle between any wireless devices;
The angle is obtained using AOA techniques [4], [19], which are used to estimate the 
arrival angle of radio signal at the receiver. As illustrated in Fig. 2.3, the MT position 
is estimated using angle estimates. In this case, the minimum required anchors is two 
for 2-D techniques. Note that if we know the height of anchors and agents, 2-D AOA 
techniques still applies even they are not in the same plane. A significant drawback 
of AOA based positioning is that it requires antenna array, which is not suitable for 
MTs with small size, e.g., Iphone. Therefore, the application of the AOA is limited in 
angle-based cooperative positioning [20].
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Anchor 2
Anchor 1
Agent 2
Anchor 3,
Figure 2.2: Illustration of an example of range-based cooperative positioning: using 
distance estimates with respect to the anchors, agent 1 and 2 are unable to determine 
their respective positions without ambiguity, observe that agent 1 cannot detect signals 
from anchor 3, and agent 2 cannot detect signals from anchor 1. When the agents can 
receive signals from each other (as depicted by the red arrow), they can cooperate to 
unambiguously determine their positions.
2.2.3 P osition in g  U sing  Inertial Sensors
All the above mentioned techniques are based on radio signals. The drawback of the 
radio positioning is that the signal may not be received due to blockage. Inertial sensors 
are self-contained sensors in an MT, thus positioning based on them will not be affected 
by radio signal blockage. Inertial sensors based positioning is originally employed for 
robot and vehicle positioning [21]-[23]. Recently, the techniques have been applied to 
pedestrian positioning, where the inertial sensors are embedded into the shoe of the 
pedestrian [24]-[27]. More recently, the development of micro-electro mechanical system 
has made the inertial sensors suitable to be embedded in a mobile phone (e.g., Iphone), 
then approaches in [28], [29] utilize an MT to track the position of a pedestrian. The 
positioning is reasonably accurate when an inertial sensors empowered mobile terminal
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Agent
Anchor 1
Anchor 2
Figure 2.3: Illustration of an example of AOA-Based 2-D position estimation: AOA 
estimates (i.e., o i, 0 :2 ) for signal received at two anchors are utilized to obtain the agent 
position
is put at an appropriate place such as in a trouser pocket [28].
A well-known inertial sensor based positioning technique is called pedestrian dead reck­
oning (PDR). As an example illustrated in Fig. 2.4, an MT moves in sequence to K  
positions step by step. Denote Ok — [xk yk]'  ^ to be a 2-D position of the MT at the kth  
state, where Xk and yk {k G [0, A' — 1]) are X and Y coordinates, respectively. If the 
initial position Oq is known, the later position can be determined using the distance 
(dfc) and angle {(f)k) measurements from inertial sensors. In this case, the MT at the 
kth  state serves as the anchor for the MT at the {k -\~ l)th  state. It is not difficult 
to realize that the PDR is intuitively a hybrid TOA-AOA based positioning [19]. The 
only difference is that for hybrid TOA-AOA based positioning, the distance is esti­
mated using TOA techniques, while the angel is estimated using AOA techniques; for 
the PDR, the distance and angle is estimate using inertial sensors. Specifically, the 
pedestrian step size can be measured using an accelerometer. Since the acceleration of 
a pedestrian in the Z direction is a periodic signal, the step size measurement is based 
on the observation of the period of the signal. The pedestrian heading can be measured 
using a magnetometer [24], [26]. The working philosophy of the magnetometer is simi­
lar to a magnetic compass, which can detect the rotation of the pedestrian during each 
step. For this technique, anchors are not required if the initial position is known. Main
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shortcoming of the PDR technique is its introducing accumulative positioning errors to 
next state, which can be suppressed with the help of radio positioning techniques [24], 
[26].
0 3
0 5
Figure 2.4: Illustration of an example of PDR: an MT moves in sequence to positions of 
6 different positions 6k (k G [0, 5]) step by step. The step size or the distance between 
positions at adjacent states (i.e., dk,k  G [0,4]) is measured using an accelerometer; 
the moving direction (i.e., heading) at each state (i.e., (j)k-,k G [0,4]) can be measured 
using a magnetometer. Provided that the position at initial position Oq is known, the 
positions 6^ (k G [1,5]) can be determined, respectively.
2.2 .4  M ob ility  M odels for P osition ing
Mobility model is another category of position related knowledge. It describes the 
movement pattern of an MT [30]. The knowledge of mobility model can be expressed 
as a Markov process
6k+i = f{Ok,TkWk), (2 .1)
where /(•) is a known function, Tk the duration between the kth  and (k +  l)th  state, 
is noise for unit time. The reason to scale the noise in (2.1) is that the noise is 
related to the state duration, e.g., the step size duration in pedestrian navigation. For 
example, when the duration for each step size is long, the noise is large. The knowledge 
of mobility model is /(•) and the PDF of w, which have the potential to improve the 
accuracy of positioning. It is observed from (2.1) that when the position of current
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state is known, the position of the next state can be predicted. The prediction is made 
according to /(•) and the PDF of w. Since more knowledge about position is available, 
the positioning accuracy can be improved. The mobility knowledge can be combined 
with the knowledge from radio signal (e.g., TOA) with signal processing techniques, 
such as Kalman filter [31], [32]. A survey of mobility models can be found in [33]-[35]. 
The most important and frequently used model is the random walk model [36], [37], 
which can be described as a linear function
Ok+i = TfcWfc, (2 .2 )
where =  [wx^ k 'u^ y,kV' zero mean Gaussian noises with covariance matrix Ak =
2.2 .5  T he C oncept o f Spatial and Tem poral C ooperation
As we have mentioned in 2 .2 . 1  and 2 .2 . 2  that cooperative positioning referred to as 
utilizing the range and/or angle between two agents to further improve the positioning 
accuracy of the two agents. In [14], the cooperation between two agents at different 
location is referred to as spatial cooperation, while the cooperation between an agent 
at different time is referred to as temporal cooperation. Note that anchors are special 
agents whose position is perfectly known, thus non-cooperative positioning is a special 
case of spatial cooperative positioning [14]. Step size and heading measurement men­
tioned in 2.2.4 can be treated as temporal cooperation, i.e., an agent cooperates with 
itself over time or an agent infers its position by sharing information in the temporal 
domain [14]. Positioning using the step size and heading measurements can be treated 
as a special case of spatial cooperative positioning, i.e., the agent at two adjacent po­
sition cooperates with each other using distance and angle. Intuitively, the knowledge 
of mobility model mentioned in 2.2.5 can be also interpreted as temporal cooperation
[7].
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2.3 Range Based Radio Positioning
The section presents mobile positioning using merely range estimation. The reason is 
twofold: 1) Due to small size of the MT, range estimation (rather than angle estima­
tion) is frequently used in cooperative positioning; 2) Range estimation is better to be 
estimated at the MT, this is convenient for the range estimates to be fused with inertial 
sensor measurements.
2.3.1 R ange and R ange-D ifference B ased  P osition in g
This section presents algorithms to obtain position of a single agent 6  = [x y]'  ^ using 
distance estimates. Denote b„ =  [Xn Yn]'  ^ (n 6  [1, iVft]) to be a 2-D position of the 
n-th anchor. Let r  =  [ri r 2  . . .  denotes the Euclidean distance between the MT
and the anchors, and r  =  [fi r 2  . . .  the estimate.
Consider locating an agent using range estimates between the agent and Nb anchors, as 
illustrated in Fig. 2.1. The algorithm for it was proposed in [5], [38]. Without loss of 
generality, the position of the 1st anchor is defined as b i = [0 0]^. For the 1st anchors 
we have
f j  = x'  ^+ y^, (2.3)
while for the nth (n G [2 , Nb]) anchors, we have
+  {Yn — VŸ • (2.4)
Subtracting (2.3) from (2.3) gives
f l - f \  = X l  + Y ^ - 2 X n X - 2 Y „ y .  (2.5)
Rearranging terms, the position estimate can be written in matrix form as [5]
è = (P ^ P )- 'P ^ b , (2 .6 )
where
X 2 Y2
P =  ^  , (2.7)
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x | + -  f| + f f
x !  + yÿ -  +  f j
+ Yw. — +  n
(2.8)
The above algorithm is often referred to as the range-based least square (LS) algorithm. 
When the range is estimated using TOA techniques, prefect clock synchronization be­
tween the agent and anchor is usually assumed, e.g., in [39]. Although high accuracy 
synchronization can be achieved using GPS [1 ], the GPS signal is not always available 
in indoor and urban canyon. Thus, the assumption is not practical. In cellular network, 
the clock difference between an MT and a BS can reach a few microsecond [5], which 
result in large errors in position estimation. In order to eliminate the clock bias in an 
MT, time-difference-of-arrival (TDOA) based approach is considered [40]-[44].
(( Ti
position
estimation
Figure 2.5: Illustration of the procedure of TDOA positioning in cellular networks: 1) 
four BSs send signals at time Tn {n G [1,4]), respectively; 2 ) a location measurement 
unit (LMU) at a known position estimates the transmit time differences of the signals, 
i.e., ôn = Tn — Ti (n G [2,4]), whilst the MT estimates the TDOAs of the signals; 3) 
the LMU forwards the time difference estimates ôn to the MT; 4) the MT estimates its 
position using the TDOA estimates and Sn-
In cellular networks, the signal utilized for positioning are periodically broadcasted by
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BSs, as illustrated in Fig. 2.5. The downlink signal is originally utilized for cell search 
[45]. The procedure of TDOA based positioning usually includes three steps:
1) An MT estimates the TOAs of signals transmitted by the BSs;
2 ) A LMU at a known position estimate the transmit time difference (i.e., Sn) of the 
signal from BSs. Then, the transmit time difference is forwarded to the MT;
3) The MT estimate the range difference — ri ( n e  [2, A^ ]^) and its position
using obtained TOA in step 1) and transmit time difference in step 2).
Since in step 3), the Ar„ rather than is utilized for position estimation, the clock 
bias in the MT is canceled out. For step 3), range difference can be calculated as
Arri — c(gn Sn), (2.9)
where gn denote the estimated TDOA at the MT, c the light speed. The algorithm 
for TDOA based positioning is shown as follows. A range difference estimate can 
can define a hyperbolic curve, the intersection of two hyperbolas can determine the 
estimated position of MT (see Fig. 2.6).
A gent
A nchor 3
A nchor 1
A nchor 2
Figure 2.6: Illustrate of an example of TDOA position estimation
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(2.4) can be rewritten as
(Ar„ +  fi)2 =  X l  +  _  2X„x -  2YnV +  f j .
Expanding and rearranging terms gives
-2XnX  -  2Yny =  A r„ri +  ~{Af^ -  X^ -  y„^). 
Rewritting these equations in matrix form gives
0  =  ( p ^ p ) - 'p ^ ( f ic  +  a),
where
c =
(2 .10)
(2 .11)
(2.12)
"  - A f g  " ■ x i  +  r i - A f l  ■
- A f s ■^ 3 +  ^3 — ^ ^ 3
2
-A fjv j_
(2.13)
Note that due to the derivation in (2.10), the intermediate result in (2.12) is different 
from the result in (2.6), since a new term fi appears. Combing the intermediate result 
in (2.12) with (2.3), the final estimate of 0 can be obtained.
A major challenge of MT positioning in cellular network is the hearability problem, or 
identifiability problem. That is to say an MT cannot hear/receive signals from neigh­
boring BSs to perform ranging for positioning, thus its position cannot be identified. 
The hearability problem becomes even worse when an MT is closer to its home BS 
and far from the other BSs, since cell planning tries to minimize inter-cell interference. 
Although several approaches have been proposed to enable distance estimation between 
an MT and its neighboring BSs, they affect the stability of wireless networks [46]. For 
example, in [47], a technique namely IPDL is proposed to solve the hearability problem. 
The basic idea is switching off the BSs transmitter for short periods of time, known as 
idle periods. This gives the MT an opportunity to make more accurate measurements 
of neighboring cell BSs that are required for TOA estimation. The approach leads to 
throughput degradation in cellular systems.
Another challenge of MT positioning is the non-line-of-sight (NLOS) effects, which 
introduces positive bias in ranging and thus degrades the accuracy of range or range- 
difference based positioning.
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2 .3 .2  R ange-B ased  C oop erative P osition in g
In the last decade, research activities towards spatial cooperative positioning have been 
mainly focused on wireless sensor networks (WSNs) [48]-[51]. Firstly, ranges between 
two cooperative devices are measured through employment of TOA or RSS techniques. 
Then, the position estimation is performed either in a centralized manner or a dis­
tributed manner. For the centralized manner, MTs forward their knowledge of position- 
related information to a data fusion center. For the distributed manner, MTs exchange 
their knowledge of position-related information for local processing. The former offers 
better positioning accuracy at the cost of higher signal processing and communication 
complexity [51].
Recently, cooperative positioning approaches have been extended to cellular networks 
[52]-[54]. The major difference between cooperative positioning in WSNs and cellular 
networks is that, MTs in WSN usually can communicate with each others to exchange 
position information, while in cellular networks, a MT usually communicates with other 
MTs via BSs. Therefore, most work for cooperative positioning in WSNs consider 
distributed processing. While in cellular network, centralized processing is usually 
considered [54].
Note that an MT cannot communicate with the other MTs does not mean that the MT 
cannot perform ranging based on the signal from the other MTs. The ranging is only 
based on training signals, an MT can perform ranging without setting up communica­
tion links between other MTs.
In [52], the MTs in a cell are organized in clusters by home-BS, as depicted in Fig. 
2.7. It is assumed that an MT can obtain range or range difference estimates by 
detecting the signal from at least three BSs. Moreover, an MT broadcasts training 
signals for the other MTs in the cluster to perform TOA-based ranging. Within each 
cluster, the clock synchronization among MTs is assumed perfect. Finally, all the 
range and/or difference estimates range estimates are forwarded to the home-BS for 
centralized position estimation. The spatial cooperation between the MTs can improve 
the accuracy of positioning.
In addition to accuracy improvement, cooperative positioning can solve the hearability
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cluster
Home BS
/ Neighboring BS
Neighboring BS
Figure 2.7: Illustration of cooperative positioning within a cluster
problem in cellular network. The approach in [54] treats located MTs as anchors, whose 
positions are obtained using GPS. Then, an un-located MT position can be obtained 
using distance estimates between the un-located MT and at least three nearby located 
MTs, i.e., using the range-based positioning algorithm mentioned in 2.3.1. The distance 
estimate is estimated at the un-located MT from the training signal sent by the located 
MTs. The approach does not suffer from hearability problem. However, GPS may 
fail due to signal blockage in some harsh scenarios, such as urban canyon. Thus, the 
un-located MT may not able to get help from at least three located MTs. Moreover, 
inaccurate position information of the located MTs degrades the positioning accuracy 
of the un-located MT.
In the following, we discuss a general algorithm for centralized positioning. We need 
to estimated positions of Na agents at a particular state. Denote On =  [xn y-n]  ^ to 
be a 2-D position of the n-th agent (n G [l,Aa]), where and yn denote X and 
Y coordinates, respectively. The parameters need to be estimated can be written as 
0 =  [0\ 0^ . . .  O'^y^. Denote r = [ri r 2  . . .  tm]^ to be the real Euclidean distance
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for the link which can be estimated using ranging techniques, where M is total number 
of utilized distances for positioning, r  can be further written as r  =  (r^)^]^,
where denotes distance between the agent and the anchors (non-cooperative links), 
denotes the Euclidean range between the agents (cooperative links). The size of 
and are Ma x 1 and Me x 1 , respectively. Moreover, Ma +  Me = M.
Generally, the observation related to positions of agents can be written as follows
z =  f(0) +  e, (2.14)
where f(-) denote the known signal model, e the observation noise. For cooperative 
positioning using TOA ranging, the observation z is the estimated distance and can be 
written as a M  x 1 vector [55]
z =  r-l-e , (2.15)
For cooperative positioning using RSS ranging, the observation z is the the received 
power (in dB) and can be written as a M  x 1 vector [56]
z =  P t~ L - |- e ,  (2.16)
where P t denotes the transmitted power and L the path loss in dB. e are independent 
Gaussian random variable representing log-normal fading. The standard deviation of 
the Gaussian noise is erg.
L =  107logior, (2.17)
where 7  denotes the path loss factor. Denote os  as the standard deviation of the 
element in e. In a typical case, cr^  =  6  — 8  (dB) [57]. The observation z is available at 
a data fusion centre, which can perform centralized position estimation.
In WSNs, the range between an agent and an anchor can be found using shortest path 
algorithms, e.g., Dijkstra algorithm [58], [59]. As depicted in Fig. 2.8, the distance 
between an agent and an anchor is the sum of the estimate distances in the shortest 
path. The distance of a link is estimated using ranging techniques. Then, LS posi­
tioning algorithms presented in 2.3.1 is used to estimate the position of each agent. 
Alternatively, we can employ bounded box algorithm [60] to obtain the agent position. 
The bounded box algorithm is illustrated in Fig. 2.9, the ranges between an agent and
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the anchors can determine circles, each of which determines a square bounded box. 
The position of the agent is located within the overlap area of the bounded box.
A significant drawback of shortest path based algorithms is that it cannot offer accurate 
distance estimations. This is because the distance estimation is performed by summing 
up the distances of each hop for the chosen path (from an agent to a anchor). In this 
case, the angle information between two hops is ignored. The shortest path algorithms 
only work well in WSNs, where the distance of each hop is short enough so that the 
angle information can be ignored. However, in cellular networks, the distance between 
two nodes can be very large. Note that if the angle information between two hops can 
be estimated using AOA techniques, the positioning accuracy can be further improved.
Anchor 1 Anchor 2
rr
Anchor 3 Anchor 4
/  agent estimated distance
Figure 2.8: Illustration of how to obtain the position estimation of an agent: the marked 
numbers are estimate distance using ranging techniques, the distance between an agent 
and an anchor is the sum of the distances in the shortest path
Moreover, a iterative algorithm namely the Gauss-Newton (GN) method [16] can be
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A nchor 1
Anchor 2
Position estim a te  
within th e  boxa gen t
A nchor 3
Figure 2.9: Illustration of an example of bounded box algorithm: a distance estimate 
and a anchor determine a circle, which determines a square bounded box. The position 
of the agent is located with in the overlap area of the three bounded boxes.
utilized to further improve the positioning accuracy. The GN method can be described 
as [16]
' ' = 0 ' ’ + {0 ' ’) { z - î { 0 ^ ')) ,i e [ o , N , - i ] ,  (2.i8)
where
g{0) = Vg (2.19)
Nj  the number of iterations.
2.4 CRLBs of Cooperative Positioning
The section presents the CRLB of mobile positioning with radio ranging and inertial 
sensors.
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2.4 .1  C R LB o f Spatial C ooperative P osition in g
For spatial cooperative positioning, the CRLBs of positioning using TOA based ranging 
have been investigated in [14], [55], [61]. Specifically, in the literature [55], [61], the 
CRLB was analyzed for the single-path LOS channel. The CRLB was extended to
the multipath case in [14], [62]. The CRLBs of position estimation using RSS based
ranging have been shown in [56], [57], [63], [64].
For range-based cooperative positioning, the total available knowledge can be written 
as a PDF
p{z,e) =p(z\e)p{6), (2.20)
where p{6 ) denotes the a-priori positional knowledge of agents’ positions. The a-priori 
positional knowledge may comes from a map [22], [23]. Usually, the observation z are 
independent for each link, the PDF in (2.20) can be written as (2.20) becomes
p{z,e) = p(z^\6 )p(z^\e)p{e), (2 .2 1 )
where denotes the observation from non-cooperative ranging, z^ the observation 
from cooperative ranging and z =  [(z"^)^ (z^)^]^. Then, the CRLB of position esti­
mation can be written as
E i ë - 0 ) { ê - 0 f  > ( j ^ + j ç + j  )■
= J
where
T ln /(z -4 |g )  ( T in / ( z '^ |g )
denotes the Fisher information from non-cooperative ranging.
J ?  =  E dde
the Fisher information from cooperative ranging.
Jp =  E
(2.22)
(2.23)
(2.24)
(2.25)
the a-priori positional knowledge of agents’ positions. It is concluded from (4.1) that 
the total Fisher Information Matrix (FIM) of position estimation, i.e., J  can be written
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as the sum of the knowledge of agents’ positions obtained from non-cooperative links, 
the knowledge from cooperative links, and a-priori positional knowledge of agents’ 
positions.
It is observed from (2.22) that the CRLB is the inverse of FIM. The Fisher information 
is used to measure the amount of position information obtained from position-related 
measurements. The larger the Fisher information, the lower the CRLB.
The FIM Jz can be calculated as [14], [57]
Jz =  H (6 »)^S -iH (0 ) (2.26)
where
(2.27)H(0) =  V# C r,
S  is a diagonal matrix, whose mth element Xm stands for the CRLB of ranging for r-m- 
I can further rewrite H(0) as
H (e) =
H-4(e)
HC(0 )
(2.28)
where H ^( 0 ) =  v 2  ® H ^ ( 0 ) =  v 2  ® rewrite S  as
S"* 0s =
0 sC
(2.29)
where denotes the CRLB of non-cooperative ranging, the CRLB of cooperative 
ranging. Then, the FIM in (2.23) and (2.24) can be written as
=  (H ’^ (É>))^(S"')-'H '’'(é>)
and
respectively.
J f  =  (H®(é>))^(sC)-iH®(0 ),
(2.30)
(2.31)
Specially, if the a-priori knowledge about agent’s positions is a Caussian distribution 
with the true position 6  as the mean value, i.e.,
P(^) =  l 2 r , ) À l n -\Üi ’ (2.32)
2.4. CRLBs of Cooperative Positioning 25
the FIM from a-priori knowledge in (2.25) can be written as [15]
Jp =  n ~ \  (2.33)
where Cl denotes the covariance matrix of the variable x. It is observed from (2.33) 
that when variance of the PDF (2.32) increase, the Fisher information reduces, since 
more uncertainty is introduced from the a-priori knowledge.
For TOA-based ranging, Xm can be written as [62]
=  87r2/32(l -Xm)SNR„,’ ^ t l ’ (2.34)
where /3 denotes the effective bandwidth, c the light speed and the signal-to-
noise-ratio (SNR) for the mth distance, Xm (Xm G [0,1]) denotes the path overlap
coefficient. For single path Xm =  0 and (2.34) reduces to (2.35).
=  87t2/32SNR™’ ™ ^ (2 -®^ (
For RSS-based ranging, Xm can be written as [17]
crgrm In 1 0 )^
(IO7)'
where 7  denotes the path loss factor. It is observed from (2.36) that the accuracy of 
RSS ranging degrades when the distance increases [17].
2.4.2 C R LB o f  T em poral C oop erative P osition in g
For temporal cooperative positioning, I consider an agent with K  states/positions, the 
parameter need to be estimated is 0 =  [6 q 0 \  . . .  0 j_ i]^ . Denote to be the 
Euclidean distance between the agent and Na anchors at the A;th state. Then, all the 
distances utilized for positioning can be written as r  =  [fq r^  . . .  r^_^]^.
2.4.2 . 1  R adio positioning w ith  th e  knowledge of m obility  m odels
Motivated by the original work in [65], the CRLB of radio positioning with the knowl­
edge of mobility models is originally investigated for target tracking for aerospace ap­
plications [6 6 ]-[6 8 ]. Later on, the CRLB is mentioned for MT positioning with mobility 
models in [4], [31], [32], [69].
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Provided the radio measurement (i.e., distance estimates or RSS) are independent 
for each state, and the a-priori knowledge p{Ok) are independent for each state, the 
total knowledge reads
K - 2
p(z ,e) = p{0o)pizo\Oo) n p{zk+i\0k+i)p{0k+i\0k) p{Ok+i). (2.37)
k=0
where p{ek+i\Ok) denote the correlation information from the mobility model. For 
random walk model p{0k+i\0k) can be expressed as in (2.2) and the FIM for position 
at each state can be expressed as a recursive form [4]
Jfc+i — Jf+i + + (Qfe^  + , (2.38)
where
lnp{zk+i\Ok+i) lnp(z^+i|0 &+i)l
denotes the Fisher information from ranging,
d
j r + i = E lnp(0 A:+l)
d \  T'
\np{6k+i) I
(2.39)
(2.40)
d0k+i \dOk+i j
the a-priori positional knowledge of agents’ positions, A^. in (2.39) can
be further written as
Jf+I =  (2.41)
where H(^)k+i) =  C> r^+i, S^+i the CRLB of ranging at the (A; +  1) th  state. The 
recursive derivation of FIM in (2.38) is important, since it provide insights into the 
information evolution of positioning with the knowledge of random walk models.
The FIM for the initial state can be written as
Jo — J q J q , (2.42)
where
Tlnp(zo|É»o) ( A l n p ( z o | 6 »o))
=  E ^ Inp(So) ( S r  Inp(^o)
(2.43)
ddo \dÔo
At the initial state, the FIM is only related to the a-priori knowledge and ranging.
(2 .44)
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2 .4.2.2 R adio positioning w ith  In e rtia l Sensors
As mentioned in 2.2.5, the positioning using pedestrian step size and heading from 
inertial sensors measurements can be treated as a special case of spatial cooperative 
positioning [14]. That is to say, K  agents are involved in cooperative positioning but 
the cooperation is enable between the k th and {k-f 1) th agent using pedestrian step 
size and heading measurements.
The pedestrian step size measured using an accelerometer reads
dk — d}^  P  ffc, (2.45)
where
dk = V {xk+i -  XkY +  [Vk+i -  VkY, (2.46)
Vk are the measurement noises and modeled as uncorrelated zero-mean Gaussian vari­
ables with variances cr| [24]. d  is introduced to collect given by d  =  [do . . .  dK- 2]^-
The heading measured using a magnetometer reads [24]
— 4^ k T (2.47)
where
(j)k = tan"^ ~  , (2.48)
Xk+l -  Xk
Uk are uncorrelated zero-mean Gaussian variables with variances e|. 0  is introduced 
to collect (f)k, given by 0  =  [^q . . .  (f)K-2\ , which is uncorrelated with d.
Thus, the CRLB of radio positioning with inertial sensors can be calculated using (4.1),
but the the Fisher information from cooperative ranging in (2.24) is replaced by [14]
-t- J ^ ,  (2.49)
where
J^  =  E T in p (d ie ) (^lnp(d|É>)
the Fisher information from pedestrian step size measurements.
(2.50)
(2.51)
the Fisher information from pedestrian heading measurements.
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2.5 Summary
Firstly, the section has introduced various position-related knowledge, which includes 
range and angle estimates from radio signals, pedestrian step size, pedestrian heading 
from inertial sensors and mobility. Moreover, the definition of spatial and temporal 
cooperation is given. Secondly, I focus on several important algorithms for range-based 
radio positioning. Finally, the CRLBs of the range-based radio positioning and inertial 
sensors based positioning are discussed.
Chapter 3
Cooperative Positioning in Cellular 
Networks with Hearability Problem
3.1 Introduction
As we have mentioned in 2.3 that the hearablity problem is major challenge for MT 
positioning in cellular networks. Although the proposed idea in [54] solve the problem 
by employing located MTs (using GPS) as anchors, the GPS signals is not always 
available. This motivates us to consider a new scenario for MT positioning. As an 
example illustrated in Fig. 3.1, the distance between an MT and only its home-BS is 
utilized for positioning. Moreover, several MTs belongs to three adjacent cells cooperate 
with their nearby MTs using distance estimates. In such scenario, the MT does not 
suffer from hearability problem. Finally, all the distance estimates are forwarded to a 
data fusion center for centralized position estimation.
In the considered scenarios, we can use the shortest path algorithms introduced in 
Chapter 2 to find the distances between the MT and its neighboring BSs. Once the 
distances are obtained, the range based LS algorithm or bounded box algorithm can 
be applied to estimate the MT position. However, as we mentioned that the shortest 
path algorithm only works well when the distance of each hop is short. In a cellular 
environment where the hop distance is large, the shortest path algorithm may not work
29
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well. This motivates us to proposed a novel positioning algorithm, namely BS-to-MT 
angle searching, for cellular networks.
9i2
0  base stations
O mobile terminals
the distances which can 
-  be estimated using 
ranging techniques
Figure 3.1: Illustration of an example of cooperative positioning in cellular networks 
with hearability problem. 7 cells are shown in the figure. On is the position of the nth 
MT and is the position of the mth BS. Due to hearability problem, an MT only 
have links with its home BS and neighboring MTs.
3.2 System  M odeling
Consider a cellular network with cells. Let =  [Xm Ym]'  ^ denote the 2-D position 
of the BS for the cell with ID m (m, e [1, 77^ ]), as depicted in Fig. 3.1. It is assumed 
that all the BSs are connected to a data fusion center. There are Na MTs in the 
network. Let On = [xn y-nY G [1, Na]) denote the 2-D position of the n th MT. The 
total parameters need to be estimated can be written as 0 — [0  ^ 0^ . . .  0 ^ ^ . Due 
to hearability problem, the n th MT can only estimate the distance between its home 
BS, which is written as
— V i ^ n  — N m ) ‘^  +  ( |/n  ~  Y m ) ^ ■ (3.1)
3.3. Proposed Cooperative Positioning Algorithm 31
Tbs is introduced to collect r„, given by r^s = [r\ rg . . .  The true distance
between the i th  and j  th MT (i , j  6  [1, IV], i < j)  can be written as
= ^ { x i -  XjY  +  {yi -  yjY.  (3.2)
Ymt is introduced to collect r y ,  given by Tmt = [r\ ,2  rys . . .  ^2 , 3  ^2 , 4  • • •
Note that the element n j  in Tmt disappears when the i th and j  th MT cannot hear 
from each other to perform ranging, r  =  [r^
3.3 Proposed Cooperative Positioning Algorithm
Following the non-linear LS criterion, our objective is to minimize the cost function
£(e) =  ( z - f ( e ) f  ( z - f ( 0 ) )  (3.3)
w.r.t the unknown MT locations yielding
0 =  argmine(0). (3.4)
6
The optimization in (3.4) requires 2Na dimensions exhaustive searching, which is not 
practical. The proposed idea is to divide the M  cells into groups, each of which has 
3 adjacent cells. Let Bg denote the set of cell IDs in the ^th group. As an example 
illustrated in Fig. 3.1, the 7 cells can be divided into 6 groups. The sets can be 
written as =  {1,3,4}, =  {1,2,4}, B3  =  {2,4,5}, B4  =  {3,4,6}, ^ 5  =  {4,6,7}
and Bq = {4,5,7}. The positions of MTs in the cells of each group are estimated,
respectively. If the position of an MT is estimated for more than once, the final estimate 
is the average value. For example, 6 u  is estimated within B5 and Bq, respectively. Let 
and 0 1 1  ^ denote the two estimates. Then, the final estimate is +0^ii)/2,.
In the following, we only focus on how to estimate the positions of MTs within a group 
of 3 adjacent cells.
For convenience, the MTs within the grth group are assigned with new indices I {I G 
[1, A/’^ ]), where Afg denotes the number of MTs within the group. At the beginning, the 
algorithm searches whether there exist 3 MTs satisfying the condition:
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1) the 3 MTs belong to different cells, and all the distances among the 3 MTs can 
be estimated.
As examples shown in Fig. 3.1, 0i, 02,^3 are the 3 MTs in B2, ^ 9 ,^ 1 0 , ^ 1 1  are the 3 
MTs in B5 , the 3 MTs do not exist in B\ and B3 . The 3 MTs can be uniquely identified 
with condition 1 ), which is the minimum requirement to apply the proposed algorithm. 
For examples, the algorithm can be applied in B2 and B5 , but cannot be applied in 
Bi and B3. The indices of the 3 MTs are set to Z =  1,2,3 and their home BSs are 
b i, b 2 , bs, respectively. Provided that the 3 MTs exist, the algorithm further searches 
whether there exist an MT, say the Ith MT (/ > 4), satisfying the condition:
2) the distance between the (th MT and at least 2 MTs (whose indices are in 
{1 , 2 , . . . , /  — 1 }) can be estimated.
Provided that condition 2) is satisfied, the position of the Ith MT can be uniquely 
identified, since at least 2 MTs and its home BS serve as anchors. If the MTs with 
indices I = 4,5, . . . ,L^ exist, while the MT with index {Lg +  1) does not exist, the 
maximum number of identifiable MTs within the group is (< Afg) .  As examples 
shown in Fig. 3.1, the 4th and 5th MTs satisfying condition 2) in B2 is 6 4  and 6 5 , 
respectively, and L2  =  5. The 4th MT satisfying condition 2) in B5  does not exist, and 
L5  =  3.
For the ^th group, the dimension of the cost function in (3.3) reduces to 2L^, which 
is still large. The proposed algorithm try to further reduce the dimension by finding 
a relation function 0 =  {I = 1,2,3). This is equivalent to calculate 6  using
(fi, where g>i denotes the angle from the Zth BS to the Ith MT, i.e., g>i = tan~^{yi — 
Yi)/{xi — Xi). By plugging 6  = into (3.4), the optimization reduces to
(pi = arg min 5i[pi), pi e [0, 27t), (3.5)
where function 6 i{-) = e('JZi{')). The optimization problem in (3.5) can be solved using 
1 -D exhaustive searching over [0, 27t) with searching step size Ap.  Since the proposed 
algorithm is based on searching the angle pi, it is named BS-to-MT angle searching 
algorithm. The position estimates obtained using dZi is = 'JZi{pi), then the final
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estimate can be written as the average of these estimates Ô = ^ ■ Using the
above method, the proposed algorithm breaks the 2Lg-D  optimization problem into 
three 1-D optimization problems, thus the computational complexity is significantly 
reduced.
T2 P22
rs•  ]  #
C (b 2 ,r2 ) — — "
Figure 3.2: Illustration of how to calculate 6  using pi,  i.e., how to obtain the relation 
function 0 = TZi(pi).
As an example illustrated in Fig. 3.2, we show how to calculate 6  using pi,  i.e., find 
the relation 0 =  P'i(pi)- The estimate of 6 i is set to be on the circle C(bi,  ri). Then, 
the relation between Oi and pi can be written as
[0i]i =  real{rie-^‘^ }^ +  [bi]i, [0i]2 =  imagjne^"^^} 4- [b]]2, (3.6)
For a fixed 0i, 6 2  should be on both the circles C(Oi,fip)  and C (b 2 , 7 2^ ). Let p 2 ,i and 
P2 , 2  denote the two intersections of the two circles. p 2 ,i =  p2,2 — (b 2  +  ^i) /2 when the
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two circles do not intersect. Similarly, 6 3  should be on both the circles C(0i, and
C (b 3 , rs). Let ps^i and ps^2 denote the two intersections of the two circles, ps^i =  ps ^2 =
(bs+ 0 i)/2  when the two circles do not intersect. The algorithm to find the intersections 
of two circles can be found in [70]. Since two circles may has two intersections, the am­
biguities in 6 2  and 6 3  need to be removed. The ambiguities can be removed by search­
ing the position pair (p 2 , ps) within {(p2 ,i, Ps,i), (P2 ,i, Ps,2 ), (P2 ,2 , Ps,i), (P2 ,2 , Ps,2 )} to 
minimize the function (||p 2  — PsH — ^2 ,3 )^
(^2 ,^ 3 ) =  arg min (||p 2  -ps i l  -  ^2 ,3 ) .^ (3.7)
(P 2 ,P 3 )
Once 0 1 , 6 2  and O3 are uniquely identified, they can serve as anchors together with 
the BSs to find 61 (I € [4,5,. . . ,  Lg])  using the LS algorithm (based on condition 2)). 
Similarly, 6  can be calculated using p 2 or <^3 , i.e., find IZ2 or respectively. The 
proposed algorithm to estimate positions of MTs within a group Bg can be summarized 
as an algorithmic-like structure as follows
for Z =  1,2, 3
% The following loop is used to determine 6  = 7li(pi). 
for Pi = 0 : A p  : 2n
Find Oi for a chosen pi, e.g., find 6 1  using (3.6).
Find the intersections between 
C{Oi,f^i)  and C (b^i,r^J,
C ( ^ z , % )  and Cihi^,^^),  
where ^1 , ^ 2  E [1 , 2 ,3], 4  7  ^^ 2  f  
Uniquely identify 9i^ and 0^ ,^ e.g., identify 6 2  and 0 3  using (3.7). 
Find Oi for / G [4, 5, . . . ,  Lg] using the range based LS algorithm, 
end
Obtain 6 i{pi) by plugging 0 =  TZiipi) into e(0).
Find Pi using (3.5) and the estimate 0^ ^^  =  TZi{pi). 
end
Obtain the final estimate 0 =  (1/3) Ym=i •
3.4. Simulation Results and Discussion 35
3.4 Simulation Results and Discussion
The system configurations for the computer simulations are illustrated in Fig. 3.3. It is 
shown that we have up to 6  MTs to be possibly involved in the cooperative positioning 
(i.e. Lg =  3, 4,5, 6 ). An MT can only hear from its corresponding home BS as well as 
the other MTs to perform RSS-based ranging. The 6  MTs are uniformly distributed 
within the 6  circles, respectively. The circles have the same radius p =  50tan(7r/6) m. 
H  is the distance between a BS and the center of the triangle formed by 3 BSs, h is the 
distance between the triangle center and the line formed by the centers of two circles 
within a cell. H  is fixed at 300 m, while h changes from 80 m to 200 m. h is used to 
control the distance between an MT and its home BS. The path loss factor is set to 
7  =  4. The searching step size is A p  =  1/15.
e
cell
edge (02
Figure 3.3; System configurations for the computer simulations 
The simulations compare the proposed and existing algorithms in terms of root mean
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squared error (RMSE), which is defined as
RMSE = \ (1 /X ) ^ ( l /L ^ ) | |ê ’ - 0 ‘|P (3.8)i= l
X denotes the number of Monte Carlo trials {I  = 5,000 is used in the paper) and i the 
index of Monte Carlo trial. For each trial, the positions of MTs changes and a new 
RSS-based ranging is performed. The investigated algorithms includes the shortest 
path algorithm combined with the LS algorithm, the shortest path algorithm combined 
with the bounded box algorithm. Moreover, the CRLB is calculated for comparison. 
The CRLB can be written as
CRLB = ( V n Ê ( l / i s ) T r { J r '}  (3.9)
i=l
where J% =  Jz(0*) +  Jp, Jp is a diagonal matrix with identical entry p
Fig. 3.4 illustrates the effect of h on RMSEs with parameter Lg = 3 and a = 6  
dB. It is observed that the proposed algorithm outperforms the shortest path based 
algorithms for all the considered h. This is because the distance estimation is performed 
by summing up the distance of each hop. In this case, the angle information between 
two hops is ignored. The shortest path algorithms only work well in WSNs, where the 
distance of each hop is short enough so that the angle information can be ignored. In 
cellular networks, the distance between two nodes can be very large. That is why the 
proposed algorithm outperforms the shortest path based algorithm. Moreover, it is 
observed that the proposed algorithm degrades when an MT is far from its home BS, 
i.e., h is small. This is because the ranging accuracy of the BS-MT links has a major 
impact on the positioning accuracy of the proposed algorithm (see (3.6)). When the 
distance for the BS-MT link is large, the accuracy of RSS-based ranging degrades [57]. 
Note that with hearability problem, the distance is usually small enough (i.e., h is large 
enough), otherwise, an MT can hear its neighboring BSs.
Fig. 3.5 illustrates the effect of Lg on RMSEs with the parameter h to be uniformly 
distributed over (80,200) m. The shadowing effect is fixed at a  =  6  dB. It is observed 
that all the algorithms have their performance improved with the increase of Lg, and 
the proposed algorithm outperforms all the others.
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Fig. 3.6 illustrates the effect of shadowing effect as  on RMSEs with the parameter h 
to be uniformly distributed over (80,200) m. The number of involved MTs is fixed at 
Lg = 6 . It is observed that all the algorithms have their performance degraded with 
the increase of <7 5 , and the proposed algorithm outperforms all the others. Note the 
typical shadowing effect is from 6  to 8  dB. However, in the simulation result, shadowing 
effects from 2 to 6  dB have also been investigated, for the reason of complete evaluation 
of the proposed algorithm.
In the simulations using MATLAB, the running of the proposed algorithm is roughly 
4 times of the shortest path based algorithms. Thus, the computational complexity of 
the proposed algorithm is around 4 times of the state-of-the-art algorithms.
As we mentioned in Chapter 2, the GN method can be utilized to further improve the 
positioning accuracy. However, the GN method fails in the considered scenario with 
hearablity problems. The reason is that when the MT-BS links shares closely separated 
intersections (as illustrated in Fig. 3.7), the matrix Ç'^{0^ ^^ )G{0^ ^^ ) in (2.18) is close to 
singular (verified using numerical results) and the inverse of it could be very large. In 
this case, the GN method does not converge.
3.5 Summary
The chapter considered a range-based cooperative positioning algorithm in cellular 
networks. Due to hearability problem, the distance between an MT and only its home 
BS is utilized for positioning. Moreover, several MTs belongs to three adjacent cells 
cooperate with their nearby MTs for positioning. A novel algorithm, namely BS-to-MT 
angle searching, has been proposed. The algorithm has acceptable complexity (i.e. 1 -D 
searching) and outperforms the state-of-the-art algorithms for at least 4 m.
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Figure 3.5: Evaluation of the effects of number of involved MTs (i.e. Lg)  on RMSE
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Figure 3.7: Illustration of a case when the GN method fails
Chapter4
Training Convergence of Range-Based 
Cooperative Positioning
4.1 Introduction
In 2.1, it was mentioned that the training overhead should be reduced without degrading 
the positioning accuracy. However, in the literature, there is no work has been done 
for this purpose. In this chapter, the training overhead reduction is investigated for a 
range-based cooperative positioning approach presented in [52], as discussed in 2.3.2. 
In [52], an MT within a cluster broadcasts training signals for the other MTs to perform 
cooperative ranging. It is assumed that within the cluster, an MT can hear the signals 
from the other MTs to perform ranging. In order to utilize all the cooperative link 
distances among Na agents for position estimation, at least (Nq — 1 ) agents are required 
to send training signals. This creates unacceptable training overhead, especially when 
Na is large. Based on the above scenario, training convergence is investigated in this 
chapter. The training convergence means when the number of sent training signals 
reaches to a certain threshold, the positioning accuracy will not be further improved. 
If the threshold is found, the training overhead can be reduced without degrading the 
positioning accuracy The metric to evaluate the positioning accuracy is the CRLB.
40
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4.2 System  M odel
As shown in (4.1), the FIM can be written as the sum of information from non- 
cooperative ranging, cooperative ranging and a-priori positional knowledge. Since our 
main focus is the effect of training overhead for cooperative ranging, we can treat the 
FIM from non-cooperative ranging as part of the a-priori positional knowledge. Then, 
the scenario becomes Na agent cooperative positioning with a-priori positional knowl­
edge p{6 ), as illustrated in 4.1. All the agents are collected to a data fusion center, 
which knows p{0). The data fusion center collects all the cooperative distance estimates 
to perform centralized positioning. The CRLB can be written as
E (4.1)
where was defined in (2.31). The square root of the
CRLB averaged over all the agents is
T r ( j f +  Jp)-^ 
Na
(4 .2)
Data fusion centre
P ( 0 1 )  p ( 0 2 )  p ( 0 3 )  p ( 0 4 ) p(0Na)
Figure 4.1: Illustration of an example of cooperative positioning with a-priori position­
ing knowledge of agents’ positions
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4.3 CRLB with error-free ranging
This section investigates the CRLB assuming the ranging error is very small. Denote
Jk  to be the k-ih eigenvalue of (J^  +  Jp)- If (J^  +  Jp) is full rank, the CRLB in (4.2)
is straightforwardly equal to
.  2Na
^  =  (4-3)
“ k=l
Denote /C as the rank of and as the A:-th eigenvalue of J^ . When ranging errors 
are becoming very small (i.e., —)■ oo, for 1 < A: < K), we can have (see the proof in
Appendix C)
1  1
where is the eigenvector of (J^  +  Jp) corresponding to Jk. In order to simplify 
notations in (4.4), we set the indices of non-infinitive eigenvalues tobeA: =  /C-M,/C-l- 
2, • ' • , 2Na. It can be easily justified that Jp is a positive-definite matrix and v^JpV^ > 
0 (see [14]). Therefore, the CRLB in (4.4) is a monotonically decreasing function of the 
rank K.  In other words, when both the number of agents Na and a-priori positional 
knowledge are fixed, the only way of improving the positioning accuracy is to increase 
the rank /C. It has been shown in [71] that the maximal rank of H ^(0) is {2Na — 3). 
It means that the minimum of CRLB is
2 ATa 2
For a special case when p{6 ) fulfills the i.i.d. condition, i.e..
Na
p W  = n  P M piV n),  (4.6)
n = l
all the diagonal entries of Jp are identical, i.e..
[Jp]2n—1 — [Jp]2n ~  , 2 ’ (4 -7 )
where is a real value related to the PDF (e.g., it is the variance for the Gaussian 
distribution as we have discussed in 2.4.1). In this case, (4.4) reduces to
ak-^oo Na
and (4.5) reduces to Vmin = (3Wp)/(A^).
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4.4 Analysis of Training Convergence
4.3 has shown that the CRLB is a function of JC. Moreover, 
indicates that JC is related to Me and H ^ ( 0 ). JC can be expressed as
K = min (Me, Rank(H^(0))) (4.9)
Next, we investigate how the training procedure would influence the rank JC and the 
CRLB. Consider the no-th agent sending training signals for ranging. Due to the 
broadcast nature of wireless propagations, the other {N — \) agents can estimate the 
distance between themselves and the no-th agent. In this case, we have Me = N a ~  1 
and JC = mm{Na — 1 , Rank(H^(0))).
We form an {Na — 1) x 1 vector =  [1 ,2 ,..., no — 1, no - 1 - 1 , . . . ,  i V a ] ^  by collecting the 
index of agents other than the no-th one. Then, the l- ib . {I  €  [1, i V a  — 1]) element in 
denotes the real distance between the no-th agent and the [Z„o];-th agent. It is easy to 
find that only the following elements of H ^(0) are not zero and written in (4.10).
(4.10)i^^W]l,2[lno]l =  “ ^”o)/(^no,[Zno]j)
[ H ^ ( 0 ) ] z ,2 n o - 1  =  (^« 0  - ^ [ Z „ J j ) / ( ^ n o , [ Z n o ] j )
[H^(6 ))]z,2 »o =  (2/»o -  )/(% ,[(.,],)
In this case, it is proven in Appendix D that the rank of H ^(0) is {Na — 1) when no 
three agents are on the same line, and as a consequence we have JC = Na — 1 (see (4.9)), 
which is smaller than the maximum achievable rank {2Na — 3).
In order to increase the rank of J^ , we can request two agents (e.g., the n i-th  and the 
ri2 -th agent, ni 7  ^M2 ) to send training signals. Then, the number of distance estimates 
become Me = 2 Na — 2 , and the matrix H ^{ 0 ) is expressible as
H ^( 6 >) =
H
H
ni
ri2
(4.11)
where and are formed using (4.10) with the ni-th  and the n 2 -th agent sending 
training signals, respectively. It is proven in Appendix E that the rank of H ^(0) is
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{2Na — 3) when no three agents are on the same line. Therefore, we can conclude that 
the rank of H ^(0) in this case is {2Na — 3), which reaches the maximum. This result 
means that the training convergence rate is 2 out of iVa (> 2). When the ranging errors 
are considerably small, training signals sent by only two agents is sufficient to offer the 
best achievable positioning accuracy.
4.5 Numerical Results and Discussions
In this section, the training convergence is verified with accuracy of ranging A. The 
CRLB can be calculated using (4.2). Jp is generated as a diagonal matrix with diagonal 
value where ujp follows independent Exponential distributions with mean 10 m. 
The diagonal entries of follow independent Exponential distributions with mean A. 
The agents’ positions are uniformly distributed within a 200 x 200 m rectangular area, 
e.g., XniVn E [—100,100] m. We consider a training procedure described in the following 
algorithm table and define a training loop as item 3 to 6  in the table. T  and N t  denote 
the index of the training loop and the total number of training loops, respectively. As 
shown in the following algorithm table the agents circularly broadcast training signals 
to improve the positioning accuracy. In the following results, a maximum of Na = 50 
agents and N t  = 50 are considered.
1 : the data fusion center has a-priori knowledge p{6 )
2: for T =  1 : N t
3: the {mod{T — 1, Aq) +  l)-th agent broadcasts training 
signals, where mod{a, b) = a — mb, m = [a/b\
4: the other agents receive the training signals and 
performance ranging with error variance S  
5: the range estimates are forwarded to the data fusion center 
6 : the data fusion center further improve the positioning 
accuracy by exploiting the obtained range estimates
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7: end
Fig. 4.2 shows the average CRLB over as a function of the index of the training loop, 
obtained by Monte Carlo simulations, for A =  [0.01,1,10] (m^) and Na = [10,30,50], 
respectively. The number of Monte Carlo trials is 1000. It is observed from Fig. 4.2 
that, error floors appear with the number of training loop increases. The error floor 
can be calculated using (4.5). Moreover, when A are considerably small (e.g., A =  0.01 
m^), two training loops can almost achieve the minimum CRLB. The reason is that 
two agents broadcasting training signals can maximize /C, as shown in 4.4. When A are 
considerably large (e.g., A =  10 {m?)), more training loops are required to achieve the 
minimum CRLB. In this case, K, cannot be further increased from the third training 
loop, but more accurate distance estimations are obtained. Thus, the CRLB still 
slightly decreases for the third and later training loops.
Fig. 4.3 and Fig. 4.4 evaluate the effects of the number of agents (i.e., Na) on the 
CRLB with various number of training loops, i.e., T. The number of Monte Carlo 
trials is 1000. It is observed from both figures that when more agents are involved in 
the cooperation (i.e., Na is larger), the CRLB becomes smaller. The reason is that more 
agents provide more spatial diversity on cooperative positioning. It is observed from 
Fig. 4.3 that when the number of training loops increases from T =  1 to T  =  2, the 
CRLB is significantly reduced and the performance can achieve that of T  =  50 when 
Na < 20. The is because when A are considerably small (e.g., A =  0.01 m^), two agents 
broadcasting training signals can maximize the performance. However, when > 20, 
the performance of T =  2 cannot achieve that of T =  50. In this case, a further 
training loop is required, i.e., T  = 3. It is observed from Fig. 4.4 that the performance 
of T =  2 is much worse than that of T =  50. This is because A are considerably large 
(e.g., A =  10 {m?)). In this case, using training loops up to T =  20 can achieve the 
performance of T =  50 when Na < 20. Further increases of T  is required to achieve 
the performance of T =  50 when Aq > 20.
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Figure 4.2: The average CRLB (i.e. P) as a function of the index of the training loop 
with a-priori stochastic knowledges of agents’ positions
4.6 Summary
In this chapter, I have investigated the training convergence in range-based cooperative 
positioning with stochastic positional knowledge. Firstly, a closed-form of the CRLB 
was derived with error-free ranging. Using the derived closed-form, it has been proved 
that the CRLB reaches its minimum when 2 out of Na{> 2) agents send training signals. 
Finally, numerical results were provided to elaborate the theoretical results. The results 
have shown that the training overhead can be significantly reduced (i.e. only 2  training 
signal is required), provided that the ranging accuracy is sufficiently high.
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Chapter 5
Inertial Sensors Enhanced Radio 
Positioning Under the Random Walk 
Model
5.1 Introduction
Although Shen et al has mentioned in [14] that radio positioning with inertial sen­
sor measurements can be treated as a special case of spatial cooperative positioning 
(see 2.4.2.2), the FIM of it has not been derived recursively. However, the recursive 
derivation of FIM is important, since it provide insights into the information evolution 
of positioning. Moreover, there is no work considering the CRLB for the position­
ing technique combining inertial sensor measurements and the knowledge of random 
walk model. This work is non-trivial since the CRLB includes two information from 
temporal cooperation, i.e., the knowledge of random walk model and inertial sensor 
measurements. The above two points motivates me to recursively derive the FIM of 
inertial sensors enhanced radio positioning with the knowledge of random walk model.
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5.2 Iterative Formulation of the FIM
Provided the radio measurement (i.e., distance estimates or RSS) are independent 
for each state, and the a-priori knowledge p{0 k) are independent for each state, the 
total knowledge (p.d.f.) can be written as
K - 2
p (z ,d ,0 ,0 ) =  p{6o)p{zo\0o) p(0k+i\0k) P(dk\0k+i ,0k)p(^k\0k+u0k) p(zk+i\0k+i)p{Ok-\-i)
k=0
(5.1)
The CRLB of estimating 0 can be expressed as
0
[ e - e ) { è - 0 f  >3(0) (5.2)
where J(0) =  E - lnp(z,d , (ÿ, 0)] is the Fisher information matrix (FIM).z,d,(p,tf t7
Then, the problem is to formulate the information submatrix for estimating 0^, which 
is denoted as J^. Once is obtained, the square root of the CRLB of estimating 
position at the k th state can be calculated as
(5.3)
It is found that the posterior information submatrix Jfc+i for estimating vector 0k+i 
obeys the recursion (see the proof in Appendix B)
Jfc+i — Jfc+i +  Jfc+i + (Qfc^ +  % )  + J / (5.4)
where Tik denotes the information from inertial sensors measurements and can be 
expressed as
.iJrhiA J-iiéh)
(5.5)
cos^ (f)k COS 4>k sin (f)k
cos (f)k sin sin^
sin^ (j)k — cos (f)f: sin
— cos sin cos^ (f)k
and have been discussed and defined in (2.39) and (2.40), respectively.
(5.4) indicates that the posterior information of the {k +  l)th  state is related to the 
posterior information of the kth. state, the radio positioning based estimates (i.e., ©fc+i).
(5.6)
(5.7)
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the knowledge of step size and heading (i.e., 'Hk) and the knowledge of random walk 
model (i.e., Q^^).
Without the knowledge of pedestrian step size and heading, in (4)
vanished so that (5.4) reduces to (2.38). Without the knowledge of random walk model, 
in (4) vanished so that (5.4) reduces to
Jfc+i =  J f + i + Jf+ i +  , (5.8)
which can be utilized to benchmark the hybrid radio and PDR based positioning algo­
rithm in [12], [24]-[26].
Without radio positioning and the a-priori positional knowledge, i.e., =  0,
the approach becomes the PDR w/o the knowledge of random walk model. In this case, 
the non-matrix closed form of the square root of the CRLB can be expressed as (see 
the proof in Appendix C)
Pk+i = \
A  + ^ -f ) i  .
^  ^ 4  _L  _L ^ 2 rr2  _L ^ ^ 2 _ 2 ,  - 2 ,  - 2^  T / +
where vi = cos^ (j)i -f- üü~^ sin^ /.tf =  oüÿ  ^sin^ 4>i -h cos^ (j)i. The CRLB in (5.9) 
is a monotonically increasing function of ai, e/, uJx^ i, ujy^ i or di, respectively. Without 
the knowledge of random walk model, (5.9) reduces to
'Pk+i = \ +  +  (5.10)l—O
It is observed from (5.9) and (5.10) that the positioning accuracy degrades as the 
index k increases, which explains the phenomenon of accumulated position errors in 
the pedestrian dead reckoning [26]. With radio positioning based position estimates, 
the non-matrix closed form of the CRLB is not easy to obtained. Thus, the CRLB is 
evaluated numerically in 5.3.
5.3 Numerical Results and Discussions
We evaluate the accuracy of radio positioning using the mean square root of the CRLB
1 
Xdefined by: ^ J2Ï=i where i denotes the index of Monte Carlo trial, and I  the
5.3. Numerical Results and Discussions 51
number of Monte Carlo trials {1=  1,000 is used in this paper). We consider the cases 
w/o inertial sensor measurements and/or the knowledge of random walk model. It is 
assumed than the a-priori positional knowledge is not available, i.e., =  0 2 x2 - There
are 4 anchors with positions [D D Y , [-D  [D —D Y  and [-D  — respectively. 
The trajectory of the mobile are generated using (2.2) with 6 q = [0 0]^, ujx,k = ^y,k = 1 
m/s. CTfc =  rjdk, where 77 is a ratio controlling the standard deviations, €k = e, Tk = 0.5 
s. Specifically, Fig. 5.1 shows the RSS-based radio positioning, £> =  10 m, ^ =  3 dB, 
7  =  4. Fig. 5.2 shows the TOA-based radio positioning, D =  50 m, Xn,k ~  Z/(0,1), 
SNR„,fc -  U{0,10) dB, ^  =  20 MHz.
The results plotted in Fig. 5.1 show: 1 ) with the full knowledge of random walk 
model and/or the inertial sensor measurements (i.e., with temporal cooperation), the 
CRLBs decrease as time increases (i.e., k increases); 2) The positioning accuracy is 
direct proportional to the measurement accuracy of inertial sensors, for the cases w/o 
the knowledge of random walk model; 3) The full knowledge of random walk model 
can further improve the positioning accuracy. However, when the accuracy of sensor 
measurements is as high as for instance 77 =  1 0 %, e =  1 0 °, the accuracy improvement 
due to the knowledge of random walk model can be ignored.
The results plotted in Fig. 5.2 show the positioning accuracy with different levels of 
random walk knowledge. The uncertainty of random walk model can be reflected from 
the matrix in (5.4). For examples, the full knowledge of random walk model means 
that we know exactly the elements {ujx^ k, When we have no knowledge of the
random walk model, the elements {cux,ki ^y,k) in Qfc should be replaced by + 0 0 , and
(5.4) reduces to (5.8). In order to show the effect of different levels of knowledge, 
we define a parameter w  to replace the elements {u)x,ki <^ y,k) in Qfc, and for sure we 
should have w  > ujx,k^  ^  > ^y,k- Fig. 5.2 shows that the knowledge decreases when 
w  increases. It is observed that when w  increases, the CRLBs with different levels 
of knowledge (solid lines) approach the CRLBs without the knowledge (dotted lines), 
for the cases without inertial sensor measurements and with different measurement 
accuracies of inertial sensors.
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Figure 5.1; Using RSS-based radio positioning, the mean square root of the CRLB 
as a function of the index of states. The dotted lines denote the CRLBs without the 
knowledge of random walk model, the solid lines denote the CRLBs with full knowledge 
of random walk model.
5 .4  S u m m a r y
This chapter has presented a new recursively derived FIM for the positioning tech­
nique combining a-prior positional knowledge, radio positioning, inertial sensor mea­
surements, and the knowledge of random walk model. Moreover, a non-matrix closed 
form of the CRLB has been derived assuming no radio positioning and a-prior posi­
tional knowledge. Finally, our numerical results have shown that when the accuracy 
of inertial sensor measurements is high enough, the knowledge of random walk model 
becomes redundant.
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Figure 5.2: Using TOA-based radio positioning, the mean square root of the CRLB 
at the 20th state as a function of different levels of the random walk knowledge. The 
dotted lines denote the CRLBs without the knowledge of random walk model, the solid 
lines denote the CRLBs with different levels of random walk knowledge.
Chapter 6
Time-of-Arrival Ranging in OFDM based 
WLANs
6.1 TO A estim ation in OFDM  system s
OFDM technique has been employed in most of the wireless communication standards, 
such as 3GPP LTE [72], IEEE 802.H a/g/n/ac [73]-[74], IEEE 802.16 [75] and DVB- 
T/H/SH [76]-[78]. Therefore, TOA estimation or TOA-based ranging in OFDM sys­
tems is considered here.
6.1 .1  Signal M odel
TOA estimation is based on a transmitted known OFDM symbol from a transmitter. 
The time-domain symbol can be expressed as
1 -2
s(Z) =  ^ (6 .1 )
k=0
where Ak denotes the pilot (i.e., known data) on the k-th. subcarrier, T  the duration 
of useful part of the OFDM symbol (see Fig. 6.1), Tg the duration of the CP, N  the 
number of subcarriers. The sampling interval of the system is Tg =  1/IF, where W  
denotes the signal bandwidth. Moreover, N  = T / T s ,  Ng = T^/T^, and N , N g  E Z.
54
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Figure 6.1: Illustration of system model for TOA estimation in OFDM systems
After sampling, coarse timing and frequency synchronization [79], [80], the received 
OFDM symbol reads
L-l
r(n) =  ç3 {‘iT^ en/N) ^  ais^nTg -  n)  +  n 6  [0, N  -  1], (6.2)
1=0
where L denotes the number of paths, cti and ti the coefficient and delay of the l-th. 
path, respectively, Vn the noise, e the normalized residual CFO, tq is timing offset after 
coarse timing synchronization (see Fig. 6.1). tq can be also treated as the TOA, since 
once the timing offset is estimated, together with the coarse timing estimate, the TOA 
estimation can be obtained. The TOA can be re-written as To =  ntoaTs, where ritoa
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denotes the normalized TOA by sampling duration Tg. rttoa =  +  ny, where Uz E Z
and Uf 6  [0,1) denote the integral and fractional TOA, respectively. As depicted in 
Fig. 6.1, the TOA estimation is based on the obtained CFR, which can be written as
H  =  A % Q r, (6.3)
where r  =  [r(0) r( l)  r{2 ) . . .r{N  — 1)]^ , H  =  [A(0) ff(l)  . . .  H {N — 1)]^  a vector 
collecting the estimated channel coefficients on all the sub-carriers.
- j 2 - K
e N
-327r(JV -l)
l e  Jv
-j27r(JV -l)
e ^
- j 2 T T ( N - l ) ( N - l )
e N
(6.4)
the DFT matrix, A =  diag{Ao Ai  . . .  Ajv-i}. State-of-the-art TOA estimation algo­
rithms in the literature includes MPLR algorithm [81], [82] and subspace based algo­
rithms, such as ESPRIT [83]. In the following, the MPLR and ESPRIT algorithms are 
described, respectively.
6.1 .2  M P L R  A lgorithm
If there is a timing corrector h j  adopted in the estimated CFR, the CFR becomes 
G~^(ny)H and the estimated CIR reads
(6.5)
where
G(ft/)
- — j2 7 r0 n ^
e jv
—j2Trlnf
e N
—j27r(iV —l)n  f
e N
(6.6)
If the corrected timing n / is exactly the fractional timing, i.e., fif = Uf, the peak of 
the estimated CIR becomes steeper and higher. This is because only when ny =  ny, 
the energy leaking of the strongest path ao (e.g. LOS path) to all the estimated CIR 
taps is minimized. An example of the effect of timing correction on the estimated
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Figure 6.2: Illustration of the MPLR algorithm
CIR is shown in Fig. 6.3. The figure considers one realization of a multipath fading 
channel using WINNER AI LOS channel model (for indoor small office) [84], =  20,
n f  = 0.423, N  = 64, W  = 20 MHz, SNR= 20 dB, = 1 for A: € [0, W — 1]. It is 
observed that the amplitude of the CIR with fractional timing correction (n / =  0.423) 
has steeper and higher peak than that without correction.
Base on the above discussion, we find the following cost function which need to be 
maximized.
I|hn.(n/)|P
■)flz G [1, A(gr], (6.7)
|ho :n .-l(n /) |P M
where hfi^{nf) denotes the th element in vector h(ny), ho:n-i(n/) a vector with the 
0-th to the (n — l)-th elements in vector h(ny). The estimate of and Uf are given
by
[ny,^^] =  argmaxF(nf,n;j;). (6.8)nf,nz
Then, the normalized timing offset estimate is
f t^oa — 4" fi/- (6.9)
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Figure 6.3: Effect of fractional timing correction on the amplitude of the estimated 
CIR under WINNER AI LOS channel, SNR=20 dB
The MPLR algorithm can be summarized as a algorithmic-like structure as follows, 
where An denotes the searching step size.
for rif = 0 : An : 1  
h =  Q - iG (n /) - iH
for f i z  =  l  : N a
T{h,,fiz) = 
e n d  
e n d
[hf,hz] = avgmaxfif,nz F (n/, n^) 
f^ toa ~  '^z 4“
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6.1 .3  E S P R IT  A lgorithm
The ESPRIT Based algorithm [83] is illustrated in Fig. 6.4 and summarized in the 
following table.
ntoa
Calculate TOAs
Estimate 
number 
of paths
Elgen
Decomposition
Estimate phase 
matrix
Calcuiate
Correiation
Matrix
Figure 6.4: Illustration of the ESPRIT algorithm
Step 1  Calculate correlation matrix:
R  =  R  =  i(R  +  JR*J)
Step  2  Eigen decomposition of R:
R  =  U A U ^, where A =  diag{Ao Ai . . .  Xn - i } (Aq > Ai > • • • > Xn - i ) 
S tep 3 Estimate phase matrix #  by eigen decomposition of U n ^ U i 2 :
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U ii^ U i 2  =  where U n  =  SiUg, U 1 2  =  S2 Ug, Ug =  U:,i;l,
S i  =  [ l i v - i  0 (A T -i)x i] ,  S 2 =  [ 0 ( ] v - i ) x i  l i v - i ]
Step  4 Calculate normalized timing offset: 
ntoa = ^ a rg { $ i,i}
The value of L  is the number of paths in a wireless radio channel, it can be estimated 
by maximizing the following function over k E [1, A] [85]
N - k + l
f{k) =
N - k + l
iV-1 . 
i ^ k - 1
(6 .10)
6 .1 .4  P rop osed  A lgorithm s for O F D M -b ased  W L A N s
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Figure 6.5: Effect of fractional timing correction on the amplitude of the estimated 
CIR for IEEE 802.11a WLANs (under WINNER AI LOS channel, SNR=20 dB)
In practical OFDM systems, such as IEEE 802.11a/g/n WLANs [73], [74], pilot symbol 
are not inserted for all the subcarriers, i.e., A^ = 0 for such subcarriers. For example.
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in IEEE 802.11a WLANs, =  0 for A: G [0 1 . . .  5 32 59 60 . . .  63]. In this case, the 
CFR at the k th subcarriers are zeros, i.e., cannot be estimated. The incomplete CFR 
affects the CIR estimation. Fig. 6.5 illustrates the effect of fractional timing correction 
with IEEE 802.11a WLANs settings in [73]. Similar results are observed with that from 
Fig. 6.3. The difference is that in Fig. 6.5, there are some ripples for the estimated 
CIR. The reason is that pilot symbol are not inserted for all the subcarriers. The ripples 
may degrade the accuracy of the MPLR algorithm. In order to avoid or suppress the 
effect from the ripples, three algorithm are proposed as follows.
6.1.4.1 Peak Detection
In order to avoid the effect of ripples on the MPLR algorithm, we only maximize the 
peak in Fig. 6.5, rather than the peak-to-leaking ratio. Thus, the cost function in (6.7) 
is replaced by
r(nf,n,) = | |h s ,(n /)f  ,n, € [1,7V,], (6.11)
6.1.4.2 W eighted M PLR
In the case of a wireless channel with multiple strong paths, the peak detection algo­
rithm may pick up a wrong path. Thus, we proposed a algorithm with the combination 
of the MPLR and the peak detection algorithm, namely. Weighted MPLR algorithm. 
The cost function becomes
r (n / ,n ,)=  ,nz6[l,JV,]. (6.12)
||ho:n,-i(n/)||7n^
It is observed that the cost function in (6.12) is a multiplication of the cost functions 
in (6.7) and (6.11), respectively. Or the cost function in (6.7) weighted by the energy
I |h n 7 7 ) f -
6.1.4.3 CFR reconstruction combined with M PLR
The algorithm try to reconstruct the CFR on the subcarriers where Ak = 0. Once 
the CRF has been reconstructed, MPLR algorithm can be applied to obtain the nor-
6.2. Results for TOA-based Ranging In OFDM-Based WLANs 62
malized timing offset. In this case, the ripples in the obtained CIR can be sup­
pressed. For the algorithm, we need to reconstruct the zero CRF, i.e., H{k) when 
A: € [0 1 . . .  5 32 59 60 . . .  63]. The reconstruction is based on the assumption that 
the channel is a single-path channel, so that ao can be estimated with different TOA 
trials fo =  (n^ -f- fif)Ts. The non-zero CRF can be written as
^ -j27rfc(nz+nx) -j27rfcTi
H{k) = aoe n ^  t -\-Wk,k e [6, bS],k 32 (6.13)
1=1
multipath interference
The estimated channel coefficient is
ào{nz,fif) = —  ^  -j2^k{2+nf) (6-14)
k=-26,k^ 0  e N
Then the zero CRF can be reconstructed and substituted to the zero CRF in (6.3) to 
obtain the reconstructed CRF for a trial n^, h f
Jî(fc),fc6  [6,58],fc/32
= ■ (6-15)
_5o(Az,n/)e------«----  ,k  e  [0 1 . . .  5 32 59 60 . . .  63]
Then, (6.15) is utilized to obtain the cost function in (6.7) for MPLR algorithm.
6.2 Results for TOA-based Ranging in O FDM -Based W LANs
This section presents numerical, simulation and experiment results for TOA-based rang­
ing using IEEE 802.11a setting, where IF =  20 MHz, N  = 64, A^ follows the standard 
in [73]. The metrics utilized to evaluate various algorithm are CDF of the absolute 
ranging error for SNRg [10,30] dB, and the RMSE of the ranging for various values of 
SNR.
6.2.1 N um erical resu lts
The numerical results investigate two simple channel types: 1) single path channel 2) 
two path channel with equal power. The separation of the two path is 0.47^. Fig.
6 . 6  and 6.7 illustrates the CDF of absolute ranging error and the RMSE of ranging
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under the single path channel, respectively. It is observed from Fig. 6 . 6  that, the 
peak detection and CRF reconstruction algorithm outperform the other algorithms, 
while the MPLR algorithm degrades significantly due to the ripples. Moreover, the 
weighted MPLR algorithm is not good since it is originally proposed for the channel 
with multiple dominant paths. It is observed from Fig. 6.7 that the ESPRIT algorithm 
degrades significantly when SNR is lower than 15 dB, but it approaches the accuracy 
of the peak detection algorithm when SNR is larger than 20 dB.
Fig. 6 . 8  and 6.9 illustrates the CDF of absolute ranging error and the RMSE of ranging 
under two path channel, respectively. It is observed that the weighted MPLR algorithm 
outperforms the best, but the other two proposed algorithms perform worse than the 
MPLR algorithm.
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Figure 6 .6 ; CDFs of absolute ranging error under single path channel
6.2.2 Sim ulations resu lts
In the simulations, I consider WINNER A1 and B1 channel models [84], which are 
utilized for indoor small office and urban micro cell, respectively. It is observed from Fig.
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Figure 6.7; RMSEs of ranging under single path channel
6.10 and 6.11 that, under the WINNER A1 LOS channel, all the proposed algorithm 
outperform the MPLR algorithm, which is degraded by the ripples. In addition, the 
ESPRIT algorithm performs the best. The reason is that the multipath is not that rich 
in WINNER A1 LOS channel, thus in this case, the ESPRIT algorithm works well [82]. 
However, it is observed from Fig. 6.12-6.14 that the MPLR algorithm performs the 
best and the ESPRIT algorithm degrades. The reason is that the WINNER A1 NLOS 
and B1 LOS/NLOS channel are multipath rich channels. In this case, the ESPRIT 
algorithm does not work well. It is also observed that when the channel is multipath 
rich, the effect of ripples on the MPLR algorithm becomes weaker. Thus, the proposed 
algorithm cannot outperform the MPLR algorithm.
6.2 .3  E xperim ent resu lts
From the simulations, it is concluded that the proposed algorithm only work well in 
indoor LOS channel, where the multipath is not that rich. This section further verify 
the simulation results in realistic indoor environment using testbed (based on WARP
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FPGA Boards). In order to eliminate the clock errors, LMU-based method introduced 
in Chapter 2 is utilized. Thus, range difference Ar„ is the parameter of interests in the 
indoor ranging experiments. In the experiments, there are two transmitters to serve as 
two APs, two receivers to serve as an UN and an RN (i.e. LMU in Chapter 2). The 
objective is to estimate the difference between the distances between the UN and the 
two APs, respectively. For each experiment, we test three different positions of UN, 
while the positions of RN and APs are fixed. Experiment I is performed in the entrance 
hall of CCSR(see Fig. 6.15 and Fig. 6.16), Experiment II is performed in the seminar 
room of CCSR (see Fig. 6.17). The distances between transmitters and receivers are 
shown in Tab. 6.1.
It is observed from Fig. 6.18-6.23 that the ESPRIT algorithm always performs bet­
ter than the MPLR algorithm. This is because the experiment environment is not 
a multipath rich scenario and thus the the ESPRIT algorithm works well. It is ob­
served from Fig. 6.21-6.22 that the CFR reconstruction algorithm outperforms the
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Figure 6.9: RMSEs of ranging under two paths channel (equal channel gain)
MPLR algorithm. Moreover, it is observed from 6.22 that the peak detection approach 
outperforms the MPLR algorithm. However, Fig. 6.18-6.20 and 6.23 show that the 
ESPRIT algorithm performs the best and the proposed algorithm cannot outperform 
the MPLR algorithm. This is because in these channels, the impact of ripples on the 
MPLR algorithm is small.
It can be concluded from both the simulation and experiment results that the proposed 
algorithms show some advantages over the MPLR algorithm in terms of ripple effect 
avoidance/ suppression in indoor LOS channels.
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Figure 6.10: CDFs of absolute ranging error under WINNER A1 LOS channel
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Figure 6.11: RMSEs of ranging under WINNER A1 LOS channel
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Figure 6.12: RMSEs of ranging under WINNER A1 NLOS channel
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Figure 6.13: RMSEs of ranging under WINNER B1 LOS channel
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Figure 6.14: RMSEs of ranging under WINNER B1 NLOS channel
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Figure 6.15: Scenario of Experiment I
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Figure 6.16: Entrance hall of CCSR, University of Surrey (Rx denotes the UN)
Table 6.1: The real distances between transmitters and receivers
Distance (cm) Experiment I Experiment II
R,N-to-AP 1 601 563.9
R N -to -A P 2 744 709.5
U N i-to -A P i 1040 698.7
U N i-to -A P s 1114 524.6
UN2-to-APi 645.7 548.7
UN2-tO-AP2 701 666.4
U N s-to -AP i 465 401.4
UN3-tO-AP2 501 813.1
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Figure 6.17: Scenario of Experiment II: Seminar room of CCSR, University of Surrey
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Figure 6.18: Result of Experiment I, UN at location 1
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Figure 6.19: Result of Experiment I, UN at location 2
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Figure 6.20: Result of Experiment I, UN at location 3
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Figure 6.21: Result of Experiment II, UN at location 1
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chapter 7
Conclusions and Future Work
7.1 Conclusions
The thesis has presented a spatial cooperative positioning algorithm for Cellular net­
works with hearablity problem. The cooperative positioning algorithm outperforms 
the state-of-the-art algorithms which are originally proposed for WSNs. Then, it was 
theoretically proved that the CRLB reaches its minimum when 2 out of Na{> 2) MTs 
send training signal for range-based cooperative positioning, provided that the ranging 
accuracy is sufficiently high. Finally, a new CRLB of inertial sensor enhanced radio 
positioning with the knowledge of random walk model has been derived. It was found 
that the knowledge of random walk model becomes redundant when the accuracy of 
inertial sensor measurements are high enough.
In addition, three TOA-based ranging algorithms have been proposed for OFDM-based 
WLANs. These techniques are key enablers for cooperative positioning, which have 
been successfully implemented in the CCSR test-bed (WARP FPGA board).
7.2 Future work
In future, the major contribution presented in the thesis can be enhanced from the 
following aspects:
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1) It was mentioned in Chapter 3 that the ON method cannot be utilized to further 
improve the positioning accuracy. In the future work, more advanced iterative 
signal processing algorithm should be proposed to further improve the positioning 
accuracy. Moreover, the simulations should take into account real-life scenarios, 
for example, more practical configuration of the network topology and unclear 
boundary for cell edge MTs.
2) In Chapter 4, it was assumed that the training convergence (or training overhead 
reduction) is based on the fact that each MT can hear training signals from the 
others. However, in some practical scenarios with hearablity problem, an MT 
may not be able to hear all the other MTs involved in positioning. Therefore, the 
investigation of training convergence should be extended to a general scenario.
3) In Chapter 5, the derived CRLB of inertial sensor enhanced radio positioning 
only take into account a special mobility model, i.e., random walk model. The 
CRLB can be generalized with various mobility models.
4) In Chapter 6 , the CRLB of ranging in OFDM systems has not been considered 
to compare with the proposed algorithms. This can be investigated in the future 
work.
In addition, positioning algorithms to deal with NLOS effects should be considered.
Appendix A: Proof of (5.4)
Define pk -  p(fo:fc,do:fc_i,0o:fc-n^0 :fc), where ro:fc =  [rj’ r f  . . .  r^]^, do:fc-i =  
[do di  . . .  d k - l Y , 0O:fc-l -  [00 01 . . .  0 fc - l ]^ ,  0O:fc+l ~  [^ 0 ^ ï+ l¥ ' %
utilizing (5.1), pu+i can be written as
Pk+i = P k  p { d k \ 0 k + i , 9 k )  p{4>k\9k+i ,9k)  p ( 0 k + i \ 9 k )  p { ^ k + i \ 9 k + i ) p { 0 k + i ) ’ (1)
The FIM for Og^ k can be written as
J(0Q:fc) = (-
E -  A 9o:k-l In Pk A 9k In Pk Aj; Bjfc
C ,__E ( -  In p ,)  E ( -  In p ,)
Thus, Jfc =  Cfe — Applying (1), the FIM for 9o:k+i can be written as
J(^0:A :+l) =
Afc
C , +  G ,11
0 r - 2 1
where 0 denotes zero matrix with proper size.
0
G f
^k+i + Jfc+i +  G f
G ^  =  + H f
G |' A (d 12)  ^+  G f  A D f  +  H f
(2)
(3 )
(4 )
A E g [- A g ^ ln p (e w |e ,) ]
D i^ A E g t-  A ; ^ + ' l n # w l W ]  -
D f  â E ^ h  A ;^ + U n # t+ ilW ]
Û
(5)
77
78
H P  A E , t f-  In p{dk\0k+i, 0k)p(4>k\0k+u Ok)]
A E . A ^‘ In p(dk\dM , 0k)p{k\6k+i, Ok)]
d,ÿl
H f  A E . _^[- A ^‘+; In p(4 |0 fc+i.0 fcM4 |0 A,+i,0 fc)] 
Thus, the Fisher information submatrix for estimating 0fc+i reads
e,
'e .
'k+l j f + 1  +  J , p. 2 2k+l + ^ k  ~ 0  G 2 1
Afe B;
- 1
G F
The above equation can be further simplied as
J fe+ i =  J fc+ i +  J fc+ i +  Gk  ^-  Gk  ^ (Jfe +  G J^ .
(6)
(7 )
(8)
Based on the condition that the noise Wk in (2.2) is zero-mean Gaussian, it was shown 
in [65] that Thus, (7) can be written as
Jfc+i =  Jf+i+Jfn-i+Qfc'+Hf-(Qfc' + (Hr)^)(Jfc+Hji+Qfc')-'(Qfc'+HP). (9)
Since the noise Vk and Uk are zero-mean Gaussian, in (9) can be calcu­
lated as [15]
n l^  = B . f  = - i i l ^  = n k ,
where
I J 0 (0 fc)
dl ’+ 'fc fc
cos^ (j)k COS 0  ^sin 0 ^
cos 0 fc sin 4>k sin^ 0 ^
sin^ 0 fc — cos 0 fc sin 0 ^
— cos 0 fc sin (f)k cos  ^(f)k 
Using matrix analysis, (9) can be further expressed in (5.4).
(10)
(11)
(12)
(13)
Appendix B: Proof of (5.9)
Applying =  0 , we can obtain
where
{Uk +  Qfc' ) - '  =  %
A  cos 0 k sin 0 & (o-k -  d^c^)
cos 0 k sin 0 k ((T^  -  d^6 ^) pk
fk =
9k —
9k —
sin  ^<t>k + <ylTl cos  ^4,,, + aldl4 ‘^ ^^k
n
't’k + O'fcîfc cos^ <t>k + <^î<ihî>^yln 
n
n  + dii^lXk + ^în^k + d?A '^ K l+ î '
(14)
(15)
(16)
(17)
(18)
\k  = “ yJcos^(/n, +  Pk = +  W3,Jcos^(^A;- Thus, (5.9) can be
obtained by applying (14) repeatedly.
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is a symmetric matrix, whose EVD is
J f  =  U^AU, (19)
where U  is an orthogonal matrix, and A a diagonal matrix A =  diag{ai, 0 :2 , - - - , a/c, 0, - - , 0}. 
Moreover, (J^  +  Jp) is also a symmetric matrix with the following EVD
+  Jp = diag{ J i ,  .72, • • • , V  (20)
 ^ v<.....■ ........
where V  is an orthogonal matrix. Applying (19) into (20), we can obtain
yU ^A U V ^.+ V JpV ^ = J .  (21)
é S
When the eigenvalues —)• 0 0  for A: =  1,2, • • • , 7C, we have
"h dp)nk — (2 2 )
where 1 x 2Na vector denotes the k-th. eigenvector of corresponding to a^. By 
the definition of eigenvalue and eigenvector in [8 6 ], (2 2 ) indicates that
Vfc =  Ufe,/c G [1,/C]
(23)
77k ~  ^k ~  CO, A) G [1, /C].
Apply (23) to S ,  it is found that
<Sk = 0 0 , A: G [1, K]
(24)
Sk = 0 ,k e  [/C +  l,2iV], 
where Sk is the A:-th diagonal element of S .  Applying (24) into (21) and (4.3) leads to 
the result (4.4).
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According to (4.10), FiP{d) is a {Na — 1 ) x 2Na matrix. Denote hi as the z-th row 
vector of H ^(0), and z G [1, — 1]. In the following, we prove using Apagoge that
hi are linearly independent. According to the definition of matrix rank, the rank of 
H ^ ( 0 ) is {Na -  1).
Assuming hi are linearly dependent, there exists a set of coefficients a* (z G [1, Aq — 1]), 
which are not all zero and satisfying
N - l
T ,  =  0  (25)
i = l
Denote t as the index of one of the non-zero coefficients, t  E [1, Aq — 1]. It is observed 
that
N - l
i=l
which conflicts with (25). Thus, hi are linearly independent.
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Denote m  the index of the element 712 in (i.e., [Znjm =  M2 ), and m! the index of
the element n i in Z„ 2  (i.e., [Zri2 ]m' =  Mi). m ,m ' G [1 , Aq — 1 ]. Obviously, the m-th 
and the {m' +  A  — l)-th row vectors of H ^(0) are identical, due to round trip range 
estimation for Thus, the row vectors of H ^(0) are linearly dependent. The
(m' +  Ao — l)-th  row of H ^(0) is removed to form a (2Ao — 3) x 2Ao matrix G. Denote 
Qi as the z-th row vector of G, and z G [l,2Ao — 3]. In the following, we prove using 
Apagoge that are linearly independent. Therefore, by the definition of matrix rank, 
the rank of H ^(0) is (2Aq — 3), which is the maximum number of linearly independent 
row vectors of H ^ ( 0 ).
Assuming are linearly dependent, then there exists a set of coefficients /3i (z G 
[1,2Ao — 3]), which are not all zero and satisfying
2 N - 3
E  “ (27)
Denote t as the index of one of the non-zero coefficients. If t G [1, Aq—1] and t ^  m, then 
it is observed that there are two non-zero elements on the (2 [ZnJ^  — l)-th (or 2 [Zni]r 
th) columns of G. These two non-zero elements are related to two range estimates 
between the n-th agent (n 7  ^ ni,rz2 ) and the agents sending training sequences. One 
of non-zero elements is on the t-th row of G, while the other one is on the f - th  row, 
where t' G [A,2A — 3]. The one on the t-th row is p ) (or
tke one on the i'-th row is 
(or — 2/n2 )/(d„2 _[Z„jt))î According to (27), the following equations must be
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satisfied
f  31 I ^ni 31 I 31^2
I  —  =  0
(28)
Ï _ 31 
—  +  A ' # ^
+ A 'T " ' ' ' T '  = 0
”■1 —[ t n j l f  " 2  —
7  ^ 0 and — (^ ri2 )/(d„ 2 -[Zni]t) “  ^ does not hold for arbitrary Xn. Therefore,
7  ^0. Then, we further obtain the following equation from (28)
-  2 /» 2
which does not hold for arbitrary On- Therefore, /?* =  0 for t G [1, Aq — 1] and t ^  m. 
It can be proven using the same method that /3f =  0 for t G [Aa,2Aa — 3]. At this 
stage, it is concluded that =  0 for t G [1,2A  — 3] and t ^  m. Then, ^rn should not 
be zero, otherwise, all of the coefficient /3i is zero. According to (27), we have
2AT-3 _
Pi[9ihnr-1 =  —  = 0 (30)
i=\ «ni-n2
which does not hold for arbitrary Xn- Therefore, gi are linearly independent.
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