Abstract. Let Gn be the subgroup of GLn(q) consisting of the n × n upper unitriangular matrices over the field Fq with q elements. Higman [G. Higman. Enumerating p-groups. I. Inequalities. Proc. London Math. Soc. (3), 10: 24-30, 1960.] conjectured that the number of conjugacy classes of Gn, denoted by r(Gn), is a polynomial in q with integer coefficients. This has been verified for n ≤ 13 by A. Vera-López and J.M. Arregi [A. Vera-López and J.M. Arregi. Conjugacy classes in unitriangular matrices. Linear Algebra Appl., 370: 85-124, 2003.]. The main purpose of this paper is to prove that for every n, r(Gn) can be expressed in terms of r(G i ), with i < n, and r(Tn), where Tn is the subset of primitive canonical matrices of Gn. Moreover, the expression of r(Tn) modulo (q − 1)
1. Introduction. Let q be a power of a prime p. Let G n be the subgroup of GL n (q) consisting of the n × n upper unitriangular matrices over the field F q with q elements. A longstanding conjecture, attributed to Higman [5] , states that the number of conjugacy classes of G n , denoted by r(G n ), is a polynomial in q with integer coefficients. This has been verified by Vera-López and Arregi [10] for n ≤ 13. This conjecture has generated a great deal of interest. See, for example, Robinson [6] , Alperin [1] , Goodwin and Röhrle [3, 4] , and Evseev [2] .
One way to study the conjugacy classes of G n is to determine canonical representatives that share the main characteristics of their conjugacy classes. Vera-López and Arregi [8] provided such canonical representatives. We call these canonical matrices, and denote the set of n × n canonical matrices by C n . Obviously, the number r(G n ) of conjugacy classes of G n is the cardinality of C n .
To describe the structure of canonical matrices, we need a few definitions. The lexicographical order of the indices (i, j) is defined by (i, j) ≺ (k, l) ⇐⇒ (i > k) or (i = k and j < l).
Let x ij , with 1 ≤ i < j ≤ n be distinct indeterminates and let X be the strictly upper triangular matrix whose (i, j)-entry is x ij for all i, j with 1 ≤ i < j ≤ n. Given A ∈ G n , we set L ij (A) to be the linear form given by the (i, j)-entry of AX − XA, that is,
Position (i, j) of A is an inert point of A (respectively ramification point of A), if L i,j (A) is linearly independent (respectively linearly dependent) from the sets of forms L u,v (A), where (u, v) ≺ (i, j). Vera-López and 1. The vertex set V A is {1, 2, . . . , n}. 2. The edge set E A is {(i, j) | i < j and a ij = 0}.
For A ∈ G n with graph Γ A = (V A , E A ) and v ∈ V A , the degree of the vertix v, denoted by d (v) , is the number of edges at v and ∆(Γ A ) = max{d(v) | v ∈ V A }.
Let A ∈ G n be. Then,
A is a forest matrix, if its graph Γ A contains no cycles.
A maximal connected subgraph of a graph (i.e. one where the addition of any more vertices would make it disconnected) is called connected component. If we denote by d A the number of connected components of Γ A , then A ∈ G n is connected if and, only if, d A = 1. A matrix A ∈ G n is said to be a tree matrix, if it is a forest matrix with one connected component.
If A ∈ C n is a canonical matrix and i ∈ {1, . . . , n}, the set of elements in the i-th row or i-th column and not on the diagonal is called the i-th broken line and it is denoted by X i . We note that there exists i ∈ {1, . . . , n} such that X i = {0} if and only if A is not a primitive matrix. That is, if A ∈ G n is a primitive canonical matrix, then X i = {0} for all i.
The primitive canonical matrices will enable us to establish in Section 2 the following relationship between r(G n ) and r(G i ), with i < n: Theorem 1.1. Let T n be the subset of the primitive canonical matrices of G n . Then,
Vera-López et al. [11] found an expression of r(G n ) in terms of the number of conjugacy classes of G n whose canonical matrices have spanning connected graphs. Theorem 1.1 connects r(G n ) with r(G i ), with i < n and r(T n ).
Since we know r(G n ) for n ≤ 13 (see Vera-López and Arregi, [10] ), Theorem 1.1 suggests to us that it is interesting to study r(T n ). Indeed, Theorem 1.1 implies that to prove Higman's conjecture is equivalent to show that r(T n ) is a polynomial in q with integer coefficients. Towards this end, in Section 3, we study r(T n ) and prove if it is an integer multiple of (q − 1) [ 153 On Higman's Conjecture
Finally, in Section 4, we show that for every n, there exist integer numbers a i,n (non-dependent of q) with i = 0, 1, 2 such that
That is, we find r(T n ) modulo (q − 1) [ n+1 2 ]+3 . For this, we consider the subset PC n of C n formed by the primitive connected canonical matrices of G n and we classify the canonical matrices of PC n according to the zero-nonzero pattern of their entries. Thus, given A, B ∈ PC n , we say that A is graph-equivalent with B (and we write A ≈ B), if for all i, j ∈ {1, . . . , n}, a ij = 0 if and only if b ij = 0. Clearly to be graph-equivalent is an equivalence relation on PC n and if we consider an equivalence class [A] ∈ PC n / ≈, then Γ B = Γ A , for all B ∈ [A]. So, we denote this graph by Γ [A] . Furthermore, in Section 4, we also prove that the search of a i,n , with i = 0, 1, 2 is closely related to the number of equivalence classes of PC j / ≈ such that their graphs are trees and j ≤ 7. Because of this, we have found the quotient set PC j / ≈ for j ≤ 7. In order to obtain PC j / ≈ for j ≤ 7, we have considered all possible zero-nonzero patterns that give a primitive connected matrix and between these, we have selected the canonical matrices, by checking that all positions (i, j) with non-zero entry are ramification points. For [A] ∈ PC j / ≈, we note: We will use them to calculate a i,n , for i = 0, 1, 2.
2. The relationship between r(G n ) and r(G i ), with i < n. As noted in Section 1, we are interested in finding a relation between r(G n ) and r(G i ), with i < n. First, we need to relate the canonical matrices of C n with canonical matrices of C n−1 . We begin by describing how to construct matrices of C n from canonical matrices of C n−1 .
Let A be a matrix of G n . Suppose that X i = {0}. Then, A is given by
.k2] is the submatrix of A whose rows are the rows k 1 , k 1 + 1, . . . , k 2 of A and whose columns are the columns l 1 , l 1 + 1, . . . , l 2 of A and 0 represents the zero matrix of appropriated size. We notice that .n] are unitriangular matrices. Then, we can determine from A a unique unitriangular matrix B ∈ G n−1 given by
and conversely, given
∈ G n−1 , we can always determine
That is, we can define a one to one correspondence between the indices of the entries of the matrices of G n−1 and the indices of entries of the matrices of G n which are not in the i-th broken line as follows:
and its inverse map is
Then, A is a canonical matrix for G n if and only if the matrix
is a canonical matrix of G n−1 . Moreover, the type of position (r, s) of A is:
1. The same one as position (r, s) ↓ in the matrix B, provided r = i = s; 2. If s = i, then it is an inert point if and only if it is preceded by the pivot point of its row. 3. If r = i, then it is an inert point if and only if it is above a pivot point of its column.
Proof. Let 
and
where
One can now easily show that an entry of A is inert if and only if the corresponding entry of B is inert. All off-diagonal entries in row and column i of A are 0, and hence A is canonical if and only if B is.
By Proposition 2.1, we can conclude that the study of the character of an entry can be reduced to the study of the character of an entry in the matrix obtained after eliminating all indices i such that X i = {0}. This fact and an application of the principle of inclusion exclusion are enough to prove Theorem 1.1.
Remark 2.2. We notice that each canonical matrix of G n with n − k null broken lines fixes and is fixed by a canonical primitive matrix of G k and a combination 1 ≤ i 1 < · · · < i k ≤ n. Therefore, we obtain
From this equality jointly with the agreement
the following relation is established,
3. On the number of primitive canonical matrices of G n . As we know, the number of conjugacy classes of G n , with n ≤ 13 is given (see Vera-López and Arregi, [7, 9, 10] ). Now, we have calculated r(T n ) for n = 4, . . . , 13. These are: We notice that for n ≤ 13, r(T n ) is a multiple of (q − 1) [ n+1 2 ] and we are interested in extending this result for every n ∈ N. We remember that since the matrices of T n are canonical, two different matrices of T n are not in the same conjugacy class. Therefore, in order to find r(T n ) it is enough to calculate the cardinality of T n .
First, we consider PC n , the subset of C n (and also of T n ) formed by primitive connected canonical matrices of G n . In order to find its cardinality, we need the following Lemma.
Lemma 3.1. Let A ∈ PC n be and R be the group of triangular matrices of GL n (q). Then, the conjugacy class of A by R is formed by (q − 1) n−1 different conjugacy classes by G n .
Proof. We note that R = D n G n , where
where E = {λI n |λ ∈ F * q }, that is, E is the group of scalar matrices over F q . Thus, from the fundamental 
since |D n | = (q − 1) n and |E| = (q − 1).
Remark 3.2. If we consider a diagonal matrix D ∈ D n such that D −1 AD = A, it follows that whenever a ij = 0, then d i = d j . But if A ∈ PC n , its graph is connected, so D is a scalar matrix. Now, by applying Lemma 3.1, it is immediate to show the following Proposition.
Proposition 3.3. The number of primitive connected canonical matrices of G n is a multiple of (q − 1) n−1 .
By using an argument similar to Lemma 3.1, we can extend Lemma 3.1 to primitive canonical matrices.
Lemma 3.4. Let A ∈ T n be a primitive canonical matrix, with d A connected components and let R be the subgroup of triangular matrices of GL n (q). Then, the conjugacy class of A by R consists of (q − 1) 
Remark 3.6. It is easy to check that
As a consequence of Lemma 3.4, it follows:
Proposition 3.7. The number of primitive canonical matrices of G n with d A connected components is a multiple of (q − 1) n−d A .
Proof. If Γ A is primitive but non-connected, let Γ 1 , . . . , Γ d A be its connected components of sizes n 1 , . . . , n d A . The action of the diagonal group D n on these components is equivalent to the action of d A diagonal groups of sizes n i , corresponding to each connected component the factor (q − 1) ni−1 . The product of all factors is
If A ∈ T n is a primitive canonical matrix, then the maximum number of connected components of its graph is n 2 . Besides, the matrices of T n can be classified according to the number of connected components in their graphs and this is a partition of T n . Then there is the next corollary.
Corollary 3.8. The cardinality of T n , and consequently r(T n ), is a multiple of (q − 1) [ + λ, λ = 0, 1, 2, non-zero entries. We can classify the matrices of T n according to the number of non-zero off-diagonal entries. If A ∈ T n is a primitive canonical matrix, we know that Γ A = (V A , E A ) has no isolated vertices, so |E A | ≥ and A has, at least,
non-zero off-diagonal entries. For λ ≥ 0, we define A λ,n as the subset of primitive canonical matrices of G n with exactly n+1 2 Lemma 4.1. If A ∈ A λ,n , with λ = 0, 1, 2, then A is a forest matrix. Moreover, the number of connected components of Γ A is n 2 − λ. Proof. We write Γ A as the union of its d A connected components:
where V i and E i are the set of vertices and the set of edges of Γ i , respectively.
For each connected component, we have the relation
where the values e i = 0 correspond to the connected components without cycles. From the preliminary relations, if e = i e i , it follows (4.1)
Moreover, each connected component has, at least, two vertices (without considering the singletons), that is, v i ≥ 2 and, therefore,
Then, from the equalities (4.1) and (4.2), it follows
Suppose that e > 0. If we look for canonical matrices of G j , for j ≤ 6, we notice that for j = 2, 3, 4, 5 the graphs of the primitive canonical matrices are trees and the first graph that contains a cycle appears for j = 6. Hence, if e i ≥ 1 for some connected component Γ i , then v i ≥ 6. This fact jointly with v j ≥ 2, for
Consequently, for λ = 0, 1, 2, it follows e = 0 and, hence, e i = 0 for all connected components. Then, by substitution in (4.3), we can conclude d A = 159 On Higman's Conjecture Now, we find the value of a λ,n , for λ = 0, 1, 2. In the following, we consider 1 (k−u)! = 0, if k < u and we denote for every n nonnegative integer by n!! to
, where
Proof. By applying Lemma 4.2, we know that
where a 0,n is the number of different zero-nonzero patterns of their entries for primitive canonical matrices of A 0,n . Let A ∈ A 0,n be. Then, Γ A has order n with no isolated vertices and exactly If all vertices but one have degree 1 and that vertex has degree 2, then n = 2k + 1 and
Remark 4.4. We can also express a 0,n by
Proof. From Lemma 4.1, we know that the number of connected components of A ∈ A 1,n is d A = n 2 −1. Furthermore, by applying Lemma 4.2, we know that where a 1,n is the number of different zero-nonzero patterns of their entries for primitive canonical matrices of A 1,n . Now all that remains is to calculate a 1,n .
If A ∈ A 1,n , then A is a forest matrix and Γ A is a graph of order n with no isolated vertices and exactly 
