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In the Connected Red–Blue Dominating Set problem we are given a graph G whose vertex
set is partitioned into two parts R and B (red and blue vertices), and we are asked
to ﬁnd a connected subgraph induced by a subset S of B such that each red vertex
of G is adjacent to some vertex in S . The problem can be solved in O∗(2n−|B|) time
by reduction to the Weighted Steiner Tree problem. Combining exhaustive enumeration
when |B| is small with the Weighted Steiner Tree approach when |B| is large, solves
the problem in O∗(1.4143n). In this paper we present a ﬁrst non-trivial exact algorithm
whose running time is in O∗(1.3645n). We use our algorithm to solve the Connected
Dominating Set problem in O∗(1.8619n). This improves the current best known algorithm,
which used sophisticated run-time analysis via the measure and conquer technique to solve
the problem in O∗(1.8966n).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Given a graph G = (V , E), the Dominating Set problem asks for a minimum subset of V whose neighborhood is its com-
plement in V . Several variations of this problem have recently become of signiﬁcant theoretical interest because of their
numerous applications. Problems like directed domination, multiple domination, distance domination, independent domi-
nation and connected domination are now common in the literature, and illustrate the growing interest and the increasing
work on different variants of the domination problem.
The Connected Dominating Set problem (cds) requires that the dominating set induces a connected subgraph. cds re-
ceived considerable attention lately, due to its applications in wireless ad hoc networks, in which a connected dominating
set is used as an underlying structure for performing various functions. Examples include protocols for location-based rout-
ing, multicast/broadcast and energy conservation (see [3,11] for surveys on some of the algorithms and techniques for
computing connected dominating sets in wireless ad hoc networks).
cds is NP-complete [10], remains so even when restricted to planar graphs [4], and is not ﬁxed parameter tractable in
arbitrary graphs [5]. Most techniques discussed in [3] use approximation algorithms, which is not surprising when the best
known exact algorithm has running time in O∗(1.8966n)1 [7] on graphs of order n. In fact, the algorithm proposed in [7]
solves the Maximum-Leaf Spanning Tree problem, which is equivalent to cds. In [9], Fomin et al. presented an O∗(1.94n)
algorithm for a direct solution to the problem, being the ﬁrst exact algorithm breaking the 2n barrier.
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red–blue graph whenever the vertex set V is partitioned into two sets R and B . The elements of R and B are called red
and blue vertices respectively. A connected red–blue dominating set of G is a subset S of the blue vertices such that S
dominates all red vertices of G and the subgraph of G induced by S is connected. The corresponding problem, denoted by
crbds, asks to ﬁnd a connected red–blue dominating set of smallest possible cardinality.
crbds can effectively replace the more general cds in a large number of network protocols. Naturally, “powerful” comput-
ers in a network (i.e. servers) could be represented by blue nodes, while destination hosts (i.e. laptops) could be represented
by red nodes thus making dominating set based routing more eﬃcient. In power management, crbds would be more appro-
priate than cds since nodes in sleep mode can be mapped to red nodes while blue nodes would preserve the ability of the
network to forward messages. Despite the many natural applications of crbds, the problem seems to have been neglected
prior to this work. The connectivity property required in both cds and crbds makes them part of the family of non-local
problems which are usually harder to solve exactly. Nevertheless, we shall ﬁrst present an exact algorithm that solves the
crbds problem in O∗(1.3645n) time and polynomial space and then prove that cds is solvable in O∗(1.8619n) by reduction
to crbds.
2. Preliminaries
Throughout this paper we denote by G = (R ∪ B, E) a red–blue graph whose vertex set V = R ∪ B . For a vertex v ∈ B , we
denote by NR(v) the set of red neighbors of v . The set NB(v) is deﬁned analogously when v ∈ R . The Red–Blue Dominating
Set problem, henceforth rbds, is deﬁned formally as follows:
Given: a red–blue graph G = (R ∪ B, E) and a positive integer k.
Question: does B have a subset S such that |S| k and NR(S) = R?
rbds is NP-complete [6], even if the input is restricted to planar graphs [1]. We note here that the technique described
in [13] for Dominating Set can also be adopted for rbds and yields a worst-case running time in O∗(1.2302n). In fact, the
mentioned algorithm reduces the Dominating Set problem to Minimum Set Cover and has to keep track of an instance of
size 2n that contains both the vertices and their neighborhoods. In the case of rbds, the run-time is in O∗(1.2302n) because
the number of vertices and neighborhoods is bounded by n only. A slightly better asymptotic bound was obtained recently
by van Rooij et al. in [14].
In this paper, we consider a variant of both cds and rbds, namely crbds, in which the required dominating set induces
a connected subgraph. crbds is NP-complete since it is equivalent to rbds when B , the set of blue vertices, forms a fully
connected subset. We shall see that crbds can be reduced to the Weighted Steiner Tree problem wst, which can be solved
in O∗(2k) and polynomial space [12] where k is the number of terminal nodes (the red nodes in a crbds instances). Our
proposed algorithm uses the following “either-or” approach.
• While favorable branching rules exist, the algorithm proceeds by applying the branch and reduce paradigm. Favorable
branching rules imply that the O∗(1.3645n) upper bound will never be exceeded.
• When the algorithm reaches a search state where favorable branching rules are no longer possible, an instance of the
Weighted Steiner Tree problem is generated to solve the remaining part of the problem.
This either-or approach can be applied, potentially, to other problems whenever the absence of favorable branching condi-
tions leads to a reduction of the input instance to some manageable size. To simplify our algorithm and its analysis, in the
sequel, we assume that:
• R is an independent set.
• B is a dominating set of G (otherwise, we have a no instance).
• B induces a connected component of G .
If G contains distinct blue connected components, the algorithm is applied to each connected component that dominates
all red vertices.
The following lemma is needed in the analysis of our algorithm. It does provide us with a breakpoint, as to when to stop
branching and apply the wst algorithm.
Lemma 1. Let G = (R ∪ B, E) be a red–blue bipartite graph such that:
1. Every blue vertex has degree four or less and every red vertex has degree two or more.
2. For d ∈ {2,3,4}, every red vertex of degree d has at most one blue neighbor of degree d while every other blue neighbor has a
smaller degree.
3. No two degree-two vertices in R can have a common neighbor in B.
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degree-three blue neighbor.
5. Every degree-three vertex in R has at most two common neighbors with degree-two red vertices.
Whenever all the stated properties are satisﬁed then |B| 54 |R|.
Proof. Let R1, R2, R3, R4 and R5 be subsets of R such that:
• R1 = {u ∈ R: |NB(u)| = 2} (the set of degree-two vertices of R).
• R2 = {u ∈ R: |NB(u)| = 3 and |NB(u) ∩ NB(R1)| 1}. In other words, R2 is the set of degree-three vertices of R having
at least one common neighbor with some vertex in R1.
• R3 = {u ∈ R: |NB(u)| = 3 and |NB(u) ∩ NB(R1)| = 0}. R3 consists of degree-three vertices that are not in R2.
• R4 = {u ∈ R: |NB(u)| = 4}.
• R5 = {u ∈ R: |NB(u)| 5}.
Let Bi = {u ∈ B such that degree(u) = i}, and let ri = |Ri | and bi = |Bi |. We partition the Bi sets further, as follows:
• Bi1: The set of degree-one elements of B1 whose neighbors are in Ri .
• Bij2 : The set of degree-two elements of B2 having one neighbor in Ri and the other in R j .
• Bijk3 : The set of degree-three elements of B3 having one neighbor in Ri , one in R j and the other in Rk .
• Bijkp4 : The set of degree-four elements of B4 having one neighbor in Ri , one in R j , one in Rk and the other in Rp .2
Let bi1 = |Bi1|, bij2 = |Bij2 |, bijk3 = |Bijk3 | and bijkp4 = |Bijkp4 |. Then, by counting the number of edges in the graph, and given
the constraints on vertex-degrees:
2r1  b11 + b122 + b142 + b152
3r2  b21 + b122 + 2b222 + b232 + b242 + b252
3r3  b31 + b232 + 2b332 + b342 + b352 + 3b3333 + 2b3343 + b3443 + 2b3353 + b3553 + b3453
4r4  b41 + b142 + b242 + b342 + 2b442 + b452 + b3343 + 2b3443 + 3b4443 + 2b4453 + b4553 + b3453 + 4b44444 + 3b44454
+ 2b44554 + b45554
5r5  b51 + b152 + b252 + b352 + b452 + 2b552 + b3353 + 2b3553 + b4453 + 2b4553 + 3b5553 + b3453 + 4b55554 + 3b55544
+ 2b55444 + b54444
Since every vertex in R2 can have at most two common neighbors with vertices from R1, we have: b122  2r2 and
b122
4 
r2
2 . Consequently, we get:
3r2 + 0.5r2  b21 + b122 + 2b222 + b232 + b242 + b252 + 0.5r2
3r2 + 0.25b122  b21 + b122 + 2b222 + b232 + b242 + b252 + 0.5r2
3r2 − 0.5r2  b21 + b122 − 0.25b122 + 2b222 + b232 + b242 + b252
2.5r2  b21 + 0.75b122 + 2b222 + b232 + b242 + b252
In addition, we know that any vertex in R3 can have at most one degree-three neighbor in B3. Thus:
NR3
(
B3333
)∩ NR3
(
B3343
)∩ NR3
(
B3443
)∩ NR3
(
B3353
)∩ NR3
(
B3553
)∩ NR3
(
B3453
)= ∅
And:
3b3333 + 2b3343 + b3443 + 2b3353 + b3553 + b3453  r3
Replacing in the counting equation for r3 we get:
3r3 + 0.5r3  b31 + b232 + 2b332 + b342 + b352 + 3b3333 + 2b3343 + b3443 + 2b3353 + b3553 + b3453 + 0.5r3
2.5r3  b31 + b232 + 2b332 + b342 + b352 + 1.5b3333 + b3343 + 0.5b3443 + b3353 + 0.5b3553 + 0.5b3453
2 Note that i, j,k and p need not all be different.
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NR4
(
B44444
)∩ NR4
(
B44454
)∩ NR4
(
B44554
)∩ NR4
(
B45554
)= ∅
And:
4b44444 + 3b44454 + 2b44554 + b45554  r4
Replacing in the counting equation for r4 we get:
4r4 + 0.25r4  b41 + b142 + b242 + b342 + 2b442 + b452 + b3343 + 2b3443 + 3b4443 + 2b4453 + b4553 + b3453 + 4b44444
+ 3b44454 + 2b44554 + b45554 + 0.25r4
3.75r4  b41 + b142 + b242 + b342 + 2b442 + b452 + b3343 + 2b3443 + 3b4443 + 2b4453 + b4553 + b3453 + 3b44444
+ 2.25b44454 + 1.5b44554 + 0.75b45554
Furthermore, we know that
∑
i |Bi1| = |B1|,
∑
i, j |Bi, j2 | = |B2|,
∑
i, j,k |Bi, j,k3 | = |B3|,
∑
i, j,k,p |Bi, j,k,p4 | = |B4| and B1 ∪ B2 ∪
B3 ∪ B4 = B .
Putting it all together, we ﬁnally obtain:
60|R| 30|B1| + 48|B2| + 48|B3| + 48|B4|
Hence: 60|R| 48(|B1| + |B2| + |B3| + |B4|) = 48|B|.
This completes the proof. 
3. Reduction to weighted Steiner tree
Given a weighted undirected graph G = (V , E), with a weight function w : E → N and a partition {X, Y } of V . The
Weighted Steiner Tree problem asks for a minimum-weight subtree of G that connects all the vertices of Y . Elements of Y
are termed terminals, while X contains the Steiner nodes.
Lemma 2. An arbitrary instance of crbds is reducible to a wst instance where the red vertices are terminal nodes and the blue ones
are the Steiner nodes.
Proof. Let G = (R ∪ B, E) be an undirected simple red–blue graph, with R the independent set of red vertices and B the set
of blue vertices. We assign weights to edges of G as follows: each edge {u, v} such that both u and v are in B is assigned
a weight w(u, v) = 1, and we set the weight of any other edge to n.
Let R be the set of terminals when G is considered as an instance of wst and let T be a minimum Steiner tree of G . We
claim that the vertex set of T (V (T )) is a minimum connected red–blue dominating set. To prove this claim we observe the
following:
• Since R is an independent set and R is the set of terminals, each red vertex is adjacent to a blue vertex in T . Thus
V (T ) ∩ B is a red–blue dominating set of G .
• Every red vertex is a leaf node in T . Otherwise, some red vertex u would have (at least) two blue neighbors, v and w ,
in T . Removing one of the two edges, say uv , and connecting v to w via a path of blue vertices (since B is connected),
gives a Steiner tree of smaller weight (since the weight of any path connecting blue vertices is bounded above by n−1).
Since every red vertex is a leaf node, V (T ) ∩ B is connected. And since every edge that connects internal nodes of T is
of weight 1, the number of internal nodes in T is minimum. 
The current fastest known algorithm for wst has a running time in O∗(2k) where k is the number of terminal nodes
[2]. The algorithm proposed in [12] uses the Möbius inversion approach, an extension of the so-called Inclusion–Exclusion
principle, to solve the problem in polynomial space and guarantees the same running time.
Now let 0 < α < 1 be such that max(2α,21−α) is minimized. Then α is 0.5. Accordingly, we distinguish two possible
cases:
(i) When |B| < αn, then the crbds problem is solvable by exhaustive enumeration of all subsets of B in O∗(2αn).
(ii) When |B| αn, then the crbds problem is solvable via the wst algorithm in O∗(2(1−α)n).
In both cases, the run-time is in O∗(1.4143n). In the following section, we show how to obtain a better worst-case
run-time.
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We shall assume the given instance has the following three subsets of vertices: (i) the set D of blue vertices that must
belong to an optimum solution, (ii) the set B of remaining blue vertices, and (iii) the set R of red vertices that are yet
“dominating vertices.” Once a blue vertex is added to D , its red neighbors are deleted. Moreover, we shall contract an edge
if it joins two elements of D .
Our algorithm adopts a branch and reduce strategy as long as the following reduction rules and/or favorable branching
conditions are detected in a problem instance. In the absence of such conditions, the algorithm uses a Weighted Steiner
Tree algorithm as a subroutine denoted by wst(S, T ) where S = B and T = R ∪ D . Solving the wst instance results in
connecting all remaining isolated vertices in R ∪ D with the minimum number of nodes in B . The algorithm terminates
returning the cardinality of the minimum connected red–blue dominating set. The algorithm can be modiﬁed easily to
return an optimum solution.
4.1. Reduction rules
We describe reduction rules that are used both as a preprocessing stage and for pruning purposes during our algorithm.
1. If ∃u, v ∈ D such that {u, v} ∈ E , then contract the edge {u, v} and decrement the problem size by one.
The soundness of this rule follows from the fact that any subsequent solution must connect any of the two vertices
with the rest of the connected dominating set.
2. If ∃u such that u ∈ R and |NB(u)| = 1, then delete u and add its unique blue neighbor to D . Decrement the problem
size by one. The soundness of this rule is obvious.
3. If ∃u such that u ∈ D , NB(u) = {v} and D is not a connected dominating set or |D| > 1, then add v to D , contract edge
uv and delete NR(v). (Since u cannot be isolated in a solution, and it has only one neighbor in B , then its unique blue
neighbor must be added to connect u to the rest of the target dominating set.)
4. If ∃{u, v} such that {u, v} ⊆ R and NB(u) ⊆ NB(v) then delete v . This “domination” rule is sound because covering u
implies covering v .
5. If |D| > 1 and ∃{u, v} such that u ∈ D , v ∈ R and NB(u) ⊆ NB(v), then delete v . This rule is sound because at least one
neighbor of u must be in D , and because the red vertex v is not needed to connect the elements of D in the target
solution.
4.2. Branching rules
According to the above reduction rules, elements of R ∪ D form an independent set. To make sure the set R is dominated
by a connected subset of the blue vertices, our algorithm proceeds until all red vertices are deleted. As for the set D , and
due to Reduction Rule 2, we should not have more than one element in D when the algorithm terminates. Whether R is
empty or not, elements of the set R ∪ D must be connected by adding a minimum number of blue vertices, which may lead
to the use of wst.
While contracting edges between elements of D , we must keep track of the number of such elements, being the objective
value that we seek to minimize. Therefore, we shall refer to this number by minDS in the pseudo-code of our algorithm.
When it comes to branching at a vertex v ∈ B , we consider the neighbors of v that are in R ∪ D . When v is added
to an optimum solution, it becomes an element of D and we delete all its red neighbors. Thus, by Reduction Rule 2, we
contract the edges between v and its dominating neighbors, which is equivalent to deleting such “independent” neighbors
and connecting v to their neighbors in B . In some sense, R and D are indistinguishable when branching at an element
v of B , because the problem size is reduced by the number of both red and dominating neighbors of v . We denote by
NR∪D(v) the set of neighbors of v belonging to R ∪ D .
When none of the reduction rules can be applied, the algorithm “tries” to branch according to seven different cases
such that the O∗(1.3645n) bound on the run-time is not exceeded. Looking at vertices in B , we notice that the regular
branching strategy of including or excluding a node from an optimum solution can only be applied to vertices v ∈ B having
|NR∪D(v)| 5.
After branching on all such vertices, we are left with a set of vertices in B having bounded degree four with respect
to R ∪ D . Since our goal is to minimize the cardinality of R ∪ D (i.e. when branching alone does not solve the instance),
which is the parameter k for the wst algorithm, we turn our attention to vertices belonging to R ∪ D and their respective
neighborhoods in B . Any vertex u ∈ R ∪ D with |NB(u)| 5 can be ignored because all of its blue neighbors have smaller
degree and this structure respects our breaking point criteria.
The problematic cases arise when a vertex u ∈ R ∪ D has degree four, three or two since u could have one or more
neighbors with equal or greater degree. We distinguish those three cases and provide a general branching strategy for each.
For every vertex u ∈ R ∪ D having degree d ∈ {2,3,4} and at least one neighbor of equal or greater degree, we branch when
one of the following rules applies:
• |NB(u)| = 2 and |NR∪D(NB(u))| 4.
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Fig. 2. Branching rule (3): Either v ′ is added to D and NR∪D (v ′) is deleted or v is added to D and NR∪D (v) is deleted in addition to v ′ .
• |NB(u)| = 3 and |NR∪D(NB(u))| 8.
• |NB(u)| = 4 and |NR∪D(NB(u))| 12.
The order in which the branching occurs is important for attaining the desired run-time. The algorithm ranks vertices
in NB(u) according to their degree (i.e. in decreasing order) and branches accordingly. After every branch, the previously
considered vertices can be discarded, which further reduces the size of the instance. Additional favorable branching rules
are derived when considering degree-two vertices in R ∪ D . Whenever we exclude one of the neighbors of such a vertex
the other must automatically be added to an optimum solution to ensure that the vertex is dominated.
Following the presented rules, we succeed in obtaining a structure where every vertex in R ∪ D of degree d has at most
one blue neighbor of degree d while every other blue neighbor has a smaller degree. A detailed description of all seven
branching rules is provided below. The soundness of these rules is straightforward.
1. If ∃v such that v ∈ B and |NR∪D(v)| 5, then we branch with two sub-problems:
• SUBB11 = ({B \ v}, R, D) deleting v from B .
• SUBB12 = ({B \ v}, {R \ NR(v)}, {D ∪ v}) deleting ﬁve or more neighbors of v from R ∪ D and adding v to D (and, of
course, joining v to the blue neighbors of its dominating neighbors).
2. If ∃{u,u′} such that {u,u′} ⊆ R ∪ D , NB(u) = {v, v ′}, NB(u′) = {v ′, v ′′}, and |NR∪D(v)| = |NR∪D(v ′′)| = 1, then we branch
with two sub-problems (Fig. 1):
• SUBB21 = ({B \ v ′}, {R \ NR(v ′)}, {D ∪ v ′}). In other words, v ′ is added to D and NR∪D(v ′) is deleted.
• SUBB22 = ({B \ {v, v ′, v ′′}}, {R \NR(v)∪NR(v ′′)}, {D ∪{v, v ′′}}). (v ′ is deleted, which forces the two other blue vertices
to be added to D .)
3. If ∃u such that u ∈ R ∪ D , NB(u) = {v, v ′}, and |NR∪D(v)| + |NR∪D(v ′)|  4, then, assuming (w.l.o.g.) |NR∪D(v)| 
|NR∪D(v ′)| 4, we branch with two sub-problems (Fig. 2):
• SUBB31 = ({B \ v ′}, {R \ NR(v ′)}, {D ∪ v ′}): v ′ is added to D and NR∪D(v ′) is deleted.
• SUBB32 = ({B \ {v, v ′}}, {R \ NR(v)}, {D ∪ v}): v is added to D and both v and v ′ are deleted from B .
4. If ∃u such that u ∈ R ∪ D , NB(u) = {v, v ′, v ′′} and |NR∪D(v)|+|NR∪D(v ′)|+|NR∪D(v ′′)| 8, then, assuming |NR∪D(v ′)|
|NR∪D(v)| |NR∪D(v ′′)| 4, we branch with three sub-problems (Fig. 3):
• SUBB41 = ({B \ v ′′}, {R \ NR(v ′′)}, {D ∪ v ′′}): delete v ′′ from B after adding it to D and deleting NR∪D(v ′′). Note, again,
that the neighbors of v ′′ in D are deleted due to edge-contraction.
• SUBB42 = ({B \ {v, v ′′}}, {R \ NR(v)}, {D ∪ v}): delete v and v ′′ from B after adding v to D and the neighbors of v are
deleted (NR∪D(v)) from R ∪ D .
• SUBB43 = ({B \ {v, v ′, v ′′}}, {R \ NR(v ′)}, {D ∪ v ′}): delete v , v ′ and v ′′ from B . v ′ is added to D and its neighbors in
R ∪ D are deleted.
5. If ∃u such that: u ∈ R ∪ D , NB(u) = {v, v ′, v ′′, v ′′′}, |NR∪D(v ′′′)|  |NR∪D(v ′′)|  |NR∪D(v ′)|  |NR∪D(v)| = 4, and
|NR∪D(v)| + |NR∪D(v ′)| + |NR∪D(v ′′)| + |NR∪D(v ′′′)| 12, then we branch with four sub-problems:
• SUBB51 = ({B \ v}, {R \ NR(v)}, {D ∪ v}).
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NR∪D (v ′), v and v ′′ are deleted.
Fig. 4. Branching rule (6): Either v is added to D and NR∪D (v) is deleted or {v ′, v ′′′} is added to D and NR∪D ({v ′, v ′′′}) and v are deleted or {v ′′, v ′′′} is
added to D and NR∪D ({v ′′, v ′′′}), v and v ′ are deleted.
Fig. 5. Branching rule (7): Either v is added to D and NR∪D (v) is deleted or {v ′′,w} is added to D and NR∪D ({v ′′,w}) and v are deleted or {v ′,w,w ′} is
added to D and NR∪D ({v ′,w,w ′}), v and v ′ are deleted.
• SUBB52 = ({B \ {v, v ′}}, {R \ NR(v ′)}, {D ∪ v ′}).
• SUBB53 = ({B \ {v, v ′, v ′′}}, {R \ NR(v ′′)}, {D ∪ v ′′}).
• SUBB54 = ({B \ {v, v ′, v ′′, v ′′′}}, {R \ NR(v ′′′)}, {D ∪ v ′′′}).
6. If ∃{u,u′} such that: {u,u′} ⊆ R ∪ D , NB(u) = {v, v ′, v ′′}, NB(u′) = {v, v ′′′} (u and u′ have one common neighbor),
|NR∪D(v ′)| = 3 and |NR∪D(v ′′)| = 2, then we branch with three sub-problems (Fig. 4):
• SUBB61 = ({B \ v}, {R \ NR(v)}, {D ∪ v}).
• SUBB62 = ({B \ {v, v ′, v ′′′}}, {R \ NR(v ′) ∪ NR(v ′′′)}, {D ∪ {v ′, v ′′′}}).
• SUBB63 = ({B \ {v, v ′, v ′′, v ′′′}}, {R \ NR(v ′′) ∪ NR(v ′′′)}, {D ∪ {v ′′, v ′′′}}) are deleted from R ∪ D .
7. If ∃{u,u′,u′′} such that: {u,u′,u′′} ⊆ R ∪ D , NB(u) = {v, v ′, v ′′}, NB(u′) = {v,w}, NB(u′′) = {v ′′,w ′}, w = w ′ and
|NR∪D(v ′)| 2, then we branch with three sub-problems (Fig. 5):
• SUBB71 = ({B \ v}, {R \ NR(v)}, {D ∪ v}).
• SUBB72 = ({B \ {v, v ′′,w}}, {R \ NR(v ′′) ∪ NR(w)}, {D ∪ {v ′′,w}}).
• SUBB73 = ({B \ {v, v ′, v ′′,w,w ′}}, {R \ NR(v ′) ∪ NR(w) ∪ NR(w ′)}, {D ∪ {v ′,w,w ′}}).
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As described above, we could reach a situation where none of the previous branching rules applies and no more re-
ductions are possible. In this case, the algorithm generates and solves a Weighted Steiner Tree instance wst(S, T ). We
denote by Generate_wst_Instance the routine that takes a red–blue graph G and generates an instance of wst, as described
in Lemma 2. Upon its termination, the call of wst(S, T ) accordingly updates sets B , R and D so the termination condition
(base case) of the algorithm is respected.
Algorithm 1 An algorithm for Connected Red–Blue Dominating Set: crbds
Input: A red–blue graph G = ({R ∪ B}, E) and a set D initially empty.
Output: Size of a solution (if any), denoted by minDS, initially 0.
if (|R| = 0∧ |D| = 1) then
return minDS;
Apply all reduction rules until none of them can be applied;
Take v ∈ B where |N(v) ∩ {R ∪ D}| is maximum;
if |N(v) ∩ {R ∪ D}| > 4 then
return min{crbds(SUBB11), crbds(SUBB12)};
if BR2 applies then
return min{crbds(SUBB21), crbds(SUBB22)};
if BR3 applies then
return min{crbds(SUBB31), crbds(SUBB32)};
if BR4 applies then
return min{crbds(SUBB41), crbds(SUBB42), crbds(SUBB43)};
if BR5 applies then
return min{crbds(SUBB51), crbds(SUBB52), crbds(SUBB53), crbds(SUBB54)} ;
if BR6 applies then
return min{crbds(SUBB61), crbds(SUBB62), crbds(SUBB63)};
if BR7 applies then
return min{crbds(SUBB71), crbds(SUBB72), crbds(SUBB73)};
(S, T ) ← Generate_wst_Instance(G)
return wst(S, T );
The correctness of the algorithm follows easily from the description and soundness of the reduction and branching rules.
It is guaranteed to return an optimal solution when one does exist in G . The next section will present a run-time analysis
for the branch and reduce part of the algorithm, then we derive the claimed total running time.
5. Analysis
We ﬁrst note that an instance of crbds is solved by either branching only, branching and then solving wst(S, T ) or by
solving wst(S, T ) only. The wst instance that results satisﬁes the following lemma.
Lemma 3. Let G = (R ∪ D ∪ B, E) be the graph that results after applying all the favorable branching rules. Then |R ∪ D| 4|B|/5.
Proof. Let G = (R ∪ D ∪ B, E) be the graph that results after applying all the favorable branching rules. G satisﬁes the
following properties:
• No vertex in R ∪ D can have less than two blue neighbors in B otherwise the algorithm would have reduced the size
of the instance. Therefore, ∀u ∈ R ∪ D we have |NB(u)| 2.
• By the ﬁrst branching rule (BR1), every vertex of NB(R ∪ D) has degree four or less.
• By BR2, we know that no two vertices of degree two in R ∪ D can have a common neighbor in B .
• By BR3, every degree-two vertex of R ∪ D has a pendant (degree-one) blue neighbor and another neighbor of degree
two at most.
• By BR4, every degree-three vertex of R ∪ D having a degree-four neighbor in B must also have a pendant neighbor and
a degree-two (at most) neighbor in B . BR4 also guarantees that any degree-three vertex in R ∪ D can have at most two
degree-three neighbors in B and its third neighbor is pendant.
• By BR5, degree-four vertices in R ∪ D can have at most two degree-four neighbors in B . When a degree-four vertex in
R ∪ D has two degree-four neighbors in B , one of the remaining neighbors is pendant and the other has degree two or
less. When a degree-four vertex in R ∪ D has one degree-four neighbor in B , at least one of the remaining neighbors
must have degree two or less.
• By BR6, we know that when a degree-three and a degree-two vertices in R ∪ D have a common neighbor in B and the
degree-three vertex also has a degree-three neighbor in B then its third neighbor must be of degree one.
• By BR7, every degree-three vertex in R ∪ D can only have two of its neighbors (from B) common with degree-two
vertices in R ∪ D .
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in R ∪ D identiﬁed by one of the following cases:
(a) If a degree-three vertex u ∈ R ∪ D has a degree-four neighbor in B , then u ∈ Q .
(b) If a degree-three vertex u ∈ R ∪ D has two degree-three neighbors in B , then u ∈ Q .
(c) If a degree-three vertex u ∈ R ∪ D and a degree-two vertex v ∈ R ∪ D have a common neighbor in B and u has a
degree-three neighbor in B , then u ∈ Q .
(d) If a degree-four vertex u ∈ R ∪ D has two degree-four neighbors in B , then u ∈ Q .
While Q is not empty, repeat the following steps for each vertex u ∈ Q :
1. Let v ∈ B denote the neighbor of u of highest degree.
2. Pick from R ∪ D a neighbor of v of highest degree. Denote it by w .
3. Connect the neighbor of u (from B) with lowest degree to w .
4. Delete the edge {v,w}.
5. If (a), (b), (c) and (d) are false, delete u from Q .
The above procedure does not change the number of edges and vertices in the graph since for every deleted edge a new
edge is added and the cardinality of R ∪ D and B is not modiﬁed. In the four cases ((a), (b), (c) and (d)) described above,
the neighbor of u with lowest degree will have degree one and the neighbor of v of highest degree must be of degree three
or more (from BR3). Thus, the “modiﬁed” degree of a vertex in v ∈ B cannot exceed two and no vertex in NR(v) can be
of degree less than three. After applying the described procedure, every degree-three vertex in R can have no degree-four
and at most one degree-three neighbor in B . Similarly, every degree-four vertex in R can have at most one degree-four
neighbor in B . A degree-three vertex in R that has a common neighbor (in B) with a degree-two vertex from R can have no
degree-three neighbor in B . Thus R ∪ D and NB(R ∪ D) induce a bipartite graph satisfying Lemma 1 and |R ∪ D| 4|B|/5.
The proof is now complete. 
We choose the total number of vertices as a measure for the size of a crbds instance (R, D, B): n = |R| + |D| + |B|. Let
T (n) be the number of sub-problems generated to solve an instance of size n. When we apply any of the reduction rules
the size of the problem decreases by at least 1.
Consider the case when the algorithm branches. Following the description of algorithm crbds we distinguish seven
different sub-cases whose quantitative effect on the run-time can be described as follows: when branching according to
BR1 the size of the problem is reduced by either one or at least ﬁve (T (n) T (n−1)+ T (n−5)). Similarly for BR2 and BR3,
the problem size is reduced by two or three, and so on.
The reader can easily verify that, based on the reduction procedures and all seven branching rules, the worst case
running time of crbds when only branching is used satisﬁes:
T (n)max
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
T (n − 1) + T (n − 5)
T (n − 2) + T (n − 3)
T (n − 3) + T (n − 4) + T (n − 4)
T (n − 4) + T (n − 4) + T (n − 5) + T (n − 5)
T (n − 2) + T (n − 5) + T (n − 5)
T (n − 2) + T (n − 4) + T (n − 6)
(1)
We conclude that T (n) αn where α = 1.36443 . . . 1.3645 is the greatest positive root of the six polynomials induced
from the previous equation. Thus the worst case run-time is O∗(1.3645n) whenever a solution is found without generating
a Weighted Steiner Tree instance.
The next step would be to consider the run-time when either partial branching occurs and is followed by wst(S, T )
or when no branching or reductions occur and wst(S, T ) returns a solution. In the latter case, D is empty. So in both
cases R ∪ D and NB(R ∪ D) induce a bipartite graph that satisﬁes Lemma 3. It follows that |NB(R ∪ D)| 54 |R ∪ D|. Hence,
whenever wst(S, T ) is called, |T | 45 |S| (at least) and |T | 49n since |S| n− |T |. By the result obtained in [12], wst(S, T )
runs in O∗(2|T |), which is O∗(2 49n) ≡O∗(1.3608n).
Finally, note that in the branching part of the algorithm the reduction in problem size is due only to vertex deletions. It
follows that, when both branching and wst are applied, the run-time is in O∗(1.3645n11.3608n2 ), where n1 is the number
of vertices deleted during the branch and reduce phase and n2 = n − n1. We have now proved our ﬁrst result:
Theorem 4. crbds can be solved exactly by an algorithm whose running time is inO∗(1.3645n) and uses polynomial space.
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Next, we show that cds can be solved using our described algorithm for crbds at the cost of doubling the input size. The
current best-known algorithm was presented recently in [7] where the authors solve cds by reduction to the Maximum-Leaf
Spanning Tree problem, in O∗(1.8966n). The following reduction to crbds yields a better worst-case run-time.
An instance G = (V , E) of cds is transformed into a crbds instance G ′ = (R ∪ B, E ′) as follows:
• R and B are sets of |V | vertices that are in one-to-one correspondence, each, with V . In other words, there exist
r : R → V and b : B → V such that both r and b are bijective.
• R is an independent set.
• For each pair {u, v} ∈ B , if {b(u),b(v)} is an edge in G , then add {u, v} to E ′ .
• For each pair {v,w} ∈ R × B , if {r(v),b(w)} ∈ E , then add the edge {v,w} to E ′ .
• For each pair {v,w} ∈ R × B , if r(v) = b(w) then add the edge {v,w} to E ′ .
In addition, let r′ and b′ denote the inverses of r and b, respectively. In other words, r′(u) and b′(u) are the red and blue
images (in G ′) of a vertex u ∈ V .
Claim. D is a minimum connected red–blue dominating set of G ′ iff b(D) is a minimum connected dominating set of G.
Proof. Let D be a connected red–blue dominating set of G ′ . Clearly b(D) is a connected dominating set of G since G ′[D] =
G[b(D)] is connected and r(R) = V . Moreover, |b(D)| = |D|. Conversely, let D ′ be a connected dominating set of G . If we
replace D by b′(D ′) in the modiﬁed graph G ′ , then G ′[b′(D ′)] is connected (by construction) and dominates R since D ′
dominates V and r′(V ) = R . Moreover, |b′(D ′)| = |D ′|. 
Theorem 5. Connected Dominating Set can be solved exactly by an algorithm whose running time is in O∗(1.8619n) and uses
polynomial space.
Proof. Any cds instance G = (V , E) can be reduced to a crbds instance G ′ = (R ∪ B, E ′) in polynomial time using the above
procedure. Since |R ∪ B| = 2|V |, the running time of our crbds algorithm is bounded above by O∗(1.36452n). 
7. Conclusion
We showed that the Connected Red–Blue Dominating Set problem is solvable exactly in O∗(1.3645n) time and poly-
nomial space. Our algorithm starts by applying branch and reduce strategies. Then, when the branching conditions cannot
guarantee a desired running time, we transform the instance of crbds into an equivalent instance of the Weighted Steiner
Tree problem. In addition, we proved that cds can be solved in O∗(1.8619n) time and polynomial space by a reduction to
crbds, improving the previous result of [7].
Additional work is needed to determine whether the reduction to wst can be replaced by direct work on the crbds
instance, and to make use of the fact that the terminal nodes (or red vertices) form an independent set in the wst instance.
Finally, we note that the use of measure and conquer [8] in the branching phase might not lead to a better run-time since
there may be worst-case instances for which favorable branching conditions do not hold.
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