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Abstract
The global crystal basis or canonical basis plays an important role in the theory of the quantum
groups and their representations. The tight monomials are the simplest elements in the canonical
basis. Based on Lusztig and Xi’s work, the regions of tight monomials in quantized enveloping
algebra of type A4 are determined in this paper.
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Let U = Uq(g) be the quantum group associated to a complex semisimple Lie algebra
g of rank n. The quantum group Uq(g) is also called a quantized enveloping algebra
of g. The positive part U+ of U has a canonical basis B (introduced by Lusztig [5]) or
global crystal basis B (introduced by Kashiwara [4]), which plays an important role in
the theory of the quantum groups and their representations. B has some nice properties
and B is a powerful tool to study quantized enveloping algebras and their representations.
For example, via the action on highest weight vectors, it induces a basis for each of finite-
dimensional irreducible highest weightU -modules. The approaches of Lusztig lead to a set
of alternative parameterizations of the canonical basis B, one for each reduced expression
of the longest word in the Weyl group of g. However, to compute the elements of B
explicitly is not so easy. Lusztig defined canonical basis of a quantized enveloping algebra
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Y. Hu et al. / Journal of Algebra 263 (2003) 228–245 229and gave explicitly canonical basis elements of type A1 and type A2 in [5]. Furthermore,
in [7], for a fixed orientation of the Dynkin diagram of g, Lusztig associated a quadratic
form to a monomial, and showed that, given certain linear conditions on exponent of the
monomial, the monomial was tight or semi-tight provided that this quadratic form satisfied
a certain positivity condition or non-negativity condition; he showed that the positivity
condition (for tightness) always held in type A3 and computed 8 tight monomials of type
A3. Based on Lusztig’s work, Xi found a new way to describe the regions of canonical basis
elements and determined explicitly 14 canonical basis elements of type A3 (consisting
of 8 monomials and 6 polynomials) in [9] and 6 canonical basis elements of type B2
(consisting of 2 monomials and 4 polynomials) in [10]. As far as the authors know, some
mathematicians are interested in the canonical basis of type A4 for further understanding
canonical basis and for other use. Up to now, one has made some work on determining
explicitly canonical basis elements for type A4. Xi determined some tight monomials for
type A4 in [11]. In [8], Marsh showed that for a certain orientation (in fact the result is
independent of the orientation) of the Dynkin diagram, the positivity condition (introduced
by Lusztig) is always satisfied in the case of type A4 (as opposed to the claim in [7]),
i.e., all the monomials are canonical basis elements in the case of type A4. In [2], Carter
and Marsh claimed that, if g is of type A4, there are close relationships between the
Lusztig cones, canonical basis elements, and the regions of linearity of reparameterization
functions arising from the above parameterizations, gave 62 simplicial regions and 144
regions of linearity. However, nice canonical basis elements have not been determined. In
the present note, we shall determinate all 62 monomials in the canonical basis B for type
A4, whose regions have very nice form that will help us compute polynomial elements in
the canonical basis B for type A4. Also, we shall report all the 144 polynomials in “one
variable” in the canonical basis B for type A4 in a subsequent paper. We shall freely use
the notation of [10] without further comments.
1. Preliminaries
1.1. Let U+ be the positive part of the quantized enveloping algebra U of type A4. It
is well known that U+ is an associative algebra over Q(v) (here v is an indeterminate
over Q and Q(v) is the quotient field of the polynomial ring Z[v, v−1]) with generators
e1, e2, e3, e4 and the following relations:
e1e3 − e3e1 = 0, e1e22 −
(
v + v−1)e2e1e2 + e22e1 = 0,
e1e4 − e4e1 = 0, e2e23 −
(
v + v−1)e3e2e3 + e23e2 = 0,
e2e4 − e4e2 = 0, e3e24 −
(
v + v−1)e4e3e4 + e24e3 = 0. (1)
Following Jimbo [3] and Lusztig, we define the root vectors
e34, e24, e14, e23, e13, e12
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e12 = e1e2 − v−1e2e1, e23 = e2e3 − v−1e3e2,
e34 = e3e4 − v−1e4e3, e13 = e1e23 − v−1e23e1,
e24 = e2e34 − v−1e34e2, e14 = e1e24 − v−1e24e1. (2)
Note that e1, e2, e3, e4 are also root vectors. In fact, the 10 root vectors
e1, e2, e3, e4, e12, e23, e34, e13, e24, e14
correspond to the 10 positive roots
α1, α2, α3, α4, α1 + α2, α2 + α3, α3 + α4,
α1 + α2 + α3, α2 + α3 + α4, α1 + α2 + α3 + α4
of the root system of the Lie algebra g of type A4.
1.2. We shall need some notations. Let a be an integer and b a positive integer; set
[a] = v
a − v−a
v − v−1 , [b]! =
b∏
h=1
vh − v−h
v − v−1 , [0]! = 1, [−b]! = (−1)
b[b]!,
[
a
b
]
=
b∏
h=1
va−h+1 − v−(a−h+1)
vh − v−h ,
[
a
0
]
= 1,
[
a
−b
]
= 0. (3)
We have that
[
a + b
b
]
= [a + b]![a]![b]! for a, b ∈N= {0,1,2, . . .}. (4)
1.3. Define ea = 0 if e is a root vector and a < 0. For a ∈ N, set e(a) = ea/[a]! if e is
a root vector. By Lusztig [6], we get the following commutative formulas between root
vectors:
e
(a)
i e
(b)
j = e(b)j e(a)i , if 1 i < j − 1 3,
e
(a)
ik e
(b)
j = e(b)j e(a)ik , if 1 i < j < k  4,
e
(a)
1 e
(b)
34 = e(b)34 e(a)1 , e(a)4 e(b)12 = e(b)12 e(a)4 ; (5)
e
(a)
i e
(b)
ij = vabe(b)ij e(a)i , if 1 i < j  4,
e
(a)
ij e
(b)
j = vabe(b)j e(a)ij , if 1 i < j  4; (6)
e
(a)
ij e
(b)
j+1,k =
∑
v−(a−l)(b−l)e(b−l)j+1,ke
(l)
ik e
(a−l)
ij , if 1 i  j < k  4 (7)0la,b
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e
(a1)
4 e
(a2)
34 e
(a3)
24 e
(a4)
14 e
(a5)
3 e
(a6)
23 e
(a7)
13 e
(a8)
2 e
(a9)
12 e
(a10)
1
(where all ai ∈N with i = 1,2, . . . ,10) form a basis of U+.
2. Monomials in canonical basis of U+
2.1. We shall use ·¯ for the Q-algebra involution U+ → U+ defined by ·¯ : ej → ej ,
v → v−1. Let L be the Z[v−1]-submodule of U+ spanned by all
EA = e(a1)4 e(a2)34 e(a3)24 e(a4)14 e(a5)3 e(a6)23 e(a7)13 e(a8)2 e(a9)12 e(a10)1
(here we write A= (a1, a2, a3, a4, a5, a6, a7, a8, a9, a10) ∈N10).
According to [4,5], for each
A= (a1, a2, a3, a4, a5, a6, a7, a8, a9, a10) ∈N10,
there exists a unique element
θ(A)= θ(a1, a2, a3, a4, a5, a6, a7, a8, a9, a10) ∈ L∩L
(∼= L/v−1L)
such that
θ(A)= θ(a1, a2, a3, a4, a5, a6, a7, a8, a9, a10)≡EA
(
mod v−1L).
Moreover, the set B = {θ(A) | A ∈ N10} is also a basis of U+, called the canonical basis
or the global crystal basis.
2.2. Let W be the Weyl group of the Lie algebra g of type A4, with Coxeter
generators s1, s2, s3, s4, and w0 the unique element of maximal length in W . Let w0 =
si1si2si3si4si5si6si7si8si9si10 (where ij ∈ {1,2,3,4}) be a reduced expression of w0 and we
can identify it with the 10-tuple i = (i1, i2, i3, i4, i5, i6, i7, i8, i9, i10). Lusztig obtained a
parameterization of the canonical basisB for every such a 10-tuple i, via a correspondence
between a basis of PBW-type associated to i and the canonical basis. This gives a bijection
ϕi :B→N10.
Given two 10-tuples i and i ′ (i.e., given two reduced expressions of w0), we say
that i ∼ i′ if there is a sequence of commutations which, when applied to i, gives i′.
A commutation is a relation of the form sisj = sj si , where i and j are not connected in
the Dynkin diagram of g. It is obvious that this is an equivalence relation on the set of
all reduced expressions of w0, and then we get 62 equivalence classes. Moreover, it is not
difficult to see that for each equivalence class the element belonging to B is independent
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following theorem about monomials in the canonical basis B in the positive part U+ of the
quantized enveloping algebra for type A4.
Theorem 2.3. Let A= (a1, a2, a3, a4, a5, a6, a7, a8, a9, a10) ∈N10. Then corresponding to
62 equivalence classes for ∼, the 62 monomials
θ(A)= θ(a1, a2, a3, a4, a5, a6, a7, a8, a9, a10) ∈B
are given by the following list.
1. (1) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a6)
2 e
(a5+a6)
3 e
(a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
if a5 + a6 + a7  a1 + a2 + a3, a10  a8, a2  a6,
a8 + a9  a5 + a6, a1  a5  a8;
(2) e(a4)1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5)
3 e
(a6+a8)
2 e
(a6)
3 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
if a3 + a6 + a8  a7 + a9 + a10, a2 + a5  a6 + a8,
a10  a8  a5, a1  a5, a9  a6.
2. (1) e(a2)3 e
(a3+a6)
2 e
(a4+a7+a9)
1 e
(a3)
3 e
(a4+a7)
2 e
(a4)
3 e
(a1+a2+a3+a4)
4 e
(a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1
if a1 + a2 + a3  a5 + a6 + a7, a5 + a6  a8 + a9,
a9  a6  a2, a8  a10, a7  a3;
(2) e(a1)4 e
(a2+a5)
3 e
(a3+a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a4)
2 e
(a3+a4)
3 e
(a7)
2 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a7 + a9 + a10  a3 + a6 + a8, a6 + a8  a2 + a5,
a2  a6  a9, a5  a1, a3  a7.
3. (1) e(a4)1 e
(a2)
3 e
(a3+a4+a6)
2 e
(a1+a2)
4 e
(a7+a9)
1 e
(a3+a4+a5+a6)
3 e
(a7+a8+a9)
2 e
(a3+a4)
4 e
(a10)
1 e
(a7)
3
if a3 + a6  a7 + a9, a8 + a9  a5 + a6  a1 + a2,
a1  a5  a8  a10;
(2) e(a1)4 e
(a3)
2 e
(a2+a3+a5)
3 e
(a4+a7)
1 e
(a2+a3)
4 e
(a4+a6+a7+a8)
2 e
(a4+a6+a7)
3 e
(a9+a10)
1 e
(a4)
4 e
(a9)
2
if a6 + a7  a2 + a3, a2 + a5  a6 + a8  a9 + a10, a10  a8  a5  a1.
4. (1) e(a4)1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a6)
2 e
(a7+a9)
1 e
(a1+a2+a3+a4)
4 e
(a7)
2 e
(a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1
if a3 + a6  a7 + a9, a5 + a6  a8 + a9, a8  a10,
a1  a5, a2  a6, a9  a6;
(2) e(a1)e(a2+a5)e(a3+a6+a8)e(a3)e(a2+a3)e(a4+a7+a9+a10)e(a6)e(a4+a7+a9)e(a4+a7)e(a4)4 3 2 3 4 1 3 2 3 4
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a10  a8, a2  a6, a9  a6.
5. (1) e(a4)1 e
(a2)
3 e
(a3+a4+a6)
2 e
(a7+a9)
1 e
(a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a7)
2 e
(a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1
if a1 + a2  a5 + a6  a8 + a9, a8  a10,
a9  a6  a2, a3 + a6  a7 + a9;
(2) e(a1)4 e
(a2+a5)
3 e
(a3+a6+a8)
2 e
(a3)
3 e
(a4+a7+a9+a10)
1 e
(a4+a7)
2 e
(a2+a3)
4 e
(a4+a6+a7)
3 e
(a9)
2 e
(a4)
4
if a9 + a10  a6 + a8  a2 + a5, a5  a1,
a6 + a7  a2 + a3, a2  a6  a9.
6. (1) e(a4)1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a6)
2 e
(a1+a2+a3+a4)
4 e
(a5+a6)
3 e
(a7+a9)
1 e
(a7+a8+a9)
2 e
(a7)
3 e
(a10)
1
if a3 + a6  a7 + a9, a8 + a9  a5 + a6, a1  a5  a8  a10, a2  a6;
(2) e(a1)4 e
(a3)
2 e
(a2+a3+a5)
3 e
(a2+a3)
4 e
(a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a6)
3 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
if a6 + a7  a2 + a3, a2 + a5  a6 + a8, a10  a8  a5  a1, a9  a6.
7. (1) e(a2)3 e
(a3+a6)
2 e
(a4+a7+a9)
1 e
(a4)
2 e
(a1+a2)
4 e
(a3+a4+a5+a6)
3 e
(a7+a8+a9)
2 e
(a3+a4)
4 e
(a10)
1 e
(a7)
3
if a3 + a5 + a6  a7 + a8 + a9, a8 + a9  a5 + a6  a1 + a2,
a7 + a9  a3 + a6, a1  a5, a8  a10;
(2) e(a3)2 e
(a1)
4 e
(a4+a7)
1 e
(a2+a3+a5)
3 e
(a4+a6+a7+a8)
2 e
(a9+a10)
1 e
(a4)
3 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a6 + a7 + a8  a2 + a3 + a5, a2 + a3  a6 + a7, a5  a1,
a2 + a5  a6 + a8  a9 + a10, a10  a8.
8. (1) e(a2)3 e
(a4)
1 e
(a1+a2)
4 e
(a3+a4+a6)
2 e
(a3+a4+a5+a6)
3 e
(a3+a4)
4 e
(a8)
2 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
if a3 + a6 + a8  a7 + a9 + a10, a1  a5  a8,
a8 + a9  a5 + a6  a1 + a2, a10  a8;
(2) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a5)
3 e
(a4+a7)
1 e
(a4+a6+a7+a8)
2 e
(a4+a6+a7)
3 e
(a9+a10)
1 e
(a4)
4 e
(a9)
2
if a5 + a6 + a7  a1 + a2 + a3, a10  a8  a5,
a2 + a5  a6 + a8  a9 + a10, a1  a5.
9. (1) e(a4)1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a7)
1 e
(a6+a7)
2 e
(a9)
1 e
(a1+a2+a3+a4)
4 e
(a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1
if a1  a5  a8  a10, a2  a6  a9, a3  a7;
(2) e(a1)4 e
(a2+a5)
3 e
(a3+a6+a8)
2 e
(a2)
4 e
(a3+a6)
3 e
(a3)
4 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
if a10  a8  a5  a1, a9  a6  a2, a7  a3.
10. (1) e(a4)e(a3+a4)e(a2+a3+a4)e(a7)e(a6+a7)e(a1+a2+a3+a4)e(a5+a6+a7)e(a8)e(a9+a10)e(a9)1 2 3 1 2 4 3 2 1 2
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(2) e(a2)3 e
(a1+a2)
4 e
(a5)
3 e
(a3+a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a3+a6)
3 e
(a3)
4 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
if a5 + a6  a1 + a2, a10  a8  a5, a1  a5, a9  a6, a7  a3.
11. (1) e(a1)4 e
(a2+a5)
3 e
(a3+a6+a8)
2 e
(a2)
4 e
(a3+a6)
3 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4)
3 e
(a3+a4)
4 e
(a7)
3
if a7 + a9  a3 + a6, a10  a8  a5  a1, a6  a2, a3  a7;
(2) e(a3)2 e
(a4+a7)
1 e
(a4)
2 e
(a2+a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a6+a7)
2 e
(a9)
1 e
(a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1
if a2 + a3  a6 + a7, a1  a5  a8  a10, a6  a9, a7  a3.
12. (1) e(a2)3 e
(a3+a6)
2 e
(a4+a7+a9)
1 e
(a1+a2)
4 e
(a3+a5+a6)
3 e
(a4+a7+a8+a9)
2 e
(a3)
4 e
(a4+a7)
3 e
(a4)
4 e
(a10)
1
if a8 + a9  a5 + a6  a1 + a2, a7  a3, a1  a5  a8  a10;
(2) e(a1)4 e
(a4)
1 e
(a3+a4)
2 e
(a7)
1 e
(a2+a3+a4+a5)
3 e
(a6+a7+a8)
2 e
(a9+a10)
1 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a2 + a5  a6 + a8  a9 + a10, a3  a7, a10  a8  a5  a1.
13. (1) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a4+a7)
1 e
(a4+a6+a7)
2 e
(a4+a5+a6+a7)
3 e
(a9)
1 e
(a8+a9)
2 e
(a10)
1 e
(a4)
4
if a5 + a6 + a7  a1 + a2 + a3, a2  a6  a9, a1  a5  a8  a10;
(2) e(a4)1 e
(a1)
4 e
(a2+a5)
3 e
(a2)
4 e
(a3+a4+a6+a8)
2 e
(a3+a4+a6)
3 e
(a3+a4)
4 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
if a3 + a6 + a8  a7 + a9 + a10, a9  a6  a2, a10  a8  a5  a1.
14. (1) e(a2)3 e
(a3+a6)
2 e
(a4+a7+a9)
1 e
(a4)
2 e
(a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5+a6)
3 e
(a7+a8+a9)
2 e
(a10)
1 e
(a7)
3
if a3 + a5 + a6  a7 + a8 + a9, a1 + a2  a5 + a6, a6  a2,
a8 + a9  a5 + a6, a7 + a9  a3 + a6, a8  a10;
(2) e(a3)2 e
(a1)
4 e
(a2+a3+a5)
3 e
(a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7)
2 e
(a4)
3 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a6 + a7 + a8  a2 + a3 + a5, a2 + a3  a6 + a7, a5  a1,
a9 + a10  a6 + a8, a2 + a5  a6 + a8, a6  a9.
15. (1) e(a2)3 e
(a4)
1 e
(a3+a4+a6)
2 e
(a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5+a6)
3 e
(a8)
2 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
if a3 + a6 + a8  a7 + a9 + a10, a1 + a2  a5 + a6, a6  a2
a8 + a9  a5 + a6, a5  a8, a10  a8;
(2) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a5)
3 e
(a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7)
2 e
(a4+a6+a7)
3 e
(a4)
4 e
(a9)
2
if a5 + a6 + a7  a1 + a2 + a3, a1  a5, a8  a5,
a9 + a10  a6 + a8, a6  a9, a2 + a5  a6 + a8.
16. (1) e(a2)e(a3+a6)e(a4+a7+a9)e(a4)e(a3+a4)e(a1+a2+a3+a4)e(a7)e(a5+a6+a7)e(a8+a9)e(a10)3 2 1 2 3 4 2 3 2 1
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a8  a10, a6  a2, a3  a7;
(2) e(a1)4 e
(a2+a5)
3 e
(a3+a6+a8)
2 e
(a3)
3 e
(a4+a7+a9+a10)
1 e
(a4+a7)
2 e
(a4)
3 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a2 + a3  a6 + a7, a9 + a10  a6 + a8  a2 + a5,
a5  a1, a7  a3, a6  a9.
17. (1) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a5)
3 e
(a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a6)
3 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
if a5 + a6 + a7  a1 + a2 + a3, a1  a5, a9  a6,
a2 + a5  a6 + a8, a10  a8  a5;
(2) e(a4)1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a6)
2 e
(a1+a2+a3+a4)
4 e
(a5+a6)
3 e
(a8)
2 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
if a3 + a6 + a8  a7 + a9 + a10, a8 + a9  a5 + a6,
a10  a8, a1  a5  a8, a2  a6.
18. (1) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a4+a7)
1 e
(a4+a6+a7)
2 e
(a4+a5+a6+a7)
3 e
(a8)
2 e
(a9+a10)
1 e
(a4)
4 e
(a9)
2
if a5 + a6 + a7  a1 + a2 + a3, a6 + a8  a9 + a10,
a1  a5  a8, a10  a8, a2  a6;
(2) e(a2)3 e
(a4)
1 e
(a1+a2)
4 e
(a5)
3 e
(a3+a4+a6+a8)
2 e
(a3+a4+a6)
3 e
(a3+a4)
4 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
if a3 + a6 + a8  a7 + a9 + a10, a5 + a6  a1 + a2,
a10  a8  a5, a1  a5, a9  a6.
19. (1) e(a3)2 e
(a1)
4 e
(a4+a7)
1 e
(a4)
2 e
(a2+a3+a4+a5)
3 e
(a6+a7+a8)
2 e
(a9+a10)
1 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a2 + a3 + a5  a6 + a7 + a8, a6 + a8  a9 + a10,
a10  a8  a5  a1, a7  a3;
(2) e(a2)3 e
(a3+a6)
2 e
(a4+a7+a9)
1 e
(a1+a2)
4 e
(a3+a5+a6)
3 e
(a4+a7+a8+a9)
2 e
(a4)
3 e
(a3+a4)
4 e
(a10)
1 e
(a7)
3
if a7 + a8 + a9  a3 + a5 + a6, a5 + a6  a1 + a2,
a1  a5  a8  a10, a3  a7.
20. (1) e(a3)2 e
(a2+a3)
3 e
(a6)
2 e
(a4+a7+a9)
1 e
(a4+a7)
2 e
(a4)
3 e
(a1+a2+a3+a4)
4 e
(a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1
if a1 + a2 + a3  a5 + a6 + a7, a8  a10, a2  a6,
a6 + a7  a2 + a3, a9  a6, a5 + a6  a8 + a9;
(2) e(a1)4 e
(a2+a5)
3 e
(a3+a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a4)
2 e
(a3+a4)
3 e
(a2+a3+a4)
4 e
(a6)
3 e
(a7+a9)
2 e
(a7)
3
if a7 + a9 + a10  a3 + a6 + a8, a3 + a6  a7 + a9, a5  a1,
a + a  a + a , a  a , a  a .6 8 2 5 2 6 9 6
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(a3+a6)
2 e
(a3)
3 e
(a1+a2+a3)
4 e
(a5+a6)
3 e
(a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
if a5 + a6 + a7  a1 + a2 + a3, a5  a8, a10  a8,
a6  a2, a8 + a9  a5 + a6, a1 + a2  a5 + a6;
(2) e(a4)1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5)
3 e
(a6+a8)
2 e
(a7+a9+a10)
1 e
(a7)
2 e
(a6+a7)
3 e
(a9)
2
if a3 + a6 + a8  a7 + a9 + a10, a9 + a10  a6 + a8, a1  a5,
a2 + a5  a6 + a8, a6  a9, a8  a5.
22. (1) e(a2)3 e
(a3+a6)
2 e
(a4+a7+a9)
1 e
(a3)
3 e
(a1+a2+a3)
4 e
(a4+a7)
2 e
(a4+a5+a6+a7)
3 e
(a8+a9)
2 e
(a4)
4 e
(a10)
1
if a5 + a6 + a7  a1 + a2 + a3, a1 + a2  a5 + a6  a8 + a9,
a9  a6  a2, a8  a10;
(2) e(a1)4 e
(a4)
1 e
(a2+a5)
3 e
(a3+a4+a6+a8)
2 e
(a3+a4)
3 e
(a7+a9+a10)
1 e
(a7)
2 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a3 + a6 + a8  a7 + a9 + a10, a2  a6  a9,
a9 + a10  a6 + a8  a2 + a5, a5  a1.
23. (1) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a6)
2 e
(a4+a7+a9)
1 e
(a5+a6)
3 e
(a4+a7+a8+a9)
2 e
(a4+a7)
3 e
(a10)
1 e
(a4)
4
if a5 + a6 + a7  a1 + a2 + a3, a8 + a9  a5 + a6,
a1  a5  a8  a10, a2  a6;
(2) e(a4)1 e
(a1)
4 e
(a3+a4)
2 e
(a2+a3+a4+a5)
3 e
(a6+a8)
2 e
(a2+a3+a4)
4 e
(a6)
3 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
if a3 + a6 + a8  a7 + a9 + a10, a2 + a5  a6 + a8,
a10  a8  a5  a1, a9  a6.
24. (1) e(a2)3 e
(a3+a6)
2 e
(a1+a2)
4 e
(a3+a5+a6)
3 e
(a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4)
3 e
(a3+a4)
4 e
(a7)
3
if a7 + a8 + a9  a3 + a5 + a6, a5 + a6  a1 + a2,
a1  a5  a8, a10  a8, a3  a7;
(2) e(a3)2 e
(a4+a7)
1 e
(a4)
2 e
(a2+a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5)
3 e
(a6+a7+a8)
2 e
(a9+a10)
1 e
(a6+a7)
3 e
(a9)
2
if a2 + a3 + a5  a6 + a7 + a8, a6 + a8  a9 + a10,
a10  a8  a5, a1  a5, a7  a3.
25. (1) e(a3)2 e
(a2+a3)
3 e
(a4+a7)
1 e
(a4+a6+a7)
2 e
(a4)
3 e
(a1+a2+a3+a4)
4 e
(a5+a6+a7)
3 e
(a8)
2 e
(a9+a10)
1 e
(a9)
2
if a1 + a2 + a3  a5 + a6 + a7, a6 + a8  a9 + a10, a10  a8,
a6 + a7  a2 + a3, a5  a8, a2  a6;
(2) e(a2)e(a1+a2)e(a5)e(a3+a6+a8)e(a4+a7+a9+a10)e(a4)e(a3+a4+a6)e(a3+a4)e(a7+a9)e(a7)3 4 3 2 1 2 3 4 2 3
Y. Hu et al. / Journal of Algebra 263 (2003) 228–245 237if a7 + a9 + a10  a3 + a6 + a8, a1  a5, a8  a5,
a3 + a6  a7 + a9, a9  a6, a5 + a6  a1 + a2.
26. (1) e(a4)1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5)
3 e
(a7)
1 e
(a6+a7+a8)
2 e
(a9+a10)
1 e
(a6+a7)
3 e
(a9)
2
if a2 + a5  a6 + a8  a9 + a10, a1  a5, a10  a8  a5, a3  a7;
(2) e(a2)3 e
(a3+a6)
2 e
(a1+a2)
4 e
(a3+a5+a6)
3 e
(a3)
4 e
(a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
if a8 + a9  a5 + a6  a1 + a2, a7  a3, a1  a5  a8, a10  a8.
27. (1) e(a1)4 e
(a2+a5)
3 e
(a3+a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a4)
2 e
(a2)
4 e
(a3+a4+a6)
3 e
(a3+a4)
4 e
(a7+a9)
2 e
(a7)
3
if a7 + a9 + a10  a3 + a6 + a8, a8  a5  a1,
a3 + a6  a7 + a9, a9  a6  a2;
(2) e(a3)2 e
(a2+a3)
3 e
(a4+a7)
1 e
(a4+a6+a7)
2 e
(a9)
1 e
(a4)
3 e
(a1+a2+a3+a4)
4 e
(a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1
if a1 + a2 + a3  a5 + a6 + a7, a5  a8  a10,
a6 + a7  a2 + a3, a2  a6  a9.
28. (1) e(a2)3 e
(a1+a2)
4 e
(a5)
3 e
(a3+a6+a8)
2 e
(a3+a6)
3 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4)
3 e
(a3+a4)
4 e
(a7)
3
if a5 + a6  a1 + a2, a7 + a9  a3 + a6, a1  a5,
a10  a8  a5, a3  a7;
(2) e(a3)2 e
(a4+a7)
1 e
(a4)
2 e
(a2+a3+a4)
3 e
(a6+a7)
2 e
(a1+a2+a3+a4)
4 e
(a5+a6+a7)
3 e
(a8)
2 e
(a9+a10)
1 e
(a9)
2
if a2 + a3  a6 + a7, a6 + a8  a9 + a10, a7  a3,
a1  a5  a8, a10  a8.
29. (1) e(a2)3 e
(a3+a6)
2 e
(a4+a7+a9)
1 e
(a3)
3 e
(a1+a2+a3)
4 e
(a5+a6)
3 e
(a4+a7+a8+a9)
2 e
(a4+a7)
3 e
(a4)
4 e
(a10)
1
if a5 + a6 + a7  a1 + a2 + a3, a8 + a9  a5 + a6,
a1 + a2  a5 + a6, a5  a8  a10, a6  a2;
(2) e(a1)4 e
(a4)
1 e
(a3+a4)
2 e
(a2+a3+a4+a5)
3 e
(a6+a8)
2 e
(a7+a9+a10)
1 e
(a7)
2 e
(a2+a3+a4)
4 e
(a6+a7)
3 e
(a9)
2
if a3 + a6 + a8  a7 + a9 + a10, a2 + a5  a6 + a8,
a9 + a10  a6 + a8, a8  a5  a1, a6  a9.
30. (1) e(a3)2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a6)
2 e
(a4+a7+a9)
1 e
(a4+a7)
2 e
(a4+a5+a6+a7)
3 e
(a8+a9)
2 e
(a10)
1 e
(a4)
4
if a5 + a6 + a7  a1 + a2 + a3, a5 + a6  a8 + a9,
a1  a5, a2  a6, a9  a6, a8  a10;
(2) e(a4)e(a1)e(a2+a5)e(a3+a4+a6+a8)e(a3+a4)e(a2+a3+a4)e(a6)e(a7+a9+a10)e(a7+a9)e(a7)1 4 3 2 3 4 3 1 2 3
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a10  a8, a9  a6, a2  a6, a5  a1.
31. (1) e(a4)1 e
(a2)
3 e
(a3+a4+a6)
2 e
(a7+a9)
1 e
(a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5+a6)
3 e
(a7+a8+a9)
2 e
(a10)
1 e
(a7)
3
if a3 + a6  a7 + a9, a1 + a2  a5 + a6, a6  a2,
a8 + a9  a5 + a6, a5  a8  a10;
(2) e(a1)4 e
(a3)
2 e
(a2+a3+a5)
3 e
(a2+a3)
4 e
(a6+a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7)
2 e
(a4+a6+a7)
3 e
(a4)
4 e
(a9)
2
if a6 + a7  a2 + a3, a9 + a10  a6 + a8, a6  a9,
a2 + a5  a6 + a8, a8  a5  a1.
3. Proof of Theorem 2.3
In order to prove Theorem 2.3, we need the following preliminaries.
3.1. Let Ψ : U ∼= Uopp (here Uopp is the opposite algebra of U with the opposite
multiplication) be the unique Q(v)-algebra isomorphism such that ei → ei , fi → fi ,
ki → k−1i , where ei , fi , ki, k−1i are generators of U . It is well known that we have
Ψ (B)=B (see [5]).
Let Φ :α1 → α4, α2 → α3, α3 → α2, α4 → α1 be the non-trivial automorphism of the
Dynkin diagram of the Lie algebra g of type A4 such that it induces the following Q(v)-
algebra automorphism of U+:
Φ: e1 → e4, e2 → e3, e3 → e2, e4 → e1.
It is obvious that we also have Φ(B)=B (see [7]).
Note that
Φ: e12 → Ψ (e34), e23 → Ψ (e23), e34 →Ψ (e12),
e13 → Ψ (e24), e24 → Ψ (e13), e14 →Ψ (e14).
Then we have
Ψ ◦Φ: e(a1)4 e(a2)34 e(a3)24 e(a4)14 e(a5)3 e(a6)23 e(a7)13 e(a8)2 e(a9)12 e(a10)1
→ e(a10)4 e(a9)34 e(a7)24 e(a4)14 e(a8)3 e(a6)23 e(a3)13 e(a5)2 e(a2)12 e(a1)1 .
3.2. A quadratic form q :Zn → Z, denoted by
q(x1, x2, . . . , xn)=
n∑
i=1
x2i +
∑
i<j
aij xixj
with aij ∈ Z, is called a unit form.
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a bilinear form q(x, y)= xAqy t, where
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn).
In particular, we have
q(x)= 12q(x, x) and q(x, y)= q(x + y)− q(x)− q(y).
For a vector w ∈Qn with non-negative coordinates, we write w  0. The vector in Zn
which has a 1 in the ith coordinate (1 i  n) and 0’s elsewhere is denoted by ri .
Let q be a unit form. We define the set of positive roots of q as {w ∈ Zn: 0w and
q(w)= 1}. The linear transformation σi :Zn → Zn defined by σi(w) = w − q(w, ri)ri is
called the reflection with respect to ri . The transformation σi has the property that σ 2i = id
and q(σi(w))= q(w) for every w ∈ Zn.
Let q be a quadratic form, if 0 < q(x) for every 0 = x ∈ Nn, then we call q weakly
positive.
3.3. The following algorithm and lemma are taken from [1].
Let q :Zn → Z (n 3) be a unit form. First of all, we define
C1 = {ri : 1 i  n}.
Next, we want to construct Cj recursively. Assume that we have defined a set of positive
roots of q as
Cs = {z1, z2, . . . , zm} with s  1,
and that the process has not failed (to be defined subsequently). Then we construct Cs+1
as follows. Let zj ∈ Cs . If either:
(a) there is some 1 i  n such that q(zj , ri)−2, or
(b) there is some 1 i  n such that zj (i) 7,
then the process is said to be fail. Assume the process does not fail (so (a) and (b) do not
occur for any zj ∈Cs ). Let Rs ⊆ Cs be the set of those roots zj with the property that there
is some 1 i  n such that q(zj , ri)=−1. If Rs = φ, then Cs+1 := φ and the process is
said to be successful. If Rs = φ, then
Cs+1 :=
{
σi(zj )
∣∣ zj ∈ Rs and ri is such that q(zj , ri )=−1}.
Remark. If Cs+1 = φ, then we apply the algorithm again to obtain Cs+2, etc. The roots in
Cs+1 (if Cs+1 = φ) are all greater than the roots in Cs . Thus condition (b) guarantees that
this procedure is finite and if it is not successful then it will eventually fail.
240 Y. Hu et al. / Journal of Algebra 263 (2003) 228–245Lemma 3.4. The unit form q is weakly positive if and only if the above process is
successful. If the process is successful with Cs+1 = φ, then C1 ∪ C2 ∪ · · · ∪ Cs are all
the positive roots of q .
Now we should begin to prove Theorem 2.3. Obviously, we only need to check that
these elements in Theorem 2.3 lie in L because they are fixed by the involution ·¯ (so these
elements are in L∩L). Note the fact that the method and the process for the proof of cases
1–31 are quite similar, we only prove the most complicated case, i.e., case 1.
Proof of case 1. First of all, we prove (1). Using the commutative relations (5)–(7) in
Section 1.3, we have
e
(a3)
2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a6)
2 e
(a5+a6)
3 e
(a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
=
∑
ω∈Ω
vA(ω) ×B(ω)×Eω (8)
where
A(ω) =: v−(a4−i)(a4+a7−i)−(a4+a7+a9−j)(i−j)−(a2+a3−l)(a1+a2+a3+a4−i−x3−l)
× v−(a4+a7+a9+a10−k)(j−k)−(a5+a6−x3)(a4−i−x3)−(a6−x7)(x3+i−j−x4−x7)
× v−(a3−m)(l+x3+i−j−x4−x7−m)−(a4+a7+a9−j−n)(a4+a7−i−n)
× v−(a4+a7+a9+a10−k−r)(n−r)−(a6−x7−s)(a5+a6−x3+a4+a7−i−n−x10−s)
× v−(a8−x4−x10)(a4+a7−i−n−x10)−(a4+a7+a9+a10−k−r−t )(a4+a7+a9−j−n−t )
× v−(a3−m−x13)(a2+a3−l+a5+a6−x3+a4+a7−i−n−x10−s−x13)−(a8−x4)(i−j−x4)
× v+(a5+a6−x3)(i−j−x4)+(a3−m)(x7+x4+j−k)+(a2+a3−l)(x3+i−j−x4−x7)
× v+(a8−x4)(j−k)+(a6−x7)(x4+j−k)+(a8−x4−x10)(n−r)+(a6−x7−s)(x10+n−r)
× v+(a3−m−x13)(s+x10+n−r),
B(ω) =:
[
a2 + a3 − l + a5 + a6 − x3 + a4 + a7 − i − n− x10 − s
a2 + a3 − l
][
x4 + j − k
x4
]
×
[
a4 − i − x3 + a1 + a2 + a3
a4 − i − x3
][
x3 + i − j − x4
x3
][
x7 + x4 + j − k
x7
]
×
[
a5 + a6 − x3 + a4 + a7 − i − n− x10
a5 + a6 − x3
][
l + x3 + i − j − x4 − x7
l
]
×
[
a3 −m− x13 + a6 − x7 − s + a8 − x4 − x10
a3 −m− x13
][
s + x10 + n− r
s
]
×
[
a6 − x7 − s + a8 − x4 − x10
a − x − s
][
m+ x7 + x4 + j − k
m
][
x10 + n− r
x
]
6 7 10
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[
a3 −m− x13 + a6 − x7 − s + a8 − x4 − x10 + a4 + a7 + a9 − j − n− t
a4 + a7 + a9 − j − n− t
]
×
[
x13 + s + x10 + n− r
x13
]
,
Eω =: e(a1+a2+a3+a4−i−x3−l)4 e(l+x3+i−j−x4−x7−m)34 e(m+x7+x4+j−k)24 e(k)14
× e(a2+a3−l+a5+a6−x3+a4+a7−i−n−x10−s−x13)3 e(x13+s+x10+n−r)23 e(r)13
× e(a3−m−x13+a6−x7−s+a8−x4−x10+a4+a7+a9−j−n−t )2 e(t)12
× e(a4+a7+a9+a10−k−r−t )1 ,
and
Ω = {ω= (i, j, x3, x4, k, l, x7,m,n, x10, r, s, x13, t)}⊂N14
is a set of non-negative integers, and i, j, x3, x4, k, l, x7,m,n, x10, r, s, x13, t satisfy the
following inequalities:
0 i  a4; 0 j  i; 0 x3  a5 + a6, a4 − i;
0 x4  a8, i − j ; 0 k  j ; 0 l  a2 + a3;
0 x7  a6, x3 + i − j − x4; 0 n a4 + a7 − i;
0m a3, l + x3 + i − j − x4 − x7;
0 x10  a8 − x4, a4 + a7 − i − n;
0 s  a6 − x7, a5 + a6 − x3 + a4 + a7 − i − n− x10;
0 x13  a3 −m, a2 + a3 − l + a5 + a6 − x3 + a4 + a7 − i − n− x10 − s;
0 t  a4 + a7 + a9 − j − n; 0 r  n.
Set
x1 = a4 − i − x3, x2 = i − j − x4,
x5 = j − k, x6 = a2 + a3 − l,
x8 = a3 −m− x13, x9 = a4 + a7 − i − n− x10,
x11 = n− r, x12 = a6 − x7 − s,
x14 = a4 + a7 + a9 − j − n− t .
Then by the definition of Ω we see that all variables xi (1  i  14) are non-negative
integers. The degree (with respect to v) of the coefficient vA(ω)×B(ω) of Eω in the right-
hand side of formula (8) is
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− (a5 + a6 − x3)x1 − (a7 + a9 + a10 + x1 + x2 + x3 + x4 + x5)x5
− (a6 − x7)(x2 + x3 − x7)− (a9 + x2 + x4 + x9 + x10)(x9 + x10)
− (a2 + x2 + x3 + x8 + x13 − x6 − x7)(x8 + x13)− (a8 − x4)x2
− (a5 + x6 + x7 + x9 + x12 − x3 − x13)x8 − (a8 − x4 − x10)x9
− (a5 + x7 + x9 + x12 − x3)x12 − (a1 + x1 + x6)x6
− (a9 + a10 + x2 + x4 + x5 + x9 + x10 + x11)x11 − (a10 + x5 + x11 + x14)x14
+ (a5 + a6 − x3)x2 + (x2 + x3 − x7)x6 + (x10 + x11)x12
+ (x4 + x5 + x7)(x8 + x13)+ (a6 + x10 + x11 − x7 − x12)x8
+ (a6 − x7)(x4 + x5)+ (a8 − x4 − x10)x11 + (a8 − x4)x5
+ (a1 + a2 + a3)x1 + (a2 + a3 − x6)(x2 + x3 − x7)+ (x4 + x5)x7
+ x2x3 + x4x5 + (a5 + a6 − x3)x9 + (a6 − x7 − x12)(x10 + x11)
+ (a5 + x7 + x9 + x12 − x3)x6 + (a3 − x8 − x13)(x4 + x5 + x7)
+ (a6 + x10 + x11 − x7 − x12)x13 + (a8 − x4 − x10 + x12)x8
+ x10x11 + (a8 − x4 − x10 + x8 + x12)x14 + (a8 − x4 − x10)x12
= −(l(x1, x2, . . . , x14)+ q(x1, x2, . . . , x14)),
where l(x1, x2, . . . , x14) is a linear form in x1, x2, . . . , x14:
l(x1, x2, . . . , x14) = (a5 + a6 + a7 − a1 − a2 − a3)x1 + (a7 + a8 + a9 − a2 − a3 − a5)x2
+ (a10 − a8)x14 + (a6 + a7 − a2 − a3)x3 + (a7 + a9 − a3 − a6)x4
+ (a7 + a9 + a10 − a3 − a6 − a8)x5 + (a1 − a5)x6 + (a2 − a6)x7
+ (a2 + a5 − a6 − a8)x8 + (a8 + a9 − a5 − a6)x9 + (a9 − a6)x10
+ (a9 + a10 − a6 − a8)x11 + (a5 − a8)x12 + (a2 − a6)x13
and q(x1, x2, . . . , x14) is a unit form in x1, x2, . . . , x14:
q(x1, x2, . . . , x14)
= x21 + x22 + x23 + x24 + x25 + x26 + x27 + x28 + x29 + x210 + x211 + x212 + x213 + x214
+ x1x2 + x1x3 + x1x4 + x1x5 + x1x6 + x2x3 + x2x4 + x2x5 + x2x8 + x2x9
+ x2x10 + x2x11 + x2x13 + x3x4 + x3x5 + x3x6 + x3x9 + x3x13 + x4x5 + x4x8
+ x4x10 + 2x4x11 + x4x12 + x4x14 + x5x11 + x5x14 + x7x8 + x7x10 + x7x11
+ x7x12 + x8x9 + x8x12 + x8x13 + x9x10 + x9x11 + x9x12 + x10x11 + x10x12
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− x6x13 − x8x11 − x8x14 − x10x13 − x11x13 − x12x14.
Note that all variables xi are non-negative integers, when
a5 + a6 + a7  a1 + a2 + a3, a8 + a9  a5 + a6,
a1  a5  a8, a10  a8, a2  a6,
the linear form l(x1, x2, . . . , x14) 0.
For the unit form q(x1, x2, . . . , x14), we can rewrite it as follows:
q(x1, x2, . . . , x14)= 12xAqx t,
where x = (x1, x2, . . . , x14), and the symmetric matrix Aq is as follows:


2 1 1 1 1 1 0 0 0 0 0 0 0 0
1 2 1 1 1 0 −1 1 1 1 1 0 1 0
1 1 2 1 1 1 −1 0 1 0 0 −1 1 0
1 1 1 2 1 0 0 1 0 1 2 1 0 1
1 1 1 1 2 0 0 0 0 0 1 0 0 1
1 0 1 0 0 2 −1 0 −1 0 0 −1 −1 0
0 −1 −1 0 0 −1 2 1 0 1 1 1 0 0
0 1 0 1 0 0 1 2 1 0 −1 1 1 −1
0 1 1 0 0 −1 0 1 2 1 1 1 0 0
0 1 0 1 0 0 1 0 1 2 1 1 −1 1
0 1 0 2 1 0 1 −1 1 1 2 0 −1 1
0 0 −1 1 0 −1 1 1 1 1 0 2 1 −1
0 1 1 0 0 −1 0 1 0 −1 −1 1 2 0
0 0 0 1 1 0 0 −1 0 1 1 −1 0 2


.
Using the algorithms in Section 3.3, we get:
C1 = {r1, r2, r3, r4, r5, r6, r7, r8, r9, r10, r11, r12, r13, r14};
C2 = {r2 + r7, r3 + r7, r3 + r12, r6 + r7, r6 + r9, r6 + r12, r6 + r13, r8 + r11, r8 + r14,
r10 + r13, r11 + r13, r12 + r14};
C3 = {r2 + r6 + r7, r3 + r12 + r14, r6 + r7 + r9, r6 + r7 + r13, r6 + r9 + r13,
r6 + r12 + r14, r6 + r10 + r13, r6 + r11 + r13};
C4 = {2r6 + r7 + r9 + r13};
C5 = φ.
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Moreover, C1 ∪ C2 ∪ C3 ∪ C4 is the set of all positive roots of the unit form
q(x1, x2, . . . , x14) by Lemma 3.4.
From the above proof, we see that for any x = (x1, x2, . . . , x14) ∈N14, if
a5 + a6 + a7  a1 + a2 + a3, a8 + a9  a5 + a6,
a1  a5  a8, a10  a8, a2  a6,
then we have D  0. Moreover, D = 0 if and only if all xi = 0, 1  i  14, and at the
moment
i = j = k = a4, l = a2 + a3, m= a3, n= r = a6,
s = a6, t = a9, x3 = x4 = x7 = x10 = x13 = 0.
We get
e
(a3)
2 e
(a2+a3)
3 e
(a1+a2+a3)
4 e
(a6)
2 e
(a5+a6)
3 e
(a8)
2 e
(a4+a7+a9+a10)
1 e
(a4+a7+a9)
2 e
(a4+a7)
3 e
(a4)
4
≡ e(a1)4 e(a2)34 e(a3)24 e(a4)14 e(a5)3 e(a6)23 e(a7)13 e(a8)2 e(a9)12 e(a10)1
(
mod v−1L)
if a5 + a6 + a7  a1 + a2 + a3, a8 + a9  a5 + a6,
a1  a5  a8, a10  a8, a2  a6.
Therefore element (1) of case 1 in Theorem 2.3 belongs to L and it is equal to θ(A).
Next we prove (2). Applying Ψ ◦Φ to the both sides of the above formula, we have
e
(a4)
1 e
(a4+a7)
2 e
(a4+a7+a9)
3 e
(a4+a7+a9+a10)
4 e
(a8)
3 e
(a5+a6)
2 e
(a6)
3 e
(a1+a2+a3)
1 e
(a2+a3)
2 e
(a3)
3
≡ e(a10)4 e(a9)34 e(a7)24 e(a4)14 e(a8)3 e(a6)23 e(a3)13 e(a5)2 e(a2)12 e(a1)1
(
mod v−1L)
if a5 + a6 + a7  a1 + a2 + a3, a8 + a9  a5 + a6,
a1  a5  a8, a10  a8, a2  a6.
By the map
-: a1 → a10, a2 → a9, a3 → a7, a4 → a4, a5 → a8,
a6 → a6, a7 → a3, a8 → a5, a9 → a2, a10 → a1,
we get
e
(a4)
1 e
(a3+a4)
2 e
(a2+a3+a4)
3 e
(a1+a2+a3+a4)
4 e
(a5)
3 e
(a6+a8)
2 e
(a6)
3 e
(a7+a9+a10)
1 e
(a7+a9)
2 e
(a7)
3
≡ e(a1)4 e(a2)34 e(a3)24 e(a4)14 e(a5)3 e(a6)23 e(a7)13 e(a8)2 e(a9)12 e(a10)1
(
mod v−1L)
if a3 + a6 + a8  a7 + a9 + a10, a2 + a5  a6 + a8,
a  a  a , a  a , a  a .10 8 5 1 5 9 6
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similarly. In fact, using the commutative relations in Section 1.3 and setting certain non-
negative variables, we can write down the degree of the coefficient (with respect to v) in
the expression of the first element (1) of cases 2–31 in Theorem 2.3 as follows:
D =−l(x1, x2, . . . , xn)− q(x1, x2, . . . , xn),
where l(x1, x2, . . . , xn) is a linear form and q(x1, x2, . . . , xn) is a unit form in non-negative
variables x1, x2, . . . , xn. Moreover, we computed all the other 30 unit forms and used the
MATLAB software to check weak positivity of all these unit forms, and to compute all
positive roots of them. Then applying - ◦Ψ ◦Φ to (1) of cases 2–31 in Theorem 2.3, we
get the second element (2) of them.
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