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Studying the index of subgroups of the symmetric group we obtain the 
characterization of p,-sequences for nonidempotent algebras, which is the 
solution fthe problem asked by G. Grstzer in [4] (cf. also [6, lo]). 
CHARACTERIZATION THEOREM 
Let (p,, ) be a sequence of nonnegative integers with pO or p1 positive. 
Then (p,> is representable iff (at least) one of the following conditions 
holds: 
0) P+0, 
(ii) p, > 0 for all n > 1, 
(iii) n divides p,, for all n > 1, 
(iv) P2n=CZ=l a&E1 ) for some nonnegative integers a, ,..., a,, and 
p2”+, >O, for all n>O. 
Following GrHtzer [4] we call a sequence (p, ) representable (or pn- 
sequence) if there xists an algebra QI such that p,, = p,,(a) for all n > 0, 
where p,(a) for n > 0 denotes the number of essentialy n-ary polynomials 
of VI excluding the unary projection, a dp0(21) is the number of constant 
unary polynomials of2L 
The problem of characterization of p,-sequences goes back to 
Marczewski [12] (cf. [6] and [S, p. 3941). It splits naturally into two 
cases. For representable sequences with p0 =p, = 0 which are p,-sequences 
of idempotent algebras (i.e., algebras with f(x,..., x) = x for every operation 
f) it was proved that with a few exceptions they are strictly increasing (see 
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[S, 9, 111). In this case the characterization problem turned out to be very 
complicated (see, e.g., [4] and for farther references [5,111). 
In the nonidempotent case the situation is very different. Here the size of 
pi does not influence the size of pj, if i #j. In [lo] it was proved that each 
of the conditions (i), (ii), (iii) ofthe theorem above is sufficient forthe 
representability of (p,) with p0 or p, > 0. On the other hand, Plonka [ 161 
has shown that if in an algebra ‘$I without constants (i.e., with p0 =0) 
P2m+l = 0 for some m > 1, then necessarily thecondition (iii) holds. In 
[ 1, 7, 151 some other attempts were made to find necessary conditions (cf. 
also [13, 141). 
In this paper we prove that if in an algebra Cu without constants pZm = 0 
for some m > 0 and pzn + , > 0 for all n> 0, then the condition (iv) of our 
Theorem holds. In fact, our corresponding result (Theorem 4.1) is 
somewhat stronger and can be applied also in the idempotent case. In 
addition, we prove that each sequence (p,) with pI > 0 satisfying thecon- 
dition (iv) is representable (Theorem 4.3). From these and the results 
mentioned above Characterization Theorem easily follows. 
In contrast with the papers cited which are based on rather elementary 
proofs, we use some nontrivial results ofthe permutation group theory and 
in addition, the result of Schur on the linear diophantine equation. We
recall them for the reader convenience inSection 1. In Section 2 we prove 
some arithmetical f cts on binomial coefficients to beapplied in the next 
section where the proof of the crucial for the paper Theorem 3.4 concerning 
the index of subgroups of the symmetric group is presented. Then we are 
ready to state and prove our mentioned results onp,-sequences, to which 
the last section (4) is devoted. 
We refer the reader to [S] and [17] for basic results and undefined 
concepts used in the paper. 
1. APPLIED RESULTS 
Throughout he paper by S,, and A, we denote the symmetric group and 
the alternating group of degree n, respectively. By [S, : G] we denote the 
index of G in S,, while [x] is the largest integer not exceeding x. 
THEOREM 1.1 (Bochert). Let G be a primitive permutation group of 
degree n, not containing A,,. Then 
[S,:G]> q ! 
[ I 
THEOREM 1.2 (Manning). Let G be a primitive permutation group of 
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degree n, not containing A,,. If p is a prime divisor of n, then p is also a 
divisor of [S, : G], provided p < n - 2. 
For these results we refer the reader to [ 17, p. 40-411. The latter isan 
immediate consequence ofthe corresponding result in [17]. 
THEOREM 1.3 (Schur). Given integers 0 < C, < . . . < C, (n > 1) if 
C ) = d, then each integer J divisible by d satisfying J3 
&ti;;& “_ d)(C, - d) can be represented as
J=m,C, i- ... +m,C, 
for some nonnegative integers m, ,..., m,. 
Here, and in the sequel, by (C, ,..., C,)we denote the greatest common 
divisor of Ci ,..., C,.Theorem 1.3 is the simple restatement of the original 
result of Schur on the linear diophantine equation (see, e.g., [2]). Let us 
mention that here are many stronger results onthe bound for J, but being 
more complicated they are useless for our purposes. Inthis paper, in fact, 
only the simplest bounds J> C, C, or JB (l/d) C, C, will be applied. 
2. BINOMIAL COEFFICIENTS 
In this ection we establish certain properties of binomial coeflicients. I  
what follows some simple inductive steps and direct computations will be 
omitted. By n, m, k we denote always positive integers. 
LEMMA 2.1. Zfk>7 andma4k, then (z)>m(T). 
Proof. The proof is by induction. First we show that 
(1) 
For k = 7 we have (ii) > 28(y). Proceeding byinduction we have to show 
that 
(4k+ 1)(4k+2)(4k+3)(4k+4) k+ 1 
(2k + 1)2(2k + 2)2 ‘- k 
(4k+1)(4k+2)(4k+3)(4k+4) . 
(3k+ 1)(3k+2)(3k+3)(k+ 1) ’ 
This is equivalent to
(2) 
(3k + 1)(3k + 2)(3k + 3) k > (2k + 1)2(2k + 2)2 (3) 
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which can be easily seen to be true for k > 7. Multiplying ow inequalities 
(1) and (2) we obtain (1) for k + 1, completing the induction for (1). 
Now supposing the inequality in Lemma 2.1 to be true for m, and check- 
ing that 
m+l m+l m+l 
>--’ 
m+l-2k m m+l-k (4) 
for m >4k > 28, by multiplying (4) and the inequality inLemma 2.1, it 
follows that he latter isalso true for m + 1. This completes the proof of the 
lemma. 
LEMMA 2.2. Zf m B 6k, then (z) > m(T) for k > 3. 
Proof The proof is analogous to that of Lemma 2.1. We point out only 
differences. For k = 3 we have (‘,“) > 18( \“). The induction step 
corresponding to (2) is 
(6k+ 1)...(6k+6) k+l 




true for k > 3. 
The second induction step is just he same as that in Lemma 2.1. 
LEMMA 2.3. Zf n > 22, then 
[qq !>n( pg. 
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We prove (5) by induction k. For k = 11 we have 1 1 ! > 23( f:). Next, it is 
easy to check that 
k+I>2k+3.(2k+2)(2k+3) 
2k+ 1 (k+ l)(k+2) 
(7) 
for k > 11. Multiplying ow (7) and (5) we obtain (5) for k + 1, and the 
induction is complete. Now (6) follows trivially from (5), proving 
Lemma 2.3. 
Following the example of binomial coefficient w  introduce 
DEFINITION 2.4. Ckr] = (km)!/k! m “. 
By the way, observe that k! m!k is just he order of the maximal per- 
mutation group of degree km with k distinct blocks (sets of imprimitivity) 
of length m (k, m > 1 ), and therefore Ckp] is the index of this group in S,. 
Hence CkT] is an integer. 
LEMMA 2.5, If either k > 4 and m 2 3 or k > 3 and m 3 5, then 
Proof: Using definitions f Ckp], (;), and [x] (Sect. 1)we observe that 
in any case the inequality to be proved is equivalent to
[fkm]! [ikm + f]! > km. k! m!k. (8) 
We prove it by induction on m and k. For k=4 and m =3 we have 
6!6!>12.4!3!4 and for k=3 and m=5 we have 7!8!>15.3!5!3, as
required. Let us denote: L = [tkm]! [$km + f]! (the left-hand side of (8)), 
and N= [fk(m + l)]! [tk(m + 1) + i]! (the left-hand side of (8) for m + 1). 
Now observe that for k even, 
for k odd and m even, 
and finally, forboth k and m odd, 
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In all the three cases the number of factors apart from L is equal to k (each 
square counting as two factors). So,in any case for k > 3, 
and since 
(km+ 1)k>~(2m+2)k 
for k, m > 3 
N m+l 
2 
7 (m + l)k. (10) 
Now multiplying (10) and (8) we obtain (8) for m + 1. 
Likewise, denoting M= [$(k + 1) m]! [t(k + 1) m + $I!, just by inter- 
changing m and k in (9), we obtain 




we have for k, m b 3 
;>y(k+l)m!. 
Multiplying the latter and (8) we obtain (8) for k + 1, which completes the 
proof by induction m and k. 
To conclude this section we make a simple observation concerning 
divisibility of binomial coefficients. 
LEMMA 2.6. Given integers n > k > 0, and a prime p, ifp” and pb are the 
highest powers of p dividing n and k, respectively, and a 2 b, then pa-b 
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divides (g), and for k =ph it is actually the highest power of p with this 
property. 
Proof: Denote n = mp” and k = rpb. The first claim follows immediately 
from the equality (;) = (n/k)(;:i) =puph. (m/r)(f-. i), since by assumption 
r is not divisible yp. 
For the second write the binomial coefficient as follows: 
mp”(mp”-1) (mp”-p) 
= pb.l ‘.. p 
, . . (mp”-sp’)...(mp”-pb+l) 
sp’ pb-1 . 
Since sp” < pb <p”, each factor (mp” - sp’)/sp” isnot divisible y p, and the 
result easily follows. 
3. PERMUTATION GROUPS 
In this ection we wish to present the index [S,: G] of the permutation 
group G in S, in the form of the linear combination fbinomial coefficients 
analogous to that in (iv) of our Characterization Theorem. We begin with 
the following 
DEFINITION 3.1. We say that apermutation group G on the set A of the 
size n is weakly symmetric if there xists a subset B of A and a permutation 
fin G such that he image of B under f is equal to A - B, i.e., Bf= A - B. 
Clearly, the permutation group G is weakly symmetric iff n = 2k, where k 
is the size of B, and (A - B) f = B. We prove the following 
LEMMA 3.2. Let G be a permutation group on the set A = { 1,2,..., n}, 
and 2” the highest power of two dividing n. If G is not weakly symmetric, 
then 2” divides the index [S,: G]. 
Proof Assume that a> 0 and put n = 2”m. Now let H be the cyclic sub- 
group of S, generated bythe permutation 
h = (1 2.. .2”)(2” + 1 . . .2”+ ‘). . (2”(m - 1) + 1 . . .2”m) 
the product of m disjoint cycles of the length 2”. 
It is easy to observe that H is weakly symmetric, and each subgroup of 
H has the same property: Inother words, since H is cyclic, for each integer 
r # 0 (mod 2”) there xists aninteger s and a subset B of A such that 
Bh”=A-B. (11) 
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Now let jiG be any left coset of G in S,. We wish to show that all cosets 
h’fG for t = 0, l,..., 2” - 1 are pairwise distinct. Indeed, assume 
htfG = h”jG. 
It follows that there exists g in G such that h’fg = h”f, and therefore 
g =f-‘h’f with r = u - t. We have to show that r= 0 (mod 2”). Assume the 
contrary and let sand B be as in (11). Clearly, g”=f-‘h’“f~ G. Hence, the 
image of the set Bf under g” 
(Bf) g” = Bh’“f= (A - B)f= A - Bf 
(we applied here (11) and the fact hat fis a permutation the set A). 
This means that G is weakly symmetric, a contradiction. 
Thus we have proved that there are precisely 2”distinct left cosets in 
each double coset HfG, and therefore 2” divides [S,: G], thus completing 
the proof. 
In the next lemma a relationship of binomial coefficients to he index of 
permutation group is indicated. 
LEMMA 3.3. Let G be a permutation group of degree n. 
(i) Zf G has an orbit of length k, then (;) divides [S,: G], 
(ii) Zf G has k disjoint blocks of length m = nJk, then [q&] divides 
[S,: G]. 
Proof This can be easily seen as follows: let A be an orbit of length k
in G, and H the maximal subgroup of S, with the orbit A. Clearly 
[S,: H] = (;) an d since [S, : G] = [S, : H] [H: G] the first claim follows. 
The analogous argument, in view of the remark following Delinition 2.4, 
yields the second claim. 
Now we are ready to state and prove mentioned at the beginning 
THEOREM 3.4. Zf a permutation group G of an even degree is not weakly 
symmetric, then there xist odd positive integers kI,..., k, not exceeding n and 
positive integers m, ,..., mj such that 
J= [S,: G] = i mi(i). 
i=l I 
Proof: We proceed in a series of steps. Direct computations as 
previously will be omitted. Throughout, a number times we use tacitly the 
following two facts: 
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(i) it is enough to prove that n divides J, since then we have 
J = m, (7 ), as required. 
(ii) J is divisible y the highest power of two dividing ;this is by 
Lemma 3.2. 
Moreover, we can assume generally that n> 2 (because for n= 2, (i) and 
(ii) yield the desired result) and G does not contain A, (because for an even 
n > 2, S, and A, are easily observed to be weakly symmetric). 
Step 1. G is primitive. Here, let n= 2”# . . . p:p, + , . . . ps be the prime 
factorization of n with ai > 1 and s > r Z 0. Also, a> 0, since n is even. We 
distinguish three cases. 
(a) r = 0. It means that we have n = 2”p,.  .ps. By Theorem 1.2 com- 
bined with (ii) n divides J,and the result follows. (Note that for s> 0, since 
a>O, p,<n-2 for any i). 
(b) r>l and nb22. Let n=2”q,...q,, where q,<q2< ... <qs are 
distinct prime powers. We have a > 0 by assumption and moreover, s > 0, 
since r2 1. Hence, combining Theorem 1.1 with Lemma 2.3 we obtain 
On the other hand 
and in view of Lemma 2.6 
(n, ( :),..., (:))=2”. 
It follows, by Theorem 1.3 of Schur and in view of (ii), that J can be 
represented as asserted with {k, ..., k,}= { 1, q1 ,..., qs}. 
(c) r >, 1 and n < 22. For an even n there is only one possibility here, 
namely, n= 2.9 = 18. Using arguments as those in case (b) we have 
J>9! > 18(\*), 6 divides J, (18, (y)) =6, and so, by the result of Schur, 
J = m I 18 + m2( y), as required. 
Step 2. G is imprimitive transitive group. Then G has, say, k blocks of 
the same length m with k, m > 1, and n = km. We consider several cases 
here keeping in mind that by Lemma 3.3 each divisor f [“km] is a divisor 
of J. 
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(a) k = 2. Excluded by assumption, since having two blocks of length 
n/2 and being transitive G is weakly symmetric. 
(b) k = 3 and m = 2. Then n = 6 divides J, since 3 ‘divides 
[!I = 6!/3!23 (and because of (ii)). 
(c) k = 3 and m = 3. Excluded by assumption, since n= 9 is odd. 
(d) k = 3 and m = 4. Then, as in (b), n= 12 divides J,since 3divides 
C:‘l. 
(e) k = 4 and m = 2. Here, n= 8 is a power of two, so n divides J by 
(ii). 
(f) k 2 3 and m > 5 or k > 4 and m 2 3. In view of (ii) we can assume 
that n is not a power of two. Applying Lemmas 3.3 and 2.5 we have 
where qs has the same meaning as in case(b) of Step 1. The remainder of 
the proof is now the same. 
Cases (a)-(f) exhaust all possibilities, hu  completing the proof of this 
step. 
Step 3. G is intransitive. Th nG has an orbit of length m such that 
n > 2m. If m is odd, then by Lemma 3.3 (;) divides J, and therefore 
J= m,(z), as required. Thus we can assume for the remainder that m is 
even, say m = 2k. As in Step 2, keeping in mind that by Lemma 3.3 each 
divisor f (2;r) isdivisor f J we distinguish several cases. 
(a) (n, 2k) = 2’ with b 20. Let 2” be the highest power of two 
dividing .Then (n/2a, 2k) = 1 and by Lemma 2.6 n/2a divides (2). On the 
other hand 2” divides J by (ii). Hence, n divides J, and the result follows. 
(b) ka7 or (k>3 and n>6k). Let, (n,2k)=2’q,**.qs, where 
41< . .. < qs are prime powers of distinct odd primes, as in Case (b) of 
Step 1. We can assume that s > 0, since for s = 0 Case (a) applies. Now, 
since (;‘) divides J and n > 2m = 4k by assumption, inview of Lemmas 2.1 
and 2.2, we have 
In addition 
481/108/l-8 
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and by Lemma 2.6 
On the other hand, if 2” is the highest power of two dividing ,then again 
by Lemma 2.6, n/2”q, . .. qs divides (;), and since 2” divides J, n/q, .. . q, 
divides J.Thus we can apply the result of Schur and conclude that also in 
this case J can be represented as asserted. 
(c) k = 6 and n < 36. By assumption we have also nB 2m = 4k = 24. 
The possibility not covered by Case (a) is when 3 divides n.For an even n 
it yields n = 24 or 30. 
If n = 24, then J> (:i) > 24(y), (24, (“;‘)) = 8divides J by (ii), and so, by 
the result of Schur, J= m, 24 + m,(y), as required. 
Similarly, if n= 30, then J 2 (:t) > 30( “p), (30, (y)) = 10 divides J,since 5
divides (E), and the result of Schur applies. 
(d) k= 5 and n < 30. Also, by assumption,  24k=20. The only 
possibility foran even n, not covered by Case (a), is when n = 20. Here, 
J> ($ > +. 20(F), (20, (‘p)) = 4 divides J by (ii), and by Theorem 1.3, 
J= m, 20 + m2( y), as required. 
(e) k=4 or 2 or 1. This is covered by Case 1. 
(f) k = 3 and n < 18. Also, by assumption,  > 4k = 12. Again, the 
only possibility foran even n, not covered by Case (a), is when n = 12. 
Here, 12 divides J, since 12 divides (p). Hence, the result follows by (i). 
This exhausts all possibilities and completes the proof of Step 3 and the 
proof of the theorem. 
Remark. Theorem 3.4 can be stated and proved for arbitrary n not 
necessarily even. In this case however new exceptional groups have to be 
indicated, .g., Sylow p-subgroups ofS, for n =pm, odd prime power. As 
the proof partially shows, k, ,..., kj can be stated, infact, to be powers of 
primes dividing ,and a certain description of the exponents can be given. 
In addition, one can try to characterize precisely those groups whose index 
in S, fails to satisfy the assertion fthe theorem. The detailed analysis of
our proof can be useful for the latter. 
4. p,-SEQUENCES 
In this ection we state and prove our results onp,-sequences. Before, we
introduce some notions and notations making by the way a few simple 
observations. 
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Given an algebra 8, let P, = P,(‘$I) bethe set of all essentially n-ary 
polynomials ofCLI (n > 2). For p E P,, by G(p) we denote the group of all 
permutations c1 on the set A = { 1,2,..., rz} such that 
P(X1 Y..., 4 =P(xl.Y-T XJ 
G(p) is called the symmetry group of p, and it is a subgroup of S,. The 
number of polynomials arising from‘p by permutations ofvariables i the 
same as the index [S, : G(p)] (cf. [S, p. 7031). Choose the polynomials 
pI ,..., pm EP, so that each q E P, arises from one and only one of pi by per- 
muting variables. Then the number of essentially n-ary polynomials of9I, 
m 
an = 1 CSn: G(Pi)l. 
i=l 
(12) 
Now applying Theorem 3.4 we prove 
THEOREM 4.1. if % is an algebra with no binary symmetric polynomial, 
then for every n > 0 
for some nonnegative integers a, ,..., a,. 
Proof. We wish to show that if p E Pznr n > 0, then under assumption f 
the theorem G(p) is not weakly symmetric. Let us assume the contrary, i.e., 
that here xist a permutation CIon the set A = { 1, 2,..., 2n> such that 
P(X, V..., xzn) =P(XIrY*, Q,),) (13) 
and the subset B of A such that BLY = A - B. Now, substituting in (13) x for 
xi whenever iE B, and y otherwise, we obtain 
f (x3 Y) =f (YY x) 
for some polynomial f of 2I, which was supposed not to be the case. 
We have proved so that for each n > 0 and each p E PZn G(p) is not 
weakly symmetric. Now applying Theorem 3.4 to the formula (12) yields 
the desired result. 
COROLLARY 4.2. If Yl is an algebra without constants andp,,(2l) = 0 for 
some m > 0, then the assertion fTheorem 4.1 holds. 
Proof. Immediate by combining Theorem 4.1 with Plonka’s result 
[14]: if ‘9I without constants has a binary symmetric polynomial, then 
p,(2l)>O for all n>,2. 
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THEOREM 4.3. Let (p,) be a sequence of nonnegative integers with 
pzn + , > 0 for all n > 0. If for every n > 0 there exist nonnegative integers 
a, ,..., a, such that 
P2n= i ak 
k=l 
then (p,) is representable. 
Proof (This is a slight modification of the construction given in [lo].) 
For every i, k > 0 we take a countable s t Ai,k so that A,, and Aj,, are dis- 
joint whenever i#j or k #m. Then we form the set A consisting of the 
union of all Ai,k and three more elements: to, tl, t,. 
For every odd n we define the operation g”: 
g”b, ,.-., x,)= 
to if the number of x, equal to to is odd, 
f2 otherwise. 
Also for odd n and 0 < i <p,, we define f: : 
to if the number of xi equal to to is odd, 
f;(xl,*--, x,) = 1, if x, ,..., x, EAi.i and are pairwise distinct, 
t2 otherwise. 
Finally, for every 2n > 0, 1 6 k 6 n, and 1 d i < ak (where a, ,..., a,, 
depending on n are given by assumption of the theorem) we define 2n-ary 
operation hz; : 
h$&,..., x2,,) = 
if the number of xj in (x, ,..., x2k_ I > 
equal to to is odd, 
if x, ,..., x2nE A,, and are pairwise 
distinct, 
otherwise. 
Note, that for n odd we have defined g” and p,,- 1 operations 8, i.e., p , 
operations altogether; here, permutations ofvariables do not yield new 
operations. Forevery 2n, each of operations h$ yields precisely (,,‘lr ,) dis- 
tinct operations by permutations ofvariables, and therefore w have 
C; =, a,($! r ) operations h:; with permutations ofvariables taken into 
account. Now, if F is the set consisting of all these operations, then F is 
closed under substitution of functions, identification and permutation f
variables. Indeed, it is enough to observe, that both each identification of 
variables and each substitution of g”,fl, or h$ in one of these yields always 
g” for some odd m. 
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It follows therefore that F is the set of all essential polynomials (i.e., 
depending on each variable) of the algebra (A, F). Hence, (A, F) 
represents the sequence (p,), which completes the proof. 
As mentioned at the beginning of the paper, Characterization Theorem 
follows now from Corollary 4.2, Theorem 4.3 and the results of [lo] 
and [16]. 
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