Abstract. We consider disordered systems of directed polymer type, for which disorder is so-called marginally relevant. These include the usual (short-range) directed polymer model in dimension p2`1q, the long-range directed polymer model with Cauchy tails in dimension p1`1q and the disordered pinning model with tail exponent 1{2. We show that in a suitable weak disorder and continuum limit, the partition functions of these different models converge to a universal limit: a log-normal random field with a multiscale correlation structure, which undergoes a phase transition as the disorder strength varies. As a by-product, we show that the solution of the two-dimensional Stochastic Heat Equation, suitably regularized, converges to the same limit. The proof, which uses the celebrated Fourth Moment Theorem, reveals an interesting chaos structure shared by all models in the above class.
renewal process, the directed polymer model [CSY04] , where the pure system is a directed random walk, the random field Ising model [B06] and the stochastic heat equation [BC95] .
A fundamental question for such systems is: Does addition of disorder alter the qualitative behavior of the pure model, such as its large-scale properties and/or critical exponents?
If the answer is yes, regardless of how small the disorder strength is, then the model is called disorder relevant. If, on the other hand, disorder has to be strong enough to cause a qualitative change, then the model is called disorder irrelevant. This difference can be understood heuristically via renormalization transformations [B06, G10] : if one rescales space (coarse graining) and looks at the resulting renormalized disordered system on larger and larger spatial scales, then one will observe that the "effective" strength of disorder will asymptotically diverge if disorder is relevant, while it will vanish if disorder is irrelevant.
Whether a model is disorder relevant or irrelevant depends crucially on the spatial dimension d and its correlation length exponent ν. A milestone in the study of disordered systems in the physics literature is the Harris criterion [H74] , which asserts that if d ă 2{ν, then disorder is relevant, while if d ą 2{ν, then it is irrelevant. In the critical case d " 2{ν, disorder is marginal and the Harris criterion is inconclusive: disorder can be either marginally relevant or marginally irrelevant depending on the finer details of the model.
Inspired by the study of an intermediate disorder regime for directed polymers [AKQ14] , we proposed in [CSZ13] a new perspective on disorder relevance. The key observation is that, if a model is disorder relevant, then it is possible to tune the strength of disorder down to zero (weak disorder limit) at the same time as one rescales space (continuum limit), so as to obtain a one-parameter family of disordered continuum models, indexed by a macroscopic disorder strength parameterβ ě 0. In a sense, such continuum models interpolate between the scaling limit of the pure model (β " 0) and the scaling limit of the original disordered model pβ " 8q, allowing one to study the onset of the effect of disorder.
The main step in the construction of such disordered continuum models is to identify their partition functions. In [CSZ13] , we formulated general conditions on the pure model that are consistent with the Harris criterion d ă 2{ν for disorder relevance, which allowed us to construct explicitly the continuum partition functions. However, the marginally relevant case (d " 2{ν in the Harris criterion) escapes the framework proposed in [CSZ13] .
In the present work, we develop a novel approach to study the continuum limit of marginally relevant systems of directed polymer type, which include the usual short-range directed polymer model on Z 2 , the long-range directed polymer model on Z with Cauchy tails, and the pinning model with tail exponent α " 1{2. We show that, surprisingly, there is a common underlying structure among all these marginally relevant models (see Section 3.2 and Key Proposition 5.2), which leads to a number of universal phenomena. More precisely, ‚ A properly defined replica overlap R N for each model diverges as a slowly varying function (usually a logarithm) of the polymer length N Ñ 8.
‚ If the disorder strength is sent to 0 as β N "β{ ? R N for fixedβ ą 0, then the partition function has a universal limit in distribution, irrespective of the model:
log-normal ifβ ă 1 0 ifβ ě 1 .
(1.1)
with the log-normal variable depending on the parameterβ.
‚ A process-level version of (1.1) also holds: forβ ă 1, the family of log partition functions log Z N,β N pxq, indexed by the starting point x of the polymer, converges to a limiting Gaussian random field (depending onβ) with an explicit multi-scale covariance structure.
The transition from a non-degenerate limit Zβ ą 0 to a degenerate limit Zβ " 0, aŝ β increases, marks a transition from weak disorder to strong disorder. We emphasize that such a transition for marginally relevant models, in particular, the p2`1q-dimensional directed polymer, is new and has not been anticipated. Previously, it was only known (see e.g. [CSY04] ) that for the directed polymer in dimension d`1, there is a transition from weak to strong disorder at a critical β c pdq, with β c pdq ą 0 when d ě 3 (corresponding to disorder irrelevance) and β c pdq " 0 when d " 1, 2 (corresponding to disorder relevance).
(For d " 2 the polymer was shown in [F12] to be diffusive if β N ! 1{ ? R N .) Interestingly, our results show that in the marginal dimension d " 2, there is still a transition on the finer scale of β "β{ ? R N , with critical valueβ c " 1. This appears to be a special feature of marginality, since no such transition exists at any finer scale of disorder in dimension d " 1 [AKQ14] .
Another point worth remarking is that the explicitly identified critical pointβ " 1 is actually the point where the L 2 norm of the partition functions blow up in the limit. This is in contrast to the directed polymer in dimension d`1 with d ě 3 (see e.g. [BS10] ), or the log-correlated Gaussian Multiplicative Chaos [RV13] which also undergoes a weak to strong disorder transition. For these two models, their critical points are strictly larger than their respective L 2 critical points.
Our results unify different polymer models that are classified as marginally relevant. However, beyond this universality, even more interesting is the method we develop, which reveals a multi-scale and Gaussian chaos structure that is common to all the models we consider. In particular, the partition functions can be approximated by a sum of stochastic integrals involving white noises in all possible dimensions, which through resummation, can be seen as the exponential of a Gaussian (see Section 4 for an outline of the main steps). The key technical ingredients include a non-trivial combinatorial argument (Proposition 5.2), and the application of a version of the Fourth Moment Theorem [dJ90, NP05] for Gaussian approximation.
An interesting corollary of our results is that they link marginal relevant models to a class of singular SPDEs at the critical dimension. In particular, they bring new insights on how to define the solution of the two-dimensional Stochastic Heat Equation (2d SHE), which is formally written as critical dimension two for the SHE, and the singular SPDEs that can be treated so far are all known as sub-critical (or super-renormalizable in the physics literature [K14] ).
It turns out that the notion of sub-criticality for singular SPDEs matches with the notion of disorder relevance, while criticality corresponds to the case where the effect of disorder is marginal. To illustrate this fact for the SHE, consider the change of variables pt, xq " T ε p r t, r xq :" pε´2 r t, ε´1r xq , which for small ε ą 0 corresponds to a space-time coarse graining transformation. Looking at (1.2), it is easily seen that r up r t, r xq :" upT ε p r t, r xqq formally solves the SPDE Br u B r t " 1 2 ∆r u`βε
where 9 Ă W is a new space-time White noise obtained from 9 W via scaling. Therefore, coarsegraining space-time for the SHE has the effect of changing the strength of the noise to ε 9 W ε u ε , u ε p0,¨q " 1, (1.4)
where 9 W ε is the space-mollification of 9 W via convolution with a smooth probability density j ε pxq :" ε´2jpx{εq on R 2 , and the noise strength is scaled as β ε "β b 2π log ε´1 for someβ ą 0, then for each pt, xq P p0, 8qˆR 2 , u ε pt, xq converges (as ε Ñ 0) in distribution to the same universal limit Zβ in (1.1) as for the other marginally relevant models.
We hope that the method we develop and the universal structure we have uncovered opens the door to further understanding of marginally relevant models in general, including both statistical mechanics models that are not of directed polymer type, as well as critical singular SPDEs with non-linearity. In particular, our results suggest that for marginally relevant models there is a transition in the effect of disorder on an intermediate disorder scale. Establishing this transition in general, as well as understanding the behavior of the models at and above the transition point, will be the key challenges next.
The models and our results
In this section we define our models of interest and state our main results. We will denote N :" t1, 2, 3, . . .u and N 0 :" N Y t0u.
2.1. The models. We first introduce the disorder ω. Let ω " pω X q be a family of i.i.d. random variables, indexed by X P N or X " px, nq P Z dˆN 0 , depending on the model. Probability and expectation for ω will be denoted respectively by P and E. We assume that Erω 1 s " 0 , Varrω 1 s " 1 , Dβ 0 ą 0 : λpβq :" log Ere βω 1 s ă 8 @|β| ă β 0 .
Next we define the class of models we consider. We fix a reference probability law P (which will typically be the law of a random walk or a renewal process) representing the "pure" model. The disordered model is then a Gibbs perturbation P ω N,β of P, indexed by the parameters N P N (polymer length), β ě 0 (disorder strength) and the disorder ω:
for a suitable Hamiltonian H ω N,β . The normalizing constant
is the disordered partition function and will be the focus of this paper. Different reference laws P and Hamiltonians H ω N,β give rise to different models. The first class of models we will consider are directed polymers in random environment on Z d`1 .
Definition 2.1 (Directed polymers on Z d`1 ). Let S " pS n q nPN 0 be a random walk on Z d with i.i.d. increments. For px, tq P Z dˆN 0 we denote by P x,t the law of pS n q nět started at x at time t, and we denote P :" P 0,0 for simplicity. The partition function of the directed polymer in random environment is defined by
with Z ω N,β :" Z ω N,β p0, 0q.
We will also consider pinning models, which can be viewed as directed polymers on Z d`1 with disorder present only at x " 0 (i.e. ωpn, xq " 0 for x ‰ 0). In this case, what really matters are the return times of the random walk S to 0, which form a renewal process. Definition 2.2 (Pinning models). Let pτ " pτ n q nPN 0 , P t q be a renewal process started at t P N 0 , i.e., P t pτ 0 " tq " 1 and pτ n´τn´1 q nPN are i.i.d. N-valued random variables. If t " 0 we write P " P 0 . The partition function of the pinning model started at t P N 0 equals
with Z ω N,β :" Z ω N,β p0q, where we have identified τ with the random set tτ 0 , τ 1 , . . .u Ă N 0 .
Remark 2.3. In the pinning model it is customary to have a bias parameter h P R, i.e. λpβq is replaced by´λpβq`h in (2.2). In this paper we set h " 0 because in the regime we are interested in, the effects of β and h can be decoupled. This will be treated elsewhere.
Note that Z ω N,β in (2.1)-(2.2) has been normalized so that ErZ ω N,β s " 1 (due to´λpβq). The key question we consider (in connection with disorder relevance) is the following: The answer depends crucially on the random walk S and the renewal process τ . Assume that S and τ are in the domain of attraction of a stable law, with respective index α P p0, 2s and α P p0, 1q. Informally, this means that Pp|S 1 | ą nq « n´α and Ppτ 1 ą nq « n´α (except for α " 2, where Er|S 1 | 2 s ă 8 or, more generally, x Þ Ñ Er|S 1 | 2 1 t|S 1 |ďxu s is slowly varying).
It was shown in [CSZ13] that question Q. has an affirmative answer for directed polymers on Z 1`1 with α P p1, 2s and for pinning models with α P p1{2, 1q, which is a manifestation of disorder relevance; while disorder is irrelevant for directed polymers on Z 1`1 with α P p0, 1q and for pinning models with α P p0, 1{2q. However, the marginal cases (a) directed polymers on Z 2`1 with α " 2 (e.g., finite variance); (b) directed polymers on Z 1`1 with α " 1 (e.g., Cauchy tails); (c) pinning models with tail exponent α " 1{2 (e.g., the renewal arising from the return times of the simple symmetric random walk on Z to the origin), fall out of the scope of the method in [CSZ13] .
In this paper, we develop a novel approach to answer question Q. affirmatively for marginally relevant models. Even though our techniques are of wider applicability, we stick for simplicity to models of type (a)-(c) above. Let us state our precise assumptions, in the form of local limit theorems, where we allow for arbitrary slowly varying function Lp¨q. However, we suggest to keep in mind the basic case when Lp¨q is constant, say Lp¨q " 1.
Hypothesis 2.4 (Local Limit Theorem).
Assume that the directed polymer in Definition 2.1 and the pinning model in Definition 2.2 satisfy the following local limit theorems, for some slowly varying function L. Remark 2.6 (2d Simple random walk). When S is the simple symmetric random walk on Z 2 , due to periodicity, (2.3) still holds (with Lp¨q " 1) provided the sup is restricted to the sub-lattice z P tpa, bq P Z 2 : a`b " n pmod 2qu (whose cells have area 2) and gp¨q is replaced by 2gp¨q. Consequently, relation (2.8) holds with C " 2}g} 2 2 . Our main results Theorems 2.8, 2.12 and 2.13 below apply with no further change.
A crucial common feature among all models (a)-(c) above concerns the so-called expected replica overlap, defined for a general random walk S or renewal process τ by
where S 1 and τ 1 are independent copies of S and τ . For models satisfying Hypothesis 2.4, a Riemann sum approximation using (2.3)-(2.5) yields Under Hypothesis 2.4, the marginal overlap condition is satisfied when R N Ñ 8, which by (2.8) holds if Lpnq stays bounded, or more generally, does not grow too fast as n Ñ 8. We suggest the reader to keep in mind the basic case Lpnq " 1, for which R N " C log N . Our main result, to be stated in the next subsection, is that question Q. has an affirmative answer for models of directed polymer type which satisfy Hypothesis 2.4 and the marginal overlap condition. This is a signature of marginal disorder relevance in the spirit of [CSZ13] . The recent results of Berger and Lacoin [BL15a, BL15b] on free energy and critical curves reinforce this picture.
2.2. Results for directed polymer and pinning models. We are now ready to state our main results: Theorem 2.8 on the convergence of partition function with a fixed starting point; Theorem 2.12 on the joint limit of partition functions with different starting points, where multi-scale correlations emerge; and Theorem 2.13 on the Gaussian fluctuations of the partition functions as a random field indexed by the starting points. 
the following convergence in distribution holds:
where W 1 is a standard Gaussian random variable and
Remark 2.9. Note that forβ ă 1, Zβ is log-normal. Let pW t q tě0 be a standard Brownian motion. We will in fact prove that
This more involved expression for Zβ hints at a remarkable underlying multi-scale and chaos structure, which is common to all models that satisfy Hypothesis 2.4 and the marginal overlap condition. The heuristics for this structure will be explained in Sec. 3. It is even possible to identify the limiting distribution of the whole process pZ ω N,β N qβ Pp0,1q .
Denoting by pW prq t q tě0, rPN a countable family of independent Brownian motions, we have the convergence in distribution of Z ω N,β N as N Ñ 8, jointly forβ P p0, 1q, to the process
This can be extracted from the proof of Lemma 6.4, and we will omit the details. It is worth noting the non-trivial dependence of σ 2 β onβ, cf. (2.11). On the one hand it distinguishes from other scalings such as β N ! 1{ ? R N , which lead to a trivial behavior, and on the other hand it marks the transition from weak (Zβ ą 0) to strong (Zβ " 0) disorder.
Remark 2.10. During the completion of this paper, Alberts, Clark and Kocić showed in [AKS15] that for the marginally relevant directed polymer model on the diamond hierarchical lattice, with either edge or site disorder, there is also a transition for the partition function in an intermediate disorder regime with some critical valueβ c . Their proof relies on the recursive structure of the hierarchical lattice. A difference with respect to our results is that, forβ ďβ c , the partition function converges to 1 and has Gaussian fluctuations. It would be interesting to apply our approach to better understand the source of this difference.
Remark 2.11. One may wonder whether the assumption of finite exponential moments Ere βω 1 s ă 8 can be relaxed. Indeed, for the usual (short-range) directed polymer model in dimension d " 1, in the intermediate disorder regime it is enough to assume finite six moments, as conjectured in Alberts-Khanin-Quastel [AKQ14] and proved by Dey-Zygouras [DZ16] . The heuristic in dimension d " 1 is that if Ppω 1 ą tq " t´a, the typical maximum of the disorder random variables visited by the random walk by time N is N 3 2a . The intermediate disorder scaling in dimension d " 1 is β N "βN´1 {4 , so one has β N N 3 2a Ñ 0 when a ą 6, allowing for a truncation argument. In dimension d " 2, the typical maximum is N 2{a , while β N "β{ ? log N , so β N N 2{a Ñ 8 irrespective of a. This suggests that in the critical dimension d " 2, things are more subtle and we are reluctant to make any claim.
Next we study the partition functions Z ω N,β pXq as a random field, indexed by the polymer's starting position X " px, tq P Z dˆN 0 with d P t1, 2u (for directed polymers), resp. X " t P N 0 (for pinning models). Assuming Hypothesis 2.4 with a slowly varying Lp¨q and a divergent overlap R N , and recalling (2.6), we define
By (2.6), φ Ð p|x|q is the time at which the random walk S has a fluctuation of order |x|. Then, for each X " px, tq P Z dˆN 0 with d P t0, 1, 2u, we set
We suggest to keep in mind the special case Lpnq " 1, for which~X~" t _ |x| d . Theorem 2.8 gives the limiting distribution of the individual partition functions Z ω N,β N pXq, and it is natural to ask about the joint distributions. In the special case Lpnq " 1, i.e. 
where pY i q 1ďiďr are jointly Gaussian random variables with
Lastly, we study Z ω N,β N pXq as a space-time random field on the macroscopic scale~X~« N , showing that it satisfies a law of large numbers with Gaussian fluctuations. For X " px, tq P Z dˆN 0 , we define space-time rescaled variables as follows (recall Lp¨q from Hypothesis 2.4 and φp¨q from (2.6)): 
where Gp¨q is a generalized Gaussian random field on R dˆr 0, 1s, with a logarithmically divergent covariance kernel (see (2.23) below). To make (2.20) precise, we fix a continuous test function ψ : R dˆr 0, 1s Ñ R with compact support and define Remark 2.14. Observe that the kernel K diverges logarithmically near the diagonal:
K`px 1 , t 1 q, px 2 , t 2 q˘" C log 1 |px 1 , t 1 q´px 2 , t 2 q| as |px 1 , t 1 q´px 2 , t 2 q| Ñ 0 .
Note that Gaussian fields with such logarithmically divergent covariance kernels have played a central role in the theory of Gaussian Multiplicative Chaos (see e.g. [RV13] ).
2.3. Results for the 2d stochastic heat equation. We now state the analogues of Theorems 2.8, 2.12 and 2.13 for the 2d SHE
To make sense of (2.24), we first mollify the space-time white noise 9 W . Let j P C 8 c pR 2 q be a probability density on R 2 with jpxq " jp´xq, and let J :" j˚j. For ε ą 0, let j ε pxq :" ε´2jpx{εq. The mollified noise 9 W ε is defined formally by 9 W ε pt, xq :" ş R 2 j ε px´yq 9 W pt, yqdy, so that ż
For fixed x, the process t Þ Ñ ş t 0 9 W ε ps, xq ds is a Brownian motion with variance }j} 2 2 . Then we consider the mollified equation (with Itô integration, and β " β ε possibly depending on ε) 
where E x is expectation w.r.t. pB s q sě0 , a standard Brownian motion in R 2 with B 0 " x and E denotes the expectation with respect to the White noise. By a time reversal in 9 W ε , we note that u ε pt, xq has the same distribution (for fixed pt, xq) as
where in the last step we made the change of variables pεr y, ε 2 r sq :" py, sq, and 9 Ă W pr s, r yqdr sdr y :" ε´2 9
W pε 2 r s, εr yqdpε 2 r sqdpεr yq is another two-dimensional space-time white noise. (One can actually extend (2.27) so that the equality in law between u ε pt, xq and r u ε pt, xq holds jointly for all t P r0, 1s and x P R 2 , see (9.1) below.) Relation (2.27) suggests that we can interpret r u ε pt, xq as the partition function of a directed Brownian polymer in R 2 in a white noise space-time random environment at inverse temperature β ε , with starting point ε´1x and polymer length ε´2t. A consequence of our results for the short-range directed polymer on Z 2 is the following analogue of Theorems 2.8 and 2.12, combined into a single theorem. Let us agree that~X~:" t _ |x| 2 . 
Then forβ ă 1,`u ε pX piq ε q˘1 ďiďr converge in joint distribution to the same limit`:
Remark 2.16. Applying Hopf-Cole transformation to (2.25), we note that h ε pt, xq :" log u ε pt, xq is the solution of the regularized 2d KPZ equation
where the last term´β 2 ε ε´2}j} 2 2 is the Itô correction. Theorem 2.15 can therefore be reformulated for the 2d KPZ equation, showing that whenβ P p0, 1q, the solution h ε has pointiwse Gaussian limits as ε Ñ 0.
Here is the analogue of Theorem 2.13. Remark 2.18. For simplicity, we have formulated our results for the 2d SHE with u ε p0,¨q " 1. However, it can be easily extended to general up0,¨q. As it will become clear in the proof (or the heuristics in Section 3), forβ ă 1, the limit of u ε pt, xq depends only on the white noise 9
W in an infinitesimal time window rt´op1q, ts as ε Ñ 0 (for directed polymer of length N , the partition function similarly depends only on the disorder in a time window r1, N 1´op1q s). Therefore if we set the noise to be zero in the time window r0, t´op1qs, then apply the Feynman-Kac formula (2.26) first from time t to t´op1q, and then to 0, then we will see that the limit of u ε pt, xq depends on the initial condition only via a factor E x ru ε p0, B t qs.
Remark 2.19. Bertini-Cancrini [BC98] showed that if in (2.25), β ε :" b 2π log ε´1`λ plog ε´1q 2 for some λ P R, which corresponds to a finer window aroundβ " 1 in our notation, then u ε is tight in a suitable space of distributions, and the two-point function Eru ε pt, xqu ε pt, yqs converges to a non-trivial limit. However, they could not identify the limit of u ε . Combined with our result that u ε pt, xq converges in probability to 0 for each x P R 2 whenβ " 1, this suggests that the random measure u ε pt, xqdx may have a non-trivial limit as ε Ñ 0, which is singular w.r.t. the Lebesgue measure.
Remark 2.20. We note a formal connection between the 2d SHE and Gaussian multiplicative chaos (GMC), which typically considers random measures M β pdxq :" e βXx´β 2 ErX 2 x s{2 dx on r0, 1s d for some Gaussian field pX x q xPr0,1s d . When the covariance kernel of X is divergent on the diagonal, X is a generalized function and to define M β pdxq, one first replaces X by its mollified version X ε and defines M ε β pdxq and then takes the limit ε Ñ 0 psee [RV13] for a surveyq. For the 2d SHE, the exponential weight in (2.26) can be seen as the analogue of e βX ε x´β 2 ErpX ε x q 2 s{2 for the mollified Gaussian field X ε , except now the Gaussian field X ε is indexed by Cpr0, ts, R 2 q endowed with the Wiener measure. As ε Ñ 0, its covariance kernel K ε p¨,¨q can be seen to diverge logarithmically in probability, if it is regarded as a random variable defined on Cpr0, ts, R 2 q 2 endowed with the product Wiener measure. We note that shortly after the completion of this paper, Mukherjee et al. [MSZ16] used techniques from GMC to prove the existence of a weak to strong disorder transition for the SHE in d ě 3.
Heuristics
In this section we illustrate the core of our approach, emphasizing the main ideas and keeping the exposition at a heuristic level. In §3.1 we recall the approach developed in [CSZ13] to deal with the disorder relevant regime, then in §3.2 we explain how it fails for marginally relevant models and how does the marginal overlap condition arise.
3.1. Heuristics for disorder relevant regime. For simplicity, we use the pinning model to illustrate the general approach developed in [CSZ13] to identify limits of partition functions in a suitable continuum and weak disorder limit.
We first rewrite the partition function (2.2) for t " 0: since e x1 tnPτ u " 1`pe x´1 q1 tnPτ u for all x P R, we get
A binomial expansion of the product in (3.1) then yields (setting n 0 " 0)
We have thus rewritten Z ω N,β as a multi-linear polynomial of the i.i.d. random variables pη n q nPN , sometimes called a polynomial chaos expansion.
Assume for simplicity that the underlying renewal process τ satisfies
for some C ą 0 and α P p0, 1q, which implies the local limit theorem [D97, Thm. B].
Recalling (3.1), we have Erη n s " 0, and by Taylor expansion,
Since the "influence" of each η n on Z ω N,β is small, we can apply a Lindeberg principle (see e.g. [CSZ13, MOO10, NPR10]) to replace pη n q nPN by i.i.d. standard Gaussian random variables without changing the limiting distribution of Z ω N,β as N Ñ 8. Standard i.i.d. Gaussian pη n q nPN can be defined from a white noise W pdtq on r0, 8q, with
Setting t i :" n i {N for each i P N, the series (3.2) then becomes a series of stochastic integrals
where we have applied (3.4) that q N t " r CpN tq α´1 . In the disorder relevant regime α P p1{2, 1q, we note that gptq :" t α´1 is square-integrable in t P r0, 1s and the stochastic integrals in (3.7) are all well-defined. In particular, in the weak disorder limit
The limit Z Ŵ β can then be used to define a continuum disordered pinning model [CSZ16] .
For the marginal case α " 1{2, the above approach breaks down because 1{ ? t just fails to be square-integrable in r0, 1s and the stochastic integrals in (3.7) become undefined. Nevertheless, for each k P N, we note that the second moment of the k-th term in (3.2) diverges as N Ñ 8, which hints at marginal relevance of disorder.
For directed polymer models, exactly the same phenomenon appears. The approach of [CSZ13] sketched above applies to the short-range directed polymer on Z 1`1 and the long-range directed polymer on Z 1`1 with tail exponent α P p1, 2q, and breaks down exactly at the marginal cases, which include the short-range directed polymer on Z 2`1 and the long-range directed polymer on Z 1`1 with tail exponent α " 1.
Heuristics for marginal relevant regime.
We now sketch the heuristics behind our proof of Theorem 2.8. Again, we use the pinning model to illustrate our approach, focusing on the marginal case where the renewal process satisfies (3.3) with α " 1{2.
For simplicity, while retaining the key features, we assume that pη n q nPN are i.i.d. standard normal, and in light of (3.4), we assume for simplicity that q n " 1{ ? n. Then Z ω N,β in (3.2) simplifies to
The first observation, which follows from a direct calculation, is that for each k P N, the associated inner sum in Z N has second moment
where R N is the expected replica overlap defined in (2.7) and satisfies the marginal overlap condition. This suggests that if there is a non-trivial weak disorder limit for Z N , then we should choose β N :"β{ ? R N for someβ ą 0. Furthermore, note that ErZ 2 N s Ñ p1´β 2 q´1 forβ P p0, 1q and ErZ 2 N s Ñ 8 forβ ě 1, with a transition occurring atβ c " 1. We assume from now on β N :"β{ ? log N "β{ ? R N in (3.10) withβ P p0, 1q, so that
To prove Theorem 2.8, that Z N converges in law to a log-normal random variable, we will identify the limit of Z pkq N for each k P N, where an interesting structure appears. Below are the key observations.
(A) An elementary observation. Let pW ptqq tě0 be a standard Brownian motion on R. For any δ ą 0, let W δ ptq :" W pδtq{ ? δ, which is another standard Brownian motion correlated with W . A simple covariance calculation then shows that as δ Ó 0, W and W δ become asymptotically independent. Such asymptotic independence due to separation of scales also extends to higher-dimensional white noise, which will be crucial in our analysis. 
converges in distribution to a Gaussian random variable with mean zero and variance b´a. Therefore to approximate the sum in Z p1q N by a stochastic integral, we should make the change of variable n " N a , which gives
where W p1q is a standard Brownian motion. In particular,
1 . This indicates that the correct time scale is exponential t Ñ N t , rather than linear t Ñ N t.
(C) Identifying the structure. Finally, we identify the limit of Z p2q N , where the key structure already emerges. An L 2 calculation shows that as N Ñ 8, we can relax the range of summation:
Using the approximation (3.12) with n 1 ": N s 1 and similarly for the sum over n 2 ":
14)
where given s 1 , W p2;s 1 q is a standard Brownian motion with and make sense of the stochastic integral in (3.14), we distinguish between the cases s 2 ă s 1 and s 2 ą s 1 .
‚ Case s 2 ă s 1 : In this case, N s 2 ! N s 1 , and observation (A) shows that in the limit N Ñ 8, the white noise pW p2;s 1 q pds 20ďs 2 ďs 1 becomes asymptotically independent of pW p1q pds 10ďs 1 ď1 . Indeed, by (3.12) and (3.15), we note that the increments of W p2;s 1 q in a small time window rs 2 , s 2`∆ s is defined from η n with n P rN s 1Ǹ s 2 , N s 1`N s 2`∆ s, which is an infinitesimal window contained in the range of indices rN s 1 , N s 1`∆ s used to define the increments of W p1q on rs 1 , s 1`∆ s. In other words, the white noise pW p2;s 1 q pds 20ďs 2 ďs 1 is effectively obtained by sampling W p1q pds 1 q in an infinitesimal window in rs 1 , s 1`∆ s. A covariance calculation as in (A) shows that in the limit N Ñ 8, W p1q pds 1 q and W p2;s 1 q pds 2 q are independent for all a, s 1 P r0, 1s and b P r0, s 1 s. Furthermore, using the Fourth Moment Theorem, it can be shown that`Γ pds 1 , ds 2 q :" When we consider the limit of Z pkq N for k ě 3, similar separation of scales appears when we make the change of time scale n i " N s i . The limit of Z pkq N admits a decomposition similar to (3.17) (but more complicated), involving independent white noises of various different dimensions up to dimension k.
So far we focused on pinning models, but everything can be extended to directed polymer models, whose partition function admits a polynomial chaos expansion analogous to (3.2): see (4.1) below. Remarkably, the structure is the same as for the pinning model: if we make the change of time variable n i " N a i and a change of space variable z i " x i n 1{d i (assuming Lp¨q " 1 in Hypothesis 2.4), then similar to (3.12), Z p1q N can be approximated by
N , in analogy with (3.14), for each s 1 ą 0 and x 1 P R d , we have an independent white noise pW p2;s 1 ,x 1 q pds 2 dx 2s 2 Pr0,s 1 s,x 2 PR d , which is effectively obtained by sampling W p1q in an infinitesimal space-time window around ps 1 , x 1 q, while pW p2;s 1 ,x 1 q pds 2 dx 2s 2 ąs 1 ,x 2 PR d " pW p1q pds 2 dx 2s 2 ąs 1 ,x 2 PR d .
Proof steps for Theorem 2.8
Since the proof of Theorem 2.8 (forβ P p0, 1q) is long and modular, we list here the proof steps. These contain four approximations (A1)-(A4), plus one key step (K) which identifies the building blocks of the limiting partition function. The local limit theorems (2.3)-(2.5) in Hypothesis 2.4 will only be used in the approximation step (A3). The other steps only use the marginal overlap condition, i.e., R N is a divergent slowly varying function.
The proof steps are the same for pinning pd " 0q and directed polymer models pd " 1, 2q, so we follow a unified notation. The starting point is a polynomial chaos expansion for the partition function of directed polymers, in analogy with (3.1)-(3.2) for pinning:
where
with n 0 :" 0, z 0 :" 0 and q n pzq :" PpS n " zq , η pn,zq " η pN q pn,zq :"
Note that relation (4.1) applies also to the pinning model, if we view it as a directed polymer on Z 0 :" t0u (cf. Hypothesis 2.4) and identify q n p0q with q n " Ppn P τ q.
As a preliminary step, we can approximate
where we used the fact that }Z pkq N } 2 2 ď 1, as one checks by (4.1) and (2.7) (see (6.4) below). We can therefore focus on identifying the limit Z 
Let us now consider M arbitrary and for each p Z pkq N partition the range t1, . . . , N u for each variable n 1 , n 2´n1 , . . . , n k´nk´1 into M blocks I 1 , I 2 ,¨¨¨, I M , defined by (with t 0 :" 0)
We can then write
where pn 0 , z 0 q " p0, 0q.
Remark 4.1. The intervals pI i q 1ďiďM encode the right time scale, as explained in (B) in Section 3.2, because R t i´R t i´1 " 1 M R N . The sum over i 1 , . . . , i k in p Z pkq N in (4.6) corresponds to a discretization of the stochastic integrals that will arise in the limit N Ñ 8.
To ensure a proper separation of scales later on, define
Our second approximation shows that the contributions to p Z pkq N in (4.6) from summation indices i P t1, . . . , M u k zt1, . . . , M u k 7 is small for large M , uniformly in large N , i.e.,
Therefore we can restrict the sum over i in p Z pkq N to i P t1, . . . , M u k 7 . Note that this implies we can further replace Z pA1q N,β N in (4.4) by
We now try to identify the limit of Θ
For k ě 3, the limit of Θ N ;M i 1 ,...,i k also turns out to be a product of independent standard normal random variables ζ¨, with one ζ¨for each running maxima in the sequence pi 1 , ..., i k q. More precisely, let us say that
Then each i P t1, . . . , M u k 7 can be divided into consecutive dominated sequences i p1q :" pi 1 , . . . , i ℓ 2´1 q, i p2q :" pi ℓ 2 , . . . , i ℓ 3´1 q, . . . , i pmq :" pi ℓm , . . . , i k q, where i ℓ 1 " i 1 ă¨¨¨ă i ℓm are the successive running maxima of pi 1 , . . . , i k q.
Our third approximation step shows that the random variable Θ N ;M i in (4.6) admits the following asymptotic factorization:
where pi p1q , . . . , i pmis the decomposition of i into dominated sequences.
Note that this allows us to further replace Z
0.
(4.11)
We are now reduced to identifying the limit of Θ N ;M i when i are dominated sequences. Denote D M :"
Here is the key step in the proof of Theorem 2.8: In particular, this implies that
To complete the proof of Theorem 2.8 forβ P p0, 1q, we first take the limit K Ñ 8. By the fact thatβ ă 1, it is clear that Z
uniformly in L 2 with respect to M . Therefore it only remains to take the limit M Ñ 8 and show that
Zβ
We will prove the key step (K) in Section 5. The approximation steps (A1)-(A4) will be carried out in Section 6, which then implies Theorem 2. 
Assume further that:
By the uniform integrability assumption on η 2 N,t , we can fix
Proof of key step for Theorem 2.8
In this section we prove the key step (K) in the proof of Theorem 2.8, formulated in Section 4, which asserts that the building blocks of the chaos expansion have asymptotic Gaussian behavior. This result actually holds in great generality and is of independent interest, so it is worth stating explicitly the assumptions we need.
We work on Z d for fixed d P N 0 (with Z 0 :" t0u). For every n P N, we fix a function q n p¨q P L 2 pZ d q -not necessarily a probability kernel-and we define (cf. (2.7))
(5.1)
In the following sections we will focus on the special cases when q n pxq " PpS n " xq or q n " Ppn P τ q, with S or τ satisfying the local limit theorems in Hypothesis 2.4. However, in this section we only need to assume that R N is a slowly varying function which diverges as N Ñ 8. The basic case to keep in mind is R N " C log N . Let us fix M P N and split t1, 2, . . . , N u "
where the intervals I i are defined by (4.5). This definition ensures that each I i contributes equally to R N , since
Definition 5.1. Let E fin :" Ť kPN E k be the set of all finite sequences z " pz 1 , . . . , z k q taking values in a given set E. For z P E k Ď E fin , we denote by |z| " k the length of z. We also let N k Ò be the subset of increasing sequences n P N k , i.e., n 1 ă n 2 ă . . . ă n k , and analogously we set N fin Ò :"
Note that Rn´Rn´1 " opRnq as n Ñ 8, by the slowly varying property, hence
We focus on the random variables Θ N ;M i 1 ,...,i k introduced in (4.6), which can be conveniently reformulated as follows. Given i P t1, . . . , M u fin , we define a set of increasing sequences n P N fin Ò that are compatible with i, denoted by n ă i, as follows:
n ă i ðñ |n| " |i| and n 1´n0 P I i 1 , . . . , n |i|´n|i|´1 P I i |i| ,
where n 0 " 0. We can then define
where n 0 " x 0 " 0 and we have introduced the further abbreviations
Here pη pn,xpn,xqPNˆZ d are independent random variables with Erη pn,xq s " 0, Varrη pn,xq s " 1.
(In our case, cf. (4.2), we actually have Varrη pn,xq s " 1`op1q as N Ñ 8, because
To lighten notation, we assume that Varrη pn,xq s " 1.) We allow η pn,xq " η pN q pn,xq to depend on N P N, as in (4.2). We only need to assume that the squares ppη We now state our main result, which generalizes the key step (K) in Section 4. Recall that the space D M Ď t1, . . . , M u fin of dominated sequences is defined as (cf. (4.7) and (4.12)): Proof. We observe that, by (5.6),
where }q n } 2 :"
(5.10)
We stress that ErQ n Q n 1 s " 0 for n ‰ n 1 , because n " pn 1 , . . . , n |n| q then contains some value, say n j , which does not appear in n 1 (or the other way around), so the random variables η pn j ,x j q appearing in the product Q n Q n 1 are unpaired and the expectation yields zero.
It is now easy to see that the random variables Θ
N,M i
, for i P D M , are uncorrelated and have asymptotically (as N Ñ 8 for fixed M ) unit variance. In fact
because if n ă i and n 1 ă i 1 , then n ‰ n 1 by (5.4), and hence ErQ n Q n 1 s " 0 by (5.9). Next, by (5.5) and (5.9),
where in the last step we used (5.3). We now apply the multi-dimensional version of the fourth moment theorem, Theorem 4.2, to prove that pΘ with |i| " 1 clearly holds. It only remains to verify condition (ii), i.e., assuming that pη pn,xpn,xqPNˆZ d are i.i.d. standard normal, we need to show that
Recalling (5.5), we can write
where by (5.6) and (5.7), Let pa, xq " ppa 1 , x 1 q, pa 2 , x 2 q, . . . , pa |i| , x |i|P pNˆZ d q |i| denote the sequence of spacetime points determined by a and x, and let p P N be the number of distinct space-time points in the union of the four sequences pa, xq, pb, yq, pc, zq, pd, wq: The first step toward (5.12) is to show that we can restrict the two sums in (5.13)-(5.14) to configurations of pa, xq, pb, yq, pc, zq, pd, wq satisfying p " 2|i| .
(5.16) Indeed, we can rule out the two cases p ą 2|i| and p ă 2|i| as follows.
Case 1. p ą 2|i|. Since there are 4|i| space-time points (including multiplicity) in the four sequences pa, xq, pb, yq, pc, zq, pd, wq, there must be at least one space-time point, say pa m , x m q, which will not be matched in pair with one of the elements in pb, yqYpc, zqYpd, wq. Then the expectation in (5.14) vanishes because η pam,xmq is not paired to any other η random variable in η pb,yq , η pc,zq or η pd,wq (recall (5.7)). Therefore the contribution to the sum in (5.13) is zero in this case. It suffices to show that S ppq N Ñ 0 as N Ñ 8, for each p ă 2|i|. To lighten notation, we assume that q n pxq ě 0 (just replace q n pxq by |q n pxq| in the following arguments). Furthermore, we first consider the simplifying case when q n pxq ď 1 .
(5.18)
We will use the fact that E " η pa,xq η pb,yq η pc,zq η pd,wq ‰ " 0 unless the individual η variables match in pairs or quadruples, since we have assumed the η's to be i.i.d. standard normals in our attempt to verify Theorem 4.2 (ii). In any event, note thaťˇE " η pa,xq η pb,yq η pc,zq η pd,wq ‰ˇˇď 3 |i| .
(5.19) If p " p, then we can relabel pa, xqYpb, yqYpc, zqYpd, wq " tpf 1 , h 1 q, pf 2 , h 2 q, . . . , pf p , h p qu, with f 1 ď f 2 ď¨¨¨ď f p , and we set f 0 :" 0 (since pf i , h i q are distinct space-time points, when f i " f i`1 we must have h i ‰ h i`1 ). The sums in (5.13) and (5.14) can then be rewritten as sums over pf j , h j q 1ďjďp , with another sum over all admissible assignments of pa, xq, pb, yq, pc, zq, pd, wq to points in pf j , h j q 1ďjďp .
We start by summing over all admissible values of pf p , h p q. Denoting by m P t2, 4u the number of space-time points in pa, xq, pb, yq, pc, zq, pd, wq assigned to pf p , h p q (for m P t1, 3u, the expectation in (5.14) vanishes). The factors in (5.14) involving pf p , h p q are The last inequality holds because the range of f p´fr i is contained in t1, . . . , N u, by (5.4). We can iterate this estimate, summing successively over pf p´1 , h p´1 q, pf p´2 , h p´2 q, . . . , pf 1 , h 1 q. This, together with (5.19), shows that for fixed M P N, as N Ñ 8, since R N is slowly varying and divergent. Therefore S ppq N Ñ 0 also in the general case. Continuing with the proof of (5.12), we may now restrict the sums in (5.13) and (5.14) to configurations satisfying p " 2|i| (recall (5.15)). This means that the 4|i| space-time points among pa, xq, pb, yq, pc, zq, pd, wq match exactly in pairs (i.e. coincide two by two).
As before, let pf i , h i q 1ďiďp , with f 1 ď f 2 ď . . . ď f p and p " 2|i|, be the distinct spacetime points occupied by pa, xqYpb, yqYpc, zqYpd, wq. In principle one could have f i " f i`1 (necessarily with h i ‰ h i`1 ), but such configurations give a negligible contribution in (5.13), because this leaves at most p´1 free coordinates f j to sum over, each of which gives by (5.20) a contribution of at most R N (assuming q n ď 1; otherwise use (5.24)), while the prefactor in (5.17) decays as R´p N . As a consequence, we may assume that f 1 ă f 2 ă . . . ă f p , which means that the time points among a, b, c, d have to match exactly in pairs.
We now make a further restriction. Let ras :" ra 1 , a |i| s Ď R be the smallest interval containing all the points in the (increasing) sequence a " pa 1 , a 2 , . . . , a |i| q. Then ras Y rbs Y rcs Y rds is a union of disjoint closed intervals (connected components) whose number can range from one to four. We now show that we can restrict the sum in (5.13) to configurations of a, b, c, d with exactly two connected components. We distinguish between two cases. and show thatŜ N Ñ 0 as N Ñ 8 (note that E " η pa,xq η pb,yq η pc,zq η pd,wq ‰ " 1 because of the "matching in pairs" condition). We will show that the "one connected component" condition effectively leads to the loss of a degree of freedom in the summation.
Without loss of generality, assume that a 1 " minta 1 , b 1 , c 1 , d 1 u is the smallest among all time indices in a, b, c, d. Then it has to match either b 1 , c 1 or d 1 . Say a 1 " b 1 " f 1 . It follows that c 1 " f u for some u P t2, . . . , pu. The constraints of matching in pairs and ras Y rbs Y rcs Y rds having one connected component imply that either c 1 ď ak or c 1 ď bk for somek ě 2; w.l.o.g., assume that c 1 ď ak. Since a ă i, by (4.5) and (5.4), this implies
where the last inequality holds because i ℓ ď i 1´2 for all ℓ P t2, . . . , |i|u, since i is a dominated sequence, cf. (5.8). Also note f 1 " a 1 ě t i 1´1 , again by (4.5) and (5.4). Therefore
We can now sum (5.25) over the variables pf 1 , h 1 q, . . . , pf p , h p q subject to (5.26) for some 2 ď u ď p. The sum over pf p , h p q has already been estimated in (5.20) with m " 2, and is bounded by R N . The same bound R N applies to the sum over pf ℓ , h ℓ q for each ℓ " p´1, p´2, . . . , u`1. The sum over pf u , h u q, in view of (5.26), is bounded by ÿ
q fu´fr 1 ph u´hr 1fu´fr 2 ph u´hr 2 q , for some r 1 , r 2 P t0, . . . , u´1u. Since f u " c 1 is the first index of the sequence c, we have either r 1 " 0 or r 2 " 0; w.l.o.g., assume r 1 " 0. We then have (recall (5.7)) ÿ
(5.27) Let us recall from (4.5) that t i " t
. It follows that if j ă i, then t j " opt i q as N Ñ 8.
: Sincem 1 " |i|t i 1´2 by (5.26) while f 1 " a 1 ě t i 1´1 , it follows thatm 1 " opf 1 q, and hence R f 1`m1 " R f 1 . This implies that the r.h.s. of (5.27) equals a op1q R f 1 ? R N " op1q R N as N Ñ 8. We can now sum over the remaining variables pf ℓ , h ℓ q for ℓ " u´1, u´2, . . . , 1 as we did before, with each sum bounded by R N as shown in (5.20), which giveŝ
whereĈ is again a combinatorial factor independent of N . Since p " 2|i|, for any fixed M P N, the r.h.s. of (5.28) vanishes as N Ñ 8.
To complete the proof of (5.12), it only remains to show that (5.12) holds if the joint sums in (5.13) and (5.14) are restricted such that |pa, xq Y pb, yq Y pc, zq Y pd, wq| " 2|i| and ras Y rbs Y rcs Y rds contains two connected components.
:
If tj P rε ti, tis for ε ą 0, the slowly varying property of RN would yield Rt j " Rt i , contradicting (4.5). This extends further to pa, xq, pb, yq, pc, zq, pd, wq. By symmetry, each of the three cases gives the same contribution, which leads to the factor 3 in the r.h.s. of (5.12). We can thus focus on the case pa, xq " pb, yq ‰ pc, zq " pd, wq.
Restricting the sums in (5.13) and (5.14) to pa, xq " pb, yq ‰ pc, zq " pd, wq, we obtain
Note that if we ignore the restriction ras X rcs " H, then the sum factorizes and we obtain
by the same variance calculation as in (5.11). This proves (5.12), because the terms in 
Proof of Theorem 2.8
In this section we will first prove the approximation steps (A1)-(A4) outlined in Section 4, and then conclude the proof of Theorem 2.8.
Recall that the first step (A1) enlarges the range of summation for Z pkq N in (4.1) to 1 ď n 1 , n 2´n1 , . . . , n k´nk´1 ď N . 
Proof. Recall from (5.6) that for n " pn 1 , . . . , n k q P N k Ò :" tn P N k : n 1 ă n 2 ă¨¨¨ă n k u,
We can then write the difference
Since ErQ n Q n 1 s " 1 tn"n 1 u }q n } 2 for n, n 1 P N k Ò by (5.9), we observe that
On the other hand, recalling (2.7),
To prove (6.2), it then suffices to show that lim inf N Ñ8 E " pZ pkq N q 2 ‰ ě 1, which holds since
which tends to 1 as N Ñ 8 by the assumption that R N is slowly varying in N .
The approximation step (A2) in Section 4 bounds the contributions of near-diagonal terms when the summations in p Z pkq N in (6.1) are divided into blocks.
Lemma 6.2 (Approximation (A2)). Recall from (4.6) the definition of the block variables
with Q n as in (6.3), and
where t1, ..., M u k 7 was defined in (4.7), which consists of i with |i j´ij 1 | ě 2 for all j ‰ j 1 .
Recall from (5.3) that ř mPI i }q m } 2 " R N {M as N Ñ 8, while }q n } 2 " ś |n| j"1 }q n j´nj´1 } 2 , we can therefore sum n k , n k´1 , ..., n 1 successively to obtain lim sup
which tends to 0 as M Ñ 8, since the constraint i P t1, ..., M u k zt1, ..., M u k 7 reduces the number of free indices in i " pi 1 , . . . , i k q. . . , i k q P t1, . . . , M u k 7 can be divided into m " mpiq consecutive dominated sequences i p1q :" pi 1 , . . . , i ℓ 2´1 q, i p2q :" pi ℓ 2 , . . . , i ℓ 3´1 q, . . . , i pmq :" pi ℓm , . . . , i k q, where i ℓ 1 " i 1 ă i ℓ 2 ă¨¨¨ă i ℓm are the successive running maxima of pi 1 , . . . , i k q.
Lemma 6.3 (Approximation (A3)). For each i " pi 1 , . . . , i k q P t1..., M u k 7 , we have
where pi p1q , ..., i pmpiis the decomposition of i into dominated sequences.
Proof. We first prove (6.7) for mpiq " 2, with ℓ 1 " 1 and ℓ 2 denoting the indices of the two running maxima of i. Recall that
Note that if we replace q n ℓ 2´n ℓ 2´1 px ℓ 2´x ℓ 2´1 q by q n ℓ 2 px ℓ 2 q and replace the range of summation n ℓ 2´n ℓ 2´1 P I i ℓ 2 by n ℓ 2 P I i ℓ 2 , then the above expression for Θ
p2q . We will show that these replacements are justified because using that ℓ 2 is a running maximum of i, one has n ℓ 2 " n ℓ 2´1 and the local limit theorem of Hypothesis 2.4 can then be applied to replace q n ℓ 2´n ℓ 2´1 px ℓ 2´x ℓ 2´1 q by q n ℓ 2 px ℓ 2 q.
First note that the summands in (6.8) for Θ N ;M i are all orthogonal, and the dominant L 2 contribution comes from x 1 , . . . , x k with |x j´xj´1 | of the order φpn j´nj´1 q :" ppn j´nj´1 qLpn j´nj´1 q 2 q 1{d for each 1 ď j ď k. Indeed, by the local limit theorem of Hypothesis 2.4 and a Riemann sum approximation,
Therefore by choosing K large, we can approximate Θ
Similarly we can approximate Θ
‚ the factor q n ℓ 2 px ℓ 2 q instead of q n ℓ 2´n ℓ 2´1 px ℓ 2´x ℓ 2´1 q;
‚ the range of summation n ℓ 2 P I i ℓ 2 and |x ℓ 2 | ď Kφpn ℓ 2 q, instead of n ℓ 2´n ℓ 2´1 P I i ℓ 2 and |x ℓ 2´x ℓ 2´1 | ď Kφpn ℓ 2´n ℓ 2´1 q.
We now show that these differences are negligible in L 2 contributions. By assumption,
where t a is chosen with R ta " a M R N . Since R N is slowly varying and divergent, we have t 1 ! t 2 ! t 3 !¨¨¨as N Ñ 8. In particular, we have the uniform bound
where the last bound holds because the assumption i P t1, . . . , M u k 7 and ℓ 2 being a running maximum ensures that i j ď i 1 ă i ℓ 2´1 for all 1 ď j ď ℓ 2´1 . Therefore when we switch from the range of summation in r Θ
Similarly, we have the uniform bound
and when we switch the range of summation in r Θ
Having justified the switch of the range of summation for n ℓ 2 and x ℓ 2 in r Θ N ;M i to n ℓ 2 P I i ℓ 2 and |x ℓ 2 | ď Kφpn ℓ 2 q, we note finally that switching q n ℓ 2´n ℓ 2´1 px ℓ 2´x ℓ 2´1 q to q n ℓ 2 px ℓ 2 q also leads to a negligible difference in L 2 as N Ñ 8, because uniformly in x ℓ 2´1 and n ℓ 2´1 with bounds as in (6.9) and (6.10), and uniformly in n ℓ 2 P I i ℓ 2 and |x ℓ 2 | ď Kφpn ℓ 2 q, we havěˇˇq
0, (6.11) which follows readily from the local limit theorem for qp¨q in Hypothesis 2.4. This completes the proof of (6.7) when i has two running maxima. In general when i has m running maxima, occurring at indices ℓ 1 " 1, ℓ 2 , . . . , ℓ m , the argument is the same: we just replace q n ℓ j´n ℓ j´1 px ℓ j´x ℓ j´1 q by q n ℓ j px ℓ j q and replace the range of summation n ℓ j´n ℓ j´1 P I i ℓ j by n ℓ j P I i ℓ j , one j at a time.
As explained in Section 4, for a fixed M P N, which is the number of blocks pI i q 1ďiďM that partition r1, N s (cf. (5.2) ), the polymer partition function Z ω N,β N (with β N "β{ ? R N for someβ ă 1) is approximated in distribution in the N Ñ 8 limit by the random variable Z pM q β in (4.14). The last step (A4) is to show that as M Ñ 8, Z pM q β converges to the log-normal random variable Zβ in Theorem 2.8. 
where pi p1q , . . . , i pmpiis the decomposition of i into dominated sequences. Then
where W is a standard one dimensional Wiener process.
Proof. Grouping i " pi 1 , . . . , i k q according to the indices of its running maxima ℓ 1 " 1 ă ℓ 2 ă¨¨¨ℓ m ď k, as well as the values of the running maxima 1 ď i ℓ 1 ă¨¨¨ă i ℓm ď M , which we denote by i " p ℓ, i ℓ q, we can write (with ℓ m`1 :" k`1)
(6.14)
Let us replace the constraints i P t1, . . . , M u k 7 and i " p ℓ, i ℓ q by sum over pi
for r"1,...,m m ź j"1 ζ pi ℓ j ,...,i ℓ j`1´1 q , (6.15) where we have extended the i.i.d. family pζ i q iPD M to include new independent standard normals ζ pa 1 ,...,arq indexed by dominated sequences pa 1 ,¨¨¨, a r q P t1, . . . , M u r zt1, . . . , M u r 7 . Note that p Z pM q β contains more summands than Z pM q β , and the summands are orthogonal.
A simple calculation shows that both } p Z pM q β } 2 2 and }Z pM q β } 2 2 tend to 1`ř
as M Ñ 8. Therefore
For a P N and r P N, let us now denote ξ r paq :" ÿ pa 2 ,...,arqPt1,...,a´1u r´1 ζ pa,a 2 ,...,arq .
where the last equality holds by the properties of the Wick exponential [J97, §3.2]. Since the last expression is precisely Zβ, the proof is completed.
Proof of Theorem 2.8. Whenβ P p0, 1q, the convergence of Z ω N,β N to Zβ follows readily from the approximation steps (A1)-(A4) and the key step (K)
where we have interpreted e ř N i"1 pβω i,x i´λ pβqq as a probability density for a new law r P which exponentially tilts ω i,x i for each 1 ď i ď N . Note that pω n,xn´λ 1 pβqq is increasing in ω n,xn , while pZ ω N,β q ϑ´1 is decreasing in ω n,xn because ϑ P p0, 1q. Therefore by the FKG inequality,
We have just shown that ErpZ ω 
Proof of Theorem 2.12
To prove Theorem 2.12, we first need to extend Proposition 5.2 to random variables Θ N ;M i which form the building blocks of partition functions Z ω N,β pXq with starting points X " px, tq other than the origin. More precisely, as in (4.6), define
1) except here pz 0 , n 0 q is defined to be X instead of the origin.
For X " px, tq P Z dˆN 0 with d P t0, 1, 2u, recall the definition of~X~from (2.15). We then have the following extension of Proposition 5.2. 
3.
By the (multidimensional) Fourth Moment Theorem 4.2, it then only remains to show that 
where in the last step we used (2.7) (recall that q n pxq " PpS n " xq and we write f pN q " gpN q as a shorthand for lim N Ñ8 f pN q{gpN q " 1. We first consider the case i 1 {M ą ζ k,l , which implies pi 1´1 q{M ą ζ k,l since i P r D M . In this case, since I i 1 Q n 1´t pkq N " n 1´n0 ě t i 1´1 , recalling assumption (7.2) we have 
We next consider the case i 1 {M ă ζ k,l , which implies pi 1`1 q{M ă ζ k,l since i P r D M . By the definitions (7.2) and (2.15) of ζ k,l and~X~, this implies
where we recall by (2.6) and (2.14) that φ Ð p|x|q :" mintn P N 0 : φpnq ě |x|u with φpnq :" pnLpnq 2 q 1{d . We now show that (7.7) forces either n 1 or z 1 to vary in intervals with empty intersection.
In the first case in (7.7), we have |t
Therefore the constraints n 1´t pkq N P I i 1 and n 1´t plq N P I i 1 in (7.6) are incompatible and the sum equals zero. In the second case in (7.7), we have φ Ð p|x pkq N´x plq N |q " t i 1`1 , and hence |x pkq N´x plq N | " φpt i 1`1 q. Therefore for N large, for any fixed
By Hypothesis 2.4, uniformly in n P I i 1 " pt i 1´1 , t i 1 s, the dominant contribution to ř z q n pzq and ř z q 2 n pzq come from the region |z| ď Cφpt i 1`1 q. Partitioning the sum in (7.6) according to whether |z 1´x pkq N | ď Cφpt i 1`1 q, or |z 1´x plq N | ď Cφpt i 1`1 q, or neither, it then follows that the quantity in (7.6) tends to 0 as N Ñ 8, which concludes the proof of (7.5).
Proof of Theorem 2.12. The approximation steps (A1)-(A3) for the partition function Z ω N,β N outlined in Section 4 (and proved in Section 6) also applies if the starting point of the polymer is different from the origin. For the step (A1), in order to show that the constraint n 0 ă n 1 ă . . . ă n k ď N can be replaced by 1 ď n 1´n0 , . . . , n k´nk´1 ď N , we need to use the assumption R N´t 
where pW pj1ďjďr is a family of correlated Brownian motions (the explicit form of the correlations will be derived in a moment). Therefore for all 1 ď j ď r, 
Therefore for all s, t P r0, 1s
and hence ErW pkq pT qW plq pSqs "
which concludes the proof.
Proof of Theorem 2.13
In this section, we prove Theorem 2.13. First we prove an analogue of Proposition 5.2, the key step (K) in the proof of Theorem 2.8. The difference here is that we need to average over the starting point of the partition function. As in Theorem 2.13, let ψ : R dˆr 0, 1s Ñ R be a continuous function with compact support. For any finite strictly increasing sequence n " pn 1 , ..., n |n| q and 0 ď n 0 ă n 1 , we then modify the definition of Q n in (5.6) as follows:
To decompose J ψ N in (2.21) as we decomposed the partition function in terms of the Θ's, for i P t1, . . . , M u k , we need to modify the definition of Θ N,M i in (5.5) as follows:
The following analogue of Proposition 5.2 is the key step in the proof of Theorem 2.13. where K is defined in (2.23).
Proof. The proof is similar to that of Proposition 5.2. We will only highlight the changes in the proof. For simplicity, we assume d ‰ 0. The case d " 0 can be treated similarly. First note that we can rewrite Θ N,M ;ψ i in the following form:
where η pn,xq " ś |n| j"1 η pn j ,x j q , and q
Note that the constraint n 1´n0 P I i 1 appearing in (8.2) (inside n ă i) has been moved to (8.5). For simplicity, we will denote the summation constraints on n in (8.4) also by n ă i. Variance Calculations. We first show that when i 1 ă M , Θ N,M ;ψ i Ñ 0 because its variance tends to 0. Note that
Note that given pn 1 , x 1 q, the sum over pn 2 , x 2 q, ..., pn |i| , x |i| q asymptotically equals`R
by the same calculations as in (5.11). Therefore
Since ψ P C c pR dˆr 0, 1sq, we can choose A ą 0 large enough such that supppψq Ă r´A, As dr 0, 1s. Then in (8.7), we can restrict the sums to |x 0 | 8 , |x 1 0 | 8 ď AφpN q. By the local limit theorem for q n p¨q in Hypothesis 2.4, we observe that the dominant contribution in (8.7) comes from x 1 P Z d with |x 1 | 8 ă r AφpN q if r A is large enough. By first summing over px 0 , n 0 q and px 1 0 , n 1 0 q, we then have
where the convergence holds because
We next check that when
has the correct limiting variance. Note that because I i 1 " pt M´1 , t M s " pt M´1 , N s with t M´1 ! N , by the same bound as in (8.8), we can enlarge the range of summation of n 0 , n 1 0 in (8.7) to 0 ď n 0 , n 1 0 ă n 1 without changing the limiting variance. Moreover, by the local limit theorem for q n in Hypothesis 2.4, we have
where in the last equality we have replaced φpn 1´n0 q and φpn 1´n 1 0 q respectively by φpN qp n 1´n0 N q 1{d and φpN qp n 1´n 1 0 N q 1{d . This is justified when n 1´n0 , n 1´n 1 0 ą εN for any fixed ε ą 0, because φpnq " pLpnq 2 nq 1{d and Lp¨q is slowly varying; while on the other hand, the contributions to (8.9) from n 0 , n 1 0 , n 1 with n 1´n0 ď εN or n 1´n 1 0 ď εN can be made arbitrarily small by choosing ε small, thanks to the same estimates as in (8.8). A Riemann sum approximation with y :" x 0 {φpN q, y 1 :" x 1 0 {φpN q, z :" x 1 {φpN q, s " n 0 {N , s 1 :" n 1 0 {N and t :" n 1 {N then gives Here we used the fact that the transition density g t of a Brownian motion in R 2 (or a Cauchy process in R) is symmetric and scaling invariant, and g " g 1 . Note that K agrees with the kernel in (2.23), which completes the variance verification.
Fourth moment calculations. We now apply the fourth moment theorem Theorem 4.2 to prove Proposition 8.1. By the variance calculations above, it suffices to restrict our attention to pΘ
Therefore condition (i) in Theorem 4.2 is satisfied. Clearly condition (iii) also holds. It only remains to verify the fourth moment condition: px 1 q ś |n| j"2 q n j´nj´1 px j´xj´1 q with q N,ψ M,n 1 px 1 q defined as in (8.5). Note that the only difference between the expansion in (8.13) and the expansion for E " pΘ N,M i q 4 ‰ in (5.13)-(5.14) is that the factors q n 1 px 1 q are replaced by q N,ψ M,n 1 px 1 q, and the corresponding normalizing constant ř and we relabel pa, xq Y pb, yq Y pc, zq Y pd, wq " tpf 1 , h 1 q, pf 2 , h 2 q, . . . , pf p , h p qu, with f 1 ď f 2 ď¨¨¨ď f p .
In the proof of Proposition 5.2, we considered 5 cases. Case 1 with p ą 2|i| can be treated exactly the same way here.
For Case 2 with p ă 2|i|, we can follow the same arguments up to (5.20) (note that 0 ď q n pxq ď 1 under our assumptions). If there are only two factors of q and q N,ψ in the l.h.s. of (5.20) that involve pf p , h p q, then we apply Cauchy-Schwartz exactly as in (5.20), which gives the desired factors of pR N {M q 1{2 or pφpN q d N 3 q 1{2 . If there are four factors of q and q N,ψ , then we can pick any two factors and bound the factor of q by 1, and bound the factor of q N,ψ by N }ψ} 8 , since q N,ψ M,n 1 px 1 q :" ÿ x 0 PZ d n 0 Pr0,n 1 qXpn 1´IM q ψ´x 0 φpN q , n 0 N¯q n 1´n0 px 1´x0 q ď N }ψ} 8 .
Note that the pre-factor in (8.13) will be cancelled out exactly when each q contributes a factor of pR N {M q 1{2 to the sum, and each q N,ψ contributes a factor of pφpN q d N 3 q 1{2 . Each replacement of q by 1 in (5.20) leads to the loss of a factor pR N {M q 1{2 in the bound for S ppq N in (5.21), and similarly, each replacement of q N,ψ by N }ψ} 8 leads to the loss of a factor pφpN q d N 3 q 1{2 {N }ψ} 8 . Summing successively over pf p´1 , h p´1 q, pf p´2 , h p´2 q, . . . , pf 1 , h 1 q then gives a similar bound as in (5.21), so that the contributions in this case is negligible.
For Case 3 where ras Y rbs Y rcs Y rds consists of three or four connected components, it again reduces to Case 1.
For Case 4 where ras Y rbs Y rcs Y rds consists of a single connected component, we follow the same calculations up to (5.27), where we note that because f u " c 1 is the first index of the sequence c, the first factor in the r.h.s. of (5.27) should be replaced bý ÿ
where the inequality follows the same calculations as in (8.8), and the last equality holds since |I M | ď N andm 1 " |i|t M´2 " opN q, by its definition in (5.26). This implies a similar bound as in (5.28) and shows that this case is also negligible. 
which is exactly the variance σ 2 ψ in (2.22). Therefore J pM q β converges to a normal random variable with mean zero and variance σ 2 ψ . This is the analogue of step (A4) in Section 4, which concludes the proof of Theorem 2.13.
Proof for the 2d Stochastic Heat Equation
In this section, we prove Theorems 2.15 and 2.17 for the regularized 2d Stochastic Heat Equation (2.25). The basic strategy is to compare the solution u ε with the partition function of a directed polymer on Z 2`1 , so that we can apply Theorems 2.12 and 2.13.
The starting point is the Feynman-Kac representation (2.27) for r u ε pt, xq, which has the same distribution as u ε pt, xq, but differs by a time reversal in the Feynman-Kac formula (2.26). We can extend this representation jointly to all pr u ε pt, xqq tPr0,1s,xPR 2 . Namely, let r u ε pt, xq " E pε´2p1´tq,ε´1xq " exp where p t p¨q is the probability density for B t , pt 0 , y 0 q " pε´2p1´tq, ε´1xq, and d y " dy 1¨¨¨d y k .
We are now ready to give the proofs.
Let pS n q ně0 be an irreducible aperiodic random walk on Z 2 with n-step increment distributionp n p¨q, such that S 0 " 0 and ErS 1 piqS 1 pjqs " 1 ti"ju for i, j " 1, 2, where S 1 piq denotes the i-th coordinate of S 1 . Recall from (4.1) that the partition function of a directed polymer model constructed from S and i.i.d. space-time disorder η, with parameter β ε and polymer length ε´2, admits the following polynomial chaos expansion: where pη n,x q nPN,xPZ 2 are i.i.d. random variables with mean 0. For our purposes, we will let η be i.i.d. standard normal variables defined from the space-time white noise Ă W in the chaos expansion for w ε p1, 0q in (9.7): η n,x :" ż ∆n,x Ă W pds, dyq, n P N, x " pxp1q, xp2qq P Z 2 , (9.13) where ∆ n,x :" rn´1, nsˆrxp1q´1, xp1qsˆrxp2q´1, xp2qs. We can then rewrite (9.12) as p n pxq " 1 2πn´e´| x| 2 2n`o p1q¯" p n pxq`o´1 n¯u niformly in x P Z 2 as n Ñ 8, (9.15)
where we recall that p n pxq in the right hand side is the transition kernel of Brownian motion. By similar calculations as those leading to (9.6), we can restrict the integral over pt 1 , . . . , t k q to T k,ε as in the definition of v ε p1, 0q and w ε p1, 0q in (9.4) and (9.7), i.e., if We can now bound the L 2 distance between w ε p1, 0q and r Z rt i s´rt i´1 s prx i s´rx i´1 sq¯2d xd t, (9.17) and we will separate the integration over x into two sets for each k P N. Given t P T k,ε and L ą 0, let
By the same calculations as for (9.9), we note that when the integrals over x in (9.17) are restricted to E c k,L for each k P N, the resulting series converges to a limit (as ε Ó 0) that can be made arbitrarily small by choosing L large. On the other hand, for any fixed L ą 0, uniformly in t P T k,ε and x P E k,L ,
