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l uso e influencia creciente del software Open Source (OSS) en la industria del 
software ha generado oportunidades y retos. La forma en que operan las 
comunidades de desarrollo OSS ha generado gran interés desde perspectivas 
muy diferentes que van desde estudios sociológicos para comprender la motivación de 
los participantes hasta estudios tecnológicos para comprender los procesos de 
innovación tecnológica. 
 
La presente tesis de máster consiste en una investigación de carácter exploratoria 
orientada a conocer y comprender cómo se llevan a cabo los procesos y actividades 
relacionadas con la Ingeniería de Requisitos en las comunidades OSS. El presente 
trabajo detalla el estado del arte y trabajos relacionados, así como la metodología 
empleada y los resultados del análisis.   
 
1.1 Contexto y definición del problema 
 
En los últimos años el fenómeno OSS  ha revolucionado y sigue revolucionando las 
formas en que se desarrolla y se comercializa el software. Por fenómeno OSS nos 
referimos al paradigma de desarrollo de software de manera colaborativa y abierta que 
ha dado como resultado no solo software de reconocida calidad, sino también un nuevo 
paradigma de desarrollo de software y nuevas estrategias empresariales o modelos de 
negocio. La industria ha vislumbrado alternativas prometedoras con la utilización y 
desarrollo de componentes OSS como por ejemplo empresas como Sun Microsystems, 
Oracle, IBM y Novell, las cuales ya han comenzado a beneficiarse de OSS 
[Haugeetal2007]. 
 
La gran oferta y disponibilidad del software que las comunidades OSS  ofrecen es 
una de las razones principales de su utilización. Por esta razón, las industrias intentan 
atraer y apoyar a una comunidad OSS con el fin de obtener beneficios propios. Para 
ello, por ejemplo, existen empresas que integran dentro de una comunidad OSS a varios 
empleados de la organización con el fin de beneficiarse con un desarrollo específico 
necesario para la organización. De esta forma, la organización obtiene un beneficio 
propio a través de la participación en la comunidad. Observando las necesidades de las 
E 
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industrias, se han realizado estudios donde se identifican los diferentes roles que la 
industria juega en el fenómeno OSS: proveedor OSS, integrador OSS, participante en 
OSS y participante de Inner Source Software (ISS), descritos más adelante en el estado 
del arte [Haugeetal2007]. 
 
El desarrollo OSS se realiza gracias al esfuerzo de colaboración por parte de los 
usuarios y desarrolladores de las comunidades. Comúnmente son los propios usuarios 
quiénes participan en las decisiones de cómo construir software que satisfaga sus 
necesidades, y un subgrupo de desarrolladores participa en el diseño de la solución, la 
implementación del código y mantenimiento del sistema. Sin embargo, estas formas de 
gobernar en las comunidades OSS, están evolucionando cada vez más hacia diferentes 
tipos de liderazgos y prácticas de trabajo utilizadas, donde las organizaciones están 
tomando gran parte. En particular, en los proyectos de desarrollo OSS los procesos que 
realizan las comunidades para la gestión o ingeniería de requisitos son diferentes a la 
conocida Ingeniería de Requisitos tradicional, los cuales incluyen la falta de 
especificaciones explícitas [Scacchi 2002].   
 
La evolución de las formas y procesos de desarrollo que utilizan las comunidades 
OSS, junto con los grandes beneficios de dinero que obtienen con el desarrollo de sus 
aplicaciones y el éxito que últimamente están obteniendo en el mundo de las industrias, 
hace que sea de gran interés estudiar las formas en que se diferencian dichos procesos 
utilizados por las comunidades OSS de las formas tradicionalmente estudiadas en el 
ámbito académico, como es la Ingeniería de Requisitos. De esta forma, comprender qué 
procesos se utilizan en las comunidades OSS es especialmente importante para 
determinar la forma en que son similares o diferentes de las especificadas por la 
Ingeniería de Requisitos tradicional y las realizadas en la industria.  
 
En este contexto, actualmente, el grupo de investigación en Ingeniería de Software 
para los Sistemas de Información de la Universitat Politècnica de Catalunya (GESSI-
UPC) ha pensado realizar un survey internacional junto con el grupo de Ingeniería del 
Software de la Universidad Noruega de Ciencia y Tecnología (SU-NTNU), sobre los 
procesos de la Ingeniería de Requisitos utilizados en los proyectos de desarrollo de las 
comunidades OSS.  
 
Desde hace algunos años, el grupo de investigación GESSI-UPC, ha trabajado en el 
área de la Ingeniería de Requisitos y recientemente ha llevado a cabo diferentes 
investigaciones o procesos relacionados con el mundo de las comunidades OSS, de ahí 
su interés por iniciar el estudio planteado en este trabajo de máster. 
 
Dado que en la literatura actual no existen estudios en profundidad acerca de las 
prácticas y procesos utilizados por las comunidades OSS para llevar a cabo la gestión de 











El objetivo de este trabajo es realizar un estudio exploratorio sobre los procesos 
utilizados por las comunidades OSS para la gestión de requisitos con el fin de obtener 
una base de conocimientos para la sólida planificación de un estudio internacional a 
gran escala que se llevará a cabo posteriormente.   
 
Así pues, el  objetivo de esta tesis de máster es:  
 
“Comprender y caracterizar los procesos e infraestructuras utilizadas por 




Tal como se ha mencionado anteriormente, actualmente existen pocos estudios 
dedicados al estudio de la forma en que las comunidades de desarrollo OSS realizan y 
caracterizan los requisitos que se generan al realizar un proyecto y el éxito que conlleva 
esta forma de definir los requisitos, ya que como se ha comentado en la primera sección, 
las comunidades OSS están revolucionando las formas de desarrollo en las industrias 
privadas. La mayoría de los estudios existentes se enfocan a: a) procesos sociales y 
organizativos, junto con las relaciones que se producen en dichas comunidades en las 
cuales se intenta comprender los esfuerzos de desarrollo que realizan; b) las diferentes 
formas de participación que mantienen los usuarios de una comunidad OSS; c) los roles 
industriales que existen en las comunidades OSS y como las industrias u organizaciones 
adoptan las formas de desarrollo de las comunidades OSS. 
 
Por ello, tal como se ha mencionado en la sección anterior, es del interés del grupo 
GESSI-UPC junto con el grupo SU-NTNU realizar un estudio enfocado a conocer cómo 
se realizan la elicitación y gestión de requisitos en comunidades OSS con el fin de 
comprender estos procesos y transferir las prácticas potenciales de éxito a la academia y 
a la industria.  En este contexto se planea realizar un survey internacional cuyo punto de 
partida de diseño se basa en los resultados de este trabajo de máster.  
 
Por este motivo, la importancia de este trabajo es vital, ya que el análisis e hipótesis 
resultantes de este trabajo de máster, serán las que en un futuro se utilizarán como punto 
de partida para el diseño del survey internacional a gran escala que realizarán los grupos 
de investigación GESSI-UPC y SU-NTNU. 
 
1.4 Metodología y estrategias para resolver el problema 
 
Con el objetivo planteado en la sección 1.2, la metodología llevada a cabo consiste 
en dos fases. La primera fase corresponde al estudio exploratorio realizado en esta tesis 
de máster, la cual se basa en un proceso iterativo basado en el enfoque de una 
investigación cualitativa en el cual se ha llevado a cabo un estudio sobre un conjunto de 
casos de estudio. Para efectuar esta primera fase, se han realizado los siguientes pasos 
(para más información véase sección 3 Metodología): 
 
- Primer Paso: “Estudio de la literatura existente” 
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- Segundo Paso: “Definición de Preguntas de Investigación” 
- Tercer Paso: “Definición de metodología de investigación” 
- Cuarto Paso: “Realización del Estudio en Profundidad de 7 comunidades” 
- Quinto Paso: “Análisis y Discusión de Resultados” 
 
Una vez realizada la primera fase, la segunda etapa corresponderá a la investigación 
de una muestra más grande de la población que realizará el grupo de investigación 
GESSI-UPC junto con el grupo SU-NTNU. 
 
1.5 Estructura de la tesis 
 
En este capítulo se ha definido el contexto y la definición del problema para el 
desarrollo de la presente tesis de máster, la metodología utilizada para la investigación,  
los objetivos a cumplir y la justificación del estudio. Para los siguientes capítulos la 
tesis queda estructurada de la siguiente forma:  
 
- El capítulo 2 presenta el estado del arte de los temas relacionados con esta tesis 
de máster. 
 
- El capítulo 3 describe la metodología utilizada para alcanzar el objetivo 
planteado. 
 
- El capítulo 4 presenta los datos obtenidos de los casos de estudio realizado en las 
siete comunidades OSS. 
 
- El capítulo 5 presenta en análisis de los resultados obtenidos en los casos de 
estudio. 
 
- El capítulo 6 presenta la validez y las limitaciones del estudio. 
 


























2 Estado del arte y trabajos relacionados 
 
n esta sección se presenta el estado del arte y los temas relacionados con el 
desarrollo de esta tesis de máster. Este estado del arte proporciona los conceptos 
básicos requeridos para entender la definición y la importancia que tiene la 
comprensión y la caracterización de los procesos de la Ingeniería de Requisitos en los 
proyectos de las comunidades de desarrollo OSS, así como los fundamentos 
metodológicos utilizados en esta investigación. Dispone de seis secciones en las cuales 
se describe: 
 
- En la sección 2.1 se presentan los conceptos más relevantes del software open 
source (OSS), en el cual se  encuentra la definición de OSS, las formas de 
trabajo de las comunidades OSS, los roles existentes y las licencias en OSS.  
 
- En la sección 2.2, se presentan los conceptos sobre la Ingeniería de Requisitos 
tradicional, en los cuales se aborda la definición de la disciplina de la Ingeniería 
de Requisitos, la evolución del pensamiento y sus modelos secuenciales, 
iterativos y ágiles. 
 
- En la sección 2.3 se describe de manera genérica los procesos de ingeniería de 
requisitos llevados a cabo en comunidades OSS, así como una descripción de las 
principales infraestructuras que utilizan las comunidades, el diseño y análisis de 
requisitos. 
 
- En la sección 2.4, se detallan las principales métricas de gobernabilidad 
estudiadas en el mundo de las comunidades OSS, sus relaciones de poder y las 
formas de tomar las decisiones en el proceso de la gestión de requisitos. 
 
- En la sección 2.5 se describen las principales infraestructuras donde se pueden 
localizar las diferentes comunidades OSS y donde además pueden alojar sus 
productos de desarrollo OSS. 
 
- En la sección 2.6 se describen los principales métodos empíricos que existen en 
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2.1 Software Open Source (OSS) 
 
Antes de realizar el estudio sobre comunidades OSS es necesario tener conocimiento 
sobre los conceptos del movimiento OSS, ya que es un concepto que se utiliza durante 




Existen varias visiones o formas de nombrar al software open source cómo Free 
Software (FS), Open Source (OS), Open Source Software (OSS), Free Open Source 
Software (FOSS) o Free/Libre Open Source Software (FLOSS).  
 
El término OSS, según [Cristina Gacek etal], se refiere a un proceso de desarrollo de 
software que se basa en las colaboraciones de los desarrolladores  a través de Internet 
desde diversos puntos geográficos.  
 
Una de las características principales de un proyecto OSS es la disponibilidad de su 
código fuente. Sin embargo, para la industria existe el término código cerrado, donde el 
código fuente no se ha encontrado disponible para ningún usuario final, ya que para una 
organización, el código fuente ha sido visto con un especial valor. Otras de las 
características principales de los proyectos OSS, según la Free Software Foundation 
(FSF) son:  
 
- Permiten ejecutar el programa, con cualquier propósito. 
 
- Permiten estudiar las funcionalidades del programa, y adaptarlo a las 
necesidades de cada usuario. 
 
- Permiten el acceso al código fuente. 
 
- Permiten la distribución de copias. 
 
- Permiten mejorar el programa y publicar sus mejoras, para el beneficio de toda 
la comunidad OSS. 
 
Además para que un componente o aplicación se considere OSS existen 10 
requisitos que debe cumplir [Heliö 2004]: 
  
- El software ha de poder ser distribuido libremente. 
 
- El código fuente debe estar disponible a todos sus usuarios. 
 
- El software debe poseer derechos para realizar modificaciones o trabajos 
derivados. 
 
- Integridad del código fuente del autor. Las licencias pueden requerir que las 




- Distribución de la licencia. Deben otorgarse los mismos derechos, los cuales se 
definen en la licencia, a todo el usuario que reciba el mismo software. 
 
- La licencia no debe ser específica de un producto. Los derechos asociados al 
programa no deben depender de un programa de distribución de software en 
particular. 
 
- La licencia no debe restringir otro software. La licencia no puede obligar a 
ningún software construido con OSS, que pertenezca a la rama del OSS.  
 
- La licencia debe ser tecnológicamente neutral. Ninguna disposición de la 
licencia puede ser basada en una tecnología específica o en un estilo de interfaz. 
 
- No existe discriminación a personas o grupos. La licencia no debe discriminar 
a ninguna persona ni grupo. 
 
- No hay discriminación contra áreas de iniciativa. La licencia no debe 
restringir a nadie por hacer uso del programa en un campo específico de la 
actividad, como por ejemplo un área de negocio. 
Por otra parte, existen otros estudios que recogen diferentes puntos de vista, como 
por ejemplo el que define [Scacchi 2002], en el cual expresa que el desarrollo en las 
comunidades OSS es claramente diferente del desarrollo de software tradicional o de 
industria. Sin embargo, este punto de vista ha sido cuestionado por otras 
investigaciones, las cuales critican como el desarrollo OSS ha sido definido como un 
fenómeno homogéneo en las investigaciones realizadas sobre la Ingeniería del Software, 
donde no se centran en la variedad del fenómeno OSS sino que solo se centran en 
proyectos grandes, exitosos y con una comunidad grande de usuarios. Aun así, existen 
otros puntos de vista como [Fitzgerald2006], el cual afirma que el fenómeno OSS  
ha evolucionado en el ámbito comercial gracias a las contribuciones de usuarios 
voluntarios y organizaciones. De esta forma se puede observar que existen diversas 
opiniones contradictorias sobre el fenómeno OSS, donde todavía no se ha llegado a 




El gran éxito del modelo OSS se debe, en gran parte, a la utilización de licencias. 
Los derechos de propiedad de cualquier sistema, ya sea propietario o libre, recaen en el 
autor a través del copyright (derecho de autor), donde los derechos de liberación al resto 
de usuarios son concedidos bajo licencia.  
 
Una licencia es el contrato entre el usuario de una aplicación OSS y la comunidad 
que la provee [Gerea2007]. Según lo expresado por esta definición de licencia podemos 
observar que es de gran importancia dar un repaso a algunas de las numerosas licencias 
que existen en el mundo de las comunidades OSS por la relación que establece con el 
modelo de negocio de una comunidad, ya que los participantes de una comunidad, 
deben de tener conocimientos de las diferentes licencias y los derechos que 
proporcionan con el fin de poder desarrollar el software de la comunidad. Por ejemplo, 
el autor o propietario que desarrolla un componente sobre el software de una comunidad 
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necesita tener información sobre las licencias de la comunidad con el fin de conocer los 
derechos que tiene sobre el componente a desarrollar, ya sean derechos de copia, 
modificación, uso o incluso si existe alguna licencia que retire los derechos anteriores. 
 
Principalmente, una licencia es un acuerdo o contrato que se establece entre un 
usuario y un desarrollador en el cual se describen las normas de adquisición y 
utilización de un software determinado, donde además, a diferencia del software 
propietario, obtenemos sin costes de licencia. Es decir, un programa que se distribuye 
bajo una licencia, define exactamente los derechos que tienen sus usuarios sobre él. Sin 
embargo, existen casos como la mayoría de software propietario que poseen licencias en 
las cuales se retira los derechos de copia, modificación, préstamo, alquiler y el uso del 
software en diversas máquinas [Heliö 2004].  
 
Normalmente las licencias OSS suelen establecer una serie de condiciones, como 
por ejemplo [Daffaraetal2004]: 
 
- Garantizar algunas libertades básicas de redistribución, modificación y uso para 
los usuarios. 
 
- Asegurar algunas condiciones impuestas por los autores, como por ejemplo, la 
citación del autor en la publicación de componentes. 
 
- Garantizar que las publicaciones de componentes sean también software libre.  
 
En la era del fenómeno OSS, las principales licencias han sido la GNU Public 
License (GPL), la Lesser GPL (LGPL), Artistic License y la Berkeley System 
Distribution (BSD), donde además en esa misma época surgió la Mozilla Public License 
(MPL). 
 
La primera licencia OS fue la licencia GPL, la cual fue creada a mediados del año 
1980 para distribuir el software del proyecto GNU. A partir de ese momento y hasta 
fecha de hoy, la mayoría de software OSS ha sido distribuido bajo la licencia GPL. Ésta 
licencia pretende garantizar la libertad completa y sin restricciones a todo OSS y 
cualquier derivado. De esta forma nos aseguramos de que el software es libre para todos 
sus usuarios. Además se aplica a la mayoría de software que pertenece a Fundaciones de 
Software Libre y a cualquier otro programa, siempre que sus autores se comprometan a 
utilizarla [Fitzgerald2006]. Las principales características de la licencia GPL son: 
 
- Permite la redistribución binaria, pero sólo si se garantiza la disponibilidad del 
código fuente. 
 
- Permite la redistribución de origen. 
 
- Permite la modificación sin restricciones, si los componentes derivados están 
cubiertos por la licencia GPL. 
 
- Permite la integración completa con otro software si este está cubierto por la 




- Permite cobrar una tasa para descargar el programa desde Internet, pero los 
receptores tienen la libertad de realizar su divulgación al público, con o sin 
cargo.  
 
Por otra parte, la licencia GPL requiere que todas las aplicaciones que contengan 
software GPL sean también liberadas bajo una licencia GPL. A partir de esta 
restricción, nació la LPGL, la cual fue creada para utilizarse con librerías de software y 
para que el software pudiera estar relacionado con software de código propietario. Otro 
tipo de licencia que surgió en el año 2002 como alternativa a la GPL y debido a la 
progresión continua hacia las compatibilidades corporativas y comerciales, fue la Open 
Software License (OSL).  
 
Otra de las primeras licencias que lograron un uso bastante extendido es la licencia 
BSD, donde su principal requisito es la retención y el reconocimiento del trabajo previo 
realizado por los contribuyentes, es decir, tiene la función de anunciar los derechos de 
autor. La BSD permite la redistribución y el uso del software siempre que se cumplan 
las siguientes condiciones: 
 
- La redistribución del código fuente y redistribuciones en formato binario deben 
conservar o reproducir el aviso de copyright anterior. Esta lista de condiciones y 
la siguiente renuncia de la responsabilidad en algunos materiales proporcionados 
con la distribución. 
 
- Los propietarios de los proyectos y sus colaboradores deben pedir un permiso de 
forma escrita, en el caso del que el software derivado que se desea comercializar 
contenga su nombre como autor de la aplicación.   
 
Tal y como se ha comentado anteriormente, en la misma época surgió la Mozilla 
Public Licence (MPL) creada por Netscape debido a las problemáticas que producía la 
licencia GPL, ya que a Netscape le preocupaba que una licencia académica no pudiera 
garantizar que los desarrolladores pudieran contribuir en una comunidad. La licencia 
MPL se centra en la conversión de un producto de software comercial a código abierto.  
 
Con el surgimiento del fenómeno OSS, han surgido una multitud de tipos de 
licencias. Por esta razón existe una serie de organizaciones dedicadas a definir que 
características debe poseer una licencia para ser calificada como licencia OSS. Algunas 
de estas organizaciones según [Heliö 2004] son: 
 
- Proyecto Debian, que define el software libre de Debian Guidelines (DFSG). 
 
- Open Source Initiative (OSI), que se basa en la DFSG. 
 
- La Free Software Foundation (FSF) que ofrece su propia definición de software 
libre. 
 
La Open Source Initiative (OSI), ha certificado como válidas una serie de licencias 
estándares aprobadas, las cuales podemos encontrar en el enlace www.opensource.org. 
Las licencias se pueden clasificar en cuatro grandes categorías: las licencias recíprocas, 
como la GPL y la LGPL, las licencias de estilo académico, las licencias corporativas, las 
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cuales son basadas en la licencia MPL, y las licencias no aprobadas por la OSI y la FSF, 
como la familia de licencias de Microsoft y la Sun Community Source License (SCSL).  
 
Las licencias no aprobadas por la OSI y la FSF, gracias a la gran evolución del 
fenómeno OSS, a obligado a organizaciones dedicadas a desarrollar software 
propietario a crear nuevos tipos de licencias, como es el caso de Microsoft, el cual ha 
desarrollado tres tipos de licencias: Microsoft Reference License, una licencia que da 
disponibilidad al código fuente, pero sin embargo no permite la copia ni la modificación 
del código, Microsoft Permissive License, similar a la BSD, la cual permite a los 
licenciatarios revisar, modificar, redistribuir y vender los trabajos sin pagar los derechos 
de autor a Microsoft y la Microsoft Community License, basada en la licencia MPL, 
destinada para proyectos colaborativos. 
 
Además de todas estas licencias, existen otras licencias, las cuales se han observado 
en el estudio de esta tesis de máster, como son la Mit License y la Apache License 2.0. 
En primer lugar, la Mit License, da permiso de forma gratuita a cualquier persona que 
obtenga una copia del software y archivos de documentación asociados para trabajar en 
el software sin restricción alguna, incluyendo, sin limitación, los derechos para usar, 
copiar, modificar, fusionar, publicar, distribuir, sublicenciar y/o vender copias del 
software. En segundo y último lugar, la Apache License 2.0, permite el uso y la 
distribución del código fuente del software desarrollado, tanto en comunidades OSS 
como en el software propietario.  
 
2.1.3 Formas de trabajo de las comunidades OSS 
 
En el mundo de las comunidades OSS, uno de los aspectos interesantes a estudiar es 
las formas de trabajo de las comunidades OSS. Por este motivo, es importante realizar 
una descripción de las características generales y estilos de desarrollo que utilizan las 
comunidades OSS con el fin de encontrar el objetivo  planteado en la sección 1.2 de este 
documento. 
 
2.1.3.1 Características generales del desarrollo de las comunidades OSS 
 
Hoy en día, tanto los proyectos de software propietario como los proyectos OSS 
utilizan infraestructuras online. En las comunidades OSS no existe ningún modelo a 
escala mundial que defina cómo debe ser desarrollado el software, por lo que los 
estudios sobre estas comunidades se realizan desde una perspectiva etnográfica.  
Muchas de las comunidades tienen una serie de características en común como las que 
se describen a continuación: 
 
- Los participantes de las comunidades utilizan seudónimos para ser identificados 
dentro de una comunidad. 
 
- Los desarrolladores o contribuyentes de las comunidades suelen ser generosos 
con su tiempo libre y experiencia a la hora de desarrollar el código fuente. Por lo 
que realizar aportaciones ayuda a ser reconocido por los miembros de la 




- Los usuarios o participantes de una comunidad utilizan regularmente tablones de 
anuncios online, foros de discusión, listas de correo electrónico, chats y wikis 
como una forma central para observar, participar y contribuir en el desarrollo del 
proyecto de una comunidad. No obstante, hay usuarios que participan en 
discusiones en línea privada, las cuales no llegan a ser públicas para los usuarios 
finales debido a su contenido confidencial. 
 
Aunque los proyectos OSS parezcan dispersos, se basan en una estructura jerárquica, 
en la cual, en la mayoría de los casos, un responsable es el encargado de tomar las 
decisiones que los desarrolladores sugieren a la hora de realizar un parche o 
componente. Este responsable o jefe de proyecto se selecciona de una lista de  personas 
voluntarias, donde la elección se basa en el número de contribuciones significativas 
realizadas dentro de una comunidad. De este modo, cuantas más contribuciones haga un 
usuario en la comunidad más reconocimiento obtiene por el resto de miembros que la 
componen. 
 
Por otro lado, el equipo de una comunidad, ya sean desarrolladores, contribuidores o 
administradores del proyecto, son los encargados de mantener el código fuente de las 
aplicaciones y  la documentación propia del software. Sin embargo, los usuarios activos 
de una comunidad pueden participar en las discusiones que tienen lugar en las listas de 
correo como informantes de errores o incidencias que se producen en las diferentes 
versiones del software que desarrolla la comunidad, corregir estos errores y proponer 
nuevos módulos. Estos usuarios son considerados la fuerza principal del proceso de 
diseño de las comunidades de desarrollo OSS, al contrario que en las comunidades de 
software propietario o privado.   
 
No obstante, aparte de todas las características positivas descritas hasta ahora de las 
participaciones de los usuarios, también existen problemáticas a causa de dichas 
participaciones que perjudican en el ciclo de vida del desarrollo de un proyecto OSS. 
Uno de los problemas comentados en algunos artículos de investigación son las 
participaciones llamadas “cross-participations”, la cual se define como la participación 
de un usuario en discusiones del mismo tema producidas de forma paralela en diferentes 
listas de correo, es decir, la práctica de publicar mensajes con el mismo contenido 
informativo en dos listas de correo diferentes [Barcellinietal, Rowland 2004].  
 
2.1.3.2 Estilos de desarrollo de las comunidades OSS 
 
Existen distintos tipos de participación en proyectos OSS. Según [Fink, 2003], el 
estilo de desarrollo Bazar es la base de todo el desarrollo OSS y ha conseguido 
adaptarse a otros estilos diferentes como son los estilos utilizados en una empresa, una 
fundación, un comité, hasta un usuario individual [Heliö 2004]. A continuación se 
muestra una breve descripción de los diferentes estilos de desarrollo que existen: 
 
- Compañía. En este caso, la compañía elige a los desarrolladores que se 
encargarán de la realización del producto y al  jefe de proyecto, el cual puede ser 
un grupo de personas. 
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- Fundación: Una fundación es una organización sin fines de lucro, que se crea 
para financiar un proyecto grande cuando una empresa no puede hacerse cargo a 
causa de falta de recursos económicos para financiar el proyecto por sí sola. 
 
- Comité: Un comité se crea cuando un proyecto es demasiado grande con el fin 
de proporcionar un foro para la toma de decisiones, las cuales no se deciden 
solamente por el responsable del proyecto. 
 
- Individuos: Este caso se da cuando en un proyecto se implican menos de cinco 
desarrolladores. Existen miles de proyectos de este estilo, donde la mayoría se 
alojan en sitios como SourceForge.net. 
 
- Linux kernel: Este estilo es utilizado por Linus Torvalds para el desarrollo de 
un proyecto OSS más grande. Se basa en una jerarquía de confianza dentro de la 
comunidad de desarrollo, que ha evolucionado desde hace años. 
 
2.1.4 Roles OSS 
 
Con el fin de cumplir con el objetivo de esta tesis de máster, es importante tener 
conocimiento de los diversos roles existentes en los proyectos de desarrollo de las 
comunidades OSS, ya que todos los usuarios que participan en una comunidad pueden 
aportar requisitos sobre las funcionalidades del software desarrollado. Seguidamente en 
las secciones siguientes se describen los roles existentes en las comunidades OSS y los 
roles de la industria del software que surgen causado por el gran movimiento OSS.  
 
2.1.4.1 Roles en las comunidades OSS 
 
En esta sección se presentan todos los tipos de roles de usuarios principales, 
mostrados en la Figura 1, que generalmente poseen la gran mayoría de comunidades 
[Gerea2007].  
 
- Propietario de un OSS: persona o grupo que inicia el proyecto y tiene los derechos 
para distribuir las diferentes versiones que van realizando del software. 
 
- Desarrollador principal: grupo de desarrolladores principales dedicados a realizar 
el diseño, la mayor parte del código fuente y la toma de decisiones más importantes 
en el proyecto OSS. 
 
- Desarrolladores: grupo de mayor magnitud de participantes dedicados a reparar los 
errores o fallos que se producen en los componentes de un proyecto OSS. 
 
- Reportero de problemas: grupo aun más amplio que el anterior. 
 
- Validadores del sistema: usuarios encargados de realizar las pruebas pertinentes al 




- Soporte a usuarios: usuarios, principalmente voluntarios, dedicados a proporcionar 
respuestas sobre preguntas del software realizadas por otros usuarios de la 
comunidad.  
 
- Usuarios: son los usuarios más importantes de la comunidad OSS, ya que se trata 
de una gran cantidad de usuarios, tanto individuales como organizaciones, donde su 




Figura 1: Roles de una comunidad OSS 
 
2.1.4.2 Roles OSS en la industria 
 
Observando la revolución que han tenido las organizaciones o industrias a causa del 
movimiento OSS, se han realizado estudios en los cuales se habla de roles OSS en la 
industria. Este tipo de roles aparecen a causa del interés y participación de la industria 
en el fenómeno OSS y de las prácticas de desarrollo y relaciones sociales asociadas. 
 
Tal y como he comentado, los diferentes roles existentes según [Haugeetal2007] 
son: 
 
- Proveedor de un OSS: es la organización que tiene el control sobre el proyecto 
OSS asociado a una comunidad. La comunidad tiene la posibilidad de 
proporcionar nuevas funcionalidades, realizar correcciones de fallos existentes 
en el software e incluso realizar traducciones con el objetivo de mejorar la 
funcionalidad y la calidad del producto que ofrece la organización. Además los 
miembros que participan en la comunidad también tienen la posibilidad de 
contribuir aportando nuevos requisitos o ideas para innovar el producto existente 
que ofrece la organización. De esta manera, el proveedor OSS consigue una libre 
comercialización y publicidad de su producto, junto con un aumento de los 
beneficios obtenidos y una gran atracción de nuevos usuarios del software 
ofrecido.  Por este motivo, para la organización es importante ofrecer a la 
comunidad un software de calidad, la infraestructura de apoyo a la comunidad, la 
documentación e información suficientes para conseguir que los miembros de la 
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comunidad se sientan involucrados con el fin de obtener los intereses 
beneficiarios para tal. 
 
- Integradores de OSS: es la organización que utiliza componentes OSS como 
parte de sus productos o crea sus propios productos a través de una 
infraestructura principal de una comunidad OSS. Cuando la organización 
descubre la necesidad de un componente OSS realiza una lista con los requisitos 
necesarios para crear dicho componente. 
 
- Participantes en comunidades OSS: es la organización que mantiene una 
relación activa con uno o más proyectos de desarrollo OSS. La mayoría de los 
participantes OSS no pueden ser clasificados como usuarios activos o pasivos ya 
que su dedicación principal es el uso del software desarrollado, además de 
proporcionar solución a errores y proponer requisitos. 
 
- Participantes internos en comunidades OSS: es una organización o conjunto 
de organizaciones que colaboran o adoptan las prácticas de desarrollo de una 
comunidad OSS.  
 
2.2 La disciplina de la Ingeniería de Requisitos 
 
Para poder comprender y caracterizar los procesos de la Ingeniería de Requisitos en 
los proyectos de las comunidades de desarrollo OSS, es importante tener un 
conocimiento previo de la disciplina de la Ingeniería de Requisitos tradicional. De esta 
forma, se podrá observar en que se diferencian estos dos procesos y si se determinan 
algunas prácticas de la Ingeniería tradicional en los procesos de gestión de requisitos de 




La Ingeniería de Requisitos es el área de conocimiento de la Ingeniería del Software 
relativa a la obtención de objetivos, funciones y restricciones de los sistemas de 
software en el mundo real [Sommerville 2005]. En términos generales, la Ingeniería de 
Requisitos es el proceso de descubrir el objetivo del sistema de información y sus 
necesidades, mediante la identificación de los interesados, llamados “stakeholders”. 
 
La Ingeniería de Requisitos es difícil, ya que no solo se trata de escribir lo que el 
cliente dice que quiere. Un problema fundamental en el área de negocios es que los 
requisitos son dinámicos, ya que pueden cambiar con el tiempo, así como nuestra 
comprensión del problema que se intenta resolver. La importancia de obtener unos 
buenos requisitos es ser preciso o correcto y flexible, lo cual no significa débil, sino que 
existe un proceso para la elaboración de requisitos para aclarar las necesidades reales de 
los clientes [Brayetal 2002]. 
 
Según [Brayetal 2002], un requisito es un atributo necesario en un sistema, es decir, 
una declaración que identifica una capacidad, característica o factor de calidad de un 
sistema para que tenga valor y utilidad para un cliente o usuario. Por otro lado al igual 
que la anterior definición, se define requisito como una condición o capacidad que un 
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sistema debe confirmar. Pero, los requisitos de un sistema se pueden clasificar en 
requisitos funcionales y no funcionales.   
 
Los requisitos funcionales son los encargados de especificar la naturaleza del 
funcionamiento del sistema que se va a desarrollar para un cliente o usuario. En otras 
palabras, una funcionalidad del sistema define el comportamiento interno del software. 
Por esta razón los requisitos funcionales son la razón fundamental para la existencia de 
un sistema o software. Por lo tanto, un requisito funcional puede ser: 
 
- La especificación de la funcionalidad de un producto. 
 
- Una acción que un producto debe realizar, como por ejemplo realizar un cálculo. 
 
- Un componente adicional del producto final. 
 
- Requisitos que cambian la información del sistema, como por ejemplo guardar, 
modificar, eliminar y consultar datos. 
 
- Requisitos sobre la estructura de la información: características de los datos que 
el software maneja. 
 
- Requisitos sobre las consultas e informes. 
 
- Requisitos sobre la interacción con otros sistemas. 
 
Por otro lado, los requisitos no funcionales son aquellos requisitos que definen las 
cualidades o propiedades que un software o sistema debe tener, los cuales normalmente 
se encuentran relacionados con una funcionalidad. Existen diferentes tipos de requisitos 
no funcionales, como por ejemplo requisitos de usabilidad, fiabilidad, rendimiento, 
disponibilidad, certificación, documentación, aspectos legales y de licencias, 
mantenimiento, plataforma, precio, calidad, seguridad, compatibilidad, estabilidad, 
soporte, calidad de imagen extensible al usuario, etc. 
 
Por lo tanto,  se puede decir que los requisitos son de gran importancia, ya que son la 
base de todo el trabajo de desarrollo. Una vez se han elaborado los requisitos, los 
desarrolladores realizan otras fases de trabajo técnicas como el diseño, el desarrollo, el 
testing, la implementación y operación del sistema. 
 
Pero, sin embargo, a veces existe una tendencia a querer empezar a desarrollar o 
programar rápidamente el software, en vez de dedicar más tiempo a la investigación de 
la recopilación y análisis de requisitos. En consecuencia, a largo plazo, si no se ha 
realizado la fase de elicitación de requisitos, se deberá dedicar un tiempo adicional a 
estudiar los requisitos reales del sistema. 
 
2.2.2 Ciclo de vida de la Ingeniería de Requisitos 
 
En el ciclo de vida de la Ingeniería de Requisitos se identifican un conjunto de 
actividades que caracterizan al proceso (Figura 2), las cuales se consideran necesarias 
para que el sistema a desarrollar sea fiable y de alta calidad  [Sommerville 2005]. 
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- Elicitación: Se trata de identificar a los “stakeholders” del sistema, los cuales 
nos proporcionarán los objetivos, necesidades y expectativas, y los límites que 
tendrá el sistema. Para ello existen algunas técnicas de obtención, como por 
ejemplo la realización de encuestas o entrevistas, las cuales se utilizan para 
después poder realizar especificación de los requisitos funcionales y no 
funcionales del sistema. 
 
- Análisis: Se trata de realizar un estudio de los requisitos obtenidos en la fase de 
elicitación con el fin de comprobar su consistencia, completitud y correcteza. 
 
- Validación: Una vez realizado el análisis, se trata de comprobar que las 
necesidades propuestas por los stakeholders corresponden realmente con los 
requisitos obtenidos en la fase anterior. 
 
- Negociación: Se trata de realizar una estimación de las necesidades que pueden 
entrar en conflicto, es decir generar un conjunto coherente de necesidades 
teniendo en cuenta los diferentes puntos de vista que pueden tener los 
stakeholders. 
 
- Documentación: Se trata de realizar la documentación de los requisitos  de 
manera que los stakeholders y desarrolladores que finalmente realicen la 
aplicación puedan entenderlos. 
 
- Gestión: Se trata de mantener un control sobre los cambios que se pueden 
producir en los requisitos mientras se esté desarrollando la aplicación.  
 
 
Figura 2: Ciclo de vida de la Ingeniería de Requisitos 
 
2.2.3 Evolución del concepto y los modelos de desarrollo 
 
Mientras, hoy en día, el concepto de los requisitos no ha cambiado, los modelos 
utilizados en la Ingeniería de Requisitos han ido evolucionando a otros modelos más 
sofisticados. 
 
La Ingeniería del Software empezó utilizando el modelo secuencial, originado en el 
año 1970, en una época donde el coste de desarrollo hecho a medida se vio eclipsado 
por el coste del hardware. Este modelo, más conocido como modelo en cascada, es un 
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proceso de varias etapas, el cual se destaca por la realización de la documentación y la 
definición de requisitos. Estas tareas se realizan en la etapa principal del proceso, donde 
se obtiene un documento con los requisitos del software obtenidos en ese instante de la 
etapa. Esto quiere decir, que los requisitos ya no serán modificados en ninguna de las 
próximas etapas, como son la etapa de análisis, diseño codificación, pruebas y 




Figura 3: Modelo de desarrollo en cascada simplificado 
 
A principios del año 1990, comenzó a utilizarse el modelo de desarrollo iterativo 
(Figura 4), tras la invención del modelo en espiral iterativo. Este modelo de desarrollo, 
al contrario que el modelo secuencial, facilitó, en una fase más temprana, el 
descubrimiento de poder realizar cambios en los requisitos en función de las 
necesidades de los stakeholders. A diferencia, era posible realizar diferentes versiones al 
estar enfocado el desarrollo del sistema en partes más pequeñas.  
 
El modelo de desarrollo iterativo es un enfoque para construir software en el cual 
todo el ciclo de vida esta compuesto por varias iteraciones. Estas iteraciones son 
pequeños proyectos compuestos de varias actividades cuyo objetivo es entregar una 
parte de un sistema parcialmente completo, probado, integrado y estable. Además, todo 
el software es integrado en cada entrega de cada iteración hasta obtener el producto 
software completo en la última iteración.  
 
Las primeras iteraciones se centran en la comprensión del problema y la tecnología, 
en el cual se produce el modelo de negocio que apoyará el producto o software final. 
Las siguientes iteraciones se dedican a realizar el análisis y diseño que se robustecerá a 
medida que el ciclo de vida vaya avanzando. Las siguientes y últimas iteraciones como 
son la implementación, testing y evaluación, son las que se concentrarán en la 
construcción e integración de los componentes que se van generando producto de las 
mismas. 
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Un ciclo de vida iterativo requiere una planificación y comprensión mayor a 
diferencia del modelo en cascada. En este caso, en el modelo iterativo no se planifica el 
proyecto durante el inicio, sino que se realizan los primeros pasos y no se intenta 
desarrollar sin haber establecido antes las bases de planificación en iteraciones previas, 
donde cada planificación de una iteración tiene en cuenta los resultados de las 
iteraciones anteriores. Por este motivo, las primeras iteraciones son las que 
proporcionan un mayor conocimiento de los requisitos, problemas, riesgos y el dominio 
del sistema final, mientras que las siguientes iteraciones dan como resultado una serie 
de incrementos aditivos que conforman la versión del software final. El objetivo 
principal de la planificación de las iteraciones es realizar una secuenciación del trabajo 
de forma que primero puedan desarrollarse las decisiones, especificaciones y 
funcionalidades más importantes del sistema.  
 
Además, las iteraciones pueden solaparse en el tiempo, lo cual quiere decir que una 
iteración puede estar comenzando antes de que la anterior finalice. Esto quiere decir que 
mientras estamos realizando requisitos podemos estar desarrollando algunas 
funcionalidades que se hayan decidido previamente. 
 
 
Figura 4: Modelo de desarrollo iterativo 
 
La definición moderna de desarrollo ágil de software evolucionó a mediados de los 
años 1990 como parte de una reacción contra los modelos de desarrollo en cascada. El 
proceso originado del uso del modelo en cascada era visto como burocrático, lento, 
degradante e inconsistente con las formas de desarrollo de software que realmente 
realizaban un trabajo eficiente. Fue a partir del año 2001, donde el desarrollo ágil fue 
nombrado como metodología ágil. 
 
La metodología ágil es un marco de trabajo conceptual de la Ingeniería del Software 
que promueve iteraciones en el desarrollo a lo largo de todo el ciclo de vida del 
proyecto. Existen muchos métodos de desarrollo ágil donde la mayoría minimiza 
riesgos desarrollando software en cortos transcursos de tiempo. El software desarrollado 
en una unidad de tiempo se denomina iteración, al igual que en el desarrollo iterativo. 
Cada iteración del ciclo de vida incluye la planificación, el análisis de requisitos, el 
diseño, la codificación, la revisión y la documentación. 
 





- Analizar y describir las necesidades de los stakeholders a través de las 
interacciones del equipo de desarrollo, incluso con los procesos y 
herramientas menos considerados. 
 
- Los requisitos no son iguales que los realizados en una documentación 
completa. La idea es no producir documentos a menos que sean necesarios de 
forma inmediata para tomar una decisión importante. Estos documentos deben 
ser cortos y centrarse en lo fundamental. 
 
- Colaborar con los requisitos de los clientes puede ayudar a la comprensión 
de las características deseadas del sistema. Una interacción constante entre el 
cliente y el equipo de desarrollo será la que marque la marcha del proyecto y 
asegure su éxito. 
 
- La habilidad de responder a los cambios que puedan surgir a lo largo del 
proyecto determina también el éxito o fracaso del mismo. Por lo tanto, la 
planificación no debe ser estricta sino flexible y abierta. 
 




Figura 5: Método SCRUM 
 
 
Finalmente la Tabla 1 enumera una serie de requisitos que influyen en las 
propiedades de cada una de las categorías de los modelos secuencial, iterativo y ágil.  
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Propiedades Modelo en Cascada Modelo Iterativo Métodos ágiles 
Capacidad de respuesta al 
cambio de requisitos No Hasta cierto punto Si 
Tiempo de escritura de 
requisitos 
En la fase de 
planificación, antes de 
su desarrollo. 
Antes de cada 
iteración 
Retraso del producto 
antes de cada iteración 
de scrum 
Modificación de la 
prioridades de los 
requisitos 
Limitado Antes de cada iteración 
Antes de entrar en el 
spring backlog 
Tabla 1: Propiedades de los modelos de desarrollo 
 
2.3 Gestión de Requisitos en Comunidades OSS  
 
Hasta ahora hemos dado una explicación general sobre OSS y de la Ingeniería de 
Requisitos tradicional. En esta sección, encontramos una explicación sobre las 
principales infraestructuras y los procesos de diseño y análisis de requisitos que utilizan 
las comunidades OSS. Es importante conocer las formas de trabajar de una comunidad 
para poder comprender y estudiar como las comunidades OSS realizan la gestión de los 
requisitos para el desarrollo del propio software.  
 
2.3.1 Requisitos, análisis y diseño 
 
Tal y como se ha comentado en anteriores secciones, los requisitos de los proyectos 
OSS se realizan y se encuentran representados a través de Internet, es decir, no se 
modelan ni se especifican de manera formal en un documento los requisitos funcionales 
y no funcionales. Sin embargo, se pueden encontrar en las infraestructuras que 
proporcionan las comunidades como por ejemplo listas de correo electrónico, foros, 
canales de chats o wikis. Muchas de las causas por las que no se documentan los 
requisitos es la gran familiarización que tienen los miembros de la comunidad con los 
requisitos del sistema. 
 
Todo lo contrario ocurre en las organizaciones dedicadas a desarrollar software 
propietario, aunque cada vez más se están adoptando prácticas de desarrollo OSS por 
parte de las organizaciones. Los requisitos del sistema suelen encontrarse representados 
en un documento formal, donde también encontramos la representación de los casos de 
uso y el modelo de negocio. Además, en la fase de análisis y diseño del sistema, 
también se discuten los requisitos del sistema para facilitar su desarrollo. 
 
Tal y como se comentaba en la anterior sección, si una organización mantiene o 
quiere mantener una colaboración activa con una comunidad OSS, debería realizar ella 
misma los esfuerzos de Ingeniería de Requisitos, aunque la comunidad no realice estas 
prácticas, y guardarlos en el proyecto Web, con el fin de proporcionar más información 
técnica al resto de desarrolladores de la comunidad para realizar la aplicación deseada. 
De esta forma, aportar la información de las funcionalidades, permite a la empresa 






2.3.2 Infraestructuras de comunicación 
 
En la mayoría de ámbitos de desarrollo de software propietario, los procesos de 
Ingeniería de Requisitos se realizan cara a cara. De lo contrario, en las comunidades de 
desarrollo OSS, pocas veces existen ocasiones de trabajar o realizar reuniones cara a 
cara. En cambio, todos los procesos o actividades relacionadas con el desarrollo de la 
comunidad, junto con los procesos de la Ingeniería de Requisitos se realizan en línea a 
través de Internet. En este caso, las comunidades ponen a disposición diferentes 
infraestructuras con el fin de establecer las relaciones de trabajo entre los participantes 
de la comunidad para poder desarrollar el software [Heliö 2004]. 
 
De esta manera, la Ingeniería de Requisitos se realiza a través de discusiones a 
través de la Web. Los usuarios o participantes de una comunidad utilizan regularmente 
tablones de anuncios online, foros de discusión, listas de correo electrónico, chats y 
wikis como una forma de central para observar, participar y contribuir en el desarrollo 
del proyecto de una comunidad. No obstante, hay usuarios que participan en discusiones 
en línea privada, las cuales no llegan a ser públicas para los usuarios finales debido a su 
contenido confidencial [Scacchi 2002].  
 
Con el fin de entender el funcionamiento de las infraestructuras que proporciona una 
comunidad, normalmente estas proporcionan un contexto para comprender los 
mensajes, cómo publicarlos y dónde. 
 
Por estas razones, una de las características  más importantes que distingue el OSS 
del software privado, es que los requisitos los podemos encontrar organizados y por lo 
general guardados de forma persistente en la infraestructuras de la comunidad, los 
cuales son accesibles a nivel mundial. Después de todo, es una manera muy conveniente 
de comunicarse sin importar la hora y el lugar. Además, son la mejor forma de llegar a 
los numerosos desarrolladores de una comunidad OSS. 
 
2.3.2.1 Ingeniería de Requisitos en la Wiki 
 
Según [Dekeretal2007] muchas investigaciones han demostrado que la calidad de 
los requisitos del software ha mejorado gracias a la participación de los stakeholders.  
En el caso de los en entornos distribuidos, como son las comunidades OSS, les es 
necesario el uso de una infraestructura o plataforma de colaboración eficaz y eficiente 
que facilite la gestión de requisitos, la comunicación y la toma de decisiones realizadas 
por un gran número de stakeholders o usuarios de las comunidades. En este caso, las 
Wikis proporcionan una plataforma flexible para una colaboración asíncrona para crear 
contenido en general que beneficia la participación en la Ingeniería de Requisitos. Un 
ejemplo muy conocido de una wiki es la Wikipedia. Una Wiki es una solución técnica 
para la edición colaborativa de una página web y una filosofía subyacente de cómo se 
debe realizar esta colaboración. 
 
2.3.2.1.1 Características técnicas de la wiki 
 
Las wikis tienen dos principales características técnicas que resultan útiles en el 
proceso de elicitación de requisitos: 
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- La fácil vinculación de una página reduce la redundancia. 
- La captura de la historia de una página proporciona una base para la trazabilidad 
de los requisitos en cada documento. 
Gracias a estas dos características, los nuevos usuarios que quieren participar en una 
comunidad pueden rápidamente aprender el funcionamiento de una wiki y los errores 
producidos pueden ser corregidos gracias a la recuperación de versiones anteriores de 
un documento. Las wikis proporcionan una fácil integración de nuevos documentos o 
mejoras de documentos y la integración de las diversas opiniones de los stakeholders, lo 
cual soporta la curva de aprendizaje de los diferentes requisitos que se definen en un 
proyecto. 
 
2.3.2.1.2 Gestión de la comunicación de una wiki 
 
La estructura general de la wiki es un aspecto primordial a tener en cuenta para 
poder gestionar una buena comunicación entre sus participantes o stakeholders. Con 
este objetivo, el jefe de proyectos debe proporcionar una estructura general de temas de 
los requisitos, plantillas para que los participantes puedan contribuir con contenido y 
una visión general de la wiki, con el fin de poder asignar los requisitos a los diferentes 
stakeholders. De esta forma, al jefe de proyecto le es más fácil gestionar la asignación 
de requisitos a los diferentes stakeholders participantes de la wiki. 
 
Un segundo aspecto a tener en cuenta son las normas de uso de la wiki para poder 
realizar una buena toma de decisiones acerca de los requisitos. Por este motivo, la wiki 
debe documentar estas normas y contener un enlace a este documento en la página 
inicial, con el fin de ayudar a los nuevos stakeholders a incorporarse rápidamente en el 
proyecto. De esta forma los stakeholders deben ponerse de acuerdo sobre la forma de 
informar cada uno de los cambios para la descripción de un requisito. 
 
Por otra parte, la comunicación de la wiki, así como sus discusiones, deben ser 
moderadas y analizadas ya que pueden aparecer discusiones fuera de lugar o 
desenfocadas e incluso la duplicación de requisitos. Para ello existen una serie de 
indicadores que ayudan al jefe de proyectos a determinar si hay que cambiar las 
plantillas de la wiki, las normas o las asignaciones de trabajo con el fin de mejorar el 
funcionamiento del proyecto. Por ejemplo, los diferentes puntos de vista documentados 
en la wiki por diferentes stakeholders podría ser un indicador de una discusión 
desenfocada. Otro indicador podría ser un insuficiente número de enlaces entre 
requisitos o páginas huérfanas, es decir, páginas que no contienen ningún enlace a otra 
página. De esta forma, el jefe de proyecto debe garantizar que los stakeholders estén 
informados sobre los cambios realizados en las plantillas, las normas de uso y 
asignaciones de trabajo y además deben comprobar que los stakeholders están actuando 
de forma adecuada respecto a estos cambios realizados en la wiki. 
 
Además las wikis proporcionan una forma de gestionar conflictos y malentendidos. 
Por ejemplo un usuario o stakeholder puede etiquetar como conflictivo los requisitos 
descritos por otro usuario al revisarlos. De esta forma, el jefe de proyectos debe revisar 
el contenido de los requisitos críticos de la wiki frecuentemente, ya que pueden existir 
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páginas que no han sido editadas hace mucho tiempo o a la inversa, páginas demasiado 
editadas, que puedan ocasionar conflictos.  
 
2.3.2.1.3 Estructura de documentos de una wiki  
 
Según [Dekeretal2007], una buena estructuración de documentos para el contenido 
almacenado en la wiki mejora el proceso de la Ingeniería de Requisitos, ayuda a evitar 
la incontrolada expansión de contenido, añade semántica a la wiki con el fin de mejorar 
los conflictos de los enlaces entre páginas y la falta de información sobre el estado del 
proceso de la obtención de requisitos, y hace que sea más fácil la detección y resolución 
de conflictos y malentendidos.  
 
Con el fin de solucionar estas necesidades, Björn Decker, Eric Ras, Jörg Rech, 
Pascal Jaubert, y Marco Rieth, del Fraunhofer Institute for Experimental Software 
Engineering han desarrollado una estructura de documento, mostrada en la Figura 6.   
 
Los siguientes documentos están destinados a ser un punto de partida para la 
elicitación de requisitos, donde el jefe de proyecto puede ampliar según las necesidades 
del proyecto: 
 
- Project Homepage: es la página de entrada de los requisitos, la cual contiene 
información general sobre el proyecto, así como la misión del proyecto y los 
enlaces de la visión general de los requisitos. Además también proporciona 
información inicial para que los nuevos usuarios o stakeholders se incorporen 
rápidamente al proyecto. 
 
- User Homepage: es la página que contiene información sobre las personas 
involucradas en el proyecto, así como el rol que desarrolla dentro del proyecto e 
información de contacto. A través de la User Homepage, el jefe de proyecto u 
otros stakeholders pueden definir al responsable de un cierto requisito. 
 
- User Story: contiene una especificación breve de las interacciones del sistema. 
De esta forma los stakeholders pueden especificar los requisitos de forma 
natural, donde deben incluir los actores involucrados y el autor responsable del 
requisito. 
 
- Actor: define los roles involucrados en el Use Case o en el User Story. De esta 
forma los stakeholders pueden revisar los documentos de los grupos de actores a 
los que pertenecen. 
 
- Use Case: refina un User Story en una representación estructurada, donde la 
estructura real depende de las necesidades del proyecto. Cada Use Case contiene 
una secuencia de acciones llevadas a cabo por los actores involucrados en este 
Use Case. 
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Figura 6: Estructura básica de documento de la Ingeniería de Requisitos basado en una wiki 
 
2.3.2.2 Ingeniería de Requisitos en los Foros 
 
El aumento del alcance de los proyectos hace que el número de actores involucrados 
en el proceso de obtención de requisitos aumente y sea difícil de coordinar. Cada vez 
existen más proyectos que se encuentran dispersos geográficamente, por lo que su 
organización depende de herramientas colaborativas. Por este motivo, uno de los 
aspectos interesantes a estudiar son las infraestructuras que utilizan las comunidades 
OSS para desarrollar los proyectos. En este caso vamos a describir las características 
generales de un foro. 
 
Hoy en día, gracias a la popularidad de los proyectos OSS, existen una gran cantidad 
de foros donde los stakeholders informan de los errores, discuten problemas y donde 
proponen nuevas características o funcionalidades. El éxito de la utilización de estas 
herramientas colaborativas, como los foros, wikis y páginas web, permite a sus usuarios, 
ya sean desarrolladores, contribuyentes, usuarios finales o jefes de proyecto, publicar y 
responder comentarios con el objetivo de obtener peticiones (nuevos requisitos, 
modificación de un requisito y errores), cosa que demuestra que la gente se implica y 
contribuye en el proyecto. Todas las técnicas utilizadas por los usuarios de estas 
herramientas colaborativas, como es la publicación de comentarios en el foro o 
participar en debates de usuario,  requieren que el equipo del proyecto, es decir, los 
desarrolladores y stakeholders, mantengan una colaboración y comunicación activa. 
 
En muchos proyectos, las comunidades OSS necesitan una forma para priorizar sus 
requisitos. Para ello, algunas comunidades utilizan técnicas, como por ejemplo, existen 
comunidades que clasifican sus necesidades en obligatoria, deseada o no esencial, o la 
utilización de árboles binarios de búsqueda (BST) para dar prioridad a grandes 





2.3.2.2.1 Proceso de gestión de requisitos en un foro 
 
La gran mayoría de los foros de las comunidades OSS realizan un proceso similar 
para añadir y gestionar las peticiones de nuevos requisitos, el cual se muestra en la 
Figura 7 [Laurentetal].  
 
Figura 7: Proceso OSS para la gestión de requisitos en un foro 
 
Tal y como se puede observar en la Figura 7, dentro de un foro, un usuario puede 
realizar les siguientes acciones: 
 
- Entrar una nueva petición (requisito, modificación de un requisito, error o 
consulta) en el foro. 
 
- Realizar una búsqueda de un tema para determinar si existe ese determinado 
tema. 
 
- Navegar a través de los mensajes del foro para buscar diversos debates y 
comentarios que se relacionan con su tema de interés. 
 
- Realizar una búsqueda mas estructurada de uno o más foros con el objetivo de 
utilizar palabras clave u otros atributos como los nombres de los autores. 
 
- En algunos foros, los usuarios pueden emitir un voto para dar soporte a un 
requisito que después será tenido en cuenta por el administrador. 
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En cambio, los administradores pueden realizar las siguientes acciones: 
 
- Un administrador o un equipo de encuestados, determinan la prioridad de un 
requisito y su viabilidad en el desarrollo en relación con el sistema definido por 
el equipo de desarrollo y de los recursos disponibles. 
 
- El administrador es el responsable de actualizar y comunicar el estado de la 
solicitud a los usuarios del foro. 
Además, los administradores de un proyecto OSS utilizan una variedad de técnicas 
para obtener nuevas peticiones de requisitos propuestas por los stakeholders. Estas 
técnicas son las siguientes: 
 
- Algunos administradores de correo publican anuncios de detalles o ideas de 
proyectos futuros. 
 
- Otros, publican preguntas, piden información a los stakeholders y mantienen un 
foro de peticiones de requisitos. Además también pueden generar nuevas 
peticiones a partir de informes de errores y otros subforos generados por una 
cuestión particular del foro. 
Según estudios realizados, los foros proporcionan una estructura para facilitar el 
proceso de gestión de requisitos, pero no acaba de dar buenos resultados. En algunos 
foros los stakeholders participan en un debate común, donde ellos son los responsables 
de buscar y encontrar la discusión adecuada para introducir sus comentarios. En este 
caso, en un análisis profundo realizado en el estudio de [Laurentetal], la mayoría de 
usuarios no realiza una búsqueda e introduce su nueva propuesta o comentario en un 
nuevo tema. Desde la perspectiva de requisitos  es un problema debido a que se pueden 
encontrar dos requisitos similares en dos temas de debate distintos. Por otra parte, desde 
la perspectiva del administrador o jefe de proyectos, hace que el análisis, la negociación 
y la asignación de prioridades sea una tarea difícil. 
 
Por otro lado,  se han identificado tres métodos diferentes para el proceso de 
asignación de prioridades. En primer lugar, un botón de votación simple que permite al 
usuario dar soporte a un requisito determinado. En segundo lugar, permitir a los 
stakeholders asignar una prioridad a un requisito dado en una discusión. En tercer y 
último lugar, los usuarios del foro expresan sus prioridades como parte de sus 
comentarios. Sin embargo, aunque los foros utilicen estos métodos de priorización, los 
usuarios piensan que sus colaboraciones realizadas son ignoradas y que su función no 
sirve de forma satisfactoria todo y la apariencia del proceso. 
 
Además, respecto a la participación del administrador o jefe de proyecto, se ha 
observado en el estudio [Laurentetal] que utilizan los foros como un medio para obtener 
más información para el proceso de priorización de requisitos, donde en gran medida 
ignoran los requisitos de los usuarios. Aun así, los administradores desean una mayor 






2.4 Gobernabilidad, Toma de decisiones y Relaciones de Poder 
 
En esta sección, se detallan las principales métricas de gobernabilidad estudiadas en 
el mundo de las comunidades OSS, sus relaciones de poder y las formas de tomar las 
decisiones, ya que para llegar a comprender los procesos de gestión de requisitos de una 
comunidad OSS es importante conocer las diversas formas de trabajar y tipos de 
liderazgo estudiados hasta el momento, así como los procesos utilizados para realizar la 
toma de decisiones. 
 
2.4.1 Gobernabilidad  
 
Según estudios realizados por Eugenio Capra [Capraetal2008], en proyectos OSS se 
han identificado cuatro dimensiones que afectan la gobernabilidad, las cuales son: 
 
- El código, el cual nos indica el porcentaje de código que se encuentra disponible 
bajo una licencia OSS. En un proyecto basado en una comunidad OSS, el código 
es 100% libre. Por lo contrario, en proyectos comerciales OSS suelen tener una 
parte del código disponible y otra parte del código cerrado, donde lo 
comercializan a través de una licencia. Sin embargo, la versión cerrada del 
software comercial normalmente suele coincidir con el 80% del código de la 
versión libre de ese mismo proyecto. Por lo tanto, los proyectos con menos del 
80% de código abierto normalmente liberan únicamente las funcionalidades 
específicas con una licencia abierta. 
- La contribución, el cual nos indica la cantidad de código desarrollado 
voluntariamente. Las empresas comerciales de OSS se parecen a las empresas 
dedicadas al desarrollo propietario, ya que el desarrollo de su código es realizado 
por los desarrolladores gracias a una retribución monetaria. Por lo contrario, en 
las comunidades OSS, el desarrollo es voluntario. Aun así, existen excepciones, 
ya que una empresa comercial que participa en un proyecto OSS puede contratar 
los servicios de un desarrollador con el fin de desarrollar funcionalidades 
específicas para sus propios beneficios. 
- El liderazgo, el cual indica el grado de la jerarquía de la estructura de 
coordinación de un proyecto. Los proyectos comerciales normalmente son 
dirigidos por una empresa la cual suele definir una planificación y un calendario 
para el proyecto. Sin embargo, las empresas también pueden desempeñar un 
papel importante en la gestión de un proyecto de una comunidad OSS, con el fin 
de alcanzar sus propios objetivos. Además, las comunidades OSS no solo 
pueden ser lideradas por una organización o empresa sino también por una 
fundación o un comité.  Por otra parte, los proyectos de una comunidad OSS 
también pueden ser liderados a través de un dictador, el cual fomenta la 
participación y discusión a través de las infraestructuras, pero sin embargo, el 
líder del proyecto es el encargado de realizar la toma de decisiones final. 
También existen comunidades menos formales las cuales adoptan mecanismos 
de coordinación, donde toman las decisiones a través de sistemas de votación u 
órganos de gobierno elegidos directamente por contribuyentes activos de la 
comunidad. 
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- Las prácticas de trabajo, la cual indica el grado en que las prácticas de 
comunicación de un proyecto se encuentran distribuidas geográficamente y de 
forma virtual. Mientras que los proyectos de software propietario, así como 
también los proyectos comerciales de software OS, se basan fundamentalmente 
en un trabajo cerrado realizado en un mismo lugar físico y coordinado por un 
director o jefe de proyectos, en las comunidades OSS carecen de una estructura 
de gestión empresarial y suelen tener una red de colaboradores geográficamente 
dispersa, los cuales dependen de las infraestructuras de colaboración virtual. 
Seguidamente, en las Tablas 2 y 3 podemos observar las cuatro dimensiones de 













































































2.4.2 Toma de decisiones en las comunidades OSS 
 
En el caso de las comunidades OSS, al contrario que en las compañías que se 
dedican a desarrollar software privado, los usuarios están altamente calificados en 
ciencias de la computación y pueden participar en el diseño de la aplicación, lo cual no 
corresponde a la representación común de los usuarios finales. Si observamos los 
modelos de diseño tradicionales, los usuarios colaboran en el proceso de diseño, como 
informantes, en la fase de análisis funcional de requisitos o como evaluadores en el caso 
del prototipo y las fases de simulación o test. En cambio, en las comunidades de 
desarrollo OSS, los usuarios pueden estar potencialmente implicados en todas las fases 
del proceso de diseño, donde esta participación es considerada como uno de los factores 
clave en el éxito y calidad de los proyectos OSS. 
 
En el ámbito propietario es el cliente el encargado de definir las necesidades o 
requisitos del software a desarrollar, donde acabará siendo el usuario final. En cambio, 
en las comunidades OSS son los propios desarrolladores los encargados de definir las 
necesidades del sistema, donde además, en la gran mayoría de comunidades, son los 
usuarios finales del software desarrollado.  
 
Normalmente, en una organización dedicada a desarrollar software propietario existe 
una jerarquía compuesta por un jefe de proyectos y sus desarrolladores. En las 
comunidades OSS no existe una jerarquía definida. Los desarrolladores o 
contribuyentes de las comunidades suelen ser generosos con su tiempo libre y 
experiencia a la hora de desarrollar el código fuente. Por lo que realizar aportaciones 
ayuda a ser reconocido por los miembros de la comunidad y ayuda a avanzar 
técnicamente y socialmente dentro de ella. Por lo tanto, en una comunidad también 
pueden existir jefes de proyecto, gracias a dicho reconocimiento y dependiendo de la 
envergadura del proyecto. En proyectos OSS pequeños puede existir un responsable del 
proyecto, en cambio, en proyectos de gran envergadura, existen encargados de bajo 
nivel para controlar pequeñas áreas y un encargado o varios de alto nivel.  
 
Anteriormente, hemos explicado los diferentes roles de colaboración que puede 
tener una industria con una comunidad OSS. En este caso, cuando existe una 
colaboración activa entre una comunidad OSS y una propietaria, la empresa debe de ser 
capaz de seguir las normas de la comunidad, la cual será la encargada de realizar la 
toma de decisiones. De esta forma, la empresa tiene muy poco poder autoritario sobre el 
proyecto, en el cual acabará siendo usuario final. Por otro lado, si que tiene cierta 
responsabilidad a la hora de establecer la fecha de lanzamiento del producto o software 
desarrollado. 
 
2.4.3 Relaciones de poder 
 
Como se ha comentado en la anterior sección (2.3.2), la experiencia y el 
reconocimiento dentro  de una comunidad se consigue a base de realizar aportaciones de 
calidad, ya que no toleran malas aportaciones y son un obstáculo para poder avanzar 
dentro de la comunidad. En cambio, el mundo del software propietario no funciona 
igual. La experiencia y los cargos de poder se obtienen gracias a varios aspectos, pero, 
sobre todo por la educación adquirida y la experiencia laboral. Por lo tanto, en una 
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comunidad OSS, el poder se obtiene por la calidad  y numero de contribuciones 
aceptadas realizadas dentro de ella.  
 
Cuando hablábamos de roles OSS, explicábamos que una empresa puede considerar 
colaborar con una comunidad OSS para obtener algún beneficio. Cuando se produce 
este caso,  la organización suele tener algunas ideas de las necesidades o simplemente 
quiere que la propia comunidad le desarrolle su producto a bajo coste o a ninguno.  
Pero, para poder obtener esta colaboración, la organización debe aportar algo a cambio 
a la comunidad. De esta forma, las empresas contratan a desarrolladores para que 
participen en el desarrollo dentro de la comunidad con el fin de obtener más poder 
dentro de ella gracias a la realización de aportaciones. En consecuencia y gracias a este 
poder, la empresa puede llegar a conseguir que sus necesidades sean aceptadas por la 
comunidad [Heliö 2004]. 
 
2.5 Principales Infraestructuras para Localización y Hosting de 
Productos OSS 
 
En esta sección, se describen las principales infraestructuras donde se pueden 
localizar las diferentes comunidades OSS y donde además pueden alojar sus productos 




Ohloh.net (www.ohloh.net) es un directorio público y gratuito de personas y 
software open source que te permite añadir nuevos proyectos en su directorio o hacer 
correcciones  en las páginas de su directorio actual. Esta revisión pública del directorio 
hace que Ohloh.net sea una de las guías más grandes, precisas y actualizadas de 
software disponible que existe en Internet. 
 
Sin embargo, Ohloh.net no aloja los proyectos OSS de forma tradicional, sino que, 
tal y como he dicho anteriormente, es un directorio, una comunidad, y un servicio de 
Google Analytics.  
 
Todos los proyectos que podemos encontrar en dicho directorio, se actualizan 
automáticamente en una base rotativa, donde la mayoría de ellos se actualizan cada 48 
horas, donde hay casos donde la actualización puede tardar más tiempo, y donde se 
prioriza  la actualización de los nuevos proyectos sobre los existentes.  
 
Ohloh.net tiene una cantidad de lenguajes de programación que está creciendo 
rápidamente, los cuales son identificados y analizados a través de una aplicación de 
software libre llamada Ohcount. Además también podemos encontrar el código fuente 
de los proyectos de la comunidad y un sistema de seguimiento de errores. 
 
Por otra parte, ohloh.net permite crear relaciones de proyecto cuando los proyectos 






SourceForge.net es el sitio Web de Desarrollo de Software Open Source más grande 
del mundo. En los últimos 10 años, ha ayudado a poner en marcha proyectos como 
MySQL, Python, JRuby, JBoss, SugarCRM, y otros. En febrero de 2009, más de 
230.000 proyectos de software fueron registrados en SourceForge.net para que  más de 
2 millones de usuarios registrados utilizaran y sigan utilizando sus servicios.  
 
SourceForge.net ofrece servicios gratuitos que ayudan a construir aplicaciones 
interesantes y compartirlas con una audiencia global. Además, tiene las siguientes 




- Hosting del código: El código del software desarrollado por la comunidad 
debe ser libre, es decir, que debe estar disponible a todos los usuarios que 
utilicen SourgeForge.net. Además,  el hosting del código es gratuito y  
público y se puede realizar cómodamente utilizando repositorios como SVN, 
Git, Mercurial, Bazaar, o servidores CVS. 
 
- Hosting Web: El hosting de un proyecto o aplicación web personal en 
SourceForge.net incluye un acceso shell y un informe del análisis de tráfico 
web. 
 
- Application: El hosting que proporciona SourgeForge.net permite elegir 
entre una docena de aplicaciones disponibles, como por ejemplo Trac 




- Tracker: SourceForge.net nos proporciona un sistema de gestión de errores 
para poder añadir y revisar todos los problemas existentes en nuestro 
proyecto. 
 
- Foros: SourceForge.net nos proporciona un foro para poder colaborar con 
nuestra comunidad. 
 
- Listas de correo: SourceForge.net proporciona un hosting para nuestras 
listas de correo a través de los servidores GNU Mailman. 
 
- Wiki: SourceForge.net proporciona unos sistemas open source llamado Trac 
o el servidor de MediaWiki. 
 
- Blog: SourceForge.net proporciona el WordPress y / o servidor Laconica 










- Distribución de archivos: SourceForge.net permite la distribución del 
software creado por la comunidad para una fácil descarga desde cualquier 
plataforma. Para ello, SourceForge.net tiene un sistema que detecta 
automáticamente la plataforma del cliente o usuario que esté realizando una 
descarga, con el fin de ofrecerle a los usuarios exactamente sus necesidades. 
 
- Worldwide Mirror Network: La red de descarga de SourceForge.net abarca 
los cinco continentes, de forma que sus usuarios obtengan las descargas 
disponibles más rápidamente. 
 
- Estadísticas: SourceForge.net permite realizar el seguimiento de las 
descargas, del sistema de gestión de fallos o errores, del foro, y de la 




- Exposición: SourceForge.net permite exponer el software a sus numerosos 
visitantes. 
 
- Millones de usuarios: SourceForge.net proporciona un área llamada Help 
Wanted para reclutar a desarrolladores para el proyecto de una comunidad. 
De esta forma la comunidad puede obtener más participación de usuarios, lo 
cual significa que tendrá más informes de errores, más parches, y más 
comentarios respecto al software desarrollado. 
 
- Personal de apoyo: Además SourceForge.net proporciona un soporte que 
ayuda tanto a los desarrolladores de la comunidad, como a sus usuarios. 
 
2.6 Ingeniería de Software Empírica 
 
En esta sección, encontramos una explicación sobre las estrategias empíricas que 
existen en el mundo de la investigación en la Ingeniería del Software, ya que para llevar 
a cabo nuestro estudio hemos tenido que escoger una determinada estrategia empírica. 
 
Según Norman Fenton, Shari Lawrence y Robert Glass, la experimentación es 
necesaria para evaluar las nuevas tecnologías y sus efectos en nuestras organizaciones, 
procesos, y productos. Este tipo de investigación es esencial para entender nuestros 
procesos y productos, para aumentar la confianza de nuestros clientes en nuestros 
productos, y para hacer de la Ingeniería del Software una ciencia y no un arte 
[Kitchenhametal 1995]. 
 
En el mundo de la investigación existen dos tipos de paradigmas de investigación 
que utilizan diferentes enfoques en estudios empíricos: 
 
- Investigación cuantitativa, es aquella en la que se recogen y analizan datos 
cuantitativos sobre variables. La investigación cuantitativa trata de determinar la 
fuerza de asociación o correlación entre variables, la generalización y 
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objetivación de los resultados a través de una muestra para hacer inferencia a 
una población total de la muestra. 
 
- Investigación cualitativa, se ocupa de estudiar los objetos en su entorno 
natural. Los investigadores cualitativos hacen registros narrativos de los 
fenómenos que son estudiados mediante técnicas como la observación y 
entrevistas no estructuradas. 
 
La diferencia fundamental entre ambas metodologías es que la investigación 
cuantitativa estudia la asociación o relación entre variables cuantificadas y la 
investigación cualitativa lo hace en contextos estructurales y situacionales. 
 
En el campo de Ingeniería de Software empírica, existen tres tipos de estrategias de 
investigación [Robson93]:  
 
- Caso de estudio: Un caso de estudio se lleva a cabo para investigar una sola 
entidad o fenómeno en un espacio de tiempo específico, los cuales normalmente 
se utilizan para el seguimiento de proyectos, actividades o tareas. En este caso, 
por ejemplo, el investigador recoge información detallada sobre un solo 
proyecto durante un período sostenido de tiempo. Los casos de estudio 
generalmente son más difíciles de planificar que los experimentos formales 
pero, sin embargo, son difíciles de interpretar y de generalizar. Por ejemplo, un 
caso de estudio puede mostrarte los efectos de una tecnología en una situación 
típica, pero, en cambio, no se puede generalizar dicha situación para todas las 
posibles situaciones existentes. Para realizar el diseño y la gestión de un caso de 
estudio existen una serie de directrices: 
 
- Definir las hipótesis. 
- Seleccionar los proyectos piloto. 
- Identificar el método de comparación. 
- Minimizar el efecto de factores de confusión. 
- Plan de casos de estudio. 
- Supervisar el caso de estudio en contra del plan. 
- Analizar e informar los resultados. 
 
- Experimento formal: Los experimentos formales se realizan normalmente en un 
entorno de laboratorio, que proporciona un alto nivel de control. El objetivo es 
manipular una o más variables y el control de todas las demás variables en 
niveles fijos. No obstante, a veces son difíciles de realizar cuando el grado de 
control es limitado. De esta forma, los experimentos formales suelen ser 
pequeños para poder imponer un control total sobre el estudio, cosa que es un 
problema al tratar de aumentar la escala del laboratorio a un proyecto real. 
 
- Survey: Un survey es a menudo una investigación retrospectiva, como por 
ejemplo, el estudio de una herramienta o técnica que ha estado en uso durante un 
tiempo. Los surveys se utilizan para asegurar los cambios de los procesos que 
tienen éxito en toda una organización, ya que recopilan la experiencia de varios 
proyectos distintos. El principal medio de obtención de datos utilizados en los 
estudios cualitativos o cuantitativos son entrevistas o cuestionarios. Estas se 
realizan a través de la toma de una muestra representativa de la población que va 
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a ser estudiada, donde finalmente los resultados de la encuesta se analizan para 
obtener conclusiones descriptivas o explicativas, donde más adelante son 
generalizadas sobre la población total de la muestra. Sin embargo, la 
recopilación de datos puede tomar una gran cantidad de tiempo. Los objetivos 
generales para la realización de un survey según [Babbie90] son: 
 
- Descriptivo: los estudios descriptivos pueden llevarse a cabo para 
permitir las afirmaciones acerca de alguna población. Esto podría ser la 
determinación de la distribución de determinadas características o 
atributos. 
 
- Explicativo: el objetivo de los surveys explicativos es realizar 
declaraciones explicativas sobre la población. Por ejemplo, al estudiar 
cómo las compañías seleccionan componentes OSS, queremos explicar 
por qué algunos prefieren una técnica especial, mientras que otros 
prefieren otra. Al examinar la relación entre las diferentes técnicas y 
varias variables explicativas, podemos tratar de explicar por qué los 
desarrolladores eligen una de las técnicas. 
 
- Exploratorio: los surveys de tipo exploratorio se utilizan como estudio 
previo a una investigación mayor o completa, donde la información es 
recopilada y analizada, y los resultados se utilizan para mejorar la 
investigación completa. En otras palabras, el estudio exploratorio no 
responde a la pregunta base de la investigación, pero puede ofrecer 
nuevas posibilidades que podrían ser analizadas y por lo tanto objetos de 
seguimiento en un estudio más específico o profundo. 
 
Los casos de estudio y los surveys pueden ser tanto cualitativos como cuantitativos, 
mientras que los experimentos formales son cuantitativos. 
 
Dada esta explicación sobre las diferentes estrategias empíricas, este trabajo hace 


















ste capítulo presenta la estrategia empírica utilizada en esta tesis de máster junto 
con las preguntas planteadas para esta investigación. 
 
 
3.1 Estrategia empírica seleccionada 
 
En base a las observaciones realizadas sobre la literatura existente hemos observado 
que no existen datos o información sobre las prácticas y procesos utilizados por las 
comunidades OSS para llevar a cabo la gestión de los requisitos de los sistemas 
desarrollados, ni tampoco existe ningún estudio que realice una investigación a fondo 
sobre este tema en particular, donde además queremos descubrir y adquirir nuevos 
conocimientos, como se indica en las preguntas de investigación. De esta forma, se ha 
decidido que la estrategia empírica que va a seguir esta tesis de máster será de tipo 
exploratorio, con el propósito de responder a las preguntas de investigación planteadas   
con el fin de encontrar nuevos conocimientos acerca de la gestión de los requisitos en 
las comunidades OSS y poder plantear una serie de hipótesis de partida para el proyecto 
de estudio en profundidad, que posteriormente realizará el grupo de investigación 
GESSI-UPC junto con el grupo SU-NTNU.  
 
Según el estudio realizado por [Cooperetal 2001] se recomiendan utilizar dos etapas 
de diseño de investigación para estudios de exploración. En nuestro caso, la primera 
etapa corresponde al estudio exploratorio realizado en esta tesis de máster. La segunda 
etapa corresponderá a la investigación de una muestra más grande de la población que 
realizará el grupo de investigación GESSI-UPC junto con el grupo SU-NTNU. 
 
El paradigma general empleado para llegar al objetivo de la primera fase de la 
investigación es un proceso iterativo basado en el enfoque de una investigación 
cualitativa en el cual se ha llevado a cabo un estudio sobre un pequeño conjunto de 
casos de estudio. Este método fue elegido ya que permitía realizar un diseño flexible de 
preguntas de investigación a través de un proceso iterativo de investigación, de forma 
que si se encontraba alguna otra cuestión interesante de estudiar podía ser añadida como 
pregunta de investigación para después poder tratarla en el análisis posterior a los 
resultados encontrados. De esta manera, se han ido definiendo las preguntas y las 
características iterativamente durante la primera fase de esta investigación, las cuales se 
E
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han ido abordando a través de la pequeña muestra de casos de estudio, en este caso las 7 
comunidades OSS. 
 
Seguidamente, se detallan los diferentes pasos realizados en cada fase de la 
investigación, los cuales podemos encontrar resumidos en la Figura 8: 
 
- Primer Paso: “Estudio de la literatura existente” 
 
El primer paso fue realizar el estudio de la literatura existente, el cual se detalla 
en la sección 2 de este documento. 
 
- Segundo Paso: “Definición de Preguntas de Investigación” 
 
El segundo paso fue definir y analizar las diversas preguntas de investigación y 
realizar la definición de las características a observar en los casos de estudio. 
Para ello, he realizado diversas reuniones con mi tutora de la tesis de máster, 
Claudia Ayala, para acordar y definir exactamente las preguntas adecuadas para 
que sean acordes con los objetivos del estudio profundo que los departamentos 
GESSI-UPC y SU-NTNU realizarán en un futuro. 
 
Con el fin de conseguir el objetivo de este estudio, se formularon un conjunto de 
preguntas que pretendíamos contestar mediante el estudio en profundidad de 
cada comunidad (ver detalles de los resultados en la sección 4). Para ello, 
investigamos en profundidad las características generales de la comunidad y su 
estilo de desarrollo, así como las infraestructuras (foros, wikis, listas de correos) 
y las prácticas realizadas que reflejasen la gestión de requisitos. Las preguntas de 
investigación formuladas, también llamadas Research Questions (RQ) son las 
siguientes: 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de 
Requisitos llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos de la 
Ingeniería de Requisitos llevados a cabo por las comunidades OSS, se han 
planteado una serie de preguntas más específicas, las cuales se detallan 
seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades  open source?  
 
Se ha planteado esta pregunta debido a las pocas investigaciones o 
estudios realizados sobre la obtención de los requisitos en comunidades 
OSS. En la literatura se encuentran muchos estudios sobre el fenómeno 
OSS, pero Scacchi es el único autor que da un enfoque a este tema 
incluso aportando según su criterio poca información referente a las 
formas de obtención de requisitos. 
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos 




La gran mayoría de estudios realizados [Scacchi 2002, Heliö 2004, 
Laurentetal] destacan que los requisitos en las comunidades OSS 
provienen principalmente de los desarrolladores y/o usuarios. Sin 
embargo,  nuestro interés al plantear esta pregunta es conocer si éstas 
podrían considerarse como únicas fuentes de requisitos o podrían 
caracterizarse alguna(s) más. 
 
- RQ 1.3: ¿Qué porcentaje de requisitos viene a través de cada fuente? 
 
Como se ha comentado en la pregunta anterior, estamos interesados en 
explorar si existen fuentes de requisitos alternativas y además, con esta 
pregunta pretendemos conocer el porcentaje de requisitos que proviene de 
cada fuente a través de la observación de las infraestructuras y 
comunicaciones en cada comunidad. Este aspecto se considera 
importante, ya que el identificar de qué fuentes provienen los requisitos y 
en qué porcentaje, nos podría ayudar a deducir factores de éxito en la 
forma de elicitación y gestión de requisitos. 
 
- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los 
requisitos (la toma de decisiones, establecimiento de prioridades)? 
 
El objetivo planteado en esta tesis era comprender y caracterizar los 
procesos de la Ingeniería de Requisitos en OSS. Por este motivo y a causa 
de las pocas investigaciones sobre este tema [Laurentetal], es importante 
observar las formas en que son comunicados y elicitados los requisitos y 
priorizados para su eventual implementación. 
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
En este caso, si que existen investigaciones las cuales hablen de las 
formas en que los participantes de una comunidad pueden emitir votos a 
los requisitos a través de las infraestructuras que la comunidad 
proporciona. Sin embargo, al no haber un estudio sobre diversas 
comunidades de diferentes características y envergadura se ha tenido en 
cuenta esta cuestión para explorar si algún factor como el tamaño o la 
estructura de la comunidad tiene algún efecto importante en la toma de 
decisiones sobre qué requisitos implementar. 
 
- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se 
observan? ¿Es posible identificar otras? 
 
En la gran mayoría de estudios observados, se suele dar por sentado que 
las prácticas de desarrollo en comunidades OSS suelen ser diferentes a las 
recomendadas por la Ingeniería del Software tradicional, especialmente a 
las referidas a la Ingeniería de Requisitos. Por este motivo, se considera 
de gran importancia observar en qué sentido éstas prácticas son realmente 
diferentes. 
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- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas 
por comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o 
infraestructuras utilizadas por las comunidades OSS para gestionar los 
requisitos, se han planteado una serie de preguntas más específicas, las 
cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión 
de errores). 
 
En la mayoría de trabajos de investigación las principales estructuras de 
requisitos propuestas son las listas de correo, grupos de noticias, chats, 
foros y sistemas de gestión de errores. El objetivo de esta pregunta es 
visualizar si verdaderamente y en general las típicas infraestructuras que 
utilizan las comunidades OSS son las descritas anteriormente o si existen 
otras diferentes las cuales pueden ser más útiles a la hora de aportar 
peticiones de nuevos requisitos al sistema que desarrolla la comunidad. 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, 
MDA, MOF, otros) y documentados? 
 
Aunque en [Scacchi 2002], detalla algunas de las formas de participación 
a través de infraestructuras en las comunidades OSS, no existe 
información detallada acerca del tipo de documentación y modelos que 
podrían utilizar las comunidades OSS para la elicitación, gestión y 
documentación de requisitos. Por todo ello, consideramos importante 
observar este hecho en nuestro estudio de las comunidades elegidas. 
 
- Tercer Paso: “Definición de metodología de investigación” 
 
En base a las preguntas de investigación que hemos definido y en línea con el 
objetivo planteado para este proyecto se definió la metodología de investigación, 
en la cual se detalla la estrategia de investigación para dar respuesta a dichas 
preguntas de investigación. Dicha estrategia se ha ajustado a los recursos 
disponibles para la realización de la tesis de máster. Así pues, debido al poco 
tiempo de duración planteado para la realización de este proyecto y en línea con 
nuestro objetivo, se pretendió estudiar una pequeña muestra de comunidades 
OSS con diversas características en cuanto a tamaño y dominios de aplicación.  
 
Para ello, se utilizaron 2 catálogos de proyectos OSS disponibles: 
SoureForge.net y Ohloh.net,  ya que como se mencionó en la sección 2,  Source 
Forge.net es uno de los sitios Web de Desarrollo de Software Open Source más 
grande del mundo, y Ohloh.net, al igual que el anterior, es uno de los directorios 
gratuitos y públicos de OSS que existe a nivel mundial.  
 
Así pues, en primer lugar, se extrajo un listado de todos los proyectos que 
existen en Ohloh.net. A partir de este listado se realizó una partición en tres 
partes según el número de usuarios que contienen las comunidades, la cual 
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finalmente quedó divida en comunidades con un rango de usuarios grande, 
comunidades con un rango de usuarios mediano y  comunidades con un rango de 
usuarios pequeño, con el fin de escoger proyectos de diferentes tamaños en 
función de los usuarios y características. Una vez realizada la partición se 
decidió escoger tres comunidades de rango alto, dos comunidades de rango 
mediano y dos comunidades de rango pequeño, las cuales podemos observar en 
la Tabla 4. 
 
Comunidades Rango Tamaño (usuarios) 
Firebug 1 11 
Camino 1 67 
FreeRapid Downloader 2 163 
jQuery UI 2 282 
Git 3 1963 
Trac 3 1376 
Apache http Server 3 6263 
Tabla 4: Muestra de comunidades OSS del estudio 
 
- Cuarto Paso: “Realización del Estudio en Profundidad de las 7 comunidades” 
 
Este paso, con el fin de contextualizar y comprender las preguntas de 
investigación definidas, se han revisado los siguientes aspectos de cada 
comunidad: 
 
- Procedencia de la comunidad y descripción de la funcionalidad del 
software. Es importante analizar primeramente la comunidad, para obtener 
un conocimiento base sobre su procedencia y obtener información sobre las 
funcionalidades del software que desarrolla cada comunidad. De esta forma, 
se tendrá un conocimiento de cada comunidad con el objetivo de poder 
realizar una comparación entre dichas comunidades al obtener las 
conclusiones del estudio de cada comunidad. 
  
- Tipo de gobierno de la comunidad. Es de gran importancia analizar con 
que envergadura de comunidad nos encontramos a la hora de realizar el 
estudio, ya que no todas las comunidades pueden tener el mismo número de 
participantes. De esta forma observamos para cada comunidad los roles 
definidos en la comunidad, la localización de los usuarios, es decir, como 
se encuentran distribuidos a nivel mundial, la existencia de compañías 
involucradas y si las comunidades reciben donaciones a través de usuarios 
que quieran aportar algún tipo de ayuda a la comunidad o compañías que 
quieran participar como sponsors. Así, conociendo esta información, se 
podrán realizar mejores comparaciones entre las comunidades gracias a los 
resultados obtenidos del estudio de las infraestructuras de cada comunidad, 
de forma que se puedan obtener conclusiones coherentes. 
 
- Tipos de licencias de los producto/s realizados por la comunidad. Nos 
será útil investigar los diferentes tipos de licencias que utilizan las 
comunidades para desarrollar su software, con el fin de obtener un poco más 
de conocimiento sobre las comunidades OSS. 
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- Documentos disponibles. Conocer los documentos disponibles que la 
comunidad pone a disposición a sus usuarios será útil para poder observar si 
la comunidad realiza documentación que contenga requisitos sobre la 
funcionalidad del software que desarrollan, o si existe algún documento 
disponible para sus participantes que haga referencia a requisitos funcionales 
y no funcionales del proyecto de la comunidad. Con este objetivo se analiza 
si existe documentación sobre las políticas de la comunidad,  
documentación dirigida a los desarrolladores y documentación dirigida 
a los usuarios finales como los manuales de usuario o tutoriales. 
 
- Tipos de infraestructuras utilizadas para trabajar. Este es el punto fuerte 
de la investigación de esta tesis, ya que se realiza un estudio sobre las 
infraestructuras que proporciona la comunidad con el fin de comprender qué 
procesos se utilizan en las comunidades OSS para determinar la forma en 
que son similares o diferentes de las especificadas por la Ingeniería de 
Requisitos tradicional, y si verdaderamente en esas infraestructuras se 
encuentran especificados los requisitos que posteriormente se desarrollan 
para las diferentes versiones del código fuente de cada comunidad. Las 
diferentes infraestructuras que se tiene en cuenta en la investigación son las 
siguientes: 
 
o Herramientas para la comunicación entre el equipo 
o IRC 
o Listas de mail 
o Foros 
o Sistema de seguimiento de fallos(Bug Tracking Systems) 
o Portal Web especial, por ejemplo una wiki 
o Conferencias realizadas cara a cara 
o Otros 
 
- Existencia de publicaciones. Nos será útil conocer las diferentes 
publicaciones que ha podido realizar cada comunidad con el fin de tener más 
conocimiento sobre ellas, de su documentación publicada y poder observar si 
alguna de estas publicaciones hace referencia a requisitos o funcionalidades 
del sistema que desarrolla la comunidad. 
 
- Quinto Paso: “Análisis y Discusión de Resultados” 
 
En el quinto paso se ha llevado a cabo el análisis y discusión de los resultados 
obtenidos de las preguntas de investigación planteadas en el paso 2. Para ello, 
realicé diversas reuniones con mi tutora de esta tesis de investigación, Claudia 
Ayala, para discutir y evaluar los resultados obtenidos de las preguntas de 
investigación con el fin de generar diversas hipótesis, las cuales servirán como 
hipótesis de partida para el proyecto de investigación que la investigadora del 













































4 Datos Obtenidos 
 
al y como se ha detallado en el estado del arte, al parecer, las comunidades 
dedicadas al desarrollo OSS no realizan la Ingeniería de Requisitos tradicional 
sino que, utilizan otras metodologías para poder gestionar los requisitos de forma 
online a través de Internet, ya que los usuarios que participan en el desarrollo de dichas 
comunidades se encuentran localizados en múltiples sitios a nivel mundial. 
 
Seguidamente en los siguientes subapartados se detalla la investigación de cada 
comunidad y de sus correspondientes infraestructuras estudiadas, así como los datos 
obtenidos de la investigación de cada una de ellas. 
 
4.1 Comunidad Firebug 
 
Tal y como se explica en el apartado 3 de este documento, se ha escogido 
aleatoriamente los proyectos estudiados a través de Ohloh.net y SourceForge.net. En el 
caso de la comunidad de Firebug que se encuentra alojada en Ohloh.net y la comunidad 
que reside en SourceForge.net, no son la misma. Esto se debe a que la comunidad que 
reside en Ohloh.net se refiere a un complemento de la comunidad de Mozilla Firefox. 
Por lo contrario, la comunidad de Firebug que se encuentra en SourceForge.net, ha 
estado dedicada al desarrollado de un sistema para la recopilación de datos, en tiempo 
real, de los incendios forestales.  
 
Firebug es un proyecto 
interdisciplinario del campo 
académico realizado por 
profesores y estudiantes de los 
Departamentos de Ingeniería Civil 
y Ambiental,  Arquitectura del 
Paisaje y Planificación Ambiental, 
el Departamento de Ciencias 
Planetarias y de la Tierra, y el 
Departamento de Ingeniería 
Eléctrica y Ciencias de la 
Computación.   
T 
Figura 9: Arquitectura del sistema de la comunidad de Firebug
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Tal y como he comentado anteriormente, esta comunidad se dedica a crear un 
sistema para la recopilación de datos en tiempo real de los incendios forestales para 
poder realizar análisis predictivos de la evolución del comportamiento del fuego. Para 
recoger estos datos utiliza pequeños sensores inalámbricos basados en TinyOS, un 
sistema operativo integrado desarrollado en la Universidad de California en Berkeley, 
que se auto-organizan en redes y se encuentran localizados en entornos donde se pueden 
producir incendios forestales. El sistema Firebug está compuesto por una red de GPS, 
sensores térmicos inalámbricos, un centro de control interactivo (off-the-shelf World 
Wide Web) y una capa de procesamiento de datos (tecnología de bases de datos) para 
permitir a los usuarios desplegar rápidamente FireBugs y supervisar su comportamiento 
a través de la red. En la Figura 9 podemos observar la arquitectura que tiene el sistema 
desarrollado por la comunidad de Firebug. 
 
El Proyecto FireBug tiene varias compañías explícitamente involucradas, ya que 
forma parte del ITR Fire Project, donde ITR (Information Technology Research) es una 
iniciativa de la National Science Foundation (NSF) que subvenciona a la comunidad 
Firebug para que desarrolle el sistema como parte de una adaptación en tiempo real del 
Análisis de Datos Medioambiental y de Geociencia, el Modelado y la Visualización. La 
NSF se centra sobre las áreas de innovación de la ciencia, la ingeniería y la educación 
con un fuerte componente de tecnologías de la información. Y también, está afiliado 
con el Centro de Investigación de Tecnologías de la Información en interés de la 
sociedad (CITRIS), el cual crea soluciones tecnológicas para muchos de nuestros 
problemas de salud, sociales y ambientales.  
 
Además, dicha comunidad también recibe donaciones, ya que el proyecto está 
subvencionado por la National Science Foundation (NSF) y está afiliado con el Centro 
de Investigación de Tecnología de la Información (CITRIS). También se realizan 
publicaciones las cuales son financiadas por la National Science Foundation (NSF) y 
por becas de investigación de Tecnologías de la Información como la beca de ITR/IM-
0121693 y la subvención de SGER (CMS-0126743).   
 
Seguidamente en la Tabla 5 podemos observar las características que se han 
















































Tabla 5: Características del estudio de Firebug 
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4.1.1 Resultados de la investigación de Firebug 
 
Siguiendo la metodología detallada en la sección 3, en primer lugar, se ha realizado 
una investigación de las características de la comunidad de Firebug, detalladas en la 
Tabla 5. En segundo lugar, se ha llevado a cabo una investigación a fondo de la lista de 
correo, llamada Firebug- CVS, de la comunidad de Firebug con el fin de encontrar las 
prácticas de la Ingeniería de Requisitos en esta comunidad (véase más información en el 
Apéndice B, sección 10.1).  
 
A partir de estas dos investigaciones sobre las características encontradas de la 
comunidad y la investigación de la infraestructura Firebug-CVS, se han obtenido los 
siguientes resultados, dando lugar a la contestación de las preguntas formuladas en la 
sección 3.1.  
 
Con el objetivo de realizar una lectura fácil de ésta memoria, se recuerda la pregunta 
formulada junto con su correspondiente respuesta. 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de Requisitos 
llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos utilizados por 
la comunidad de Firebug para gestionar los requisitos, se han contestado las 
preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades open source?  
 
En la comunidad de Firebug no existe, referente a lo investigado, ningún método 
de obtención de requisitos, como hemos podido estudiar en la Ingeniería de 
Requisitos tradicional descrita en la sección 2.2. En esta comunidad, la 
obtención de requisitos, no procede de las necesidades directas de los 
stakeholders que definen las necesidades del sistema, sino que proceden de las 
necesidades directas de los desarrolladores, en este caso realizado por profesores 
y estudiantes de los Departamentos de Ingeniería Civil y Ambiental, 
Arquitectura del Paisaje y Planificación Ambiental, el Departamento de Ciencias 
Planetarias y de la Tierra, y el Departamento de Ingeniería Eléctrica y Ciencias 
de la Computación.   
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos (desarrolladores, 
clientes, usuarios)? 
 
Tal y como se ha comentado en la pregunta anterior, las principales fuentes de 
requisitos de la comunidad son los propios participantes de la comunidad, en 
este caso los desarrolladores y los administradores del proyecto. 
 
- RQ 1.3: ¿Qué porcentaje de requisitos viene a través de cada fuente? 
 
El 100% de los requisitos del software procede de los participantes de la 
comunidad, en este caso los desarrolladores y administrador del proyecto. 
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- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los requisitos (la 
toma de decisiones, establecimiento de prioridades)? 
 
En proyectos OSS pequeños, como es el caso de Firebug, existen dos 
responsables del proyecto encargados de definir un calendario formal para el 
proyecto, y realizar la toma de decisiones final, aunque exista una participación 
en el proceso de toma de decisiones por parte de los alumnos que desarrollan el 
proyecto. Además, aunque los desarrolladores de la comunidad puedan estar 
potencialmente implicados en todas las fases del proceso de diseño, no se ha 
encontrado ningún indicio en las infraestructuras de la comunidad donde se 
encuentre la forma de escoger y dar prioridad a los requisitos del sistema. Por 
otra parte, al tratarse de un proyecto académico probablemente deben tener 
alguna forma de poder comunicarse cara-a-cara o de forma online no pública. 
Por este motivo, la comunidad no utiliza la mayoría de infraestructuras 
proporcionadas por SourceForge.net para el desarrollo del proyecto.  
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
Tal y como se ha comentado en la anterior pregunta, al tratarse de un proyecto 
de nivel académico, la elicitación y especificación de los requisitos debe estar 
definida por los desarrolladores y administradores del proyecto, encargados de 
dar el visto bueno de todas las responsabilidades y gestión del proyecto. 
 
- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se observan? 
¿Es posible identificar otras? 
 
En este proyecto no he visto ninguna evolución de la forma de obtener los 
requisitos como en la Ingeniería de Requisitos tradicional. Sin embargo, tal y 
como se ha comentado anteriormente, al ser un proyecto de nivel académico, 
seguramente han utilizado los procesos definidos en la Ingeniería del Software y 
la Ingeniería de Requisitos para la gestión de los requisitos.  
 
- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas por 
comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o infraestructuras 
utilizadas por la comunidad de Firebug para gestionar los requisitos, se han 
contestado las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión de 
errores). 
 
Tal y como se puede observar en la Tabla 5, SourceForge.net proporciona a la 
comunidad de Firebug una serie de infraestructuras que pueden utilizar para el 
desarrollo y gestión del proyecto de la comunidad. Sin embargo, según la 
investigación realizada, ninguna de estas infraestructuras es utilizada como 
plataformas de comunicación para la elicitación de los requisitos necesarios del 
sistema a desarrollar.   
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Sin embargo, con el fin de encontrar alguna práctica de la gestión de requisitos, 
en el estudio realizado de la lista de correo Firebug-CVS, no se ha encontrado 
ningún mensaje que tenga relación con propuestas de nuevos requisitos, sino que 
son mensajes informativos de las nuevas versiones y nuevos archivos realizados 
por la comunidad de desarrollo de Firebug, los cuales son enviados únicamente 
por el jefe de proyecto o administrador de la comunidad. Esto significa que no 
existe ninguna participación por parte de otro tipo de usuarios de la comunidad. 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, MDA, 
MOF, otros) y documentados? 
 
Según la Ingeniería del Software y la Ingeniería de Requisitos, el primer paso a 
realizar es el modelo de negocio, el cual se utiliza como punto de partida para 
obtener los primeros requisitos del sistema. Este modelo tiene como objetivo 
detallar todas las entidades empresariales que van a participar en el sistema y se 
describe en Unified Modeling Language (UML). En el caso de la comunidad de 
Firebug no se encuentra ningún indicio de la realización del modelo de negocio 
ni de  ningún tipo de documentación en la cual se encuentren definidos los 
requisitos obtenidos por los desarrolladores o participantes de la comunidad. 
Además, tampoco se ha encontrado ninguna explicación de cómo realizan el 
análisis de requisitos y si utilizan alguna aplicación para el diseño de dichos 
requisitos. Esto puede deberse, ya que al tratarse de un proyecto de ámbito 
académico probablemente no haya seguido teniendo una continuidad en el 
tiempo, es decir que el proyecto ha tenido una finalización y por cualquier 
motivo han decidido poner el software a nivel OSS. Por lo tanto, podría ser que 
antes de que crearan la comunidad hubieran realizado los diferentes pasos que 
define el ciclo de vida de la Ingeniería de Requisitos, los cuales a día de hoy aun 
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En la anterior comunidad solamente se realizó el estudio a través de SourceForge.net 
debido a que la comunidad que se encuentra en Ohloh.net no es la misma. En este caso, 
para la comunidad de Git se ha realizado el estudio a través de Ohloh.net ya que en 
SourceForge.net, no aparece un proyecto nombrado Git para dicha comunidad, sino que 
aparece un subproyecto de la comunidad llamado Gitsync, el cual es un Shell script 
diseñado para simplificar la utilización del sistema de control de versiones GIT (véase 
www.git-scm.com para más información), aportando nuevos comandos para hacer todo 
lo posible para sincronizar un repositorio. 
 
La comunidad de Git procede de una comunidad de dominio específico con un 
problema que ellos han intentado desarrollar en software. El proyecto de esta 
comunidad es un sistema de control de versiones OSS diseñado para controlar pequeños  
y grandes proyectos con rapidez y eficiencia, es decir, Git se utiliza para el control de 
versiones de archivos, al igual que herramientas como Mercurial, Bazaar, Subversion, 
CVS, Perforce, y Visual SourceSafe, donde actualmente la última versión estable de Git 
es la v1.7.0.  
 
Cada clon de GIT es un repositorio completo que contiene la historia completa y la 
revisión  total de la gestión de las capacidades del proyecto. Además, no depende de un 
acceso de red o de un servidor central, y se puede ejecutar sobre Linux, BSD, Solaris, 
Darwin, Windows, Android y otros sistemas operativos. 
 
Los puntos más destacados de Git incluyen las siguientes características:  
 
- El desarrollo distribuido. Como la mayoría de los sistemas modernos de 
control de versiones, Git le da a cada desarrollador una copia local completa de 
toda la historia  del desarrollo, donde los cambios se copian de un repositorio a 
otro. Estos cambios se importan como ramas de desarrollo adicional y pueden 
ser combinados como una rama de desarrollo local. A los repositorios se puede 
acceder fácilmente a través del protocolo eficiente de Git (opcionalmente 
envuelto en ssh para la autenticación y seguridad) o simplemente utilizando 
HTTP donde se puede publicar un repositorio propio en cualquier lugar sin 
ningún tipo de configuración especial del servidor Web. 
 
- Fuerte soporte para el desarrollo no lineal. Git soporta la rápida y 
conveniente separación y ordenación, e incluye potentes herramientas para la 
visualización y la navegación de una historia no lineal de desarrollo.  
 
- Manejo eficiente de grandes proyectos. Git es más rápido que la mayoría de 
los sistemas de control de versiones a la hora de trabajar con proyectos de gran 
envergadura y con una larga historia. Además, utiliza un formato empaquetado 
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extremadamente eficiente para el almacenamiento de revisiones a largo plazo, 
que actualmente supera a cualquier otra versión de sistemas OSS. 
 
- Autenticación criptográfica de la historia. La historia de Git se almacena de 
forma que el nombre de una revisión particular (un "commit" en términos de 
Git) depende de la historia de desarrollo completa que condujo al commit. Una 
vez que se ha publicado, no es posible cambiar las versiones antiguas sin que sea 
notificado. Además, las etiquetas pueden estar criptográficamente firmadas. 
 
- Conjunto de herramientas de diseño. Git es un conjunto de muchas 
herramientas escritas en el lenguaje de programación C, y una serie de 
secuencias de comandos. 
 
Además de proporcionar un sistema de control de versiones, el proyecto Git 
proporciona un conjunto de herramientas de bajo nivel e interfaces para el 
almacenamiento de historias en forma de árbol y para la gestión de contenidos de 
directorios. Tradicionalmente, el conjunto de herramientas se llama plumbing. En 
cambio las interfaces se llaman porcelains. El proyecto Git viene con un paquete de 
interfaces por defecto. Sin embargo, hay varias interfaces alternativas que pueden 
ofrecer una interfaz de usuario mucho más amigable o ampliar Git para realizar algunas 
tareas especializadas. 
 
Por otra parte, Git proporciona varios sitios de  alojamiento como el Public Only 
Hosting, el Public and Private Hosting y el Private Only Hosting, los cuales están 
disponibles y abiertos para cualquier proyecto público o privado, proyectos OSS de 
servicio personal e incluso proyectos profesionales.  
 
Existen diversos proyectos que utilizan Git como sistema de control de versiones 
para sus proyectos: Linux Kernel, Perl, Gnome, Qt, Ruby on Rails, Android, Wine, 
Fedora, Debian, X.org, VLC, etc. 
 
Seguidamente en la Tabla 6 podemos observar las características que se han 
observado en el estudio de la comunidad de Git. 
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Coste del proyecto según Ohloh.net 
$ 3.104,575 
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4.2.1 Resultados de la investigación de Git 
 
Siguiendo la metodología detallada en la sección 3, en primer lugar, se ha realizado 
una investigación de las características de la comunidad de Git, detalladas 
anteriormente. En segundo lugar, se ha llevado a cabo una investigación a fondo del 
archivo de la lista de correo de la comunidad de Git llamada Git Mailing List Archive 
(MARC), con el fin de encontrar las prácticas de Ingeniería de Requisitos en esta 
comunidad (véase más información en el Apéndice B, sección 10.2).  
 
A partir de estas dos investigaciones sobre las características encontradas de la 
comunidad y la investigación de la infraestructura MARC, se han obtenido los siguientes 
resultados, dando lugar a la contestación de las preguntas formuladas en la sección 3.1.  
 
Con el objetivo de realizar una lectura fácil de ésta memoria, se recuerda la pregunta 
formulada junto con su correspondiente respuesta. 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de Requisitos 
llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos utilizados por 
la comunidad de Git para gestionar los requisitos, se han contestado las preguntas 
más específicas, las cuales se detallan seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades open source?  
 
En la comunidad de Git no existe, referente a lo investigado, ningún método de 
obtención de requisitos, como hemos podido estudiar en la Ingeniería de 
Requisitos tradicional descrita en la sección 2.2. En esta comunidad, la 
obtención de requisitos, no procede de las necesidades directas de los 
stakeholders que definen las necesidades del sistema, sino que proceden de las 
necesidades directas de los desarrolladores y el administrador que realizan el 
sistema Git y de los usurarios finales que lo utilizan. 
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos (desarrolladores, 
clientes, usuarios)? 
 
Tal y como se ha comentado en la primera pregunta, y según las participaciones 
observadas en el estudio del archivo de la lista de correo (MARC) de la 
comunidad, las principales fuentes de requisitos son los propios participantes de 
la comunidad, en este caso los desarrolladores, el administrador del proyecto y 
los usuarios finales. 
 
Según el estudio de los mensajes observados en MARC, la mayoría de 
participantes son contribuidores (30 participantes) y usuarios finales (18 
participantes), con una minoría que procede de los autores propietarios del 






- RQ 1.3: ¿Qué porcentaje de requisitos viene a través de cada fuente? 
 
Según el estudio de los mensajes observados en MARC, la gran mayoría de 
mensajes son enviados por los desarrolladores (58.94%) y los usuarios finales 
(31.05%), con una minoría de mensajes enviados por el administrador (10%) del 
proyecto de Git. 
 
- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los requisitos (la 
toma de decisiones, establecimiento de prioridades)? 
 
En la comunidad de Git, existe un responsable del proyecto encargado de la 
toma de decisiones sobre el proyecto de la comunidad. Por otra parte, el 
proyecto de Git es propietario de diversos autores, aunque la comunidad tenga 
únicamente un administrador. Además, todos los desarrolladores y 
contribuidores de la comunidad pueden estar potencialmente implicados en todas 
las fases del proceso de diseño, pero no se encuentra ningún indicio en el estudio 
de MARC donde se encuentre la forma de escoger y dar prioridad a los 
requisitos del sistema. Por otra parte, la comunidad de Git dispone de otros tipos 
de infraestructuras, como por ejemplo las conferencias y los chats, las cuales 
pueden ser utilizadas de forma no pública para realizar la gestión de los 
requisitos y definir sus prioridades. 
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
A través del estudio de las infraestructuras de la comunidad de Git, no se 
encuentra ninguna forma de que los participantes de la comunidad establezcan 
votos en los requisitos definidos, ya que tampoco se encuentran documentados 
en ningún documento formal para su posterior lectura y modificación, sino que 
los podemos encontrar a través los archivos de la lista de correo (MARC) 
accesible a nivel mundial o a través de las conferencias y conversaciones de 
chats no públicas realizadas por los desarrolladores, contribuidores y autores de 
la comunidad. 
 
Por otra parte, la comunidad genera la utilización de software gracias a la 
información que proporciona a través de su página principal o a través del 
repositorio de Ohloh.net en el cual acceden muchos usuarios interesados en el 
software de desarrollo OSS. 
 
- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se observan? 
¿Es posible identificar otras? 
 
En este proyecto no he visto ninguna evolución de la forma de obtener los 
requisitos como en la Ingeniería de Requisitos tradicional. La mayoría de los 
procesos o actividades relacionadas con el desarrollo de la comunidad, junto con 
los procesos de Ingeniería de Requisitos se realizan en línea a través de Internet, 
exceptuando las conferencias realizadas a nivel mundial. En este caso, la 
comunidad pone a disposición diferentes infraestructuras con el fin de establecer 
las relaciones de trabajo entre los participantes de la comunidad para poder 
desarrollar el software. No obstante, hay usuarios que participan en discusiones 
Estado de la práctica de la Ingeniería de Requisitos en proyectos de Software Open Source 
 
66 
en línea privada, las cuales no llegan a ser públicas para los usuarios finales 
debido a su contenido confidencial. 
 
- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas por 
comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o infraestructuras 
utilizadas por la comunidad de Git para gestionar los requisitos, se han contestado 
las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión de 
errores). 
 
Tal y como podemos observar en la Tabla 6, la comunidad proporciona una serie 
de infraestructuras que pueden utilizar para el desarrollo y gestión del proyecto. 
De todas estas infraestructuras las principales fuentes que utiliza la comunidad 
Git para la obtención de requisitos son la lista de correo, el Git Mailing List 
Archive,  conferencias o meetings cara a cara y el chat de la comunidad. 
 
Sin embargo, con el fin de comprender y caracterizar los procesos de la 
Ingeniería de Requisitos en la comunidad, se ha realizado un estudio sobre la Git 
Mailing List Archive (MARC). En este estudio sobre la lista de correo (MARC) 
da la sensación que la utilizan para publicar mensajes para que los usuarios de la 
comunidad puedan aportar sus opiniones, ya sean usuarios, desarrolladores o los 
propios autores de Git. Es decir, que no solo tienen esta lista de correo para 
publicar o discutir requisitos sino que ellos internamente seguro que tienen algún 
otro mecanismo de comunicación para realizar todo este proceso de Ingeniería 
de Requisitos. 
 
Además también podemos observar que en los mensajes no tienen ningún 
formato formal para designar la tarea o requisito que se propone, quien lo ha 
descrito y quien lo va a desarrollar. Aun así, en este caso de estudio, existen 
excepciones, en el cual hemos observado la existencia de un mensaje escrito por 
un estudiante donde propone una planificación del proyecto que va a realizar, en 
el caso de que la propuesta sea aceptada por la comunidad de Git (véase más 
información en el Apéndice B sección 10.2). 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, MDA, 
MOF, otros) y documentados? 
 
En el caso de la comunidad de Git no se encuentra ningún indicio de la 
realización del modelo de negocio, ni de  ningún tipo de documentación en el 
cual se encuentren definidos los requisitos obtenidos por los participantes de la 
comunidad. Además, tampoco se ha encontrado ninguna explicación de cómo 
realizan el análisis de requisitos y si utilizan alguna aplicación o documentación 
formal para el diseño de dichos requisitos, como por ejemplo Unified Modeling 






4.3 Comunidad jQuery UI 
 
Para la comunidad de jQuery UI 
solamente se ha realizado el estudio a 
través de Ohloh.net, debido a que esta 
comunidad no se encuentra en 
SourceForge.net.  
 
jQueryUI procede del proyecto de la comunidad jQuery Project que comenzó como 
un indicio en el año 2005 y donde actualmente siguen trabajando con los proyectos 
jQuery Core, QUnit, Sizzle y jQuery UI. 
 
El proyecto de la comunidad de jQuery está dirigido por un grupo de voluntarios que 
desean distribuir y construir a jQuery como la mejor herramienta de JavaScript. 
 
En este caso, el estudio se ha centrado en uno de los subproyectos de jQuery 
comentados anteriormente, el proyecto jQueryUI, el cual es la extensión de la interfaz 
de usuario oficial de jQuery. Se trata de una colección de plugins de interacción, 
widgets, y efectos que amplían el proyecto jQuery para crear una potente interfaz de 
usuario. Además, jQueryUI está construido sobre la librería de JavaScript de jQuery, la 
cual podemos utilizar para construir altas aplicaciones Web interactivas. Además todos 
los plugins han sido validados en Internet Explorer 6.0 +, FF 2 +, Safari 3.1 +, Opera 
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4.3.1 Resultados de la investigación de jQuery UI 
 
Siguiendo la metodología detallada en la sección 3, en primer lugar, se ha realizado 
una investigación de las características de la comunidad de jQuery UI, detalladas 
anteriormente. En segundo lugar, se ha llevado a cabo una investigación de la wiki, el 
sistema de gestión de errores y los foros de la comunidad de jQuery UI, con el fin de 
encontrar si realizan las prácticas de Ingeniería de Requisitos en esta comunidad (véase 
más información en el Apéndice B, sección 10.4, 10.5 y 10.6).  
 
A partir de estas dos investigaciones sobre las características encontradas de la 
comunidad y la investigación de las infraestructuras, se han obtenido los siguientes 
resultados, dando lugar a la contestación de las preguntas formuladas en la sección 3.1.  
 
Con el objetivo de realizar una lectura fácil de ésta memoria, se recuerda la pregunta 
formulada junto con su correspondiente respuesta. 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de Requisitos 
llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos utilizados por 
la comunidad de jQuery UI para gestionar los requisitos, se han contestado las 
preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades  open source?  
 
En la comunidad de jQuery UI no existe, referente a lo investigado, ningún 
método de obtención de requisitos, como hemos podido estudiar en la Ingeniería 
de Requisitos tradicional descrita en la sección 2.2. La obtención de requisitos 
procede de las necesidades directas de los miembros de la comunidad propuestas 
a través de la wiki, el chat y el sistema de gestión de errores, así como las 
aportaciones que realizan los usuarios finales de jQuery UI a través de los foros 
de la comunidad, en este caso el foro Developing jQuery UI. 
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos (desarrolladores, 
clientes, usuarios)? 
 
Según las participaciones observadas en el estudio del foro Developing jQuery 
UI de la comunidad de jQuery UI, las principales fuentes de requisitos son los 
propios participantes de la comunidad, en este caso los desarrolladores, 
contribuidores y usuarios finales. 
 
Según el estudio de los mensajes observados en el foro Developing jQuery UI 
durante un periodo determinado, la mayoría de participantes son contribuidores 
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- RQ 1.3: ¿Qué porcentaje de requisitos viene a través de cada fuente? 
 
Tal y como se ha detallado en la anterior pregunta, se ha llevado a cabo el 
estudio del foro Developing jQuery UI. Este foro esta estructurado y organizado 
en diferentes temas con el fin de proporcionar una buena organización de los 
mensajes enviados por los usuarios del foro. Estos temas son idea, preguntas, 
problemas y discusiones. En base a observar el porcentaje de requisitos que 
procede de cada fuente se ha realizado el estudio sobre los mensajes enviados 
del tema Idea en el foro Developing jQuery UI. De este estudio se ha obtenido 
que la gran mayoría de mensajes, enviados entre un periodo determinado, son 
enviados por usuarios finales (58.3%) y contribuidores (33.3%), con una minoría 
de mensajes enviados por el administrador (8.3%) del proyecto de jQueryUI. 
 
- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los requisitos (la 
toma de decisiones, establecimiento de prioridades)? 
 
En la comunidad de jQuery UI, existen dos responsables del proyecto 
encargados de la toma de decisiones sobre el proyecto de la comunidad. Además 
también existen una serie de desarrolladores y contribuidores, los cuales pueden 
estar potencialmente implicados en todas las fases del proceso de diseño.  
 
En el caso del estudio del foro Developing jQuery UI, se ha observado que los 
usuarios tienen una forma de dar prioridad y votar una propuesta de un requisito 
o nueva idea. De esta forma los contribuidores, desarrolladores y 
administradores del proyecto pueden tener constancia de las necesidades 
prioritarias para los usuarios de la librería de jQuery.  
 
Sin embargo, la comunidad de jQuery UI dispone de otros tipos de 
infraestructuras donde se pueden realizar propuestas de nuevos requisitos, como 
por ejemplo el sistema gestor de errores, público en Internet, y el chat de la 
comunidad, el cual no es accesible de forma pública si no perteneces o formas 
parte de la comunidad. En el caso del sistema gestor de errores, para cada 
requisito e incidencia, los miembros de la comunidad le asignan un estado (New, 
Reopened, Assigned, Closed) y una prioridad a la entrada introducida. De esta 
forma, podemos ver que también discuten y se comunican los requisitos y fallos 
del proyecto jQuery UI a través de las entradas introducidas en el sistema de 
gestión de errores. 
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
Tal y como he comentado en la anterior pregunta, en los foros existe un sistema 
para que los usuarios voten por una propuesta o nuevo requisito. Además a cada 
entrada introducida en el sistema de gestión de errores del proyecto jQuery UI, 
se le asigna una prioridad y una dificultad. De esta forma si un nuevo requisito 
ha sido introducido en el sistema de gestión de errores y su estado ha sido 
Cerrado es que el requisito ha pasado a formar parte de la última versión de la 
librería de jQuery UI. Sin embargo, tampoco no tenemos forma de conocer si en 
el chat se producen discusiones cuyas mantengan relación con la gestión de los 




formal actualizado en el que podamos obtener información de todas las 
necesidades o requisitos del proyecto de jQuery UI, sino que esta información la 
podemos encontrar publicada en la wiki de la comunidad. 
 
Por otra parte, la comunidad genera la utilización de software gracias a la 
información que proporciona a través de su página principal, los foros y el 
sistema de gestión de errores público y accesible a nivel mundial, o a través del 
repositorio de Ohloh.net en el cual acceden muchos usuarios interesados en el 
software de desarrollo OSS. 
 
- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se observan? 
¿Es posible identificar otras? 
 
En este proyecto no he visto ninguna evolución de la forma de obtener los 
requisitos como en la Ingeniería de Requisitos tradicional. La mayoría de los 
procesos o actividades relacionadas con el desarrollo de la comunidad, junto con 
los procesos de la Ingeniería de Requisitos se realizan en línea a través de 
Internet. En este caso, la comunidad pone a disposición diferentes 
infraestructuras con el fin de establecer las relaciones de trabajo entre los 
participantes de la comunidad para poder desarrollar el software. No obstante, 
hay usuarios que participan en discusiones en línea privada, las cuales no llegan 
a ser públicas para los usuarios finales debido a su contenido confidencial. 
 
- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas por 
comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o infraestructuras 
utilizadas por la comunidad de jQuery UI para gestionar los requisitos, se han 
contestado las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión de 
errores). 
 
Tal y como podemos observar en la Tabla 7, jQuery UI proporciona una serie de 
infraestructuras que pueden utilizar para el desarrollo y gestión del proyecto de 
la comunidad. De todas estas infraestructuras, las principales fuentes que utiliza  
la comunidad para la obtención de requisitos son la wiki, el sistema de gestión 
de errores, los foros y el chat de la comunidad. 
 
Por este motivo, con el fin de encontrar alguna práctica de la gestión de 
requisitos, se ha realizado un estudio sobre la wiki, el sistema de gestión de 
errores y el foro Developing jQuery UI de la comunidad. 
 
En primer lugar, en el estudio del foro Developing jQuery UI, he observado que 
lo utilizan principalmente para que los desarrolladores, contribuidores y usuarios 
publiquen sus necesidades, nuevos requisitos o ideas, problemas y consultas que 
tienen con jQuery UI.  
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Si observamos el foro más a fondo, podemos ver que los mensajes se encuentran 
catalogados en diferentes tipos de mensajes (ideas, preguntas, problemas y 
discusiones) en el cual encontramos los mensajes diferenciados y totalmente 
estructurados según el tema y el contenido del mensaje. Una vez catalogados los 
mensajes, los desarrolladores proporcionan un estado a los mensajes para que los 
usuarios sepan en qué estado se encuentra la consulta, idea, problema propuesto 
por el usuario en el mensaje. Además, los mensajes del foro de tipo “Idea”, 
hemos observado que son mensajes que en su contenido proporcionan requisitos 
para la comunidad. Además en este foro también ser realizan discusiones en las 
cuales también se encuentran requisitos. 
 
En segundo lugar, la wiki la utilizan para informar a todos los miembros de la 
comunidad de jQuery UI de todos los plugins que contiene la librería de 
jQueryUI (completos, en desarrollo y en planificación). Además, a través de la 
wiki, también informan de reuniones o meetings que van realizando los 
miembros de la comunidad, en las cuales podemos encontrar información de los 
nuevos plugins (nuevos requisitos) o modificaciones y correcciones de los 
errores de los plugins y componentes que se han ido informando a través de las 
entradas que se gestionan con el sistema de gestión de errores. 
 
En tercer lugar, los miembros de la comunidad de jQuery UI utilizan el sistema 
de gestión de errores para gestionar la entrada de errores o fallos, petición de 
nuevos requisitos y mejoras.  
 
Por lo tanto, se observa que para realizar la gestión de requisitos utilizan el Foro, 
el cual los podemos encontrar los requisitos buscando en el apartado de 
mensajes de tipo “idea” y en las discusiones realizadas por los desarrolladores, la 
wiki, el chat y el sistema de gestión de errores gestionado por Trac. 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, MDA, 
MOF, otros) y documentados? 
 
En esta comunidad no he encontrado nada sobre el análisis, diseño y 
documentación de los requisitos en la web. Además, tampoco he encontrado 
ninguna explicación de cómo realizan el análisis de requisitos y si utilizan 
alguna aplicación para el diseño de dichos requisitos. Simplemente, con esta 
investigación he encontrado como realizan de forma online, los participantes de 
la comunidad, la obtención de requisitos. En este caso, tal y como se ha 
comentado en las anteriores preguntas, los miembros de la comunidad se 
comunican a través de la wiki, el chat, el sistema de gestión de errores y los 












4.4 Comunidad Trac 
 
Tal y como se ha experimentado con las 
anteriores comunidades detalladas en este 
documento, para la comunidad de Trac se ha 
realizado el estudio a través de Ohloh.net y 
SourceForge.net. Sin embargo, en SourceForge.net, 
no aparece un proyecto nombrado Trac para dicha comunidad, sino que aparece un 
subproyecto llamado TracExplorer, el cual es una colección de utilidades que se 
integran con el sistema Edgewall Trac. 
 
La comunidad del proyecto Trac procede de la organización edgewall.org, un lugar 
donde una comunidad de desarrolladores de software colaboran en la creación de OSS 
basado en el lenguaje de programación Python.  
 
El proyecto de Trac es una wiki mejorada y un sistema de seguimiento para los 
proyectos de desarrollo de software que utilizan un enfoque basado en la Web para la 
gestión de proyectos de software. El objetivo de Trac es ayudar a los desarrolladores a 
escribir grandes programas al mismo tiempo que permanecen al margen. Además, Trac 
debe entorpecer lo menos posible en las políticas de la comunidad y el proceso de 
desarrollo establecido por el equipo. 
 
Entre sus características nos encontramos que Trac es un software que proporciona 
una interfaz para el control de versiones de un proyecto, una wiki integrada y facilita la 
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información  sobre el proyecto, datos de  contacto,  informes de errores, mejoras,  sugerencias, etc.  [TracHacks]. En dicha página podemos encontrar  los  siguientes 
puntos:  
- Integrating Trac with 3rd party applications: En esta sección encontraremos aplicaciones hechas para integrar en el proyecto Trac. En la Web encontraremos una 
pequeña descripción de  la aplicación, un  lugar donde plantear errores o petición de nuevos  requisitos,  la opción de descargar  la aplicación, un ejemplo de  la 
aplicación, cambios recientes realizados y los autores y contribuidores que han realizado la aplicación [Trac with 3rd]. 
- Macros: Las macros son simples mejoras que se realizan en la Wiki de la comunidad de Trac. En cada macro encontraremos una descripción de la macro, un lugar 






utilizar  para  agregar  funcionalidades  al  proyecto  de  Trac  que  anteriormente  no  eran  posibles  sin  una  amplia  modificación  del  código  fuente.  En  la  Web 
encontraremos una pequeña descripción del plugin, un lugar donde plantear errores o petición de nuevos requisitos, la opción de descargar el plugin, un ejemplo 
sobre el plugin, cambios recientes realizados y los autores y contribuidores que lo han realizado [Plugins]. 










- Ticket Workflows: Trac  introduce  los  flujos de trabajo personalizables. En  la Web encontraremos una pequeña descripción del flujo de trabajo, un  lugar donde 
plantear errores o petición de nuevos requisitos, la opción de descargar el flujo de trabajo, un ejemplo, documentación, cambios recientes realizados y los autores 
y contribuidores que lo han realizado [Ticket Workflows]. 
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4.4.1 Resultados de la investigación de Trac 
 
Siguiendo la metodología detallada en la sección 3, en primer lugar, se ha realizado 
una investigación de las características de la comunidad de Trac, detalladas 
anteriormente. En segundo lugar, se ha llevado a cabo una investigación de las listas de 
correo de Trac, Trac Development Google Group, Trac Users Google Group, Trac 
Tickets Google Group, con el fin de encontrar las prácticas de Ingeniería de Requisitos 
en esta comunidad (véase más información en el Apéndice B, sección 10.3).  
 
A partir de estas dos investigaciones sobre las características encontradas de la 
comunidad y la investigación de las diferentes listas de correo, se han obtenido los 
siguientes resultados, dando lugar a la contestación de las preguntas formuladas en la 
sección 3.1.  
 
Con el objetivo de realizar una lectura fácil de ésta memoria, se recuerda la pregunta 
formulada junto con su correspondiente respuesta. 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de Requisitos 
llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos utilizados por 
la comunidad de Trac para gestionar los requisitos, se han contestado las preguntas 
más específicas, las cuales se detallan seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades  open source?  
 
En la comunidad de Trac no existe, referente a lo investigado, ningún método de 
obtención de requisitos, como hemos podido estudiar en la Ingeniería de 
Requisitos tradicional descrita en la sección 2.2. Sin embargo, la obtención de 
requisitos procede de las necesidades directas de los desarrolladores y 
contribuidores que realizan el sistema Trac y de sus usuarios finales. 
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos (desarrolladores, 
clientes, usuarios)? 
 
Según las participaciones observadas en el estudio de las listas de correo de la 
comunidad de Trac (Trac Development Google, Trac Tickets Google Group, 
Trac Users Google Group), las principales fuentes de requisitos son los propios 
participantes de la comunidad, en este caso los desarrolladores, contribuidores y 
usuarios finales. 
 
Según el estudio de los mensajes observados en la lista de correo Trac 
Development Google Group durante un periodo determinado, la mayoría de 
participantes son desarrolladores (7 participantes) y usuarios finales (5 
participantes) de la comunidad. 
 
En el estudio de los mensajes observados en la lista de correo Trac Users 
Google  Group, durante un periodo determinado, la mayoría de participantes son 
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usuarios finales (10 participantes) y con una pequeña participación por parte de 
los desarrolladores y el administrador del sistema (3 participantes) de la 
comunidad. 
 
Finalmente, tal y como se ha comentado en la anterior pregunta, la lista de Trac 
Tickets Google  Group no tiene participación ya que hace 4 años que no la 
utilizan.    
 
- RQ 1.3: ¿Qué porcentaje de requisitos viene a través de cada fuente? 
 
Tal y como se ha comentado en la anterior pregunta, según el estudio de los 
mensajes observados en la lista de correo Trac Development Google Group, la 
gran mayoría de mensajes son enviados entre un periodo determinado  por los 
usuarios finales (50%) y los desarrolladores (50%). En cambio en  la lista de 
correo Trac Users Google Group, durante los periodos de investigación no se ha 
encontrado ningún mensaje relacionado con una nueva propuesta de un 
requisito. 
 
- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los requisitos (la 
toma de decisiones, establecimiento de prioridades)? 
 
En la comunidad de Trac, existe un responsable del proyecto. Sin embargo, 
según los datos obtenidos de los estudios de las infraestructuras de Trac, no 
podemos decir que este líder de proyecto participe en la toma de decisiones final 
sobre el proyecto de la comunidad. En este caso, los encargados de la toma de 
decisiones sobre la gestión de los requisitos son el resto de miembros que 
forman la comunidad, es decir, los desarrolladores y usuarios finales de Trac. 
 
En el caso del estudio de las listas de correo de Trac, se ha observado que los 
usuarios no tienen una forma de dar prioridad y votar una propuesta de un 
requisito o nueva idea, simplemente lo pueden hacer enviando un mensaje de 
apoyo sobre ese requisito a la lista de correo. De esta forma los contribuidores, 
desarrolladores y administradores del proyecto pueden tener constancia de las 
necesidades prioritarias para los usuarios de Trac.  
 
Sin embargo, la comunidad de Trac dispone de otros tipos de infraestructuras 
donde sus usuarios podrían realizar propuestas de nuevos requisitos, como por 
ejemplo el chat de la comunidad, el cual no es accesible de forma pública si no 
perteneces o formas parte de la comunidad, en el cual se pueden mantener 
discusiones de todo tipo sobre la gestión y realización del proyecto de la 
comunidad.  
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
A través del estudio de las infraestructuras de la comunidad de Trac, no se 
encuentra ninguna forma de que sus participantes establezcan votos en los 
requisitos definidos, ya que tampoco se encuentran documentados en ningún 
documento formal para su posterior lectura y modificación, sino que los 




correo (GMane) accesibles a nivel mundial o a través del chat no público 
utilizado por los desarrolladores, contribuidores y administrador del proyecto. 
 
Por otra parte, la comunidad genera la utilización de software gracias a la 
información que proporciona a través de su página principal o a través del 
repositorio de Ohloh.net en el cual acceden muchos usuarios interesados en el 
desarrollo OSS. 
 
- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se observan? 
¿Es posible identificar otras? 
 
En este proyecto no he visto ninguna evolución de la forma de obtener los 
requisitos como en la Ingeniería de Requisitos tradicional. La mayoría de los 
procesos o actividades relacionadas con el desarrollo de la comunidad, junto con 
los procesos de Ingeniería de Requisitos se realizan en línea a través de Internet. 
En este caso, la comunidad pone a disposición diferentes infraestructuras con el 
fin de establecer las relaciones de trabajo entre los participantes de la comunidad 
para poder desarrollar el software. No obstante, hay usuarios que participan en 
discusiones en línea privada, las cuales no llegan a ser públicas para los usuarios 
finales debido a su contenido confidencial. 
 
- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas por 
comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o infraestructuras 
utilizadas por la comunidad de Trac para gestionar los requisitos, se han contestado 
las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión de 
errores). 
 
Tal y como podemos observar en la Tabla 8, la comunidad proporciona una serie 
de infraestructuras que pueden utilizar para el desarrollo y gestión del proyecto. 
De todas estas infraestructuras las principales fuentes que utilizan en la 
comunidad de Trac para la obtención de requisitos son las diferentes listas de 
correo, el Gmane Archive y el chat de la comunidad. Además, la comunidad 
también utiliza las infraestructuras que el repositorio Ohloh.net proporciona para 
el desarrollo y gestión del proyecto de la comunidad. 
 
En base a esto, con el fin de comprender y caracterizar los procesos de la 
Ingeniería de Requisitos en la comunidad, se ha realizado un estudio sobre las 
listas de correo que tiene disponibles la comunidad de Trac. Estas listas de 
correo son Trac Development Google Group, Trac Tickets Google Group y 
Trac Users Google Group. 
 
Primeramente, en el estudio sobre la lista de correo Trac Development Google 
Group, se ha observado que sus participantes la utilizan para publicar mensajes 
para que, sobretodo los desarrolladores, puedan realizar consultas, aportar 
nuevos requisitos, anunciar nuevas versiones, etc. Además también se puede 
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observar que los mensajes no tienen ningún formato formal para designar la 
tarea o requisito propuesto, quien lo ha descrito y quien lo va a desarrollar. 
 
En segundo lugar,  en el estudio sobre la lista de correo Trac Tickets Google 
Group,  se ha observado que sus usuarios la utilizan para la comunicación de los 
cambios de entradas. Cada vez que una entrada de Trac se modifica se publica 
un nuevo mensaje en esta lista. Sin embargo, tal y como se puede comprobar en 
el Apéndice B sección 10.3.3, se ha realizado el estudio de los mensajes 
publicados en el año 2006, ya que hace 4 años que no publican nada en esta lista.  
 
En tercer y último lugar, la lista de correo Trac Users Google Group, la utilizan 
para la comunicación entre los usuarios de la comunidad en forma de lista de e-
mails. En esta sección, los usuarios finales de la comunidad de Trac pueden 
enviar e-mails con dudas, problemas, nuevos requisitos o cambios que puedan 
encontrar en el software desarrollado por dicha comunidad. Además también 
podemos observar que en los mensajes no tienen ningún formato formal para 
responder a los errores o consultas de los usuarios. 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, MDA, 
MOF, otros) y documentados? 
 
En esta comunidad no he encontrado nada sobre el análisis, diseño y 
documentación de los requisitos en la web. Además, tampoco he encontrado 
ninguna explicación de cómo realizan el análisis de requisitos y si utilizan 
alguna aplicación para el diseño de dichos requisitos. Simplemente, con esta 
investigación he encontrado como realizan de forma online, los participantes de 
la comunidad, la obtención de requisitos. En este caso, tal y como se ha 
comentado en las anteriores preguntas, los miembros de la comunidad se 

























4.5 Comunidad FreeRapid Downloader 
 
El estudio de la 
comunidad de FreeRapid 
Downloader se ha realizado 
a través de Ohloh.net. 
Además, también se ha realizado la búsqueda en el repositorio de SourceForge.net, en el 
cual no aparece nada sobre la comunidad.  
 
Esta comunidad pertenece a un grupo de estudiantes los cuales reciben donaciones 
para poder realizar el proyecto de FreeRapid Downloader. Este software, mostrado en la 
Figura 10, es un descargador de Java que permite descargar ficheros desde Rapidshare, 
el cual proporciona soporte para la descarga simultánea de múltiples servicios y es 
capaz de utilizar una lista de proxy. Además el código OSS también contiene una API 
simple para añadir otros servicios, como por ejemplo plugins. 
 
Las características principales que tiene FreeRapid Downloader son las siguientes: 
 
- Apoyo para la descarga simultánea de múltiples servicios. 
- Descargar utilizando la lista de Proxy 
- Historial de descargas 
- Control inteligente del portapapeles 
- Control automático de la existencia de archivos en el servidor 
- Opciones de apagado automático 
- Actualizaciones automáticas de plugins 
- Reconocimiento CAPTCHA simple 
- Trabaja sobre MS Windows (todos, incluyen Win7), Linux y MacOS 
- Fácil de usar 
- Interfaz multilingüe - árabe, bosnio, portugués brasileño, croata, chino, checo, 
danés, neerlandés, Inglés, persa, francés, alemán, griego, húngaro, indonesio, 
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4.5.1 Resultados de la investigación de FreeRapid Downloader 
 
Siguiendo la metodología detallada en la sección 3, en primer lugar, se ha realizado 
una investigación de las características de la comunidad de FreeRapid Downloader, 
detalladas anteriormente. En segundo lugar, se ha llevado a cabo una investigación del 
sistema de gestión de errores y los foros de la comunidad, con el fin de encontrar las 
prácticas de Ingeniería de Requisitos en esta comunidad (véase más información en el 
Apéndice B, sección 10.7, 10.8).  
 
A partir de estas dos investigaciones sobre las características encontradas de la 
comunidad y la investigación de las diferentes infraestructuras, se han obtenido los 
siguientes resultados, dando lugar a la contestación de las preguntas formuladas en la 
sección 3.1.  
 
Con el objetivo de realizar una lectura fácil de ésta memoria, se recuerda la pregunta 
formulada junto con su correspondiente respuesta. 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de Requisitos 
llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos utilizados por 
la comunidad de FreeRapid Downloader para gestionar los requisitos, se han 
contestado las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades open source?  
 
En la comunidad de FreeRapid Downloader no existe, referente a lo investigado, 
ningún método de obtención de requisitos, como hemos podido estudiar en la 
Ingeniería de Requisitos tradicional. La obtención de requisitos procede de las 
necesidades directas de los desarrolladores, en este caso estudiantes, que realizan 
el sistema FreeRapid Downloader y de las aportaciones de nuevos requisitos o 
cambios procedentes de la participación de los usuarios finales en el foro 
FreeRapid Downloader-Features y en el sistema de gestión de errores 
[BugTracking FR]. 
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos (desarrolladores, 
clientes, usuarios)? 
 
Según las participaciones observadas en el estudio de los diversos foros de la 
comunidad, las principales fuentes de donde proceden los requisitos son las 
propias necesidades que un desarrollador considera que hace falta en el proyecto 
FreeRapid Downloader y de sus usuarios finales. 
 
Según el estudio de los mensajes observados, durante un periodo de tiempo 
determinado, en el foro FreeRapid Downloader-Features, el cual es el único 
foro de donde se pueden publicar propuestas de nuevos requisitos, la mayoría de 
participantes son usuarios finales de la aplicación (9 participantes) y 
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exceptuando una leve participación por parte de los desarrolladores (1 
participantes) y el administrador del proyecto (1 participantes). 
 
- RQ 1.3: ¿Qué porcentaje de requisitos viene a través de cada fuente? 
 
Según el estudio de los mensajes observados en el foro FreeRapid Downloader-
Features, la gran mayoría de mensajes con propuestas de requisitos entre un 
periodo determinado,   han sido enviados por usuarios finales de la aplicación 
(100%). Sin embargo, tal y como se comenta en la primera pregunta, las 
necesidades que implementan los desarrolladores no se discuten en el foro, sino 
que los usuarios del foro únicamente proponen sus nuevos requisitos o 
problemas que finalmente acaban siendo gestionados a través del sistema de 
gestión de errores.  
 
- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los requisitos (la 
toma de decisiones, establecimiento de prioridades)? 
 
En la comunidad de FreeRapid Downloader, existe un responsable del proyecto 
encargado de la toma de decisiones sobre el proyecto de la comunidad. Además 
también existen una serie de desarrolladores, los cuales pueden estar 
potencialmente implicados en todas las fases del proceso de diseño.  
 
En el caso del estudio del foro FreeRapid Downloader-Features, se ha 
observado que los usuarios no tienen una forma de dar prioridad y votar una 
propuesta de un requisito o nueva idea, simplemente lo pueden hacer enviando 
un mensaje de apoyo sobre ese requisito al mismo tema del foro. En cambio, el 
sistema de gestión de errores si que ofrece la posibilidad de introducir una 
prioridad a la incidencia o nuevo requisito introducido.  De esta forma los 
contribuidores, desarrolladores y administradores del proyecto pueden tener 
constancia de las necesidades prioritarias de los usuarios finales.  
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
Tal y como se ha comentado en la anterior pregunta, y junto con el estudio de las 
infraestructuras de la comunidad de FreeRapid Downloader, no se encuentra 
ninguna forma de que los participantes de la comunidad establezcan votos en los 
requisitos definidos, así como tampoco se encuentra publicado ningún 
documento formal para su posterior lectura y modificación de los requisitos. Sin 
embargo, los podemos encontrar a través del foro FreeRapid Downloader-
Features y el sistema de gestión de errores, los cuales son accesibles a nivel 
mundial para todos los participantes de la comunidad. 
 
Por otra parte, la comunidad genera la utilización de software gracias a la 
información que proporciona a través de su página principal o a través del 







- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se observan? 
¿Es posible identificar otras? 
 
En este proyecto no he visto ninguna evolución de la forma de obtener los 
requisitos como en la Ingeniería de Requisitos tradicional. La mayoría de los 
procesos o actividades relacionadas con el desarrollo de la comunidad, junto con 
los procesos de la Ingeniería de Requisitos se realizan en línea a través de 
Internet. En este caso, la comunidad pone a disposición diferentes 
infraestructuras con el fin de establecer las relaciones de trabajo entre los 
participantes de la comunidad para poder desarrollar el software. 
 
- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas por 
comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o infraestructuras 
utilizadas por la comunidad de FreeRapid Downloader para gestionar los requisitos, 
se han contestado las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión de 
errores). 
 
Tal y como podemos observar en la Tabla 9, FreeRapid Downloader 
proporciona una serie de infraestructuras que pueden utilizar para el desarrollo y 
gestión del proyecto de la comunidad. De todas estas infraestructuras, las 
principales utilizadas por FreeRapid Downloader para la obtención de requisitos 
son el sistema de gestión de errores y los foros de la comunidad. Por este 
motivo, con el fin de encontrar alguna práctica de la gestión de requisitos, se ha 
realizado un estudio sobre los foros disponibles y el sistema de gestión de 
errores de la comunidad. 
 
Primeramente, en el estudio sobre el foro FreeRapid Downloader-Features, he 
observado que lo utilizan principalmente para que los usuarios publiquen sus 
necesidades o nuevos requisitos, así como los problemas que tienen con 
FreeRapid Downloader. Pero, realmente las necesidades o requisitos que llegan 
a implementar los desarrolladores no los discuten aquí, es decir, en esta 
infraestructura los usuarios de FreeRapid Downloader solamente proponen sus 
nuevas necesidades o problemas, donde posteriormente los desarrolladores, a 
parte, discuten si implementar ese nuevo requisito. Además también podemos 
observar que en los mensajes de los foros no tienen ningún formato formal. 
 
En segundo lugar, en el estudio sobre el foro FreeRapid Downloader-General, 
he observado que lo utilizan principalmente para que los usuarios publiquen las 
incidencias que tienen con FreeRapid Downloader, donde el administrador y los 
desarrolladores intentan solucionarlos.  Además, el administrador va publicando 
mensajes informativos sobre temas generales de la comunidad, para que los 
usuarios finales estén informados de todo lo que va ocurriendo sobre el proyecto. 
Por lo tanto en este foro no encontraremos ningún requisito. 
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En tercer lugar, en el estudio sobre el foro FreeRapid Downloader-Plugins, he 
observado que lo utilizan principalmente para que los usuarios publiquen los 
problemas que tienen con los plugins de FreeRapid Downloader, donde el 
administrador y desarrolladores intentan solucionar-los. Además el 
administrador va publicando mensajes informativos referentes al formato que 
requiere el mensaje del foro a la hora de realizar una propuesta sobre un error en 
un plugin, o mensajes informativos sobre la necesidad de incorporar más 
desarrolladores a la comunidad. Por lo tanto, en este foro tampoco 
encontraremos ningún requisito. Además también podemos observar que en los 
mensajes de los foros no mantienen el formato propuesto por el administrador de 
la comunidad para introducir la propuesta de error en un plugin. 
 
En cuarto lugar, en el estudio sobre el foro FreeRapid Downloader- TipsTricks, 
he observado que lo utilizan principalmente para que los usuarios, 
desarrolladores y el administrador publiquen consejos sobre FreeRapid 
Downloader. Además podemos observar que este foro no es muy frecuentado, ya 
que solo existen 10 temas sobre consejos del software de la comunidad, y la 
mayoría fueron publicados en el año 2009. Por lo tanto, tampoco encontraremos 
ningún requisito dentro de este foro. 
 
Finalmente, el sistema de gestión de errores de FreeRapid Downloader es 
utilizado actualmente para que sus desarrolladores comuniquen las incidencias y 
nuevos requisitos que van apareciendo en el proyecto de la comunidad. De esta 
forma, como podemos observar en el Apéndice B sección 10.7, cualquier 
incidencia podrá ser asignada a un desarrollador, la cual se encontrará en estado 
asignada. Sin embargo, el sistema de gestión de errores no informa de cuando ha 
sido realizada la incidencia, es decir, acabada y verificada. 
 
De esta forma, observando los estudios de los foros y el sistema de gestión de 
errores, puedo decir, que utilizan las dos cosas paralelamente para gestionar sus 
requisitos y errores. 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, MDA, 
MOF, otros) y documentados? 
 
En esta comunidad no he encontrado ninguna información sobre el análisis, 
diseño y documentación de los requisitos en la web. Además, tampoco he 
encontrado ninguna explicación de cómo realizan el análisis de requisitos y si 
utilizan alguna aplicación para el diseño de dichos requisitos. Simplemente, con 
esta investigación he encontrado como realizan de forma online, los 
participantes de la comunidad, la obtención y gestión de requisitos, así como la 












4.6 Comunidad Camino 
 
El estudio sobre la comunidad de 
Camino se ha realizado a través de 
Ohloh.net. Sin embargo, en Source-
Forge.net, no aparece un proyecto 
llamado Camino para dicha comunidad, 
sino que aparece un parche de la 
comunidad llamado Camino Quick 
Search, el cual permite realizar búsquedas desde la barra de ubicación para Safari. 
 
Camino es un navegador Web OSS desarrollado por un equipo de voluntarios. Este 
navegador es potente, seguro, simple, elegante en su diseño y se ha construido 
especialmente para los usuarios de Mac OS X. Sus características como la visión en 
fichas, el phishing y la detección de malware hacen que Camino mantenga una 
navegación más segura y más rápida en la Web.  
 
Las características del navegador Camino son las siguientes:  
 
- Información general de la 
ficha: Las fichas del navegador 
de Camino permiten visualizar 
en un mismo navegador varias 









Figura 11: Vista de las fichas de Camino 
 
 
- Protección contra phishing y 
malware: El navegador 
Camino 2 incluye una función 
de protección contra el 
phishing y el malware, el cual 
utiliza los mismos proveedores 
de datos que los navegadores 
populares como Firefox, Safari 






Figura 12: Protección contra el pishing y malware  
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- Mejoras en la navegación 
por pestañas: La incor-
poración de pestañas en la 
navegación incluye una 
barra de desplazamiento de 
pestañas, la reorganización 
de las pestañas arrastrando y 
soltando, y un menú de 











- Notificaciones de descarga: 
Camino 2 incluye un soporte 
para el sistema de notifi-
caciones Growl y también 
"rebota" en el icono de 
descargas en el Dock de Mac 











Figura 14: Vista de las notificaciones de descargas de Camino 
 
 
- Bloqueo de molestias: Camino permite bloquear los pop-ups, anuncios y 
animaciones Flash. Además, si un sitio requiere de estas animaciones Flash o 
pop-ups, Camino permite agregar una excepción específica para ese sitio y 





Figura 15: Bloqueo de molestias de Camino 
 
 
- Soporte de claves: Camino incluye la posibilidad de guardar los nombres de 
usuario y contraseñas en el Mac OS X Keychain, que mantiene la 
compatibilidad con Safari y otras aplicaciones de Mac OS X, y hace más fácil el 
intercambio de datos en los navegadores (Figura 16). 
 
 
Figura 16: Soporte de claves de Camino 
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- Compatibilidad con AppleScript: Camino incluye el soporte de AppleScript 
para automatizar las tareas de navegación.  
 
- Revisar la ortografía: Camino incluye soporte para la corrección ortográfica en 
cualquier campo de texto. A diferencia de Firefox, el corrector ortográfico es el 
mismo utilizado en Mac OSX, por lo que no tiene que mantener múltiples 
diccionarios. 
 
- Detección de alimentación: Camino apoya la detección de feeds RSS y Atom 
en las páginas Web y permite pasar los feeds a tu lector de feeds favoritos, 
incluyendo algunos basados en webs como Google Reader, Bloglines y My 
Yahoo. 
 
- Full Content Zoom: Camino proporciona unas escalas de zoom para ampliar o 
disminuir el texto de una página Web. 
 
- Actualización de software: El soporte de actualización de software de Camino 
(basado en el popular marco de actualización Sparkle de Mac OS X) hace que 
sea fácil de mantenerse al día con las últimas características y parches de 
seguridad. 
 
- Acceso de teclado completo: Las opciones de teclado de la ventana principal 
del navegador ha sido completamente reescrito,  lo que permite un mejor control 
del teclado sobre la barra de pestañas, el bloqueador de ventanas emergentes, y 
la barra de búsqueda. 
 
- Guardar sesiones: Camino permite guardar sesiones u opcionalmente, guarda 
las páginas que has visitado para poderlas visitar en próximas conexiones. 
 
- Pestañas cerradas recientemente: El menú Historial contiene un sub-menú con 
las últimas 20 páginas Web cerradas, ofreciendo un acceso rápido a la página 
que no tenía intención de cerrar. 
 
- Estándares Web: Camino incluye soporte para los estándares Web más 








































- Apache License 2.0.  
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4.6.1 Resultados de la investigación de Camino 
 
Siguiendo la metodología detallada en la sección 3, en primer lugar, se ha realizado 
una investigación de las características de la comunidad de Camino, detalladas anterior-
mente. En segundo lugar, se ha llevado a cabo una investigación del sistema de gestión 
de errores, llamado Bugzilla, la wiki y los foros de la comunidad, con el fin de encontrar 
las prácticas de la Ingeniería de Requisitos en esta comunidad (véase más información 
en el Apéndice B, sección 10.9, 10.10 y 10.11).  
 
A partir de estas dos investigaciones sobre las características encontradas de la 
comunidad y la investigación de las diferentes infraestructuras, se han obtenido los 
siguientes resultados, dando lugar a la contestación de las preguntas formuladas en la 
sección 3.1.  
 
Con el objetivo de realizar una lectura fácil de ésta memoria, se recuerda la pregunta 
formulada junto con su correspondiente respuesta. 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de Requisitos 
llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos utilizados por 
la comunidad de Camino para gestionar los requisitos, se han contestado las 
preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades  open source?  
 
En la comunidad de Camino no existe, referente a lo investigado, ningún método 
de obtención de requisitos, como hemos podido estudiar en la Ingeniería de 
Requisitos tradicional. La obtención de requisitos procede de las necesidades 
directas de los desarrolladores, en este caso voluntarios, que realizan el sistema 
Camino, donde cada semana a través de la wiki realizan reuniones con el 
objetivo de informar sobre los cambios recientes que se realizan en las diferentes 
versiones de Camino. 
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos (desarrolladores, 
clientes, usuarios)? 
 
Según las participaciones observadas en el estudio del foro de la comunidad, las 
principales fuentes de donde proceden los requisitos son de las propias 
necesidades que un desarrollador considera que hace falta en el proyecto Camino 
y de sus usuarios finales. 
 
Según el estudio de los mensajes observados, durante un periodo de tiempo 
determinado, en el foro de Camino, la mayoría de participantes son usuarios 
finales de la aplicación (12 participantes) y una leve participación por parte de 
los desarrolladores (1 participante). 
 




Según el estudio de los mensajes observados en el foro de Camino, la gran 
mayoría de mensajes con propuestas de requisitos entre un periodo determinado,   
han sido enviados por usuarios finales de la aplicación (64.7%) y de sus 
desarrolladores (35.3%). Sin embargo, mas adelante en la pregunta RQ 2.1 
veremos que realmente las necesidades que implementan los desarrolladores las 
discuten en el sistema de gestión de errores y la wiki de la comunidad. 
 
- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los requisitos (la 
toma de decisiones, establecimiento de prioridades)? 
 
En la comunidad de Camino, existe un responsable del proyecto encargado de la 
toma de decisiones sobre el proyecto de la comunidad. Además también existen 
una serie de desarrolladores y contribuidores, los cuales pueden estar 
potencialmente implicados en todas las fases del proceso de diseño.  
 
Referente al estudio del foro de Camino, se ha observado que los usuarios no 
tienen una forma de dar prioridad y votar una propuesta de un requisito o nueva 
idea, sino que simplemente lo pueden hacer enviando un mensaje de apoyo sobre 
dicho requisito al mismo tema del foro. En cambio, el sistema de gestión de 
errores (Bugzilla), y la wiki si que ofrecen la posibilidad de introducir una 
prioridad a la incidencia o nuevo requisito introducido. De esta forma los 
contribuidores, desarrolladores y administradores del proyecto pueden tener 
constancia de las necesidades prioritarias de los usuarios finales.  
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
A través del estudio de las infraestructuras de la comunidad de Camino, si que 
existe forma de que los participantes de la comunidad establezcan votos en los 
requisitos definidos por la comunidad a través de la wiki y el sistema de gestión 
de errores (Bugzilla). Sin embargo, no se ha encontrado ningún tipo de 
documentación relacionada con la escritura formal de los requisitos del sistema, 
sino que, tal y como he comentado, estos requisitos los gestionan a través de la 
wiki y del Bugzilla accesibles a nivel mundial. 
 
Por otra parte, la comunidad genera la utilización de software gracias a la 
información que proporciona a través de su página principal o a través del 
repositorio de Ohloh.net en el cual acceden muchos usuarios interesados en el  
desarrollo OSS. 
 
- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se observan? 
¿Es posible identificar otras? 
 
En este proyecto no he visto ninguna evolución de la forma de obtener los 
requisitos como en la Ingeniería de Requisitos tradicional. La mayoría de los 
procesos o actividades relacionadas con el desarrollo de la comunidad, junto con 
los procesos de la Ingeniería de Requisitos se realizan en línea a través de 
Internet. En este caso, la comunidad pone a disposición diversas infraestruc-
turas con el fin de establecer las relaciones de trabajo entre los participantes de la 
comunidad para poder desarrollar el software.  
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- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas por 
comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o infraestructuras 
utilizadas por la comunidad de Camino para gestionar los requisitos, se han 
contestado las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión de 
errores). 
 
Tal y como podemos observar en la Tabla 10, Camino proporciona una serie de 
infraestructuras utilizadas para el desarrollo y gestión del proyecto de la 
comunidad. De todas estas infraestructuras, las principales utilizadas por la 
comunidad para la obtención de requisitos son el sistema de gestión de errores, 
los foros y la wiki. Por este motivo, con el fin de encontrar alguna práctica de la 
gestión de requisitos, se ha realizado un estudio sobre el foro, la wiki y el 
sistema de gestión de errores  (Bugzilla). 
 
Primeramente, en el estudio sobre el foro de Camino, he observado que lo 
utilizan para que los usuarios publiquen sus necesidades, sus problemas o bugs 
que tienen con las diferentes versiones que van publicando sobre el navegador 
de Camino. Además, también utilizan el foro para anunciar nuevas versiones. 
Pero realmente las necesidades o requisitos que implementaran las discuten en el 
sistema de gestión de errores. 
 
En segundo lugar, en el estudio sobre la wiki podemos ver, en comparación con 
el foro, es donde los desarrolladores informan sobre los nuevos requisitos y 
errores que van apareciendo en la comunidad de Camino. Es decir, en la sección 
de cambios recientes, los desarrolladores informan de todos los cambios que se 
van realizando de cada versión de Camino. Además, estos desarrolladores 
realizan reuniones semanales a través de la wiki donde tienen una sección de 
apuntes, en la cual dichos desarrolladores mantienen una discusión o 
conversación sobre la información de la reunión semanal. 
 
En tercer y último lugar, el sistema de gestión de errores (Bugzilla) sus 
participantes lo utilizan para realizar propuestas de cambios o informar de 
errores en las diferentes traducciones del software de Camino. 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, MDA, 
MOF, otros) y documentados? 
 
En esta comunidad no he encontrado ninguna información sobre el análisis, 
diseño y documentación de los requisitos en la web. Además, tampoco he 
encontrado ninguna explicación de cómo realizan el análisis de requisitos y si 
utilizan alguna aplicación para el diseño de dichos requisitos. Simplemente,  los 
participantes de la comunidad realizan de forma online la obtención de requisi-









Para la siguiente comunidad, Apache http Server Project, se ha realizado el estudio a 
través de Ohloh.net ya que en SourceForge.net, no aparece el proyecto de Apache http 
Server Project, sino que aparecen diversos módulos del proyecto de la comunidad como 
por ejemplo Accelerating Apache Project, WS-Security Module for Apache HTTP 
[AAP, WS-SMApache]. 
 
La comunidad de Apache http Server forma parte de la Apache Software 
Foundation, donde el proyecto es administrado conjuntamente por un grupo de 
voluntarios situados en todo el mundo, los cuales utilizan Internet  para comunicarse, 
gestionar el proyecto, desarrollar el servidor y realizar la documentación, dónde además, 
cientos de usuarios han contribuido con ideas, código y documentación para el proyecto.  
 
El Apache http Server Project es un esfuerzo de desarrollo de software colaborativo 
destinado a crear una implementación de código fuente de un servidor (Web) http  
sólido, de calidad comercial, más completo, y que se encuentre libremente disponible.  
 
Un poco de historia 
 
Apache ha sido el servidor Web más popular de Internet desde 1996, el cual ha 
celebrado su 15 aniversario como proyecto en febrero del 2010. 
 
En febrero de 1995, el software de servidor más popular de la Web que existía era el  
dominio público httpd desarrollado por Rob McCool en el Centro Nacional para 
Aplicaciones de Supercomputación de la Universidad Urbana-Champaign de Illinois. 
Sin embargo, el desarrollo de httpd se estancó después de que Rob realizara el NCSA a 
mediados de 1994, y muchos webmasters desarrollaran sus propias extensiones y 
correcciones de errores que fueron necesarias para una distribución común. Un pequeño 
grupo de estos webmasters, contactados a través de correo electrónico privado, se 
reunieron con el fin de coordinar sus cambios (en forma de "parches"). Brian 
Behlendorf y Cliff Skolnick crearon una lista de correo, un espacio de información 
compartido y datos de acceso para los desarrolladores principales en una maquina 
localizada en el área de la bahía de California, con un ancho de banda donado por 
HotWired. A finales de febrero, ocho colaboradores principales formaron la base del 
grupo original de Apache, mostrados en la Tabla 11, donde además, también recibían 
contribuciones adicionales de Eric Hagberg, Frank Peters, Nicolas Pioch. 
 
Brian Behlendorf Roy T. Fielding Rob Hartill 
David Robinson Cliff Skolnick Randy Terbush 
Robert S. Thau Andrew Wilson  
Tabla 11: Equipo original de Apache http Server 
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Usando como base el NCSA httpd 1.3, añadieron todas las correcciones de errores y 
mejoras que encontraron publicadas, con las cuales apareció la primera versión pública 
y oficial (0.6.2) del servidor Apache en abril de 1995. A la vez, NCSA reinició su 
propio desarrollo durante el mismo período, y Brandon Long y Beth Frank, del equipo 
de desarrollo del servidor NCSA, se unieron a la lista en marzo como miembros 
honorarios a fin de que los dos proyectos pudieran compartir ideas y soluciones. 
 
El servidor Apache fue un gran éxito, pero aun así el código base necesitaba una 
revisión general y ser rediseñado. Durante los periodos de mayo y junio de 1995, 
mientras que Rob Hartill y el resto del grupo se centraron en la aplicación de nuevas 
características para la versión 0.7.x, Robert Thau diseñó una nueva arquitectura de 
servidor (código llamado Shambhala) que incluye una estructura modular y una API 
para mejorar la extensibilidad. A raíz de esto, el grupo cambió a este nuevo servidor en 
el mes de julio y agregó las características de la versión 0.7.x, lo que resultó finalmente  
en agosto, ser el servidor Apache 0.8.8. 
 
Después de la realización de extensas pruebas beta, la realización de una nueva serie 
de documentación, realizada por David Robinson, y la adición de más características, 
fue publicada el día 1 de diciembre de 1995 la versión Apache 1.0. 
 
Seguidamente, en poco menos de un año se formó el servidor Apache httpd, el 
servidor calificado como el número uno en Internet de acuerdo a la encuesta realizada 
por Netcraft, donde hoy en día lo sigue siendo. 
 
Años más tarde, en 1999, los miembros del Grupo Apache fundaron la Apache 
Software Foundation para proporcionar apoyo institucional, legal y financiero para 
Apache Http Server. Esta fundación ha puesto el software en una base sólida para el 
desarrollo futuro y además ha ampliado el número de proyectos OSS, que recaen bajo 
dicha fundación. 
 
Finalmente, en el proyecto Apache Http Server existen los siguientes subproyectos: 
 
- Docs: proyecto dedicado a realizar la documentación del proyecto Apache http 
Server [Docs]. 
 
- Test: proyecto centrado en el diseño de herramientas de prueba para el Apache 
Http Server Project [Test]. 
 
- Flood: es un validador de carga del perfil http. Puede ser utilizado para recopilar 
métricas importantes de rendimiento de un sitio Web, es decir, que es capaz de 
generar grandes cantidades de tráfico Web [Flood]. 
 
- libapreq: es una librería compartida con módulos asociados para la 
manipulación de petición de datos de cliente a través de la API de Apache 
[libapreq]. 
 
- Modules: existen módulos que sostiene el Apache Http Server Project y no se 





- mod_fcgid: es una alternativa de alto rendimiento para mod_cgi o mod_cgid, 
que inicia un número suficiente de casos en el programa CGI para manejar las 
solicitudes concurrentes, y estos programas siguen funcionando para manejar 
más solicitudes entrantes. Se ve favorecida por los desarrolladores de PHP, por 
ejemplo, como una alternativa preferible a la ejecución de mod_php en proceso, 
dando un rendimiento muy similar [mod_fcgid]. 
 
- mod_ftp: es un módulo de Protocolo FTP para proporcionar contenido httpd 

































































































































- Cómo Formular Preguntas de Forma Inteligente: Guía de cómo realizar preguntas en  la  lista de correo User Support and Discussion sobre el funcionamiento de 
Apache HTTP Server.  
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4.7.1 Resultados de la investigación de Apache HTTP Server 
 
Siguiendo la metodología detallada en la sección 3, en primer lugar, se ha realizado 
una investigación de las características de la comunidad de Apache Http Server, 
detalladas anteriormente. En segundo lugar, se ha llevado a cabo una investigación del 
sistema de gestión de errores (Bugzilla) y la lista de correo de la comunidad, con el fin 
de encontrar las prácticas de la Ingeniería de Requisitos en esta comunidad (véase más 
información en el Apéndice B, sección 10.12 y 10.13).  
 
A partir de estas dos investigaciones sobre las características encontradas de la 
comunidad y la investigación de las diferentes infraestructuras, se han obtenido los 
siguientes resultados, dando lugar a la contestación de las preguntas formuladas en la 
sección 3.1.  
 
Con el objetivo de realizar una lectura fácil de ésta memoria, se recuerda la pregunta 
formulada junto con su correspondiente respuesta. 
 
- RQ 1: ¿Cuáles son los principales procesos de la Ingeniería de Requisitos 
llevados a cabo por las comunidades OSS? 
 
Con el fin de obtener el conocimiento sobre los principales procesos utilizados por 
la comunidad de Apache Http Server para gestionar los requisitos, se han contestado 
las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 1.1: ¿Cómo obtienen los requisitos del software que realizan las 
comunidades open source?  
 
En la comunidad de Apache Http Server no existe, referente a lo investigado, 
ningún método de obtención de requisitos, como hemos podido estudiar en la 
Ingeniería de Requisitos tradicional. La obtención de requisitos procede de las 
necesidades directas de los desarrolladores que realizan el sistema Apache Http 
Server y de los usurarios finales que lo utilizan. 
 
- RQ 1.2: ¿Cuáles son las principales fuentes de requisitos (desarrolladores, 
clientes, usuarios)? 
 
Según las participaciones observadas en el estudio de Http Server Development 
Main Discussion List, las principales fuentes de donde proceden los requisitos 
son las propias necesidades que un desarrollador considera que hace falta en el 
proyecto de la comunidad y de sus usuarios finales. En el estudio de los 
mensajes observados, durante un periodo de tiempo determinado, en la Http 
Server Development Main Discussion List, la mayoría de participantes son 
desarrolladores (10 participantes) y usuarios finales (7 participantes). 
 
- RQ 1.3: ¿Qué porcentaje de requisitos viene a través de cada fuente? 
 
Según el estudio de los mensajes observados en la lista de correo, comentada en 
la anterior pregunta, la gran mayoría de mensajes con propuestas de requisitos 
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entre un periodo determinado, han sido enviados por los desarrolladores del 
servidor (71.42%) y de sus usuarios finales (28.58%).  
 
- RQ 1.4: ¿De qué forma  las comunidades elicitan y priorizan los requisitos (la 
toma de decisiones, establecimiento de prioridades)? 
 
En la comunidad de Apache Http Server, existe un responsable del proyecto. Sin 
embargo, según los datos obtenidos de los estudios de sus infraestructuras, no 
podemos decir que este líder de proyecto participe en la toma de decisiones final 
sobre el proyecto de la comunidad. En este caso, los encargados de la toma de 
decisiones sobre la gestión de los requisitos son el resto de miembros que 
forman la comunidad, es decir, los desarrolladores y usuarios finales. 
 
En el caso del estudio de la HTTP Server Development Main Discussion List, 
se ha observado que los usuarios no tienen una forma de dar prioridad y votar 
una propuesta de un requisito o nueva idea, simplemente lo pueden hacer 
enviando un mensaje de apoyo sobre ese requisito al mismo tema del foro. En 
cambio, el bugzilla si que ofrece la posibilidad de introducir una prioridad a la 
incidencia o nuevo requisito introducido.  De esta forma los contribuidores, 
desarrolladores y el administrador del proyecto pueden tener constancia de las 
necesidades prioritarias de los usuarios finales.  
 
- RQ 1.5 ¿Cómo se gestionan las peticiones de funcionalidades en la 
comunidad? 
 
A través del estudio de las infraestructuras de la comunidad, si que existe forma 
de que los participantes establezcan votos en los requisitos definidos por la 
comunidad a través del Bugzilla. Sin embargo no se ha encontrado ningún tipo 
de documentación relacionada con la escritura formal de los requisitos del 
sistema, sino que estos requisitos los gestionan a través del bugzilla, el cual es 
accesible a nivel mundial. 
 
Por otra parte, la comunidad genera la utilización de software gracias a la 
información que proporciona a través de su página principal o a través del 
repositorio de Ohloh.net en el cual acceden muchos usuarios interesados en el 
software de desarrollo open source. 
 
- RQ 1.6: ¿Qué prácticas de Ingeniería de Requisitos tradicional se observan? 
¿Es posible identificar otras? 
 
En este proyecto no he visto ninguna evolución de la forma de obtener los 
requisitos como en la Ingeniería de Requisitos tradicional. La mayoría de los 
procesos o actividades relacionadas con el desarrollo de la comunidad, junto con 
los procesos de la Ingeniería de Requisitos se realizan en línea a través de 
Internet. En este caso, la comunidad pone a disposición diversas infraestruc-
turas con el fin de establecer las relaciones de trabajo entre los participantes de la 






- RQ2: ¿Cuáles son los principales medios o infraestructuras utilizadas por 
comunidades OSS para gestionar los requisitos? 
 
Con el fin de obtener el conocimiento sobre los principales medios o infraestructuras 
utilizadas por la comunidad de Apache Http Server para gestionar los requisitos, se 
han contestado las preguntas más específicas, las cuales se detallan seguidamente: 
 
- RQ 2.1: ¿Cuáles son las principales infraestructuras para gestionar los 
requisitos? (Ej. Listas de correo, grupos de noticias, sistemas de gestión de 
errores). 
 
Tal y como podemos observar en la Tabla 12, Apache Http Server proporciona 
una serie de infraestructuras que utilizan para el desarrollo y gestión del proyecto 
de la comunidad. De todas estas infraestructuras, las principales utilizadas para 
la obtención de requisitos son el sistema de gestión de errores, las listas de mails, 
los archivos de mails y las conferencias realizadas por los miembros de la 
comunidad.  Por este motivo, con el fin de encontrar alguna práctica de la 
gestión de requisitos, se ha realizado un estudio sobre la lista de mail llamada 
Apache HTTP Server Development Main Discussion List, y el sistema de 
gestión de errores  (Bugzilla).  
 
Primeramente, en el estudio sobre la Apache HTTP Server Development Main 
Discussion List, se ha observado que sus participantes la utilizan para informar 
de  las necesidades, problemas o errores que tienen con las diferentes versiones 
que van publicando sobre el proyecto Apache Http Server. Además, también la 
utilizan para anunciar nuevas versiones del software de la comunidad y anunciar 
los meetings o conferencias que se van a realizar. Pero realmente los requisitos 
no los discuten en la lista de correo sino que utilizan el  sistema de gestión de 
errores, llamado Bugzilla, para realizar nuevas propuestas de requisitos e 
informar de errores en las diferentes versiones del software de Apache Http 
Server. 
 
- RQ 2.2: ¿Cómo son los requisitos analizados, diseñados (UML, RUP, MDA, 
MOF, otros) y documentados? 
 
En esta comunidad no he encontrado ninguna información sobre el análisis, 
diseño y documentación de los requisitos en la web. Además, tampoco he 
encontrado ninguna explicación de cómo realizan el análisis de requisitos y si 
utilizan alguna aplicación para el diseño de dichos requisitos. Simplemente, con 
esta investigación he encontrado como realizan de forma online, los 




















5 Análisis de los resultados obtenidos 
n esta sección se muestra un resumen de los resultados obtenidos en la sección 4 
junto con el análisis global de estos resultados. 
 
 
5.1 Resumen de los datos obtenidos 
 
Al principio de esta tesis de máster, se planteó el siguiente objetivo:  
 
“Comprender y caracterizar los procesos e infraestructuras utilizadas por 
comunidades OSS para la elicitación y gestión de requisitos”.   
 
A partir de este objetivo, se ha desarrollado un estudio sobre siete comunidades 
OSS, en el cual se ha podido observar el tipo de liderazgo, las formas o prácticas de 
trabajo que realizan al desarrollar respectivamente sus proyectos, así como ver las 
formas de elicitar y gestionar los requisitos y las infraestructuras utilizadas para poder 
llevar a cabo toda la gestión de los requisitos. Seguidamente, se va a proceder  a la 
comprobación de los resultados obtenidos en la recopilación de información sobre las 7 
comunidades OSS investigadas en esta tesis. Para ello, se han desarrollado las siguientes 
tablas de resultados, las cuales se adjuntan seguidamente: 
 
- Tabla 13: Resultados de los tipos de liderazgo observados en cada comunidad 
OSS, según las métricas detalladas en la sección 2.4.1. 
 
- Tabla 14: Resultados de las prácticas de trabajo observadas en cada comunidad 
OSS, según las métricas detalladas en la sección 2.4.1. 
 
- Tabla 15: Datos obtenidos de las diferentes características relacionadas con la 
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5.2 Análisis del estudio realizado 
 
Seguidamente se van a analizar los resultados obtenidos de la Tabla 13, la Tabla 14 
y la Tabla 15, comentando los resultados agrupados por características. 
 
5.2.1 Tipos de liderazgo 
 
Según estudios realizados por Eugenio Capra [Capraetal2008], tal y como se detalla 
en la sección 2.4.1 de este documento, se identifican cuatro dimensiones de 
gobernabilidad (código, contribución, liderazgo y prácticas de trabajo) en proyectos 
OSS. En este estudio hemos observado el tipo de liderazgo y las prácticas de trabajo que 
realizan cada una de las comunidades estudiadas en esta tesis de máster.  
 
Si observamos los resultados obtenidos del tipo de liderazgo estudiado en cada 
comunidad, mostrado en la Tabla 13, podemos observar que existen 3 comunidades 
(Firebug, Git y FreeRapid Downloader) pertenecientes al tipo de liderazgo 2 (Tabla 2 
sección 2.4.1), 2 comunidades (Apache y Trac) pertenecientes al tipo de liderazgo 3 y 
finalmente 2 comunidades (Camino y jQuery UI) pertenecientes al tipo de liderazgo 5, 




liderazgo Liderazgo Cantidad Comunidades 
2 Organización o dictador benevolente 3 
Firebug, Git, FreeRapid 
Downloader 
3 Comunidad con principios comunes y reglas formales 2 
Apache Http Server y 
Trac 
5 Líder + organización formal 2 Camino y jQuery UI 
 








3 Tipo liderazgo 1
0
 





Si observamos el gráfico de la Figura 17 podemos observar que no hay ninguna 
comunidad del estudio que tenga el tipo de liderazgo 1 (El proceso de desarrollo es 
liderado por una organización (compañía, institución o comité) la cual tiene un rol de 
liderazgo predominante, toma las decisiones y define un calendario formal para el 
proyecto) y tipo de liderazgo 4 (La comunidad carece de una organización formal y un 
órgano de gobierno, donde las decisiones son tomadas a través de discusiones 
informales). A través de los resultados observados en el estudio podemos comentar que 
se puede dar el caso de que en el mundo de las comunidades OSS existan otras 
comunidades las cuales utilicen los tipos de categoría de liderazgo 1 y 4, es decir, 
aunque las comunidades del estudio tengan los tipos de categoría de liderazgo 2, 3, 5, no 
quiere decir que el resto de comunidades no tengan un tipo de liderazgo 1 y 4.  Por lo 
contrario, aunque en el estudio los tipos de liderazgo más frecuentes sean el 2, 3 y 5,  no 
significa que si se realizara otro estudio sobre otras comunidades OSS obtuviéramos los 
mismos resultados, es decir, se podría dar el caso de que otras comunidades utilicen el 
resto de tipos de liderazgo explicados anteriormente en la sección 2.4.1, e incluso tal 
vez se podrían encontrar otras formas de liderar una comunidad.  
 
Por otra parte, se ha observado un nuevo tipo de liderazgo (5) practicado por dos 
comunidades en este estudio, no contemplado por Eugenio Capra en [Capraetal2008], 
donde dichas comunidades tienen una organización formal y son lideradas por un 
director de proyectos, el cual está involucrado en la fase de la toma de decisiones del 
proyecto, sin embargo, los desarrolladores, contribuidores y usuarios finales están 
fuertemente implicados en la toma de decisiones a través del sistema de votación junto 
con discusiones informales realizadas a través de infraestructuras online. A través de 
este nuevo tipo de liderazgo obtenido, se podría dar el caso de que existieran más 
comunidades OSS que practicaran ese tipo de liderazgo como las comunidades Camino 
y jQuery UI.  
 
El tipo de liderazgo también es un aspecto a tener en cuenta a la hora de realizar la 
gestión de requisitos en una comunidad, ya que según el tipo de liderazgo practicado se 
obtendrán unos resultados en la obtención, análisis y especificación de requisitos, así 
como su implementación final en el sistema. En el caso de la comunidad de Firebug, al 
ser una comunidad de ámbito académico, aunque los desarrolladores, en este caso 
estudiantes, realicen nuevas propuestas de requisitos o modificaciones de alguna 
funcionalidad del sistema, la decisión final de la inclusión de dichos requisitos será 
tomada por el profesor o profesores encargados de liderar el proyecto. Además, Firebug 
es un proyecto el cual se podría decir que ha concluido, ya que no se ha observado en el 
estudio prácticas de su continuidad. Con lo cual se puede llegar a pensar que al iniciar el 
proyecto no se tratara de un proyecto OSS y que al finalizarlo decidieran publicarlo 
como un sistema OSS. Por otro lado, según los estudios realizados en las comunidades 
Git y FreeRapid Downloader, el líder del proyecto, en este caso Junio C Hamano y Vity 
respectivamente, son los encargados de realizar las últimas decisiones sobre la gestión 
de requisitos, aunque los desarrolladores o contribuidores y usuarios estén implicados 
en la fase de gestión de requisitos. Por lo contrario, las comunidades de jQuery UI y 
Camino tienen un líder de proyecto, el cual no toma la última decisión final sino que los 
desarrolladores, contribuidores y usuarios finales también pueden colaborar en la toma 
de decisiones de las nuevas funcionalidades propuestas a través de las infraestructuras 
de la comunidad. Sin embargo, realizamos otro tipo de observación en las comunidades 
de Trac y Apache Http Server. En este caso, las comunidades tienen un líder de 
proyecto el cual no podemos decir que participe en la toma de decisiones final según los 
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estudios realizados en las infraestructuras de estas comunidades. Sin embargo, la toma 
de decisiones sobre la gestión de requisitos es realizada a través del resto de personas 
que forman la comunidad, como son los desarrolladores y los usuarios finales.    
 
5.2.2 Prácticas de trabajo 
 
Anteriormente, comentábamos las cuatro dimensiones de gobernabilidad (código, 
contribución, liderazgo y prácticas de trabajo) identificadas por estudios realizados por 
Eugenio Capra en proyectos OSS. En la sección anterior discutíamos el tipo de 
liderazgo, en esta sección nos vamos a centrar en las prácticas de trabajo observadas en 
las comunidades estudiadas en esta tesis de máster.  
 
Si observamos los resultados obtenidos sobre las prácticas de trabajo estudiadas en 
cada comunidad, mostrados en la Tabla 14, podemos observar que existe 1 comunidad 
(Firebug) perteneciente a la categoría 1 (Tabla 3 sección 2.4.1), 4 comunidades (Trac, 
Camino, jQuery UI y FreeRapid Downloader) pertenecientes a la categoría 4 y 
finalmente 2 comunidades (Apache Http Server y Git) pertenecientes a la categoría 3, 






Prácticas Cantidad Comunidades 
1 In situ 1 Firebug 
3 Infraestructuras online + Reuniones físicas 2 Apache Http Server y Git  
4 Infraestructuras online 4 Trac, Camino, jQuery UI y FreeRapid Downloader 
 

















Si observamos el gráfico de la Figura 18 podemos observar que no hay ninguna 
comunidad del estudio que realice las prácticas de trabajo tal y como define la categoría 
2 (La mayoría de desarrolladores trabajan en el mismo lugar y realizan reuniones 
físicas. Los equipos pueden utilizar herramientas de comunicación virtual). A través de 
los resultados observados en el estudio podemos comentar que se puede dar el caso de 
que en el gran mundo de las comunidades OSS existan comunidades las cuales utilicen 
la categoría 2 en sus prácticas de trabajo. Por lo contrario, aunque en el estudio las 
prácticas de trabajo más frecuentes utilizadas por las comunidades OSS sean la 
categoría 1 (Los desarrolladores trabajan en el mismo lugar, se comunican cara-a-cara 
y realizan reuniones físicas regulares), la categoría 3 (La comunidad está dispersa y la 
mayoría de desarrolladores se comunican a través de herramientas de comunicación 
virtual. Un subconjunto de desarrolladores puede trabajar en el mismo lugar y reunirse 
regularmente) y la categoría 4 (La comunidad está dispersa y todos los desarrolladores 
se comunican de forma online. Carecen totalmente de reuniones físicas o raramente se 
ocasionan), no significa que si se realizara otro estudio sobre otras comunidades 
obtuviéramos los mismos resultados del estudio de esta tesis de máster, es decir, se 
podría dar el caso de que otras comunidades utilicen otras prácticas de trabajo 
diferentes.  
 
5.2.2.1 Infraestructura online versus Reuniones Físicas 
 
Las prácticas de trabajo también son un aspecto a tener en cuenta a la hora de 
realizar la gestión de requisitos en una comunidad, ya que según las formas de trabajo 
realizadas, la gestión de requisitos se puede dar de una forma u otra.  
 
Según las comunidades observadas, no tienen porqué gestionar mejor los requisitos 
una comunidad que realiza reuniones físicas regularmente que comunidades que carecen 
de estas reuniones y únicamente utilizan infraestructuras online. Por ejemplo, la 
comunidad de jQuery UI, es una comunidad que utiliza foros, una wiki y un sistema de 
gestión de errores para gestionar sus requisitos. En este caso, la comunidad tiene unas 
infraestructuras muy bien organizadas, estructuradas y muy intuitivas para cualquier 
usuario de la comunidad que quiera realizar cualquier solicitud de un nuevo requisito, 
así como proporcionar un voto a una funcionalidad que le agrade o necesite, como 
usuario de la librería jQuery UI. De esta misma forma las comunidades Trac, FreeRapid 
Downloader y Camino, también tienen una serie de infraestructuras muy bien 
estructuradas y definidas, en las cuales cualquier usuario de la comunidad puede realizar 
su aportación. Por lo contrario, observando las comunidades de Git y Apache Http 
Server, las cuales sí que realizan reuniones físicas, tienen unas infraestructuras con una 
estructura y organización deficiente y costosa de comprender. Comúnmente, podríamos 
decir que una comunidad con unas infraestructuras bien organizadas, estructuradas y de 
fácil uso realizan una buena gestión de los requisitos. Sin embargo, tampoco podemos 
afirmar que las comunidades que no poseen una buena organización en sus 
infraestructuras realicen una gestión de los requisitos deficiente. 
 
Por otro lado, otro aspecto a observar es la relación que mantiene el liderazgo de una 
comunidad con sus prácticas de trabajo realizadas. En la Tabla 18 podemos observar la 
relación entre el tipo de liderazgo y las prácticas de trabajo que tienen las comunidades  
OSS de este estudio. En este caso, a un alto nivel no se observa ninguna relación con las 
prácticas o formas de trabajo que realizan cada comunidad para una buena gestión de 
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requisitos, ya que no existe ninguna combinación igual utilizada en las comunidades del 
estudio. Para poder demostrar que existe una relación entre el liderazgo y las prácticas 
de trabajo se deberían realizar estudios a gran escala que analicen en profundidad 
aspectos colaborativos directamente de los diferentes roles relacionados con OSS. 
 
Comunidades Tipo de liderazgo Categoría prácticas de trabajo 
Firebug Organización o dictador benevolente (2) In situ (1) 
Git Organización o  dictador benevolente (2) 
Infraestructuras online +  
Reuniones físicas (3) 
Trac  Comunidad con principios comunes y reglas formales (3) Infraestructuras online (4) 
jQuery UI Líder + organización formal (5) Infraestructuras online (4) 
FreeRapid 
Downloader 
Organización o  
dictador benevolente (2) Infraestructuras online (4) 
Camino  Líder + organización formal (5) Infraestructuras online (4) 
Apache Http Server Comunidad con principios comunes y reglas formales (3) 
Infraestructuras online +  
Reuniones físicas (3) 
 
Tabla 18: Relación entre liderazgo y prácticas de trabajo 
 
Según los estudios realizados en cada comunidad y los resultados obtenidos sobre 
las prácticas de trabajo utilizadas por las diferentes comunidades se plantea la siguiente 
hipótesis: 
 
H1: Las comunidades que realizan reuniones o conferencias gestionan de forma 
menos eficiente los requisitos, en comparación a las comunidades que solamente 
utilizan infraestructuras online.  
 
5.2.3 Estructura de la Wiki en las comunidades OSS 
 
Según los estudios realizados sobre las wikis basadas en la Ingeniería de Requisitos, 
tal y como se ha detallado en la sección 2.3.2.1 de este documento, y las investigaciones 
realizadas sobre cada una de las comunidades del estudio, se ha llevado a cabo un 
estudio sobre las wikis de las diferentes comunidades de esta tesis de máster.  En este 
caso, únicamente existen dos comunidades, jQuery UI y Camino, que ofrecen entre sus 
infraestructuras una wiki para gestionar los requisitos de la comunidad.  
 
En el segundo capítulo de este documento, describíamos la investigación realizada 
en [Deckeretal2007] sobre la estructura básica que debía tener una wiki para mejorar el 
uso de la Ingeniería de Requisitos. A partir de esta estructura, se ha estudiado las dos 
wikis de la comunidad de Camino y jQuery UI para comparar sus estructuras con la 
estructura básica estudiada en [Decketetal2007]. 
 
5.2.3.1 Estructura de la wiki de jQuery UI 
 
La comunidad de jQuery UI tiene a disposición una wiki, la cual se ha investigado 
con el objetivo de observar su estructura, además de caracterizar y entender la 





En esta wiki podemos encontrar información diversa referente al proyecto de la 
comunidad. En ella encontramos publicada una lista completa de los plugins previstos 
para jQuery UI, la información sobre las convocatorias de meetings o reuniones que la 
comunidad realiza a través de dicha wiki, el chat y Trac, y también podemos encontrar 
documentación dirigida a los desarrolladores (véase más información en Apéndice B 
sección 10.4). Con el fin de documentar toda esta información, jQuery UI tiene 
estructurada su wiki en carpetas de la siguiente forma: 
 
- Front Page: Pagina inicial de la wiki, en la cual podemos encontrar información 
sobre todos los plugins planificados para jQuery UI y un resumen del estado de 
la librería de jQuery UI. 
- Page History: Página donde encontramos los diferentes enlaces a las revisiones 
realizadas por los usuarios de la wiki de la comunidad. 
- Developer Documentation: En esta sección encontramos información general 
sobre las formas de desarrollo de la comunidad, como por ejemplo, guía inicial,  
guía del ciclo de vida de un plugin, el proceso de priorización de plugins, las 
diferentes fases de desarrollo, entre otros. 
- jQuery UI Project: Página que proporciona información general sobre el 
proyecto de jQuery UI, como los objetivos y la visión de la librería de jQuery 
UI, el proceso de diseño colaborativo, los diferentes miembros y sus roles 
desarrollados en la comunidad.  
- All Plugins: design & specification: Página que proporciona información sobre 
las especificaciones y diseño de todos los plugins desarrollados y pendientes de 
desarrollo de la librería de jQuery UI.  
- Theming: Página que ofrece información sobre las formas de personalización de 
un plugin. 
- UI Websites update: Página que ofrece información sobre los cambios que se 
realizan en la página web de jQuery UI. 
Si comparamos la estructura de la wiki de jQuery UI con la estructura básica 
definida en el estudio [Dekeretal2007] podemos observar que tienen cosas en común, 
pero sin embargo, no acaba de seguir la estructura base. En este caso, podemos observar 
que la información del proyecto y de los diferentes miembros del equipo se encuentra 
documentada en la misma sección en vez de estar separada en Project Homepage y User 
Homepage. Al tratarse de una librería de plugins, especifíca los requisitos junto con una 
descripción, demos y la información relacionada con la versión de la librería en un 
mismo documento. Es decir, no tienen una estructura definida en Actor, Use Case y 
User Story. 
 
Sin embargo, aunque jQuery UI utilice una estructura diferente a la definida en otros 
estudios, no significa que realice una mala gestión de los requisitos. Al contrario, 
podemos observar que utilizando otro tipo de estructura se pueden gestionar bien y de 
forma correcta los requisitos del proyecto de la comunidad, ya que proporciona la 
información suficiente tanto a los nuevos miembros que decidan incorporarse dentro de 
la comunidad como a los existentes.  Además, se ha observado que la wiki de jQuery UI 
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tiene actualmente una actividad notable gracias a todas las aportaciones de los 
participantes de dicha comunidad, en este caso de un nivel de 313 revisiones de la wiki, 
lo que podría significar que utilizar dicha estructura es útil para todos sus usuarios para 
gestionar los requisitos de la librería. 
 
5.2.3.2 Estructura de la wiki de Camino 
 
En el caso de la comunidad de Camino tiene a disposición una wiki, la cual también 
se ha investigado con el mismo objetivo comentado anteriormente [Wiki Camino]. 
 
En el estudio realizado sobre la wiki podemos observar que es donde los 
desarrolladores informan de los nuevos requisitos y errores que van apareciendo en la 
comunidad de Camino. A través de la wiki en la sección de Cambios recientes, los 
desarrolladores informan de todos los cambios que se van realizando de cada versión de 
Camino. Además estos desarrolladores realizan reuniones semanales a través de la wiki 
donde tienen una sección de apuntes, en la cual dichos desarrolladores mantienen una 
discusión o conversación sobre la información de la reunión semanal (véase más 
información en el Apéndice B, sección 10.9). 
 
Seguidamente explico la estructura utilizada por la wiki de la comunidad de 
Camino: 
 
- Main Page: Página inicial de la wiki de Camino, en la cual encontramos los 
enlaces sobre toda la información relativa a los desarrolladores y contribuidores, 
información sobre la documentación, entre otros. 
- Community Portal: Página que contiene información general sobre novedades 
de la comunidad. 
- Current events: Página donde informan de los actuales eventos realizados en la 
comunidad. 
- Recent changes: Página que contiene información sobre todos los cambios que 
se van realizando en el proyecto de la comunidad.  
- Donaciones: Página donde informan sobre las donaciones que se pueden 
realizar a la comunidad. 
Si comparamos la estructura de la wiki de Camino con la estructura básica definida 
en el estudio [Dekeretal2007] podemos observar que no sigue la estructura básica 
definida. En este caso, podemos observar que la información del proyecto se encuentra 
documentada a través de diferentes enlaces detallados todos en la misma sección, en 
lugar de utilizar la plantilla Project Homepage. Además, no existe ningún enlace a 
algún documento donde se detalle la información general sobre los miembros de la 
comunidad, tal y como se realiza en la estructura básica con la plantilla User 
Homepage. Además, la comunidad no utiliza la wiki para especificar los Actor, Use 
Case y User Story, es decir, no se encuentran documentados las funcionalidades o 
requisitos del sistema en ninguna parte de la wiki. Sin embargo, es donde los 
desarrolladores llevan a cabo la gestión de los nuevos requisitos y errores que van 
apareciendo en la comunidad de Camino.  En la sección de cambios recientes (Recent 




cada versión de Camino, donde además, estos desarrolladores realizan reuniones 
semanales a través de la wiki donde tienen una sección de apuntes, en la cual dichos 
desarrolladores mantienen una discusión o conversación sobre la información de la 
reunión semanal. 
 
A partir de estas observaciones, al igual que en la comunidad de jQuery UI, no 
podemos afirmar que no utilizar la estructura base definida en el estudio 
[Deckeretal2007] signifique realizar o gestionar mal los requisitos del proyecto de una 
comunidad. Es decir, el hecho de utilizar otra estructura diferente en la wiki no significa 
que para los usuarios sea difícil proponer, especificar y discutir los requisitos. Además, 
se ha observado que la wiki tiene actualmente una actividad notable como se puede 
observar en la sección de Recent changes, en la cual se ven todos los cambios y 
discusiones que van realizando los participantes de la wiki para realizar la gestión del 
desarrollo del sistema. Esto podría significar que utilizar dicha estructura es útil para 
todos sus usuarios de la comunidad para gestionar los requisitos de la comunidad, en 
vez de utilizar una estructura como la definida anteriormente. 
 
5.2.3.3 Estructura de documento vs. Estructura wiki jQuery UI y Camino 
 
En la Tabla 19 podemos visualizar una comparativa de las wikis de las comunidades 
jQuery UI y Camino versus la estructura básica de documento de la Ingeniería de 
Requisitos basado en una wiki. 
 
Según el estudio de las dos wikis de las comunidades de jQuery UI y Camino se ha 
observado que el uso de las respectivas wikis es más de ámbito informativo en vez de 
colaborativo como proponen los estudios realizados, detallados en la sección 2.3.2.1 
[Dekeretal2007]. Es decir, según [Deckeretal2007] las wikis están pensadas para que los 
usuarios de las comunidades colaboren en la elaboración de los requisitos de los 
sistemas desarrollados por una comunidad, por este motivo ha construido una estructura 
básica de documento para la gestión de la Ingeniería de Requisitos basado en una wiki. 
Sin embargo, en el caso de la comunidad de jQuery UI, utilizan la wiki para introducir 
la información o documentar los requisitos que ya han sido desarrollados por la 
comunidad, para que los usuarios estén informados de los plugins de la librería. En el 
caso de la comunidad de Camino existe más participación colaborativa por parte de los 
usuarios de la wiki, donde realizan discusiones sobre los cambios que se van realizando 
en el sistema y sobre las reuniones semanales que realiza la comunidad. Sin embargo, 
estas wikis siguen teniendo un uso más informativo que colaborativo debido a la gran 
participación de los stakeholders en los foros de las respectivas comunidades. 
 
Por otra parte, no tenemos indicios de que las diferentes formas de gestionar los 
requisitos observadas en las comunidades de jQuery UI y Camino, sea una mejor que la 
otra. Por ejemplo jQuery UI, tiene una wiki bastante mejor estructurada y organizada 
que la comunidad de Camino. No obstante, no significa que jQuery UI gestione mejor 
los requisitos por tener una mejor organización que la comunidad de Camino. Cada 
comunidad tiene sus métodos, los cuales para cada una de ellas pueden ser igual de 
válidos y útiles a la hora de gestionar los requisitos. 
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Según los estudios realizados de las wikis de cada comunidad y la estructura base de 
documentos de la Ingeniería de Requisitos basado en una wiki propuesta por el estudio 
de [Deckeretal] detallada en la sección 2.3.2.1 se plantea la siguiente hipótesis: 
 
H2: Las wikis son usadas con carácter informativo más que colaborativo con respecto 



















































Tabla 19: Estructura de documento vs. estructura de las wikis de jQuery UI y Camino 
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5.2.4 Características de los foros de las comunidades OSS 
 
Según los estudios realizados sobre el proceso de gestión de requisitos en los foros 
de las comunidades OSS [Laurentetal, Scacchi 2009], tal y como se ha detallado en la 
sección 2.3.2.2 de este documento, y las características observadas sobre cada una de las 
7 comunidades OSS, se ha llevado a cabo un estudio sobre los foros de las diferentes 
comunidades de esta tesis de máster. En este caso, únicamente existen tres 
comunidades, jQuery UI, FreeRapid Downloader y Camino, que ofrecen entre sus 
infraestructuras un foro para gestionar los requisitos de la comunidad. 
 
Las observaciones realizadas en cada uno de estos foros se han centrado en analizar 
las herramientas disponibles, los procesos adoptados y la cultura general de cada foro, 
mostrado en la Tabla 20. Además también se han observado una serie de características, 
como la forma de realizar la petición de nuevos requisitos o nuevas funcionalidades, los 
roles primarios existentes en la comunidad OSS, métodos utilizados para dar prioridad a 
los requisitos y las formas de tomar las decisiones sobre los requisitos que finalmente se 
implementarán en la versión del software desarrollado por la comunidad. 
 
Seguidamente, muestro la leyenda de la Tabla 20 con el fin de proporcionar una 




- Browsing: el foro permite la navegación dentro del foro. 
- Búsqueda: el foro permite la búsqueda de temas dentro de él. 
- Comentarios: el foro permite la inserción de comentarios, nuevas peticiones o errores. 
- Priorización: usuarios encargados de priorizar las peticiones introducidas en el foro. 
A    El administrador y los desarrolladores son los encargados de dar prioridades. 
S     Los stakeholders pueden asignar prioridades. 
? El foro contiene la característica especificada en la tabla. 
- Votación: el foro permite la votación de las peticiones introducidas. 
- Monitores: el foro tiene un sistema de monitorización de las peticiones introducidas. 
- Peticiones de características: el foro se dedica a la recopilación de peticiones de requisitos. 
- Problemas de seguimiento: el foro se dedica a la recopilación de problemas de seguimiento. 
- Orden: el foro permite la ordenación de las peticiones. 
- Categorías: el foro está organizado en diversas categorías. 
   Preguntas  
   Ideas  
   Problemas  






























































































Camino (2)  ?   ?  A  ? ?  ?   1 
FreeRapid Downloader 
(3) 
?  ?  ?  A   ? ?  ?  ?  4 





(2) Camino  tiene  una  estructura  de  temas  no  organizada,  en  el  cual  es  más  difícil  realizar  la 
búsqueda de temas y su navegación, ya que el listado no sigue ningún tipo de orden. 
 
(3) La comunidad de FreeRapid Downloader dispone de cuatro  foros con el  fin de mantener una 









Si observamos las características de cada foro, mostradas en la Tabla 20, podemos 
observar que todos los foros tienen una estructura predefinida de temas. Sin embargo, 
uno de los foros, más concretamente el foro de la comunidad de Camino, se ha 
observado que su estructura predefinida no es muy buena, ya que se pueden ir 
publicando temas, donde se puede dar la casuística de que aparezcan publicados temas 
duplicados, es decir, temas con diferente asunto pero con el mismo tema de 
conversación. Este caso, suele llamarse cross-participation tal y como lo denominan en 
otros estudios [Barcellinietal, Barcellinietal2]. Por otro lado, podemos ver que solo dos 
de estas comunidades, jQuery UI y FreeRapid Downloader, disponen de herramientas 
para la búsqueda de temas, donde permiten a los usuarios buscar la existencia de los 
temas adecuados donde especificar un nuevo requisito, error o comentario. Sin 
embargo, en la mayoría de foros de comunidades OSS es difícil evitar las cross-
participations, debido a que la búsqueda de un tema adecuado es sola y únicamente 
responsabilidad del usuario del foro. En cambio, en las comunidades jQuery UI y 
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FreeRapid Downloader, tienen una estructura predefinida de temas muy bien 
estructurada y organizada, lo que permite a sus participantes encontrar rápidamente el 
tema o el foro adecuado en el que introducir su necesidad, error o simplemente 
comentario, lo que evita las cross-participations. Por lo contrario no se puede decir lo 
mismo del foro de la comunidad de Camino. 
 
Respecto al tema de la gestión de las nuevas peticiones de requisitos, las tres 
comunidades permiten la opción de introducir comentarios en los temas de los foros. 
Por otro lado, podemos observar que la comunidad de jQuery UI permite a los 
stakeholders que participan en el foro poder priorizar los requisitos aportando un voto 
de soporte en un tema del foro. De esta forma, los desarrolladores y el director de la 
comunidad no son los únicos que participan en el proceso de gestión de requisitos sino 
que los usuarios finales también le es permitido gracias al sistema de votación del foro. 
Por lo contrario, en las comunidades Camino y FreeRapid Downloader, únicamente los 
desarrolladores o el director de la comunidad son los encargados de realizar la toma de 
decisiones en el proceso de gestión de requisitos. 
 
Finalmente, los foros estudiados sobre estas comunidades, están dedicados a la 
introducción de nuevas peticiones de características o requisitos y a realizar 
aportaciones sobre problemas de seguimiento de los sistemas desarrollados por cada una 
de las comunidades. 
 
En base a los estudios realizados de los foros de cada comunidad y a las 
observaciones detalladas en la sección 2.3.2.2 se plantea la siguiente hipótesis: 
 
H3: Desde la perspectiva del administrador o jefe de proyectos, el análisis, la 
negociación y la asignación de prioridades a través de los foros es una tarea difícil.  
 
5.2.4.1 Estructura del foro de jQuery UI 
 
En el foro Developing jQuery UI de la comunidad de jQuery UI los mensajes están 
clasificados por diferentes categorías: 
 
 Preguntas  
 Ideas  
 Problemas  
 Discusiones  
 
Cuando los desarrolladores contestan a los mensajes que los usuarios de la 
comunidad envían al foro, les asignan un estado. Los diferentes estados para cada tipo 
diferente de mensajes son los siguientes: 
 
 Preguntas:  
- Sin estado: publicaciones contestadas pero sin ningún estado. 
- Necesito más información 
- Respondido: las preguntas respondidas pueden tener votos a la mejor 
respuesta. Cuando es así le asignan esta imagen al mensaje . 
- Trabajando en ello 




 Ideas : 
- Sin estado: ideas contestadas pero sin ningún estado. 
- Implementado: idea que ha sido desarrollada. 
- No se implementará: idea que no se va a implementar. 
- En curso: idea que va a ser desarrollada. 
- Lo pensaremos: piensan si la idea puede ser apropiada para ser 
desarrollada. 
- Quizá más tarde: idea que puede que sea desarrollada más adelante. 
 
 Problemas: 
- Sin estado: problemas contestados pero sin ningún estado. 
- Solución temporal sugerida: los desarrolladores o contribuyentes han dado 
una solución temporal al problema. 
- No es un problema 
- Analizando: los desarrolladores están analizando el problema. 
- Necesito más información. 
- Solucionado: cuando el usuario vota la mejor solución la imagen cambia  a 
la siguiente . 
- Trabajando en ello 
- Sin solucionar 
 
A continuación podemos ver en las Figuras 19, 20 y 21 un ejemplo de los diferentes 
mensajes de tipo pregunta, idea y problema, respectivamente. 
 
 
Figura 19: Mensaje del foro Developing jQuery UI de tipo pregunta. 
 
 
Figura 20: Mensaje del foro Developing jQuery UI de tipo idea 
 
 




Figura 21: Mensaje del foro Developing jQuery UI de tipo problema 
 
5.2.5 Principales fuentes de requisitos 
 
En la Figura 22 podemos observar los resultados obtenidos sobre el estudio de las 
principales fuentes de requisitos de las 7 comunidades OSS. Profundizando un poco 
más en los resultados, podemos visualizar que en todas las comunidades la principal 
fuente de requisitos son los propios desarrolladores del software de la comunidad, tal y 
como se muestra en la Tabla 21. Aun así, existe una importante fuente de requisitos que 
procede de los usuarios finales y una pequeña minoría procedente de los 
administradores del sistema, ya que si observamos la Tabla 21 de resultados podemos 
ver que solo en las comunidades Git, Trac, jQuery UI y Apache Http Server obtienen 
requisitos por parte de los usuarios finales y únicamente Git y Trac obtienen peticiones 
de nuevos requisitos por parte de los administradores del sistema.  
 
 
Principales fuentes de 
requisitos 
Cantidad Comunidades 
Usuarios finales 4 Git, Trac, jQuery UI y Apache Http Server 
Desarrolladores 7 Firebug, Git, Trac, jQuery UI, Camino, FreeRapid Downloader y Apache Http Server 
Administradores 2 Git y Trac  














En base a estos resultados obtenidos, podemos llegar a pensar que las 
infraestructuras utilizadas por cada comunidad pueden tener alguna relación con las 
principales fuentes de requisitos que participan en la gestión de la Ingeniería de 
Requisitos. Es decir, dependiendo del tipo de infraestructuras utilizadas por cada 
comunidad puede ser que participen diferentes tipos de usuarios (desarrolladores, 
administradores y usuarios finales). Según esta reflexión se plantea la siguiente 
hipótesis: 
 
H4: El grado de participación de los diversos tipos de usuario (administradores, 
desarrolladores, contribuidores y usuarios finales) depende de las diferentes 
infraestructuras utilizadas por la comunidad.  
 
5.2.6 Principales infraestructuras de requisitos 
 
En la Figura 23 podemos observar los resultados obtenidos sobre el estudio de las 
principales infraestructuras de requisitos de las 7 comunidades OSS. En este caso 
podemos observar que las principales fuentes de requisitos proceden de las listas de 
correo, los archivos de correo, en los cuales podemos encontrar almacenados todos los 
correos enviados a la comunidad de una lista de correo determinada, los chats, foros, 
wikis y los sistemas de gestión de errores.  Si observamos los resultados de la Tabla 22, 
podemos observar que 3 de las comunidades observadas utilizan listas de correo para 
gestionar los requisitos de la comunidad (Git, Trac y Apache http Server), 3 
comunidades utilizan chats (Git, Trac y jQuery UI), 2 comunidades utilizan wikis 
(Camino y jQuery UI), 4 comunidades utilizan los sistemas de gestión de errores 
(jQueryUI, FreeRapid Downloader, Camino y Apache http Server), 3 comunidades 
utilizan foros (jQuery UI, FreeRapid Downloader y Camino) y 2 comunidades realizan 
conferencias (Git y Apache http Server), en las cuales tratan temas relacionados sobre 
los requisitos del sistema que desarrolla la comunidad. 
 
Según estos resultados obtenidos podemos observar que no todas las comunidades 
utilizan las mismas infraestructuras para realizar la gestión de los requisitos, sino que 
cada una de ellas tiene sus formas de trabajo determinadas en las cuales utilizan una 
serie de infraestructuras determinadas para realizar todo el tema de desarrollo junto con 






Listas de correo 3 Git, Trac y Apache Http Server 
Archivos de correo 3 Git, Trac y Apache Http Server 
Foros 3 jQuery UI, FreeRapid Downloader y Camino  
Wikis 2 jQuery UI y Camino 
Chats 3 Git, Trac y  jQuery UI 
Conferencias 2 Git y Apache Http Server 
Sistema de gestión de errores 4 jQuery UI, Camino, FreeRapid Downloader y Apache Http Server 
Tabla 22: Resultados de las infraestructuras principales del estudio de las comunidades 
















Sistema de gestión de errores
Foros
 
Figura 23: Resultados obtenidos de las principales infraestructuras de requisitos 
  
 
5.2.7 Participación en las infraestructuras de cada comunidad 
 
En las Figuras 24 y 25 podemos observar los resultados obtenidos sobre el estudio 
de la participación en las infraestructuras de cada comunidad estudiadas, en este caso las 
listas de correo y los foros. En el análisis de resultados sólo se han tenido en cuenta las 
infraestructuras en la cuales se han encontrado requisitos y el número total de usuarios 
observados. Por lo tanto, si analizamos los datos de la Tabla 23, los cuales podemos 
visualizar en los gráficos de las Figuras 24 y 25, podemos observar que la gran 
participación en las diferentes infraestructuras procede de los usuarios finales que 
utilizan el software de la comunidad, como en las comunidades de jQuery UI, 
FreeRapid Downloader y Camino. Sin embargo, no hay que descartar la figura de los 
desarrolladores, los cuales también realizan un papel importante dentro de estas 
infraestructuras. Por ejemplo, en las comunidades de Git, Trac y Apache Http Server el 
número de desarrolladores participantes es más alto que el de usuarios finales. Por otro 
lado, no podemos obviar la pequeña participación que realizan algunos de los 
administradores en las comunidades de FreeRapid Downloader, Camino y Git.  
 
En este caso no confundamos el número de participaciones de usuarios que se han 
observado en el estudio de cada infraestructura con el porcentaje de participación de 
cada tipo de usuario en las mismas infraestructuras estudiadas cuyos resultados 
podemos observar en el punto siguiente. 
 
Según los resultados observados, existe una participación más alta de usuarios 
finales en las comunidades que utilizan los foros como infraestructura para gestionar los 
requisitos que las comunidades que utilizan listas de correo. El hecho de que haya una 
participación más grande de usuarios finales o desarrolladores en las infraestructuras, no 
significa que la comunidad realice una mala gestión de los requisitos. Por otro lado, el 
haber obtenido estos resultados en el estudio de las infraestructuras de las comunidades 
anteriores, no significa que obtengamos los mismos resultados si realizáramos un 
estudio sobre otras comunidades OSS. Es decir, el haber obtenido una participación más 
alta por parte de los usuarios finales en los foros, no quiere decir que en otros foros 








o Contribuidores Usuarios finales 
Listas de correo 
Git 8 30 18 
Trac  7 5 
Apache Http Server  10 7 
Foros 
jQuery UI  5 14 
FreeRapid Downloader 1 1 9 
Camino 1  12 








 Git Trac Apache http Server
Desarrolladores o Contribuidores Usuarios finales Administradores o Autores
 
Figura 24: Resultados obtenidos de la participación en las listas de correo 
 











jQuery UI FreeRapid Downloader Camino
Desarrolladores o Contribuidores Usuarios finales Administradores o Autores
 
Figura 25: Resultados obtenidos de la participación en los foros 
 
5.2.8 Porcentaje de participación de cada fuente en las infraestructuras de 
la comunidad 
 
En la Tabla 24 podemos observar los resultados obtenidos sobre el estudio del 
porcentaje de participación en las infraestructuras de cada comunidad estudiada en las 
cuales se han encontrado requisitos. Si analizamos los resultados podemos observar que 
mayoritariamente predomina la participación de los desarrolladores y usuarios finales en 
el estudio de las diversas infraestructuras. Más detalladamente podemos ver que en las 
comunidades que utilizan las listas de correo, como Git y Apache Http Server, el 
porcentaje de participación de los desarrolladores, 58.94% y 71.42% respectivamente, 
es más alto que el resto de participantes de la comunidad, tal y como se muestra en la 
Figura 26. En cambio, las comunidades que utilizan los foros, como jQuery UI (58.3%), 
Camino (64.7%) y FreeRapid Downloader (100%) el porcentaje de participación de 
usuarios finales es mucho más elevado que el resto de participaciones, tal y como 
podemos observar en la Figura 27. Esto nos puede llevar a la conclusión de que en la 
mayoría de infraestructuras de una comunidad los participantes los cuales proporcionan 
nuevas peticiones de requisitos para la comunidad, son principalmente los 
desarrolladores y los usuarios finales, aunque según el punto anterior la participación de 
usuarios finales en dichas infraestructuras sea más elevada que la del resto de usuarios. 
Es decir, una infraestructura puede tener un mayor número de usuarios finales 
participantes, pero en realidad los requisitos procedan mayoritariamente de los 
desarrolladores aunque su participación sea menor dentro de esas infraestructuras.  
 
No cabe olvidar que pueden existir discusiones privadas realizadas en chats, en las 
cuales se pueden llevar a cabo discusiones sobre la gestión de requisitos, las cuales no 









o Contribuidores Usuarios finales 
Listas de correo 
Git 10 % 58.94 % 31.05 % 
Trac  50 % 50 % 
Apache Http Server  71.42 % 28.5 % 
Foros 
jQuery UI 8.3 % 33.3 % 58.3 % 
FreeRapid Downloader   100 % 
Camino  35.3 % 64.7 % 
 













 Git Trac Apache http Server
Desarrolladores o Contribuidores Usuarios finales Administradores o Autores
 


















jQuery UI FreeRapid Downloader Camino
Desarrolladores o Contribuidores Usuarios finales Administradores o Autores
 
Figura 27: Resultados del % de requisitos obtenidos en los foros 
 
 
En base a los resultados observados, existe un porcentaje más alto de requisitos 
obtenidos a partir de los usuarios finales en los foros que en las listas de correo, tal y 
como muestran las Figuras 26 y 27. El hecho de que haya un porcentaje de requisitos 
obtenidos más grande por parte de los usuarios finales o desarrolladores en las 
infraestructuras, no significa que la comunidad realice una mala gestión de los 
requisitos. Por otro lado, el haber obtenido estos resultados en el estudio de las 
infraestructuras de las comunidades anteriores, no significa que obtengamos los mismos 
resultados si realizáramos un estudio sobre otras comunidades OSS. Es decir, el haber 
obtenido un porcentaje más alto en la obtención de requisitos por parte de los usuarios 
finales en los foros, no quiere decir que en otros foros obtengamos los mismos 
resultados y que además obtengamos un porcentaje más bajo en el resto de 
infraestructuras, como por ejemplo las listas de correo. A partir de esta reflexión 
planteamos las siguientes hipótesis: 
 
H5: El mayor porcentaje de requisitos obtenidos en las infraestructuras de las 
comunidades procede de los usuarios finales y los desarrolladores. 
 
H6: Existe un nivel más elevado de participación y colaboración de los usuarios 
finales en los foros que en las listas de correo, donde la participación de los 













5.2.9 Especificación, Análisis y diseño de los requisitos 
 
Uno de los puntos realizados en este estudio era determinar si las comunidades 
escogidas mantenían alguna forma de especificar, analizar, diseñar los requisitos en un 
documento formal. En este caso, en ninguna de las comunidades OSS investigadas en 
este proyecto se ha encontrado información sobre la publicación de documentación 
formal de los requisitos funcionales y no funcionales que tiene el sistema de cada 
comunidad. Sin embargo, tal y como hemos comentado en el transcurso de este 
documento, las comunidades OSS utilizan otros tipos de procesos o prácticas online 
para tratar el tema de la gestión de requisitos, como por ejemplo el uso de 
infraestructuras como son los foros, las wikis, listas de correo o chats.  Por ejemplo, hay 
comunidades como Camino, jQuery UI o Apache Http Server, las cuales si tienen un 
sistema formal definido para realizar sus propuestas de nuevos requisitos o gestión de 
errores dentro del Bugzilla (véase Apéndice B sección 10.5, 10.10 y 10.12). Además, 
hay comunidades como Camino y jQuery UI que utilizan Wikis para proporcionar 
información relacionada con los requisitos del sistema con el objetivo de tener 
informados a todos los usuarios de participan en el desarrollo de la comunidad, tal y 
como se ha detallado en la sección 5.2.3. 
 
5.2.10 Evolución e identificación de las prácticas de la Ingeniería de 
Requisitos 
  
Otro de los factores a tener en cuenta es que en ninguna de las comunidades se 
observa ninguna práctica de Ingeniería de Requisitos a la hora de realizar la gestión de 
los requisitos comparado con la Ingeniería de Requisitos tradicional, sino que tal y 
como hemos podido observar a lo largo de la investigación, la gestión de los requisitos 
la llevan a cabo a través de las infraestructuras que pone a disposición cada comunidad 
a los miembros y participantes de una comunidad. Además, el hecho de que cada 
comunidad estudiada en esta tesis de máster utilice sus técnicas, prácticas de trabajo y 
tipos de liderazgo para la gestión de requisitos y el desarrollo del sistema de la 
comunidad, no significa que sea una forma mejor o peor de gestionar la Ingeniería de 
Requisitos en las comunidades OSS. Es decir, cada una de ellas utiliza las prácticas de 
trabajo que más le convienen para llevar a cabo la Ingeniería de Requisitos. De este 
modo, es interesante explorar estas prácticas con el fin de enriquecer y o mejorar los 



























6 Validez y limitaciones del estudio 
l estudio realizado en esta tesis de máster presenta algunas referencias que 
afectan a su validez. En esta sección se procede al análisis de las amenazas 
existentes según los términos de validez de construcción, validez interna y 
validez externa, junto con las estrategias correspondientes utilizadas sobre estas 
amenazas. 
 
6.1 Validez de la construcción 
 
La validez de la construcción de un estudio expone el grado en que los elementos 
utilizados en el estudio, como por ejemplo cuestionarios y entrevistas, miden realmente 
lo que se debe medir en un estudio para que proporcione respuestas significativas y 
coherentes.  
 
En base a esta definición, esta tesis de máster se ha fundamentado en un estudio de 
carácter exploratorio en el cual se muestra la caracterización y comprensión de los 
procesos de la Ingeniería de Requisitos en los proyectos de las comunidades de 
desarrollo OSS, en vez de basarse únicamente en las observaciones que se ha realizado 
en la literatura existente. Es decir, las preguntas propuestas junto con las características 
o aspectos de observación realizados en este estudio, están basados en las formas de 
trabajo o comportamientos, así como la información proporcionada por las comunidades 
OSS. Por este motivo se considera una estrategia adecuada para debatir con posibles 
amenazas a la validez de construcción. 
 
6.2 Validez interna 
 
La validez interna de un estudio expone al grado de objetividad de los casos de 
estudio de una investigación. En otras palabras, si los casos de estudio reflejan y 
explican verdaderamente la situación que se ha analizado.   
 
En nuestro caso, en esta tesis de máster se han utilizado una serie de estrategias, las 
cuales fomentan la validez interna de la investigación. En primer lugar, se trata de una 
tesis de ámbito académico. Cómo primera estrategia, tal y como se detalla en la sección 
3, se ha cogido una muestra aleatoria de comunidades OSS a través de la lista de todos 
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los proyectos que se hospedan en Ohloh.net, donde los datos no han podido ser 
manipulados con el objetivo de obtener mejores resultados de los casos de estudio. 
Además, los objetivos planteados, junto con las preguntas y aspectos propuestos (véase 
sección 1 y 3) nos han permitido realizar un modelo de análisis igual para cada 
comunidad OSS, lo cual disminuye la aparición de desviaciones dentro del análisis de 
resultados obtenidos de los casos de estudio de las comunidades. 
 
En segundo lugar, existen otros aspectos considerados que también afectan a la 
validez interna de esta tesis de investigación. Uno de ellos, es la volatilidad de la 
información que podemos encontrar en cada una de las comunidades OSS estudiadas. 
En nuestro caso, la información que se puede encontrar sobre la gestión de requisitos a 
través de las infraestructuras estudiadas de cada comunidad, puede variar con el tiempo 
siendo ampliada, modificada o suprimida según el caso, cosa que hace variar el 
resultado del estudio dependiendo de las fechas escogidas para llevarlo a cabo. Por este 
motivo, se han detallado las fechas a la hora de realizar el análisis e investigación de 
cada comunidad y sus respectivas infraestructuras con el objetivo de establecer la 
validez interna a la información resultante encontrada.  
 
6.3 Validez externa 
 
La validez externa indica la capacidad de generar las conclusiones de los casos de 
estudio realizados en una investigación. Por lo tanto, es de gran importancia acentuar, 
que el carácter del estudio es exploratorio y como tal, en la generación de conclusiones 
de los casos de estudio realizados en esta tesis de máster no intenta realizar 
generalizaciones más allá del ámbito del estudio, sino que se centra en el contexto del 
estudio de cada comunidad. 
 
Para poder realizar un estudio con una validez externa aceptable se tendría que 
realizar una investigación con una muestra más grande de proyectos OSS existentes 
actualmente en el mundo. Como es un caso difícil de abordar, la muestra escogida de 
proyectos para realizar los casos de estudio es más pequeña, donde se decidió realizar 
un estudio sobre 7 comunidades escogidas a partir del numeroso listado de proyectos 
alojados en Ohloh.net. Con el fin de realizar la elección de las 7 comunidades a estudiar, 
se extrajo un listado de todos los proyectos que existen en Ohloh.net en función del 
tamaño y dominio de la aplicación. A partir de este listado se realizó una partición en 
tres partes según el número de usuarios que contienen las comunidades, la cual 
finalmente quedó divida en comunidades con un rango de usuarios grande, comunidades 
con un rango de usuarios mediano y  comunidades con un rango de usuarios pequeño, 
con el fin de escoger proyectos de diferentes tamaños en función de los usuarios y 
características. Una vez realizada la partición se decidió escoger al azar tres 
comunidades de rango alto, dos comunidades de rango mediano y dos comunidades de 
rango pequeño. De esta forma, nuestro estudio permite una mayor fiabilidad a la hora de 
realizar las observaciones, ya que los proyectos escogidos para los casos de estudio 
tienen envergaduras distintas. Además, se debe observar que los resultados obtenidos en 
esta tesis podrían haber variado si el criterio de selección de las comunidades hubiera 
sido otro cualquiera. Esto quiere decir que las afirmaciones que se hayan podido realizar 
en esta tesis, no se deben considerar como afirmaciones sino como hipótesis generadas 
que deben ser validadas más a fondo. En este caso las hipótesis serán validadas en el 




con el grupo SU-NTNU, con un conjunto de la población más grande, es decir, realizará 











7 Conclusiones y Futuro Trabajo 
 
n esta sección, describimos las conclusiones obtenidas de los análisis realizados 
sobre los resultados obtenidos y las hipótesis que se han generado a partir de 
dichos resultados, mostradas en la Tabla 25, para que futuramente sean 
analizados en el proyecto que realizará el grupo de investigación GESSI-UPC junto con 
el grupo SU-NTNU. 
 
Según el estudio de las 7 comunidades OSS y los resultados obtenidos, se ha 
observado que todas las comunidades utilizan infraestructuras online como una forma 
central para observar, participar y contribuir en el desarrollo del proyecto distribuido 
entre sus participantes a nivel mundial. La mayoría de comunidades OSS tienen a 
disposición de los usuarios una serie de infraestructuras, las cuales son comunes en 
todas ellas, como son los foros de discusión, las listas de correo electrónico, chats, 
wikis, sistemas de gestión de errores y tablones de anuncios. No obstante, existen 
comunidades donde sus  usuarios participan en discusiones privadas, las cuales no 
llegan a ser públicas para los usuarios finales debido a su contenido confidencial.  
 
7.1 Tipos de liderazgo más usados 
 
Aunque los proyectos OSS parezcan dispersos por su gran distribución a nivel 
mundial, todas las comunidades estudiadas mantienen una estructura jerárquica, en la 
cual existen desarrolladores, contribuidores y uno o varios administradores de proyecto. 
Sin embargo, cada comunidad tiene su tipo de liderazgo y sus formas de realizar las 
prácticas de trabajo dentro de la comunidad, tal y como se ha estudiado en el punto 
5.2.1 y 5.2.2. En este estudio en particular, hemos observado que los tipos de liderazgo 
más frecuentes son: 
 
- Organización o dictador benevolente (2): El proceso de desarrollo es liderado 
por una organización (compañía, institución o comité) o por un dictador 
benevolente que define un calendario formal para el proyecto. La comunidad 
está fuertemente involucrada en el proceso de toma de decisiones, aunque 
finalmente las decisiones son tomadas por el líder del proyecto. 
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- Comunidad con principios comunes y reglas formales (3): La comunidad se 
rige por principios comunes y reglas formales. Las decisiones se toman 
principalmente a través de sistemas de votación u órganos de gobierno 
directamente escogidos por los contribuyentes. 
 
Eso no quiere decir que el resto de comunidades existentes en el gran mundo de las 
comunidades OSS practiquen únicamente esos liderazgos, sino que podríamos 
encontrarnos con comunidades que practiquen los tipos de liderazgo siguientes: 
 
- Organización predominante (1): El proceso de desarrollo es liderado por una 
organización (compañía, institución o comité) la cual tiene un rol de liderazgo 
predominante, toma las decisiones y define un calendario formal para el 
proyecto. 
 
- Comunidad sin organización formal (4): La comunidad carece de una 
organización formal y un órgano de gobierno, donde las decisiones son tomadas 
a través de discusiones informales.  
 
De esta forma, cuando el grupo de investigación GESSI-UPC junto con el grupo 
SU-NTNU realice el futuro estudio sobre una muestra más grande de comunidades 
OSS, no significa que obtenga los mismos resultados en los tipos de liderazgos que los 
encontrados en este previo estudio, sino que puede darse el caso de obtener 
comunidades con un tipo de liderazgo 1 y 4 o incluso encontrar nuevas formas de 
liderar una comunidad.  
 
Por otro lado, en este estudio hemos encontrado un nuevo tipo de liderazgo 
practicado por dos comunidades en este estudio: 
 
- Líder + organización formal (5): La comunidad tiene un líder y una 
organización formal, el cual está involucrado en la fase de la toma de decisiones 
del proyecto. Sin embargo, los desarrolladores, contribuidores y usuarios finales 
están fuertemente implicados en la toma de decisiones a través de sistema de 
votación junto con discusiones informales realizadas a través de infraestructuras 
online. 
  
A través de este nuevo tipo de liderazgo obtenido, se podría dar el caso de que 
existieran más comunidades OSS que practicaran ese tipo de liderazgo como las 
comunidades Camino y jQuery UI. Por lo tanto, el tipo de liderazgo practicado por una 
comunidad es un aspecto importante a tener en cuenta a la hora de realizar la 
observación de la gestión de requisitos, ya que según el tipo de liderazgo utilizado se 
efectuarán diferentes tomas de decisiones respecto la obtención, análisis y 
especificación de requisitos, así como en la futura implementación del sistema. 
 
7.2 Prácticas de trabajo más utilizadas 
 
Según la Ingeniería de Requisitos tradicional, las actividades definidas por el ciclo 
de vida como son la elicitación, el análisis, la validación, la negociación, la 
documentación y la gestión son actividades a seguir necesarias para que el sistema a 




dentro de las prácticas desarrolladas para realizar la gestión de requisitos en las 
comunidades OSS, y sin embargo, son fiables y de alta calidad según todos los usuarios 
seguidores del movimiento OSS. En el caso del primer paso del ciclo de vida de la 
Ingeniería de Requisitos, la elicitación, las comunidades no tratan de identificar a los 
stakeholders del sistema, los cuales proporcionarán los objetivos, los requisitos, las 
expectativas y los límites del sistema, sino que son los propios desarrolladores  y 
usuarios finales los que definen las necesidades del sistema. Por otro lado, tampoco se 
documentan los requisitos en un documento formal tal y como se realiza en la Ingeniería 
de Requisitos tradicional, sino que estos se encuentran definidos en las listas de correo, 
en los foros de discusión, los sistemas de gestión de errores, wikis y chats 
proporcionados por las comunidades OSS, como  podemos observar en los diferentes 
estudios de las 7 comunidades (véase más información en el Apéndice B y sección 4). 
Por lo tanto, todas las fases del ciclo de vida de la Ingeniería de Requisitos tradicional, 
se realizan a través de dichas infraestructuras, muchas veces debido a la gran 
familiarización que tienen los miembros de las comunidades. 
 
Tal y como se comentaba anteriormente, cada comunidad tiene sus formas de 
trabajar. En el estudio se han observado que las prácticas de trabajo más frecuentes, 
mostradas en la sección 5.2.2, son:  
 
- In situ (1): Los desarrolladores trabajan en el mismo lugar, se comunican a cara-
a-cara y realizan reuniones físicas regulares. 
 
- Infraestructuras online + Reuniones físicas (3): La comunidad está dispersa y 
la mayoría de desarrolladores se comunican a través de herramientas de 
comunicación virtual. Un subconjunto de desarrolladores puede trabajar en el 
mismo lugar y reunirse regularmente. 
 
- Infraestructuras online (4): La comunidad está dispersa y todos los 
desarrolladores se comunican de forma online. Carecen totalmente de reuniones 
físicas o raramente se ocasionan. 
 
Con estos resultados podemos observar que la gran mayoría de comunidades utiliza 
infraestructuras online para gestionar los requisitos de su comunidad. Sin embargo, no 
podemos generalizar este resultado ya que en el estudio futuro o en el resto de 
comunidades existentes en el mundo OSS se podría dar el caso de encontrar otros tipos 
de prácticas de trabajo no definidas en este estudio. Además, hay comunidades que 
realizan reuniones físicas regularmente, cosa que no significa que gestionen mejor los 
requisitos que una comunidad que no realiza dichas reuniones y solamente utiliza 
infraestructuras online para gestionarlos. En este caso se han encontrado comunidades, 
como jQuery UI, Camino y FreeRapid Downloader, las cuales tienen unas 
infraestructuras muy bien organizadas, estructuradas y muy intuitivas para cualquier 
usuario de la comunidad que quiera realizar cualquier solicitud de un nuevo requisito, 
así como proporcionar un voto a una funcionalidad que le agrade o necesite. Pero 
tampoco podemos afirmar que las comunidades que no tienen esa buena organización 
en sus infraestructuras realicen una mala gestión de los requisitos. Según este análisis 
realizado sobre las prácticas de trabajo y los estudios realizados de cada comunidad se 
ha planteado la siguiente hipótesis (Tabla 25): 
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H1: Las comunidades que realizan reuniones o conferencias gestionan de forma 
menos eficiente los requisitos, en comparación a las comunidades que solamente 
utilizan infraestructuras online. 
 
7.3 Estructura de las wikis en las comunidades OSS 
 
Haciendo referencia a las infraestructuras, en este estudio se han observado las wikis 
y los foros de las 7 comunidades OSS. En el caso de las wikis, en el estado del arte se ha 
observado como [Dekeretal2007] realizó un estudio en el cual propuso una estructura de 
documento para una wiki basada en Ingeniería de Requisitos. Durante el estudio de las 
wikis de las comunidades OSS, jQuery UI y Camino, hemos encontrado diferencias con 
esta respectiva estructura de documento, propuesta por el estudio [Dekeretal2007]. Cada 
una de estas dos comunidades utiliza una forma diferente de representar y utilizar esta 
infraestructura para proporcionar información y uso a los miembros de la comunidad. A 
partir de estas observaciones, las cuales podemos observar en el apartado 5.2.3, no 
podemos afirmar que cualquier comunidad que utilice una estructura de una wiki 
diferente a la definida por el estudio [Dekeretal2007], repercuta en una mala gestión y 
realización de los requisitos de una comunidad. Es decir, el hecho de utilizar otra 
estructura no significa que para los miembros de la comunidad que utilizan dicha wiki 
les sea difícil proponer nuevas peticiones de requisitos, sus respectivas especificaciones 
y la discusión de los mismos. Además en el respectivo estudio de estas wikis se ha 
identificado una participación notable por parte de los usuarios de las comunidades, 
cosa que significa que utilizar estos tipos de estructuras es de utilidad para todos los 
usuarios de la comunidad con el fin de poder gestionar los requisitos de los sistemas a 
desarrollar. Por otra parte, otro aspecto importante es el uso informativo respecto al 
colaborativo que se ha observado en el estudio de las wikis de las comunidades de 
jQuery UI y Camino. Es decir, según el estudio de [Dekeretal2007], las wikis están 
pensadas para que sus miembros colaboren en la elaboración de los requisitos de los 
sistemas desarrollados en una comunidad. Sin embargo, en el análisis profundo 
realizado sobre las wikis de estas comunidades se ha observado una participación más 
informativa que colaborativa. Esto no quiere decir que el resto de comunidades que 
tengan entre sus infraestructuras una wiki, la utilicen de forma informativa tal y como 
ha resultado en este estudio. Además, este aspecto tampoco implica una mala gestión de 
los requisitos por parte de las comunidades, sino que quizá están utilizando otras 
infraestructuras, como pueden ser los foros, para que sus usuarios participen en la 
gestión de los requisitos de la comunidad. O simplemente, a los usuarios de la 
comunidad les es útil esta forma de utilizar dicha infraestructura. Según el análisis de 
los resultados obtenidos del estudio de las wikis en esta tesis de máster se ha planteado 
la siguiente hipótesis (Tabla 25): 
 
H2: Las wikis son usadas con carácter informativo más que colaborativo con 
respecto a la gestión de requisitos. 
  
7.4 Características de los foros en las comunidades OSS 
 
En el caso del estudio de los foros de las 7 comunidades OSS, las comunidades de 
jQuery UI, Free Rapid Downloader y Camino, se han analizado una serie de 




introducción de nuevas peticiones de características o requisitos y para realizar 
aportaciones sobre problemas de seguimiento de los sistemas desarrollados por cada una 
de las comunidades. Sin embargo, al realizar el estudio se han analizado una serie de 
características, como por ejemplo la estructura predefinida de temas, los temas de 
búsqueda, como se gestionan las nuevas peticiones de requisitos y la dedicación del 
foro, las cuales nos han aportado algunas problemáticas respecto el uso de un foro mal 
estructurado. Por ejemplo, el foro de la comunidad de Camino no tiene una buena 
estructura predefinida de temas, en el cual se pueden ir publicando temas donde se 
puede dar la casuística de que aparezcan temas duplicados, es decir temas con diferente 
asunto pero con el mismo contenido en la discusión. Esta problemática, según otros 
estudios suele llamarse cross-participations [Barcellinietal, Barcellinietal2]. Por otra 
parte, esto no significa que el resto de foros de las comunidades tengan una mala 
estructura predefinida de temas lo cual perjudique a la gestión de requisitos de la 
comunidad. Contrariamente, tal y como demuestra este pequeño estudio, existen foros 
con una buena y organizada estructura de temas, lo cual permite realizar una mejor 
gestión de los requisitos a todos los miembros usuarios del foro, ya que permite a sus 
participantes un fácil acceso al tema del foro adecuado en el cual desean introducir un 
nuevo requisito, error o simplemente comentario. Además, otro aspecto importante a 
observar es el sistema de priorización de votos de los temas que algunos foros ofrecen. 
De esta manera permiten a los stakeholders que introduzcan un voto a favor sobre la 
discusión de un tema del foro en particular. Así, los desarrolladores y el director de la 
comunidad no son los únicos que participan en el proceso de gestión de requisitos sino 
que se da la opción de participar también a los usuarios finales del sistema desarrollado 
por la comunidad. Sin embargo, el hecho de priorizar los votos, desde el punto de vista 
del administrador, puede plantear que las tareas de análisis, negociación y la asignación 
de prioridades sean más difíciles. Con esta reflexión y los análisis de los resultados 
realizados a partir de los estudios de los foros de la comunidad se plantea la siguiente 
hipótesis (Tabla 25): 
 
H3: Desde la perspectiva del administrador o jefe de proyectos, el análisis, la 
negociación y la asignación de prioridades a través de los foros es una tarea difícil.  
 
7.5 Principales fuentes de requisitos e infraestructuras de las 
comunidades OSS 
 
En este estudio se han observado las principales y diversas fuentes de requisitos que 
existen en las 7 comunidades OSS. En este caso se ha observado que la principal fuente 
de requisitos son los propios desarrolladores de los sistemas de las comunidades OSS. 
Sin embargo, existe una importante fuente de requisitos que procede de los usuarios 
finales de la comunidad. Todas las comunidades mantienen una serie de usuarios finales 
activos los cuales participan en las discusiones públicas que tienen lugar en los foros o 
listas de correo como informantes de nuevos requisitos, errores o incidencias que se 
producen las diferentes versiones del software desarrollado en estas comunidades. No 
obstante, muchos de estos usuarios finales activos suelen ser los mismos desarrolladores 
o nuevos usuarios interesados en formar parte como desarrolladores de una comunidad. 
Cuando un nuevo usuario está interesado en formar parte de la comunidad necesita 
encontrar información sobre el proyecto de la comunidad y sobre las prácticas de 
desarrollo que mantiene la comunidad habitualmente para poder colaborar. Todas las 
comunidades estudiadas ofrecen una serie de información sobre el software de la 
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comunidad. Sin embargo, no todas ofrecen una descripción del funcionamiento o 
políticas generales de la comunidad. Esta observación es de gran importancia, debido a 
que si un usuario nuevo desea colaborar aportando nuevos requisitos en la comunidad le 
es necesario conocer dónde debe realizar esa aportación, ya que una comunidad puede 
tener varias infraestructuras en las cuales pueda introducir ese requisito. En el caso de 
este estudio, las principales infraestructuras de requisitos proceden de las listas de 
correo, archivos de correo, wikis, foros, chats y los sistemas de gestión de errores. 
Según los resultados obtenidos podemos observar que no todas las comunidades utilizan 
las mismas infraestructuras para realizar la gestión de los requisitos, sino que cada una 
de ellas tiene sus formas de trabajo determinadas en las cuales utilizan una serie de 
infraestructuras determinadas para realizar todo el tema de desarrollo junto con la 
gestión de requisitos y la gestión de errores del software que realiza cada comunidad. 
Por otro lado, existen varias comunidades las cuales utilizan más de una infraestructura 
para introducir nuevos requisitos o incidencias producidas en el software realizado por 
la comunidad, como por ejemplo la comunidad FreeRapid Downloader, la cual utiliza 
paralelamente los foros y el bug tracking system para gestionar sus requisitos y errores. 
Esto genera el problema comentado anteriormente en las prácticas de trabajo de la 
comunidad realizadas por los desarrolladores y usuarios finales, ya que se pueden 
producir “cross-participations”, es decir, se pueden encontrar en diferentes 
infraestructuras la misma propuesta de un requisito e incidencia.  
 
Según este análisis realizado sobre las principales fuentes de requisitos e 
infraestructuras de cada comunidad se ha planteado la siguiente hipótesis (Tabla 25): 
 
H4: El grado de participación de los diversos tipos de usuario (administradores, 
desarrolladores, contribuidores y usuarios finales) depende de las diferentes 
infraestructuras utilizadas por la comunidad. 
 
7.6 Participación en las infraestructuras de las comunidades OSS 
 
En este estudio también hemos observado las diferentes participaciones que existen 
en un foro versus las participaciones que existen en una lista de correo, donde existe una 
participación más alta de usuarios finales en las comunidades que utilizan los foros 
como infraestructura para gestionar los requisitos que las comunidades que utilizan 
listas de correo. El hecho de que haya una participación más grande de usuarios finales 
o desarrolladores en las infraestructuras, no significa que la comunidad realice una mala 
gestión de los requisitos. Por otro lado, el haber obtenido estos resultados en el estudio 
de las infraestructuras de las comunidades anteriores, no significa que obtengamos los 
mismos resultados si realizáramos un estudio sobre otras comunidades OSS. 
 
En el estudio realizado de todas las infraestructuras de las diferentes comunidades 
estudiadas en esta tesis, se puede generalizar que los requisitos proceden de las propias 
necesidades que tienen los desarrolladores y de las aportaciones de nuevos requisitos o 
incidencias que los usuarios finales encuentran en las diferentes versiones del software 
desarrollado de una comunidad. En todas las infraestructuras observadas las principales 
fuentes de requisitos proceden de la gran participación de los desarrolladores y usuarios, 
exceptuando una pequeña participación de los administradores del sistema. Esto nos 
puede llevar a la conclusión de que en la mayoría de infraestructuras de una comunidad 




comunidad, son principalmente los desarrolladores y los usuarios finales, aunque la 
participación de usuarios finales en dichas infraestructuras sea más elevada que la del 
resto de usuarios. Es decir, una infraestructura puede tener un mayor número de 
usuarios finales participantes, pero en realidad los requisitos procedan mayoritariamente 
de los desarrolladores aunque su participación sea menor dentro de esas infraestructuras. 
No obstante, a parte del estudio de las infraestructuras, existen los canales de chats 
proporcionados a los miembros de las comunidades a los cuales es imposible su acceso 
si no formas parte de los miembros de la comunidad. Por este motivo, no se han podido 
observar si hay existencia de requisitos en las conversaciones que se producen en los 
chats privados a causa de su contenido confidencial y no público. A partir de estas 
reflexiones obtenemos las siguientes hipótesis (Tabla 25):  
 
H5: El mayor porcentaje de requisitos obtenidos en las infraestructuras de las 
comunidades procede de los usuarios finales y los desarrolladores. 
 
H6: Existe un nivel más elevado de participación y colaboración de los usuarios 
finales en los foros que en las listas de correo, donde la participación de los 























Tabla 25: Hipótesis resultantes del estudio 
 
7.7 Roles de colaboración 
 
En el estado del arte, hemos explicado diferentes roles de colaboración que una 
industria puede tener con una comunidad OSS. Cuando existe una colaboración activa 
entre una comunidad OSS y una propietaria, la empresa debe de ser capaz de seguir las 
normas de la comunidad, la cual será la encargada de realizar la toma de decisiones. En 
el caso de este estudio, no se ha observado ninguna colaboración por parte de una 
industria privada, la cual participe con el fin de proponer sus necesidades para que sean 
desarrolladas por la comunidad. Esto es debido a que no se ha encontrado información 
sobre este tema dentro de las comunidades. 
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7.8 Trabajo Futuro 
 
Finalmente, tal y como se ha ido comentado durante toda esta tesis de máster, el 
trabajo futuro será el estudio en profundidad, que posteriormente realizará el grupo de 
investigación GESSI-UPC junto con el grupo SU-NTNU. Esta investigación más 
profunda podría ser ampliada intentando realizar los siguientes estudios: 
 
- Estudios de las infraestructuras no públicas a través de Internet, como canales de 
chats privados en los cuales se producen discusiones entre  miembros de la 
comunidad donde seguramente se encuentren propuestas de nuevos requisitos. 
Para ello sería necesario introducirse como miembros de la comunidad para 
poder acceder a estos chats con conversaciones de carácter confidencial, con el 
fin de encontrar más información sobre cómo las comunidades elicitan y realizan 
la gestión de los requisitos del software que desarrollan. 
 
- Estudios a gran escala que analicen en profundidad directamente los aspectos 
colaborativos de los diferentes roles relacionados con OSS, con el fin de 
demostrar las relaciones que existen entre el liderazgo y las prácticas de trabajo 
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9 Apéndice A 
 
En esta sección encontramos la documentación disponible de la versión 2.2 de la 
comunidad de Apache Http Server y las listas de mails que proporciona la comunidad. 
 
9.1 Documentación versión 2.2 Apache HTTP Server 
 
Notas de las versiones (Release notes) 
 
- New features with Apache 2.1/2.2: Este documento describe algunos de los 
principales cambios entre las versiones 2.0 y 2.2 del proyecto Apache http 
Server. 
- New features with Apache 2.0: Este documento describe algunos de los 
principales cambios entre las versiones 1.3 y 2.0 del proyecto Apache http 
Server. 
- Upgrading to 2.2 from 2.0: Con el fin de ayudar a mejorar, la comunidad 
proporciona un documento que se va manteniendo actualizado, el cual describe 
la información crítica a los usuarios de Apache. Estos documentos contienen 
breves notas de los cambios que se han realizado desde la versión 2.0 hasta la 
versión 2.2, por lo que encontraremos mucha más información en los 
documentos de nuevas funcionalidades de Apache (New features with Apache 
2.1/2.2).  
- Apache License: Documento donde explica la licencia de la versión 2.2 de 
Apache. 
 
Manuales de Referencia 
 
- Compiling and Installing: Documento que describe  la compilación e 
instalación del Apache Http Server, solamente en las plataformas Unix y Unix-
like. Si se desea encontrar información sobre cómo compilar e instalar en 
Windows, debe consultar la documentación Using Apache Httpd with Microsoft 
Windows.  
- Starting: Documento que describe como ejecutar el programa httpd sobre Unix. 
- Stopping or Restarting: Documento que describe la detención y reiniciación de 
Apache en sistemas Unix. 
- Run-time Configuration Directives: Documento en el cual encontramos las  
directivas disponibles de Apache. 
- Directive Quick-Reference: La directiva de referencia rápida muestra el uso, 
por defecto, el estado y contexto de cada directiva de configuración de Apache. 
- Modules: Documento que muestra una lista de todos los módulos que vienen 
como parte de la distribución de Apache. 
- Multi-Processing Modules (MPMs): Documento que describe que es un 
Módulo de Multiprocesamiento y cómo se utiliza el Apache Http Server. 
- Filters: Documento que describe el uso de filtros en Apache. 
- Handlers: Documento que describe el uso de los controladores en Apache. 
- Server and Supporting Programs: Página en la cual encontramos 
documentado todos los programas ejecutables incluidos en el Apache Http 
Server. 
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- Glossary: Glosario que define algunos términos comunes relacionados 
particularmente con Apache, y servidores web en general. 
 
Guías de usuario 
 
- Binding: Configuración de Apache para escuchar sobre direcciones IP y puertos 
específicos. 
- Configuration Files: Documento que describe los archivos utilizados para 
configurar el Apache Http Server. 
- Configuration Sections: Documento que describe cómo utilizar los 
contenedores de sección de configuración para cambiar el ámbito de aplicación 
de otras directivas de configuración. 
- Content Caching: Documento que describe cómo utilizar las funciones de 
almacenamiento en caché para acelerar el Apache Web y el proxy de servicio, 
evitando los problemas comunes y errores de configuración. 
- Content Negotiation: Documento que describe como Apache soporta la 
negociación de contenido. 
- Dynamic Shared Objects (DSO): Documento que describe cómo usar los 
módulos DSO. 
- Environment Variables: El Apache Http Server proporciona un mecanismo 
para almacenar información en variables de entorno. Esta información puede ser 
usada para controlar diversas operaciones, como el registro o control de acceso. 
Las variables se utilizan también como un mecanismo para comunicarse con 
programas externos, tales como scripts CGI. Por lo tanto en este documento 
encontraremos una explicación de las diferentes maneras de manipular y utilizar 
estas variables. 
- Log Files: Documento que describe cómo configurar las capacidades de 
registro, y cómo entender lo que contienen los registros. 
- Mapping URLs to the Filesystem: Documento que explica cómo Apache 
utiliza la dirección URL de una petición para determinar la ubicación del sistema 
de archivos desde donde se sirve el archivo. 
- Performance Tuning: Documento que describe las opciones que un 
administrador del servidor puede configurar para ajustar el rendimiento de una 
instalación de Apache 2.x. 
- Security Tips: Documento que proporciona algunos consejos y sugerencias 
sobre cuestiones de seguridad en el establecimiento de un servidor web.  
- Server-Wide Configuration: Documento que explica algunas de las directrices 
proporcionadas por el servidor, el cual se utiliza para configurar las operaciones 
básicas del servidor. 
- SSL/TLS Encryption 
- Suexec Execution for CGI 
- URL Rewriting Guide 
- Virtual Hosts: Lista de documentos que explican todos los detalles de hosting 




- Authentication, Authorization, and Access Control 
- CGI: Dynamic Content 
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- .htaccess files: Este, proporciona una forma de realizar cambios de 
configuración en un per-directory. 
- Server Side Includes (SSI) 
- Per-user Web Directories (public_html) 
 
Notas de plataformas especificas 
 
- Microsoft Windows: Documento que explica cómo instalar, configurar y 
ejecutar la versión 2.2 de  Apache en Microsoft Windows. 
- Novell NetWare: Documento que explica cómo instalar, configurar y ejecutar la 
versión de Apache bajo Novell NetWare 6.0 y superior. 




- Frequently Asked Questions: Este documento no es un FAQ tradicional, sino 
más bien una guía rápida que muestra qué se debe hacer cuando tenemos 
problemas con el servidor Apache Http.  
- Apache 1.3 FAQ: Un documento más tradicional, pero bastante obsoleto. 
- Sitemap 
- Documentation for Developers: Documentación para desarrolladores de 
Apache 2.0 
- Other Notes 
 
9.2 Listas de mails de Apache HTTP Server 
 
Seguidamente muestro las listas de correo relacionadas con el proyecto Apache Http 
Server. 
 
- Apache Server Announcements: La lista de correo 
(announce@httpd.apache.org) se utiliza para transmitir información acerca de las 
nuevas versiones, correcciones de errores, y los próximos eventos. Esta lista de 
correo la podemos encontrar en la siguiente dirección, 
http://httpd.apache.org/dev/. Por otra parte, hay que tener en cuenta que la lista 
de correo de desarrolladores no es un foro de apoyo a los usuarios, es para gente 
que trabaja activamente en el desarrollo del código del servidor. 
 
- User Support and Discussion: Es la lista y grupo de discusión donde se 
realizan cuestiones de cómo funciona Apache y su configuración. 
 
- Apache HTTP Server Development Main Discussion List: La lista de correo 
dev@httpd.apache.org se utiliza para los debates sobre el desarrollo real del 
servidor. Esta lista es sólo para la discusión de los cambios en el código fuente y 
otros temas relacionados. 
 
- Apache HTTP Server Bug Reports List: Esta es la lista de correo donde se 
registran todas las actividades de la base de datos de informes de problemas. Si 
somos un miembro de esta lista, recibiremos un mensaje cada vez que un 
informe es agregado o modificado.  
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- Source Change Reports: Esta lista de correo se utiliza para notificar a los 
desarrolladores y otras partes interesadas sobre los cambios aplicados en el 
repositorio Máster Subversion.  
 
- Apache HTTP Server Documentation Project: Esta lista de correo es utilizada 
por las personas que trabajan en la mejora y la traducción de la documentación 
del servidor Http Apache. Se utiliza sobre todo para la discusión de cambios en 
la documentación. 
 
- Third-Party Module Authors' List: Esta lista de correo es para personas que 
están realmente involucradas en la escritura de terceras partes o módulos 
privados para Apache Http server. Se trata de una lista de apoyo para los 
programadores para discutir temas relacionados con el desarrollo de módulos de 
servidor Web utilizando el módulo de Apache Http Server y las API APR. Esta 
lista históricamente se encontraba alojada en apache-modules@covalent.net, que 
actualmente se encuentra cerrada, pero siguen estando archivados en MARC. 
 
- HTTP Third-Party Module Directory: En este directorio, la Apache Software 
Foundation no aloja, ni gestiona, ni  da soporte a los módulos de terceras partes, 
pero si existe un directorio de referencia. Como usuario, podemos buscar los 
módulos que puedan resolver nuestras necesidades específicas, y como autor de 
módulos de terceros podemos agregar los módulos de propia creación en el 
directorio.  
 
- Packagers' List: En esta lista tienen lugar las discusiones de paquetes de 
terceros del servidor web Apache. 
 
- Proxy Module Rework Discussion List: Esta lista está cerrada. La discusión 
del desarrollo proxy debe tener lugar en la lista de desarrolladores principal. Los 
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10 Apéndice B 
 
En este apéndice se encuentran los estudios realizados de las infraestructuras más 
relevantes de las comunidades estudiadas anteriormente en esta tesis de máster, en los 
cuales encontraremos representados algunos de los mensajes estudiados de cada 
infraestructura, donde los que contengan requisitos serán mostrados, a diferencia de los 
que no, con el asunto marcado en color amarillo.   
 
10.1 Estudio de Firebug CVS de Firebug 
 
La comunidad de Firebug tiene a disposición una lista de correo  llamada Firebug 
CVS [Firebug-cvs], donde al realizar el estudio se ha observado que el periodo de 
correos enviados en el Firebug CVS se ha establecido entre mayo del año 2003 hasta 
julio del año 2006, tal y como se puede ver en la Figura 28. 
 
 
Figura 28: Periodo de utilización del Firebug-cvs 
 
El objetivo del estudio de esta infraestructura, tal y como se ha comentado en la 
introducción de este documento, es observar si se encuentran mensajes enviados por los 
usuarios de la comunidad que en su contenido contengan o muestren algún requisito 
funcional o no funcional del software que desarrollan en colaboración los usuarios de la 
comunidad de Firebug. Para poder cumplir este objetivo se ha investigado un conjunto 
de mensajes enviados por los usuarios de la comunidad en la lista de correo de Firebug, 
los cuales observamos seguidamente. 
 




OT: Solicitud para participar en una encuesta para una tesis doctoral sobre 
Proyectos de Comunidades 
Contenido:  Estoy escribiendo mi tesis doctoral sobre la innovación de los Proyectos de las 
Comunidades. He elegido al azar su proyecto en sourceforge.net y me gustaría 
preguntar como formar parte de este estudio piloto. 
 




Gracias por su participación, 
 
PD : Voy a publicar los resultados en aproximadamente 6 meses en  
http://dissertation.bjoern-benz.de/results/project_communities/ 
Usuario: usuario final 
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- Mensajes año 2006 
 
En el periodo del año de 2006, todos los mensajes fueron enviados por el 
Administrador del proyecto, los cuales tienen todos los mismos formatos como por 
ejemplo el lugar de la actualización, directorio, tipo de acción (modificación, nuevo 
directorio) y además incluyen el código de cada una de las secciones cambiadas. Por 
lo tanto solo he mostrado algunos mensajes ya que todos tienen la misma estructura. 
 
Al realizar el estudio se ha observado que los mensajes enviados por los usuarios de 
la comunidad en los años anteriores, los mensajes siguen teniendo la misma 
estructura y su contenido contiene cambios de versiones, subida, modificación o 
borrado de archivos o creación de nuevos directorios en el repositorio. Por lo tanto 
en esta comunidad no hay indicios de que utilizan el Firebug CVS para la gestión de 
los requisitos. 
 
Asunto:  fireboard/tools/src/xlisten/ucb Makefile, NONE, 1.1 linkmsg.c, NONE, 1.1 
sirf_id2.c, NONE, 1.1 sirf_id28.c, NONE, 1.1 sirf_id28_1.c, NONE, 1.1 
sirf_id28_2.c, NONE, 1.1 sirf_id28_3.c, NONE, 1.1 sirf_id2_1.c, NONE, 1.1 
sirf_id2_2.c, NONE, 1.1 sirf_id7.c, NONE, 1.1 ucb.c, NONE, 1.1 ucbtest.c, 
NONE, 1.1 
Contenido:  Actualización de los /cvsroot/firebug/fireboard/tools/src/xlisten/ucb  en el 
directorio de sc8-pr-cvs5.sourceforge.net:/tmp/cvs-serv19795 
 
Archivos añadidos: 
 Makefile linkmsg.c sirf_id2.c sirf_id28.c sirf_id28_1.c  
 sirf_id28_2.c sirf_id28_3.c sirf_id2_1.c sirf_id2_2.c  
 sirf_id7.c ucb.c ucbtest.c  
 
Nombre del mensaje: actualización de beta. 
Usuario: Administrador del proyecto 
 
Asunto: fireboard/tools/src/xlisten/boards LinkEstimatorMsg.c, NONE, 1.1 Makefile, 
NONE, 1.1 SurgeMsg.c, NONE, 1.1 fireboard.c, NONE, 1.1 ggbacltst.c, 
NONE, 1.1 linkmsg.c, NONE, 1.1 mica2.c, NONE, 1.1 mica2dot.c, NONE, 1.1 
micaz.c, NONE, 1.1 msp410.c, NONE, 1.1 pg_test.c, NONE, 1.1 sirf_id2.c, 
NONE, 1.1 sirf_id28.c, NONE, 1.1 sirf_id28_1.c, NONE, 1.1 sirf_id28_2.c, 
NONE, 1.1 sirf_id28_3.c, NONE, 1.1 sirf_id2_1.c, NONE, 1.1 sirf_id2_2.c, 
NONE, 1.1 testlink.c, NONE, 1.1 xtutorial.c, NONE, 1.1 
Contenido:  Actualización de los /cvsroot/firebug/fireboard/tools/src/xlisten/boards en el 
directorio de sc8-pr-cvs5.sourceforge.net:/tmp/cvs-serv19309 
 
Archivos añadidos: 
 LinkEstimatorMsg.c Makefile SurgeMsg.c fireboard.c ggbacltst.c  
 linkmsg.c mica2.c mica2dot.c micaz.c msp410.c pg_test.c  
 sirf_id2.c sirf_id28.c sirf_id28_1.c sirf_id28_2.c  
 sirf_id28_3.c sirf_id2_1.c sirf_id2_2.c testlink.c xtutorial.c 
 
Nombre del mensaje: actualización de beta. 
Usuario: Administrador del proyecto 
 
Asunto : fireboard/beta/tools/src/xlisten/ucb ucb.h,NONE,1.1 
Contenido:  Actualización de /cvsroot/firebug/fireboard/beta/tools/src/xlisten/ucb en el 
directorio sc8-pr-cvs5.sourceforge.net:/tmp/cvs-serv12561/ucb 
Archivos añadidos: 
 ucb.h  
Nombre del mensaje: --- NEW FILE: ucb.h ---  
Usuario: Administrador del proyecto 
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Asunto:  fireboard/tools/src/xlisten Makefile, 1.1, 1.2 genc.pm, 1.4, 1.5 xlisten.c, 1.2, 1.3 
xpacket.c, 1.5, 1.6 xsensors.h, 1.2, 1.3 xserial.c, 1.1, 1.2 
Contenido:  Actualización de los / cvsroot / firebug/fireboard/tools/src/xlisten en el directorio 
de SC8-pr-cvs5.sourceforge.net: / tmp/cvs-serv20227 
 
Archivos modificados: genc.pm Makefile xlisten.c xsensors.h xserial.c xpacket.c 
 
Nombre del mensaje: actualización de beta. 
Usuario: Administrador del proyecto 
 
Asunto: fireboard/tools/src/xlisten/boards mda300.c, 1.1, 1.2 mda500.c, 1.1, 1.2 
mep401.c, 1.1, 1.2 mep500.c, 1.1, 1.2 mts101.c, 1.1, 1.2 mts300.c, 1.1, 1.2 
mts400.c, 1.4, 1.5 mts510.c, 1.1, 1.2 
Contenido:  Actualización de los /cvsroot/firebug/fireboard/tools/src/xlisten/boards en el 
directorio de sc8-pr-cvs5.sourceforge.net:/tmp/cvs-serv18914 
 
Archivos añadidos: 
 mda300.c mda500.c mep401.c mep500.c mts101.c mts300.c mts400.c  
 mts510.c  
 
Nombre del mensaje: actualización de beta. 
Usuario: Administrador del proyecto 
 
Asunto : fireboard/beta/tools/src/xlisten/ucb ucb.h,NONE,1.1  
Contenido:  Actualización de los /cvsroot/firebug/fireboard/tools/src/xlisten/boards en el 
directorio de sc8-pr-cvs5.sourceforge.net:/tmp/cvs-serv18914 
 
Archivos añadidos: 
 mda300.c mda500.c mep401.c mep500.c mts101.c mts300.c mts400.c  
 mts510.c  
 
Nombre del mensaje: actualización de beta. 
Usuario: Administrador del proyecto 
 
Asunto  fireboard/tools/src/xlisten/ucb - New directory 
Contenido:  Actualización de /cvsroot/firebug/fireboard/tools/src/xlisten/ucb en el directorio 
sc8-pr-cvs5.sourceforge.net:/tmp/cvs-serv16267/ucb 
 
Mensaje de Log: 
El directorio /cvsroot/firebug/fireboard/tools/src/xlisten/ucb se ha añadido al 
repositorio 
Usuario: Administrador del proyecto 
 
Asunto  fireboard/tools/src/xlisten/timestamp - New directory 
Contenido:  Update of /cvsroot/firebug/fireboard/tools/src/xlisten/timestamp In directory sc8-
pr-cvs5.sourceforge.net:/tmp/cvs-serv14267/timestamp 
 
Mensaje de Log: 
El directorio /cvsroot/firebug/fireboard/tools/src/xlisten/timestamp se ha añadido 
al repositorio 
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10.2 Estudio de Git Mailing List Archive (MARC) 
 
La comunidad de Git tiene a disposición de los usuarios de la comunidad un archivo 
de la lista de correo llamada Git Mailing List Archive (MARC) [MARC], de la cual 
podemos observar los mensajes estudiados durante el periodo del 19/04/2010 al 
01/05/2010.  
 
- Mensajes Abril 
 
Asunto:  SVN to Git: trunk moved during repository history 
Autor:  Wagner Bradley 
Fecha 19/04/2010 
Contenido:  I'm trying to port an SVN project to Git. We have gone through multiple layouts for our 
SVN repository. It started off with just a mainline branch in the root folder. Then we went 
to the standard layout (branches, trunk, tags). 
 
The problem is that when I do a "git svn clone --stdlayout" of the repository, it's not 
picking up any of the revisions from when the trunk previously resided in the root 
directory. 
Is there any way to specify that the trunk had multiple paths the way you can specify 
multiple branch folders with -b flag? What would be the best course of action for reporting 




Respuestas: 2010-04-23 Re: SVN to Git: trunk moved during repository history    Ulrich  
2010-04-21 Re: SVN to Git: trunk moved during repository history    Bradley Wagner  
2010-04-20 Re: SVN to Git: trunk moved during repository history    Stephen Kelly  
2010-04-19 SVN to Git: trunk moved during repository history           Bradley Wagner  
 
Asunto:  [PATCH] t0001: check syntax of sample hooks 
Autor:  Jonathan Nieder 
Fecha 19/04/2010 
Contenido:  Make sure that the sample hooks do not use any shell features that the shell used to 
execute them does not support. 
 
The documentation at the end of the sample pre-rebase script will never be executed, but 
"sh -n" does not know that.  Convert it to a HERE document to avoid spurious failures. 
 
Signed-off-by: Jonathan Nieder <jrnieder@gmail.com> 
--- 
I guess this serves as a test for 502be95 (Make templates honour SHELL_PATH and 
PERL_PATH, 2010-03-20). 
 
Actually, my motivation is the second part, since I already run a test like this locally.  But 
I thought, while fixing it, why not make it easy for others to suffer the same problem, too? 
 
 t/t0001-init.sh                    |   15 +++++++++++++++ 
 templates/hooks--pre-rebase.sample |    3 +++ 
 2 files changed, 18 insertions(+), 0 deletions(-) 
 
diff --git a/t/t0001-init.sh b/t/t0001-init.sh 
index 6757734..3e6e1ed 100755 
--- a/t/t0001-init.sh 
+++ b/t/t0001-init.sh 
@@ -141,6 +141,21 @@ test_expect_success 'reinit' ' 
  test_cmp again/empty again/err2 
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+test_expect_success 'sample hooks use acceptable syntax' ' 
+ mkdir boring && 
+ git init boring && 
+ test -d boring/.git/hooks && 
+ fail=f && 
+ for i in boring/.git/hooks/*.sample 
+ do 
+  read shebang <"$i" && 
+  shell=${shebang#"#!"} && 
+  $shell -n "$i" || 
+  fail=t 
+ done && 
+ test "$fail" = f 
+' 
+ 
 test_expect_success 'init with --template' ' 
  mkdir template-source && 
  echo content >template-source/file && 
diff --git a/templates/hooks--pre-rebase.sample b/templates/hooks--pre-rebase.sample 
index 053f111..22a9f07 100755 
--- a/templates/hooks--pre-rebase.sample 
+++ b/templates/hooks--pre-rebase.sample 
@@ -91,6 +91,7 @@ fi 




 This sample hook safeguards topic branches that have been 
 published from being rewound. 
@@ -167,3 +168,5 @@ To compute (2): 
  git rev-list master..topic 
  





Respuestas: 2010-04-19 Re: [PATCH] t0001: check syntax of sample hooks      Jonathan Nieder  
2010-04-19 Re: [PATCH] t0001: check syntax of sample hooks      Junio C Hamano  
2010-04-19 [PATCH] t0001: check syntax of sample hooks            Jonathan Nieder 
 
Asunto:  [PATCH v2 2/2] receive-pack: detect aliased updates w 
Autor:  Jay Soffian 
Fecha 19/04/2010 
Contenido:  When pushing to a remote repo the sending side filters out aliased updates (e.g., foo:baz 
bar:baz). However, it is not possible for the sender to know if two refs are aliased on the 
receiving side via symrefs. Here is one such scenario: 
  $ git init origin 
  $ (cd origin && touch file && git add file && git commit -a -m intial) 
  $ git clone --bare origin origin.git 
  $ rm -rf origin 
  $ git clone origin.git client 
  $ git clone --mirror client backup.git && 
  $ (cd backup.git && git remote set-head origin --auto) 
  $ (cd client && 
 git remote add --mirror backup ../backup.git && 
 echo change1 > file && git commit -a -m change1 && 
 git push origin && 
 git push backup 
 ) 
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The push to backup fails with: 
  Counting objects: 5, done. 
  Writing objects: 100% (3/3), 244 bytes, done. 
  Total 3 (delta 0), reused 0 (delta 0) 
  Unpacking objects: 100% (3/3), done. 
  error: Ref refs/remotes/origin/master is at ef3... but expected 262... 
  remote: error: failed to lock refs/remotes/origin/master 
  To ../backup.git 
     262cd57..ef307ff  master -> master 
     262cd57..ef307ff  origin/HEAD -> origin/HEAD 
   ! [remote rejected] origin/master -> origin/master (failed to lock) 
  error: failed to push some refs to '../backup.git' 
 
The reason is that refs/remotes/origin/HEAD is a symref to refs/remotes/origin/master, but 
it is not possible for the sending side to unambiguously know this. 
 
This commit fixes the issue by having receive-pack ignore any update to a symref whose 
target is being identically updated. If a symref and its target are being updated 
unconsistently, then the update for both fails with an error message ("refusing inconsistent 
update...") to help diagnose the situation. 
 
Signed-off-by: Jay Soffian <jaysoffian@gmail.com> 
--- 
 builtin/receive-pack.c |   62 
+++++++++++++++++++++++++++++++++++++++++++++++- 
 t/t5516-fetch-push.sh  |   45  
++++++++++++++++++++++++++++++++++ 
 2 files changed, 106 insertions(+), 1 deletions(-) 
 
Changes from v1 (incorporating Junio's feedback): 
- Reformatted commit message; minor rewording. 
- Detect situation where there is an inconsistent aliased update and   give a better 
diagnostic than "failed to lock" 
- Add additional test case for inconsistent update situation 
 
diff --git a/builtin/receive-pack.c b/builtin/receive-pack.c 
index fffb6ea..414446b 100644 
--- a/builtin/receive-pack.c 
+++ b/builtin/receive-pack.c 
@@ -9,6 +9,7 @@ 
 #include "object.h" 
 #include "remote.h" 
 #include "transport.h" 
+#include "string-list.h" 
  
 static const char receive_pack_usage[] = "git receive-pack <git-dir>"; 
  
@@ -129,6 +130,7 @@ static void write_head_info(void) 
 struct command { 
  struct command *next; 
  const char *error_string; 
+ unsigned int skip_update; 
  unsigned char old_sha1[20]; 
  unsigned char new_sha1[20]; 
  char ref_name[FLEX_ARRAY]; /* more */ 
@@ -486,6 +488,61 @@ static void run_update_post_hook(struct command *commands) 
  } 
 } 
+ static void check_aliased_update(struct command *cmd, struct string_list *list) 
+ { 
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+ struct string_list_item *item; 
+ struct command *dst_cmd; 
+ unsigned char sha1[20]; 
+ char cmd_oldh[41], cmd_newh[41], dst_oldh[41], dst_newh[41]; 
+ int flag; 
+ 
+ const char *dst_name = resolve_ref(cmd->ref_name, sha1, 0, &flag); 
+ 
+ if (!(flag & REF_ISSYMREF)) 
+  return; 
+ 
+ if ((item = string_list_lookup(dst_name, list)) == NULL) 
+  return; 
+ 
+ cmd->skip_update = 1; 
+ 
+ dst_cmd = (struct command *) item->util; 
+ 
+ if (!hashcmp(cmd->old_sha1, dst_cmd->old_sha1) && 
+     !hashcmp(cmd->new_sha1, dst_cmd->new_sha1)) 
+  return; 
+ 
+    strcpy(cmd_oldh, find_unique_abbrev(cmd->old_sha1,   DEFAULT_ABBREV)); 
+    strcat(cmd_newh, find_unique_abbrev(cmd->new_sha1,  DEFAULT_ABBREV)); 
+    strcpy(dst_oldh, find_unique_abbrev(dst_cmd->old_sha1, DEFAULT_ABBREV)); 
+    strcat(dst_newh, find_unique_abbrev(dst_cmd->new_sha1, DEFAULT_ABBREV)); 
+ rp_error("refusing inconsistent update between symref '%s' (%s..%s) and" 
+   " its target '%s' (%s..%s)", 
+   cmd->ref_name, cmd_oldh, cmd_newh, 
+   dst_cmd->ref_name, dst_oldh, dst_newh); 
+ 
+ cmd->error_string = dst_cmd->error_string = 
+  "inconsistent aliased update"; 
+ } 
+ 
+ static void check_aliased_updates(struct command *commands) 
+ { 
+ struct command *cmd; 
+ struct string_list ref_list = { NULL, 0, 0, 0 }; 
+ 
+ for (cmd = commands; cmd; cmd = cmd->next) { 
+  struct string_list_item *item = 
+   string_list_append(cmd->ref_name, &ref_list); 




+ for (cmd = commands; cmd; cmd = cmd->next) 
+  check_aliased_update(cmd, &ref_list); 
+ 
+ string_list_clear(&ref_list, 0); 
+ } 
+ static void execute_commands(struct command *commands, const char unpacker_error) 
   { 
  struct command *cmd; 
  @@ -503,9 +560,11 @@ static void execute_commands(struct command *commands, 
const char *unpacker_erro 
   return; 
  } 
+ check_aliased_updates(commands); 
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+  head_name = resolve_ref("HEAD", sha1, 0, NULL); 
 - for (cmd = commands; cmd; cmd = cmd->next) 
+ for (cmd = commands; cmd && !cmd->skip_update; cmd = cmd->next) 
   cmd->error_string = update(cmd); 
 } 
 @@ -545,6 +604,7 @@ static struct command *read_head_info(void) 
   hashcpy(cmd->old_sha1, old_sha1); 
   hashcpy(cmd->new_sha1, new_sha1); 
   memcpy(cmd->ref_name, line + 82, len - 81); 
+  cmd->skip_update = 0; 
   cmd->error_string = NULL; 
   cmd->next = NULL; 
   *p = cmd; 
diff --git a/t/t5516-fetch-push.sh b/t/t5516-fetch-push.sh 
index 2de98e6..bc3f24f 100755 
--- a/t/t5516-fetch-push.sh 
+++ b/t/t5516-fetch-push.sh 
@@ -660,6 +660,51 @@ test_expect_success 'push with branches containing #' ' 
  git checkout master 
 ' 
+ test_expect_success 'push into aliased refs (consistent)' ' 
+ mk_test heads/master && 
+ mk_child child1 && 
+ mk_child child2 && 
+ (cd child1 && 
+  git branch foo && 
+  git symbolic-ref refs/heads/bar refs/heads/foo 
+  git config receive.denyCurrentBranch false 
+ ) && 
+ (cd child2 && 
+  : >path2 && 
+  git add path2 && 
+  test_tick && 
+  git commit -a -m child2 && 
+  git branch foo && 
+  git branch bar && 




+test_expect_success 'push into aliased refs (inconsistent)' ' 
+ mk_test heads/master && 
+ mk_child child1 && 
+ mk_child child2 && 
+ (cd child1 && 
+  git branch foo && 
+  git symbolic-ref refs/heads/bar refs/heads/foo 
+  git config receive.denyCurrentBranch false 
+ ) && 
+ (cd child2 && 
+  : >path2 && 
+  git add path2 && 
+  test_tick && 
+  git commit -a -m child2 && 
+  git branch foo && 
+  : >path3 && 
+  git add path3 && 
+  test_tick && 
+  git commit -a -m child2 && 
+  git branch bar && 
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+  test_must_fail git push ../child1 foo bar 2>stderr && 




 test_expect_success 'push --porcelain' ' 
  mk_empty && 
  echo >.git/foo  "To testrepo" && 
--  
1.7.0.3.436.g2b878  
Respuestas: 2010-04-19 Re: [PATCH v2 2/2] receive-pack: detect aliased updat   Jay Soffian  
2010-04-19 Re: [PATCH v2 2/2] receive-pack: detect aliased updat   Junio C Hamano  
2010-04-19 [PATCH v2 2/2] receive-pack: detect aliased updates w  Jay Soffian  
2010-04-19 Re: [PATCH v2 2/2] receive-pack: detect aliased updat  Jay Soffian  
2010-04-19 [PATCH v2 2/2] receive-pack: detect aliased updates w Jay Soffian  
 
Asunto:  Re: [PATCH] Fix checkout of large files to network sh 
Autor:  René_Scharfe 
Fecha 19/04/2010 
Contenido:  This fixes msysGit issue 409, see 
http://code.google.com/p/msysgit/issues/detail?id=409 
Signed-off-by: Sebastian Schuberth <sschuberth@gmail.com> 
--- 
 compat/mingw.c |   24 ++++++++++++++++++++++++ 
 compat/mingw.h |    3 +++ 
 2 files changed, 27 insertions(+), 0 deletions(-) 
diff --git a/compat/mingw.c b/compat/mingw.c 
index 7ec615c..672d074 100644 
--- a/compat/mingw.c 
+++ b/compat/mingw.c 
@@ -293,6 +293,30 @@ int mingw_open (const char *filename, int oflags, ...) 
  return fd; 
 } 
+#undef write 
+ssize_t mingw_write(int fd, const void *buf, size_t count) 
+{ 
+ ssize_t written = 0; 
+ size_t total = 0, size = count; 
+ 
+ while (total < count && size > 0) { 
+  written = write(fd, buf, size); 
+  if (written < 0 && errno == EINVAL) { 
+  // There seems to be a bug in the Windows XP network stack that 
+  // causes writes with sizes > 64 MB to fail, so we halve the size 
+  // until we succeed or ultimately fail. 
+   size /= 2; 
+  } else { 
+   buf += written; 
+   total += written; 
+   if (total + size > count) 
+    size = count - total; 
+  } 
+ } 
+ 
+ return written < 0 ? written : total; 
+} 
+ 
 #undef fopen 
 FILE *mingw_fopen (const char *filename, const char *otype) 
 { 
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diff --git a/compat/mingw.h b/compat/mingw.h 
index 756f3ab..751bb4c 100644 
--- a/compat/mingw.h 
+++ b/compat/mingw.h 
@@ -178,6 +178,9 @@ int mingw_rmdir(const char *path); 
 int mingw_open (const char *filename, int oflags, ...); 
 #define open mingw_open 
+ssize_t mingw_write(int fd, const void *buf, size_t count); 
+#define write mingw_write 
+ 
 FILE *mingw_fopen (const char *filename, const char *otype); 
 #define fopen mingw_fopen 
1.7.0.2.msysgit.0.898.gbf4f.dirty 
Respuestas: 2010-04-20 Re: [PATCH] Fix checkout of large files to network sh  RenÃ© Scharfe  
2010-04-20 Re: [PATCH] Fix checkout of large files to network sh  Sebastian Schubert 
2010-04-20 Re: [PATCH] Fix checkout of large files to network sh  Johannes Sixt  
2010-04-20 Re: [PATCH] Fix checkout of large files to network sh  Sebastian Schubert 
2010-04-20 Re: [PATCH] Fix checkout of large files to network sh  Johannes Schindeli 
2010-04-20 Re: [PATCH] Fix checkout of large files to network sh  Johannes Sixt  
2010-04-19 Re: [PATCH] Fix checkout of large files to network sh  Albert Dvornik  
2010-04-19 Re: [PATCH] Fix checkout of large files to network sh  René_Scharfe  
2010-04-19 Re: [PATCH] Fix checkout of large files to network sh  Junio C Hamano  
2010-04-19 [PATCH] Fix checkout of large files to network shares  Sebastian Schubert 
 
Asunto:  [PATCH] remote add: add a --no-tags (-n) option            
Autor:  Samuel Tardieu 
Fecha 19/04/2010 
Contenido:  Add a '--no-tags' option to 'git remote add' which adds a 'remote.REMOTE.tagopt = --no-
tags' to the configuration file. 
 
'git add -f -n REMOTE' will create a new remote and fetch from it without importing the 
tags. Subsequent 'git fetch REMOTE' will also not import the tags. 
 
Signed-off-by: Samuel Tardieu <sam@rfc1149.net> 
--- 
 Documentation/git-remote.txt |    5 ++++- 
 builtin/remote.c             |   11 ++++++++++- 
 t/t5505-remote.sh            |   36 ++++++++++++++++++++++++++++++++++++ 
 3 files changed, 50 insertions(+), 2 deletions(-) 
 
diff --git a/Documentation/git-remote.txt b/Documentation/git-remote.txt 
index 3fc599c..9db3c35 100644 
--- a/Documentation/git-remote.txt 
+++ b/Documentation/git-remote.txt 
@@ -10,7 +10,7 @@ SYNOPSIS 
 -------- 
 [verse] 
 'git remote' [-v | --verbose] 
-'git remote add' [-t <branch>] [-m <master>] [-f] [--mirror] <name> <url> 
+'git remote add' [-t <branch>] [-m <master>] [-f] [-n] [--mirror] <name> <url> 
 'git remote rename' <old> <new> 
 'git remote rm' <name> 
 'git remote set-head' <name> (-a | -d | <branch>) 
@@ -51,6 +51,9 @@ update remote-tracking branches <name>/<branch>. 
 With `-f` option, `git fetch <name>` is run immediately after the remote information is set 
up. 
 + 
 + With `-n` option, `git fetch <name>` does not import tags from 
+ the remote repository. 




 With `-t <branch>` option, instead of the default glob refspec for the remote to track all 
branches under  
 `$GIT_DIR/remotes/<name>/`, a refspec to track only `<branch>` 
diff --git a/builtin/remote.c b/builtin/remote.c 
index 277765b..bb5606b 100644 
--- a/builtin/remote.c 
+++ b/builtin/remote.c 
@@ -106,7 +106,7 @@ static int fetch_remote(const char *name) 
  
 static int add(int argc, const char **argv) 
 { 
- int fetch = 0, mirror = 0; 
+ int fetch = 0, mirror = 0, notags = 0; 
  struct string_list track = { NULL, 0, 0 }; 
  const char *master = NULL; 
  struct remote *remote; 
                  @@ -116,6 +116,8 @@ static int add(int argc, const char **argv) 
  
  struct option options[] = { 
   OPT_BOOLEAN('f', "fetch", &fetch, "fetch the remote branches"), 
+  OPT_BOOLEAN('n', "no-tags", &notags, 
+   "do not import remote tags when fetching"), 
   OPT_CALLBACK('t', "track", &track, "branch", 
    "branch(es) to track", opt_parse_track), 
   OPT_STRING('m', "master", &master, "branch", "master branch"), 
                                     @@ -172,6 +174,13 @@ static int add(int argc, const char **argv) 
    return 1; 
  } 
+ if (notags) { 
+  strbuf_reset(&buf); 
+  strbuf_addf(&buf, "remote.%s.tagopt", name); 
+  if (git_config_set(buf.buf, "--no-tags")) 
+   return 1; 
+ } 
+ 
  if (fetch && fetch_remote(name)) 
   return 1; 
  
diff --git a/t/t5505-remote.sh b/t/t5505-remote.sh 
index 230c0cd..d4ed7ea 100755 
--- a/t/t5505-remote.sh 
+++ b/t/t5505-remote.sh 
@@ -320,6 +320,42 @@ test_expect_success 'add alt && prune' ' 
   git rev-parse --verify refs/remotes/origin/side2) 
 ' 
  




+test_expect_success 'add with tags (default)' ' 
+ (cd one && 
+  git tag -a -m "Some tag" some-tag) && 
+ (mkdir add-tags && 
+  cd add-tags && 
+  git init && 
+  git remote add -f origin ../one && 
+  git tag -l some-tag > ../test/output && 
+  test_must_fail git config remote.origin.tagopt) && 
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+ (cd one && 
+  git tag -d some-tag) && 
+ test_cmp test/expect test/output 
+' 
+ 




+test_expect_success 'add --no-tags' ' 
+ (cd one && 
+  git tag -a -m "Some tag" some-tag) && 
+ (mkdir add-no-tags && 
+  cd add-no-tags && 
+  git init && 
+  git remote add -f -n origin ../one && 
+  git tag -l some-tag > ../test/output && 
+  git config remote.origin.tagopt >> ../test/output) && 
+ (cd one && 
+  git tag -d some-tag) && 
+ test_cmp test/expect test/output 
+' 
+ 
 cat > one/expect << EOF 
   apis/master 
   apis/side 
Respuestas: 2010-04-19 Re: [PATCH] remote add: add a --no-tags (-n) option    Samuel Tardieu  
2010-04-19 Re: [PATCH] remote add: add a --no-tags (-n) option    Junio C Hamano 
2010-04-19 Re: [PATCH] remote add: add a --no-tags (-n) option    Samuel Tardieu  
2010-04-19 Re: [PATCH] remote add: add a --no-tags (-n) option    Junio C Hamano 
2010-04-19 Re: [PATCH] remote add: add a --no-tags (-n) option    Samuel Tardieu 
2010-04-19 Re: [PATCH] remote add: add a --no-tags (-n) option    Michael J Gruber 
2010-04-19 [PATCH] remote add: add a --no-tags (-n) option           Samuel Tardieu  
2010-03-29 [PATCH] remote add: add a --no-tags (-n) option           Samuel Tardieu 
 
Asunto:  [RFC/PATCH v2 0/4] A new library for plumbing output 
Autor:  Julian Phillips 
Fecha 19/04/2010 
Contenido:  Ok, round 2 of an attempt at making a format agnostic structured output library. The idea 
being that the command doing the output doesn't have to care what the actual output 
format is, it uses one set of output functions and the user gets to choose their preferred 
output style. 
 
The current backend/frontend interface probably needs expanding so that a less noddy 
XML output can be used, but it's a start. 
 
Rather than building an in-memory structure and then writing it out I've gone for the 
approach of writing out immediately.  The thought behind this was that I didn't really want 
to force commands like log to have to wait 'til the end to start outputting information 
(though I still haven't got around to working on converting log). 
 
Probably the biggest change from v1 is an expanded aim.  Now the output library is aimed 
at controlling _all_ plubming output.  This series includes a patch for ls-tree that has all it's 
output going through the library, and a patch for status that has all the --porcelain output 
going through the library. 
 
The XML patch still needs a lot of work, as I've been busy playing with the library API 
and the NORMAL/ZERO backends ... 
Julian Phillips (4): 
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  output: Add a new library for plumbing output 
  ls-tree: complete conversion to using output library 
  status: use output library for porcelain output 
  output: WIP: Add XML backend 
 
 Documentation/technical/api-output.txt |  116 ++++++++++++++ 
 Makefile                               |    5 + 
 builtin/commit.c                       |   21 +++- 
 builtin/ls-tree.c                      |   51 ++++-- 
 output-json.c                          |  127 +++++++++++++++ 
 output-normal.c                        |   95 +++++++++++ 
 output-xml.c                           |   68 ++++++++ 
 output-zero.c                          |   74 +++++++++ 
 output.c                               |  270 ++++++++++++++++++++++++++++++++ 
 output.h                               |   93 +++++++++++ 
 wt-status.c                            |   88 ++++++++++- 
 wt-status.h                            |    3 +- 
 12 files changed, 985 insertions(+), 26 deletions(-) 
 create mode 100644 Documentation/technical/api-output.txt 
 create mode 100644 output-json.c 
 create mode 100644 output-normal.c 
 create mode 100644 output-xml.c 
 create mode 100644 output-zero.c 
 create mode 100644 output.c 
 create mode 100644 output.h  
Respuestas: 2010-04-19 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jeff King  
2010-04-18 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Julian Phillips  
2010-04-17 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jeff King  
2010-04-17 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jakub Narebski  
2010-04-17 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jeff King  
2010-04-15 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jakub Narebski  
2010-04-15 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jeff King  
2010-04-15 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jeff King  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jakub Narebski  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Junio C Hamano  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jakub Narebski  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Julian Phillips  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jakub Narebski  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Julian Phillips  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Junio C Hamano  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jakub Narebski  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Junio C Hamano  
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Sverre Rabbelier 
2010-04-14 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Jakub Narebski  
2010-04-12 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Eric Raymond 
2010-04-11 Re: [RFC/PATCH v2 0/4] A new library for plumbing out  Sverre Rabbelier  
2010-04-11 [RFC/PATCH v2 0/4] A new library for plumbing output   Julian Phillips  
 
Asunto:  GSoC project proposal: Integrated Web client for git 
Autor:  Pavan Kumar Sunkara 
Fecha 19/04/2010 
Contenido:  Hi, 
I am Pavan Kumar Sunkara. 
I have submitted my GSoC project proposal. It can seen here 
http://socghop.appspot.com/gsoc/student_proposal/private/google/gsoc2010/pavansss91/t1
27045182893 
Please read it and give me feedback. Any feedback is helpful. 
-pavan 
Respuestas: 2010-04-23 Re: GSoC 2010: "Integrated Web Client for git" propos  Junio C Hamano  
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2010-04-23 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-23 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-23 Re: GSoC 2010: "Integrated Web Client for git" propos  Christian Couder  
2010-04-22 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-22 Re: GSoC 2010: "Integrated Web Client for git" propos  Junio C Hamano  
2010-04-22 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-21 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-20 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebski  
2010-04-20 Re: GSoC 2010: "Integrated Web Client for git" propos   Pavan Kumar Sunkar 
2010-04-20 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-20 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebski  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebski  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Matthieu Moy  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Matthieu Moy  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebski  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Junio C Hamano  
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-19 Re: GSoC 2010: "Integrated Web Client for git" propos  Matthieu Moy  
2010-04-19 GSoC 2010: "Integrated Web Client for git" proposal    Pavan Kumar Sunkar 
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebski  
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebski  
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Pavan Kumar Sunkar 
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis  
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebski  
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Petr Baudis 
2010-04-18 Re: GSoC 2010: "Integrated Web Client for git" propos  Jakub Narebsk
2010-04-15 GSoC 2010: "Integrated Web Client for git" proposal    Christian Couder 
2010-04-15 Re: GSoC project proposal: Integrated Web client for   Pavan Kumar Sunkar 
2010-04-11 Re: GSoC project proposal: Integrated Web client for   Erik Faye-Lund 
2010-04-11 GSoC project proposal: Integrated Web client for git   Pavan Kumar  Sunkar 
 
Asunto:  Re: Please default to 'commit -a' when no changes wer 
Autor:  Nicolas Pitre nico 
Fecha 22/04/2010 





Goswin von Brederlow wrote: 
 
> in most (all but git?) RCS a plain 'commit' without any arguments commits all changes 
>(to registered files). 
 
Yes, but they are wrong. :) 
 
> no changes added to commit (use "git add" and/or "git commit -a") [...] 
> Imho in most cases where no changes were added people do want to commit all modified 
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> files. And if not then exiting the editor to abort is easy enough. 
 
I absent-mindedly type â€˜git commitâ€™ having forgotten to update the index with my 
changes fairly often.  Then I add the appropriate changes, which is almost never all of 
them.  I donâ€™t think this is so unusual. 
 
Starting out, I can see how it would be comforting to people if â€˜git commitâ€™ would 
default to -a behavior if they ignore the index. That is logically a different operation, 
though, so it would also send a wrong message and make it harder in the long run to get 
used to the interface. 
 
Instead, I think it would be better to focus on making the error message more helpful.  
Right now there is a screen full of status before the advice, which might make it easy to get 
scared before reading it. 
 
Here a very rough patch to suppress that screenful.  What do you think? 
 
diff --git a/builtin/commit.c b/builtin/commit.c 
index c5ab683..9cb5489 100644 
--- a/builtin/commit.c 
+++ b/builtin/commit.c 




 static int run_status(FILE *fp, const char *index_file, const char *prefix, int nowarn, 
-        struct wt_status *s) 
+        struct wt_status *s, int simple) 
 { 
  unsigned char sha1[20]; 
  
@@ -415,6 +415,13 @@ static int run_status(FILE *fp, const char *index_file, const char 
*prefix, int 
  
  wt_status_collect(s); 
  
+ if (simple) { 
+  if (s->commitable) 
+   die("internal error: are there changes or not?"); 
+  wt_status_print_nochanges(s); 
+  return 0; 
+ } 
+ 
  switch (status_format) { 
  case STATUS_FORMAT_SHORT: 
   wt_shortstatus_print(s, null_termination); 
@@ -670,7 +677,7 @@ static int prepare_to_commit(const char *index_file, const char 
*prefix, 
  
   saved_color_setting = s->use_color; 
   s->use_color = 0; 
-  commitable = run_status(fp, index_file, prefix, 1, s); 
+  commitable = run_status(fp, index_file, prefix, 1, s, 0); 
   s->use_color = saved_color_setting; 
  } else { 
   unsigned char sha1[20]; 
@@ -692,7 +699,7 @@ static int prepare_to_commit(const char *index_file, const char 
*prefix, 
  
  if (!commitable && !in_merge && !allow_empty && 
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      !(amend && is_a_merge(head_sha1))) { 
-  run_status(stdout, index_file, prefix, 0, s); 
+  run_status(stdout, index_file, prefix, 0, s, 1); 
   return 0; 
  } 
  
@@ -946,7 +953,7 @@ static int dry_run_commit(int argc, const char **argv, const char 
*prefix, 
  const char *index_file; 
  
  index_file = prepare_index(argc, argv, prefix, 1); 
- commitable = run_status(stdout, index_file, prefix, 0, s); 
+ commitable = run_status(stdout, index_file, prefix, 0, s, 0); 
  rollback_index_files(); 
  
  return commitable ? 0 : 1; 
diff --git a/wt-status.c b/wt-status.c 
index 8ca59a2..b50bf71 100644 
--- a/wt-status.c 
+++ b/wt-status.c 
@@ -589,6 +589,24 @@ static void wt_status_print_tracking(struct wt_status *s) 
  color_fprintf_ln(s->fp, color(WT_STATUS_HEADER, s), "#"); 
 } 
  
+void wt_status_print_nochanges(struct wt_status *s) 
+{ 
+ if (s->amend) 
+  fprintf(s->fp, "# No changes\n"); 
+ else if (s->nowarn) 
+  ; /* nothing */ 
+ else if (s->workdir_dirty) 
+  printf("no changes added to commit (use \"git add\" and/or \"git 
commit -a\")\n"); 
+ else if (s->untracked.nr) 
+  printf("nothing added to commit but untracked files present (use 
\"git add\" to track)\n"); 
+ else if (s->is_initial) 
+  printf("nothing to commit (create/copy files and use \"git add\" to 
track)\n"); 
+ else if (!s->show_untracked_files) 
+  printf("nothing to commit (use -u to show untracked files)\n"); 
+ else 
+  printf("nothing to commit (working directory clean)\n"); 
+} 
+ 
 void wt_status_print(struct wt_status *s) 
 { 
  const char *branch_color = color(WT_STATUS_HEADER, s); 
@@ -629,22 +647,8 @@ void wt_status_print(struct wt_status *s) 
  
  if (s->verbose) 
   wt_status_print_verbose(s); 
- if (!s->commitable) { 
-  if (s->amend) 
-   fprintf(s->fp, "# No changes\n"); 
-  else if (s->nowarn) 
-   ; /* nothing */ 
-  else if (s->workdir_dirty) 
-   printf("no changes added to commit (use \"git add\" 
and/or \"git commit -a\")\n"); 
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-  else if (s->untracked.nr) 
-   printf("nothing added to commit but untracked files 
present (use \"git add\" to track)\n"); 
-  else if (s->is_initial) 
-   printf("nothing to commit (create/copy files and use \"git 
add\" to track)\n"); 
-  else if (!s->show_untracked_files) 
-   printf("nothing to commit (use -u to show untracked 
files)\n"); 
-  else 
-   printf("nothing to commit (working directory clean)\n"); 
- } 
+ if (!s->commitable) 
+  wt_status_print_nochanges(s); 
 } 
  
 static void wt_shortstatus_unmerged(int null_termination, struct string_list_item *it, 
diff --git a/wt-status.h b/wt-status.h 
index 9120673..f249955 100644 
--- a/wt-status.h 
+++ b/wt-status.h 
@@ -59,6 +59,8 @@ void wt_status_prepare(struct wt_status *s); 
 void wt_status_print(struct wt_status *s); 
 void wt_status_collect(struct wt_status *s); 
  
+void wt_status_print_nochanges(struct wt_status *s); 
+ 
 void wt_shortstatus_print(struct wt_status *s, int null_termination); 
 void wt_porcelain_print(struct wt_status *s, int null_termination); 
Respuestas: 2010-04-24 Re: Please default to 'commit -a' when no changes wer  Eric Raymond  
2010-04-24 Re: Please default to 'commit -a' when no changes wer  Michael Witten  
2010-04-24 Re: Please default to 'commit -a' when no changes wer  Eric Raymond  
2010-04-24 Re: Please default to 'commit -a' when no changes wer  Junio C Hamano  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Michael Witten  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Michael Witten  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Matthias Andree  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Eric Raymond  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Matthias Andree  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Nicolas Pitre  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Daniel Grace  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Michael Witten  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Michael Witten  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Matthias Andree  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Michael Witten  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Wincent Colaiuta  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Sergei Organov  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Sverre Rabbelier  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Sergei Organov  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Björn Steinbrink  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Tor Arntsen  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Miles Bader  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Matthieu Moy  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Tomas Carnecky  
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-23 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
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2010-04-23 Re: Please default to 'commit -a' when no changes wer  Adam Brewster  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Jon Seymour  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Jonathan Nieder  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Michael Witten  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Adam Brewster  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Matthieu Moy  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Junio C Hamano  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Nicolas Pitre  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Sverre Rabbelier  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Nicolas Pitre  
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Goswin von Brederl 
2010-04-22 Re: Please default to 'commit -a' when no changes wer  Jonathan Nieder  
 
Asunto:  use case, advices (SVN/GIT) 
Autor:  Mihamina Rakotomandim 
Fecha 22/04/2010 
Contenido:  Manao ahoana, Hello, Bonjour, 
 
We'd rather use GIT. 
But there is a project, that we regularily pull (Coova: 
http://coova.org/CoovaChilli/Developers) which is under SVN. 
 
I first "svn export" this project. 
I initiate a new GIT repository based on what I "exported". 
I make my changes, and commit them. 
 
I month (and several commits) later, I would like to sync with Coova 
SVN. 
 
It's a one way "pull": I wont push my changes to their repository. 
 
What's your recommended way to handle this? 
 
Misaotra, Thanks, Merci. 
Respuestas: 2010-04-23 Re: use case, advices (SVN/GIT)                     Ulrich =?utf-8?B?U 
2010-04-22 use case, advices (SVN/GIT)                            Mihamina Rakotoman  
 
Asunto:  [PATCH] Documentation/Makefile: fix interrupted build 
Autor:  Jonathan Nieder 
Fecha 22/04/2010 
Contenido:  Unlike gcc, asciidoc does not atomically write its output file or delete it when interrupted.  
If it is interrupted in the middle of writing an XML file, the result will be truncated input 
for xsltproc. 
 XSLTPROC user-manual.html 
 user-manual.xml:998: parser error : Premature end of data in t 
 
Take care of this case by writing to a temporary and renaming it when finished. 
Signed-off-by: Jonathan Nieder <jrnieder@gmail.com> 
--- 
Based on a true story. 
 
 Documentation/Makefile |    8 ++++++-- 
 1 files changed, 6 insertions(+), 2 deletions(-) 
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@@ -264,7 +264,9 @@ manpage-base-url.xsl: manpage-base-url.xsl.in 
  mv $@+ $@ 
  
 user-manual.xml: user-manual.txt user-manual.conf 
- $(QUIET_ASCIIDOC)$(ASCIIDOC) $(ASCIIDOC_EXTRA) -b docbook -d 
book $< 
+ $(QUIET_ASCIIDOC)$(RM) $@+ $@ && \ 
+ $(ASCIIDOC) $(ASCIIDOC_EXTRA) -b docbook -d book -o $@+ $< && \ 
+ mv $@+ $@ 
  
 technical/api-index.txt: technical/api-index-skel.txt \ 
  technical/api-index.sh $(patsubst %,%.txt,$(API_DOCS)) 
@@ -278,7 +280,9 @@ XSLT = docbook.xsl 
 XSLTOPTS = --xinclude --stringparam html.stylesheet docbook-xsl.css 
  
 user-manual.html: user-manual.xml 
- $(QUIET_XSLTPROC)xsltproc $(XSLTOPTS) -o $@ $(XSLT) $< 
+ $(QUIET_XSLTPROC)$(RM) $@+ $@ && \ 
+ xsltproc $(XSLTOPTS) -o $@+ $(XSLT) $< && \ 
+ mv $@+ $@ 
  
 git.info: user-manual.texi 
  $(QUIET_MAKEINFO)$(MAKEINFO) --no-split -o $@ user-manual.texi 
--  
1.7.1.rc1 
Respuestas: 2010-04-22 Re: [PATCH] Documentation/Makefile: fix interrupted b  Jonathan Nieder  
2010-04-22 Re: [PATCH] Documentation/Makefile: fix interrupted b  Chris Johnsen  
2010-04-22 [PATCH] Documentation/Makefile: fix interrupted build  Jonathan Nieder 
 
Asunto:  git notes merge' implementation questions 
Autor:  Johan Herland 
Fecha 21/04/2010 
Contenido:  Hi, 
 
I'm planning the implementation of 'git notes merge', a new 'git notes' subcommand that 
will (in addition to various options not yet determined) take a <notes_ref> argument, 
identifying a notes tree to be merged into the _current_ notes_ref (as specified with --ref, 
$GIT_NOTES_REF, core.notesRef, or defaulted to "refs/notes/commits"). 
 
This subcommand will typically be used when pulling notes from remotes. What follows, 
are my thoughts on how this command should work, and implementation 
challenges/problems that I'm not yet sure how to solve:  
 
For merges between notes refs with no common history the merge should be a 
straightforward joining of trees. This also covers the "history-less" notes refs, like Peff's 
notes-cache, and should work whether the notes refs point to parentless commits, or point 
directly to tree objects (if we want to support that). For merges between notes refs with 
common history we want to do a (more or less regular) three-way merge. 
 
In both cases (with or without common history), conflicts may ensue, and these must of 
course be resolved in some way. Since the notes refs have no accompanying worktree, we 
must find some other way to resolve conflicts. See the discussion on "conflict resolvers" 
below for more details. 
 
I would like to adapt the current merge machinery to do most of the work for us, but there 
are some non-trivial challenges in adapting it to the needs of the 'git notes merge' 
command. AFAICS, there are two major problems: 
1. Handling different notes-tree fanouts in a merge scenario 
 
   Notes trees adjust their fanout automatically based on the number  of notes, and we will 
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inevitably have to merge notes trees with _different_ fanouts. This must be handled in 
some fashion, so that conflicting notes for the same object - but located at different fanouts 
- are properly conflict-resolved. 
 
 Possible solution: When building the index, add a callback (within  'read-tree'?) that may 
manipulate each entry added to the index. Provide a callback that simply removes all 
directory separators, thus normalising all note object names to their 40-char SHA1. As a 
result, the merge happens in a large flat "directory" with no "subdirs". When converting the 
index back into a notes tree, we obviously need to auto-establish an appropriate fanout. 
 
Remaining problem: How do we still ignore/skip identical subtrees? 
 
Alternative solution: As a pre-merge step, require that the notes trees are forced/rewritten 
to a common fanout (rewriting the smaller notes tree into the fanout of the larger notes 
tree). 
2. Merging without a worktree 
 
2.1 Problem: 'git merge' operates on the current HEAD. 
    Possible solution: Allow 'merge' to update a ref that is not HEAD (i.e. remove HEAD  
    from all merge logic). Instead, allow users to  explicitly specify which ref to update (and  
    thus the first parent of the merge). 
 
2.2 Problem: 'git merge' operates on the current index. 
 
    Simple solution: Provide a separate index (using $GIT_INDEX_FILE) in which the  
    merge can take place (possibly using the modified  'read-tree' from above) 
 
2.3 Problem: 'git merge' updates the worktree. 
 
    Simple solution:  When 'merge' has prepared an index (containing unmerged entries),  
    _don't_ start looking for a working tree. 
    Instead, invoke conflict resolvers on the unmerged entries (see  below). 
 
2.4 Problem: Resolving conflicts without a worktree. 
 
    Possible solution: Conflict resolvers: 
 
    These are functions/programs that resolve unmerged entries in the index without  
    requiring a worktree. There should be several built-in/bundled conflict resolvers, and it  
    should be possible for the user to choose between them, and also to add _additional_ 
    (custom) conflict resolvers. The merge machinery should have a simple interface against 
    the conflict resolvers, with 3 inputs (<base SHA1>, <ours SHA1>, <theirs SHA1>) and  
    1 output (<resulting SHA1>). The bundled conflict resolvers should at least include: 
    - "ours" (similar to 'git merge-file --ours') 
    - "theirs" (similar to 'git merge-file --theirs') 
    - "union" (similar to 'git merge-file --union') 
 
    In addition to the fully automatic resolvers, there may be room for additional conflict    
    resolvers that require user interaction: 
 
    - "edit" (manually resolve conflicts in an editor) 
    - "mergetool" (manually resolve conflicts in the chosen mergetool) 
 
    These resolvers would follow the same interface towards the merge machinery, and the  
    resolvers are thus responsible for preparing whatever temporary file(s) and/or invoking  
    whatever editors, mergetools or other user interactions that are needed. 
 
As you may see from the above, I'm not very familiar with the merge machinery and 
manipulation of the index (currently struggling to grok merge.c...). I hope to re-use as 
much as possible of the current merge logic (instead of re-implementing it), but I might be 
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ignorant of certain details that simplifies, or complicates, the implementation of 
'git notes merge'. 
 
Have fun! :) 
...Johan 
Respuestas: 2010-04-22 Re: 'git notes merge' implementation questions         Johan Herland  
2010-04-22 Re: 'git notes merge' implementation questions         Johan Herland  
2010-04-22 Re: 'git notes merge' implementation questions         Jonathan Nieder  
2010-04-22 Re: 'git notes merge' implementation questions         Junio C Hamano  
2010-04-22 Re: 'git notes merge' implementation questions         Junio C Hamano  
2010-04-22 Re: 'git notes merge' implementation questions         Johan Herland  
2010-04-21 Re: 'git notes merge' implementation questions         Johan Herland  
2010-04-21 Re: 'git notes merge' implementation questions         Junio C Hamano  
2010-04-21 Re: 'git notes merge' implementation questions         Jonathan Nieder  
2010-04-21 'git notes merge' implementation questions               Johan Herland  
 
Asunto:  git pull behavior changed?                                 
Autor:  Aghiles aghilesk  
Fecha 21/04/2010 
Contenido:  Hello, 
 
I used to 'git pull' in a branch and it was working without any questions asked. But now, if 
I do the following: 
 
git checkout -b test 
git pull 
 
I get a warning telling me that "You asked me to pull without telling me which branch ...". 
I would expect that my new local branch behaves the same way as the master branch. 
 
I am using 1.7.0.3 
Respuestas: 2010-04-22 Re: git pull behavior changed?                         Aghiles  
2010-04-22 Re: git pull behavior changed?                         Junio C Hamano  
2010-04-22 Re: git pull behavior changed?                         Petr Baudis  
2010-04-22 Re: git pull behavior changed?                         Jeff King  
2010-04-22 Re: git pull behavior changed?                         Aghiles  
2010-04-22 Re: git pull behavior changed?                         Jeff King  
2010-04-22 Re: git pull behavior changed?                         Aghiles  
2010-04-22 Re: git pull behavior changed?                         Jeff King  
2010-04-21 Re: git pull behavior changed?                         Aghiles  
2010-04-21 Re: git pull behavior changed?                         Randal L. Schwartz 
2010-04-21 Re: git pull behavior changed?                         Aghiles  
2010-04-21 Re: git pull behavior changed?                         Matthieu Moy  
2010-04-21 Re: git pull behavior changed?                         Aghiles  
2010-04-21 Re: git pull behavior changed?                         Matthieu Moy  
2010-04-21 Re: git pull behavior changed?                         Sverre Rabbelier  
2010-04-21 Re: git pull behavior changed?                         Aghiles  
2010-04-21 Re: git pull behavior changed?                         Aghiles  
2010-04-21 Re: git pull behavior changed?                         Sverre Rabbelier  
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Asunto:  GIT performance question 
Autor:  santos2010 
Fecha 17/04/2010 
Contenido:  Hello, 
Our company is evaluating SCM solutions, one of our most important requirements is 
performance as we develop over 3 differents sites across the world. 
I read that GIT doesn't use deltas, it uses snapshots. My question is: how 
could GIT have high performance (most of the users say that) if for synchronization 
(pull/push command) with e.g. a shared repository GIT transfers all modified files (and 
references) instead of the respective deltas?  
Thanks in advance, 
Santos 
Respuestas: 2010-04-17 Re: GIT Performance question                           Jeff King  
2010-04-17 Re: GIT Performance question                           santos2010  
2010-04-17 Re: GIT Performance question                           Dmitry Potapov  
2010-04-17 Re: GIT Performance question                           Jeff King  
2010-04-17 Re: GIT Performance question                           Geert Bosch  
2010-04-17 GIT Performance question                                  santos2010  
 
Asunto:  Lost a week? 
Autor:  Daniel Gracia  
Fecha 15/04/2010 
Contenido:  Appologies for not having more information. I usually use git as if it's just SVN with non-
network checkins. 
 
A few days ago, I pushed my git repository to github: 
127  git remote add github 
git@github.com:negativeview/Wherespresso.git [Note, this is a private repo] 
128  git push github master 
 
I then went about doing real-world business. I noticed at some point that when I did a `git 
status` it said that no branches were checked out. I don't remember doing anything between 
pushing to github and this state. If I did a git branch it shows something like * (no branch) 
then below that, master. I shrugged it off and did what I expected to fix that odd issue: 
 
515  git branch 
516  git checkout master 
 
Now, the next day, I noticed that I have no git history between the 6th and something I did 
soon after the git checkout master: 
 
$ git log | grep Date | head -n 5 
Date:   Wed Apr 14 14:43:58 2010 -0500 
Date:   Tue Apr 6 00:42:20 2010 -0500 
Date:   Mon Apr 5 23:57:54 2010 -0500 
Date:   Mon Apr 5 07:01:26 2010 -0500 
Date:   Mon Apr 5 06:17:18 2010 -0500 
 
github shows the same. I KNOW that there were commits (representing a good bit of 
work) in that time. I'm sure that it's *somewhere* but I'm at a complete loss as to where it 
is. gitk shows no side branches (nor does git branch). I don't use branches really, as much 
as I know that I should. 
 
Daniel 
Respuestas: 2010-04-15 Re: Lost a week?                                       Daniel Grace  
2010-04-15 Re: Lost a week?                                       Matthieu Moy  
2010-04-15 Re: Lost a week?                                       Thomas Rast  
2010-04-15 Re: Lost a week?                                       Michael J Gruber  
2010-04-15 Lost a week?                                              Daniel Grace  
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Asunto:  [PATCH] Documentation/git-send-email: Add "Use gmail  
Autor:  Ping Yin pkufranky  
Fecha 24/04/2010 
Contenido:  Signed-off-by: Ping Yin <pkufranky@gmail.com> 
--- 
 Documentation/git-send-email.txt |   15 +++++++++++++++ 
 1 files changed, 15 insertions(+), 0 deletions(-) 
 
diff --git a/Documentation/git-send-email.txt b/Documentation/git-send-email.txt 
index ced35b2..3dfdc7c 100644 
--- a/Documentation/git-send-email.txt 
+++ b/Documentation/git-send-email.txt 
@@ -300,6 +300,21 @@ sendemail.confirm:: 
  in the previous section for the meaning of these values. 
  
  
+Use gmail as the smtp server 
+---------------------------- 
+ 
+Add the following section to the config file: 
+ 
+ [sendemail] 
+  smtpencryption = tls 
+  smtpserver = smtp.gmail.com 
+  smtpuser = yourname@gmail.com 
+  smtpserverport = 587 
+ 
+Note: the following perl modules are required 





 Written by Ryan Anderson <ryan@michonline.com> 
--  
1.7.1.rc2.265.g8743f 
Respuestas: 2010-04-24 Re: [PATCH] Documentation/git-send-email: Add "Use gm  Sverre Rabbelier  
2010-04-24 [PATCH] Documentation/git-send-email: Add "Use gmail   Ping Yin  
 
Asunto:  Recent documentation patches, and an RFC on terminology 
Autor:  Eric Raymond 
 
Fecha 23/04/2010 
Contenido:  I just sent two documentation patches to the list in quick succession. In case they arrive out 
of order: the first, smaller one – modifying only the git-status documentation - should be 
applied before the  second one (distinguishing between "staging area" and "index" 
throughout the documentation). 
 
We may have an opportunity to improve on the term "staging area".  As I reflect on it, I 
think replacing that with the term "depot" might not be a bad idea.  In English this word 
has the general sense of "warehouse", and the more specialized connotation of a place 
where freight is temporarily held for transshipment, or where military supplies and recruits 
are mustered before field deployment.  That is, a depot is a particular kind of staging area. 
 
Since these terms are so similar, why change? 
 
One reason is that --depot would be a shorter and more graceful choice  than --staging-area 
as a long-form option.  It has the same letter count as "index", so changing command and 
option names to use it  wouldn't add more typing. 




Another reason is that "depot" is slightly more distant from normal English vocabulary 
than "staging area" is.  When you need a word to  co-opt as a technical term of art, thast's 
an advantage; it reduces  the chances of collisions between term-of-art and normal usages. 
 
If this proposal is accepted, I can very easly generate a patch to implement it.  Teasing 
apart "index" from "staging area" was actual work, but now that the distinction has been 
made replacing the latter would be trivial. 
--  
 <a href="http://www.catb.org/~esr/">Eric S. Raymond</a> 
The politician attempts to remedy the evil by increasing the very thing that caused the evil 
in the first place: legal plunder.  
-- Frederick Bastiat 
Respuestas: 2010-04-24 Re: Recent documentation patches, and an RFC on termi  Junio C Hamano  
2010-04-23 Re: Recent documentation patches, and an RFC on termi  Nicolas Pitre  
2010-04-23 Re: Recent documentation patches, and an RFC on termi  Eric Raymond  
2010-04-23 Re: Recent documentation patches, and an RFC on termi  Björn Steinbrink  
2010-04-23 Recent documentation patches, and an RFC on terminolo  Eric Raymond  
 
Asunto:  [anuncio] Git 1.7.0.6 
Autor:  Junio gitster Hamano C   
Fecha 23/04/2010 
Contenido:  Git 1.7.0.6 is available at the usual places: 
 
  http://www.kernel.org/pub/software/scm/git/ 
 
  git-1.7.0.6.tar.{gz,bz2}   (source tarball) 
  git-htmldocs-1.7.0.6.tar.{gz,bz2}  (preformatted docs) 
  git-manpages-1.7.0.6.tar.{gz,bz2}  (preformatted docs) 
 
The RPM binary packages for a few architectures are found in: 
 
  RPMS/$arch/git-*-1.7.0.6-1.fc11.$arch.rpm (RPM) 
---------------------------------------------------------------- 
Git v1.7.0.6 Release Notes 
========================== 
Fixes since v1.7.0.5 
-------------------- 
 
 * "git diff --stat" used "int" to count the size of differences, which could result in  
 *   overflowing. 
 
 * "git rev-list --abbrev-commit" defaulted to 40-byte abbreviations, unlike    newer tools in  
 * the git toolset. 
 
And other minor fixes and documentation updates. 
---------------------------------------------------------------- 
Changes since v1.7.0.5 are as follows: 
Charles Bailey (1): 
      Documentation: Describe other situations where -z affects git diff 
David Aguilar (1): 
      Makefile: Remove usage of deprecated Python "has_key" method 
Jay Soffian (1): 
      Documentation/config.txt: default gc.aggressiveWindow is 250, not 10 
Jeff King (1): 
      diff: use large integers for diffstat calculations 
Johannes Sixt (1): 
      MSVC: Fix build by adding missing termios.h dummy 
Jonathan Nieder (2): 
      Document new "already-merged" rule for branch -d 
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      Documentation/Makefile: fix interrupted builds of user-manual.xml 
Junio C Hamano (1): 
      Git 1.7.0.6 
Marc Branchaud (1): 
      Docs: Add -X option to git-merge's synopsis. 
Michael J Gruber (3): 
      rev-list: use default abbrev length when abbrev-commit is in effect 
      t1010-mktree: Adjust expected result to code and documentation 
      t7012: Mark missing tests as TODO 
SZEDER GÃ¡bor (1): 
      reflog: remove 'show' from 'expire's usage string 
Thomas Rast (1): 
      combined diff: correctly handle truncated file 
Will Palmer (1): 
      documentation: clarify direction of core.autocrlf 
Respuestas: 2010-04-24 [ANNOUNCE] Git 1.7.0.6                                 Junio C Hamano  
2010-04-24 [ANNOUNCE] Git 1.7.0.6                                 Junio C Hamano  
 
10.3 Estudio de las listas de correo de Trac 
 
La comunidad de Trac tiene a disposición de los usuarios de la comunidad diversas 
listas de correo, las cuales podemos observar los mensajes estudiados durante el periodo 
del 01/04/2010 al 01/06/2010. 
 
10.3.1 Estudio de Trac Development Google Group 
 
Asunto:  Component Dependencies 
Autor:  Karsten Klein 
Fecha 27/04/2010 
Contenido:  Hi,  I wonder if it would be possible to add component interdependencies on a  per plugin 
basis to the loader and subsequently also the plugin administration page?  
Consider the following:  
Plugin A provides a set of distinct components, where most of which are actually required 
for the plugin to work. In addition, it provides a set of optional components, some of 
which are mutually exclusive to the other.   
Plugin A  
   Component 1  (required dependency for all the other components)  
   Component 2  (required, requires 1)  
   Component 3  (required, requires 1, 2)  
   Component 4  (optional, mutually exclusive to Component 5)  
   Component 5  (optional, mutually exclusive to Component 4)  
However, either of Component 4 or 5 is required to make the system work, with 
Component 5 providing an alternative implementation for Component 4, for example 
authentication.  
A look into the loader yields that all the required components defined for the standard trac 
are hard coded into the system (required_components).  
In addition, inter dependencies between components of a single plugin are currently not 




Introducing such dependencies into the entry_points declaration seems quite straight 
forward, provided that such dependencies are only defined for a single plugin and the 
components that it provides, and not on a cross plugin basis. For the latter, standard entry 
point level dependencies can be used, for example 
my.plugin.Foo=my.plugin:Foo[other.plugin].  
The question is though, what notation will be used for this?  A similar approach to 




seems feasible, however, with longer package names and module/class names thereof, it 
may become rather unreadable/unmanageable.  
A different approach then could use lists, instead of directly entering the information into 
the string declaration,e.g.  
dependencies =  [("my.plugin.Foo", ["my.plugin.Base", "my.plugin.Bar" ]),  
  ("my.plugin.Bar", ["my.plugin.Base" ])]  
The loader must then, on get_plugin_info provide this additional information to the caller, 
so that in admin.web_ui.PluginAdminPanel and the template thereof, that information can 
be used to auto-select a/o deselect components of a given plugin, along with the 
dependency information being displayed in the component's description.  





Asunto:  Checking for user existence 
Autor:  Josh  Goddsif 
Fecha 27/04/2010 
Contenido:  Hey 
Is there a way (using PermissionCache) to check whether a particular user exists within a 
project at all? (i.e. has any entry within the permissions table.) This as opposed to checking 
for a specific permission.  
Thanks  
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Asunto:  Public/Private Comments 
Autor:  Josh  Goddsif 
Fecha 27/04/2010 
Contenido:  Hey  
My company is looking to extend Trac in order to allow us to specify certain comments as 
being public or private (depending on whether we go with blacklist or whitelist approach).  
I would assume that the best way to go about this would be to create a plugin 
implementing the ITicketChangeListener interface. (If not, what would?)  
Ideally there would be some sort of checkbox that we could just tick to indicate 
public/private, which would then be stored in the db. However, I'm not entirely sure how to 
go about this - I'm assuming the ticket_change table would be the most appropriate to store 
the data in, but I'm slightly worried that Trac will interpret that as being a change to a 
ticket, and not associated with an individual comment.  
Could someone point me in the direction of a possible solution? i.e. Are my fears 
unfounded, and should I just go code something up, or will this require a little more work 
to implement on the level of an individual comment.  
Thanks  




Asunto:  Resource refactoring ideas  
Autor:  Christian Boos 
Fecha 20/04/2010 
Contenido:   Note: I wrote this "in context" of another mail, but the scope of the question and my 
answer belongs more to Trac-dev...  
On 4/20/2010 1:27 PM, Remy Blank wrote:  
> osimons wrote:  
> That still upholds the rule of the layer whereby a resource should not be used to get the 
>underlying model object, and generally stay ignorant of the contruction and usage of the 
>model objects.  
> I wasn't yet involved in Trac when this was discussed, so excuse my ignorance. What's 
>the reason for not wanting a resource to be used to get the underlying model object?  
I'm not sure either if that was explicitly "forbidden".  
Even the sample code in 
http://trac.edgewall.org/wiki/TracDev/ContextRefactoring#ContextFacto...  
has such a method:  
   IResourceManager.resolve_resource(descriptor)  
(verifying in the original Google doc where the above page was initially elaborated, this 
Estado de la práctica de la Ingeniería de Requisitos en proyectos de Software Open Source 
 
208 
was indeed written by cmlenz, #170)  
>  I have often thought that a resource_get_model(resource) function that gets the model   
> object through the relevant resource manager would be extremely useful.  
Well, as you can't really call anything in a generic way from that model object, it wouldn't 
be that useful, otherwise you risk to end up writing things like: `if realm == 'wiki': (model 
is a WikiPage) elif realm == 'ticket': (model is a ticket) ...` Not good. But once you know 
you can call things like `model.exists`, or you can do other useful things with a model 
object then it will make sense. But maybe you had some other use cases in mind?  
The other related use cases I can think of are the IResourceChangeListener (discussed in  
http://trac.edgewall.org/ticket/8834) and the IPermissionPolicy interfaces. The 
components implementing these interfaces often have to instantiate a model from the 
resource. But there, we always *know* which class we have to instantiate, as we're 
anyway going to manipulate the API specific to the realm. In this situation what's 
problematic is not so much the possibility to create a model from a resource in a generic  
way, but the fact that this creation has to be *repeated* over and over again. This was 
often pointed out by Felix Schwartz, on #8834 and mails on Trac-dev. There are several 
possibilities to fix this, either by passing the model explicitly alongside the resource (but if 
the model is not always needed, this will have an adverse effect on performance), or  
by making it possible to retrieve the instance from the resource in an efficient way: a) by 
attaching the model to the instance once we have it (resource.model, initially None), or b) 
your resource_get_model(resource), which could use a trac.util.ThreadLocal cache.  
The advantage of a) is that it would be more explicit, we can better track where a model 
has been instantiated the first time, whereas with b) this might be more fuzzy, the 
instantiation might happen in unrelated part of the code, so probably not a good idea.  
a) alone would be cumbersome (`if resource.model is None: resource.model = 
WikiPage(...)` all over the place), b) without caching would not solve the problem of 
repeated instantiations, but a) and b) together might fit the bill: when accessing 
resource.model the first time, a call to `resource_get_model` could be made, binding the 
model to the resource.  
Of course, this would be even nicer if we could write `resource.model` instead of 
`resource.get_model(env)`. Storing the env in the resource would make this possible. Not 
only that, but it would also make it possible to have all the trac.resource helper functions 
as methods or properties (`get_resource_url`, `get_resource_...` and even the  
`resource_exists` introduced in my other mail, changed to an `exists` property). I don't 
think this would add much to the memory usage, and will certainly make the code nicer 
(e.g. `res.url(href)` instead of `get_resource_url(env, res, href)`). I suppose there were 
some reasons why this was frowned upon (having a `Resource.env`), but I don't really  
remember what. Not to mention that if we would store the resource manager itself instead 
of the env, we would avoid a component lookup each time one of these helper is called...  
-- Christian  
Respuestas:   
 
 
Estado de la práctica de la Ingeniería de Requisitos en proyectos de Software Open Source 
 
 209
Asunto:  Regarding grammatical gender in translations 
Autor:  Itamar O 
Fecha 01/05/2010 
Contenido:  While working on the Hebrew translation for Trac, I tried avoiding issues involving 
grammatical gender conjugation and declension.  
Apparently, this attempt failed...  
I started actually using the Hebrew version with 0.12beta, and as a result started noticing 
some occurrences of incorrect conjugation / declension.  
For example, in the timeline, items are listed as "<item> edited by <author> ...", when <item> 
can be "milestone" (which is a feminine noun in Hebrew) or "ticket" (which is a masculine 
noun in Hebrew), thus demanding different conjugations of the following verb "edited"...  
I am certain that there are other translation that must deal with this, so I wonder how other 
translators are dealing with this issue?  
Itamar O.  
Respuestas:  
 
Asunto:  Attachment.filename not set when entering validators  
Autor:  Karsten Klein 
Fecha 29/04/2010 
Contenido:  In the AttachmentModule, on _do_save() the attachment's filename field is not set prior to 
calling the validators.  
It this on purpose?  
(cf. line 634)  
# attachment.filename = filename  




Respuestas:   
 
 
Asunto:  http://trac.edgewall.org/ticket/8925 and  
Autor:  Mark MC Mahos 
Fecha 29/04/2010 
Contenido:  Hi,  
I was working on the patches that I posted to this ticket but was left wondering if the 
TitleIndex macro hierarchy view doesn't need some more work anyway.  








and you use the following  
{{{ [[TitleIndex(Super/Parent, format=hierarchy)]] }}}  
 
This will show up when rendered as:  
{{{  
 * SuperParent  
    * Page1  
       * Page1  
       * Page_A  
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       * Page_B  
    * Page2  
       * Page2  
       * Page_C  
       * Page_D  
}}}  
Shouldn't it show up as:  
{{{  
 * Parent     # linked or not depending if the page exists  
    * Page1         # linked or not depending if the page exists  
       * Page_A  
       * Page_B  
    * Page2  
       * Page_C  
       * Page_D  
}}}  
The changes being:  
  1. Do not concatenate parent if it has a slash (e.g. SuperParent),  
It should actually probably just be Parent, or alternatively Super/Parent  
  2. Don't list Page 1 twice (especially don't list it at the same level as it's children)  
  3. Only linkify existing pages (Page1  
Otherwise maybe I have misunderstood how Hierarchy was meant to work?  
Thanks  
  Mark 
Respuestas:  
 
Asunto:  Container Managed Transactions, sort of 
Autor:  Karsten Klein 
Fecha 23/04/2010 
Contenido:  Hi All,  
in respect to the new JPA and container managed transactions, I wonder, if we could 
revamp trac so that the user would not have to worry about  
  a) closing cursors  
  b) committing or rolling back  
 
I reckon that a fail on commit would require the user to implement some fallback code, 
basically displaying an error message to the user. And, if it all boils down to this, then why 
not have trac handle the transaction stuff by itself?  
 
That way, and also in respect to the single issue still being open, preventing 0.12 from 
being released, I would postpone the issue to a minor future release, that then will 
introduce said container managed transactions.  
 
The container provided transaction manager would be required to record all active cursors, 
that have not been closed, and also all active transactions not manually committed by the 
user.  
 
Upon post_process_request then, if it were to be implemented as a IRequestHandler, the 
transaction manager would begin collecting all unclosed cursors and running transactions, 
try committing and, in case of error, rolling back. It could then, also redirect to a common 
error page, or a custom page that was defined for/by the currently serviced realm.  
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This however, would required the transaction manager to be run last in the chain of 
available request handlers.  
 
The with_transaction decorator could then be redefined so that it will record the ongoing 
transactions with the transaction manager.  
In addition, it should be made mandatory for plugin authors to be used when accessing the 
database.  
How about it?  
Regards  
Carsten   
Respuestas:   
 
 
Asunto:  Proposal: RoadMap strategy details 
Autor:  Mrelbe 
Fecha 03/05/2010 
Contenido:  Hi all, and especially Christian  
The RoadMap wiki page, together with all tickets, was updated yesterday to convey a new 
planning strategy. The new approach seems easier and clearer to grasp, I think.  
To make things somewhat even more clear to all of us, perhaps we should define what we 
mean with "major releases" and "minor releases" on the RoadMap wiki page. Currently, a 
hint is expressed in the description of milestone 0.12.1: "enhancements should go directly 
into 0.13"  
That's all clear and fine, but I would like that to be explained in general on the RoadMap 
page. I also think the TracTicketTriage also need to be updated with some info, or hints.  
I know I could just jump in and start editing the wiki pages, but I hesitate in doing that 
since I am not involved in the planning.  
I would also feel more confident in actually taking ownership of tickets and changing 
milestones if I understood the strategy, some milestones currently express details 
regarding that as well: 0.12.1 again states "Move tickets from next-minor-0.12.x  to here 
once you know you're going to fix them for the 0.12.1 release".  
What do you think? Could the RoadMap wiki page be the place to express a general 
planning strategy to help me in understanding what I should or shouldn't do regarding 
planning of tickets?  
With best regards  
Mikael   
Respuestas:   
 
 
Asunto:  Normalise comments out to their own table? 
Autor:  Josh Godsiff 
Fecha 03/05/2010 
Contenido:  Hi folks  
I'm looking to do some things with comments which would be easiest if they got 
normalised out of 'ticket_changes' into their own db table. What I'd propose as a DB 
schema is something like this:  
CREATE TABLE ticket_revision (ticket integer, time integer, author text, comment text, 
UNIQUE (ticket,time));  
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CREATE TABLE ticket_change (ticket integer, revision integer, field text, oldvalue text, 
newvalue text UNIQUE (ticket,revision,field) );  
 
A couple of questions regarding this - firstly, would this be of any benefit to the wider Trac 
community, or is there some particular rational behind the current method of storing 
comments that would make this a not terribly useful idea to others. Secondly, is it possible 
for Plugins to modify the schema of core DB tables, or can they only create/edit their own? 
 
Thanks  
- Josh  
Respuestas:   
 
10.3.2 Estudio de Trac Users Google Group 
 
Asunto:  Newbie round2: Successful initenv, TypeError: unhashable type on first load 
Autor:  Scott Gutman 
Fecha 08/05/2010 
Contenido:   Hello and thank you for your time. I am installing trac for the first time and I have not used 
python, easy_tools, genshi or the mysql-python libs.  I sent an email about a similar error 
when trying to install version 11.7 and now I also with 12b1.  So, I assume, it must be  
something with my network, hardware or software setup. I am including my setup and 
procedure list of how I installed the software.  Perhaps I forgot a step that you could point 
out?  Thanks in advance.  
We have our webserver and mysql servers on 2 separate machinces in the office for all our 
apps.  
Web server  192.168.12.3  
CentOS release 5.3 (Final) linux 2.6.18-128.1.16.el5  
httpd-2.2.3-31  
Genshi  0.6  
mod_wsgi   3.2 (WSGIProcessGroup WSGIApplicationGroup server01.fphc.local|/trac)  
Python  2.4.3 (#1, Sep 3 2009, 15:37:37) [GCC 4.1.2 20080704 (Red Hat 4.1.2-46)]  
setuptools      0.6c11  
MySQL-python-1.2.1-1  
mysqlclient15-5.0.67-1  
MYSQL Server 192.168.2.10  
CentOS release 5.3 (Final) Linux 2.6.18-128.1.14.el5  
mysql-server-5.0.45-7.el5  
MySQL-python-1.2.1-1  
Below is the method I used to install the software.  I logged in as root for the install. Apache 
runs as apache:apache.  
MySQL DB setup(mysql server):  
   mysql -p -e "CREATE DATABASE trac DEFAULT CHARACTER SET utf8 COLLATE 
   utf8_bin;" mysql  
   mysql -p -e "GRANT ALL ON trac.* TO 'tracuser'@'%' IDENTIFIED BY 'password';" 




Trac install(webserver):  
   yum install python MySQL-python  
   cd /usr/src  
   wget  
http://pypi.python.org/packages/2.4/s/setuptools/setuptools-0.6c11-py2.4  
.egg#md5=bd639f9b0eac4c42497034dec2ec0c2b  
   chmod 755  ./setuptools-0.6c11-py2.4.egg  
   ./setuptools-0.6c11-py2.4.egg  
   easy_install Genshi  
   easy_install Trac  
Trac environment(webserver):  
   mkdir -p /usr/share/trac/projects/core  
   trac-admin /usr/share/trac/projects/core initenv  
        Project Name [My Project]> Infrastructure and Communications  
        mysql://tracuser:passw...@192.168.2.10/trac  
        <enter>  
        <enter>  
   trac-admin /usr/share/trac/projects/core deploy /tmp/deploy  
   mv /tmp/deploy/* /usr/share/trac  
   chown -R apache.apache /usr/share/trac  
   chmod 777 /usr/share/trac  
Setup Authentication file:  
   mkdir /usr/share/trac/login/  
   htdigest -c /usr/share/trac/login/trac.htpasswd trac admin  
Install mod_wsgi for apache(webserver):  
   yum install httpd-devel python-devel  
   cd /usr/src  
   wget http://modwsgi.googlecode.com/files/mod_wsgi-3.2.tar.gz  
   tar xvfz mod_wsgi-3.2.tar.gz  
   cd /usr/src/mod_wsgi-3.2  
   ./configure  
   make  
   make install  
Edit apache conf files, add lines to end of file  
   nano /etc/httpd/conf/httpd.conf  
##### Begin apache conf settings  
LoadModule wsgi_module modules/mod_wsgi.so  
WSGIScriptAlias /trac /usr/share/trac/cgi-bin/*trac.wsgi  
<Directory /usr/share/trac/projects/core>  
    WSGIApplicationGroup %{GLOBAL}  
    Order deny,allow  
    Allow from all  
</Directory>  
<Location "/trac/login">  
    LoadModule auth_digest_module modules/mod_auth_digest.so  
    AuthType Digest  
    AuthName "trac"  
    AuthDigestDomain /trac  
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    AuthUserFile /usr/share/trac/login/trac.htpasswd  
    Require valid-user  
</Location>  
##### end apache conf settings  /etc/init.d/httpd restart  
Respuestas:  
 
Asunto:  Automatic return to query after ticket edit 
Autor:  David Frahm 
Fecha 07/05/2010 
Contenido:  Is there any way to configure Trac to automatically redirect users back to their query after 
editing a ticket?  
Having to scroll up to the top and click the 'Back to query' is getting old really quickly.  
(BTW, I tried to search for an answer to this... Surely its been asked before but I couldn't 




Asunto:  How to upgrade an existing 0.11 to use Genshi 0.5.1?  
Autor:  Ivar Klung 
Fecha 07/05/2010 
Contenido:  I currently have trac 0.11 and wanted to install Agilo on it. However it requires Genshi 0.5.1 
and I have 0.5…So I downloaded 0.5.1 and all looked fine, even ran trac-admin upgrade  
on the project restarted apache  
BUT  
It only ended in an internal server error message. So must be something wrong.  
I then used easy_install again to revert back to the previous 0.5 and all works fine (except for 
the test project that i used the upgrade command on.....).  
Is there anybody that can give me clear instructions on what I have to do in this situation?  
How do I upgrade to Genshi 0.5.1 from 0.5 without breaking the existing installation?  





Asunto:  Automated tool to package Trac plugins as DEB files  
Autor:  Olemis Lang 
Fecha 06/05/2010 
Contenido:  The title is almost self-explanatory ;o). If someone knows of a tool to automate the process 
of packaging Trac plugins as DEB files, please let me know . Docs will be welcome as well 
;o)  
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Asunto:  Newbie setup: tracback errors: Where do I find or turn on debugging?  
Autor:  Scott Gutman 
Fecha 07/05/2010 
Contenido:  Hello all and thanks for your help in advance, I am trying to setup Trac on our inhouse server. 
 I started the server with the line below:  
tracd -s --port 8000 /usr/share/trac/projects/core  
Then I used another computer to load -->  http://192.168.12.3:8000/  
The result is listed below. I did a chmod 777 on the entire /usr/share/ trac directory, but that 
did not fix it. Can you direct me to some logging or debugging so I find out what is  
happening?  Thanks  
 
---result---  
Traceback (most recent call last):  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/web/api.py", line 376, in    
  send_error 'text/html')  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ web/chrome.py", line  
  739, in render_template  
  data = self.populate_data(req, data)  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ web/chrome.py", line  
  639, in populate_data  d['chrome'].update(req.chrome)  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ web/api.py", line 195, in  
   __getattr__value = self.callbacks[name](self)  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ util/compat.py", line 135,   
  in newfunc  return func_(*(args + fargs), **dict(kwargs, **fkwargs))  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ web/chrome.py", line  
  494, in prepare_request  
for category, name, text in contributor.get_navigation_items(req):  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ ticket/web_ui.py", line  
  163, in get_navigation_items    
 if 'TICKET_CREATE' in req.perm:  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ perm.py", line 549, in  
   has_permission  
    return self._has_permission(action, resource)  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ perm.py", line 562, in  
  _has_permission  
    decision = PermissionSystem(self.env). \  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ perm.py", line 450, in  
   check_permission  
    perm)  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ perm.py", line 284, in  
  check_permission  
    permissions = PermissionSystem(self.env). \  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ perm.py", line 369, in  
   get_user_permissions  
    for perm in self.store.get_user_permissions(username):  
  File "/usr/lib/python2.4/site-packages/Trac-0.11.7-py2.4.egg/trac/ perm.py", line 184, in  
  get_user_permissions  
    if user in subjects:  
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Asunto:  Create Report Diagrams using GoogleChartPlugin  
Autor:  sunny063 
Fecha 06/05/2010 
Contenido:  Hi,  
I just downloaded and installed the GoogleChartPlugin for Trac.  This plugins does really 
create nice diagrams, however I was not able to figure out how to use queried data in diagram 
legends. For instance I would like to query the number of tickets per user, thus I would write 
the following SQL-Query:  
Select count(*), author From ticket_change group by author  
With the GoogleChartPlugin I first tried the query stated above - like: [[GChart(type="pie", 
chs="250x100", query="Select count(*), author From ticket_change group by author")]]  
 
But this resulted in an empty diagram. So far I started to read through Google Chart API and 
figured out that "chdl" sets the legend, unfortunately I saw only static assignements to the 
legend. Is it possible to use a column of the  query?  
 




Asunto:  Couldn't find new TracAdmin features in docs. Missing ?  
Autor:  Olemis Lang 
Fecha 06/05/2010 
Contenido:  After reviewing new features in Trac 0.12 [1]_ I could not find a reference to extension 
points to add trac-admin commads. I didn't find'em in 0.11.7 so I suppose they are new in 
0.12b1  
Q:  
  - Should be added ?  
.. [1] TracDev/ApiChanges/0.12  







Asunto:  Setting landing page on a per-user basis    
Autor:  Josh Godsiff 
Fecha 06/05/2010 
Contenido:  Is there some way, either using plugins or in the Trac core itself, to set the default landing 
page on a per-user basis?  
For example, if I had a Trac instance set up in www.example.com/trac/, then that address 
will in practice load www.example.com/trac/wiki However, lets say I have three different 
users: Joe, Moe and Curly.  
  * Joe is fine with landing on /trac/wiki, when he accesses /trac,  
  * Moe would like to land on /report/8, and  
  * Curly would like to land on /newticket  
Is there any way to accomplish this presently? Or do I need to go and write a plugin myself 
to modify preferences.  
Thanks  
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Asunto:  Trac post-commit hook does not seem to close tickets.   
Autor:  Friek Wielstra 
Fecha 06/05/2010 
Contenido:  I've set up a post-commit hook for SVN that calls Trac, and it seems to work just fine - I get 
the right log messages in the log (see below), and the timeline in Trac is updated as well.  
 
However, when I add the text 'fixes #1337', which, according to the documentation, will set 
issue #1337 to fixed and closed, this doesn't seem to do anything to said issue.  
 
Is there a setting I'm missing, or something I'm doing wrong? Below is the log and some 
screens. Note that this is for Trac 0.12b1.  
 
2010-05-06 13:52:16,776 Trac[api] DEBUG: Event changeset_added on 
C:\svn\repositories\boeken for changesets (u'2669',)  
2010-05-06 13:52:17,105 Trac[svn_fs] DEBUG: Subversion bindings imported  
2010-05-06 13:52:17,121 Trac[cache] INFO: repos rev [2669] != cached rev [2668]  
2010-05-06 13:52:17,137 Trac[cache] INFO: Trying to sync revision [2669]  
2010-05-06 13:52:17,183 Trac[cache] DEBUG: Caching node change in [2669]:  
(u'/project/static/css/structure.css', 'file', 'edit', u'/project/static/css/structure.css', 2668)  
2010-05-06 13:52:17,387 Trac[api] DEBUG: Event changeset_added on Some Project for 
revision 2669  
 
Screenshot. This shows the timeline (with the commit remarks) and the ticket's title (and 




Finally, if this is relevant, this is the content of my post-commit.cmd file (comments 




set REPOS=%1  
set REV=%2  
 




Asunto:  Users and ticket types    
Autor:  Roger Obertholtzer 
Fecha 06/05/2010 
Contenido:  We have a setup where we use Buzgilla for problems that we want visible to external users, 
and Trac for all internal work. There is growing interest in using Trac for both purposes. The 
idea is that if we eliminate Bugzilla, the new solution should not be two different ticket lists, 
even if they are both in Trac. Of course not - that would have been too easy :)  
 
Generally speaking, items that would earlier have been in Bugzilla would be added as 
Tickets, with the ticket type set to something like 'Issue'. (In fact we call our Bugzilla 
'Issuezilla' because all user problems are not assumed to be bugs...)  
 
This presents a problem: how to limit some users to only seeing tickets of a certain type? We 
use Apache for authentication. I have looked through Trac Hack and do not see (or 
recognize) anything that addresses this. I guess it is not as simple a thing as one might  
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expect. I would expect that a per-user permission would be needed.  
 
Anyone else doing something like this? Am I approaching the solution from the wrong way? 




10.3.3 Estudio de Trac Tickets Google Group 
 
En esta comunidad he realizado el estudio de los mensajes del año 2006 donde hay 
un total de 1551 mensajes enviados. Como podemos comprobar hace 4 años que no 
publican nada en esta lista con lo cual no la utilizan actualmente. Por este motivo, se 
muestra un ejemplo de un mensaje de la lista de correo en la Figura 29, ya que todos 
tienen el mismo formato. 
 
 
Figura 29: Ejemplo mensaje de la lista de Trac Tickets Google Group 
 
En este estudio sobre la lista de correo (Trac Tickets Google Group), creada a 
través de Google Group, la utilizan para la comunicación de los cambios de entradas. 
Cada vez que una entrada de Trac se modifica se publica un nuevo mensaje en esta lista. 
Además podemos observar  los mensajes tienen un formato formal. En ellos se muestra: 
 
- La persona que envía el mensaje (reportero) 
- Tipo de anuncio 
- Prioridad 
- Componente al que pertenece 
- Severidad 
- El propietario  




Estado de la práctica de la Ingeniería de Requisitos en proyectos de Software Open Source 
 
 219
- Además en cuerpo del mensaje podemos ver quien ha realizado los cambios. 
 
10.4 Estudio del contenido de la Wiki de jQuery UI 
 
La comunidad de jQuery UI tiene a disposición una Wiki, la cual se ha investigado 
con el objetivo de poder encontrar, caracterizar y entender la Ingeniería de Requisitos en 
esta comunidad [WikijQuery]. En esta Wiki podemos encontrar diversa información 
referente al proyecto de la comunidad, en la cual encontramos publicada una lista 
completa de los plugins previstos para jQuery UI, la información sobre las 
convocatorias de meetings o reuniones que la comunidad realiza a través de dicha Wiki, 
y la documentación dirigida a los desarrolladores. 
10.4.1 Lista de plugins previstos para jQuery UI 
 
En la Figura 30 podemos observar 
la lista de algunos de los plugins que se 
están realizando en la comunidad de 
jQuery UI, donde cada plugin tiene un 
tipo y un estado asignados. Los tipos de 
plugins que realizan son Widget, 
Interaction, Utility, utility (core plugin) 
y Effect. Por otro lado, los diferentes 
estados al cual puede estar asignado un 
plugin son completo, en desarrollo y en 
planificación. 
 
Si entramos en la página de 
cualquier plugin nos encontramos con 
la ficha de descripción del plugin. En 
esta ficha encontramos la siguiente 
información: 
- Type: El tipo de plugin. 
- Telease: la versión a la que 
pertenece el plugin. 
- Priority: la prioridad. 
- Status: el estado del plugin el 
cual puede ser completo, en 
desarrollo o en planificación. 
- Documentation: enlace a la 
documentación del plugin. Los 
plugins en estado de desarrollo 
o planificación no tienen enlace 
de documentación y aparece n/a. 
- Demo: enlace de una 
demostración del plugin. Hay 
plugins que no tiene demos-
tración. 
 
Figura 30: Plugins jQuery UI 
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Además de esta información también encontramos una pequeña descripción de los 
siguientes temas del plugin:  
- La descripción del plugin 
- El diseño visual 
- Las especificaciones y requisitos funcionales 
- Markup & style 
- La última versión del plugin 
- Apartado de cuestiones de de-bate. 
 
10.4.2 Documentación dirigida a desarrolladores 
 
En esta sección encontramos de-tallada la información que podemos encontrar 
publicada en la Wiki de jQuery UI. 
 
10.4.2.1 Fases de desarrollo de un plugin 
 
Los plugins se realizan en base a la prioridad que se le asigna según la lista de 
prioridades explicada anteriormente y el proceso de priorización explicado más abajo. 
Una vez que se determina que un plugin se llevará a cabo, el primer paso es llenar los 
documentos de diseño, incluyendo el diseño visual, las especificaciones funcionales. 
Una vez que las especificaciones están completas, el desarrollo se iniciará en una rama 
específica. En segundo lugar, las validaciones deben ser escritas con anterioridad para 
priorizar la implementación de las características.  
 
Por otra parte, un plugin puede ser publicado para su uso, con sólo un subconjunto 
de las características deseadas. En muchos casos, se han publicado plugins con un 
conjunto básico de características, los cuales más tarde se han vuelto a publicar, pero en 
este caso en una nueva versión con nuevas características añadidas. En un alto nivel, el 
ciclo de vida de un plugin es: 
 
- Desarrollo: Estos son el conjunto de plugins con actual prioridad en desarrollo 
activo por el equipo de la comunidad. Una vez que estos plugins se consideran 
cerrados para ser publicados, se planifican para una versión específica y se 
trasladan al máster como parte del lanzamiento oficial.  
 
- Publicado: Estos plugins son versiones oficiales de jQuery UI soportados con 
una completa documentación, pruebas y demostraciones. Las características de 
las peticiones e informes de errores se gestionan a través de Trac.  
 
La disposición de un plugin viene determinada en conjunto por el equipo de 
directores del proyecto, donde este proceso debe incluir un examen bastante riguroso 
para mantener las versiones de los plugins con calidad. 
 
Establecimiento de prioridades en el desarrollo activo 
 
Los plugins que se encuentran en desarrollo, no se vinculan a una versión específica 
hasta que se suben al máster. El plan consiste en añadir al final un enlace a los plugins 
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jQuery alfa en el sitio público de la interfaz de usuario para que podamos obtener la 
opinión de la comunidad desde el principio. 
  
Para que un plugin sea puesto como una vista previa / alfa, debe cumplir antes una 
serie de condiciones como utilizar la fábrica de widgets y ser coherentes con las normas 
de codificación establecidas por la comunidad, aprovechar los métodos existentes y los 
servicios públicos básicos, utilizar el Framework jQuery UI CSS  y estar listo para 
ThemeRoller, compatible en todos los navegadores (IE 6.0 o superior, FF 2 +, Safari 3.1 
+, Opera 9.0 +, y Google Chrome), uso de la consolidación progresiva y atributos 
HTML5 y semántica de marcado, y finalmente tal y se ha comentado anteriormente los 
plugins serán revisados por el equipo de directores del proyecto. 
 
Además la comunidad exige que debe existir una página en la wiki con la 
descripción, diseño y especificaciones funcionales completa del plugin junto con una 
página de demostración que muestre la funcionalidad por defecto del plugin y las 
variaciones que puede contener la versión del plugin si se da el caso.  
 
Por otra parte los usuarios de la wiki tienen opción a votar los puglins que se 
encuentran en desarrollo activo. Además estas discusiones de votos también se realizan 
a través del foro de desarrollo de jQuery UI. 
 
Tipo de publicaciones: Beta / Release Candidate / Final 
 
Los plugins oficiales forman parte del proceso de desarrollo propio y se encuentran 
ubicados en el máster. Una vez que un plugin es parte de la versión oficial, se versiona y 
es publicado como parte de toda la librería, y no como un plugin individual. Los plugins 
antes de ser oficiales tienen que pasar por las fases: 
 
- Alfa: La fase alpha comienza inmediatamente después de un lanzamiento final. 
Esta es la única fase en la que pueden ser añadidos nuevos plugins. Durante esta 
fase, los plugins están todavía en desarrollo activo y no tienen completas sus 
características o requisitos para estar listos para el consumo público. Las 
características, mejoras y correcciones de errores se producen durante esta fase, 
así como cualquier refactorización importante de los complementos existentes. 
 
- Beta: En esta fase, los plugins son lo suficientemente completos para las pruebas 
externas y deben tener todas sus características o requisitos completos, pero, sin 
embargo, pueden tener limitaciones conocidas o errores. Durante esta fase, 
pueden ser añadidas características y mejoras basadas en comentarios de los 
usuarios. Por lo tanto, el principal objetivo durante la fase beta es realizar 
correcciones de errores, mejoras de rendimiento y comprobar la robustez del 
plugin.  
 
- Release Candidate: La fase de Release Candidate puede comenzar en cualquier 
momento después de que todas las incidencias hayan sido resueltas. Lo ideal 
sería que no hubiera incidencias críticas abiertas. Los únicos cambios permitidos 
en esta fase son correcciones de errores e incluso deben limitarse a los errores 
críticos y bloqueadores.  
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- Versión Final: La versión final no es en realidad una fase, ya que sólo dura el 
tiempo que tarda en realizar el lanzamiento real. La versión final se debe hacer 
cuando el equipo se siente seguro de que no haya más errores conocidos graves. 
 
Envío de un plugin  
 
La presentación de un plugin para jQuery UI es un proceso bastante simple, ya que 
simplemente se debe obtener una cuenta en el grupo de desarrollo de Google, crear un 
nuevo mensaje al grupo sugiriendo tu plugin junto con los enlaces a demostraciones del 
plugin, su documentación y una discusión de por qué cree que este plugin se debe 
incluir.  Una vez enviado, el equipo de jQuery UI probablemente revisará el plugin para 
ver si encaja en las prioridades y la dirección estratégica del proyecto de la comunidad, 
para poder ser aceptado. Si el equipo decide no aceptar el plugin, no significa que el 
equipo no lo apoye en un futuro, por lo tanto, es aconsejable mantener el código 
actualizado, demostrando su utilidad mediante el aumento de su popularidad y adhesión 
a los estándares de codificación jQuery UI para que de esta forma aumenten las 
probabilidades de contraer su inclusión en un futuro. 
 
10.4.2.2 Guía de corrección de incidencias 
 
Los errores o incidencias se corrigen a través del sistema de seguimiento de errores 
de jQuery UI [BTS jQuery]. A fin de introducir nuevos errores primero es necesario 
crear una cuenta en Trac.  Al crear una incidencia en el sistema de Trac, esta debe 
contener un resumen, una descripción, el tipo de incidencia, el componente y la versión 
a la que pertenece la incidencia. Además, la comunidad proporciona una serie de 
normas para rellenar una incidencia correctamente:  
 
- La descripción debe proporcionar detalles suficientes para explicar claramente el 
problema y los pasos para reproducir el comportamiento. Además se pueden 
introducir otras palabras clave para ayudar a otros usuarios a encontrar la 
incidencia. 
 
- Puede agregarse a la  lista cc si un usuario desea que se le notifique cuando se ha 
actualizado la entrada de la incidencia.  
 
- Los directores de proyecto son los responsables de establecer las prioridades e 
hitos de los errores. 
 
- El campo asignar a nunca debería ser rellenado por la persona que introduce el 
error. 
 
- De forma predeterminada, los miembros no tienen los derechos para editar 
entradas de incidencias de modo que si se comete un error al crear una entrada, 
se tendrá que introducir un comentario de corrección para la entrada de la 
incidencia. 
 
- Las entradas deben tener un resumen descriptivo y descripción. 
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Una vez introducidas las incidencias, los desarrolladores deben comprobar que 
verdaderamente existe un error. Para ello el primer paso en la revisión de una incidencia 
es verificar que el error existe realmente. Para comprobar si el error existe, simplemente 
hay que crear una prueba simple usando el último código de la rama principal. Si el 
fallo no es reproducible en el máster, entonces hay que probar en la versión 
correspondiente e indicar la versión en la incidencia. No obstante, si el fallo no es 
reproducible en cualquier versión, la incidencia se cierra adjudicándole el estado 
deworksforme. En cambio, si el error es reproducible en la versión que indica, pero no 
del principal, se debe cerrar la incidencia poniéndole el estado a fijo.  
 
Cualquier incidencia que no sea asignada o aceptada es libre para ser escogida por 
cualquiera de los miembros de la comunidad, es decir, las incidencias no son auto-
asignadas en base a la persona propietaria del componente o encargada del 
mantenimiento del plugin. Todos los miembros del equipo pueden trabajar en cualquier 




El equipo de jQuery UI celebra meetings con el objetivo de completar la corrección 
de errores de las versiones de jQuery UI. Estas reuniones se publican en la wiki. Como 
no son reuniones a nivel mundial no tienen un lugar físico donde realizarlas sino que las 
realizan a través de un canal de chat (IRC) o de la misma wiki.  
 
Por ejemplo, la comunidad jQuery UI realizó el meeting llamado Worlwide sprint 2, 
el cual tuvo lugar los días 17 y 18 Abril del 2009 con el objetivo de corregir los errores 
de la versión 1.7.2. La idea principal de la reunión era captar toda la atención y 
productividad de los miembros de la comunidad para conseguir la publicación próxima 
jQuery UI, con el fin de terminar todos los asuntos críticos de la versión 1.7.2. Además 
también estaban planificando la versión 1.8 y necesitaban ayuda para realizar las 
especificaciones y diseños de los plugins más prioritarios.  
  
A fin de coordinar de manera eficiente la reunión, se utilizó durante los dos días el 
canal de IRC chat. La mayoría de los miembros del equipo también usó GTalk y Twitter 
para la comunicación directa. De esta manera pudieron mantener una comunicación 
directa con los siguientes miembros de la comunidad: Scott González 
(scott.gonzalez@gmail.com), Todd Parker (todd@filamentgroup.com) y Richard D. 
Worth (rdworth@gmail.com). 
  
Además, en la wiki podemos encontrar la agenda del meeting, con sus 
correspondientes contenidos para las tres reuniones:  
 
- Inicio de la reunión: Viernes, 17 de abril, 9:00 am EDT / 14:00 GMT +1 
o Bienvenido / introducciones 
o Ámbito de aplicación, la priorización de tareas 
o Q & A 
 
- Estado del meeting: Sábado 18 de abril, 9:00 am EDT / 14:00 GMT +1 
o Bienvenido / introducciones 
o Informe de situación del trabajo del día anterior 
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o Dar prioridad a las tareas pendientes 
 
- Wrap-up de la reunión: H. Esp abril 18, 6:00 pm / 23:00 GMT +1 
o Informe sobre la situación final 
o Cuestiones abiertas, próximos pasos. 
  
Por otra parte, según la reunión, los miembros del equipo se encuentran organizados 
de diferentes maneras. En el caso de este meeting, los miembros del equipo se 
dividieron en equipos y por número de áreas, donde al final quedaron 4 equipos 
diferentes: 
 
- Equipo de diseño: (responsable: Todd Parker) 
o Responsable de la planificación y el diseño de los nuevos plugins de 
prioridad alta y media de la wiki. 
 
- Equipo de desarrollo: (responsable: Scott González) 
o Responsable de las modificaciones, escrituras, test y las especificaciones 
completas de cada plugin de la versión 1.7. 
o Responsable para la fijación de temas críticos de las versiones 1.7.2 y 1.8, 
donde sobre todo se utiliza el bug Tracker (gestor de errores). 
o Además, el grupo de desarrollo tiene que arreglar otras cuestiones próximas 
procedentes del grupo de prueba 
 
- Equipo de test: (responsable: Richard D. Worth) 
o Responsable de la creación visual y las pruebas unitarias para cada uno de 
los plugins y por supuesto para los propios componentes de las pruebas y 
presentación de informes de los posibles temas del bugtracker. 
o El objetivo es tener una buena cobertura de pruebas unitarias (50%) de todos 
los plugins.  
 
- Equipo de documento: (responsable: Micheil Smith) 
o Responsable de la actualización, corrección de la documentación y  
validación de pruebas para cada plugin. 
  
El equipo de desarrollo que asistió a la conferencia Worlwide sprint 2, realizó todo 
el trabajo a través de una página de la wiki de la comunidad. Para realizar dicho trabajo, 
los desarrolladores siguieron un proceso, el cual queda reflejado en una entrada de una 
incidencia. Este proceso para su realización es el siguiente: 
 
- Si no hay ya una entrada de una incidencia, debe crearse una nueva. 
 
- Si se necesita realizar cualquier trabajo de diseño, primeramente se debe 
preguntar al equipo de diseño, ya que se requiere la aprobación de todos los 
nuevos requisitos por parte del equipo de jQuery UI.  
 
- Hay que documentar el comportamiento previsto del nuevo requisito para poder 
incluirla en la documentación del usuario final. Para ello se debe tomar nota del 
diseño y las especificaciones funcionales realizadas a través de la wiki.   
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- Implementar la solución al fallo o error y adjuntar el parche en una entrada de 
una incidencia. 
 
- Realizar test, o pedir ayuda al equipo de pruebas. 
 
Pero antes de empezar a trabajar con una incidencia, se debe buscar las incidencias 
que estén relacionadas a esta, ya que hay una buena probabilidad de que haya algunas 
entradas muy estrechamente relacionadas o incluso duplicadas en Trac.  
 
Cuando un miembro del equipo comience a trabajar con una incidencia, ésta pasará 
a estar asignada a ese miembro del equipo. Si por cualquier motivo un miembro debe 
dejar de trabajar con una incidencia simplemente debe volver a dejar el campo de 
asignado en blanco para que pueda cogerlo otro miembro del equipo.  
 
Seguidamente en la Figura 31 podemos observar las tareas completadas en el 
meeting. Estas tareas se identifican por un número de incidencia al que pertenecen, el 
plugin, una descripción del plugin, el diseño, si tiene documentación, el desarrollo, el 
testing, la versión y si ha sido completado. Algunos de estos campos pueden contener 
los siguientes valores: n/a, que significa sin valor, x, que significa que lo han realizado, 
y needed, que significa que es necesario. 
 
Figura 31: Tareas completadas en el meeting de jQuery UI 
 
Observando la Figura 31, si clicamos sobre el enlace de cualquier entrada nos dirige 
a la incidencia correspondiente, donde se gestionan las entradas de la comunidad de 
jQuery UI a través de Trac. En la entrada o ticket, mostrado en la Figura 32 podemos 
observar que contiene los campos reportado por, que se refiere a la persona que ha 
creado el ticket, la prioridad del ticket, el componente al que pertenece el error, el 
propietario del ticket, la versión donde se encuentra el error y la descripción del error. 
 




Figura 32: Ejemplo de entrada de una incidencia de jQuery UI 
 
10.5 Estudio del sistema de gestión de errores de jQuery UI 
 
La comunidad de jQuery UI, además de la wiki, tiene a disposición un sistema de 
gestión de errores, el cual se ha investigado con el mismo objetivo anterior, poder 
encontrar, caracterizar y entender la ingeniería de requisitos en esta comunidad. Esta 
investigación se llevó a cabo el día 12/06/2010 [BTS jQuery]. 
 
La comunidad de jQuery UI utiliza el software que proporciona la comunidad de 
Trac para gestionar sus errores y petición de nuevos requisitos. En el siguiente apartado 
se describen como la comunidad gestiona las peticiones de nuevos requisitos y la 
gestión de incidencias a través del Bug Trucking system. 
10.5.1 Gestión de incidencias 
 
Para poder realizar una petición de una necesidad o requisito no es necesario 
pertenecer a la comunidad, pero aun así, es necesario estar registrado para poder acceder 
al sistema de gestión de incidencias o errores. 
 
En el Bug Tracking System podemos encontrar una lista con todos los informes de 
errores o nuevas peticiones disponibles que se han realizado. Cada entrada de una 
incidencia se encuentra organizada de la siguiente manera: 
 
- Tickets activos 
- Tickets activos por versión 
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- Tickets activos por objetivo 
- Aceptados, tickets activos por propietario 
- Aceptados, tickets activos por propietario con una descripción completa 
- Todos los tickets por objetivo 
- Mis errores 
- Mis tickets activos 
- open ui.{plugin} tickets -- ?P=plugin 
- 1.9 Blockers, Criticals 
- 1.9 Open  
- Triage Bugs - New, TBD 
- Triage Other - New, TBD 
- 1.8 Closed 
 
Con el fin de poder encontrar, caracterizar y comprender cómo realizan la Ingeniería 
de Requisitos en esta comunidad, se ha decidió observar los tickets activos por versión 
(Active Tickets by Version). En este informe se muestran los resultados de las 
incidencias que los usuarios de la comunidad han realizado ordenados por prioridad, 
distinguidos por colores, y agrupados por versión, como se muestra en las Figura 34. 
Cada incidencia tiene la siguiente información:  
 
- Ticket: número de entrada o ticket. 
- Summary: pequeña descripción de la entrada. 
- Component: componente al que pertenece la entrada 
- Version: Versión de la librería de jQuery UI a la que pertenece la incidencia. 
- Type: Tipo de incidencia. Esto tipos pueden ser: 
o Bug: error o fallo 
o Feature: requisito 
o Enhancement: mejora 
- Owner: Propietario de la entrada. 
- Status: El status indica el estado en el que 
se encuentra la entrada. Este estado puede 
ser variable y los diferentes estados son 
Nuevo, Reabierto, Asignado y Cerrado. En 
la Figura 33, podemos visualizar el 
diagrama de estado de una incidencia. 
- Created: fecha de creación del ticket o 
entrada 
- Color: El color del ticket indica su 
prioridad. Las diferentes prioridades son: 
Trivial, Minor, Major, Critical, Blocker.   
 
Figura 33: Diagrama de estado de una 
 incidencia de jQuery UI 
 




Figura 34: Incidencias activas por versión. 
 
 
Finalmente, se describe como es el detalle de incidencia (Figura 35), la cual 
contiene la siguiente información: 
 
- Reported by: El autor que realiza la incidencia o el ticket.  
- Component: Componente del proyecto al que pertenece la incidencia.  
- Version: Versión del proyecto al que pertenece la incidencia.  
- KeyWords: Palabras claves de una incidencia, la cuales son útiles para la 
búsqueda y generación de informes.  
- Priority: La prioridad de la incidencia que van desde trivial a bloqueador.  
- Milestone: Se rellena cuando la incidencia debe ser resuelta rápidamente.  
- Asigned to/Owner - Principal responsable para solucionar la incidencia.  
- CC: Lista de otras personas asociadas a la incidencia.  
- Resolution: Razón por la cual una incidencia ha sido cerrada.  
- Status: Situación actual de la incidencia que pueden ser nueva, asignada, cerrada 
o reabierta. 
- Summary: Una breve descripción que resume el problema o asunto.  
- Description: Descripción de la cuestión de la incidencia.  




Figura 35: Detalle de una incidencia 
10.6 Estudio de los foros jQuery UI 
 
En la sección 5.2.4.1 describíamos la estructura que sigue el foro de jQuery UI. 
Siguiendo esta estructura se detalla el estudio de mensajes realizado en este foro. 
 
- Mensajes Idea 
 
Asunto:  Add rotation awareness to $.fn.position. 






Contenido:  Hey guys,  
 
I'm trying to figure out a way to make the position method context aware, modifying the 
final position of the source element if the target is rotated in some form. Whenever I try to 
move elements beside a rotated target, the positions won't work as expected. I was trying 
to do some matrix transformations, but I'm too newbie to actually bootstrap something 
quickly, it would be pretty cool if someone from your team could guide me, or see if you 
would be also interested in adding this type of functionality. 
 
Thanks for the feedback. 
 
Roman.- 
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Asunto:  Button context parameter for dialog buttons    






Contenido:  The jQuery ajax call allows me to specify the context for my callback.  I have a class with 
several methods, one of which makes the ajax call and another which is passed as the 
callback.  In this case, I pass "this" as my context so that my callback can reference the 
instantiated object. 
 
Another method in the same class creates a dialog with buttons, and again other methods 
are passed as the callbacks for those buttons.  However, I cannot access the class variables 
in the normal fashion (i.e. using "this") in these callbacks, as I am not able to specify the 
context. 
 
I can workaround this, but I thought it would be nice if I could specify a context of "this" 
for the button callbacks, just like I did with the ajax callback.  Is this feasible and 




Estado Sin estado  
 
Asunto:  jquery.ui.tooltip: flexible width when using ajax 






Contenido:  Hello, 
 
I know the tooltip plugin is still under development, but it's unclear to me where I should 
log suggestions/questions such as this one. 
 
If you go to http://flexin.be/site/en/TLD/publicInformation/100007.html?_s=0&, you'll 
notice a list of extensions we support at the right of the page.  Hover any of the price tags 
you see, and we are asking the server to return the exact tax calculations from the server to 
display them in a nicely put tooltip. 
 
The issue we have with this is that the tooltip does not automatically resizes its width to 
match the returned html. 
 
Is this a "feature to come", or will this not be supported?  At this time, I noticed that the 
width seems to be set hardcoded in the CSS... 
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Asunto:  Autocomplete to Allow for multiple words 






Contenido:  I am new to this forum, so please forgive me if this has already been posted. 
It would be great if one could specify a delimenator so that a fresh autocomplete list 
appears when one starts a new word followed by the delimenator, in the same string. 
This would work great for things like email addresses. 
How could I go about contributing development to these controls? 
Thanks for a great library! 
Votos   A 3 usuarios les gusta la idea 
Estado 
ESTADO QUIZÁ MAS TARDE 
 
 
Asunto:   onAfterChangeMonthYear addition to datepicker  






Contenido:  Hello, 
 
I made a change to datepicker that may be useful to others, so I'm forwarding the idea for 
inclusion in the widget. 
 
The datepicker widget currently supports onChangeMonthYear callback, but... this gets 
fired before the calendar view is updated.  If the calendar is sitting inside some flexible 
container that needs programatic resizing (eg. a div inside a Coda slider panel) I can't use 
this callback to refresh the view. 
 
What I needed was a callback to fire after the calendar has been changed, so I added 
onAfterChangeMonthYear in the same style.  See attached file for reference. 
 
So far it seems to work like a charm. 
 
Greg  
Votos   A 2 usuarios les gusta la idea 
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- Mensajes Pregunta 
 
Asunto:  Firefox 2 Support 
Autor:  n3dst4 




Contenido:  What's the official policy on how long jQuery UI will support Firefox 2? There are still 
a few laggards using it now, but it was EOL'ed nearly 18 months ago.   
 
I ask because I'm writing a UI widget and trying to stick to the same standards as the 
main project, but FF2 makes using inline-block super difficult. 
Estado ESTADO RESPONDIDO 
 
 
Asunto:  Multi-column Autocomplete? 
Autor:  lancemay 




Contenido:  I've been working a tabular data option into the 1.8 Autocomplete code, and am curious 
if this could be something to add officially.  
 
I'm sure that I'm not the best JavaScript coder out there, but this seems like a pretty big 
feature that I would love to contribute. 
 
So far, I have extended the options to include "columns" to define an array of your 
headings and "dataColumns" as an array of expected JSON fields in the result set. 
 
I will be wrapping up with this soon, and was just curious if this would be something the 
team would consider rolling in. 
 
Thanks much in advance. 
Estado ESTADO NECESITO MÁS INFORMACIÓN 
 
 
Asunto:  Ajuste de la altura en función de autocompletar 






Contenido:  Hola 
Cuestión Newbie. 
¿Hay una manera de establecer la altura de la lista desplegable del widget de 
autocompletar? 
He intentado modificar el CSS - esto funciona, pero cuando se utiliza el ratón para 
desplazarse por los resultados, la lista se desmonta y hay una selección hecha. Esto no es lo 
que quiero - Me gustaría que pudiera desplazarse por la lista. 
 
¿Alguna idea? 
Estado ESTADO TRABAJANDO EN ELLO 
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Asunto:  Questions for distance Tabs 






















Asunto:  Solved problem for McAfee Anti-Phishing filter plugin IE7 in combination with 
jQuery datepicker 
Autor:  invitado 




Contenido:  Hey, 
My colleague and I solved a problem for our datepicker which we want 
to share. And hopefully can be included in the next release. 
The problem was that when you clicked on a <a href> in the datepicker 
pop-up, the browser located us to the value of the 'href' in stead of 
fireing the onClick-event. We found the source of the problem in the 
IE7 plugin of MacAfee with the name "McAfee Phishing Filter" of 
McAfee, Inc. 
We solved the problem by changing the '#' in the href in: 
'javascript:void(0)' on line 1396 of version 1.7.1 
Hereby I hope that we can give back a little bit to the community by 
mailing this :) 
Keep up the good work! 
Frank & Peter 
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Asunto:  Specifying only a secondary icon for the Button widget locates the icon on the 
left? 
Autor:  idevtech 




Contenido:  If I use the following: 
 
        .button({ 
            icons: { 
                secondary: "ui-icon-close" 
            } 
 
I would expect the secondary icon to be displayed to the right of the text. However, it 
is displayed on the left. 
 
Estado ESTADO DESARROLLO 
 
 
Asunto:  trigger converts event name to lower case 






Contenido:  The base trigger method does a toLowerCase on the event name which is not apparent 
from any of the documentation or other resources I've scrounged together on the internet.  
On some of my widgets I provide a custom event prefix usually in camel case; is there a 
reason the event name is lower cased?  If not I think it should be left alone or at least it 
should be explicitly noted in documentation. 
Estado ESTADO NO ES UN PROBLEMA 
 
 
Asunto:  Trying to determine if bug in UI position 






Contenido:  I found a bug in my application and I am trying to figure out if it is considered a bug in 
jQuery UI position or if I should stick with my workaround. 
 
The bug occurs when the parent element has overflow:hidden and the element you are 
positioning on overflows the parent. The position code sees the entire height of the 
element as if it is visible when in reality it is only a partial bit of that size. 
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Asunto:  Minified jQuery UI 1.8 and using Rails  asset cache plugin 






Contenido:  We recently upgraded the jQuery UI from 1.7 to 1.8 and ran into an issue with it and our 
Rails asset cacheing plugin called Smurf. When the assets were combined into one file 
after running through the plugin (which strips comments, unnecessary line breaks, etc) all 
jQuery would break in Firefox while running just fine in Safari and IE. Come to find out, 
the issue was with the Date picker plugin.  
 
After a good deal of combing through the code of the library and to see what was different 
from the cached and uncached version, the issue was with how a variable was being 
incremented. In the Date picker plugin code in two spots there is: 
 
Copy code 
1. a.id="dp"+ ++this.uuid; 
When running it through our asset packager, it removed the space between the + + thus 
creating a bad incremental operand that Firefox did not understand. 
 
To get around this I did: 
 
Copy code 
1. a.id="dp"+ (++this.uuid); 
Not sure if this breaks anything in the picker, but it lets Firefox get around the issue. I am 
assuming this initial output is from the the Ymin did. This line must have changed from 
1.7 to 1.8. 
 






En la Figura 36 podemos ver un ejemplo de una discusión realizada por los 
desarrolladores en el foro Developing jQuery UI. En este ejemplo podemos observar 
que hablan de cómo diseñar y construir la nueva interfaz de usuario de jQuery UI. Por 
lo tanto, en el apartado de discusiones podemos encontrar requisitos que podrían ser 
incluidos en el software de la comunidad. 
 
 
Figura 36: Ejemplo de una discusión del Foro Developing jQuery UI 
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10.7 Estudio del sistema de gestión de errores de FreeRapid Downloader 
 
La comunidad de FreeRapid Downloader tiene a disposición un sistema de gestión 
de errores, estudiado el día 27/05/2010, que utilizan actualmente para la comunicación 
de incidencias y de  nuevos requisitos por parte de los desarrolladores de la comunidad 
[BugTracking FR]. De esta forma, a través de éste sistema cualquier incidencia podrá 
ser asignada a un desarrollador de la comunidad, la cual se encontrará en estado 
asignada. Sin embargo, el sistema no informa de cuando ha sido realizada la incidencia, 
es decir, en que periodo o fecha ha sido acabada y verificada. Por otro lado, en esta 
comunidad, también utilizan mucho el foro para la resolución de incidencias y de 
nuevos requisitos, en el cual participan bastantes usuarios finales que utilizan el 
software FreeRapid Downloader.  De esta forma, se puede observar, que utilizan las dos 
infraestructuras paralelamente para gestionar sus requisitos y errores. 
 
Al igual que en otras comunidades se ha encontrado documentos sobre el 
funcionamiento de una infraestructura, en el caso del sistema de gestión de errores de 
dicha comunidad no. Por otro lado, como se puede observar en la Figura 37, es un 
sistema muy parecido al utilizado en la comunidad de jQuery UI. 
 
 
Figura 37: Sistema de gestión de errores de FreeRapid Downloader. 
 
En este sistema se muestran los resultados de las incidencias que los usuarios de la 
comunidad han realizado ordenados por gravedad y distinguidos por colores, igual que 
el sistema de gestión de errores de la comunidad de jQuery UI. Cada incidencia tiene la 
siguiente información:  
 
- Id: numero identificativos de la incidencia. 
- Opened: Fecha de apertura de la incidencia. 
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- Category: Categoría de la incidencia. La categorías pueden ser download 
plugin, user interface y backend /core. 
- Task type: tipo de tarea a realizar. Los tipos de tarea pueden ser informe de 
errores (bug reports), petición de características (Feature Request), todo y 
Exception.  
- Severity: indica la gravedad de la incidencia. La gravedad se clasifica en 
Critica, Alta, Media, Baja y Muy Baja. 
- Summary: Resumen o titulo de la incidencia. 
- Status: estado de la incidencia. Los estados se clasifican en nueva, no 
confirmada, asignada e investigando. 
- Votos: votos de la incidencia. 
 
Finalmente, se describe el detalle de una incidencia: 
 
- Task type: tipo de tarea a realizar. Los tipos de tarea pueden ser informe de 
errores, (bug reports), petición de características (Feature Request), todo y 
excepción.  
- Category: Categoría de la incidencia. La categorías pueden ser download 
plugin, user interface y backend /core.  
- Status: estado de la incidencia. Los estados se clasifican en: 
o Nueva: Es una incidencia nueva, que aun no se ha mirado para poder 
asignarle uno de los siguientes estados. 
o No confirmada: no se ha validado aun que la incidencia exista. 
o Asignada: la incidencia ha sido asignada a un desarrollador. 
o Investigando: la incidencia se encuentra en estado de investigación. 
- Assigned to: indica a quien esta asignada la incidencia. 
- Operating system: indica el sistema operativo. 
- Severity: indica la gravedad de la incidencia. La gravedad se clasifica en 
Critica, Alta, Media, Baja y Muy Baja. 
- Priority: indica la prioridad de la incidencia.  
- Reported Version: versión en la que ocurre la incidencia. 
- Due Date: fecha de vencimiento. 
- Porcent complet: porcentaje completado de la resolución de la incidencia. 
- Votes: votos por parte de los desarrolladores de la incidencia. 
- Private: indica si la incidencia es privada o no. 
- This task depends upon: tareas de las que depende esta incidencia. 
- Details: explicación de la incidencia. 
 
 
Figura 38: Detalle de una incidencia de FreeRapid Downloader 
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10.8 Estudio de los foros de FreeRapid Downloader 
 
La comunidad de FreeRapid Downloader tiene diversos foros en los cuales pueden 
participar los usuarios de la comunidad. En las siguientes secciones se describen los 
estudios realizados sobre los cuatro foros que existen en la comunidad. 
10.8.1 Foro FreeRapid Downloader – Features 
 
Asunto:  Proxy List checking & auto error reporting 
Autor:  MCSammer 
Tipo 




Contenido:  It's just too darn hard to find fast and free proxies in this day and age.  
 
I think it would be a cool feature to have some kind of system for checking for valid 
proxies,  
 
either by attempting to use it to download a few times and getting errors each time put that 
proxy on a 'black list' or something  
 
Or by building an additional feature into the main program that goes through the users list 
of proxies and checks each of them.  
 
Also another nice feature could some kind of automated error reporting system.  
 
For example:  
 
The rapidshare plugin goes down, which would be determined by trying rapidshare links, 
and after each of them return an error other than file not found, it basically says that the 
plugin isn't working.  
 
It asks the user if they want to send an error report or something, which would send some 
kind of message to one of the admins, or some kind of automated forum posting bot.  
 
the message could contain some kind of error message dialog, and a test link.  
 
just a thought.  
 
And as always keep up the amazing work! 
 
Asunto:  Downloading of HTTP/FTP files 
Autor:  maslic68 
Tipo 




Contenido:  Hi.  
I'd be really happy if FreeRapid had the capability to download normal HTTP/FTP files. I 
use FRD as my download manager (as most files I download are form all sortsof sharing 
servers) but sometimes I need to download normal file. That's when I really miss this 
function.  
Anyway, shouldn' be that hard to implement right?  
well, hope you'll give it some thought..... 
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Asunto:  Host Connection limit feature? 
Autor:  MCSammer 
Tipo 




Contenido:  I just discovered the wonderfulness that is proxy lists, and I was thinking that it would be 
nice if I could download from certain hosts at a time.  
 
For example:  
 
right now all 9 download slots are being used for uploading.com  
 
but I have sharingmatrix, hotfile, and megaupload files further down in the queue.  
 
I think it would be cool if there was a way, without meticulously rearranging my queue, to 
have it download 3 files from uploading, 3 from megaupload, and 3 from hotfile at once, 
etc, using the proxies for the additional connections.  
 
Just an idea.  
 
and having more than a 9 parallel download limit would be nice, unless it wold cause lots 
of instability or those other fun things programs like to do. 
 
Asunto:  Expand/Collapse groups 
Autor:  Gene 
Tipo 




Contenido:  hi everyone  
 
i am new here but i am using frd quite a long time. excellent work to the developers. a 
gazillion bravo. cut to the chase now. i took the screenshot from the screenshots page and 
made the pictures below with ms paint to give you an idea what i mean at the title. if this is 
not that difficult for the devs i would really really love to see that feature in the next 
versions. and if this can be done, a tiny optional feature could be, renaming only the title of 
each group to whatever we want instead of the original name of the file (because 









guys you are doing great job. keep it like that  
 
 
EDIT: i just saw "Features you don't need to already ask for (again)". sorry. newbie 
mistake. but half of my idea can still be implemented (rename group title) 
 
Asunto:  API feature requests 
Autor:  ntoskrnl 
Tipo 




Contenido:  A thing that sprung to my mind recently is that we would need a standard password dialog 
for plugins to access, like the captcha dialog. As most services support password protection 
for download links, I think this would be another step towards making it easier to create 
better plugins. Instead of copying the XXXXPasswordUI class to every plugin we make, it 




Asunto:  Stop options, start all 
Autor:  daniol 
Tipo 




Contenido:  Maybe a good idea creating a stop button, I explain.  
 
When users click that button, will receive a dialog with two options: stop now or wait to 
downloads finish.  
 
If user chooses the first option, all downloads must be interrupted at that moment.  
If user chooses the second option, FRD will finish current started downloads and no new 
downloads should start until users click "Start all". All downloads paused may be marked 
with orange state, like on picture  
 
When the user clicks "start all", downloads in orange should download again 





What do you think?  
Sorry about bad title  
 
Asunto:  command line support 
Autor:  kimon 
Tipo 




Contenido:  Please add a possibility to start download by prompted on the command line  
 
like this:  
frd.exe -url=http://hotfile.com/myfile.rar -desc="my file"  
 
Asunto:  [REQ] Server Download Speed graph per server. 
Autor:  jarnex 
Tipo 




Contenido:  I know it sounds just like eyecandy, but a tab on the screen allows us to witness a rich 
tapestry of flowing data, and each d/l server has a trailing speed graph of the performance. 
The filename could float along the line like some data fisher. This would allow the user to 
fine tune their rapidshare options for servers, and provide a wonderful location for the user 
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Asunto:  Plugin request + suggestion 
Autor:  eagle 
Tipo 




Contenido:  Thanks for so nice downloader! I'm using it with pleasure. Today I revealed for myself a 
new file share [www.onlinedisk.ru] - you can implement a plugin for it :)  
Also I want to suggest you to look on SkipScreen plugin for Firefox: [addons.mozilla.org] 
- it allows to skip time delay before starting download. If it is possible to implement its 
technology in FreeRapid - it's will be just a great innovation :)  
 
Asunto:  Options 
Autor:  Maxx 
Tipo 




Contenido:  Hello, a new user here. Just started using the program today and so far I am impressed. I've 
used a LOT of program downloaders and this one is fairly nice. I do have a few things I'd 
like changed or added however.  
 
I did a forum search and came up empty on these topics, so if they have already been 
covered, feel free to delete this post.  
 
1/ Ability to remove columns in the download window.  
I really don't care about the average speed or the connection. The progress bar and the 
completion columns are basically the same item.  
 
I'd really like to see an option where we could check off the columns we wish to appear in 
our window. Since I may need one of the above noted columns at some future date, I don't 
want them to be permanently unavailable. A checklist which shows the entire column 
listing with checkboxes beside them would be perfect!  
 
The second request - and maybe I just haven't set it up right, but the Manual didn't show 
me anything different, unless I missed it.  
 
2/ Have the program auto-start downloading once it picks up a URL from the clipboard.  
It should just automatically insert the links it into the program list and start to download 
them automatically. I have no reason to change the download storage folder for each file, 
so this is an unnecessary delay imho. Have it so that the small 'Insert URL window' doesn't 
ever appear; the links just copy themselves to the program and auto-start downloading.  
 
We should still have the option to manually click Add URL from the Files menu, just that 
it shouldn't be required when we are copying links. This could be made as an option, users 
could choose how they wish their downloads to work, either Manually or Auto-Start.  
 
The last one is the MOST important one imo and would improve the program greatly.  
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10.8.2 Foro FreeRapid Downloader – General 
 
Asunto:  FreeRapid's new name 






Contenido:  Many people asked me why I named this project FreeRapid when it has so many other 
plugins - not only free rapidshare.com.  
The truth is that "freerapid" was a code name - a folder name for project in which my 
intention was to download automatically from free rapidshare.com hosting. I didn't count 
that it would be able to support more than 70 websites in the future at all (i thought about 
max 3)!  
I didn't change the name later - before FRD became to be famous and it was my mistake.  
So I am looking for a new name. If you have any idea how to name this project, please let 
me know on my email  
info /@/ wordrider.net. or send me private message.  




Asunto:  FreeRapid Wiki - mainly for plugin developers at this time 
Autor:  Vity 
Tipo 




Contenido:  I spent a day set up to Dokuwiki linked with Phorum (this forum). So you can use your 
login/password for this forum to log into FreeRapidWiki.  
[wordrider.net]  
Currently, it has mainly pages for plugin developers only. Your collaboration on wiki 
content is welcome. 
 
Asunto:  FRD crashes, links lost 






Contenido:  Hello,  
 
This morning, my system was restarted manually by my stupid brother. FRD was 
downloading files, as usual, through the previous night. After the restart, I opened FRD 
and to my utter horror, all the download links of rapidshare and megauplod disappeared. 
The FRD list was empty. I strenuously collected the links from various sources and now 
they are all gone  
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Asunto:  All downloading links lost on close in Windows 7 






Contenido:  Hi,  
 
I was using FRD on Windows XP before without any problems. Today I updated to 
Windows 7 and now whenever I close FRD all downloading links and link history are lost. 




Asunto:  Access Denied 






Contenido:  Hi, I hope I am not repeating this question but I have had a look and can not see it 
anywhere.  
 
When I try to update the Plugins I get access denied for them all.  
 
Anyone know the fix please? 
 
Asunto:  Plugin ggpht.com 






Contenido:  How may I disable the capture of ggpht.com links (images)?  
What is the name of the plugin? 
 
Asunto:  How To Use The Proxy List Function? 






Contenido:  Hello Everyone!  
 
Firstly I would like to say a HUGE thank you for developing FreeRapid Downloader. I 
must say its much better than other softwares which I have used.  
 
I am really hopeless in computers. Please could someone teach me how to use the Proxy 
List function? I tried so many times but it still does not work.  
 
Please could someone teach me?  
 
Thank you so much!  
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Asunto:  FreeRapid 0.83u1 Java Exception 






Contenido:  Hi,  
 
I'm under Windows Seven x64 Pro with JDK 1.6.0 update 20 (the lastest), i also use the 
lastest version of ANT. Compilation works fine, the software run but when i click on 
"Options/Preference" (Settings). It doesn't work (FreeRapid dosn't crash). The app.log 
looking that : 
 
 
Asunto:  [bug CRITICAL] FRD conflicted with newer ESET nod32 antivirus smart sucurity 
version above 4 ?! 






Contenido:  I installed the newer eset nod32 antivirus 4.2.40,then opened FRD first time.  
After updating is done,it restarted again and showed the FRD startup logo only one second 
,and then shut down immediately.  
Therefore I uninstalled nod32 antivirus 4.2.40, FRD works properly and fine.  
I'm not sure 4.2.40 is the only version that nod32 antivirus has conflicted with FRD.  
But FRD users should avoid installing nod32 antivirus & Smart Security those version is 
greater than 4.0.  
May Vity verify this problem. Thanks a lot. 
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Asunto:  Free Rapid Bugs 






Contenido:  I found couple of bugs which i would like to report to you. So that you can fix it in future 
releases.  
 
The version I use 0.83u  
 
Bug 1:  
 
If the freerapid downloader is closed abruptly (like system power down, etc.), the file list is 
gone forever.  
 
Bug 2:  
 
freerapid creates huge amout of .txt (like FRD*templist.txt). it is just an xml file. the 
software creates too many files like few thousand. in a week I had around 20 GB of these 
files  
 






10.8.3 Foro FreeRapid Downloader – Plugins 
 
Asunto:  FileFactory plugin problem 






Contenido:  Well as the title says I have a problem with downloading from filefactory.com.  
I use FRD 0.83u1 version.  
The plugin i have is FileFactory.com 1.1.7  
 
Generally I paste the links, than FDR chekcs them and as soon as it tries to download there 
is an error messegae saying "The tag 'Download with File Factory Basic' was not found!" 
and the download crashes.  
 
[www.filefactory.com] - and example link i tried to download.  
 
Here is a link to upload app.log file-[www.filefront.com] (could't attach it to the post for 
some reason).  
 
The links are fine, cause I ma able to download files via my web browser, to it is surely an 
FDR issue.  
 
Any ideas or solutions to the problem?  
Thanks in advance 
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Asunto:  How to report problem with a plugin 






Contenido:  First of all: Check that you are using the latest version of the plugin.  
(please see Options -> Preferences -> Plugins - Settings) + [wordrider.net]  
 
Otherwise go to the forum and report this:  
* your FRD version,  
* your plugin version (please see Options -> Preferences -> Plugins - Settings),  
* describe problematic behaviour,  
* provide download links you have problems with.  
 
We can't fix what we can't reproduce. We ignore simple reports like "rapidshare is not 
working".  
Thanks for understanding. 
 
Asunto:  error captcha enterupload.com 






Contenido:  I tried download from enterupload with FRD but after waiting time i get a new error that 
[ERROR - CAPTCHA NOT FOUND] 
 
Asunto:  ERROR - Problem with a connection to service. Cannot find requested page content 






Contenido:  Hey there,  
 
I have Windows 7, and I've been using Frd for a while, it was very good , but now there is 
error with the links like mediafire and othre links (ERROR - Problem with a connection to 
service. Cannot find requested page content).  
I pressed Resume, and it faild again, I checked and the links wasn't broken, what should I 
do???  
I Hop you can help me 
 
Asunto:  I'm confused with hotfile premium accoutn 






Contenido:  I see there are three hotfile options. i clcik hotfile_premium. and i put in my hotfile things 
but i still dl as if im on free account. 
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Asunto:  Oron not working 






Contenido:  FRD 0.83u1 build #522  
oron plugin version 1.0.4  
ERROR - File size not found  
[oron.com]  
 




Asunto:  xun6.com plugin cannot work 






Contenido:  The validation picture of xun6.com cannot display.  
My version is FBD 0.83+ 
 
Asunto:  MediaFire plugin not working 






Contenido:  Most of the MF links are not working today. For example:  
[www.mediafire.com]  
Please fix.  
Thanks! 
 
Asunto:  freakshare.net is not working 






Contenido:  Hi:  
freakshare.net is not working  
 
FRD version : 0.83u1  
plugin version : 1.0.1  
describe problematic behaviour : Error - Unexpected status line: HTTP/1.1 200 OK  
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Asunto:  hotfile.com plugin: "No plugin can be associated Wlth this URL" 






Contenido:  All download links from "hotfile.com" don't work, and shows such message  "No plugin 
can be associated Wlth this URL"  
 
FRD version: 0.83 (Latest)  
plugin version: hotfile.com | 0.6.17(Latest) | active  
 
 
1. I'm sure the "hotfile.frp" is in "plugins" folder.  
2. Other plugins works properly, seems it only happens on "hotfile.com".  
3. I have attached a "app.log" of "frd.exe" runing in debug mode. 
 
10.8.4 Foro FreeRapid Downloader – Tips & Tricks 
 
Asunto:  #4: Share configuration among operating systems 






Contenido:  Quick tip for people dual booting: while in Ubuntu, or an Linux actually, navigate to your 
settings folder in Windows, the one in AppData, go in to the VitySoft folder, right click 
FRD and choose create link. Then rename that link to ".FRD" without quotes. Next, go to 
your home folder, Press CTRL H [show hidden files], find the .FRD folder and delete it. 
Now copy the link that you created here and VOILA you have the same settings/file 
list/prefs, everything as in Windows.  
 
Author of this tip is user reg4c. 
 
Asunto:  #7: Faster startup of the application 






Contenido:  FRD comes with several look and feels files in the lookandfeels directory, unfortunately 
loading these "skins" take some time during startup. If you already chose your favorite one, 
you can delete other files. You will get about 2-3 seconds faster startup.  
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Asunto:  #8: Use smart clipboard monitoring 






Contenido:  I will show you how easy is to add your links from browser to FRD, you don't even need to 
see whole links "http://...." on screen!  
1. First, check clipboard monitoring in FRD - in menu Options->Clipboard monitoring is 
checked  
enable clipboard monitoring is indicating this active icon in statusbar (btw. did you know 
that this icon is clickable? ):  
 
 
2. Go to the browser  
 
and select by mouse links you want to add:  
 
 
3. Press Ctrl+C to copy selection into clipboard (you can alternatively use right mouse 
button -> copy to clipboard in your browser)  
 
4. FRD window with your selected links is activated: 
 
 
5. Press Start to begin download 
 
Asunto:  #6: More Look&Feels (skins) for FreeRapid Downloader 






Contenido:  FRD comes with these LaFs: Squarness, JTattoo, PGSLookAndFeel and Substance skins, 
but if you still feel to be limited with current available skins, you can search website 
JavooToo and select your another favorite one. Download its .jar file and copy it into 
lookandfeel directory and restart FRD. Then you can choose it in the User Preferences 
dialog -> UI settings.  
Especially MacOS users should try to use Quaqua L&F - see Trick #1: FreeRapid like 
regular Apple MacOS application. 
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Asunto:  #5: Use "descript.ion" files in Total Commander 






Contenido:  With enabled feature generating description.ion files you have easy access to description of 
files from Total Commander.  
 
1. Enable "descript.ion" files do following: 
 
 
2. Write description to your files 
 
 
3. Press CTRL+Z in Total Commander on your downloaded file 





Asunto:  #3: Use pre-allocation files before download feature 






Contenido:  This feature is very useful if you want to work with your downloaded file.  
If you enable this option, the whole file will be "pre-created" - with a complete file size 
before downloading (it takes a little bit more time to create empty XXXMB ). Such file 
contains much less fragments and it leads to less fragmented disk space - so it increases a 
speed of working with file. See more about disk fragmentation here [en.Wiki.org] .  
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Asunto:  #1: FreeRapid like regular Apple MacOS application 






Contenido:  If you are user of MacOS, you can change look and feel of FreeRapid to be more like other 
regular MacOS application. 
 
 
Here are necessary steps to do it:  
1. Download Quaqua Look And Feel  
2. Close FreeRapid  
3. Copy following files from dist folder in the downloaded zip file into FreeRapid's 
"lookandfeel" directory:  
Quaqua\dist\quaqua.jar, Quaqua\dist\libquaqua64.jnilib, Quaqua\dist\libquaqua.jnilib, 
Quaqua\dist\swing-layout.jar  
4. Run FreeRapid  
5. Go to Options->Preferences->UI Settings and select from combobox Quaqua. Apply/OK 
new settings.  
6. Restart FreeRapid 
 
Asunto:  #2: Moving files using drag&drop 







Did you know, that you can move download links in the queue using right mouse button? 
 
Simply select files and drag them. Behavior is similar to Winamp's playlist. 






Asunto:  [Tut]Scheduler for FreeRapid Downloader  






Contenido:  Hi FreeRapid Downloader users, and developers  
I am going to present to you my method of scheduler for FreeRapid Downloader.  
I will be use the acronym FRD, just in case you come past it in this tutorial and do not 
know what it means.  
 
Aim of this tutorial  
In this tutorial, ill be demonstrating how to schedule a task on FRD, the tools i will be 
using is a built in function of Windows Vista/7. Called Task Scheduler in Computer 
Management.  
I will be splitting the full tutorial into two parts for easier understanding.  
 
Tutorial (Auto Start FRD):  
1. Hold Windows Key and press R  
2. Copy and paste taskschd.msc, into the dialogue box  
3. Click on the Create Task on the right panel  
4. Give it a name; e.g. frdscheduler  
5. Click on the Triggers tab on the top, followed by New on the bottom left  
6. Select Daily, Time to start, lastly ok (change to your own preference)  
7. Now go to the Actions Tab, followed by New on the bottom left  
8. Browse, and select where your FRD.exe is located1, then ok  
9. Ok once more, now you are done, move onto next part  
1 Not everyone’s FRD is installed in the same path, so make sure you know where it is (It 
is just like a shortcut)  
2 Only needs to be setup once! (Unless you choose other settings)  
 
 
Tutorial (Auto-Start downloads)  
1. Add your downloads normally, with FRD open before ANY before appointed time  
2. Select All (ctrl+a), then press resume (ctrl+r), (or chose the downloads you want started) 
3. Now quickly close FRD before downloads start (so you don’t waste bandwidth)  
4. Just wait for the scheduler to start, and it will auto-start all the downloads in FRD  
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Note: This is how the auto-start feature works.  
Note: This step can be automated with a script, the script is provided by Debug. (Just go 
down a few post)  
 
Now, If Vity can automate this process in the next release it will be wonderful. (tut1)  
 
WinXP Tut:  
Go Here: [hiox.org]  
It is a pictorial;  
Credit goes to whoever wrote it, Not me.  
 
Mac OS:  
I do not think the same feature exists in Mac OS.  
Maybe someone can provide a similar solution for Mac users.  
 
Updates=======================  
Edit: Reword it a bit  
Edit2: Added Link to WinXP Tut.  
Edit3: Added Debug's Auto Resume  
/Updates=========================== 
 
Asunto:  Getting a proxy list 






Contenido:  My first question was how do I get a proxy list. Well I found out it was as simple as 
entering "proxy list" into my search box.  
The best I found was this site, [proxy-list.org]  
Hope this helps. 
 
10.9 Estudio del contenido de la wiki de Camino 
 
La comunidad de Camino tiene a disposición una wiki, la cual se ha investigado con 
el objetivo de poder encontrar, caracterizar y entender la Ingeniería de Requisitos en 
esta comunidad [Wiki Camino]. En el estudio realizado sobre la wiki podemos ver que, 
en comparación con el foro, es donde los desarrolladores informan de los nuevos 
requisitos y errores que van apareciendo en la comunidad de Camino.  A través de la 
wiki en la sección de Cambios recientes, los desarrolladores informan de todos los 
cambios que se van realizando de cada versión de Camino. Además estos 
desarrolladores realizan reuniones semanales a través de la wiki donde tienen una 
sección de apuntes, en la cual dichos desarrolladores mantienen una discusión o 
conversación sobre la información de la reunión semanal. Seguidamente se detalla la 
información que contiene cada apartado de la Wiki. 
10.9.1 Sección: Development Planning Camino 2.1  
 
En esta sección encontramos la planificación del desarrollo de la versión de Camino 
2.1, en la cual podemos ver la forma en que informan de los requisitos que se obtienen 
en la comunidad de Camino.  
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En la comunidad existen diferentes versiones del proyecto que desarrollan sus 
participantes. Estas versiones son: 
 
- Alpha: Todos los requisitos “P1” tienen que ser implementados y estar en un 
estado usable. 
 
- Beta: Las requisitos están parados o congelados. 
 
En esta sección encontramos los enlaces de las consultas o incidencias que se 
realizan en la comunidad de camino de las diferentes versiones desarrolladas, donde 
dichos enlaces nos redirigen al bugzilla de la comunidad, como por ejemplo:  
 
- Camino 2.1a1 [Bugzilla Camino] 
- Camino 2.1b1 [Bugzilla Camino] 
- Camino 2.1 [Bugzilla Camino] 
 
Además encontramos una leyenda, la cual describe la forma en que gestionan los 
requisitos los participantes de la comunidad:  
- P1: No se libera la función hasta que el requisito no está completado.   
- P2: Si este requisito está casi terminado, se lleva a cabo su liberación. 
- P3: No se retiene el lanzamiento del requisito, pero se considerar su inclusión en 
función de su situación y calidad. 
- PX: Se desarrolla el requisito rápidamente y/o no se puede dirigir el tiempo de 
desarrollo de dicho requisito.  
- P? - Prioridad a determinar.  
Seguidamente podemos ver un ejemplo de los diferentes requisitos que se han 
obtenido en la comunidad de Camino y en el estado en que se encuentran. Además 
podemos observar que cada uno de estos puntos tiene un enlace al bugzilla que es donde 
gestionan todos los mensajes de dichos requisitos. En la sección 10.10 de este 
documento podemos encontrar la descripción del funcionamiento del bugzilla de la 
comunidad de Camino.  
 
- P1: reescritura autocompleta de la barra de localización, (necesidad de asignar 
P1/P2 a los errores individuales)  
- P2: Lugares de uso del backend para la historia. 
- P3: menú contextual de configuración - Bug 306613, Bug 528379 
- P3: direcciones URL de seguimiento UTF-8 - Bug 464496, Bug 464501, Bug 
464602, Bug 468258 
- P?: GTMUILocalizer en el Menú principal, Ventana del Navegador. 
- P?: Ejecutar secuencias de comandos de la barra de herramientas en su propio 
hilo para desbloquear los scripts GUI de la interfaz de usuario - Bug 448992  
- PX: infraestructura OCUnit  
- P2: Desplazamiento - mientras arrastra en la barra de pestañas - Bug 465793  
- PX: Sincronización de favoritos - Bug 228123  
- PX: Teclado de acceso directo para el primer elemento del menú de páginas 
cerradas recientemente - Bug 520840  
- P3: Recordar el valor de zoom de texto y el contenido de los ajustes del zoom en 
un sitio específico - Bug 391299  
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- P3: Descargas del icono prefPane y otros iconos de ajustes - Bug 524506  
- P? Gecko 1.9.x  
 
Por ejemplo, vamos a observar el requisito P1: reescritura autocompleta de la barra 
de localización en el bugzilla, mostrado en el listado anterior. Si observamos la Figura 
39 podemos ver todos los requisitos que dependen del requisito P1 (Location bar 




Figura 39: Ejemplo de una incidencia de la comunidad de Camino. 
 
En la Figura 40 podemos observar la ficha de descripción de la raíz del requisito 
Location bar improvements. Aquí podemos observar el formato explicado en la sección 
10.10 de este documento. Si observamos más a fondo este requisito, vemos que el 
requisito es: 
 
- Tipo P1 (No se libera la función hasta que el requisito no está completado)  
- El estado que pone en la ficha es “Nuevo”. 
- Pertenece al componente: Location Bar & Autocomplete 
- La importancia del problema es una mejora 
- La persona asignada para resolver el problema es: Dan Weber 
- Depende de otros bugs o requisitos: 498941 502396 504688 504876 504879 
504884 504886 506345 507653 541296 548464 162450 166288 495496 504425 
504691 504874 505263 
 




Figura 40: Ficha de una incidencia de la comunidad de Camino 
 
10.9.2 Sección: Cambios recientes   
 
En esta sección de la wiki podemos ver todos los cambios que se van realizando en 
la comunidad de Camino, llamada Recent Changes, mencionada anteriormente. Esta 
sección se encuentra ordenada por fecha de última actualización, tal y como se puede 
observar en la Figura 41. 
 
 
Figura 41: Sección "Recent Changes" de la wiki de Camino 
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Por ejemplo, vamos a observar los cambios realizados el día 19 de Mayo del 2010, 
que mostrados en la Figura 42, en la cual se muestra el “Estado del meeting: 19-05-
2010: Agenda”. En esta sección podemos encontrar la siguiente información: 
- El plan general del meeting de cada versión de Camino. 
 
- En esta sección encontramos información general de los cambios que van 
apareciendo en las diferentes versiones de Camino como por ejemplo: 
- La fecha de lanzamiento de la versión. 
- Breakpad topcrash report: Esto es un servidor de recopilación, 
procesamiento y visualización de informes de fallos de los clientes 
utilizando las librerías Breakpad. (Figura 43) 
- Necesidad de visualizar las estadísticas para ver cuántos rezagados tienen 
de las versiones de Camino. 
 
- Errores específicos que necesitan ser arreglados: en esta sección podemos ver 
los enlaces de los errores que deben de ser arreglados. Estos enlaces nos 
redirigen a la ficha del error del bugzilla. 
 
- Consultas: en esta sección podemos ver las consultas que hay realizadas de cada 
versión de Camino. Estas consultas también se hacen a través del bugzilla, las 
cuales tienen el estado a NUEVO. 
 
- Colas: En esta sección podemos ver a través del bugzilla revisiones de errores. 
En las Figuras 44 y 45 podemos ver un ejemplo, en el cual podemos observar 
una tabla que recoge la siguiente información: 
- Solicitante del error. 
- Persona que responde a la respuesta.  
- Error 
- Accesorio que arregla o mejora el error. 
- Fecha de creación. 
 
 
Figura 42: Sección Recent Changes: Estado del Meeting: 19-05-2010: Agenda 




Figura 43: Breakpad topcrash report 
 
 
Figura 44: Revisión de errores 
 
 
Figura 45: Super revisión de errores 
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Además en la sección “Estado del Meeting: 19-05-2010: Agenda” podemos 
encontrar también apuntes sobre el meeting (Status Meetings: 2010-05-19: Log) 
realizados por los desarrolladores de la comunidad,  tal y como muestra la Figura 46. 
 
 
Figura 46: Apuntes del Status Meeting: 2010-05-19 
 
10.10 Estudio del sistema de gestión de errores de Camino 
 
La comunidad de Camino tiene a disposición un sistema de gestión de errores, 
llamado Bugzilla [Bugzilla Camino], estudiado en la fecha 20/02/2010. El bugzilla es 
un bug para realizar propuestas de cambio o informar de errores en las diferentes 
traducciones del software de Camino. En la siguiente sección se describe el ciclo de 
vida de un error dentro del bugzilla.  
10.10.1 Ciclo de vida de un error 
 
Dentro del bugzilla cada propuesta de error contiene una serie de campos, los cuales 
nos describen el error. Dentro de ese conjunto de campos existen los campos estado y 
resolución que indican el ciclo de vida del error. Además cada propuesta encontrada en 
el bugzilla tiene su ID para identificarla y  puede estar relacionada con otras propuestas, 














Figura 47: Listado de bugs del bugzilla de Camino 
 
Las propuestas tienen diferentes estados (campo estado de la ficha del bugzilla), los 
cuales se muestran a continuación:  
 
- NUEVO: Cuando el error tiene el estado nuevo significa que este error se ha 
añadido recientemente a la lista de los errores gestionados y debe ser procesado. 
Los errores en este estado pueden ser: 
o Aceptados, y se convierten en ASIGNADO. 
o Transmitidos a otra persona, y se mantienen en NUEVO. 
o Resueltos y marcados como RESUELTO. 
 
- SIN CONFIRMAR: A un error se le asigna el estado sin confirmar cuando 
nadie ha validado que el error sea cierto y se ha añadido recientemente a la base 
de datos. Los usuarios que tienen el  conjunto de permisos "canconfirm"  pueden 
confirmar este error, y cambiar el estado a nuevo, o puede ser resuelto 
directamente y marcarlo como RESUELTO. 
 
- REABIERTO: Cuando un error ha sido resuelto, pero su resolución ha sido 
considerada incorrecta, se le asigna el estado reabierto. Por ejemplo, el error  
WORKSFORME será reabierto cuando haya más información y el error sea 
reproducible. A partir de aquí los errores son marcados como ASIGNADO o 
RESUELTO.  
 
- ASIGNADO: Cuando un error no se ha resuelto, pero se asigna a la persona 
adecuada, se marca el estado a asignado. A partir de aquí los errores se pueden 
dar a otra persona y su estado pasa a considerarse como NUEVO, o resueltos y 
se convierten en RESUELTO. 
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- RESUELTO: Un error tiene el estado resuelto cuando este ha sido resuelto, y 
está en espera de la verificación por parte de QA. A partir de aquí los errores son 
o bien REABIERTOS o marcados como VERIFICADOS.  
 
- VERIFICADO: Un error pasa a tener el estado verificado cuando el QA ha 
mirado el error y éste está de acuerdo con la resolución correspondiente que se 
ha tomado. Cualquier error zombie que encuentren lo vuelven a marcar como 
estado REABIERTO.  
 
Seguidamente, en la Figura 48 muestro un ejemplo de una ficha de una nueva 
propuesta de error:  
 
 
Figura 48: Ficha de un error con el estado asignado a nuevo del Bugzilla de Camino. 
 
Por otra parte, el campo resolución,  indica que ha pasado con este error.  Cuando 
una propuesta se encuentra en los estados NUEVO, SIN CONFIRMAR, REABIERTO 
Y ASIGNADO, explicados anteriormente, es que no se ha determinado ninguna 
resolución todavía y tienen el campo resolución en blanco. En cambio, cuando los 
errores se encuentran en los estados VERIFICADO Y RESUELTO el campo resolución 
se marca con una de las siguientes resoluciones: 
 
- FIJO: La solución para este error se comprueba en el árbol y se prueba.  
 
- NO VÁLIDO: El problema descrito no es un error.  
 
- WONTFIX: El problema descrito es un error que no será solucionado.  
 
- DUPLICADO: El problema es un duplicado de un error existente. Marcar un 
error duplicado requiere el # del bug  del error duplicado y por lo menos poner 
ese número de errores en el campo de descripción.  
 
- WORKSFORME: Todos los intentos de reproducir este error fueron inútiles, y 
leyendo el código no produce ninguna pista del comportamiento descrito ni en 
qué momento. Si hay más información y aparece más tarde, el error puede ser 
reabierto.  
 
Estado de la práctica de la Ingeniería de Requisitos en proyectos de Software Open Source 
 
264 
- INCOMPLETO: El problema es vagamente descrito sin ninguna medida para 
reproducirlo, o si es una solicitud de soporte. El reportero debe dirigirse a la 
página de soporte del producto para ayudar a diagnosticar el problema. Si sólo 
hay unos pocos comentarios en el error, puede ser reabierto si el informador 
original proporciona más información, o confirma alguien más pasos para 
reproducirlo. Si el fallo es largo, cuando se proporciona suficiente información 
de un nuevo error se debe presentar el original y el error marcado como un 
duplicado del mismo.  
 
Por último, la ficha también contiene otros campos descritos seguidamente: 
 
- Importancia: La importancia de un error se describe como la combinación de su 
prioridad y gravedad, descritos a continuación. 
 
- Prioridad: Este campo describe la importancia y el orden de que debe ser un 
error corregido. Este campo es utilizado por los programadores e ingenieros para 
dar prioridad a su trabajo que les queda por hacer. Las prioridades disponibles 
van desde P1 (más importante) hasta P5 (menos importante). 
 
- Gravedad: Este campo describe el impacto de un error. Existen diferentes tipos 
de impactos:  
 
o Blocker: Bloques de desarrollo y/o trabajos de ensayo. 
o Critical: Accidentes, pérdida de datos, pérdida de memoria severa. 
o Major: Pérdida importante de la función. 
o Normal: Emisión regular, una cierta pérdida de funcionalidad en 
determinadas circunstancias. 
o Minor: Menor pérdida de función, o cualquier otro problema es una 
solución fácil. 
o Trivial: Problema estético como palabras mal escritas o no se alinea 
el texto. 
o Enhancement: Solicitud de mejora 
 
- Plataforma: Esta es la plataforma de hardware en la que se informó del fallo. 
Las plataformas legales son: Macintosh, PC o Todas, en el caso de suceder en 
todas las plataformas. 
 
- Sistema Operativo: Este es el sistema operativo en el cual se informó del fallo. 
Los sistemas operativos legales incluyen Linux, Mac OS, Windows o todas, en 
el caso de que el error ocurra en todos los sistemas operativos. A veces el 
sistema operativo implica la plataforma, pero no siempre. Por ejemplo, Linux 
puede correr en PC como en Macintosh y otros.  
 
- Asignado a: Esta es la persona encargada de resolver el error. Cada vez que este 
campo cambia, el estado cambia a NUEVO para hacer ver más fácilmente qué 
nuevos errores han aparecido en la lista de una persona. El estado por defecto 
para las consultas se establece en NUEVO, ASIGNADO Y REABIERTO.  
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- QA Contact: Persona que revisa los errores o requisitos que se encuentran en 
estado RESUELTO, para verificar si están bien realizados y poder cambiar su 
estado a VERIFICADO, o en caso de no estar bien, a REABIERTO.  
 
- Producto: Producto al que va dirigido el error.  
 
- Componente: Componente del producto donde se encuentra el error o cambio.  
 
- Version: Versión del producto. 
 
10.11 Estudio del foro de Camino 
 
La comunidad de Camino tiene a disposición de los usuarios de la comunidad un 
foro, en el cual he observado los mensajes durante el periodo del 01/02/2010 al 
01/06/2010. 
 
Asunto:  Highly experimental Camino 2.1a1pre builds with Gecko 1.9.2 






Contenido:  It's been a fun ride, but we now have official nightlies that are usable (i.e., won't 
crash every hour due to bug 546902, so the experimental build phase is over. If 
you're using an experimental build, you should be automatically updated to today's 
official 1.9.2 nightly. 
 
Thanks again to everyone who tested these builds and reported bugs (and 
successful browsing experiences, too)! 
-------- 
We now have a highly experimental Universal build of Camino 2.1a1pre based on 
Gecko 1.9.2.2pre. The purpose of announcing this build is to allow nightly build 
users (and other interested people) to hammer on the build to allow us to gauge the 
the degree of bugginess. If the bugs seem manageable, we’ll focus our attention on 
making release-quality code off of this branch. 
 
N.B. You should treat this build as highly experimental. It might eat all of the 
cheese in your house. Be sure to make a backup copy of your profile first. If you’re 
afraid of unknown or potentially buggy, even possibly highly crashy, things, this is 
not for you. 
 
For the time being, please comment about specific problems on this thread; we’ll 
move issues into Bugzilla once we have a better grasp on the feasibility of this 
plan. 
 
One known issue is that Delete acting as "Back" is broken again. 
 




* Updated to latest Camino 2.1a1pre code (see bonsai for changes) 
 
Fixes: 
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* Fix for IdleTimerVector crashes seen in the first build 
* Fix for the downloads folder not being set and not sticking when set 
* Fix for the “Allow Flash From This Site” context menu item being missing 
 




* Updated to latest Camino 2.1a1pre code (see bonsai for changes) 
* Updated to the latest Camino-1.9.2 code (see pushloghtml for changes) 
* Updated to the latest Gecko 1.9.2.3pre code (see pushloghtml for changes) 
 
Fixes added via local patches: 
* Fix for the downloads folder not being set and not sticking when set should work 
in all cases now 
 




* Updated to the latest Camino-1.9.2 code (see pushloghtml for changes) 
* Updated to the latest Gecko 1.9.2.3pre code (see pushloghtml for changes) 
 
New fixes added via local patches: 
* Fix for print settings not being saved on 10.6 
 




* Updated to the latest Camino-1.9.2 code (see pushloghtml for changes) 
* Updated to the latest Gecko 1.9.2.4pre code (see pushloghtml for changes) 
 
New fixes added via local patches: 
* Possible fix for bug 548476 
 
New fixes added via local patches: 
* Nothing interesting  
 




* Updated to the latest Camino code from Hg (see pushloghtml for changes) 
* Updated to the latest Gecko 1.9.2.4pre code (see pushloghtml for changes) 
 
New fixes added via local patches: 
* None this week, but software update should fetch the next experimental build 
when it is available. 
 
Reminder: If you have the 2010-04-12 build, software update should offer to 
update you to this build. 
 




* Updated to the latest Camino code from Hg (see pushloghtml for changes) 
* Updated to the latest Gecko 1.9.2.5pre code (see pushloghtml for changes) 
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New fixes added via local patches: 
* Nothing interesting this week (some behind-the-scenes build-system changes); 
the exciting fixes are in the Camino Hg repository. 
 




Reminder: If you have the 2010-04-12 build or newer, software update should offer 
to update you to this build. 
 




* Updated to the latest Camino code from Hg (see pushloghtml for changes) 
* Updated to the latest Gecko 1.9.2.5pre code (see pushloghtml for changes) 
 
New fixes added via local patches: 
* New version of the print settings patch. 
 
Asunto:  Camino 2.0.3 coming soon; testing wanted [do not announce] 






Contenido:  We have the first (and hopefully only) release candidate for Camino 2.0.3 available 
now. We'd appreciate it if most of you would give it a whirl for the next few days 
to make sure that everything is OK. 
 
If you notice any regressions from 2.0.x (not from trunk nightlies or the 
experimental builds, but from 2.0.x), please let us know ASAP; similarly, if you 
find any serious bugs. 
Thanks for your help! 
 
Camino 2.0.3 Release Candidate 2 
PLEASE do not post this build to MacUpdate, VersionTracker, iusethis, Digg, 




Asunto:  Camino 2.0.2 liberado! 






Contenido:  Camino 2.0.2, a security and stability update for Camino 2.0.x, is now available. 
All Camino users on Mac OS X 10.4 and higher should update to this version. 
• Release Notes 
• If you have Camino 2.0.x and have not disabled auto-updates, Camino will 
automatically notify you (and download/install, depending on your preferences) the 
new version. 
• Download: English-only and Multilingual 
Enjoy! 
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Asunto:  Cómo forzar h.264 en YouTube? 






Contenido:  Well, is it possible? I know you can do it using ClickToFlash in Safari, but, I'm not 
using Safari.. 
 
Asunto:  Marcadores 






Contenido:  In Camino 2 with Mac OS X 10.6.3, is it possible to have bookmarks listed in a 
panel down the left hand side of the browser window, as in Firefox for example? 
 
Asunto:  Acceso directo de "Copiar ubicación del enlace" 






Contenido:  Hey everybody! 
 
I would love to assign a "modifier key+click" combination to the command "copy 
link location" that appears when you right-click on a link just like cmd-click for 
"open in new tab" or opt-click for "download directly."  
Something like "shift+click" for example as I don't see it's used.  
 
Any ideas how to do it? 
 
Asunto:  Nueva documentación para los constructores de tercera bandas sobre 
actualización de software que permite 






Contenido:  This afternoon, with some help from smorgan, I wrote some documentation for 
third-party builders on how to enable software update for third-party builds (e.g., to 
update all Camino-2.0.2-TomJones users to Camino-2.0.3-TomJones when Tom 
Jones releases his version of 2.0.3).  
See 
http://wiki.caminobrowser.org/Development:Providing_Software_Update_for_Thir
d-Party_Camino_Builds in the wiki. 
Note that there are currently two "hacks", one to the Camino source and one to 
either the source or the final build (pre-packaging), that you need to perform to get 
this to work; once we fix bug 558966, this will drop to one change, and it will be 
significantly easier to perform  
I'll probably continue to refine the docs based on feedback and my experiences 
with swupdate and the experimental builds. 
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Asunto:  Limpieza de Camino caches (con seguridad) en un solo clic 






Contenido:  I have found no automatic method to cleanup some folders and files used by 
Camino. 
So I have created this little Apple's script (it is under the GNU/GPL licence - 
http://www.gnu.org/licenses/gpl.html) : 
 
Asunto:  Agregar a favoritos Atajos de Traducciones Google 






Contenido:  Below is AppleScript code that will create a set of search shortcut bookmarks for 
use with Google's Translate* site for quick translation to and from your native 
language and all other languages supported by the site. This is a run-once script to 
set up the shortcuts -- it is not needed to use the shortcuts, which work like any 
other search shortcuts. Paste the code into (Apple)Script Editor.app, run it, make 
sure the bookmarks appear in a "Translations" collection in Bookmark Manager, 
and then you don't need to save the code or a script file. Or, if you happen to have a 
"Run as AppleScript" item in your Services menu, just select the code and run it 
that way. 
 
You specify your native language when the script runs; if you want a set of 
shortcuts for additional languages, you can run the script again and specify a 
different language. The shortcuts follow the pattern "xx2yy <text>", where xx is 
the code for the language of <text> and yy is the code for the language to which 
<text> is to be translated. (I think I got this idea from someone who posted here, 
but I can't remember so, sorry for not giving a credit.) 
 
For example, if your native language is French, you would use "fr2ar <text>" to 
see Google's page translating the French text to Arabic; similarly use "no2fr 
<text>" to get Google's French translation of Norwegian text. If you set English or 
Spanish as your native language, you could type "es2en camino" in the location bar 
to load the URL http://translate.google.com/#es|en|camino. 




10.12 Estudio del sistema de gestión de errores de Apache HTTP Server 
 
La comunidad de Apache HTTP Server tiene a disposición un sistema de gestión de 
errores, llamado Bugzilla [Apache BR], estudiado en la fecha 12/06/2010. El Bugzilla 
es un bug para realizar propuestas de cambio o informar de errores en las diferentes 
traducciones del software de Apache HTTP Server. Seguidamente mostramos un 
ejemplo de las propuestas de errores del bugzilla,  mostrado en la Figura 49, en el cual 
podemos observar que el funcionamiento es muy similar al descrito en la sección 10.10 
de este documento.   
 
 
Figura 49: Listado de bugs del Bugzilla de Apache HTTP Server 
 
En la sección siguiente de este documento, se describe el ciclo de vida de un error 
dentro del Bugzilla de la comunidad de Apache HTTP Server.  
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10.12.1 Ciclo de vida de un error 
 
Dentro del Bugzilla cada propuesta de error contiene una serie de campos los cuales 
nos describen el error. Dentro de ese conjunto de campos existen los campos estado y 
resolución que indican el ciclo de vida del error. Además cada propuesta encontrada en 
el Bugzilla tiene su ID para identificarla y  puede estar relacionada con otras propuestas. 
 
Las propuestas tienen diferentes estados (campo estado de la ficha del Bugzilla):  
 
- NUEVO: Cuando el error tiene el estado nuevo significa que este error se ha 
añadido recientemente a la lista de los errores gestionados y debe ser procesado. 
Los errores en este estado pueden ser: 
o Aceptados, y se convierten en ASIGNADO. 
o Transmitidos a otra persona, y se mantienen en NUEVO. 
o Resueltos y marcados como RESUELTO. 
 
- SIN CONFIRMAR: A un error se le asigna el estado sin confirmar cuando 
nadie ha validado que el error sea cierto y se ha añadido recientemente a la base 
de datos. Los usuarios que tienen el  conjunto de permisos "canconfirm"  pueden 
confirmar este error, y cambiar el estado a nuevo, o puede ser resuelto 
directamente y marcarlo como RESUELTO. 
 
- REABIERTO: Cuando un error ha sido resuelto, pero su resolución ha sido 
considerada incorrecta, se le asigna el estado reabierto. Por ejemplo, el error  
WORKSFORME será reabierto cuando haya más información y el error sea 
reproducible. A partir de aquí los errores son marcados como ASIGNADO o 
RESUELTO.  
 
- ASIGNADO: Cuando un error no se ha resuelto, pero se asigna a la persona 
adecuada, se marca el estado a asignado. A partir de aquí los errores se pueden 
dar a otra persona y su estado pasa a considerarse como NUEVO, o resueltos y 
se convierten en RESUELTO. 
 
- NECESITA INFO: La resolución de este error requiere más información de la 
persona que ha introducido el error. En este caso, el error no se resolverá hasta 
que la persona añada la información adicional solicitada para que el error pueda 
resolverse. Una vez, la persona proporcione esta información, el error se 
reasignará a la persona que le ha asignado el estado NECESITA INFO.  
 
- RESUELTO: Un error tiene el estado resuelto cuando este ha sido resuelto, y 
está en espera de la verificación por parte de QA. A partir de aquí los errores son 
o bien REABIERTOS o marcados como VERIFICADOS.  
 
- VERIFICADO: Un error pasa a tener el estado verificado cuando el QA ha 
mirado el error y éste está de acuerdo con la resolución correspondiente que se 
ha tomado. Cualquier error zombie que encuentren lo vuelven a marcar como 
estado REABIERTO. 
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- CERRADO: El error se considera completado, la resolución es correcta. 
Cualquier error zombie que encuentren lo vuelven a marcar como 
REABIERTO. 
 
Seguidamente, en la Figura 50, podemos observar un ejemplo de una ficha de una 




Figura 50: Ficha de una propuesta de un nuevo error del Bugzilla de Apache HTTP Server 
 
Por otra parte, el campo resolución,  indica que ha pasado con este error.  Cuando 
una propuesta se encuentre en los estados NUEVO, SIN CONFIRMAR, REABIERTO, 
NEEDINFO Y ASIGNADO, explicados anteriormente, es que no se ha determinado 
ninguna resolución todavía y tienen la resolución establecida en blanco. En cambio 
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cuando los errores no tienen los estados VERIFICADO, RESUELTO Y CERRADO se 
marcarán con una de las siguientes resoluciones: 
 
- FIJO: La solución para este error se comprueba en el árbol y se prueba.  
 
- NO VÁLIDO: El problema descrito no es un error.  
 
- WONTFIX: El problema descrito es un error que no será solucionado.  
 
- DUPLICADO: El problema es un duplicado de un error existente. Marcar un 
error duplicado requiere el # del bug  del error duplicado y por lo menos poner 
ese número de errores en el campo de descripción.  
 
- WORKSFORME: Todos los intentos de reproducir este error fueron inútiles, y 
leyendo el código no produce ninguna pista del comportamiento descrito ni en 
qué momento. Si hay más información y aparece más tarde, el fallo puede ser 
reabierto.  
 
- MOVIDO: El problema era específico de un producto relacionado con errores 
que se siguen en otra base de datos de errores. El error se ha trasladado a la base 
de datos.  
 
Por último, la ficha también contiene otros campos descritos seguidamente: 
 
- Importancia: La importancia de un error que se describe como la combinación 
de su prioridad y gravedad, descritos a continuación. 
 
- Prioridad: Este campo describe la importancia y el orden de que debe ser un 
error corregido. Este campo es utilizado por los programadores e ingenieros para 
dar prioridad a su trabajo que les queda por hacer. Las prioridades disponibles 
van desde P1 (más importante) hasta P5 (menos importante). 
 
- Gravedad: Este campo describe el impacto de un error. Existen diferentes tipos 
de impactos:  
 
o Blocker: Bloques de desarrollo y / o trabajos de ensayo 
o Critical: Accidentes, pérdida de datos, pérdida de memoria severa. 
o Major: Pérdida importante de la función. 
o Normal: Emisión regular, una cierta pérdida de funcionalidad en 
determinadas circunstancias. 
o Minor: Menor pérdida de función, o cualquier otro problema es una 
solución fácil. 
o Trivial: Problema estético como palabras mal escritas o no se alinea 
el texto. 
o Enhancement: Solicitud de mejora 
 
- Plataforma: Esta es la plataforma de hardware en la que se informó del fallo. 
Las plataformas legales son, Macintosh, PC o Todas, en el caso de suceder en 
todas las plataformas. 
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- Sistema Operativo: Este es el sistema operativo en el cual se informó del fallo. 
Los sistemas operativos legales incluyen Linux, Mac OS, Windows o todas, en 
el caso de que el error ocurra en todos los sistemas operativos. A veces el 
sistema operativo implica la plataforma, pero no siempre. Por ejemplo, Linux 
puede correr en PC como en Macintosh y otros.  
 
- Asignado a: Esta es la persona encargada de resolver el error. Cada vez que este 
campo cambia, el estado cambia a NUEVO para hacer ver más fácilmente qué 
nuevos errores han aparecido en la lista de una persona. El estado por defecto 
para las consultas se establece en NUEVO, ASIGNADO Y REABIERTO.  
 
- QA Contact: Persona que revisa los errores o requisitos que se encuentran en 
estado RESUELTO, para verificar si están bien realizados y poder cambiar su 
estado a VERIFICADO, o en caso de no estar bien a REABIERTO.  
 
- Producto: Producto al que va dirigido el error.  
 
- Componente: Componente del producto donde se encuentra el error o cambio.  
 
- Version: Versión del producto. 
 
10.13 Estudio de la lista de correo de Apache HTTP Server 
 
La comunidad de Apache HTTP Server tiene a disposición de los usuarios de la 
comunidad un archivo de la lista de correo llamada Apache HTTP Server Development 
Main Discussion List [Apache Mail], de la cual podemos observar los mensajes 
estudiados durante el periodo 01/02/2010 y 30/06/2010.  
 
Asunto:  [PROPOSAL] Keep-Alive while exiting (Was: Unclean process shutdown in event 
MPM?) 
Autor:  Rainer Jung 
Fecha 01/06/2010 
Contenido:  Situation: worker or event MPM. Process shutdown due to: 
- MaxRequestsPerChild 
- MaxSpareThreads 
- Graceful stop or graceful restart 
 
When an httpd child process shuts down due to the above conditions, it doesn't respect 
existing Keep-Alive connections. When the previous response signalled keep-alive to the 
client and no next request was received, the connection will be terminated. This is 
especially noticeable for event, though I can reproduce for worker as well. 
 





who implemented KeepAliveWhileExiting 
 
I worked on a patch for trunk (and another one for 2.2.x) which seems to solve the 
problem in the above cases, maybe also for prefork, but I didn't investigate, whether 
prefork even has the problem, and if so, whether the core part of Jeff's patch already 
solves that. 






Before I proceed working on it, I would like some feedback, if this makes sense. It is a 
change in one of the more delicate parts and I think the patch is good enough now, to 





The worker threads keep running when the shutdown is graceful. The listener marks the 
process as quiescing, removes its sockets from the pollset and shuts them down. Then it 
proceeds looping until GracefulShutdownTimeout seconds are over. The timeout is 
necessary, because the pollset doesn't have an API to check, whether it is empty.  
So we don't know, whether there are still keep-alive connections. 
2) Test 
 
You can set MaxRequestsPerChild to test this, or also test against the MaxSpareThreads 
by choosing a small difference between minSpare and MaxSpare. 
 
When using ab, a server-aborted connection will result in the following failure type: 
 
Failed requests:        N 
    (Connect: 0, Receive: 0, Length: N, Exceptions: 0) 
 
where N is the number of occurances. 
 
Although MaxrequestsPerChild is a convenient test case, keep in mind that for the worker 
and event MPMs we count keep-alive connections not requests. So you have to choose an 
appropriately low MaxRequestsPerChild in order to trigger it, especially when testing 





The patch uses the same KeepAliveWhileExiting witch, that is already part of Jeff's patch. 
The switch is a per VHost setting. For most of the above purposes it is used in a global 
context, because the MPM code often has no vhost in its hands (mostly no connection). To 
test, you have to set "KeepAliveWhileExiting On" globally and in the VHosts. For a final 
patch we would need to decide, whether KeepAliveWhileExiting becomes global only, or 
the global part of the patch gets another directive, or the feature is unconditionally 
switched on. 
 
The other relevant configuration setting is GracefulShutdownTimeout, until which time 
the graceful process shutdown is forced into an ungraceful one. 
 
4) Related problems 
 





5) Open questions 
 
- Should the behaviour be default? If not, should there be one global 
KeepAliveWhileExiting? 
 
- Any way of getting the size of a pollset? Or is using GracefulShutdownTimeout as a 
workaround OK? 
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- there's possibly stuff which can be removed from the new 
remove_listeners_from_pollset() 
 
- Should there be a more fine-grained MPM state than AP_MPMQ_STOPPING, like 
AP_MPMQ_GRACEFUL and AP_MPMQ_STOPPING? This would make the patch a  
little nicer, especially the parts outside the MPM. 
 
- Anything to add for prefork? 
 
- Other MPMs? I didn't yet investigate the Windows MPM, but since there is only one 
child, I assume this kind of gracefulness doesn't make much sense? 
 
Any comments welcome. 
Regards,Rainer 
 
Asunto:  Adding origin of abort to connection structure 
Autor:  Dan Poirier  
Fecha 03/05/2010 
Contenido:  I was looking at 
https://issues.apache.org/bugzilla/show_bug.cgi?id=48301 
 
which asks for a way to distinguish in the log whether a connection wasaborted by the 
web server or the other end.  To do that, we'd need to note the cause of the abort in the 
connection structure. 
 
I was hoping to just use another non-zero value for connect->abort, but t turns out that 
connect->abort is a 1-bit field.  
 
In trunk we could just expand that field, or add another field.  But isthere a way we could 
add this feature in 2.2 without breaking the API? 
 
Asunto:  Solving util_mutex pain? 
Autor:  William A. Rowe Jr. 
Fecha 04/05/2010 
Contenido:  Here's a backport vote to 2.2 for your consideration; 
 
It is far too painful to adopt the new Mutex directive for modules targetinghttpd 2.2 and 
future 2.3.  The solution, I believe, is to provide the mutex directive for all developers to 
use, and simply not adopt it within httpd itself until our jump to 2.4 happens. 
 
To that end, I've hacked together 
  http://people.apache.org/wrowe/mod_mutex.c 
  http://people.apache.org/wrowe/util_mutex.h 
which I'm propose we adopt for inclusion in both our httpd 2.2 and 2.0 trees under 
'experimental/', and default to build 'most' (effectively, an ever present no-op, until they 
add an external module that relies on it). 
 
If this is accepted, it would become a prereq for users adopting new releases of mod_fcgid 
or mod_ftp.  You can review the source code to see how badly we need a simpler solution; 
http://svn.apache.org/viewvc/httpd/mod_fcgid/trunk/modules/fcgid/fcgid_mutex_unix.c?v
iew=markup&pathrev=885868 - of course the user of a slightly 
older 2.2.x or 2.0.x could simply build mod_mutex with apxs and then their module, and 
they also must install util_mutex.h for dependent module builds to succeed. 
 
So please review and opine... 
  +/-1 
[ ]  Adopt mod_mutex.c on httpd 2.2.x svn branch 
[ ]  Adopt mod_mutex.c on httpd 2.0.x svn branch 
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Asunto:  Reducing number of mod_lua hook directives 
Autor:  Dan Poirier 
Fecha 10/05/2010 
Contenido:  mod_lua has 8 separate directives for adding hooks using external files with Lua code 
(LuaHookXxxxx) and 8 more for adding the same hooks using inline Lua code 
(<LuaHookXxxxx>).  Most of the code to implement these is common. 
 
I think it'd be easier to understand - and document - the module if we cut these down to 
two directives, with an additional argument to indicate which hook is involved.  E.g. 
change  
LuaHookAccessChecker /path/to/script.lua  funcname 
LuaHookAuthChecker   /path/to/script.lua  funcname 





LuaHook AccessChecker /path/to/script.lua  funcname 
LuaHook AuthChecker   /path/to/script.lua  funcname 










<LuaHook AccessChecker funcname> 






Asunto:  RFP: HTTPD Training Classes for ApacheCon Atlanta 
Autor:  Rich Bowen 
Fecha 02/04/2010 
Contenido:  I'm coming to you first because you know (and in some cases, you are)   the very best 
trainers and most knowledgeable people in the area of  your project. We need your help 
gathering the best training sessions for ApacheCon North America 2010 in Atlanta. 
 
Here's what we need: 
 
Training sessions, either half day (3 hours), full day (6 hours), or 2- day (12 hours). We 
need a description of the training and the speaker, put into the wiki, 
here:http://wiki.apache.org/httpd/ApacheCon2010AtlantaTraining 
 
Here's what you get: 
 
If your training class is selected, you get: 
 
* Nights in the hotel: 
Half-day training: 3 nights for one trainer 
Full-day training: 4 nights for one trainer 
Two-Day training: 5 nights for one trainer 
 
* Travel allowance up to $850.00 USD  will be paid within 30 day of conference 
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completion and the receipt of travel costs. 
 
* Compensation 
If your class sells the minimum number of seats (11), you'll get a cut   
of the profits: 
  * Two-Day and One-Day trainers will receive $1,000.00 
  * Half-Day Trainers will receive $600.00 
  * 25% of any registration after 15 people (i.e attendee 16 will be split 25% and 75% with 
the conference) 
 
Please share these details with your developer lists, and with any individuals who you 
know to be good trainers in your particular topic.   
Please let me know any questions you have. 
-- 
Rich Bowen, for the ApacheCon Conference Committee 
rbowen@apache.org 
 
Asunto:  FixedInTrunk keyword? 
Autor:  Daniel Ruggeri 
Fecha 20/04/2010 
Contenido:  Hi all; 
I have a little confusion regarding the FixedInTrunk keyword when  applied to a bug. 
What does it mean? My assumption is that it means that the code changes needed to fix 
the bug have been committed to the source repository and the fix will be available in the 
next stable release. Once that happens, the bug will be closed. Is this accurate? 
 
Thank you for your time answering my simple question 
-Daniel Ruggeri 
 
Asunto:  ApacheCon NA 2010 HTTP Server Track Call for Participation 
Autor:  Sander Temme  
Fecha 22/03/2010 
Contenido:  -----BEGIN PGP SIGNED MESSAGE----- 
Hash: SHA1 
 
ApacheCon North America 2010 will be held 1-5 November 2010, at the Westin 
Peachtree in Atlanta, Georgia, USA.  
 
The official conference, trainings and expo of the Apache Software Foundation (ASF) will 
run to Atlanta this November, with dozens of sessions on Servers, Cloud Computing, 
Search NoSQL, Incubating projects, innovations, emerging technologies, and more.    
 
ApacheCon would not be complete without a track dedicated to the project that started it 
all, the Apache HTTP Server.  The Project Management Committee (PMC) are currently 
planning our own technical track for ApacheCon.  We are solliciting 50-minute 
presentations for our conference track, to fill one day at the conference.   
 
Topics of interest include:  
 
* Case studies on deployment of the Apache HTTP Server within your organization 
* How-to sessions on working with certain aspects of the Apache HTTP Server 
technology 
* What's New? sessions on new features of recent and upcoming versions of the Apache 
HTTP Server 
* Sessions discussing third-party extensions to the Apache HTTP Server 
* Security topics surrounding the Apache HTTP Server 
* Performance and scalability of Apache HTTP Server deployment 
* Cool things we all should know the Apache HTTP Server can do 
* How you solved particularly gnarly problems deploying the Apache HTTP Server 




Submissions are open to anyone with relevant expertise: ASF affiliation is not required to 
present at, attend, or otherwise participate in ApacheCon. 
 
Please keep in mind that whilst we are encourage submissions that the highlight the use of 
specific Apache solutions, we are unable to accept marketing/commercially-oriented 
presentations. 
 
All accepted speakers (not co-presenters) qualify for general conference admission and a 
minimum of two nights lodging at the conference hotel. Additional hotel nights and travel 
assistance are possible, depending on the number of presentations given and type of 
assistance needed. 
 
To submit a presentation proposal, please edit the following Wiki page:  
http://wiki.apache.org/httpd/ApacheCon2010Atlanta 
and add your proposal, including:  
 
1) Your full name, title and organization 
2) Contact information, including your e-mail address.  Feel free to obfuscate if you think 
that this will make a difference in your SPAM load 
3) The name of your proposed session (keep your title simple and relevant to the topic) 
4) A 75-200 word overview of your presentation 
5) A 100-200 word speaker bio that includes prior conference speaking or related 
experience 
 
You will find an empty table template at the bottom of the page.  Please copy this and fill 
it in. Please mail any quesions regarding proposal submissions to pmc@httpd.apache.org.  
 
To be considered, proposals must be received by Sunday, April 4nd, 2010, at 23:59:59 
Pacific Time.  Following this time, the PMC will hold a vote and suggest the most 
interesting proposals to the ApacheCon Planning Committee for acceptance to the 
conference.  Note that the Apache HTTP Server PMC does not itself accept session 
proposals: it merely makes recommendations to the Planning Committee.   
 
Key Dates:  
April 4, 2010: Call for Participation closes 
May 17, 2010:  Speaker Acceptance/Rejection notification 
November 1-5, 2010: ApacheCon NA 2010 
 
We look forward to seeing you in Atlanta!   
 
Sander Temme 
Apache HTTP Server Track Coordinator 
-----BEGIN PGP SIGNATURE----- 





















-----END PGP SIGNATURE----- 
Sander Temme 
sctemme@apache.org 
PGP FP: 51B4 8727 466A 0BC3 69F4  B7B8 B2BE BC40 1529 24AF 
 
Asunto:  [PATCH] LogLevel refactoring part 1 
Autor:  Stefan Fritsch 
 
Fecha 03/02/2010 
Contenido:  Hi, 
I have factored two chunks out of the per-module LogLevel patch which  make sense and 
could be commited to trunk even without the rest of the  patch: 
ap_log_error_wrapper.diff: 
 
On C99 compilers, avoid argument setup and function call overhead if the log message 
will be discarded anyway. Also allow to disable higher loglevels at compile time by 









Asunto:  Listen syntax RFE  
Autor:  Mark Watts 
Fecha 08/02/2010 
Contenido:  I often need to configure httpd to Listen on more than one IP an a range, and more than 
one port. 
 
It would be nice to be able to do the following, for example: 
 
 Listen 192.168.1.1-10:80,443,8000-8020 
 





 --  
Mark Watts BSc RHCE MBCS 
Senior Systems Engineer, Managed Services Manpower 
www.QinetiQ.com 
QinetiQ - Delivering customer-focused solutions 
GPG Key: http://www.linux-corner.info/mwatts.gpg 
 
Asunto:  ACL changes in mod_dav 
Autor:  markus.l  
Fecha 21/02/2010 
Contenido:  Hi, I have added ACL features to the mod_dav module. Could you tell me the correct way 
to get this changes reviewed and into to official mod_dav-source? Thanks, Markus 
 
