In multi-operation forging processes, the process fault due to missing parts from dies is a critical concern. The objective of this paper is to develop 
Introduction
Multi-operation forging processes with transfer or progressive dies are being increasingly used due to their high productivity and low manufacturing costs. In such processes, multiple dies/stations are designed to work together to produce a complete product in each stroke. One of the critical process faults is the missing part from dies during production, which does not only results in defective parts but also may damage expensive dies. Therefore, automatic monitoring and detection of missing parts in such processes is highly demanded in industrial practice.
With the rapid development of sensor and computer technology, online tonnage monitoring systems are widely used in most industrial practices. For example, Fig. 1 shows four strain gage sensors mounted on the four uprights of a forging press machine. These sensors are used to measure the aggregated tonnage forces exerted on all dies. The summation of these four tonnage sensor signals is referred to as the "total tonnage signal" in this paper. The mean profile of the total tonnage signals reflects the properties of the incoming raw materials, workpiece geometry, process setups, die working conditions, etc. Meanwhile, the variations in these tonnage signals reflect the natural process variations due to inherent process disturbance factors, including the variations in lubrication distribution, die temperatures, material uniformity, etc. Since tonnage force signals can provide a wealth of information about the process operation conditions, it is always desirable to effectively use these tonnage signals for online process monitoring and quality improvement.
In traditional industrial practices, several simple tonnage features are used for online process monitoring. For example, the maximum and the average of a cycle of signals are the most commonly used monitoring features ͓1-3͔. Unfortunately, when using these simple features, a large amount of profile information provided in tonnage signals is not fully utilized. As a result, a monitoring system based on these simple features often suffers either a high false alarm rate when the process is operating normally or a high missing detection rate when the process is under faulty conditions. Recently, more advanced methods of analyzing tonnage signals have been investigated by applying multivariate statistical analysis and signal processing methods ͓4-6͔. For example, in Ref. ͓4͔ , T 2 control charts are constructed based on offline tests in order to obtain individual station signals. In Ref.
͓5͔, an advanced monitoring method is developed using the Haar transform, and in Ref. ͓6͔ , a hidden Markov model based fault diagnosis system is developed based on an autoregressive model. Although significant achievements have been made in stamping process monitoring, the application of tonnage signals for forging processes monitoring is still very limited.
In order to develop effective tonnage monitoring systems for forging processes with multiple transfer/progressive dies, the need for additional research can be seen from the following three aspects. The first aspect is that a forging operation is a hot forming process that generates smooth tonnage profiles. As a result, in forging processes, it is harder to identify the actual working boundaries of each die in a complete cycle of total tonnage signals than it is in stamping processes. Therefore, signal segmentation is a necessary step for forging process monitoring and diagnosis.
The second aspect is that forging processes usually include operations that generate relatively small tonnage forces, which concealed in the overall tonnage signal profiles. In this paper, we call this type of operation a "weak operation." An example of these weak operations would be piercing and trimming operations. The corresponding tonnage force signal generated by a weak operation is called a "weak ͑tonnage͒ signal." Generally, it is very difficult to detect a missing part at a weak operation die because the resulting change in the total tonnage signal profile is too subtle to be easily detected. For example, Fig. 2͑a͒ illustrates two samples of total tonnage signals under two different working conditions. One is from normal operational condition when all dies are loaded with parts; the other signal is from a situation where a part is missing from the piercing operation die. It can be seen that the overall tonnage profiles of these two samples are quite overlapping. After we enlarge the circled local segment of the signals in Fig. 2͑a͒ , however, the subtle difference between these two samples can be seen in Fig. 2͑b͒ . But how to effectively detect such a subtle profile change is challenging, especially when the inherent process variability of multiple samples is considered.
The third aspect is that the inherent tonnage variability in forging operations is higher than the variability in stamping operations because the metal deforms much more freely under the high temperatures in forging operations than under low temperatures in stamping operations. Consequently, for the same operation, such as piecing or trimming, the signal-to-noise ratio of the corresponding tonnage signals in a forging process is usually lower than that in a stamping process. Therefore, existing tonnage monitoring methods that are used for stamping processes may not be directly applicable to the forging processes, especially for weak operations in forging processes.
Recently, some advanced research has been conducted on forging process monitoring ͓7,8͔. For example, in Ref. ͓7͔, the principal curve based tonnage monitoring method is developed based on segmented signals. In Ref. ͓8͔, principal component analysis is used for monitoring feature extraction based on a whole cycle of tonnage signals. These papers, however, did not investigate the tonnage monitoring for a forging process that consists of weak operation dies.
Unlike the approach of using statistical process control ͑SPC͒ charts for detection of abnormal conditions, this paper aims to detect and identify various fault conditions that correspond to parts missing from various operation dies. The proposed tonnage monitoring approach is formulated by solving a multiclass classification problem, i.e., training a multiclass classifier that can identify a part missing from a particular die or an unknown fault condition after detecting the change of tonnage signals.
For the purpose of designing classifiers, a large number of classification methods can be found in literature. These can generally be categorized into two groups in terms of the classifier structure. The first group consists of classifiers that use a single classifier to classify multiclass data. Examples of these advanced classification techniques include neural networks and support vector machines ͓9͔. The second group consists of classifiers that use multiple classifiers to categorize multiclass data. Examples of these classification techniques include hierarchical classifiers, where different hierarchical structures are used in Refs. ͓9-12͔ and multiclass Adaboost, which uses multiple weak classifiers simultaneously to vote for a decision ͓13͔. In this paper, we select the hierarchical classifiers because a hierarchical structure can effectively reflect different degrees of class separability at different hierarchical steps. This requirement is critical in this study because of the need to reveal the subtle differences between the classes of weak signals that are hidden in the total tonnage signals.
To design an effective classifier, feature extraction and feature selection play a critical role. Two essential questions need to be answered, i.e., how many features are needed and which features should be selected. In hierarchical classification methods, feature selection has received relatively little attention even though it is important in the classifier training process ͓14͔. There are five commonly used feature selection criteria: the information measure, distance, dependence, consistency, and classification accuracy; their performances in hierarchical classifiers are discussed in Refs. ͓14-17͔. The feature selection methods using the first four criteria are called filter approaches since they do not depend on classification algorithms. In contrast, the feature selection methods based on the classification accuracy criteria are called wrapper approaches, which use the trained classifier outputs to evaluate the selected feature subsets. However, both feature selection approaches have some drawbacks that limit their applications to our problem. In the filter approaches, the measures used for the feature selection usually do not directly represent the misclassification rates of the hierarchical classifiers, which cannot guarantee the performance of the classifier. In the wrapper approaches, the feature subsets are not evaluated during the classifier training in each hierarchical step; therefore, it does not help reduce the misclassification errors in the scenario of detecting weak-force operation signals because in our study, the weak-force signals are overshadowed by strong-force signals.
The objective of this paper is to develop a new tonnage monitoring method that can be effectively used for detecting missing parts in weak operations in multi-operation forging processes. Unlike existing feature selection approaches, we propose that, at each hierarchical classification step, the total misclassification error of each group should be used as the criterion for optimal feature selection. The advantage of this approach is that the performance of the selected feature subset can be directly evaluated in terms of total misclassification errors. Moreover, an inclined type of binary-tree structure ͓18͔ is selected for the classifier design to improve the signal-to-noise ratio of features. Using this hierarchi- Transactions of the ASME cal tree structure, the features can be better selected to reduce misclassification errors, especially for detecting missing parts at the weak-force operations. This paper is organized as follows. A multi-operation forging process is introduced in Sec. 2. The proposed method for feature selection and hierarchical classifier design is discussed in detail in Sec. 3. A real-world example of a forging process is illustrated in Sec. 4 to demonstrate the implementation procedures and effectiveness of the proposed method. Finally, concluding remarks are given in Sec. 5.
Overview of an Exemplary Forging Process
A real-world forging process is used as an example in this paper to show the development of our methodology. In this process, one final product is produced by passing a raw billet through five individual dies that perform five operations in the following sequence: ͑1͒ preforming, ͑2͒ blocking, ͑3͒ finishing, ͑4͒ piercing, and ͑5͒ trimming. Figure 3 shows a shape sketch of raw billet, intermediate parts, as well as a final product after each operation. Of these five die operations, the blocking and finishing operations make significant shape changes on workpieces and thus generating large tonnage forces. In contrast, the piercing and trimming operations remove a small amount of material from a workpiece, thus generating small tonnage forces. This fact leads to the difficulty to detect a missing part at the piercing and trimming operations than at other operations.
For the purpose of classifier design, a training data set consisting of six groups of data is collected in which group i͑i =1, . . . ,5͒ corresponds to the fault condition due to a missing part at station i; group 0 corresponds to the normal working condition. For completeness, group 6 is used to represent all unknown potential process faults. Figure 4 shows all training samples of total tonnage signals, including 307 samples from the normal operating condition and 69 samples from each of five missing part conditions. It can be seen that it is relatively easy to separate groups 2 and 3 ͑missing parts at the blocking and finishing dies͒ from other groups but more difficult to separate groups 4 and 5 ͑missing parts at the piercing and trimming dies͒ from group 0 ͑normal operating condition͒.
Methodology Development
In this study, a new hierarchical classification method integrated with optimal feature selection is developed to enhance the performance of detecting weak signals. The training procedure for the proposed classifier is illustrated in Fig. 5 . First, the signal segmentation is conducted as a data preprocessing procedure to improve the separability of different groups at their corresponding local segments. Second, principal component analysis ͑PCA͒ ͓19͔ is used for data dimension reduction by using a few significant principal components ͑PCs͒ as features to represent the original total tonnage signals at individual segments. Then, feature selection and the corresponding hierarchical classifier design are accomplished through the supervised training based on the six available groups of training samples. The outputs from the third step are the optimally selected feature subsets and the corresponding decision rules of the resultant hierarchical classifier. These are used to ensure an acceptable misclassification error at each hierarchical classification step. Finally, the overall performance of the developed classifier is evaluated by constructing a confusion matrix. The details involved at each step will be discussed in Secs. 3.1-3.4, respectively.
Signal Segmentation.
In multi-operation processes, when a missing part occurs at an individual die, the total tonnage signal will only partially change at the specific signal segment corresponding to the working range of that particular die. Therefore, for the purpose of missing part detection at a particular die, it is helpful to extract features at the corresponding local data segment that is relevant to the working range of the faulty die rather than using the whole cycle of total tonnage signals. In this way, the class separability of using such extracted features is increased because the local profile changes are enhanced after removing irrelevant data segments. For example, in Fig. 4 , groups 2 and 3 are more separable from other groups near the peak tonnage areas at the data segment of ͓800,1200͔ and ͓900, 1200͔, respectively, but groups 4 and 5 have a higher separability from other groups at the data segment of ͓600, 900͔. Therefore, different data segments show different sensitivities in separating groups of signals.
To conduct data segmentation of total tonnage signals, the working ranges of each individual die need to be known. Ideally, for multi-operation processes, the working ranges of each die can be determined by the timing-charts from the die design, which, however, may not always be available in industrial practice. In this case, Jin and Shi ͓20͔ proposed a method by conducting a set of offline station-by-station tests to obtain the decomposed tonnage signals for individual dies. Figure 6 shows the decomposed results of the tonnage signal generated at each die station in which the working range of each die is marked as W i ͑i =1, . . . ,5͒, respectively. After obtaining the working ranges of each die, the data segmentation can be further conducted in which the boundaries of each data segment are marked by either the start point or end point of the working ranges of individual dies. As shown in Fig. 6 , a total of eight segments are obtained and only segments S 2 − S 7 will be used for feature extraction. By using this type of data segmentation method, an explicit mapping relationship can be obtained for each given data segment, i.e., determining the relevant working dies that are generating the tonnage force at that specific segment. The details of data segmentation method can be found in Ref. ͓20͔. Therefore, the change of the extracted features at the specific data segmentations can be uniquely mapped to the faulty stations from which the parts are missing.
Feature Extraction Using Principal Component
Analysis. In this section, PCA is used to reduce the data dimension and generate features from the selected signal segments. PCA linearly transforms the raw data set into a new set of features called PCs. 
where v =1, . . . ,n 0 . The sample variance of the jth principal component y j is j , j =1,2, . . . , p S i , and the sample covariance between y j and y l is zero if j l. In addition, the total sample variance is trace͑S 0 s i ͒, which is equal to 1 + 2 +¯+ p S i . The percentage of the sample variance explained by the jth principal component is given by j / trace͑S 0 s i ͒. In this paper, the principal components with the larger eigenvalues, which contribute 99.7% of the total variance, are considered as the candidate features for further feature selection.
For training our classifier, the jth principal component of vЈ-th sample ͑vЈ =1, . . . ,n k ͒ of group k in the same segment ͑S i ͒ is also obtained by the following projection:
It should be noticed that the projections are made based on the eigenvectors e j T and sample mean X 0 S i , which are obtained from the samples under the normal operating condition.
Feature Selection and Hierarchical Classifier Design.
Considering the different degrees of class separability at different data segments, especially the low separability of the weak signals, it is very difficult to classify all the missing part conditions through one classifier using the same features. Therefore, a hierarchical classifier is used for classifying multiple missing part conditions through a special inclined type of binary-tree structure ͓18͔, i.e., only one missing part condition will be separated from others at each step of classification.
The hierarchical structure of such a classifier and the resultant sample spaces after each classification step are shown in Fig. 7 . In this figure, ⍀ j and R j denote the remaining unclassified samples and the identified group samples at step j, respectively. At the beginning, let ⍀ 0 denotes all available training samples of all g known groups. Following the tree structure, at each step j, ͑j =1, . . . ,g͒, one group will be identified, and C͑j͒ is used to denote the identified group index. For example, if group l is identified at step j, we have C͑j͒ = l. The final remaining group C͑g +1͒ is used to denote all unlearnt faulty operation conditions.
In the design of the proposed hierarchical classifier, the key issues include how to determine which group is to be classified at step j, how many features are essential for this classifier design, and which optimal feature subsets are selected for this classifier design. These issues will be addressed in details as follows.
In order to define the criterion for determining which group is classified at step j, let l denote group l and ␣ l denote the total probability of misclassifying the samples in l to all other classes throughout all classification steps. The smallest misclassification error of ␣ l ͑∀l C͑1͒ , . . . ,C͑j −1͒͒ is used as the criterion for determining which group is identified at step j. This criterion ensures that l is the most correctly classified group at step j. The calculation of ␣ l is given in Eq. ͑5͒, which will be discussed later in this section.
The flowchart for integrating feature subset selection and classifier design is shown in Fig. 8 . Let y denote a sample represented by the selected PC features, which can be either univariate or multivariate. At step j, y is to be classified as l based on the criterion of the minimum expected misclassification errors ͓21͔, i.e., the following Eq. ͑3͒ should be held. 
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where f k ͑ • ͒ denotes the probability density function of group k associated with the selected feature subset. P͑ k ͒ denotes the prior probability of group k, which can be specified based on either engineering knowledge or estimated from the training data set. If all the fault classes are completely preknown, the condition of ͚ k=1 g P͑ k ͒ = 1 is satisfied. Otherwise, 1 − ͚ k=1 g P͑ k ͒ represents the total probability of all unknown fault classes. Since PCs used as features follow a multivariate normal distribution, Eq. ͑3͒ is equivalently represented as
where x l and S l denote the sample mean and sample covariance matrix of the selected PCs of group l. In order to determine the minimum number of the features for classifying group l from other remaining unclassified groups at step j, the classifier is designed with the first effort of using a single optimal feature that is selected from all the candidate PCs with the minimal classification error ␣ l for group l. As shown in Fig. 8 , if its classification performance based on a single feature is not satisfied, the dimension of the feature subset will be increased until the stopping criteria is satisfied. In the worst case, it is possible that the stopping criterion is not satisfied after all features are exhaustedly searched. In this case, all the features will be used. It should be notified that the increase of the number of features leads to the increase of the discrimination distances between normally distributed classes ͓21͔, which can improve the classification accuracy. However, an inappropriate high dimension of features will lead to an over fitting problem at the training stage. Therefore, in the paper, we study how to determine the minimum number of features under a given satisfying classification performance, which can ensure a good robustness performance for future unknown test data. At each searching step under the given dimension of the feature subset, the optimal features are exhaustedly searched from all candidate PCs at all data segments. In this way, the feature interactions can be well considered in the design of classifiers. Moreover, the selected number of candidate PC features is generally not more than ten. Therefore, the exhausted searching will be feasible at the training stage.
As shown in Fig. 9 , at the ͑j −1͒th step, the remaining samples of group i in ⍀ j−1 are denoted as i j−1 , i =1,2, . . . ,g. Let P i j denotes the conditional probability of classifying i j−1 to the identified sample space R j at step j,
where i =1,2, . . . ,g, j =1,2, . . . ,g. The detailed calculation of P i j can be found in Appendix A. In this paper, the total misclassification error ␣ l ͑C͑j͒ = l͒ is defined as the probability of misclassifying group l into all other classes. This probability can be calculated as Eq. ͑5͒ based on its complementary probability, i.e., one minus the probability of correct classification of group l ͑C͑j͒ = l͒ at step j.
The detailed derivation of Eq. ͑5͒ can be found in Appendix B. In Eq. ͑5͒, it can be seen that although ␣ l has a propagated chain effect, it is only affected by the classifier design from step 1 to step j. Therefore, it is possible to calculate ␣ l at step j and use it as a criterion for determining the optimal class at step j. As mentioned previously, in order to select an optimal feature subset for classification, we iteratively select PCs and segments that can give the minimal ␣ l at step j. Moreover, the selection of the number of features ͑PCs͒ is determined by the minimal number of features that can satisfy the condition of ␣ l Ͻ limit in which the limit is prespecified based on the acceptable misclassification error in the given application.
Finally, at the last step ͑step g͒, where only one group is left to be identified in ⍀ g−1 , a T 2 control chart is used to identify the last group from the unlearnt conditions using the feature subset selected at the ͑g −1͒th step. For a user prespecified type I error ␣, sample x in i g−1 is classified to group l ͑l = C͑g͒͒ if ͑x
3.4 Classifier Performance Assessment. The classification performance for the designed classifiers can be finally evaluated by constructing a confusion matrix M R gϫ͑g+1͒ after all classification steps. Let M kl denote the probability of samples in group k ͑ k ͒ to be classified as group l ͑ l ͒, which is identified at step j, i.e., C͑j͒ = l. It can be calculated by Step j l j C ) ( Transactions of the ASME ͑See Appendix C for the detailed proof.͒ An alternative to evaluating the classification performance is to use the similar concepts of type I error and type II error in statistical process control. Since at each step j, only one class of group l ͑C͑j͒ = l͒ is separated from the remaining groups, type I error can be defined as the total probability that the data in class l ͑ l ͒ would be falsely classified into all other classes; at the same time, type II error for class l can be defined as the total probability that all other classes would be misclassified into class l. Based on these definitions, type I error of the group l is exactly equal to ␣ l . Type II error, denoted as ␤ l , can be calculated by Eq. ͑7͒.
Case Study
In this section, we will illustrate the detail implementation procedures step by step to show how to apply the proposed methodology to a real-world forging process. The analysis results including PCA, PC feature selection, and the classifier performance assessment are given.
PCA Results
Based on Segmental Tonnage Signals. As discussed in Sec. 3.2, the PCA transform is performed on each selected data segment of the training signals under the normal working condition. The resultant eigenvectors e j ͑1 Յ j Յ p s i ͒ will be used as the orthogonal projections to obtain PCs as features for classifier design. Figures 10͑a͒-10͑c͒ show the tonnage profiles of 307 training samples at the final selected segments ͑S 3 , S 4 , and S 7 ͒ under the normal working condition and Figs. 10͑d͒-10͑f͒ show the Pareto plots of the selected candidate PCs at the corresponding segments that include 99.75% of total variance. feature subsets at each hierarchical classification step. It can be seen that segment S 4 is selected at the first step for classifying group 2, and segment S 7 is selected at the second step for classifying group 3 by using PC2 and PC1, respectively. These classification results are consistent with our previous discussion, i.e., the fact that groups 2 and 3 are more easily separated from other groups at segments 4 and 7, respectively. Also, groups 2 and 3 are identified at the first two steps because they are more easily separated than other groups. For classifying groups 1, 4, and 5, segment 3 is selected, which are used to enhance their separability for group 4 and 5 ͑weak signals͒. Figures 11͑a͒-11͑e͒ visually show the selected features at each step by using resultant optimal feature subset listed in Table 1 .
Optimal Feature Subsets.

Classifier Performance Assessment.
The performance of the proposed hierarchical classifier is assessed using crossvalidations in which the validation classification errors provide the estimate of the classifier's performance on the test data sets. Generally, if a classifier has a large number of parameters to train, a large sample size of the training data set should be used and the portion r of the validation data set is small ͑r = 10− 25% of the total sample data͒. It has been shown that the sample size of the training set affects the bias of the classification errors while the sample size of the validation test set affects the variance of classification errors ͓9͔. In this case study, r = 25% of the data in each group are randomly selected as the test data set, and the remaining 75% of the data are used as the training data. The choice of r = 25% is to consider a good tradeoff between a satisfying average classification errors and a small variance of classification errors using 100 repeated cross-validations. Table 2 shows the resultant confusion matrix, and Table 3 shows type I and type II errors defined in Sec. 3.4, respectively. In both Tables 2 and 3, the numbers that are given inside and outside of the parentheses in each cell are the corresponding standard deviations and average values throughout 100 repeated cross-validation tests. It can be seen that the resultant averages and variances of all classification errors are small, which demonstrates the effectiveness of our proposed method and a good choice of the test sample size in the crossvalidations. It should be notified that the selected features at each step are not changed under different randomly selected training and test samples at all cross-validation tests, which shows the robustness of the proposed feature selection procedure.
Conclusion
In this study, a new feature selection and hierarchical classification method is developed for missing part detection in multioperation forging processes. In the development of the method, first, both the data segmentation and the PCA transform are applied to reduce the dimension of the production data. Second, PCA is used to extract features from the selected data segments under various missing part conditions. Third, a hierarchical feature selection procedure is developed to minimize the misclassification probabilities among different groups. Finally, a corresponding hierarchical classification rule is developed for classifying various missing parts conditions. In addition, the performance of the corresponding classifier in terms of misclassification errors is evaluated using a confusion matrix. A real-world forging process is used to illustrate the implementation procedures and demonstrate the effectiveness of the proposed methodology. The value less than 10 −3 is treated as 0.
Similarly, if C͑g +1͒ = l, we have
