Abstract. Well-known operations defined on a non-degenerate inner product vector space are extended to the case of a degenerate inner product. The main obstructions to the extension of these operations to the degenerate case are (1) the index lowering operation is not invertible, and (2) we cannot associate to the inner product in a canonical way a reciprocal inner product on the dual of the vector space. This article shows how these obstructions can be avoided naturally, allowing a canonical definition of covariant contraction for some important special cases.
Introduction and motivation
On a non-degenerate inner product space (V, g) and on the spaces associated to it we can define various structures and operations. The inner product g induces on the dual V * a unique inner product (cf. e.g. [12] , p. 59). It also defines a canonical isomorphism ♭ : V → V * between V and its dual, as well as its inverse ♯ (see e.g. [3] , p. 15; [2] , p. 72). These two isomorphisms can be extended canonically to the tensor products involving V and V * , and can be used to switch between vectors and covectors -in other words to lower and raise indices 1 (see e.g. [9] , p. 81-83). The inner product can also be used to define tensor contractions between slots of the same type, that is, which are either both covariant or both contravariant (see e.g. [9] , p. 83). These operations are necessary when dealing with tensors, in areas like differential geometry, mechanics, general relativity.
If the inner product g is degenerate, we can still lower indices using ♭, which is no longer an isomorphism. But we cannot raise indices and define contractions between two covariant indices, at least not in the usual way.
In this article we present a natural generalization of the operations mentioned above for the non-degenerate inner product spaces, to the degenerate ones. It is easy to see that there is a canonic inner product g • defined on the subspace ♭(V ) ⊆ V * . We use this inner product to define contraction between covariant slots which cancel on the degenerate space V • := V ⊥ of V . This contraction is uniquely defined, being thus an invariant operation. Also we can define an index raising operator ♯ : ♭(V ) → V , which is not unique, but all the possible solutions are easy to identify. A canonical index raising operator can be defined, which is not valued in V , but in ♭(V ) * .
The motivation of this research is two-fold. On the one hand, it is the study of singular semi-Riemannian manifolds (i.e. differentiable manifolds having on the tangent bundle a degenerate metric tensor [7, 5, 6, 8] ). More precisely, the purpose is to construct and study invariants similar to those known from the non-singular semi-Riemannian geometry but whose construction is obstructed by the degeneracy of the inner product, and to study their properties. This 1 In general, we will use the terms "index" or "indices" in connection to the abstract index notation (see e.g. [11] , Chapter 2), which is invariant and independent of the basis. When we will use them as labels for the components of the vectors and tensors in a basis, we will specify this.
part was developed so far in [13, 14, 16] . On the other hand, from the viewpoint of applications, the long-term goal is the study of some special types of singularities in General Relativity. We did this for the black hole singularities [17, 18, 19, 15] and for the Big Bang singularity of the Friedmann-Lemaître-Robertson-Walker spacetime [20] . While we already applied the main results presented here to obtain the mentioned results, the necessity of a more detailed development of the algebraic part led us to this exposition.
Generalities about degenerate inner products
In the entire article it will be considered that the vector spaces are finite dimensional and real. We review some elementary notions on vector spaces with degenerate inner product, which are known from the literature (cf. e.g. Definition 2.1. An inner product on a vector space V is a symmetric bilinear form g ∈ V * ⊙ V * := Sym(V * ⊗ V * ). The pair (V, g) is named inner product space. We use alternatively the notation u, v := g(u, v), for u, v ∈ V . The inner product g is degenerate if there is a vector v ∈ V , v = 0, so that u, v = 0 for all u ∈ V , otherwise g is non-degenerate. There is always a basis, named orthonormal basis, in which g takes a diagonal form:
where O r is the zero operator on R r , and I q , q ∈ {s, t} is the identity operator in R q . The signature of g is defined as the triple (r, s, t).
In the following (V, g) is an inner product space.
Definition 2.2. Two sets of vectors S ⊆ V and S ′ ⊆ V are said to be orthogonal, S ⊥ S ′ , if s, s ′ = 0 for any s ∈ S, s ′ ∈ S ′ . If one or both sets reduce to one element, we may simply write
Definition 2.3. Let U ⊆ V be a vector subspace. If there is a vector u ∈ U, u = 0, so that u ⊥ U , u is said to be a degenerate vector, and U a degenerate vector subspace. If u = 0 and u ⊥ V , then u is said to be totally degenerate. If u ⊥ u, u is said to be null. U ⊆ V is degenerate if and only if g| U is degenerate (even though g may be non-degenerate on V ).
Notation 2.4. For any set of vectors S ⊆ V , let's denote by S ⊥ V := {v ∈ V |v ⊥ S} its orthogonal complement. When V is understood, we will simply use S ⊥ instead of S ⊥ V .
Proposition 2.5. (see [10] , p. 264, Proposition 1.5) Let S ⊂ V be a set of vectors from V . Then
where span(S) is the vector space generated by the set S ⊆ V .
It follows that a 1 v a + a 2 v 2 ∈ S ⊥ , and S ⊥ ⊆ V is a vector subspace.
Since s ∈ S implies that s ∈ span(S), any vector v ⊥ span(S) also satisfies v ⊥ S, so we have S ⊥ = (span(S)) ⊥ . Proposition 2.6. Let S, S ′ ⊆ V be two sets of vectors. Then: The radical of (V, g) has, for any U ⊆ V , the following properties:
Proof. See [10] , Proposition 1.4.
The radical-annihilator inner product space
Because ♭ : V → V * is not an isomorphism, we can no longer define a dual for g on V * in the usual sense. We will see that we can still define canonically an inner product g • ∈ ♭(V ) * ⊙♭(V ) * , and use it to define contraction and index raising in a weaker sense than in the non-degenerate case. This construction is rather elementary in Linear Algebra, but it will prove to be efficient.
3.1. Subspaces, annihilators, quotient spaces and duality. This sections recalls a lemma establishing a general property of vector subspaces (see e.g. [12] , p. 102, [4] , p. 26-27, 33-34).
Recall that if W ⊆ V is a vector subspace of a vector space V , then the following sequence is exact [12] , p. 102) Let V be a vector space and W ⊆ V a vector subspace. The set W ⋄ := {ω ∈ V * |ω(v) = 0(∀v ∈ W )} is a vector subspace named the annihilator of W . Proof. For any v, v ′ ∈ V so that v − v ′ ∈ W , and for any linear form ω ∈ W ⋄ , ω(v) = ω(v ′ ), hence we can define ω ∈ ( 
The two sequences are connected by the operation of taking the dual of a vector space:
The following simple lemma will be useful in §3.5.
Lemma 3.5. Let (e a ) n a=1 be a basis of a vector space V , dim V = n, and let (ω b ) n b=1 be its dual basis (cf. e.g. [12] , p. 96). Then, (e a ) n a=1 extends a basis (e a ) k a=1 of a vector subspace W ⊆ V , dim W = k if and only if (ω b ) n b=k+1 is a basis of W ⋄ , the annihilator of W .
Proof. Since the dual basis is the unique basis of V * so that ω b (e a ) = δ b a , it follows that ω b (e a ) = 0 for b > k and a ≤ k. This implies that span((e a ) k a=1
3.2. The radical-annihilator space. This section applies the well-known notions recalled in §3.1, and other elementary properties of linear algebra (cf. e.g. [12] , [4] ). Its purpose is to extend fundamental notions related to the nondegenerate inner product g on a vector space V induced on the dual space V * (cf. e.g. [12] , p. 59), to the case when g is allowed to be degenerate. Let (V, g) be an inner product space over R. 
Alternatively, it is used the notation u ♭ for ♭(u). For reasons which will become apparent, we will also use the notation u • := u ♭ .
Remark 3.7. It is easy to see that V • = ker ♭, so ♭ is an isomorphism if and only if g is non-degenerate.
Definition 3.8. The radical-annihilator vector space V • := im ♭ ⊆ V * is the space of 1-forms ω which can be expressed as ω = u • for some u, and they act on V by ω(v) = u, v .
Obviously, in the case when g is non-degenerate, we have the identification
Remark 3.9. In other words,
⋄ . It follows then from Remark 3.3
Definition 3.11. On the vector space V • we can define a unique non-degene-
Proposition 3.12. g • from above is well-defined.
Proposition 3.13. The inner product g • from above is non-degenerate, and if g has the signature (r, s, t), then the signature of g • is (0, s, t).
Proof. Let's take an orthonormal basis (e a ) n a=1 , as in Definition 2.1. We have e a • = 0 for a ∈ {1, . . . , r}, and the 1-forms ω a := e r+a • for a ∈ {1, . . . , s + t} are the generators of V • . They satisfy ω a , ω b • = e r+a , e r+b . Therefore, (ω a ) s+t a=1 are linear independent and the signature of g • is (0, s, t).
3.3.
The factor inner product space. In this section are applied generalknown notions recalled in §3.1 to the case of degenerate inner product spaces. Remark 3.14. As it is known in the literature (cf. e.g. [12] , p. 87, [4] , p. 33-35) given a vector subspace W of a vector space V , there is a canonical quotient, or factor vector space V /W . This applies as well to the degenerate part of (V, g), which can be factored out, all of its other properties being preserved (see e.g. [5] , p. 274). 
It is also non-degenerate, because it is obtained by factoring out its degenerate part. The obtained factor inner product space
The following is a direct application of the Lemma 3.2.
Proof. By Definition 3.15 V • := V /V • , and by Definition 3.8,
We apply the Lemma 3.2 and obtain the desired duality. 
where
Remark 3.21. Unfortunately, the index raising isomorphism ♯ doesn't lead to a vector in V , but in V • , so it is not really a genuine index raising operator. We can always modify it to return a vector in V , but this construction is not unique (see §3.4).
Remark 3.22. The following equalities hold:
For convenience we may use the notations u • v • and u • v • for the same values. These identities and the Proposition 3.16 lead to the following:
, the following sequence is exact:
There is a similar construction for the inclusion V • ⊆ V * , leading to the factor vector space
We can apply Lemma 3.2 to obtain a diagram like that in the Remark 3.4:
If we include the isomorphisms due to the inner product, we obtain the diagram:
Extensions of the dual inner product. In a finite dimensional vector space V , for any subspace W ⊆ V there is another subspace W ′ so that V = W ⊕ W ′ , which is not unique if W = 0 and W = V . We can apply this decomposition to a subspace and its annihilator. As a reference about such decompositions, please see [4] , p. 28-32 and [12] , p. 103-104. In particular, we can apply the known results about direct sums and annihilators to the radical and radical-annihilator spaces associated to an inner product space.
We can extend uniquely g • to an inner product g *
V•
on the entire V * by the 
is an isomorphism. From Remark 3.9 we have that
s+t a=1 chosen such that ♭(e a ) = ω a . They satisfy g(e a , e b ) = g • (ω a , ω b ) . We have ♭(e a )(e b ) = ω a (e b ) = g • (ω a , ω b ), so ω b (ε a − e a ) = 0 for all a, b ∈ {1, . . . , s + t}. It follows that ε a − e a ∈ V • , and therefore ♭(ε a ) = ♭(e a ) = ω a , for all a ∈ {1, . . . , s + t}. Proof. The first part of the theorem follows from the Lemma 3.5, since
⋄ . We prove the second part.
"⇒". Let's assume that (e a ) n a=1 is an orthogonal (orthonormal) radical basis. In this basis the matrix (g ab ) 1≤a,b≤n is diagonal: g ab = α a δ ab . For r + 1 ≤ a ≤ n,ω a := ♭(e a ) form an orthogonal (orthonormal) basis for V • , and ω a (e b ) = g(e a , e b ) = α a δ ab . Therefore, if (ω a ) n a=1 is the dual basis of (e a ) n a=1 , for r + 1 ≤ a ≤ n,
the basis (ω a ) n a=1 is radical-annihilator and orthogonal (orthonormal).
"⇐". If (ω b ) n b=1 is an orthogonal (orthonormal) radical-annihilator basis, in this basis g • has the form g • ab = β a δ ab . As in §3.4, by choosing V• ⊆ V * so that V * = V • ⊕ V•, we can construct the vectors ε a := ♭ * V• (ω a ). They satisfy g(ε a , ε b ) = ω b (ε a ) = g • (ω a , ω b ) = β a δ ab , so they are orthogonal (orthonormal). Let's construct the vectorsẽ a := 1 β a ε a , for r < a ≤ n. They satisfy
is an orthogonal (orthonormal) basis, so is (e a ) n a=1 .
Remark 3.38. If V • is an invariant subspace for an operator
is a radical basis of V , (A(e i )) n a=1 is a radical basis. The dual A * of A is a vector space automorphism of V * , and A * (V • ) = V • . A * transforms a radical-annihilator basis in another radicalannihilator basis. If A preserves the inner product g, then A * preserves g • . In this case, A transforms a radical orthogonal (orthonormal) basis into a radical orthogonal (orthonormal) basis, and A * transforms a radical-annihilator orthogonal (orthonormal) basis into a radical-annihilator orthogonal (orthonormal) basis.
Remark 3.39. Any radical basis (and, by Theorem 3.37, any radical-annihilator basis) can be used to extend the inner product g • on V • ⊆ V * to an inner product g * defined on the entire V * . We just take as V• ⊆ V the subspace generated by the vectors of the basis (e a ) n a=1 which are not totally degenerate, that is, e a / ∈ V • , and as V• ⊆ V * the subspace of V * generated by the covectors ω a / ∈ V • . Although the extension g * is not unique, it is uniquely defined given the basis. In practice, we can use g * instead of g • even if it is not unique, as long as both its slots are contracted with elements or slots from V • . In a radical-annihilator basis, the coefficients g * ab are the same for a, b > r, and coincide with g • ab .
3.6. The radical-annihilator inner product in a basis. The content of this section is a straight application of elementary linear algebra facts.
Let us consider an inner product space (V, g), and an orthogonal radical basis (e a ) n a=1 of V in which g takes the diagonal form g = diag(α 1 , α 2 , . . . , α n ), α a ∈ R for all 1 ≤ a ≤ n. By counting the number of coefficients α a which are equal, greater or less than zero, we find the signature of g. The inner product satisfies:
We also have e a
• (e b ) := e a , e b = α a δ ab , and
Proposition 3.40. If in a basis the inner product has the form g ab = α a δ ab , then
where α a = 0.
Proof. Since
and in the same time
we have that
This leads, for α a = 0, to
The case when α a = 0 is not allowed, since g • is defined only on im ♭.
Remark 3.41. We can extend g • to the entire V * , as in the Remark 3.39. The extended inner product g * has the components (9) g * ab = 1 αa δ ab for α a = 0, and g * ab = 0 for α a = 0.
Tensors on degenerate inner product spaces
In the following, we will be interested in some of the elementary properties of tensors obtained from the invariant spaces associated to an inner product space (V, g): mainly V , V * , V • and V • , but we will need V • and V • too. When constructing the various tensor products and study their properties, we need to remember the relations
The main class of tensor spaces associated to (V, g) is given by: For such a tensor we can define contractions between an upper and a lower index:
We denote by C k l (T ) the contraction between the k-th contravariant slot and the l-th covariant slot of T , Definition 4.3. Let T be a tensor of type (r, s). We call it radical in the k-th contravariant slot if
is radical in the k-th contravariant slot if and only if its contraction C k s+1 (T ⊗ ω) with any radical-annihilator linear 1-form ω ∈ V * is zero.
Proof. For simplicity, we can consider k = r (if k < r, we can make use of the permutation automorphisms of the tensor space T r s (V )). T can be written as a sum of linear independent terms having the form α S α ⊗ v α , with S α ∈ T r−1 s (V ) and v α ∈ V . We keep only the terms with S α = 0. The contraction of the r-th contravariant slot with any ω ∈ V • becomes α S α ω(v α ).
If T is radical in the r-th contravariant slot, for all α and any ω ∈ V • we have ω(v α ) = 0, therefore α S α ω(v α ) = 0. 4.2. Index lowering. The inner product g allows us to lower indices, in a similar manner to the non-degenerate case (see e.g. [9] , p. 60). More precisely:
is a tensor over V , with r ≥ 1, s ≥ 0, then the inner product g ∈ T 0 2 (V ) defines, for k ∈ {1, . . . , r}, a new tensor ♭ k (T ) ∈ T r−1 s+1 (V ) by contraction: (13) ♭ k (T ) := C k s+2 (T ⊗ g), which in a frame takes the form: (14) ♭ k (T ) 
Proof. According to the Example 4.6, the inner product is radical-annihilator. Hence, we obtain the desired result as a consequence of the Proposition 4.5.
In other words, (15) ker
Proof. Follows immediately from Proposition 4.10.
Remark 4.12. The ♭ k operator loses information, because it is not invertible. Consequently, an index raising operator ♯ k cannot be properly defined in a unique way. But we can define a non-canonical index raising operator ♯ k if we use a screen space (Definition 3.32, see also [5] , p. 262-263 and [10] , p. 268).
4.3. Covariant contraction. We don't need an inner product to define contractions between one covariant and one contravariant indices. We can use the inner product g to contract between two contravariant indices, obtaining the contravariant contraction operator C kl (cf. e.g. [9] , p. 83). On the other hand, the contraction is not always well defined for two covariant indices.
We will see that we can use g • for such contractions, but this works only for radical-annihilator covariant vectors or covariant slots. Fortunately, this kind of tensors turn out to be the relevant ones in the applications to singular semiRiemannian geometry.
Definition 4.13. We can define uniquely the covariant contraction or covariant trace operator by the following steps.
(1) We define it first on tensors
s (V ) be a tensor with r ≥ 0 and s ≥ 2, which satisfies (ω 1 , . . . , ω r , v 1 , . . . , v s ) = 0 for any ω i ∈ V * , i = 1, . . . , r, v j ∈ V, j = 1, . . . , s whenever v s−1 ∈ V • or v s ∈ V • . Then, we define the covariant contraction between the last two covariant slots by the operator (3) Let T ∈ T r s (V ) be a tensor with r ≥ 0 and s ≥ 2, which satisfies
by C kl := C s−1 s • P k,s−1;l,s , where C s−1 s is the contraction defined above, and P k,s−1;l,s : T ∈ T r s (V ) → T ∈ T r s (V ) is the permutation isomorphisms which moves the k-th and l-th slots in the last two positions. In a basis, the components take the form (16) (C kl T )
We denote the contraction C kl T of T also by
or simply
Theorem 4.14. Let T ∈ T r s (V ), s ≥ 2, be a tensor which is radical-annihilator in the k-th and l-th covariant slots (1 ≤ k < l ≤ n). Let (e a ) n a=1 be a radical orthogonal basis, so that e 1 , . . . , e rg ∈ V • , where r g = n − rank g. Then and we obtain the desired result.
Lemma 4.15. If T is a tensor T ∈ T r s (V ) with r ≥ 0 and s ≥ 1, which is radical-annihilator in the k-th covariant slot, 1 ≤ k ≤ s, then its contraction with the inner product gives the same tensor: Proof. Let's first consider the case when T ∈ T 0 1 (V ), in fact, T = ω ∈ V • . Then, equation (18) reduces to (19) ω( • ) v, • = ω(v).
But since ω ∈ V • , it takes the form ω = u • for u ∈ V , and ω(
The general case is obtained from the linearity of the tensor product in the k-th covariant slot. 
Proof.
We recall that g ∈ V • ⊙ V • , g • ∈ V • * ⊙ V • * . When restricted to V • and V • they are non-degenerate and inverse to one another. Since dim V • = dim ker ♭ = rank g, we obtain • , • = rank g. Remark 4.18. There are two ways to contract between the k-th contravariant slot and the l-th covariant slot of a tensor T ∈ T r s (V ). The usual one, C k l , does not involve the inner product or its dual. The second way is obtained by first lowering the contravariant slot using ♭ k , then contracting it with the other covariant slot using C l s+1 . It is not always defined, but only when the l-th covariant slot of C l s+1 (♭ k (T )) is radical-annihilator. This happens in particular when the inner product g is non-degenerate. Please note that it is possible the l-th covariant slot to become radical-annihilator after the lowering of k-th contravariant slot, although before it was not, as we can see from the example T = v ⊗ ω + w ⊗ τ , where v ∈ V − V • , w ∈ V • , ω ∈ V • , τ ∈ V * − V • . Lowering the contravariant index leads to ♭ 1 (T ) = v • ⊗ ω + w • ⊗ τ = v • ⊗ ω ∈ V • ⊗V • , and we can contract with C 12 to obtain v • , ω • = ω(v). Contracting directly by C 1 1 leads to C 1 1 (v ⊗ ω + w ⊗ τ ) = ω(v) + τ (w), which is different, because τ (w) = 0.
Conclusions and perspectives
We have seen that we can extend operations which are usually associated to non-degenerate inner product, to the degenerate case. The central operation of this kind is the covariant contraction for special cases of tensors. The main opening provided by these extensions is explored in subsequent articles, where we applied them to construct various invariants in singular semi-Riemannian geometry [13, 14, 16] . We considered both the case when the signature of the inner product is constant, and when it is variable. Then, we applied it to the study of some singularities in the theory of General Relativity [17, 18, 19, 15, 20] .
