This paper introduces a classification system for hyperspectral images of colon cancer tissue samples. Focusing on the region of the spectrum between 360 nm and 550 nm, this system utilizes the entire spectral data to reliably differentiate between cancerous and non-cancerous cells. Using a dataset with thirteen patients, convolutional neural networks are designed to compare the classification performance of the hyperspectral images to panchromatic grayscale images of the samples and grayscale images of the individual band samples. Overall, the hyperspectral data is shown to be advantageous in classifying the cancerous and non-cancerous images, ultimately classifying the test sample images with 74.1% accuracy with an F1 score of 0.747, and classifying 85.7% of the cancerous images correctly.
INTRODUCTION
In the United States, cancer is one of the leading causes of death among all age groups, with colon cancer being the second largest cause of cancer deaths [1] . As with many forms of cancer, early diagnosis significantly increases the patient's chance of survival [2] . Many useful techniques have been explored to find safer and more reliable methods of detecting the cancer in its earlier stages [3] . Some of these methods involve hyperspectral imagery in order to distinguish between cancerous and non-cancerous cells. Hyperspectral imagery was first used in satellite imagery [4] , but recently it has been used for applications such as gene mapping, diagnosis, cancer research and other medical guidance [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
In cancer research and treatment, imaging and machine learning have been explored for a range of different types of cancer, including breast, liver, colon, bladder, and pancreatic cancer. Most popular machine learning tools for cancer detection are support vector machines, random forests, Bayesian networks, and convolutional neural networks (CNNs) . CNNs are mostly being used with mammogram images to help detect breast cancer [9] , [10] . Colon cancer detection methods include K-nearest neighbor algorithms, random forests, and CNNs applied on colonography images [11] .
Machine learning and hyperspectral images have been used in tandem to create new, noninvasive forms of cancer detection [5] [6] [7] [8] [12] [13] [14] [15] [16] . Classifiers like support vector machines and minimum spanning forests have been used to analyze hyperspectral data [7, 13, 14] with principal component analysis having been used for feature reduction to improve the algorithms [7] . CNNs have also been used in pixel classification of head and neck cancer hyperspectral images [15] . Artificial neural networks (ANN) have been used for classifying hyperspectral data for colon cancer detection in [16] .
Depending on the application, medical experts could use hyperspectral images to focus on different parts of the spectrum. Many cancer applications tend to focus on the regions of the visible spectrum, with focus on the blue and green wavelengths of the spectrum [5] . It has been shown that for colon cancer, the blue-violet portion of the spectrum (390 nm -450 nm) has the highest correlation with instances of cancer [8] . This spectrum range was expanded in later work to 360 nm -550 nm to detect for changes in other molecules caused by colon cancer [17] . In this paper, we discuss the use of CNNs to classify hyperspectral colon cancer images obtained on the spectral band that ranges from 360 nm to 550 nm. Even using a small dataset with images from thirteen patients, we show that the hyperspectral imagery is advantageous in classifying cancerous images.
DATA COLLECTION PROCESS
The purpose of this work is to train a CNN classifier to distinguish between the cancerous and the non-cancerous tissue samples. The tissue samples were gathered as previously described in [17] . Briefly, these samples were first removed from patients during surgery. The surgeon removed the tumorous growth along with a small margin to ensure that it was 1 Fig. 1 . Example of a sample used in study. completely removed. The samples were taken to pathology, stained, and graded. The remains were collected and returned in cups marked "lesional" and "nonlesional". An example of one of these samples is shown in Fig. 1 . The samples were then imaged with QImaging Corporation's Rolera EM-C 2 camera at the laboratory, using excitation wavelength tuning as described in [17] . The camera has a 14 bit digital output with a pixel size of 8 µm by 8 µm and records 501 by 502 by 38 pixel images. The camera optics were used to examine a range of wavelengths from 360 nm to 380 nm and from 390 nm to 550 nm with a spectral resolution of 5 nm for a total of 38 spectral bands. An example of a color representation of one of these hyperspectral cube images is shown in Fig. 2 . The spectral distributions of a few random pixels from lesional samples are shown in Fig. 3 , and in Fig. 4 , the spectral distributions of a few pixels from nonlesional samples are shown. The unitless spectral intensities measured by the camera have values between 0 and 16383 (2 14 -1). From these samples, we have 175 images of size 501 by 502 by 38 (9,557,076 pixels). Of these images, 88 are labeled lesional and 87 are labeled nonlesional.
These sample images were taken from the tissue samples of 13 patients, and contained a mixture of cancerous and noncancerous image samples. The samples from a given patient were highly correlated with other samples from the same pa- Table 2 . Basic CNN Architecture. *These are layers are all performing 2D convolution, so the kernel depth (d) is the same as the input image.
tient, but there was also a high variation between different patients. The breakdown of patient image samples is shown in Table 1 .
MODEL DEVELOPMENT
Using the hyperspectral images, three different datasets are developed in order to verify the advantages of the hyperspectral information in detecting colon cancer. The first set involves panchromatic (PC) images, where the bands of each hyperspectral image are averaged and combined into one grayscale image. The second set treats each individual band (IB) of a given hyperspectral cube as a separate grayscale image. The third set uses the complete hypercube (Hyper) image as 3-dimensional data. The datasets are normalized by dividing all the pixels by the maximum possible value of the dataset (determined by the 14-bit digital output from the camera specifications). There is a large difference in the number of images used in each of these datasets, as the datasets containing the panchromatic and hyperspectral cubes use only 175 images and individual band scheme has 6650 images to train with. Since the tissue samples are labeled either "lesional" or "nonlesional", it is assumed that each part of the tissue has the same label as the whole tissue. Based on this assumption, we divide each panchromatic and hyperspectral image into smaller segments. We also create two sets of segmented images for each of these models: the segmented hypercubes (SH) and the segmented panchromatic (SPC) sets, with 100 by 100 pixel images (4375 images total), and the smaller segmented hypercubes (SSH) and the smaller segmented panchromatic (SSPC) sets, with 50 by 50 pixel images (17500 images total).
These datasets are used to train CNNs made up of two convolution layers, a max pool layer, another convolution layer, another max pool layer, and a fully connected layer. The convolutional layers carry out two-dimensional convolutions (the convolution was only carried out along two axes) and each kernel has the same depth as the input to the convolution layer. Tanh is the activation function used for these networks initially. This architecture is implemented in Python using tensorflow with a NVIDIA Tesla K40C GPU. The architecture for the SSH, SH, SSPC, and SPC models are shown in Table 2 . The Hyper, PC, and IB models have a larger (7 by 7) kernel in the first convolution layer with a stride of 4 along with a stride of 2 in the second convolution layer. Table 2 shows each of the layers starting with the input layer at the top and the output layer at the bottom. The table also shows the two-dimensional filter size and the stride of the filter. The convolutional layers use zero-padding to keep the image sizes the same while the max pool layers use no zero padding. The data for each of these schemes is split into a training set and a test set. As the samples from each patient are highly correlated with each other, the testing and training sets were separated by patient. The test set is made up from the images of three of the patients (Patients 3, 6, and 9) and contains 33 of the hyperspectral images (13 lesional images and 19 nonlesional images). The models are evaluated on the basis of their accuracy, precision, recall, and F1 score. The models are trained for a fixed number of epochs. After the neural network is trained, predictions are made on the validation sets. The test set segments were grouped by the original image, and a final image prediction is made based on the majority of the segments from the image.
After this initial testing, the SSH network is chosen as a baseline model and tuned in several ways. Models using different activation functions, such as tanh, relu, elu, and leaky relu are evaluated. Models using different data normalization methods are also examined. The baseline model only normalizes the images based on the saturation value of the camera. The baseline model was also compared to a feature selected model using the spectrum range (390 nm -450 nm), which was the suggested spectrum range in [8] . Data augmentation is also performed on the hyperspectral dataset and the panchromatic dataset. The network's performance is compared to the performance of other classifiers, such as a K-Nearest Neighbor (KNN) model and a logistic regression.
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RESULTS
In this work, we are interested in examining the effects of spectral information on the classification of the colon cancer data by developing models for various types of datasets: PC, IB, PC, SPC, SSPC, Hyper, SH, and SSH. The test results of these evaluations are shown in Table 3 . Overall, these results show that the spectral information from the hypercubes is advantageous for distinguishing between the cancerous and noncancerous images. The advantages are more explicit when segmented images are used to train CNNs (i.e. SH, SSH in Table 3 ). In particular, the individual bands (IB) network has a test accuracy of 52.7% and a 0.520 F1 score and the SSPC network has a test accuracy of 54.2% and a 0.403 F1 score. The SSH network has a test accuracy of 74.1% and had an F1 score of 0.747. The confusion matrix from the SSH test set is shown in Table 4 . From this table, we see that the network is classifying more nonlesional samples as lesional. This observation is similar to the results shown in [16] . This network might be more useful as a preliminary screening for cancer, as it better identifies lesional images (the model has an accuracy of 85.7% on the lesional images) and has a precision of 0.853.
We are also interested in examining the benefits of CNNs on colon cancer dataset, so we evaluated the CNN model (using the basic architecture from Table 2 and the SSH image set) against other classifiers. The results from these simulations are shown in Table 5 . The CNN outperforms both of the classifiers, although the logistic regression classifier also performs well with an accuracy of 70.6% and an F1 score of 0.561. Furthermore, the performance of these classifiers emphasizes further the usefulness of the hyperspectral data in classifying the colon cancer images.
We also evaluate our models in order to tune the network based on the activation function used. However the function used does not make a fundamental difference on how the classifier performed on the test data. The normalization method for the model also does not improve the performance of the cancer classifier. The final model evaluation involved examining the feature selected model, but the results also show no significant improvement in classifier performance.
CONCLUSION
In this paper, we discussed the development of a CNN model in order to classify colon cancer hyperspectral images. Using image segmentation and other data augmentation techniques, we were able to improve the performance of the baseline classifier. We have demonstrated that CNNs developed for hyperspectral data could be a useful tool for research and cancer screening. We believe that the performance of the model is promising, however due to the high variation between different patient samples, more patients are needed to determine the validity of the model.
