Spiking Neural Networks (SNN) were shown to be suitable tools for the processing of spatio-temporal information. However, due to their inherent complexity, the formulation of efficient supervised learning algorithms for SNN is difficult and remains an important problem in the research area. This article presents SPAN -a spiking neuron that is able to learn associations of arbitrary spike trains in a supervised fashion allowing the processing of spatio-temporal information encoded in the precise timing of spikes. The idea of the proposed algorithm is to transform spike trains during the learning phase into analog signals so that common mathematical operations can be performed on them. Using this conversion, it is possible to apply the well-known Widrow-Hoff rule directly to the transformed spike trains in order to adjust the synaptic weights and to achieve a desired input/output spike behavior of the neuron. In the here presented experimental analysis, the proposed learning algorithm is evaluated regarding its learning capabilities, its memory capacity, its robustness to noisy stimuli and its classification performance. Differences and similarities of SPAN regarding two related algorithms, ReSuMe and Chronotron, are discussed.
Introduction
Spiking Neural Network (SNN) 1,2,3,4,5 advances the artificial computation paradigm by comprising temporal computation elements, the spiking neurons, that are more realistic and biologically plausible. The synaptic connections between individual spiking neurons can be carefully modelled in order to exhibit a rich dynamic behavior with the intention to mimic the processes observed in biological synapses 6, 7 . The salient feature of SNN is the neural code which is principally based on encoding the information into stereotypical action potentials called spikes in anal-ogy to the biological brain. However, the way this information is encoded in the brain is not well known.
Two main approaches are debated; rate coding and temporal coding. The rate coding paradigm assumes that the information is represented in the number of spikes that occur over a certain time period 1 . Temporal coding, on the other hand, encodes the information in the exact timing of individual spikes. Substantial empirical evidence supports the existence of such an encoding in neurology 8, 9, 10, 11 . For example, in 12 it is shown that the large memory capacity of the brain is mostly attributed to the precise spike-timing nature of neural processing. Furthermore, some pattern recognition tasks such as the recognition of colors, visual patterns, odors and sound qualities can not be easily solved by rate-based neural models 13 . Temporal information encoding can also reduce the number of neurons that are necessary to perform a given task 14 . Supported by these observations and facts, this study will focus on the exact timing of spikes as the information encoding principle.
SNN has been employed mainly in neuroscience as a testbed to model various phenomena exhibited in the brain in order to better understand the neural information processing and to get insights into brain related disorders 15, 16, 17, 18, 19, 20 . In addition, SNN has proved itself adequate for a number of computation and engineering problems 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31 . It is considered a suitable computational tool to perform temporal pattern recognition and real-time computation 32, 33, 34 . However, due to its complexity and due to the fact that computing with spike trains is not straightforward, a number of challenges arise when using SNN in engineering applications. For example, it is not possible to add, subtract or multiply spike trains directly as it is possible with analog signals. Consequently, computing an error signal, a common operation employed in many supervised learning algorithms, can not be performed easily in SNN. The supervised training of SNN remains an important problem for the neural network research community. SpikeProb 14, 35 is one of the first supervised learning algorithms for SNN. It was mainly employed for the processing of static (non-temporal) datasets. The method is based on a gradient descent on the error landscape analogous to the traditional backpropagation algorithm 40 . In SpikeProp, the error is defined as the temporal difference between a desired and an actual spike. The algorithm is applied to a multi-layer feedforward network in which the output neurons are trained to emit single spikes at desired firing times. These firing times are associated with a class label allowing the network to perform a classification problem. The algorithm is derived analytically and the discontinuities introduced by thresholding the membrane potential are circumvented by approximation. It was shown that SpikeProp can solve nonlinear classification tasks such as the XOR, Iris, and Wisconsin classification problems 14 . The algorithm was modified in a number of studies. In 41 , a momentum term was included in the update of the weights, while 42 extended the method to learn additional neural parameters, such as synaptic delays, time constants and neuron thresholds. However, SpikeProp is able to deal with the firing of a single spike per neuron only in response to a static stimulus. Therefore, it can not learn to produce multiple output spikes in response to a spatio-temporal stimulus.
Recently, a number of spiking learning algorithms were proposed for a neural network architecture that consists of a single spiking neuron connected to many spike train sources constituting a spatio-temporal spike patterns 36, 37, 38 . The number of synapses plays a big role in the function of such networks.
The Tempotron 36 enables a neuron to learn whether to fire or not to fire in response to a specific input stimulus. It implements a gradient descent dynamics that minimizes an error defined as the difference between the maximum membrane voltage generated by an erroneous pattern and the membrane firing threshold. Tempotron was evaluated to be efficient in binary temporal classification tasks.
It is worth to note that the above mentioned two methods are not able to learn reproducing spike trains. They are designed mainly for pattern recognition tasks, where the class of the pattern is identified by emitting or not emitting a single spike (Tempotron) or based on the timing of a single output spike (SpikeProp). However, in some applications, it is desired to reproduce a certain spike behavior, i.e. learning to generate a desired output pattern consisting of multiple spikes in response to a specific input stimulus.
ReSuMe 37, 43 is one of the few algorithms to achieve this task efficiently. It is a supervised learn- Table 1 : Tabular description of some of the related supervised learning algorithms for SNN.
Algorithm Characteristics SpikeProb

35
• Based on the error back-propagation learning algorithm for MLP
• Classification of static data, information is encoded in few spikes
• Multi-layer feedforward architecture (input, hidden and output layers)
• Limited to a single spike per neuron Tempotron
36
• Minimizes an error based on the membrane potential
• Classification of spatio-temporal spike patterns using single neuron
• Spatio-temporal spike pattern classification
• Binary output (spike or no spike), not suitable for spike sequence learning
• Batch learning ReSuMe
37
• Based on biological interpretation of Widrow-Hoff rule, STDP and learning window
• Mainly for precise time spike sequence generation
• Spatio-temporal input and output spike patterns
• The learning is local in time and space Chonotron
38
• Minimizing an error function based on the VP distance metric 39 • For spike sequence generation and classification
• Batch learning (E-learning), online learning (I-learning) SPAN
• Based on a Hebbian interpretation of the Widrow-Hoff rule and kernel function convolution
• For spike sequence generation and classification
• Batch or incremental learning ing algorithm that is based on a learning window concept similar to the Spike Time Dependent Plasticity (STDP) 1, 44, 45 . The algorithm is described to be biologically plausible and can learn in an on-line fashion by adjusting the synaptic weights locally in both space and time. ReSuMe interprets the Widrow-Hoff rule 46 as an interaction of two biological processes, i.e. an STDP (Hebbian) process and an anti-STDP (anti-Hebbian) process. The algorithm was shown to be efficient in a number of tasks including the learning of spike sequences and the classification of temporal spike patterns. When employed as the readout function of a Liquid State Machine (LSM) 33 , the method is able to perform a mapping from any input spike train to any output spike train or even multiple output sequences. This capability of ReSuMe allows its application for parenthetic control systems 47 .
We note that ReSuMe learning rule is based on Widrow-Hoff rule which is interpreted as an interaction of two biological processes: Hebbian and antiHebbian learning. The here proposed rule is also derived from Widrow-Hoff rule, however, the interpretation is completely different which is based on a straightforward application of the rule, enabling further extension and exploitation of the rich theory of ANN and minimizing the gap between SNN and the conventional ANN learning algorithms. This issue is further discussed in section 4.
A very recent supervised learning algorithm called Chronotron 48 was proposed by Florian. Sim-ilar to ReSuMe, it is also capable of learning spike sequence mappings using the precise timing of spikes. Two versions of the learning rule were proposed, an analytically-derived one, referred to E-learning, and one that is biologically plausible, referred to ILearning. E-Learning is a gradient-descent optimization of the synaptic weights to minimize an error function defined as the difference between the actual output spike train and the desired spike train. The difference is measured using a modified version of the Victor & Purpura (VP) distance metric 39 that can handles the discontinuities inherent in this measure. The VP metric is one of the two metrics commonly used in neurobiology for quantifying the distance between two spike trains; the other is the van Rossum metric 49 . In contrast to the I-learning rule, E-learning implements an off-line learning process that requires the identification of the firing times of all spikes in the network in order to compute the error.
The other version of Chronotron, I-Learning, is similar to ReSuMe and can be used for on-line learning. In 48 , an extensive analysis was undertaken to demonstrate the performance of the algorithm regarding its learning ability, its memory capacity, its learning behavior in the context of noisy input patterns and the effect of various parameters. The results show that E-learning, although being biologically less plausible, achieves a better performance in terms of the number of temporal patterns that can be learned compared to ReSuMe and I-learning. Table 1 summarises the main characteristics of the above mentioned algorithms along with the here proposed SPAN algorithm.
In this paper, we propose another supervised learning algorithm for SNN that enables a single neuron to learn spike pattern associations. We refer to this learning neuron as SPAN for Spike Pattern Association Neuron. In the SPAN learning algorithm, the input, output and desired spike trains are transformed into analog signals by convolving the spikes with a kernel function. This transformation will simplify the computation of the error signal and, hence, allows the application of a gradient descent to optimize the synaptic weights.
In 50 , the authors used such a signal transformation along with a Particle Swarm Optimizer in order to optimize the parameters of dynamic synapses enabling the network to learn a desired input/output mapping of spike trains. However, due to scalability issues when training big networks, learning algorithms based on evolutionary computation are less practical. Therefore, a gradient descent method was suggested in 51 . Preliminary experiments were conducted demonstrating the functioning of the algorithm. In this study, we present a comprehensive analysis of the SPAN method along with a theoretical investigation highlighting the relationship of SPAN to ReSuMe and Chronotron.
The paper is organized as follows. In the next sections, we present the derivation of the SPAN learning rule followed by an experimental analysis of the learning capabilities, the memory capacity, the robustness and the classification performance of the proposed method. Finally, we discuss differences and similarities of SPAN regarding two related algorithms, namely ReSuMe and Chronotron, and derive conclusions of the presented study. Future directions are highlighted at the end.
SPAN learning rule
Similar to other supervised training algorithms, the synaptic weights of the network are adjusted iteratively in order to impose a desired input/output mapping to the SNN. We derive the proposed learning algorithm from the common Widrow-Hoff rule, also known as the Delta rule. For a synapse i, it is defined as:
where λ ∈ R is a real-valued positive learning rate, x i is the input transferred through synapse i, and y d and y a refer to the desired and the actual neural output, respectively. Note that ∆y = y d − y a is the difference or error between the desired and the actual output of the neuron. This rule was introduced for traditional neural networks with linear neurons. For these models, the input and output corresponds to real-valued vectors. In SNN however, trains of spikes are passed between neurons rendering the Widrow-Hoff rule incompatible for SNN. More specifically, if x i , y d and y a were considered as spike trains s(t) in the form of
where t f is the firing time of a spike and δ(·)
is the Dirac delta function δ(x) = 1 if x = 0 and 0 otherwise, then the difference between two spike trains y d and y a does not define a suitable error landscape which can be minimized by a gradient descent.
In this paper, we address this issue by proposing the following idea. In order to define the difference between spike trains, we convolve each spike sequence with a kernel function κ(t). This is similar to the binless distance metric used to compare spike trains 49 . We define:
with F in , F d and F a being the input, the desired and the actual set of spike trains, respectively. By substituting x i , y d and y a with the kernelized spike trainsx i (t),ỹ d (t) andỹ a (t), a new learning rule for a spiking neuron is obtained:
The equation formulates a real-time learning rule and so the synaptic weights change over time. By integrating Eq. 6, we derive the batch version of the learning rule which is under scrutiny in this paper:
A variety of kernel functions κ(t) exist such as linear, (double) exponential, alpha and Gaussian kernels. In this study, we use an α-kernel, α(t) = e τ −1 t e −t/τ H(t), however many other kernels appear suitable in this context. A convolved spike traiñ s(t) is then given as
where H(t) refers to the Heaviside function (H(t) = 0 if t < 0 and H(t) = 1 if t ≥ 0) and τ ∈ R is a realvalued time constant. Using this kernel function, Eq. 6 is rewritten as follows:
Now we can perform the integration of Eq. 7:
With a simple example, the behavior of the presented learning rule can be demonstrated. Let us consider the case where the input, desired and actual spike trains have only a single spike at t i , t d , t a , respectively and they satisfy t i ≤ t d ≤ t a . Eq. 10 then simplifies to:
and we note that
From Eq. 12 several observations are made:
• if the actual spike occurs later than the desired spike (t d < t a ), then the synaptic weight increases and so the output spike will emit earlier,
• conversely, if the actual spike occurs earlier than the desired firing time (t a < t d ), then the synaptic weight decreases and so the output spike will emit later,
• if the actual spike occurs exactly at the desired time (t a = t d ), then the synaptic weight does not change, • and, the larger the difference between t a and t d is, the larger the size of synaptic weight change becomes.
Furthermore, we can observe that
• when t a → ∞, which means that no actual spike occurs, the synaptic weight increases to promote the emission of an output spike since t d < t a holds,
• when t d → ∞, which means no output spike is desired, the synaptic weight decreases to promote a suppression of an output spike since t a < t d holds.
These observations are intuitively valid and we can expect, by repeating these processes, that the learning rule drives the post-synaptic neuron to emit a spike at the desired time. Furthermore, we note that the smaller the value of t d − t i or t a − t i is, the larger the value of each term in the square brackets of Eq. 11 becomes. That means that only if the input spike at t i is temporally close to the desired or actual spike at t d or t a , i.e. spike t i is the cause of spike t d or spike t a , the corresponding synaptic weight w i changes significantly.
Weights are updated in an iterative process. In each iteration (or epoch), all input patterns are presented sequentially to the system. For each pattern the ∆w i are computed and accumulated. After the presentation of all patterns, the weights are updated to w i (e + 1) = w i (e) + ∆w i , where e is the current epoch of the learning process.
We note that the algorithm is capable of training the weights of a single neural layer only. Related methods such as ReSuMe 43 and the Chronotron 38 exhibit similar restrictions. Therefore, a combination with the well-known Liquid State Machine (LSM) approach 33 was suggested in these studies. By transforming the input into a higher-dimensional space, the output of the LSM can potentially be mapped to any desired spike train. Figure 1 illustrates the functioning of the proposed SPAN learning method. An output neuron is connected to three input neurons through three excitatory synapses with randomly initialized weights. For the sake of simplicity, each input sequence consists of a single spike only. However, the learning method can also deal with more than one spike per input neuron. The inputs spike trains s i are visualized in Figure 1A . In this example, we intend to train the output neuron to emit two desired spikes at the pre-defined time t Assume that, as shown in Figure 1B , the presented stimulus causes the excitation of the output neuron resulting in the generation of three output spikes at times t Figure 1B .
The lower part in the figure ( Figure 1C ,D,E) depicts a graphical illustration of Equation 7 . The input, actual and desired spikes trains are kernelized using the α-kernel as defined in Eq. 8 ( Figure 1B  and C) . We define the area under the curve of the absolute difference |y d (t) − y a (t)| as an error between actual and desired output:
Although this error is not used in the computation of the weight updates ∆w i , this metric is an informative measure of the achieved training status of the output neuron. Figure 1E shows the weight updates ∆w i . We especially note the large decrease of weight w 2 . The input spike train s 2 of the third input neuron causes an undesired spike at t 1 a and lowering the corresponding synaptic efficacy potentially suppresses this behavior. On the other hand, the synaptic weight w 0 is increased promoting the triggering of spike t Unless otherwise stated, we use the batch version of the SPAN learning method along with the α-kernel for spike train convolution in the rest of this paper.
Experimental analysis of SPAN
In order to demonstrate the characteristics of the proposed learning algorithm, we have performed a number of computer simulations. First, we present a simple training scenario in which the mapping of a single input spike pattern to a single target spike train has to be learned. With this setup we verify the functioning of the learning algorithm and give further details on the training process.
In the second experiment, we investigate the robustness of the learning method. We mimic a realworld situation by adding a Gaussian noise to the input spike patterns which increases the difficulty of the learning task significantly.
The third experiment determines the memory capacity of SPAN, i.e. how many input spike patterns can be learned by the neuron. As already established in 36, 38 , the capacity of a neuron is dependent on the number of its synapses. Therefore, the presented experiment has a very practical background, since it provides an indication of how many synapses are necessary to perform a given learning task reliably.
Finally, in the fourth experiment, we apply SPAN on a classification task using a synthetic benchmark data set. In this experiment, we demonstrate the potential of SPAN for addressing practical real-world problems.
Setup
For our experiments, we employ the Leaky Integrateand-Fire (LIF) neuron which is one of the most widely used spiking neural models 1 . It is based on the idea of an electrical circuit containing a capacitor with capacitance C and a resistor with resistance R, where both C and R are assumed to be constant. The dynamics of a neuron i are then described by the following differential equation:
The constant τ m = RC is called the membrane time constant of the neuron. Whenever the membrane potential u i crosses a threshold ϑ from below, the neuron fires a spike and its potential is reset to a reset potential u r . Following 1 , we define
as the firing times of neuron i where n is the number of spikes emitted by neuron i. It is noteworthy that the shape of the spike itself is not explicitly described in the traditional LIF model. Only the firing times are considered to be relevant. The synaptic current I syn i of a SPAN neuron i is modeled using an α-kernel:
where w ij ∈ R is the synaptic weight describing the strength of the connection between neuron i and its pre-synaptic neuron j. The α-kernel itself is defined as α(t) = e τ −1 s t e −t/τs H(t) 
• exact integration with temporal resolution dt where H(t) refers to the Heaviside function and parameter τ s is the synaptic time constant.
We follow the initiative recently proposed in 52 that promotes reproducible descriptions of neural network models and experiments. The initiative suggests the use of specifically formatted tables explaining neural and synaptic models along with their parametrization. We use a similar setup in all of our experiments, cf. Table 2 . In all experiments, the network architecture consists of single neuron driven by n synapses. The input spike patterns stimulating the neuron are generated randomly. More specifically, each input spike train consists of a single spike generated randomly in the time interval (0, 200 ms). A single spike is chosen for the simplicity of analysis but more than one spike is also possible. The simulation is performed using the NEST simulator 53 . We provide the setup details that are specific for a particular experiment in the individual sections below.
Output spike sequence learning
The purpose of the first experiment is to demonstrate the concept of the proposed learning method. The task is to learn a mapping from a random input spike pattern to specific target output spike train. This target consists of five spikes occurring at the times t Initially, the synaptic weights are randomly generated uniformly in the range (0, 25pA). Over 100 epochs, we allow the output neuron to adjust its connection weights in order to produce the desired output spike train. The experiment is repeated for 100 runs each of them initialized with different random weights in order to guarantee statistical significance.
In Figure 2 duced spike trains by the output neuron over a number of learning epochs (bottom). We note that the output spike trains in early epochs are very different from the desired target spike sequence. In later epochs the output spikes converge towards the desired sequence. Consequently, the error as defined in Equation 13 decreases in succeeding epochs. We note that the neuron is able to reproduce the desired spike output pattern very precisely in less than 20
learning epochs. Figure 2C shows the evolution of the average error over the performed 100 runs. We note the exponential decrease of the error. In 97% of all trials the target spike train could be reproduced in less than 30 epochs and even for the remaining three percent, the average temporal difference between learned and desired spike train was less than 0.2 ms.
The effect of the learning algorithm on the synap-tic efficacy can be visualized by comparing the synaptic weights before and after the application of the learning process, cf. Figure 2D . For the diagram, the neural inputs are chronologically sorted according to their spike firing times. A bar in the figure reflects the synaptic strength of a synapse that corresponds to a particular input. In order to get an impression of the temporal causality of the weight changes, we overlay the plot with the desired firing times of the neuron (red vertical lines at 33, 66, 99, 132 and 166ms). The figure presents the weight changes averaged over all 100 runs. Due to the experimental setup (see Table 2 ), we observe a uniform distribution of the weights after the initialization of the algorithm. After the training over 100 epochs, the synapses that transfer input spikes which are temporally close to the desired target spikes are potentiated. On the other hand, synapses that transfer spike inputs at undesired times are inhibited. The sine-shaped form of the chronologically sorted synaptic efficacies is caused by the equidistant firing times of the spikes in the target sequence.
From this simple experiment, we conclude that the proposed learning method is indeed able to train a desired input-output behavior to a spiking neuron. In the next sections, we investigate some more challenging learning scenarios for SPAN.
Learning with noise
The previous experiment involved the learning of a single pattern only. In this experiment, we investigate the performance of SPAN when several input patterns have to be learned. Furthermore, we will investigate the learning performed with noisy input.
Our experimental setup was inspired by the study presented in 38 . We construct an initial set of ten spike patterns each consisting of n = 500 input neurons that are allowed to emit a single spike only. With every presentation of an input pattern to the learning neuron, a noise is added to each spike in form of a jitter drawn from a Gaussian distribution. The strength of the jitter is controlled by the standard deviation of the Gaussian. In our experiments, we use different jitter strengths in order to investigate the impact of different noise levels on the learning performance of SPAN.
The neuron is trained in 400 epochs to emit a single spike at t d = 99 ms in response to the input patterns. We call the output of the neuron successful, if the output sequence consists of a single spike only that occurs within the interval [t d − 5ms, t d + 5ms]. We define P s as the probability of a successful output. It is the ratio of the number of output spikes that match their desired spikes over all ten input patterns. We consider jitter strengths of 0, 5, 10, 15 and 20ms. For each of them, an individual experiment is undertaken and repeated for 100 trials to guarantee statistical evidence. Figure 3 presents the results of the experiment averaged over the 100 trials. The top row of diagrams show the obtained results for the noise-free case, i.e. a jitter strength of zero. On the left, the evolution of the error is presented. In the first few iterations of training, the neuron spikes arbitrary and the output does not match the desired target. We note that P s (depicted in the right top diagram) is low in the first few epochs of the training process. However, the output stabilizes quickly and P s increases rapidly indicating the neuron's ability to converge its output to the desired target spike.
In order to give an impression of the temporal difference between the obtained output spike and the target spike, we have computed the absolute difference ∆t = |t d − t a | for all successful output spikes. The evolution of ∆t is overlaid in the right top diagram. Clearly, the temporal difference is minimized quickly by SPAN's learning algorithm resulting in very precisely timed output spikes.
If noise is introduced to the presented input patterns, the difficulty of the learning task increases significantly. The diagrams in the middle row of Figure 3 present the results for a jitter strength of 5ms. As expected, the training error can not become zero in this learning scenario. However, the evolution of the error indicates a certain convergence of the algorithm. Despite the noise, the training is very often successful. More than 90% of the output spikes fulfil the defined success criterion. The neuron is able to learn to fire within an average time shift ∆t = 2ms irrespective of the noise.
The performance of SPAN as a function of the jitter strength is depicted in the bottom plots of Figure 3 . For the diagrams we have used the neural outputs obtained during the last training epoch. Clearly, the error is proportional to the jitter strength. This relationship indicates a satisfying resistance of the SPAN rule to input pattern noise. Even for large jitter strengths, the method is able to map around three out of ten pattern correctly, cf. right bottom diagram of the figure.
The memory capacity
An important issue related in the learning process is how much information the neuron can learn and memorize. We use the measure proposed in 36 to evaluate the memory capacity of SPAN. The memory capacity is described in term of the load factor α which is defined as the ratio of the number of input patterns p the neuron can classify correctly over the number of synapses n, i.e. α = p n . The p input patterns are generated randomly, similar to the previous experiments, where each pattern consists of n spike trains, each has a single spike at a random time instant. Subsequently, the patterns are assigned randomly to c different classes, which is set to 5 in this experiment.
The task of the experiment is to train the neuron to classify all patterns correctly in a maximum number of 500 epochs. The classification is performed by training the neuron to fire a single spike at a specified time instant t i d when a pattern that belongs to class i is presented at the input. Thus, the class of the input pattern is identified by the time of the fired spike, t The experiment is repeated on three network architectures with 200, 400 and 600 synapses. We report the success rate as a function of the number of the input patterns p. The success rate is the percentage of trials having all input patterns classified successfully. We also report the average number of iterations required to achieve a successful classification. A pattern is decided as correctly classified, if the fired spike in response to that pattern is within 2 ms of the corresponding target spike. The learning rate is set to λ = c p and the synaptic weights are initialized randomly using maximum weight values of 5, 2.5 and 2 pA for the 200, 400 and 600 synapses respectively. Figure 4 shows the results of the experiment for the three cases of the synapses. From the figure, it is clear that increasing the number of synapses increases the number of patterns that can be remembered and classified correctly. However, more epochs and more computation time is required to adjust the synaptic weights. It is noted that after a certain number of input patterns, it becomes difficult for the neuron to recognize the patterns and the success rates drops. We consider the points where the success rate is 90% and above indicated by the green diamond markers in Figure 4 . For these points, the value of p is 15, 30, 35 with success rate of 96%, 94%, 90% respectively. Furthermore, the average number of epochs is below 100 to achieve successful training. In addition, the load factors at these points are 0.075, 0.075 and 0.058 for the three cases of 200, 400 and 600 synapses respectively.
Classification problem
In this experiment a spatio-temporal classification task is performed. The objective is to learn to classify five classes of input spike patterns. The pattern for each class is given as a random input spike pattern that was created in a similar fashion as for the previous experiments. Fifteen copies for each of the five pattern are then generated by perturbing each pattern using a Gaussian jitter with a standard deviation of 3ms resulting in a total of 15 × 5 = 75 samples in the training data set. Additionally, we create 25 × 5 = 125 testing samples using the same procedure. The output neuron is then trained to emit a single spike at a specific time for each class. Only the training set is used during training, while the testing set is used to determine the generalization ability of the trained neuron. The spike time of the output neuron encodes the class label of the presented input pattern. The neuron is trained to spike at the time instances 33, 66, 99, 132, and 165ms respectively, each spike time corresponding to one of the five class labels. We allow 200 epochs for the learning method and we repeat the experiment in 30 independent runs. For each run we chose a different set of random initial weights. Figure 5a shows the evolution of the average error for each of the five classes. In the first few epochs, the value of the error oscillates and then starts to stabilize and decrease slowly. The learning error decreases for some classes faster than for others, e.g. class 3. We also note that the class reporting the highest error is class 1. This behavior is expected and confirms a quite similar finding in 38 . In order to classify samples of class 1 correctly, the output neuron has to emit a very early spike at t ≈ 33ms. Consequently, the neuron needs to be stimulated by input spikes occurring at times before t = 33ms. However, due to the random generation of the input data, only few input spikes occur before t = 33ms. Most input spikes arrive after that time at the output neuron and therefore do not contribute to the correct classification of class 1 samples. The relationship between the accuracy and the output spike time was also noted in 38 . Future studies will further investigate this interesting observation.
In order to report the classification accuracy of the trained neuron, we define a simple error metric. We consider a pattern as correctly classified, if the neuron fires a single spike within [t . Any other output is considered as incorrect. It is noteworthy to mention that using this definition, an untrained neuron is very likely to produce incorrect outputs resulting in accuracies close to zero. Figure 5b shows the average classification error for each class in the training and testing phase. As mentioned above, for testing, the 125 unseen patterns of the test set are used. The neuron is able to learn to classify the 75 training patterns with an average accuracy of 94.8% across all classes. Once more, we note the comparatively poor classification performance of samples belonging to the first class. For the test patterns, the neuron is able to achieve average accuracy of 79.6% across all classes.
Discussion
The experimental analysis presented in the previous section has demonstrated that, despite its algorithmic simplicity, the SPAN learning method can efficiently impose a desired input/output behavior to a SNN. In this section, we compare the differences and the similarities between the proposed method and two related algorithms, the Chronotron 38 and the ReSuMe learning rule 43, 37 .
Similar to SPAN, the ReSuMe learning algorithm is derived from the Widrow-Hoff rule. ReSuMe interprets the Widrow-Hoff rule as a combination of an STDP and an anti-STDP process within an explicit learning window. the method emphasizes on the implementation of biologically plausible learning processes. The SPAN rule, on the other hand, follows a different idea. By converting spike trains into analog signals, the Widrow-Hoff rule can be directly applied to spiking neurons using an interpretation of the classical Hebbian learning rule, as it is in the classical ANN, rather than a STDP rule. . Despite the fact that the kernelization of spike trains was investigated in several studies before, we are not aware of any study that applies spike convolution in an algorithm for the learning of precisely timed spike train patterns. In 33,37 kernel functions have been used to define spike train metrics and in 54 kernelized spike trains were studied in the context of classification problems using a nearest neighbor approach.
Although the biological plausibility of the SPAN learning method is at least questionable, a surprising observation can be made when the α-kernel employed in this study is replaced by an exponential one. We define a convolved spike using an exponential kernel as:s (t − t f ) = κ(t − t f ) = H(t − t f )e −(t−t f )/τ (18) Using this kernel, the integration of Eq. 7 leads to:
the VP metric, the Chronotron rule efficiently computes the error gradient and updates the weights accordingly. SPAN's error landscape, on the other hand, is based on a metric similar to the van Rossum metric 49 but with α kernels. This metric does not exhibit any discontinuities allowing the definition of a simple yet powerful learning rule. A future study should investigate the differences and similarities of Chronotron and SPAN in detail.
Conclusion and future directions
In this paper we have proposed SPAN, a spiking neuron that uses a new learning rule to learn spike pattern association and sequence generation. SPAN's learning is based on a simple concept; converting spike trains onto analog signals and using the existing Widrow-Hoff rule directly for training. Converting spike onto analog signals using a kernel function has been used before to compare and interprate spike patterns but not directly for learning. It is noted that the conversion is performed externally and during the training to compute an error signal, thus it does not depend on the neural model and other models could be also used. The algorithm was tested on different temporal tasks including spike pattern classification that resembles to some extent a real world problem. In this task SPAN was trained on jittered spike patterns and tested on unseen data to achieve accuracy of about 80%. As was elaborated in the discussion section, SPAN learning has connections to other learning algorithms including ReSuMe and Chonotron although it less emphasises on the biological aspect.
As a future direction, the learning algorithm will be applied on real world temporal computation tasks. Possible usage of SPAN is a readout function for the Liquid Sate Machine. Also, the feasibility of constructing and learning multi SPANs to increase the computation capacity is needed to be studied. The feasibility of online learning will be investigated.
As a first step in this direction, an incremental learning algorithm will be further investigated 56 . The effect of dynamic synapses and probability parameters associated with the LIF neuron 57 will be studied too. An interesting issue is to combine temporal spike learning with a method for synaptic weight initialisation using integrated rank-order and rate order coding 58, 59 . In terms of applications, we plan to investigate the feasibility of using SPAN for a smooth control of neuro-prosthetics and rehabilitation robots 47, 60 . This will require to implement SPAN on a SNN hardware, such as 61 . Initial analysis suggests that SPAN is a suitable algorithm to implement in neuromorphic computation systems 62 .
