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vRe´sume´
La recherche ope´rationnelle peut intervenir a` diﬀe´rentes phases de l’optimisation
d’horaires : construction des jours de travail et de repos, construction des quarts de
travail, allocation des quarts et des taˆches aux employe´s. Lorsque l’information sur la
demande en employe´s est imparfaite, on eﬀectue ces e´tapes en diﬀe´re´ : construction
des jours de travail et de repos avec une demande tre`s grossie`re quelques mois a`
l’avance, construction des quarts quelques semaines a` l’avance avec une demande
pre´visionnelle plus fine, allocation des quarts et « recours » (c’est-a`-dire emploi de
temps partiels, modification des pauses et heures supple´mentaires) le jour « J », une
fois que l’on dispose de la demande pre´cise.
Dans cette maˆıtrise, nous nous inte´ressons a` une me´thode diﬀe´rente de construction
des quarts. Au lieu de prendre en compte seulement une demande pre´visionnelle, on
prendra en compte dans l’optimisation la distribution de cette demande ale´atoire.
L’objectif sera alors de minimiser l’espe´rance du couˆt total, i.e. du couˆt des quarts
re´guliers et du recours. Au prix d’un alourdissement du proble`me, on arrivera a` une
solution meilleure en pratique.
Apre`s avoir formule´ le proble`me, nous de´veloppons une heuristique base´e sur une
me´thode ce´le`bre en programmation stochastique : la me´thode L-shaped. Notre heu-
ristique est eﬃcace : les pertes d’optimalite´ sont faibles, et le temps de re´solution
est raisonnable : moins de 15 minutes en ge´ne´ral pour 500 sce´narios (10 millions
de variables), a` comparer aux presque 5 heures ne´cessaires a` CPLEX pour re´soudre
simplement la relaxation line´aire du proble`me.
Nous e´tudions alors sur diﬀe´rents jeux de donne´es le gain apporte´ par cette approche
stochastique par rapport a` l’approche de´terministe. Nous constatons que, dans les cas
ou` la variance des jeux de donne´es est raisonnable, les gains sont de 1 a` 2 % du couˆt
total. Lorsque la variance est faible, aucun gain n’est a` constater. Pour des cas de
tre`s grande variance, le gain peut aller jusqu’a` 15%. Nous en concluons que notre
approche pre´sente un inte´reˆt certain, mais que ce dernier de´pend grandement du type
de demande en employe´s pre´sente´e.
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Abstract
There are diﬀerent steps in workforce planning where operations research can be
helpful : building days in/oﬀ schedules, building work shifts, and allocating shifts and
tasks to employees. When the employee demand is not known precisely in advance,
those steps have to be done at diﬀerent moments : building days in/oﬀ schedules
several months in advance with a draft forecast demand, building shifts several weeks
in advance with a more precise but still forecast demand, and finally allocating shifts
and taking a “recourse” (hiring part-time employees, asking some employees to do
over-time, building the pause schedule) on “ D-day ”, once the exact demand is
known.
In this master’s thesis we study a diﬀerent way of building shifts. Instead of making
the shift construction based only on a forecast demand, we use the demand’s complete
probability distribution. Thus, the goal becomes to minimize the expected value of
the total cost, i.e. the cost of the regular shifts and the cost of the recourse. By
increasing the problem’s size, we compute a better solution than the one we would
have using the classical, deterministic method.
After having formulated the problem, we develop a heuristic based on a well-known
stochastic programming algorithm : the L-shaped method. Our heuristic turns out
to be very eﬃcient : optimality losses are small, and the computational times are
reasonable : most of the time less than 15 minutes for a 500-scenario problem (10
million variables), where CPLEX takes a little less than 5 hours only to solve the linear
relaxation of the problem.
We then study on diﬀerent data sets the savings we manage to get compared to a
deterministic approach. In cases where the demand’s variance is reasonable, savings
from 1 to 2 % of the overall cost can be obtained. When the variance is small, no
significant savings can be expected. For cases with important variances, savings can
be up to 15 %. We conclude that our approach is worth of interest, but that savings
dramatically depend on the kind of employee demand we are dealing with.
vii
Table des matie`res
De´dicace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Remerciements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Re´sume´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Table des matie`res . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Liste des tableaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Liste des figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
Liste des sigles et abre´viations . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Chapitre 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapitre 2 REVUE DE LITTE´RATURE . . . . . . . . . . . . . . . . . . . . 3
Chapitre 3 FORMULATION, ME´THODES DE RE´SOLUTION . . . . . . . 5
3.1 Position du proble`me et formulation . . . . . . . . . . . . . . . . . . . 5
3.1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.1.2 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.1.3 Programmes line´aires stochastiques . . . . . . . . . . . . . . . 10
3.2 La me´thode L-Shaped . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2.2 Algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.3 Ge´ne´ration des coupes de re´alisabilite´ et d’optimalite´ . . . . . 16
3.3 La me´thode L-shaped en nombres entiers . . . . . . . . . . . . . . . . 18
3.3.1 Cadre ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2 Coupes de re´alisabilite´ . . . . . . . . . . . . . . . . . . . . . . 20
3.3.3 Coupes d’optimalite´ . . . . . . . . . . . . . . . . . . . . . . . 22
viii
Chapitre 4 ALGORITHMES DE RE´SOLUTION DES PSNE . . . . . . . . . 24
4.1 Relaxation lagrangienne . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2 Partitionnement de la fonction valeur . . . . . . . . . . . . . . . . . . 26
4.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.2 Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.3 Discussion et re´sultats . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Superadditivite´ duale . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3.1 Cadre de travail . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3.2 Dualite´ pour les proble`mes en nombres entiers . . . . . . . . . 33
4.3.3 Reformulation et e´valuation de la fonction duale . . . . . . . . 34
4.3.4 Re´solution par branch and bound et re´sultats . . . . . . . . . 37
4.4 Utilisation des test-sets . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4.1 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.4.2 Principe et re´sultats . . . . . . . . . . . . . . . . . . . . . . . 38
Chapitre 5 RE´SOLUTION DU PROBLE`ME . . . . . . . . . . . . . . . . . . 41
5.1 Premie`re e´tude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.1.1 Formulation et description des instances . . . . . . . . . . . . 41
5.1.2 Re´solution LP . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.1.3 Comparaison : approches de´terministe et « wait and see » . . . 50
5.2 Re´solution IP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.1 Heuristique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.2 E´tude d’un mode`le « jouet » . . . . . . . . . . . . . . . . . . . 63
5.2.3 Protocole de test retenu . . . . . . . . . . . . . . . . . . . . . 64
5.3 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3.1 Calcul des solutions moyennes . . . . . . . . . . . . . . . . . . 66
5.3.2 Calcul des solutions heuristiques . . . . . . . . . . . . . . . . . 68
5.3.3 Comparaison et commentaires . . . . . . . . . . . . . . . . . . 70
Chapitre 6 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.1 Synthe`se des travaux . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 Limitations de la solution propose´e . . . . . . . . . . . . . . . . . . . 74
6.3 Ame´liorations futures . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Re´fe´rences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
ix
Liste des tableaux
Tableau 3.1 Ensembles du proble`me . . . . . . . . . . . . . . . . . . . . . . 7
Tableau 3.2 Variables de de´cision du proble`me . . . . . . . . . . . . . . . . 7
Tableau 3.3 Constantes du proble`me . . . . . . . . . . . . . . . . . . . . . 8
Tableau 3.4 Taille du proble`me . . . . . . . . . . . . . . . . . . . . . . . . 11
Tableau 5.1 Taille du proble`me . . . . . . . . . . . . . . . . . . . . . . . . 43
Tableau 5.2 Re´solution LP par CPLEX . . . . . . . . . . . . . . . . . . . . . 44
Tableau 5.3 Re´sultats pour la premie`re formulation . . . . . . . . . . . . . 48
Tableau 5.4 Re´sultats pour la seconde formulation . . . . . . . . . . . . . . 48
Tableau 5.5 Valeur EEV et WS, 10 000 sce´narios, demande « standard » . 52
Tableau 5.6 E´carts-type moyen des jeux de donne´es . . . . . . . . . . . . . 58
Tableau 5.7 Re´solutions par CPLEX, 25 sce´narios . . . . . . . . . . . . . . . 59
Tableau 5.8 Mode`le jouet : re´sultats . . . . . . . . . . . . . . . . . . . . . 63
Tableau 5.9 Ecart-type des diﬀe´rences instances . . . . . . . . . . . . . . . 65
Tableau 5.10 Tole´rances et parame`tres utilise´s . . . . . . . . . . . . . . . . . 66
Tableau 5.11 Solutions moyennes et valeur de la solution stochastique LP . 66
Tableau 5.12 Re´sultats finaux . . . . . . . . . . . . . . . . . . . . . . . . . . 69
xListe des figures
Figure 3.1 Les diﬀe´rents instants de de´cision . . . . . . . . . . . . . . . . 10
Figure 4.1 Proble`me de discontinuite´ . . . . . . . . . . . . . . . . . . . . 27
Figure 5.1 Solution LP pour 500 sce´narios (moyenne) . . . . . . . . . . . 44
Figure 5.2 Temps de re´solution LP, e´chelle logarithmique . . . . . . . . . 49
Figure 5.3 Valeurs re´elles de solutions stochastiques . . . . . . . . . . . . 53
Figure 5.4 Valeur re´elle des solutions stochastiques - 50 tirages . . . . . . 54
Figure 5.5 Valeur re´elle des solutions stochastiques - Double pic . . . . . 56
Figure 5.6 Valeur re´elle des solutions stochastiques - Dents de scie . . . . 57
Figure 5.7 Importance du couˆt du recours dans le couˆt total . . . . . . . 60
Figure 5.8 Description de l’heuristique . . . . . . . . . . . . . . . . . . . 61
Figure 5.9 Variabilite´ des solutions moyennes . . . . . . . . . . . . . . . . 67
Figure 5.10 Temps de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Figure 5.11 Gain obtenu en IP entre solution stochastique et solution moyenne 70
Figure 5.12 Repre´sentation du gain capture´ . . . . . . . . . . . . . . . . . 71
xi
Liste des sigles et abre´viations
MIP Mixed Integer Programming (Programmation line´aire mixte)
LP Linear Programming (Programmation line´aire)
IP Integer Programming (Programmation en nombres entiers)
EV Expected Value problem (Proble`me en valeur moyenne)
EEV Expected result of using the EV solution (Espe´rance de la solution moyenne)
VSS Value of the Stochastic Solution (Valeur de la solution stochastique)
RP Recourse Problem (Proble`me avec recours)
WS Wait and See
PSNE Programme Stochastique en Nombres Entiers
1Chapitre 1
INTRODUCTION
Les proble`mes de gestion de personnel sont courants en recherche ope´rationnelle.
Lorsque la demande en employe´s est stochastique (donc incertaine), l’optimisation
d’horaires de personnel se re´alise en plusieurs e´tapes, de´crites dans le livre de Baptiste
et al. (2005). Nous de´crivons ici le cas d’employe´s avec taˆches interruptibles : un
employe´ peut en remplacer un autre lorsque celui-ci est en fin de quart ou part pour
une pause.
Construction des cycles : quelques mois a` l’avance, il faut eˆtre en mesure de
dire aux employe´s quels jours ils vont travailler, et quels jours ils seront en conge´. Ils
doivent en eﬀet pouvoir planifier leur temps personnel. On se base sur une estimation
grossie`re de la demande journalie`re pour re´soudre ce proble`me.
Construction des quarts : une fois que chaque employe´ connaˆıt ses jours de
travail et de repos, l’employeur doit construire les diﬀe´rents quarts de travail de
chaque journe´e. Un quart est constitue´ d’un instant de de´but, d’un instant de fin, et
d’une pause. Construire les quarts revient a` de´terminer combien d’employe´s assigner
a` chaque type de quart. Par exemple : 3 employe´s sur le quart 8h-16h avec pause
entre 12h et 12h30, 4 employe´s sur le quart 10h30-18h30 avec une pause entre 14h et
14h30. On peut e´galement attribuer a` chaque quart une feneˆtre de pause seulement, et
de´cider plus tard quand chaque pause sera prise. La construction des quarts s’eﬀectue
quelques semaines en avance, afin de be´ne´ficier d’une information plus pre´cise sur la
demande en employe´s du jour J.
Assignation des quarts : lorsque l’on sait combien d’employe´s attribuer a` chaque
quart, il faut eﬀectuer l’assignation de ces quarts aux employe´s disponibles pendant
cette pe´riode (la disponibilite´ ayant e´te´ de´cide´e lors de la construction de cycles).
On de´cide e´galement d’un recours a` prendre, afin de satisfaire la demande (que l’on
suppose maintenant connue) : embaucher des personnes a` temps partiel, demander
2a` certains employe´s de faire des heures supple´mentaires, e´ventuellement de´cider de
l’emplacement exact des pauses.
Assignation des taˆches : dans le cas d’un proble`me ou` plusieurs taˆches sont a`
re´aliser en paralle`le, il faut ensuite assigner une activite´ a` chaque employe´. Cela ne
nous inte´ressera pas ici.
La me´thode classique est de suivre se´quentiellement ces e´tapes : construction des
cycles en utilisant une demande grossie`re, construction des quarts avec une demande
pre´visionnelle plus pre´cise, assignation des quarts / des taˆches et recours le jour J ou
tre`s peu avant. Chaque proble`me est relativement simple et rapide a` re´soudre.
Dans cette maˆıtrise, nous nous inte´resserons a` une autre manie`re de construire les
quarts et le recours. Au lieu d’utiliser une demande pre´visionnelle pour la construc-
tion des quarts puis d’adapter le recours a` chaque re´alisation de l’ale´a, nous nous
baserons, pour la construction des quarts, sur la distribution stochastique de cette
demande. Concre`tement, on conside´rera que l’ale´a peut se de´composer en N (tre`s
grand) sce´narios repre´sentant chaque courbe de demande possible pour une journe´e.
Notre but sera alors de construire les quarts re´guliers qui minimisent l’espe´rance du
couˆt total (quarts re´guliers et recours), sur toutes les re´alisations possibles de l’ale´a.
Cela correspondra en fait a` conside´rer non plus une moyenne, mais une distribution
de probabilite´. En « gagnant » ainsi en information, on sera a` meˆme de proposer une
solution moins couˆteuse, au prix d’un proble`me plus lourd a` re´soudre, appele´ proble`me
stochastique.
Plan du me´moire : nous commencerons tout d’abord par pre´senter en de´tail
notre proble`me, e´tudier la classe ge´ne´rale des proble`mes stochastiques et pre´senter
une me´thode classique de re´solution dans le cas continu : la me´thode L-shaped,
base´e sur la de´composition de Benders (1962). Nous dresserons e´galement un e´tat de
l’art de la re´solution des proble`mes stochastiques en nombres entiers. Ensuite, nous
de´velopperons, imple´menterons, analyserons et testerons une heuristique de re´solution
pour notre proble`me. Enfin, nous discuterons de l’inte´reˆt ou non d’une telle approche.
3Chapitre 2
REVUE DE LITTE´RATURE
Le livre de Baptiste et al. (2005) de´crit les diﬀe´rentes approches adopte´es en
recherche ope´rationnelle concernant la gestion d’horaires de personnel. Un article
classique de Dantzig (1954) pre´sente une des premie`res formulations du proble`me de
construction de quarts comme un proble`me de recouvrement.
De nouvelles approches utilisent d’autre formulations, dites « implicites », comme
celles de Aykin (1996) et de Bechtold et Jacobs (1990). L’ide´e est de ne plus explici-
ter chaque quart possible (i.e. donner une heure de de´but, une heure de fin, et une
pe´riode pre´cise de pause), mais d’attribuer a` chaque quart une feneˆtre de pause, et de
de´cider ensuite comment seront prises les pauses. En plus de diminuer le nombre de
variables, cela permet de se´parer le proble`me de construction de quarts et celui d’af-
fectation des pauses : deux instants de de´cision sont donc possibles. Nous pre´senterons
la formulation de Aykin (1996) et l’adapterons au cas stochastique dans le chapitre
3.
Bard et al. (2007) ont de´ja` e´tudie´ l’approche stochastique du proble`me de construc-
tion de quarts pour la poste ame´ricaine, avec des re´glementations qui lui sont spe´cifi-
ques. Comme nous allons le faire, ils de´composent le proble`me en deux instants de
de´cision : construction des quarts re´guliers puis recours. Apre`s une e´tude quantita-
tive, les auteurs constatent qu’une approche stochastique leur permet d’e´conomiser
de l’ordre de 5 % du couˆt total : c’est un re´sultat encourageant. En revanche, ils se
limitent a` des proble`mes comportant 3 sce´narios (maximum 6500 variables et 3300
contraintes), et re´solvent la relaxation line´aire de leur proble`me uniquement par l’algo-
rithme du simplexe (une heuristique s’ensuit pour de´terminer la solution en nombres
entiers). La notion de sce´narios sera explique´e lors de la pre´sentation de la program-
mation stochastique, au chapitre 3.
4Notre ambition sera de re´soudre des proble`mes de taille beaucoup plus importante
(nous verrons que notre proble`me final comptera 10 millions de variables), et par
conse´quent de de´velopper une me´thode de re´solution adapte´e. Le livre de Birge et
Louveaux (1997) expose les me´thodes classiques pour re´soudre de tels proble`mes (en
line´aire ou en nombres entiers).
Une me´thode ce´le`bre est la me´thode L-shaped, base´e sur la de´composition de Ben-
ders (1962). Cette me´thode est eﬃcace pour re´soudre de gros proble`mes stochastiques
line´aires. Il en existe une variante en nombres entiers, mais cette dernie`re est peu uti-
lise´e.
Un e´tat de l’art re´cent de la programmation stochastique en nombres entiers a e´te´
dresse´ par Sherali et Zhu (2009). Ainsi, Ahmed et al. (2004) reformulent le proble`me
en « tender variables » pour e´liminer certaines discontinuite´s dans le couˆt du recours.
Caroe et Schultz (1999) re´solvent eux le proble`me par relaxation lagrangienne. Deux
approches plus originales sont e´galement propose´es : Kong et al. (2006) utilisent la
super-additivite´ duale pour e´nume´rer explicitement toutes les valeurs possibles du
recours, et Hemmecke et Schultz (2003) utilisent un algorithme d’augmentation sem-
blable a` ce que l’on peut trouver en the´orie des graphes.
Nous ne de´veloppons dans cette revue de litte´rature aucune des me´thodes pre´ce´dem-
ment cite´es, car elles feront l’objet d’un traitement en profondeur dans ce rapport de
maˆıtrise. La me´thode L-shaped sera ainsi traite´e dans le chapitre 3. Les diﬀe´rentes
pistes de´ja` explore´es pour la re´solution de proble`mes stochastiques en nombres en-
tiers seront pre´sente´es en de´tail dans le chapite 4. Nous verrons que le principal
inconve´nient de ces me´thodes est qu’elles ne sont eﬃcaces en ge´ne´ral que pour des
formes tre`s spe´cifiques de proble`mes : e´norme´ment de sce´narios mais tre`s peu de





3.1 Position du proble`me et formulation
Le proble`me porte sur la gestion d’horaires de personnel dans un contexte incertain.
Conside´rons par exemple un supermarche´, pour lequel on souhaite construire un outil
de gestion des horaires des caissiers. En plus de varier au cours de la journe´e, la
demande varie e´galement d’un jour a` l’autre, tout cela de manie`re ale´atoire (me´te´o,
trafic routier, . . .). On supposera par la suite que l’ensemble des re´alisations de l’ale´a
est de cardinalite´ finie. Chaque re´alisation est un « sce´nario » comportant la demande
en employe´s sur une journe´e (discre´tise´e en 96 pe´riodes de 15 minutes).
A supposer que le ge´rant du supermarche´ connaisse pre´cise´ment la demande seule-
ment d’un jour a` l’autre, la solution optimale serait d’attendre la dernie`re minute
pour attribuer a` chaque employe´ ses horaires de travail et ses jours de conge´. Cette
solution est appele´e, dans le langage de la programmation stochastique, la solution
« wait and see ». Elle n’est toutefois pas re´aliste, car il faut pre´venir les employe´s de
leurs jours de travail et de leurs horaires approximatifs beaucoup plus en avance.
Une autre approche consisterait alors a` prendre comme donne´e de notre proble`me
d’optimisation la demande moyenne observe´e (ou une demande pre´visionnelle), et
d’allouer des quarts de travail afin de respecter cette demande. On eﬀectuerait ensuite
un recours propre a` chaque sce´nario afin de re´pondre a` la demande eﬀective. Cette so-
lution est appele´e la solution du proble`me moyen (ou encore proble`me de´terministe).
Elle est relativement rapide a` calculer, mais sous-optimale compte tenu de l’infor-
6mation que l’on a. En eﬀet, on a a` notre disposition la distribution d’une variable
ale´atoire et on n’en exploite que sa moyenne.
La troisie`me approche, que nous avons e´tudie´e, est appele´e la solution « here and
now » (ou stochastique). Elle consiste e´galement a` e´chelonner les prises de de´cision en
deux temps. On planifie longtemps en avance les quarts re´guliers et on pre´voit, pour
chaque sce´nario, un recours visant a` re´pondre a` la demande du sce´nario en question.
Ne´anmoins, au lieu d’utiliser uniquement la moyenne de la demande pour se´lection-
ner les quarts re´guliers a` attribuer, le proble`me consistera a` trouver une de´cision
primaire qui minimise l’espe´rance, sur toutes les re´alisations possibles de l’ale´a, du
couˆt total ne´cessaire (de´cision primaire et recours) afin de garantir une couverture de
la demande. Alors que de´cision primaire et de´cision secondaire n’e´taient pas couple´es
dans la solution moyenne, elles le sont dans l’approche « here and now », qui de ce
fait utilise l’inte´gralite´ de l’information mise a` notre disposition.
Ce proble`me combine deux diﬃculte´s majeures :
1. La programmation en nombres entiers
2. La programmation stochastique
Puisque le nombre de sce´narios est fini, nous verrons qu’il est possible de refor-
muler notre proble`me dans une forme line´aire dite « de´terministe e´quivalente », a`
priori re´soluble par n’importe quel solveur de programmation line´aire mixte (MIP).
Ne´anmoins, l’immense taille du proble`me (en partie due a` la multiplicite´ des sce´narios)
rend en pratique la re´solution par un solveur MIP classique impossible.
3.1.1 Notations
Nous adaptons ici une formulation « implicite », introduite par de Aykin (1996). La
de´cision primaire consiste a` construire des quarts a` re´guliers (en ge´ne´ral d’une dure´e
de 8 heures). Ces quarts disposent chacun d’une feneˆtre de temps ou` une pause devra
obligatoirement eˆtre prise. Une fois que la demande est connue, la de´cision secondaire
consiste a` de´cider de l’emplacement des pauses et e´ventuellement de rajouter des
heures supple´mentaires (a` la fin des quarts re´guliers seulement, sans modification des
7pauses) ou a` cre´er des quarts a` temps partiel (sans pause), dans le but de couvrir la
demande spe´cifique du sce´nario. Les tableaux 3.1-3.3 re´sument toutes les notations.
Notation Signification
P Ensemble des pe´riodes
J Ensemble des quarts re´guliers
JP Ensemble des quarts a` temps partiel
H Ensemble des heures supple´mentaires
K Ensemble des pauses
Ω Ensemble des e´ve`nements ale´atoires
Tableau 3.1 Ensembles du proble`me
Remarque 3.1.1. En pratique, on s’assurera que la taille de ces ensembles n’est
pas trop e´leve´e, afin de pouvoir explicitement e´nume´rer leurs e´le´ments et e´viter ainsi
d’avoir recours a` de la ge´ne´ration de colonnes, qui alourdirait un proble`me de´ja` com-
plexe.
Notation Signification
Sj Nombres d’employe´s assigne´s au quart j ∈ J
SP ωj Nombres d’employe´s assigne´s au quart partiel j ∈ JP pour
la re´alisation ω ∈ Ω
SHωh Nombre de fois ou` l’heure supple´mentaire h ∈ H est attribue´e
pour la re´alisation ω ∈ Ω
Bωk Nombre d’employe´s a` temps plein utilisant la pause k ∈ K
dans la re´alisation ω ∈ Ω
Xωj,k Nombre d’employe´s assigne´s au quart j et utilisant la pause k
dans la re´alisation ω ∈ Ω
XHωj,h Nombre d’employe´s assigne´s au quart j et eﬀectuant l’heure
supple´mentaire h dans la re´alisation ω ∈ Ω
Tableau 3.2 Variables de de´cision du proble`me
3.1.2 Formulation
Nous pouvons maintenant pre´senter la premie`re formulation (P1) de notre proble`me.
L’objectif est se´pare´ entre une partie primaire et une partie secondaire (qui n’est rien
d’autre que l’espe´rance du couˆt du recours).
8Notation Signification
cj Couˆt du quart j ∈ J
cpj Couˆt du quart a` temps partiel j ∈ JP
csh Couˆt du cre´neau d’heures supple´mentaires h ∈ H
pω Probabilite´ de re´alisation de l’e´ve`nement ω ∈ Ω
Dωp Demande a` la pe´riode p ∈ P pour la re´alisation ω ∈ Ω
Ajp Vaut 1 si le quart j ∈ J couvre la pe´riode p ∈ P , 0 sinon
APjp Vaut 1 si le quart partiel j ∈ JP couvre la pe´riode
p ∈ P , 0 sinon
AKkp Vaut 1 si la pause k ∈ K couvre la pe´riode p ∈ P , 0 sinon
AHhp Vaut 1 si le bloc d’heures supple´mentaires h ∈ H couvre la pe´riode
p ∈ P , 0 sinon
Qjk Vaut 1 si la pause k ∈ K est compatible avec le quart j ∈ J , 0 sinon
Rjh Vaut 1 si le bloc d’heures supple´mentaires h ∈ H est compatible
avec le quart j ∈ J , 0 sinon

































































XHωjh ∈ Z+, ∀(j,ω, h, k) ∈ (Ω, H,K)
9Les contraintes (3.2) imposent la couverture de la demande pour toute pe´riode et
pour tout sce´nario1. Les contraintes (3.3)-(3.4) imposent respectivement qu’il y ait une
pause attribue´e par quart re´gulier et que chaque pause attribue´e soit compatible avec
le quart auquel elle est associe´e. Les contraintes (3.5)-(3.6) assurent qu’il n’y ait pas
plus d’heures supple´mentaires associe´es a` un quart j qu’il n’y a de personnes eﬀectuant
ledit quart, et que toutes les heures supple´mentaires utilise´es soient compatibles avec
les quarts auxquels elles sont associe´es.
Profitons-en pour introduire le proble`me secondaire qui cherche, pour une de´cision


















































jh − SHωh = 0, ∀h ∈ H (3.13)







XHωjh ∈ Z+, ∀(j, h, k) ∈ (J,H,K)
Notons que la diﬃculte´ du proble`me vient du fait que les sous-proble`mes et le
proble`me maˆıtre sont de´pendants (entre autres en raison des contraintes portant sur
la demande), et qu’il est par conse´quent impossible de les re´soudre se´pare´ment. On
voit imme´diatement que la cardinalite´ de Ω aura une grande influence sur la taille du
1On introduira ulte´rieurement la possibilite´ de sous-couverture
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proble`me, et sur sa re´solution a priori.
S’ajoutant a` cette diﬃculte´, les contraintes d’inte´grite´ font que contrairement au
cas continu, la fonction de recours n’est plus convexe et line´aire par morceaux en
les variables primaires de de´cision, phe´nome`ne qui, comme on le verra, facilitait la
re´solution des programmes stochastiques continus.
Nous pre´sentons dans la suite de cette partie la classe des programmes line´aires
stochastiques (en nombres entiers ou non), dont notre proble`me fait partie, ainsi que
deux me´thodes de re´solution classiques (mais peu eﬃcaces ou non adapte´es) pour ces
proble`mes.
3.1.3 Programmes line´aires stochastiques
Tout au long de ce rapport, nous nous inte´ressons aux programmes stochastiques
a` deux e´tapes (two-stage stochastic programs). Ce proble`me est appele´ proble`me sto-
chastique avec recours. L’ide´e fondamentale est que l’on cherche a` prendre une de´cision
sur le futur en disposant d’une information imparfaite sur celui-ci. Cette incertitude
est repre´sente´e par une famille d’e´ve`nements ale´atoires Ω. Tout l’ale´a est porte´ par
une variable ale´atoire ξ(ω) ∈ Ξ.
La figure 3.1 de´crit les diﬀe´rents temps de de´cision.
Figure 3.1 Les diﬀe´rents instants de de´cision
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La variable x repre´sente la de´cision primaire du proble`me. Elle est prise inde´pen-
demment de l’e´ve`nement ω ∈ Ω. Il s’agit en ge´ne´ral d’une de´cision a` long terme
(choix d’implantation d’entrepoˆts, aﬀectation grossie`re de personnel. . .), avant qu’une
re´alisation ω ∈ Ω n’ait eu lieu . Les variables y(ω) repre´sentent les recours possibles :
pour chaque e´ve`nement ω, le vecteur y(ω) repre´sente la meilleure re´ponse au proble`me
pour x fixe´. Les variables x et y sont lie´es par une contrainte dite de non-anticipativite´.
La diﬃculte´ consiste alors a` trouver les valeurs des variables primaires x qui mini-












Ax = b (3.16)
T (ω)x+Wy(ω) = h(ω), ∀ω ∈ Ω (3.17)
x ≥ 0 , y ≥ 0 ∀ω ∈ Ω (3.18)
Le tableau 3.4 re´capitule, pour toute la suite de l’expose´, les dimensions ge´ne´riques
du proble`me.
Notation Signification
n1 Nombre de variables primaires
n2 Nombre de variables secondaires par sce´nario
m1 Nombre de contraintes primaires
m2 Nombre de contraintes secondaires (idem)
K nombre de sce´narios
Tableau 3.4 Taille du proble`me
Il est possible de re´e´crire 3.15 sous une forme condense´e, appele´e forme de´terministe
e´quivalente :
min z = cTx+Q(x) (3.19)
Ax = b (3.20)
x ≥ 0 (3.21)
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La fonction x ￿→ Q(x) est appele´e fonction de recours. Elle repre´sente l’espe´rance
des meilleurs recours possibles pour x donne´.
On a :
Q(x) = Eξ (Q(x, ξ(ω))) (3.22)
Q(x, ξ(ω)) = min
y
￿
q(ω)Ty|Wy = h(ω)− T (ω)x, y ≥ 0￿ (3.23)
Remarque 3.1.2. Ce type de proble`me est appele´ proble`me a` recours fixe´, car dans
(3.17), W ne de´pend pas de l’ale´a.
Nous allons maintenant donner une me´thode classique de re´solution des proble`mes
stochastiques avec recours, qui est essentiellement une reformulation de la de´composi-
tion de Benders (1962). Notre pre´sentation reprend le plan et les notations utilise´s
dans le livre de Birge et Louveaux (1997).
3.2 La me´thode L-Shaped
3.2.1 Principe
Base´e sur la de´composition de Benders (1962), la me´thode L-shaped est une
me´thode permettant de re´soudre des proble`mes stochastiques a` deux e´tapes, dans
le cas ou` ξ est une variable ale´atoire discre`te avec |Ξ| < ∞ et lorsqu’il n’y a pas de
contrainte d’inte´grite´. Elle a e´te´ introduite par Van Slyke et Wets (1969). Meˆme si elle
n’est pas applicable en l’e´tat pour notre proble`me (qui est en nombres entiers), son
importance the´orique fait que nous la pre´sentons ici. Nous nous en servirons d’ailleurs
afin de construire une heuristique de re´solution pour notre proble`me.
Puisque nous supposons que |Ξ| est fini, nous allons indicer par k ∈ {1, . . . , K}
chacune de ses re´alisations, de probabilite´ respective pk. Nous notons (qk, T k, hk) les
parame`tres correspondant a` la re´alisation k, et yk le recours associe´. Le proble`me












Ax = b (3.25)
T kx+Wyk = hk, ∀k ∈ {1, . . . , K} (3.26)
x ≥ 0 , yk ≥ 0 ∀k ∈ {1, . . . , K} (3.27)
Les variables de de´cision correspondent donc au vecteur (x, y1, . . . , yK), compre-
nant les de´cisions initiales x et les diﬀe´rents recours possibles en fonction de l’ale´a.
La forme (3.24)-(3.27) est celle d’un programme line´aire standard. Ne´anmoins, le
grand nombre de variables et de contraintes rend dans la plupart des cas tre`s longue,
voire impossible, la re´solution du proble`me par une me´thode ge´ne´rique du type de
l’algorithme du simplexe.
La matrice des contraintes de ce proble`me a tout de meˆme une forme particulie`re





... . . .
TK W
 (3.28)
Cette structure creuse permet de de´composer le proble`me (PI) en diﬀe´rents sous-
proble`mes. E´tant donne´ xν , on de´finit la famille de sous-proble`mes suivante :
(SP kν)k∈{1,...,K} minyk (q
k)Tyk (3.29)
Wyk = hk − T kxν (3.30)
yk ≥ 0 (3.31)
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Le sous-proble`me dual s’e´crit donc (dualisation partielle) :
(SDkν)k∈{1,...,K} maxλk (h
k − T kxν)Tλk (3.32)
W Tλk ≤ qk (3.33)
Notons Λk = {λk|W Tλk ≤ qk}, l’ensemble de re´alisabilite´ du dual.
L’espace Λk e´tant une intersection d’un nombre fini d’hyperplans, c’est un polye`dre.
On peut donc appliquer le the´ore`me de Minkowsky-Weil et le de´composer comme
somme d’un polytope P et d’un coˆne C. En notant πkl, l ∈ {1, . . . , p} les points










αl = 1, (α, β) ≥ 0
￿
(3.34)
















αl = 1 (3.36)
α, β ≥ 0 (3.37)
Ce proble`me est simple a` re´soudre :

Si (hk − T kxν)Tπkl = maxl￿(hk − T kxν)Tπkl￿ : αl = 1
(si le max est atteint pour plusieurs l, on en choisit un seul)
Sinon, αl = 0Si il existe σkl tel que (hk − T kxν)Tσkl > 0, le primal n’est pas re´alisableSinon, ∀l ∈ {1, . . . , p}, β = 0
Notons θk la valeur du proble`me SDkν . Graˆce au re´sultat pre´ce´dent, nous pouvons
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introduire deux familles de coupes au proble`me (PI) :
Re´alisabilite´ : (hk − T kxν)Tσkl ≤ 0, ∀l ∈ {1, . . . , q}
Optimalite´ : θk ≥ (hk − T kxν)Tπkl, ∀l ∈ {1, . . . , p}
Remarque 3.2.1. La dualite´ forte nous permet alors d’aﬃrmer que si une solution
du dual ve´rifie toutes les coupes d’optimalite´ et de re´alisabilite´, alors :
1. Le proble`me primal est re´alisable
2. La valeur optimale du primal est e´gale a` celle du dual, c’est-a`-dire maxl￿(hk −
T kxν)Tπkl
￿
Remarque 3.2.2. Les points et directions extreˆmes σkl et πkl sont des constantes du
proble`me, au sens ou` elles sont inde´pendantes de xν.
On peut donc remplacer (qk)Tyk par une variable θk, et ajouter a` la fois les coupes
d’optimalite´ et de re´alisabilite´. Si toutes ces coupes sont ve´rifie´es, pour tout x la valeur







Ax = b (3.39)
(σkl)TT kx ≥ (σkl)Thk, ∀(k ∈ K, l ∈ {1, . . . , q}) (3.40)
θk + (πkl)TT kx ≥ (πkl)Thk, ∀(k ∈ K, l ∈ {1, . . . , p}) (3.41)
x ≥ 0 , θ libre (3.42)
Le nombre de valeurs de k et l e´tant tre`s e´leve´s, il est trop couˆteux d’e´nume´rer
toutes les coupes d’optimalite´ et de re´alisabilite´. De plus, chacune n’a pas pas force´ment
la meˆme importance. La me´thode L-shaped va les ge´ne´rer au fur et a` mesure.
Remarque 3.2.3. En fait, la me´thode L-shaped consiste a` minorer le plus finement
possible Q(x) par des hyperplans.
3.2.2 Algorithme
La me´thode L-shaped est pre´sente´e dans l’algorithme 1.
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Algorithme 1 Me´thode L-shaped
0← ν
Re´soudre le proble`me maˆıtre, c’est-a`-dire le proble`me min{x|Ax=b, x≥0} cTx
while xν+1 ￿= xν ou ν = 0 do
ν ++
Tenter de re´soudre SP k(xν), pour tout k ∈ {1 . . . K}
if ∃k∗ | SP k∗(xν) est non re´alisable (cf. 3.2.3) then
Trouver les σlk∗
Ajouter les coupes de re´alisabilite´ associe´es
Re´soudre le proble`me maˆıtre augmente´ (solution : x¯)
xν ← x¯
else
Chercher πkl et ajouter une coupe d’optimalite´ par sce´nario pour borner θ




L’algorithme ne boucle pas inde´finiment, puisqu’une fois que toutes les coupes ont
e´te´ ajoute´es (et elles sont en nombre fini), nous sommes en pre´sence d’un proble`me
e´quivalent au proble`me d’origine.
3.2.3 Ge´ne´ration des coupes de re´alisabilite´ et d’optimalite´
Si le proble`me (SP )kν est re´alisable, CPLEX va, en le re´solvant, renvoyer les va-
riables duales associe´s a` l’optimum primal : on obtient ainsi directement un point
extreˆme de l’espace dual Λk, et par conse´quent une coupe d’optimalite´.
Remarque 3.2.4. Lorsque le sous-proble`me est fortement de´ge´ne´re´ ( i.e. il y a beau-
coup de solutions duales optimales), on re´sout un sous-proble`me secondaire afin de
ge´ne´rer des coupes dites Pareto-optimales, introduites par Magnanti et Wong (1981).
Le but du sous-proble`me est de choisir la direction extreˆme ou le point extreˆme oﬀrant
la coupe la plus « se´lective » parmi toutes celles disponibles. Re´cemment, Papadakos
(2008) a ame´liore´ l’algorithme de Magnanti et Wong, et a ainsi obtenu des gains
significatifs de vitesse (facteur allant jusqu’a` 7.50 sur ses instances).
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Afin de tester la re´alisabilite´ de (SP )kν et de trouver une coupe de re´alisabilite´, on
peut utiliser la me´thode suivante.
Posons eT = (1, 1, . . . , 1). Rappelons qu’a` ce stade de l’algorithme, on dispose d’une
solution xν . De´finissons, pour tout k ∈ {1, . . . , K}, le proble`me suivant :
min
yk,v+,v−
w = eTv+ + eTv− (3.43)
Wyk + T kxν = hk − (v+ − v−) (3.44)
yk ≥ 0, v+ ≥ 0, v− ≥ 0 (3.45)
La valeur optimale w de ce programme est nulle si la contrainteWyk+T kxν = hk,
sinon, elle est strictement positive. Nous allons montrer que, le cas e´che´ant, le mul-
tiplicateur de Lagrange σ, obtenu en re´solvant ce proble`me par la me´thode du sim-
plexe, fournit une direction extreˆme du coˆne Λk ne respectant pas les contraintes de
re´alisabilite´. Si le proble`me est re´alisable, on peut e´galement montrer que la solu-
tion de ce proble`me est un point extreˆme de Λk ne respectant pas les contraintes
d’optimalite´.
Pour cela, associons a` la contrainte d’e´galite´ la variable duale σ, et aux contraintes





k − T kxν)Tσ (3.46)
W Tσ ≤ 0 (3.47)
σ − e ≤ 0 (3.48)
σ + e ≥ 0 (3.49)
Remarquons alors qu’un vecteur σ est une direction extreˆme du coˆne issu de la
de´composition de W Tσ ≤ qk si et seulement si il est un point / une direction extreˆme
de W Tσ ≤ 0. Puisque nous cherchons une solution optimale d’un proble`me line´aire,
si σ est solution optimale du proble`me dual, il est un point / une direction extreˆme
du polye`dre des contraintes, et donc une direction extreˆme de Λk.
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De plus, lorsque les proble`mes primal et dual sont re´alisables, ils ont meˆme valeur.
Rechercher w > 0 est alors e´quivalent a` rechercher wD > 0, c’est-a`-dire rechercher σ,
direction extreˆme de Λk d’apre`s le point pre´ce´dent, tel que (hk−T kxν)Tσ > 0, ce qui
est exactement l’expression de la coupe de re´alisabilite´.
La re´solution par la me´thode du simplexe du proble`me auxiliaire permet donc
d’obtenir directement les directions extreˆmes du polye`dre Λk qui ne satisfont pas les
contraintes de re´alisabilite´.
Remarque 3.2.5. Les contraintes (3.48)-(3.49) sont uniquement des contraintes de
normalisation, qui ne changent rien puisque l’on recherche une direction.
Remarque 3.2.6. La production de coupes de re´alisabilite´ ne nous inte´ressera pas
pour notre proble`me, car l’introduction d’une possibilite´ de sous-couverture rend le
proble`me de recours toujours re´alisable. De plus, CPLEX est e´galement capable de ren-
voyer les directions extreˆmes du polye`dre dual si le primal d’un proble`me est non
re´alisable : re´soudre ou tenter de re´soudre (SP )kν est donc suﬃsant en pratique.
En pratique, la me´thode L-shaped est eﬃcace pour les proble`mes line´aires stochas-
tiques continus. Il en existe une variante pour les proble`mes line´aires stochastiques
en nombres entiers. Nous la pre´sentons, mais elle est peu utilise´e.
3.3 La me´thode L-shaped en nombres entiers
3.3.1 Cadre ge´ne´ral
Il est possible de ge´ne´raliser la me´thode L-shaped pour les proble`mes stochastiques
en nombres entiers. Nous reprenons encore une fois dans cette section le plan et les
notations du livre de Birge et Louveaux (1997).
Conside´rons le proble`me suivant (que nous nommerons proble`me courant) :
(PC)min
x∈X
z = cTx+ θ (3.50)
Ax = b (3.51)
Dlx ≥ dl, l ∈ {1, . . . , r} (3.52)
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Elx+ θ ≥ el, l ∈ {1, . . . , s} (3.53)
x ∈ X , θ ∈ R (3.54)
Les coupes (3.52) et (3.53) repre´sentent respectivement des coupes (quelconques)
de re´alisabilite´ et d’optimalite´. Ce sont des ge´ne´ralisations des contraintes (3.40) et
(3.41). Ce proble`me courant correspondrait en fait a` un proble`me interme´diaire issu
de la me´thode L-shaped, si nous e´tions dans le cas continu. On a X = X¯ ∩ Rn+
ou X = X¯ ∩ Zn+ suivant les cas, et X¯ repre´sente un ensemble de contraintes que
l’on souhaitera relaˆcher (par exemple, T kx +Wy = hk) comme lors de la me´thode
L-shaped continue.
Remarque 3.3.1. Notons que (PC), pour (r, s) quelconque, n’est pas e´quivalent
au proble`me initial (PLS) en nombres entiers. Il n’en posse`de qu’une partie des
contraintes de re´alisabilite´ et d’optimalite´.
Afin d’introduire un cadre ge´ne´ral pour la me´thode L-shaped pour les proble`mes
en nombres entiers, donnons deux de´finitions.
De´finition 3.3.1. Un jeu de coupes de re´alisabilite´ est dit valide pour x ∈ X s’il
existe un entier r tel que :
x ∈ {x|Dlx ≥ dl, l = 1, . . . , r}⇒ x ∈ X¯
De´finition 3.3.2. Un jeu de coupes d’optimalite´ est dit valide pour x ∈ X s’il existe
un entier s tel que :
(x, θ) ∈ {(x, θ)|Elx+ θ ≥ el, l = 1, . . . , s}⇒ θ ≥ Q(x)
Remarquons que ces deux proprie´te´s sont a` la base de la me´thode de Benders. Les
contraintes de re´alisabilite´ (3.40) et d’optimalite´ (3.41) les satisfont dans le proble`me
(PLS), c’est pre´cise´ment ce qui nous a permis d’appliquer la me´thode L-shaped. Dans
ce cas, l’ensemble X e´tait {x ∈ Rn1 | ∃y / T kx+Wy = hk, k = 1, . . . , K}. Supposons
que l’on dispose de telles coupes pour nos proble`mes entiers, il serait possible d’utiliser
une me´thode L-shaped.
Proposition 3.3.1. Si l’on suppose que :
– Pour tout x ∈ X, Q(x) est calculable en un nombre fini d’e´tapes
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– On dispose d’un jeu de coupes de re´alisabilite´ valide pour notre proble`me
– On dispose d’un jeu de coupes d’optimalite´ valide pour notre proble`me
Alors la me´thode L-shaped pour les programmes stochastiques en nombres entiers
fournit une solution optimale (si elle existe) en un nombre fini d’e´tapes.
La de´monstration de cette proposition repose sur le fait qu’a` partir d’une cer-
taine e´tape, toutes les coupes d’optimalite´ et de re´alisabilite´ du proble`me auront
e´te´ ajoute´es, nous donnant alors un proble`me e´quivalent au proble`me initial. Bien
e´videmment, le but est de pouvoir s’arreˆter bien avant.
Dans le cas ou` les contraintes d’inte´grite´ ne portent que sur les variables primaires de
de´cision x, il est toujours possible d’utiliser la the´orie de la dualite´ pour le proble`me
secondaire, et par conse´quent d’obtenir les meˆmes coupes que pre´ce´demment. La
me´thode L-shaped pour les nombres entiers peut donc s’appliquer sans autre modifi-
cation dans ce cas2. Dans le cas ou` les contraintes d’inte´grite´ portent e´galement sur
le proble`me secondaire, on utilise les coupes de´crites ci-apre`s.
3.3.2 Coupes de re´alisabilite´
Notons :
K2(ξ) = {x | ∃y, Wy = h(ω)− T (ω)x, y ∈ Zn2+ } (3.55)
C2(ξ) = {x | ∃y, Wy = h(ω)− T (ω)x, y ∈ Rn2+ } (3.56)
On note (P1) le proble`me :
wk(x) = min eTv+ + eTv− (3.57)
Wy + v+ + v− = hk − T kx (3.58)
y ∈ Zn2+ , v+ ≥ 0, v− ≥ 0 (3.59)
On re´sout le proble`me relaˆche´ continu de (P1). Deux cas se produisent alors :
2On l’utilise alors conjointement avec un algorithme de branch and bound.
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Si la solution y est entie`re : si w > 0, x ￿∈ C2(ξ). On peut alors appliquer le
meˆme type de coupe que dans le cas continu. Sinon, cela signifie que le proble`me
(SP k) en nombres entiers est re´alisable.
Si la solution y n’est pas entie`re : On branche sur les valeurs de y et on recom-
mence (yi ≤ 0 et yi ≥ 1 par exemple).
On indexe par ρ ∈ {1, . . . , R} les nœuds terminaux de l’arbre. On note Y ρ les
re´gions associe´es (qui forment une partition de Rn2+ ). On a :
x ∈ K2(ξk) ⇔ x ∈ ∪Rp=1Kρ2 (ξk) (3.60)
avec : Kρ2 (ξ
k) = {x | ∃y ∈ Y ρ tel que Wy = hk − T kx, y ≥ 0} (3.61)
On peut montrer que Kρ2 (ξ
k) est un polye`dre. Puisque, pour que le proble`me (SP k)
en nombres entiers soit re´alisable, il faut (par de´finition), que x ∈ K2(ξk), cela signifie
qu’il faut que x soit dans au moins un des Kρ2 (ξK). Ces espaces e´tant des polye`dres,
il est possible de les caracte´riser entie`rement par des coupes line´aires. Ainsi, un jeu
valide de coupes de re´alisabilite´ sera constitue´ d’une contrainte demandant a` ce qu’au
moins un des R ensembles de coupes line´aires ainsi obtenus soit satisfait.
En pratique, on re´sout le proble`me pour x¯ et on choisit une coupe par valeur de ρ
(donc par re´gion Kρ2 (ξ
k)), et on demande a` ce qu’au moins une de ces R coupes soit
satisfaite. Cela se fait par l’ajout de variables binaires δρ au proble`me. En supposant
que la coupe d’inte´grite´ choisie sur Y ρ s’e´crive uTρ x ≤ dρ, la coupe globale s’e´crit :
uTρ x ≤ dρ +Mρ(1− δρ), ρ ∈ {1, . . . , R} (3.62)
R￿
ρ=1
δρ ≥ 1 (3.63)
δ ∈ {0, 1}R (3.64)
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3.3.3 Coupes d’optimalite´
On cherche une coupe d’optimalite´ sur θk. En utilisant les nœuds terminaux de
l’arbre de branchement de´crit dans la section pre´ce´dente, on obtient une partition de
Rn2+ de la forme :
Rn2+ = ∪Rρ=1Y ρ (3.65)
Y ρ = {y | aρ ≤ y ≤ bρ} (3.66)
Y ρ1 ∩ Y ρ2 = ∅, ∀ρ1 ￿= ρ2 (3.67)
La fonction de recours sur une feuille Y ρ s’e´crit donc :
Qρ(xν , ξk) = min{qTy | Wy = hk − T kxν , aρ ≤ y ≤ bρ} (3.68)
En e´crivant le proble`me dual, et en associant π a` la contrainte d’e´galite´, α a`
celle de supe´riorite´ et β a` celle d’infe´riorite´, il vient a` l’optimum (sous re´serve de
re´alisabilite´) :
Qρ(xν , ξk) = (hk − T kxν)Tπρ + (aρ)Tαρ + (bρ)T (βρ) (3.69)
En posant :
(σkρ)
T := (−πρ)TT k (3.70)
τ kρ := (π
ρ)Thk + (αρ)Taρ + (βρ)T bρ (3.71)
⇒ Qρ(xν , ξk) = (σkρ)Txν + τ kρ (3.72)
Soit x la solution optimale du proble`me. On a, par dualite´3 :
Qρ(x, ξk) ≥ (σkρ)Txν + τ kρ (3.73)
3Le dual e´tant un proble`me de maximisation
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De plus :









Txν + τ kρ
￿
(3.75)




nœuds terminaux ne sont pas re´alisables, on les oublie.
Conclusion de la partie
On a pre´sente´ ici la classe des proble`mes line´aires stochastiques en deux e´tapes,
classe a` laquelle appartient le proble`me que l’on cherche a` re´soudre. Nous avons
e´galement pre´sente´ deux me´thodes de re´solution, inspire´es de la de´composition de
Benders (1962). La me´thode L-shaped pour les proble`mes continus est eﬃcace et
utilise´e.
En revanche, son adaptation pour les proble`mes en nombres entiers est lourde
a` mettre en place et peu utilise´e en pratique. Nous allons donc pre´senter dans la
partie suivante d’autres me´thodes permettant de re´soudre des proble`mes line´aires
stochastiques en nombres entiers. Nous verrons qu’aucune d’entre elles ne semble non





Dans notre cas, il est impossible d’employer directement la me´thode L-shaped,
car nous avons en plus des contraintes d’inte´grite´ sur nos variables secondaires. La
me´thode L-shaped pour les proble`mes en nombres entiers e´tant peu eﬃcace, d’autres
proce´dures ont e´te´ de´veloppe´es afin de re´soudre de tels proble`mes. Un grand nombre
d’entre elles est pre´sente´ dans le chapitre de Sherali et Zhu (2009).
Toutes sont base´es sur une de´composition du proble`me en proble`me maˆıtre et sous-
proble`mes. La recherche dans ce domaine est toujours active, et aucune me´thode ne
fait consensus. Comme dans beaucoup de proble`mes complexes de recherche ope´ration-
nelle, il semble diﬃcile de trouver une me´thode « universelle » re´solvant tous les
proble`mes stochastiques en nombres entiers en un temps raisonnable. Le mieux a`
faire alors est de se´lectionner et d’adapter, pour un proble`me donne´, la me´thode qui
semble la plus apte a` le re´soudre.
En raison de leur mauvaise adaptation a` notre type de proble`me (peu de sce´narios
mais beaucoup de variables et de contraintes), nous n’imple´menterons aucune de ces
me´thodes, et de´velopperons notre propre heuristique. Nous les pre´sentons ne´anmoins
afin d’avoir un bref e´tat de l’art de la re´solution exacte des PSNE.
4.1 Relaxation lagrangienne
Nous pre´sentons ici une me´thode pre´sente´e par Caroe et Schultz (1999). Reprenons
les notations pre´ce´dentes et de´finissons les ensembles Sk, k ∈ {1, . . . K, } :
Sk =
￿
(x, yk) | Ax = b, x ∈ X, T kx+Wyk = hk, yk ∈ Y ￿ (4.1)
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Les ensembles X ⊆ Rn1+ et Y ⊆ Rn2+ repre´sentent les contraintes d’inte´grite´ ou de






pk(qk)Tyk | (x, yk) ∈ Sk, k = 1, . . . , K
￿
(4.2)
On suppose que ce proble`me est re´alisable et borne´. L’ide´e de la me´thode est de
de´composer ce proble`me en ses diﬀe´rents sce´narios, en « copiant » K fois la variable






pk(cTxk + (qk)Tyk) | (xk, yk) ∈ Sk, k = 1, . . . , K, x1 = · · · = xK
￿
(4.3)
La contrainte couplante est appele´e contrainte de non-anticipativite´. L’ide´e va
eˆtre de relaxer cette contrainte. Pour cela, nous allons noter H = (H1, . . . , HK) une
matrice telle que la contrainte x1 = · · · = xK s’e´crive sous la forme :
K￿
k=1







pk(cTxk + (qk)Tyk) + λ(Hkxk)
￿ | ∀k ∈ {1, . . . K}, (xk, yk) ∈ Sk￿




Par dualite´ faible, zLD est une borne infe´rieure pour le proble`me (4.3). De plus, si
pour un choix quelconque de λ, la solution (xk, yk), k = 1, . . . , K issue du proble`me
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L(λ) est compatible avec le proble`me (4.3), alors cette solution est optimale pour le
proble`me de de´part, et λ est solution du proble`me (4.5).
Remarque 4.1.1. Puisque nous travaillons avec des contraintes d’inte´grite´, la dualite´
forte ne peut s’appliquer, et l’on n’a donc pas force´ment e´galite´ entre zLD et la valeur
optimale du proble`me de de´part.
Le proble`me a e´te´ pose´ de manie`re a` ce que la fonction lagrangienne puisse se







(pk(cTxk + (qk)Tyk) + λ(Hkxk) | (xk, yk) ∈ Sk￿ (4.7)
Cela permet de calculer plus facilement zLD, graˆce a` une me´thode de sous-gradient.
Il s’ensuit alors un algorithme de branch and bound.
Remarque 4.1.2. Il est e´galement possible de diminuer, via un jeu d’e´criture, la
taille du vecteur des multiplicateurs de Lagrange λ lorsque certaines variables doivent
eˆtre non seulement entie`res, mais binaires.
4.2 Partitionnement de la fonction valeur
Nous pre´sentons ici une me´thode propose´e par Ahmed et al. (2004). Il a e´te´ montre´
que la fonction valeur des proble`mes stochastiques en nombres entiers est seulement
semi-continue infe´rieurement par rapport aux variables de de´cision primaires. Ah-
med et al. expliquent alors que, en raison de ce cadre semi-continu, les algorithmes
de branch and bound de´ja` de´veloppe´s pour re´soudre de tels proble`mes avec une ou
plusieurs variables primaires continues sont certes convergents, mais convergent en
ge´ne´ral en temps infini (y compris la me´thode de´veloppe´e par Schultz et al. (1998),
servant dans leur article de point de comparaison).
Ahmed et al. montrent que, dans le cas ou` la re´gion re´alisable X du proble`me
maˆıtre est compacte (on travaille donc en continu sur toutes variables primaires de
de´cision, quitte a` enchaˆıner avec un algorithme de branch and bound dans le cas ou`
certaines variables primaires seraient entie`res), ces discontinuite´s sont en nombre fini.
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Il note par ailleurs qu’elles ne sont pas force´ment orthogonales aux variables de
de´cision, ce qui empeˆche un algorithme de branch and bound agissant sur les va-
riables de de´cision de converger en temps fini. En eﬀet, en branchant directement sur
les variables de de´cision, on obtient des hyper-rectangles de l’espace de de´part. En ob-
servant la figure 4.1, on constate qu’il ne sera pas dans tous les cas possibles de faire
converger en un temps fini borne infe´rieure et supe´rieure d’un tel hyper-rectangle,
lorsqu’il comporte une discontinuite´, en branchant seulement sur les valeurs de ces
variables.
Figure 4.1 Proble`me de discontinuite´
Ahmed et al. proposent une reformulation du proble`me ainsi qu’un algorithme de
branch and bound permettant de trouver une solution optimale en un temps fini,
meˆme en pre´sence de variables primaires continues.
4.2.1 Principe





x ∈ X (4.9)
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avec :
Qk(x) = min qTy (4.10)
s.l.c. W ky ≥ hk + Tx (4.11)
y ∈ Y ∩ Zn2 (4.12)
Remarque 4.2.1. Contrairement aux cas pre´ce´dents, ici W peut de´pendre de l’ale´a
mais T est fixe´e. Dans notre proble`me, a` la fois W et T sont fixe´s, puisque seule la
demande (e´quivalente de hk) varie.
Remarque 4.2.2. On travaille ici avec une contrainte de non-anticipativite´ (4.11)
qui n’est plus une e´galite´ mais une ine´galite´.
On fait les hypothe`ses suivantes (m2 est le nombre de contraintes du proble`me
secondaire) :
– X est non-vide et compact.
– Pour tout x ∈ X et pour tout k, Qk(x) <∞.
– Pour tout k, la matrice W k est entie`re.
– Pour tout k, il existe uk ∈ Rm2+ tel que ukW k ≤ qk.
La dernie`re hypothe`se permet de garantir que Qk(x) > −∞. Le proble`me est alors
reformule´ comme ceci :
(TP ) min f(χ) (4.13)
s.l.c. χ ∈ X (4.14)
Avec :






φ(χ) = min{cTx|Tx = χ, x ∈ X} (4.17)
ψk(χ) = min{(qk)Ty|W ky ≥ hk + χ, y ∈ Y ∩ Zn2} (4.18)
X = {χ ∈ Rm2|χ = Tx, x ∈ X} (4.19)
Les variables χ sont parfois appele´es tender variables. Ahmed et al. (2004) montrent
que cette reformulation est bien e´quivalente au probleme d’origine.
The´ore`me 4.2.1. Soit χ∗ une solution de (TP ). Alors x∗ ∈ argmin{cTx|x ∈ X, Tx =
χ∗} est une solution optimale de (PI). De plus les valeurs optimales de ces deux
proble`mes sont e´gales.
Nous allons par la suite esquisser la preuve e´tablie par Ahmed et al. montrant que,
sur certaines re´gions, ψ¯(χ) est constante. L’ide´e sera alors de brancher sur ces re´gions,
qui formeront qui plus est une partition de Rm2 . Notons ψkj (χj) la partie de la fonction
ψk(χ) due a` la composante j ∈ {1 . . .m2} de χ.
Lemme 4.2.1. Pour tout k = 1, . . . , K et pour tout j = 1, . . . ,m2, ψkj (χj) est semi-
continue infe´rieure croissante en χj.
Lemme 4.2.2. Pour tout z ∈ Z, ψkj (χj) est constante sur l’intervalle χj ∈]z − hkj −
1, z − hkj ], pour tout k = 1, . . . , K et j = 1, . . . ,m2.
De´monstration. On a suppose´ que W e´tait entie`re. Par conse´quent, puisque y est
entie`re e´galement, (W ky)j ≥ hkj + χj ⇒ (W ky)j ≥ ￿hkj + χj￿. Donc, pour tout z ∈ Z,
ψkj (χj) est constante sur l’ensemble {(hkj + χj) − 1 < hkj + χj ≤ k}. De manie`re
e´quivalente, ψkj (χj) est constante sur l’intervalle χj ∈]z − hkj − 1, z − hkj [, pour tout
z ∈ Z.
The´ore`me 4.2.2. Soit z = (z11 , . . . , z
k
j , . . . , z
m2
K )
T ∈ ZKm2. Pour z fixe´, posons :
C(z) :=
￿
χ ∈ Rm2|χ ∈ ∩Kk=1
m2￿
j=1
]zkj − hkj − 1, zkj − hkj ]
￿
(4.20)
On a alors :
1. Si C(z) ￿= ∅, alors sa fermeture est un hyper-rectangle de dimension maximale
(i.e. m2).
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2. L’ensemble {C(z)|z ∈ ZKm2} forme une partition de Rm2.
3. Si C(z) ￿= ∅, alors ψ¯(χ) est constante sur C(z).
Ainsi, la reformulation a permis de construire des hyper-rectangles de Rm2 sur
lesquels la fonction valeur, en plus d’eˆtre continue, est constante. Un autre the´ore`me
aﬃrme que, si X est compact, alors ces hyper-rectangles sont en nombre fini.
The´ore`me 4.2.3. Soit X ⊂ Rm2 et Z := {z ∈ ZKm2|C(z) ∩ X ￿= ∅}. Si X est
compact, alors |Z| <∞.
4.2.2 Application
Ahmed et al. utilisent le cadre classique des algorithmes de branch and bound, en
utilisant le partitionnement de X cre´e´ a` la section pre´ce´dente. Nous pre´sentons ici les
principales subtilite´s de l’algorithme.
Calcul de de´part
Avant de commencer l’algorithme, Ahmed et al. construisent un hyper-rectangle
de de´part P0, tel que X ⊂ P0. Pour cela, il regarde pour chaque composante j sa
valeur minimale possible lj et sa valeur maximale possible uj, inde´pendamment des
autres composantes (rappelons que l’on a suppose´ X compact). En encadrant chaque
χj par lj et uj, il forme ainsi un polye`dre contenant X . Il cherche ensuite le plus petit
hyper-rectangle contenant ce polye`dre.
Borne infe´rieure
On re´sout le proble`me suivant :
fL(Pk) = min cTx+ θ (4.21)
slc x ∈ X, Tx = χ (4.22)




pkψk(lk + ￿) (4.24)
31
ou` l’on a :
ψk(χ) = min (qk)Ty (4.25)
slc W ky ≤ hk + χ (4.26)
y ∈ Y ∩ Zn2 (4.27)
et ou` l’on aura choisi ￿ tel que ψk(·) soit constante sur ]lk, lk+￿]. On proce`de donc en
deux e´tapes. On re´sout d’abord le proble`me (4.25)-(4.27). Il est montre´ dans l’article
que ψ est croissante. Le sous-proble`me nous donne donc une borne infe´rieure de ψ
sur l’hyper-rectangle Pk. On re´sout ensuite le proble`me (4.21)-(4.24), qui cherche lui
une borne infe´rieure de cTx sur l’hyper-rectangle. On obtient finalement un minorant
du proble`me sur Pk, ou` couˆt du proble`me primaire et couˆt du proble`me secondaire
sont de´couple´s.
Remarque 4.2.3. Suivant les cas, les deux proble`mes pre´ce´dents peuvent eˆtre en
nombres entiers, ce qui rallonge conside´rablement leur re´solution.
Borne supe´rieure
On se contente de trouver une solution re´alisable, qui sera ainsi une borne supe´rieure
sur la valeur optimale du proble`me de minimisation.
Branchement
Une solution simple serait de partitionner l’hyper-rectangle en le coupant en deux
sur son coˆte´ le plus long. Ce sche´ma de branchement, bien que complet, c’est-a`-dire
menant a` un partitionnement complet de l’ensemble de de´part, ne permet pas de se
de´barrasser des discontinuite´s de la fonction valeur. Les auteurs ont donc retenu de
couper l’hyper-rectangle courant suivant un axe j￿ la` ou` il y a le plus de chances de
se produire une discontinuite´, et pre´sente une me´thode pour y parvenir.
4.2.3 Discussion et re´sultats
Ahmed compare sa me´thode avec celle de Caroe et Schultz (1999), base´e sur une
relaxation lagrangienne. Sur les instances teste´es, de petite taille, sa me´thode est
beaucoup plus rapide (facteur d’ordre 10). Pour les proble`mes plus grands (variables
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binaires, continues et nombre de contraintes de l’ordre de 100), l’algorithme de Carøe
et Schultz ne termine pas. Celui d’Ahmed et al. termine plus souvent (deux instances
sur trois). Ne´anmoins, pour le plus gros proble`me (10 sce´narios), aucun des deux
algorithmes n’est meilleur (aucun ne termine, et les gaps entre borne supe´rieure et
borne infe´rieure sont quasiment identiques). La me´thode d’Ahmed et al. se re´le`ve
e´galement plus eﬃcace que celle de Schultz et al. (1998).
Dans un autre article, Ahmed et Garcia (2004) appliquent cet algorithme a` un
proble`me de plus grande e´chelle avec succe`s, la` ou` CPLEX n’y parvient pas. A la vue
des re´sultats, il propose deux ame´liorations possibles. Tout d’abord, en remarquant
que CPLEX converge assez vite vers une solution de bonne qualite´ (mais pas optimale),
il sugge`re d’utiliser CPLEX afin de calculer une « bonne » solution de de´part pour
son algorithme de branch and bound. Il constate e´galement que la re´solution des
proble`mes de bornes infe´rieures est un des goulots d’e´tranglement de leur algorithme,
et sugge`re d’ame´liorer la me´thode permettant de les de´terminer.
Outre sa rapidite´, le principal inte´reˆt de l’algorithme propose´ par Ahmed re´side
dans le fait que, meˆme lorsque les variables primaires sont continues, l’algorithme
converge en temps fini vers une solution optimale. Dans notre cas, ce « luxe » est-il
ne´cessaire ? En eﬀet, toutes les variables de notre proble`me maˆıtre (les variables Sj)
sont entie`res.
4.3 Superadditivite´ duale
Dans leur article, Kong et al. (2006) proposent une me´thode de re´solution des
proble`mes stochastiques en nombres tous entiers. Le principe de cette me´thode est de
calculer explicitement, graˆce a` des re´sultats issus de la the´orie de la dualite´ pour les
proble`mes en nombres entiers, toutes les valeurs des fonctions valeur ψ et φ de´finies
dans la section 4.2. S’ensuit alors une exploration de toutes ces valeurs afin d’en
de´terminer la solution optimale.
4.3.1 Cadre de travail
Nous reprenons ici le proble`me pre´sente´ dans Kong et al. (2006), qui est un proble`me
de maximisation :
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max cTx+ EξQ(x, ξ(ω)) (4.28)
s.l.c. Ax ≤ b (4.29)
x ∈ Zn1+ (4.30)
avec :
Q(x, ξ(ω)) = max qTy (4.31)
s.l.c. Wy ≤ h(ω)− Tx (4.32)
y ∈ Zn2+ (4.33)
En plus des hypothe`ses eﬀectue´es dans la section 4.2, on suppose que :
– q est fixe´
– x ∈ Zn1+
– A, T , b et h(ω) sont entiers
4.3.2 Dualite´ pour les proble`mes en nombres entiers
La dualite´ pour les proble`mes en nombres entiers est une adaptation de la the´orie
de la dualite´ pour les proble`mes line´aires. Nous pre´sentons brie`vement les re´sultats
qui nous inte´resseront.
Etant donne´e une matriceG ∈ Zm×n, on conside`re la famille parame´tre´e par β ∈ Zm
de proble`mes en nombres entiers suivante :
(PIP ) : z(β) = max
￿
γTx|x ∈ S(β)￿ , S(β) = ￿x ∈ Zn+|Gx ≤ β￿ (4.34)
La fonction z(·) : Zm → Z est appele´e fonction valeur de (PIP ). On la de´finit
comme e´tant e´gale a` −∞ ou +∞ si, respectivement, S(β) = ∅ ou si elle n’est pas
borne´e. On de´signe par zLP et SLP les relaxations continues respectives de z et S.
Etudions maintenant quelques proprie´te´s de cette famille parame´tre´e.
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Proposition 4.3.1. z(0) ∈ {0, ∞}. Si z(0) = 0, alors z(β) ≤ ∞ pour tout β ∈ Zm.
Si z(0) =∞, alors z(β) = ±∞ pour tout β ∈ Zm.
De´monstration. Si un vecteur x0 est dans S(0), alors tout multiple de ce vecteur y
est e´galement. On en de´duit imme´diatement que z(0) = +∞ s’il existe un vecteur
x0 ∈ S(0) tel que γTx0 > 0, 0 sinon. Le reste en de´coule.
Proposition 4.3.2. Soit gj et γj respectivement la j-ie`me colonne de la matrice des
contraintes G et le j-ie`me coeﬃcient de la fonction objectif de (PIP). Alors z(gj) ≥ γj,
pour j = 1 . . . n.
De´monstration. On a S(gj) = {x|Gx ≤ gj}. En notant ej le j-ie`me vecteur de base,
on a Gej = gj, par conse´quent ej ∈ S(gj). De plus, γT ej = γj. On obtient donc une
borne infe´rieure pour z(gj).
Proposition 4.3.3 (Croissance). La fonction valeur de (PIP ) est croissante sur Zm.
Proposition 4.3.4 (Superadditivite´). La fonction valeur de (PIP ) est superadditive
sur D = {β ∈ Zm|S(β) ￿= ∅}, c’est-a`-dire que pour tout β1, β2 ∈ D, si β1 + β2 ∈ D,
on a :
z(β1) + z(β2) ≤ z(β1 + β2) (4.35)
Proposition 4.3.5 (Condition de comple´mentarite´ entie`re). Si xˆ ∈ opt(β), alors,
∀x ∈ Zn+ tel que x ≤ xˆ, on a la condition de comple´mentarite´ suivante :
z(Gx) = γTx et z(Gx) + z(β −Gx) = z(Gx) + z(G(xˆ− x)) = z(β) (4.36)
Corollaire 4.3.1 (Elimination de colonnes). Si z(gj) > γj, alors ∀β ∈ Zm et ∀xˆ ∈
opt(β), xˆj = 0.
4.3.3 Reformulation et e´valuation de la fonction duale
Comme Ahmed et al. (2004) (section 4.2), Kong et al. utilisent la formulation en





φ(β) + Eξψ(h(ω)− β) (4.37)
avec :
φ(β1) = max{cTx|x ∈ S1(β1)} (4.38)
S1(β1) = {x ∈ Zn1+ |Ax ≤ b, Tx ≤ β1} (4.39)
ψ(β2) = max{qTy|y ∈ S2(β2)} (4.40)
S2(β2) = {x ∈ Zn1+ |Wy ≤ β2} (4.41)
B1 = {β1 ∈ Rm2|∃x ∈ X, β1 = Tx} (4.42)
B2 = ∪β1∈B1 ∪ω∈Ω {h(ω)− β1} (4.43)
Comme dans Ahmed et al. (2004), on peut montrer que ce proble`me est e´quivalent
a` celui de de´part (avec une ine´galite´ comme contrainte de non-anticipativite´).
The´ore`me 4.3.1. Soit β∗ une solution optimale de (P2). Alors xˆ ∈ argmax {cTx|Ax ≤
b, Tx ≤ β∗, x ∈ Zn1+ } est une solution optimale du proble`me stochastique en nombres
entiers de de´part. De plus, ces proble`mes ont meˆme valeur.
L’ide´e est alors d’e´valuer point a` point sur tout B1 et B2 les deux fonctions φ et
ψ. Meˆme si l’ope´ration peut paraˆıtre longue et fastidieuse, elle est acce´le´re´e par les
proprie´te´s de dualite´ e´tudie´es pre´ce´demment. Dans l’article de Kong et al. (2006),
deux me´thodes sont pre´sente´es pour eﬀectuer ce calcul. Une base´e sur la programma-
tion en nombres entiers et une autre base´e sur la programmation dynamique. Cette
dernie`re demandant en plus que G soit positive et e´tant surtout eﬃcace pour les
petites instances, nous pre´senterons seulement la premie`re.
On note z(·) : β ￿→ z(β) la fonction valeur d’un proble`me parame´tre´ en nombres
entiers de la forme de (PIP ). L’algorithme consiste a` encadrer, a` chaque ite´ration k
et pour tout β ∈ B, z(β) par une borne infe´rieure lk(β) et par une borne supe´rieure
uk(β). Lorsque lk(β) = uk(β), on en de´duit la valeur de z(β).
The´ore`me 4.3.2. L’algorithme 2 calcule en un temps fini toutes les valeurs de z(·).
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Algorithme 2 Evaluation de la fonction valeur
Etape 0 : Initialiser la borne infe´rieure l0(β) = −∞ pour tout β ∈ B. Pour j =
1, · · · , n, si gj ∈ B, poser l0(gj) = γj (proprie´te´ 4.3.2). Re´soudre zLP pour un
β0 ∈ B arbitraire afin d’obtenir une solution duale optimale π0. Initialiser alors,
pour tout β ∈ B, la borne supe´rieure u0(β) en posant : u0(β) = πT0 β. En eﬀet,
en e´crivant le dual, on remarque que sa valeur est πβ et que la seule contrainte
est γT −πTG = 0. Par conse´quent, pour tout β, π0 reste re´alisable pour le dual.
La dualite´ faible permet ensuite d’aﬃrmer que π0β ≥ zLP (β) ≥ z(β). Passer a`
l’e´tape suivante, k ++.
Etape 1 : Se´lectionner une valeur de β pour laquelle lk(β) < uk(β). Re´soudre le
proble`me en nombre entiers associe´ pour trouver la solution optimale xˆk puis
poser lk(β) = uk(β) = γT xˆk. Initialiser une liste L par L = {β}, qui contiendra
toutes les valeurs de β pour lesquelles on connaˆıt la valeur exacte de la fonction
valeur.
Etape 2 : Se´lectionner tous les x ∈ Zn+ tels que x ≤ xˆk pour leur appliquer la
proprie´te´ (4.3.5) : si Gx ∈ B, poser lk(Gx) = uk(Gx) = γTx, et si βk−Gx ∈ B,
poser lk(βk −Gx) = uk(βk −Gx) = γT (xˆk − x).
Etape 3 : Utiliser la proprie´te´ 4.3.3 pour mettre a` jour bornes infe´rieures et
supe´rieures. Par exemple, si β￿ ≤ β avec β ∈ Lk, alors lk(β) ←
max{lk(β), lk(β￿)}.
Etape 4 : Utiliser la super-additivite´ (proprie´te´ 4.3.4) pour mettre a` jour d’autres
bornes. Par exemple, si β￿ ∈ Lk mais β /∈ Lk, si β + β￿ ∈ B\Lk, alors uk(β)←
min{uk(β), uk(β + β￿)− lk(β)}
Etape 5 : Si toutes les valeurs de z(β) sont connues, terminer. Sinon, aller a` l’e´tape
1.
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De´monstration. Il s’agit uniquement d’une e´nume´ration « ame´liore´e » d’un nombre
fini de proble`mes. Dans le pire des cas, l’algorithme re´sout un a` un ces proble`mes, et
ce en temps long mais fini.
4.3.4 Re´solution par branch and bound et re´sultats
L’algorithme de branch and bound est similaire a` celui utilise´ par Ahmed et al.
(2004) (section 4.2). Le branchement est ne´anmoins plus simple : on choisit arbritrai-
rement un coˆte´ de l’hyper-rectangle courant que l’on se´pare en deux parties de meˆme
taille.
Les auteurs ont teste´ le proble`me sur des instances de diﬀe´rentes tailles. La plus
grosse comporte 300 000 sce´narios environ (l’algorithme est peu sensible au nombre
de sce´narios), avec 1000 variables de de´cision primaires, 500 variables de de´cision
secondaires, mais seulement 7 contraintes secondaires (et aucune contrainte primaire).
En utilisant la programmation dynamique pour e´valuer les fonctions valeurs (qui
est plus rapide pour les petits proble`mes, mais les auteurs s’attendent a` ce que la
me´thode de´crite ci-dessus soit plus rapide pour les gros proble`mes) puis un algorithme
de branch and bound et quelques ame´liorations, leur algorithme a re´solu le proble`me
en environ 23 heures. La re´solution de la relaxation continue du proble`me par la
me´thode L-shaped a pris 121 secondes.
Etant tre`s sensible au nombre m2 de contraintes du proble`me secondaire, cette
me´thode semble peu adapte´e a` notre proble`me. Ne´anmoins, les auteurs rapportent
que diverses imple´mentations re´centes laissent a` espe´rer qu’il est possible d’ame´liorer
grandement l’eﬃcacite´ de cet algorithme. Cela reste toujours du domaine de la re-
cherche.
4.4 Utilisation des test-sets
Hemmecke et Schultz (2003) pre´sentent une approche radicalement diﬀe´rente de
celles pre´ce´demment expose´es pour re´soudre les proble`mes stochastiques en nombres
entiers, s’inspirant des algorithmes d’augmentation comme ceux permettant de re´sou-
dre les proble`mes de flot (flot maximal ou flot de couˆt minimal). De manie`re analogue
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aux chemins augmentants, ils utilisent des test-sets de Graver (1975), ensembles de
vecteurs « ame´liorants », afin d’ame´liorer ite´rativement une solution re´alisable jusqu’a`
l’optimalite´.
Les test-sets de Graver sont certes de taille finie, mais tre`s grande. Ne´anmoins,
la grande similarite´ entre les diﬀe´rents sous-proble`mes d’un proble`me stochastique
en nombres entiers permet de les de´composer et ainsi de les ge´ne´rer plus facilement.
Nous n’entrerons pas dans les de´tails de la proce´dure mais en pre´sentons les grandes
lignes.
4.4.1 De´finitions
On conside`re la famille de proble`mes en nombre entiers suivante :
(IP )c,b : min{cT z | Az = b, z ∈ Zn+} (4.44)
On pose alors la de´finition suivante :
De´finition 4.4.1 (Test-set). Un ensemble Tc ⊆ Zn est appele´ test-set pour la famille
de proble`mes (IP )c,b, b variant dans Rm, si et seulement si :
1. ∀t ∈ Tc, cT t > 0 et
2. Pour tout b ∈ Rm et pour toute solution re´alisable non optimale z0 ∈ Zn+ telle
que Az0 = b, il existe un vecteur t ∈ Tc tel que z0 − t est re´alisable. Un tel
vecteur est appele´ un vecteur ou une direction ame´liorant(e).
Un ensemble T est dit test-set universel pour la famille de proble`mes (IP )c,b ou` c
et b varient si pour tout c ∈ Rn il contient un test-set Tc.
4.4.2 Principe et re´sultats
Il existe des tests-sets de cardinalite´ infinie, base´s entre autres sur kerA. En re-
vanche, Graver (1975) a introduit des test-sets de cardinalite´ finie, appele´s de´sormais
test-sets de Graver. Avec un test-set de cardinalite´ finie, on peut utiliser l’algorithme
d’augmentation 3.
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Algorithme 3 Algorithme d’augmentation
Trouver un test-set de cardinalite´ finie Tc pour (IP )c,b.
Trouver une solution re´alisable z0 pour (IP )c,b
while ∃t ∈ Tc t.q. cT t > 0 et z0 − t re´alisable do
s0 ← z0 − t
end while
RETURN z0
Afin de trouver rapidement une solution re´alisable, les auteurs montrent que l’on
peut utiliser le test-set de´ja` construit. Le calcul du test-set est e´galement acce´le´re´ en
supposant que les matrices T etW de la contrainte secondaireW (ω)y = h(ω)−T (ω)x
sont de´terministes (et donc identiques quel que soit le sce´nario). En remarquant qu’un
e´le´ment de kerA dont on a permute´ certains « blocs » (voir e´quation 3.28) reste dans
kerA, ils en de´duisent une manie`re de ge´ne´rer un test set H∞, s’inspirant du test-set
de Graver tout en e´tant bien plus rapide a` e´valuer. Ils prouvent en outre que leur
test-set H∞ est de cardinalite´ finie.
L’instance sur laquelle a e´te´ teste´ la me´thode est petite (deux variables primaires,
4 variables secondaires). Elle comporte en revanche un grand nombre de sce´narios
(jusqu’a` 35 721), les auteurs ayant remarque´ que leur approche e´tait peu sensible
au nombre de sce´narios. Sur cette instance, il faut 3.3 secondes pour calculer H∞,
et jusqu’a` 180 secondes (cas ou` le nombre de sce´narios est maximal) pour eﬀectuer
l’algorithme d’augmentation. CPLEX, quant a` lui, ne parvient pas a` re´soudre en moins
de 24 heures ce dernier proble`me.
Cette me´thode, pourtant e´le´gante, ne semble pas adapte´e a` notre cas. En eﬀet,
meˆme si la possibilite´ d’inclure beaucoup de sce´narios dans notre re´solution est
inte´ressante, le nombre de variables de de´cision est bien trop grand pour calculer
entie`rement H∞.
Conclusion du chapitre : Apre`s avoir pre´sente´ les diﬀe´rentes approches existant
a` l’heure actuelle permettant la re´solution exacte de PSNE et en ayant e´tudie´ les
re´sultats nume´riques de ces dernie`res, nous constatons qu’aucune ne semble adapte´e
a` notre proble`me. A de´faut d’inventer une nouvelle me´thode de re´solution des PSNE,
40
nous devrons nous contenter de de´velopper, dans la partie suivante, une heuristique





5.1.1 Formulation et description des instances
Nous abordons maintenant la re´solution du proble`me d’aﬀectation de personnel
pre´sente´ dans la premie`re partie. Nous ajoutons en outre la possibilite´ d’avoir une
sous-couverture SCωp (pe´nalise´e par un couˆt csc). Le proble`me se formule ainsi (les







































































jh ∈ Z+, (5.7)
SCωp ∈ R+, ∀(j,ω, h, k) ∈ (J,Ω, H,K)
Les instances du proble`me e´tudie´es sont de´crites ci-dessous. Les chiﬀres utilise´s ont
e´te´ choisis arbitrairement.
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Pe´riodes : On e´tudie une journe´e de 24 heures compose´e de 96 pe´riodes discre`tes
de 15 minutes.
Sce´narios : Leur nombre varie suivant les instances. Ils sont conside´re´s comme
e´quiprobables. Ils sont issus du travail de Legrain (2011), dont le sujet de
maˆıtrise consistait a` trouver des moyens d’e´valuer eﬃcacement la demande en
employe´s. Le point de de´part est une demande pre´visionnelle fixe´e, a` laquelle
on applique des perturbations de manie`re ale´atoire afin de ge´ne´rer autant de
sce´narios que l’on veut. Pour chaque demande pre´visionnelle e´tudie´e, on dispose
ainsi de 10 000 sce´narios que l’on conside`rera comme de´crivant l’ensemble des
e´ve`nements re´alisables.
Quarts : Chaque quart a une dure´e fixe de 8 heures. Il comporte une feneˆtre de
pause d’une heure et demie en son milieu. Tous les quarts possibles sont envi-
sage´s. Il y en a 65. Couˆt horaire : 1 (la demi-heure de pause n’est pas paye´e).
Pauses : Chaque pause dure une demi-heure. Chaque quart re´gulier doit inclure
exactement une pause dans sa feneˆtre de pause, et ze´ro ailleurs. Il y en a 94.
Temps partiels : Chaque quart a` temps partiel dure 3 ou 4 heures. Tous les quarts
a` temps partiel possibles sont envisage´s. Il y en a 166. Couˆt horaire : 1.25.
Heures supple´mentaires : Il est possible d’ajouter une ou deux heures supple´men-
taires apre`s un quart re´gulier. Couˆt horaire : 1.5.
Sous-couverture : Elle est autorise´e. Couˆt horaire : 2.
Le tableau 5.1 indique la taille du proble`me en fonction du nombre de sce´narios.
Le solveur MIP CPLEX 12 peinant a` re´soudre des proble`mes en nombres entiers com-
portant plus de quelques centaines de milliers de variables, on peut s’attendre a` ce
qu’il soit diﬃcile de re´soudre notre proble`me uniquement avec ce dernier de`s lors que
l’on de´passe les 25 sce´narios.
Durant toute l’e´tude, nous avons utilise´ le solveur CPLEX 12 d’IBM appele´ depuis
Java. Le langage C++ n’a pas e´te´ utilise´ pour des raisons de compatibilite´ avec d’autres
outils existants au GERAD. De plus, les e´tapes les plus longues des algorithmes e´tant
les re´solutions de proble`mes MIP par CPLEX, le gain de rapidite´ apporte´ par C++ -
re´sidant principalement dans la rapidite´ de mode´lisation - est assez faible.
43
# Sce´narios # Variables # Contraintes
25 462 012 12 800
100 1 847 865 51 200
200 3 695 665 102 400
500 9 239 065 256 000
1000 18 478 065 512 000
Tableau 5.1 Taille du proble`me
Tous les calculs sont eﬀectue´s sur un cluster Sungrid de PC sous Linux tous e´quipe´s
de 1 ou 2 processeurs dual-core AMD Opteron 275 a` 2.2 GHz et e´quipe´s de 8 Go de
RAM. Pour que tous les re´sultats soient tous comparables, nous avons interdit a`
CPLEX d’utiliser le multithreading.
Enfin, le logiciel MATLAB est utilise´ pour exploiter les re´sultats.
5.1.2 Re´solution LP
En premier lieu, et afin d’obtenir de premie`res informations sur le proble`me, nous
avons e´tudie´ la re´solution de sa relaxation continue. Dans toute cette partie, on a
utilise´ la meˆme demande pre´visionnelle, visualisable a` la figure figure 5.1, accom-
pagne´e de son jeu de 10 000 sce´narios. Lorsque rien d’autre n’est pre´cise´, les sce´narios
se´lectionne´s pour la re´solution sont les premiers de notre jeu. Ce dernier e´tant ge´ne´re´
de manie`re ale´atoire, choisir syste´matiquement les premiers sce´narios n’introduit pas
de biais.
Re´solution par CPLEX
La premie`re e´tape que nous avons eﬀectue´e est de re´soudre la relaxation continue
duproble`me avec CPLEX, en utilisant directement la formulation (5.1)-(5.8). L’inte´reˆt
est de se faire une ide´e du temps ne´cessaire a` la re´solution du proble`me, et surtout
d’obtenir de manie`re certaine la solution optimale de notre instance, pour ensuite
ve´rifier que les solutions obtenues par d’autres me´thodes sont bien correctes.
Le tableau 5.2 pre´sente les re´sultats du calcul. La figure 5.1 pre´sente la solution
obtenue, repre´sente´e par l’e´volution, en fonction du temps, du nombre d’employe´s
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# Sce´narios 25 100 200 500 1000
Valeur 447.823 448.838 448.466 450.460 451.009
Temps (sec) 14 375 1 415 17 085 (4h45) 28.5 h
Tableau 5.2 Re´solution LP par CPLEX
demande´s et de la couverture assure´e par les diﬀe´rentes de´cisions possibles. Il s’agit
d’une solution cumulative et moyenne´e. A l’exception de la courbe verte, repre´sentant
les quarts re´guliers et ne variant pas en fonction du sce´nario, toutes les autres courbes
sont moyenne´es sur la totalite´ des sce´narios.
Figure 5.1 Solution LP pour 500 sce´narios (moyenne)
On constate que si CPLEX est eﬃcace, comme pre´vu, lorsqu’il y a peu de sce´narios,
il devient rapidement tre`s lent. Rappelons en outre que nous ne calculons ici que la
solution LP, et qu’il faudra ensuite pre´voir un processus de branchement. Des temps
de´passant les 1 000 secondes pour une seule re´solution LP me`neront a` des processus
de branchement bien trop longs (meˆme s’il est vrai que CPLEX, lors de son processus
de branch and bound, garde en me´moire les bases du simplexe de´ja` utilise´es, ce qui
en acce´le`re la re´solution).
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Re´solution par la me´thode L-shaped
Premie`re formulation : La me´thode L-shaped (voir algorithme 1, page 16) est,
rappelons-le, une adaptation de la de´composition de Benders aux proble`mes sto-
chastiques avec recours. Notons e´galement que, graˆce a` l’introduction de la sous-
couverture, le proble`me secondaire est syste´matiquement re´alisable. Il n’y a donc que
des coupes d’optimalite´ a` rajouter.









∀j ∈ J, Sj ≥ 0,∀ω ∈ Ω, θω ∈ R (5.9)
Les sous-proble`mes s’e´crivent (ou` l’on a indique´ pour chaque contrainte couplante






















































jh − SHωh = 0, ∀h ∈ H (5.15)








jh ∈ R+, ∀(j, h, k) ∈ (J,H,K) (5.16)
Remarque 5.1.1. Nous utilisons la meˆme convention duale que CPLEX : toutes les
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variables associe´es a` des contraintes d’ine´galite´ sont choisies ne´gatives.
Pour chaque sous-proble`me (SP )νω dont les solutions duales optimales sont (α
∗, β∗, γ∗),




















A chaque ite´ration de la me´thode L-shaped, on ajoute une coupe d’optimalite´ par
sce´nario. L’algorithme est programme´ en Java et CPLEX 12 est utilise´ pour re´soudre
les diﬀe´rents proble`mes line´aires rencontre´s lors de son exe´cution.
Remarque 5.1.2. Pour obtenir les variables duales qui nous inte´ressent, on force
CPLEX a` re´soudre le proble`me secondaire en utilisant la me´thode du simplexe dual.
On peut alors, a` la fin de la re´solution, obtenir les variables duales de´sire´es.
Dans cette formulation simple, on constate que les variables du proble`me maˆıtre
sont comple`tement libres : ce sont en fait les proble`mes secondaires qui « font » tout
le travail. En particulier, lors des premie`res ite´rations de la me´thode L-shaped, la
solution maˆıtre risque d’aller dans n’importe quelle direction, car trop libre.
Nous avons donc e´tudie´ une seconde formulation du proble`me qui, au prix d’une
augmentation de la complexite´ du proble`me esclave, va mieux cadrer le proble`me
maˆıtre. L’espoir est ainsi de diminuer le nombre d’ite´rations ne´cessaires a` la re´solution
du proble`me.
Seconde formulation : L’ide´e de cette formulation est de ramener la contrainte de
couverture dans le proble`me maˆıtre. Pour cela, on rame`ne l’achat de sous-couverture
dans ce dernier. Cette sous-couverture est la « pire » possible : on conside`re dans un
premier temps que les quarts re´guliers sont en pause pendant toute leur feneˆtre de
pause, et on demande a` ce que la somme des personnes travaillant sur des quarts
re´guliers et de la sous-couverture achete´e soit supe´rieure a` la demande.
Le proble`me secondaire va alors « racheter » toute la sous-couverture achete´e pour
rien, c’est-a`-dire celle compense´e par :
– Les quarts re´guliers qui ne sont pas en pause, alors qu’ils pourraient.
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– Les quarts partiels achete´s.
– Les heures supple´mentaires achete´es.
On introduit les parame`tres fjp de´finis par :
∀j ∈ J, p ∈ P, fjp =
1 si la feneˆtre de pause du quart j recouvre p0 sinon (5.18)

















(Ajp − fjp)Sj + SCωp ≥ Dωp , ∀(ω, p) ∈ (Ω, P ) (5.20)
Coupes d’optimalite´ (5.21)
∀j ∈ J, Sj ≥ 0,∀ω ∈ Ω, θω ∈ R (5.22)
Notons RSCωp les variables secondaires de remboursement. Les proble`mes secon-
daires s’e´crivent de la manie`re suivante (comme pre´ce´demment, on indique les va-
riables duales associe´es aux contraintes couplantes) :



































h , ∀p ∈ P → δp


















jh − SHωh = 0, ∀h ∈ H (5.29)








jh ∈ R+, ∀(j, h, k) ∈ (J,H,K) (5.30)
La premie`re contrainte impose que l’on ne rembourse pas plus de sous-couverture
que l’on en a « rachete´ » dans le proble`me secondaire (heures supple´mentaires, temps
partiels, pauses non eﬀectue´es). La contrainte (5.25) impose que l’on ne rembourse
jamais plus de sous-couverture qu’on en a achete´ dans le proble`me maˆıtre, comme
cela pourrait se produire en cas de sur-couverture.
















Sj ≥ 0 (5.31)
Re´sultats : Les tableaux 5.3-5.4 pre´sentent les re´sultats des calculs pour la premie`re
et seconde formulation respectivement.
# Sce´narios 25 100 200 500 1 000
# Ite´rations 189 102 93 87 82
Valeur 447.823 448.838 448.466 450.460 451.009
Temps (sec.) 100 387 867 2 667 9 453 (2h40)
Tableau 5.3 Re´sultats pour la premie`re formulation
# Sce´narios 25 100 200 500 1 000
# Ite´rations 108 67 64 57 61
Valeur 447.823 448.838 448.466 450.460 451.009
Temps (sec.) 130 633 1 743 9 595 53 600 (15h)
Tableau 5.4 Re´sultats pour la seconde formulation
Remarque 5.1.3. Meˆme si les re´sultats sont pre´sente´s avec une pre´cision de 10−3,
les re´sultats fournis par la re´solution LP par CPLEX et par la me´thode L-shaped sont
e´gaux a` 10−11 pre`s.
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On constate que meˆme si la seconde formulation a pour eﬀet de diminuer le nombre
d’ite´rations L-shaped ne´cessaires a` la re´solution du proble`me, l’augmentation de
la complexite´ des deux proble`mes l’emporte, en terme de vitesse, sur les quelques
ite´rations gagne´es quel que soit le nombre de sce´narios. La premie`re formulation est
donc dans tous les cas plus inte´ressante que la seconde.
Comparaison
La figure 5.2 indique, sur une e´chelle logarithmique, les diﬀe´rents temps de re´solution
pour chaque me´thode en fonction du nombre de sce´narios. Pour un faible nombre de
sce´narios (25), CPLEX est nettement plus rapide que la me´thode L-shaped, et il y a
donc peu d’espoir de trouver un algorithme encore plus rapide. En revanche, de`s que
l’on de´passe les 100 sce´narios, la me´thode L-shaped est plus rapide. L’e´cart va en
s’amplifiant au fur et a` mesure que l’on augmente le nombre de sce´narios.
Figure 5.2 Temps de re´solution LP, e´chelle logarithmique
Le bilan de cette e´tude pre´liminaire est globalement bon. La me´thode L-shaped
est nettement plus rapide que CPLEX lorsqu’il y a un grand nombre de sce´narios, elle
est en revanche beaucoup plus lente que lui lorsqu’il y en a peu. En outre, meˆme
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si il faut 10 fois moins de temps a` la me´thode L-shaped pour re´soudre l’instance a`
1000 sce´narios (20 millions de variables), le temps ne´cessaire a` cette re´solution reste
a priori trop e´leve´ pour envisager un algorithme de branch and bound exact.
Notre proble`me e´tant un proble`me industriel, il faut de`s lors faire preuve de prag-
matisme. Il ne sera a priori pas possible, le temps de cette maˆıtrise, de trouver un
algorithme miracle re´solvant syste´matiquement le proble`me de manie`re exacte. Il nous
faut donc se´lectionner la diﬃculte´ sur laquelle nous allons porter nos eﬀorts :
1. Trouver une solution exacte, au de´triment du nombre de sce´narios.
2. Augmenter le nombre de sce´narios, quitte a` utiliser une heuristique pour la
re´solution.
Pour e´tablir un crite`re de se´lection, rappelons-nous que le but du proble`me avec
recours est de trouver une meilleure solution que la solution dite moyenne, qui ne
prend la de´cision primaire qu’en fonction de l’espe´rance de la demande, et qui adapte
par la suite son recours. Le gain1 est appele´ la valeur de la solution stochastique.
Intuitivement, plus le nombre de sce´narios est e´leve´, plus ce gain est grand. En re-
vanche, l’utilisation d’une heuristique pour la re´solution du proble`me IP fait perdre
une partie de ce gain. La me´thode retenue sera donc celle qui permet de « capturer »,
en moyenne, la plus grosse partie de ce gain.
5.1.3 Comparaison : approches de´terministe et « wait and
see »
Afin de choisir l’une ou l’autre des pistes d’ame´lioration, il nous faut pouvoir com-
parer la qualite´ des solutions obtenues. Pour cela, nous nous baserons sur « l’ame´liora-
tion » qu’apportera chaque me´thode par rapport a` la solution moyenne. Nous allons
pre´ciser ce dont il s’agit et comment nous la calculons.
Valeur des solutions moyennes et « wait and see »
En toute ge´ne´ralite´, et en notant x la variable de de´cision primaire, notre proble`me
stochastique s’e´crit sous la forme suivante :
1Il reste a` le de´finir pre´cise´ment, entre autres faire la diﬀe´rence entre la valeur du proble`me re´solu




Eξ (z(x, ξ)) (5.32)
En notant ξ¯ = E(ξ), le proble`me moyen est le suivant :
(EV ) x¯(ξ¯) = min
x
z(x, ξ¯) (5.33)






La quantite´ EEV est rapide a` calculer, mais elle n’est pas optimale. Comme e´crit
dans la premie`re partie, calculer la solution moyenne (dite e´galement de´terministe)
revient a` ignorer l’information sur la distribution de la variable ale´atoire pour n’en
garder que la moyenne : c’est une perte d’information.
Afin de calculer EEV pour le premier jeu de donne´es, nous proce´dons de la
manie`re suivante. Nous re´solvons d’abord le proble`me en utilisant l’estimation qui
a servi a` construire les sce´narios : nous re´solvons en pratique le meˆme proble`me
que pre´ce´demment, en utilisant comme unique sce´nario cette demande pre´visionnelle.
Nous conservons uniquement la solution du proble`me « maˆıtre », note´e S¯.
Ensuite, nous re´solvons2, pour les 10 000 sce´narios qui constituent notre jeu de
donne´es, le proble`me secondaire, en utilisant comme solution primaire S¯. En sup-
posant que les 10 000 sce´narios repre´sentent de manie`re correcte l’inte´gralite´ des
e´ve`nements ale´atoires possibles, nous obtenons une estimation de EEV en prenant
l’espe´rance du couˆt de ces 10 000 proble`mes. Concre`tement, notre me´thode correspond
a` utiliser la demande pre´visionnelle afin de de´terminer les quarts re´guliers, puis a` ef-
fectuer au jour le jour des ajustements graˆce aux pauses, aux heures supple´mentaires
et aux temps partiels.
2En LP pour l’instant
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Nous avons en outre calcule´ la valeur de la solution wait and see (note´e WS). Elle
consiste a` n’attribuer les quarts re´guliers qu’une fois que l’on connaˆıt la demande,
ce qui revient a` eﬀectuer une attribution de quarts re´guliers par sce´nario (soit a`
de´couper notre proble`me en |Ω| proble`mes inde´pendants). On peut de´montrer que,
pour un nombre de sce´narios fixe´, on a l’ine´galite´ suivante :
WS ≤ RP ≤ EEV (5.35)
ou` RP de´signe le couˆt de la solution du proble`me avec recours (soit celui que l’on




Tableau 5.5 Valeur EEV et WS, 10 000 sce´narios, demande « standard »
Valeur des solutions stochastiques
Afin de comparer nos diﬀe´rentes me´thodes de re´solution nous calculons, pour
chaque solution maˆıtre, son couˆt re´el. En eﬀet, le couˆt seul d’une solution stochastique,
avec un nombre de sce´narios de´termine´s, est peu significatif pour nous. Par exemple,
si l’on ne se´lectionne que 2 ou 3 sce´narios de notre se´rie de 10 000 (la se´rie e´tant
suppose´e de´crire tous les sce´narios possibles), il est probable que l’on obtienne une
solution moins couˆteuse a priori que si l’on en se´lectionne 500. Pourtant, lorsque teste´e
dans la « vraie vie », i.e. sur 10 000 sce´narios, il est e´galement fort probable que la
solution maˆıtre a` 500 sce´narios soit meilleure que celle a` 2 ou 3 sce´narios.
Afin d’e´valuer le couˆt re´el d’une solution stochastique, on proce`de de la fac¸on
suivante :
1. Re´solution du proble`me stochastique avec un nombre de sce´narios fixe´ et faible
devant 10 000.
2. Calcul pour chacun des 10 000 sce´narios envisageables du recours associe´ a` la
solution maˆıtre trouve´e.
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3. Calcul du couˆt moyen de la solution sur les 10 000 sce´narios.
Pour commencer, nous avons calcule´ la valeur re´elle de diﬀe´rentes instances, cha-
cune constitue´e des N premiers sce´narios de notre jeu, lorsque N varie. La comparai-
son entre les couˆts des solutions WS, RP et EEV est pre´sente´e figure 5.3.
Figure 5.3 Valeurs re´elles de solutions stochastiques
Au dela` de 50 sce´narios, les valeurs re´elles des solutions semblent eˆtre a` peu pre`s
constantes. Ne´anmoins, nous n’avons eﬀectue´ ici qu’une seule e´valuation par nombre
de sce´narios, et il se peut que les sce´narios se´lectionne´s ne soient pas repre´sentatifs.
Nous avons donc relance´ ces calculs en re´solvant syste´matiquement 50 instances
a` nombre de sce´narios fixe´ N , et en tirant pour chaque instance les N sce´narios
de manie`re ale´atoire dans notre banque de 10 000 sce´narios. Par exemple, pour 20
sce´narios, on se´lectionne ale´atoirement 50 ensembles de 20 sce´narios, et l’on calcule




(b) Ecart-type (e´chelle logarithmique)
# Sce´narios 3 10 15 20
Valeur re´elle 454.423 452.852 452.705 452.611
Ecart-type (%) 0.968 0.264 0.258 0.190
∆ sol. pre´c. / 1.571 0.147 0.093
(c) Valeurs nume´riques (1)
# Sce´narios 25 50 100 200
Valeur re´elle 452.468 452.371 452.317 452.300
Ecart-type (%) 0.075 0.043 0.016 0.013
∆ sol. pre´c. 0.144 0.097 0.053 0.018
(d) Valeurs nume´riques (2)
Figure 5.4 Valeur re´elle des solutions stochastiques - 50 tirages
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La figure 5.4 pre´sente les re´sultats. L’e´cart-type est presque aussi important que la
moyenne. Gardons en eﬀet a` l’esprit que l’on ne souhaite re´soudre qu’une seule fois
le proble`me stochastique. Un e´cart-type trop e´leve´ indiquerait que l’on obtiendrait
des re´sultats tre`s diﬀe´rents suivant les sce´narios sur lesquels ont choisit d’optimiser,
ce qui n’est pas du tout souhaitable.
Autres jeux de donne´es
Afin de ne pas restreindre notre e´tude a` un cas particulier, nous avons teste´ nos
me´thodes de re´solution sur deux autres instances. La premie`re, nomme´e « double pic »
comporte 10 000 sce´narios ge´ne´re´s a` partir d’une demande pre´visionnelle pre´sentant
deux pics de demande. Les re´sultats sont pre´sente´s figure 5.5.
On constate sur la figure 5.5 que la variante « double pic » pre´sente le meˆme compor-
tement que notre instance initiale. La valeur « re´elle » des proble`mes stochastiques
diminue en moyenne lorsque le nombre de sce´narios augmente. L’e´cart-type de la
valeur de chaque tirage diminue e´galement. Tout indique que notre me´thode est ap-
proprie´e ici, car elle fournit de bien meilleures solutions que la solution moyenne, et
un e´cart-type faible entre les diﬀe´rents tirages assure une bonne stabilite´.
La seconde instance e´tudie´e, nomme´e « dents de scie » utilise une demande pre´vision-
nelle beaucoup plus irre´gulie`re que les deux autres jeux. La figure 5.6 pre´sente les
re´sultats du calcul.
On ne constate pas de baisse re´gulie`re de la valeur moyenne de la solution stochas-
tique, que ce soit avec 50 ou 200 tirages. Cela est duˆ a` un e´cart-type trop important.
Ainsi, les 2.14 % d’e´cart-type relatif pour les 200 sce´narios a` 50 tirages correspondent
a` un e´cart-type absolu de 12.29 : bien supe´rieur aux variations observe´es lorsque l’on
augmente le nombre de sce´narios.
En revanche, l’intervalle de confiance a` 95% de la valeur re´elle moyenne pour ces
200 sce´narios et 50 tirages est [572.06, 578.88]. Le gainmoyen par rapport a` la solution
moyenne est donc certain.
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(a) Valeur re´elle
(b) Solution stochastique (moyenne)
# Sce´narios 5 10 20 50 100 200
Valeur re´elle 575.584 572.820 570.934 569.890 569.588 569.400
Ecart-type (%) 0.71 0.35 0.15 0.05 0.03 0.02
(c) Valeurs nume´riques
Figure 5.5 Valeur re´elle des solutions stochastiques - Double pic
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(a) Valeur re´elle
(b) Solution stochastique (moyenne)
# Sce´narios 5 10 15 20
Valeur 50 tirages 570.670 568.593 568.315 580.843
Ecart-type 50 (%) 11.56 8.97 6.74 7.69
Valeur 200 tirages 566.876 577.023 576.006 572.832
Ecart-type 200 (%) 14.34 10.51 8.00 6.51
(c) Valeurs nume´riques (1)
# Sce´narios 25 50 100 200
Valeur 50 tirages 579.868 576.788 580.788 575.468
Ecart-type 50 (%) 5.92 3.63 3.29 2.14
Valeur 200 tirages 578.926 575.813 578.207 576.933
Ecart-type 200 (%) 6.37 4.11 2.92 1.96
(d) Valeurs nume´riques (2)
Figure 5.6 Valeur re´elle des solutions stochastiques - Dents de scie
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On remarque en outre que le niveau d’emploi des quarts re´guliers est plus faible
pour ces deux jeux que pour le jeu standard.
De´finition 5.1.1. Nous appelons e´cart-type relatif moyen ou encore coeﬃcient de














Il s’agit de la moyenne, sur chaque pe´riode p, du coeﬃcient de variation (e´cart-type /
moyenne) de la demande a` la pe´riode p. Si pour une pe´riode p la demande moyenne
est nulle, on conside`re que le terme associe´ a` p dans la premie`re somme est nul.
Pour les 10 000 sce´narios de chaque jeu de donne´es, nous avons calcule´ l’e´cart-type
moyen par pe´riode. Les re´sultats du calcul sont pre´sente´s sur le tableau 5.6.
Jeu de donne´es Standard Double pic Dents de scie
Ecart-type 1.1312 12.8981 13.0017
Tableau 5.6 E´carts-type moyen des jeux de donne´es
Conclusions, premiers re´sultats IP
Pour notre jeu de donne´es de de´part (figure 5.4), on remarque que 25 sce´narios
semblent eˆtre un bon compris pour obtenir une bonne solution stochastique entie`re
avec CPLEX tout en gardant un temps de calcul raisonnable. En eﬀet, l’e´cart-type
trouve´ pour nos 50 tirages a` 25 sce´narios est tre`s faible (0.08 %) et la valeur moyenne
des solutions semble eˆtre proche de l’asymptote apparaissant a` la figure (5.3), a` en-
viron 452.3.
Nous avons donc re´solu notre proble`me initial sur 25 sce´narios en imposant l’inte´grite´
des variables de quarts re´guliers seulement (ces dernie`res ayant beaucoup plus de
« poids » que les variables secondaires). Le calcul est eﬀectue´ avec CPLEX seul (al-
gorithme du simplexe et e´ventuellement de branch and bound), les re´sultats sont
pre´sente´s dans le tableau 5.7.
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LP MIP exact MIP, tole´rance 0.2%
Valeur sur 25 sce´narios 447.823 448.200 448.385
Valeur re´elle 452.300 452.635 452.759
Temps (sec) 14 21 689 27
Tableau 5.7 Re´solutions par CPLEX, 25 sce´narios
L’ajout d’une tole´rance a` 0.2% (tre`s souvent eﬀectue´e en pratique), diminue tre`s
fortement le temps de re´solution IP, signe que le proble`me comporte des syme´tries
qu’il pourra eˆtre inte´ressant de briser ulte´rieurement.
Pour les autres jeux de donne´es, les re´sultats sont plus mitige´s. Dans tous les cas,
la solution stochastique s’ave`re eˆtre bien meilleure que la solution moyenne : gain de
l’ordre de 5 a` 10%, a` comparer au 1% de gain sur notre jeu initial. En revanche, si
les sce´narios pre´sentent un trop grand e´cart-type relatif moyen, notre me´thode perd
grandement en stabilite´.
En conclusion, nous retenons de cette premie`re e´tude qu’il y a bel et bien a` inte´reˆt a`
chercher une solution stochastique plutoˆt qu’une solution moyenne. Dans tous les cas,
le re´sultat semble meilleur. Une demande trop irre´gulie`re aura en revanche tendance
a` rendre la me´thode moins stable.
Afin d’ame´liorer la pre´cision de notre me´thode, nous choisirons d’augmenter le
nombre de sce´narios plutoˆt que de chercher a` tout prix une solution exacte. En eﬀet,
il nous semble pre´fe´rable de perdre un peu d’optimalite´ mais de gagner en stabilite´.
Nous augmenterons le nombre de sce´narios jusqu’a` 500.
5.2 Re´solution IP
En premier lieu, nous avons re´solu le proble`me avec CPLEX avec toutes les variables
entie`res (sauf SC), pour 25 sce´narios, avec une tole´rance MIP de 0.2 %. La valeur
de la solution e´tait 452.213, a` comparer a` 448.385 obtenu lorsque seul le proble`me
maˆıtre est entier. Il a fallu a` CPLEX pour re´soudre cela 7 000 secondes. Cela semble
relativement long, d’autant plus que seulement 25 sce´narios e´taient envisage´s.
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Une ame´lioration rapide de la pre´cision de cette re´solution semblant eˆtre diﬃcile
a` obtenir, nous sommes conforte´s dans notre ide´e, de´veloppe´e a` la section 5.1.3, de
porter nos eﬀorts sur une augmentation jusqu’a` 500 du nombre de sce´narios plutoˆt
que sur une re´solution plus pre´cise.
Pour s’en convaincre, on peut consulter la figure 5.7. Elle repre´sente la part du couˆt
du recours dans le couˆt total. Le calcul est eﬀectue´ sur diﬀe´rentes instances (LP) a`
500 sce´narios via la me´thode L-shaped utilise´e pre´ce´demment.
Figure 5.7 Importance du couˆt du recours dans le couˆt total
Dans la majorite´ des cas, cette part est infe´rieure a` 20%. En outre, il ne faut pas
oublier que le couˆt du recours est une moyenne. Ainsi, si l’on conside`re un mode`le a`
500 sce´narios, chaque recours spe´cifique a` un sce´nario ne repre´sente que 1500 -ie`me du
couˆt du recours total. Un branchement sur une telle variable de de´cision n’aura donc





Nous avons utilise´ comme base la me´thode L-shaped de´crite auparavant. A 500
sce´narios, cette dernie`re est en eﬀet nettement plus rapide que CPLEX (voir figure
5.2). Nous la combinons avec une heuristique classique de branchement, de´crite ci-
apre`s et sche´matise´e sur la figure 5.8.
Figure 5.8 Description de l’heuristique
Le proble`me a` 500 sce´narios est d’abord re´solu en LP par la me´thode L-shaped.
Ensuite, on fixe a` la valeur entie`re supe´rieure toutes les variables dont la partie frac-
tionnaire est supe´rieure a` un seuil de´termine´ (typiquement : 0.8, valeur nous ayant
permis d’obtenir les meilleurs re´sultats). On re´sout a` nouveau le proble`me LP. On
prend alors soin de conserver les coupes de Benders de´ja` calcule´es : elles sont toujours
valides et permettent d’acce´le´rer grandement la re´solution du proble`me (facteur 10 et
plus). S’il existe des variables non encore fixe´es dont la partie fractionnaire de´passe
le seuil, on les fixe et on re´sout a` nouveau le proble`me. On ite`re ainsi jusqu’a` ce qu’il
n’y ait plus aucune variable a` fixer.




cjSj + θ (5.36)
variables fixe´es (5.37)
coupes de Benders (5.38)
Comme dit pre´ce´demment, la me´thode L-shaped revient a` minorer la fonction re-
cours (repre´sente´e par θ) par des hyperplans. Elle s’arreˆte lorsque cette minoration
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est une e´galite´ pour la solution maˆıtre envisage´e.
L’approximation que l’on fait ici va eˆtre d’utiliser la minoration trouve´e par la
me´thode de Benders comme « vraie » valeur de θ. Pour cela, on re´soud directement
(PM) pour obtenir les quarts re´guliers Sj, en conservant les coupes de Benders de´ja`
accumule´es.
Ce proble`me est tout a` fait re´soluble en IP par CPLEX. Il ne comporte en eﬀet que
peu de variables : seulement une par quart et une par sce´nario (soit 565 dans notre
cas), a` comparer avec la dizaine de millions du proble`me d’origine. Il faudra garder
a` l’esprit que la solution trouve´e pourra avoir une valeur infe´rieure a` l’optimum re´el,
car θ est une sous-estimation des couˆts du recours.
Discussion et re´sultats attendus
Cette me´thode ne calcule pas directement les solutions des proble`mes secondaires,
mais celles-ci ne sont pas importantes, si ce n’est pour l’e´valuation du couˆt re´el de la
solution. En eﬀet, les de´cisions importantes sont les de´cision primaires. Les de´cisions
secondaires ne sont prises qu’au jour le jour, et sont individuellement tre`s rapides a`
calculer de`s que l’on a connaissance de la solution maˆıtre.
On peut e´galement avancer que l’on perd en optimalite´ en re´solvant les proble`mes
secondaires en LP dans notre me´thode, alors qu’ils sont normalement en IP. Nous
voyons deux arguments permettant de pre´dire que cela ne sera pas trop de´rangeant :
– Le couˆt du proble`me secondaire est de l’ordre de 10% du couˆt total. On a vu
pre´ce´demment que le gap d’inte´grite´ e´tait a` priori faible. Meˆme si ce dernier est
de 1%, cela repre´sente 0.1% environ du couˆt total : son importance est toute
relative.
– Les 500 sce´narios ont un eﬀet « moyennant » qui diminue l’influence du gap
d’inte´grite´.
En pratique, une telle heuristique de re´solution sera inte´ressante si elle permet de
re´cupe´rer au minimum 50% du gain qu’il existe entre solution moyenne et solution
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stochastique. Elle sera re´ellement exploitable si elle permet d’en re´cupe´rer au mini-
mum 75 %. Il reste ne´anmoins a` savoir comment calculer ce gain : calculer la solution
stochastique exacte en IP n’est e´videmment pas envisageable.
5.2.2 E´tude d’un mode`le « jouet »
Afin d’e´valuer la performance de notre me´thode face a` une re´solution exacte, nous
avons tout d’abord utilise´ un mode`le « jouet », comportant moins de variables que le
proble`me de de´part (de 100 000 a` 800 000 environ). Nous avons re´solu le proble`me
stochastique en nombre entiers de manie`re exacte graˆce a` CPLEX, puis nous l’avons
re´solu avec notre heuristique. Nous analysons ensuite le couˆt re´el des deux solutions
obtenues afin de les comparer. De´crivons tout d’abord les instances utilise´es :
Demande pre´visionnelle : double pic
Quarts : dure´e de 8 heures, feneˆtre de pause de 1 heure. Un quart toutes les heures
(17 quarts au total)
Temps partiels : dure´e 3 heures. Un toutes les demi-heures (43 au total).
Heures supple´mentaires : dure´e 1 heure. Une toutes les heures (16 au total).
Pauses : dure´e 30 minutes.
Le tableau 5.2.2 pre´sente les re´sultats de nos calculs. La re´solution exacte du
proble`me est eﬀectue´e sans tole´rance pour la me´thode de branch and bound. L’e´valuation
du couˆt re´el sur 10 000 sce´narios est eﬀectue´e avec une tole´rance de 0.5% par sce´nario.
Sachant que le couˆt du recours est de l’ordre de 10% du couˆt total, cela correspond a`
une erreur de l’ordre de 0.05% du couˆt total.
On de´finit la distance entre les quarts re´guliers S0 d’une solution exacte et S1 une
solution heuristique par :
# Sce´narios Valeur sol. exacte Valeur heur. E´cart (%) Distance
100 581.986 581.986 0 0
200 581.686 581.680 -0.001 2
500 581.679 581.725 0.01 1




|S1j − S0j | (5.39)
Deux solutions sont identiques si et seulement si leur distance est nulle.
On constate sur le tableau 5.2.2 que notre heuristique est bonne (et pre´cise) pour ce
jeu de donne´es. En eﬀet, l’e´cart le plus grand constate´, a` 500 sce´narios, est de 0.01%
entre les deux solutions. Cet e´cart est ne´gligeable. Il est en eﬀet du meˆme ordre que
la tole´rance utilise´e lors de l’e´valuation du couˆt re´el IP. Il est e´galement un ordre de
grandeur plus faible que le flou introduit par la multiplicite´ des solutions moyennes
(cf. section 5.3.1).
5.2.3 Protocole de test retenu
Valeurs calcule´es
Pour chaque re´solution, nous utilisons les 500 premiers sce´narios du jeu de donne´es
conside´re´. Pour chaque jeu de donne´es et variante de l’heuristique conside´re´es, nous
calculons trois valeurs :
– La valeur « aﬃche´e » de l’heuristique (i.e. celle du proble`me (5.36)-(5.38)
– La valeur de la solution maˆıtre re´-e´value´e sur les 500 premiers sce´narios (en LP)
– La valeur de la solution maˆıtre re´-e´value´e sur tout le jeu de donne´es (en IP),
c’est-a`-dire sur 10 000 sce´narios
La deuxie`me valeur permet de mesurer l’incidence de notre remplacement de la
fonction valeur par sa minoration. Plus l’e´cart entre les premie`re et deuxie`me valeurs
est faible, plus notre heuristique sera pre´cise. Afin de juger de la qualite´ des re´sultats
obtenus, nous calculons d’autres valeurs :
– La valeur de la solution L-shaped continue sur 500 sce´narios
– La valeur de cette dernie`re sur les 10 000 sce´narios du jeu
– La valeur de la solution moyenne en tout LP
– La valeur de la solution moyenne en tout IP (sauf la sous-couverture)
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La valeur de la solution stochastique (ou VSS) LP, c’est-a`-dire le gain entre la
solution moyenne et la solution L-shaped est de´termine´ ainsi de manie`re exacte. Il
nous servira de gain de re´fe´rence. Pour calculer le gain qu’apporte notre solution
heuristique, on compare son couˆt re´el en IP (c’est-a`-dire e´value´ sur 10 000 sce´narios)
avec le couˆt re´el de la solution moyenne en tout IP. En gardant a` l’esprit que le gain
IP n’est pas exact car on utilise une tole´rance pour l’algorithme de branch and bound
lors de l’e´valuation du couˆt re´el, on peut utiliser le gain LP pour juger de la qualite´
du gain IP.
Description des instances
Nous avons utilise´ 10 diﬀe´rentes instances, de´crites ci-dessous :
Standard : L’instance utilise´e en premier lieu.
Double pic : de´ja` de´crite.
Rand 2 : il s’agit de l’instance « grande variance » de´ja` pre´sente´e. La demande
pre´visionnelle est ge´ne´re´e en prenant la demande « standard » et en ajoutant
ale´atoirement +2 ou -2 pour chaque pe´riode.
Rand 3 : Reprend la demande pre´visionnelle standard (figure 5.1), avec un plus
grand e´cart-type pour les sce´narios ge´ne´re´s (cf. tableau 5.9).
Rand 4 : Idem Rand 3, avec un e´cart-type plus grand encore.
Double pic 2 : Reprend la demande pre´visionnelle de l’instance Double pic, avec
une variance plus faible.
M7-M8-M9-M10 : Demande pre´visionnelle standard, de moins en moins de varia-
tions « haute fre´quence ».
Instance STD DPic RAND 2 RAND 3 RAND 4
Ecart-type absolu moyen 1.13 12.90 13.00 6.34 8.31
Ecart-type relatif moyen (%) 6.1 68 68 34 45
Instance DPic 2 M7 M8 M9 M10
Ecart-type absolu moyen 6.16 8.68 10.06 6.15 11.41
Ecart-type relatif moyen (%) 33 42 49 32 57
Tableau 5.9 Ecart-type des diﬀe´rences instances
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Le tableau 5.10 re´sume les diﬀe´rentes tole´rances utilise´es pour les re´solutions suc-
cessives.
Description Valeur
B&B final heuristique 0.1 %
B&B evalution IP 0.5 %
B&B solution moyenne IP 0.2 %
Tableau 5.10 Tole´rances et parame`tres utilise´s
5.3 Re´sultats
5.3.1 Calcul des solutions moyennes
En plus des solutions moyennes en IP et en LP, nous avons calcule´ la valeur re´elle des
solutions L-shaped LP pour 500 sce´narios. Ainsi, nous pouvons calculer la valeur de
la solution stochastique en LP (c’est-a`-dire le gain entre solution moyenne et solution
L-shaped). Les re´sultats sont pre´sente´s dans le tableau 5.11.
Instance STD DPic RAND 2 RAND 3 RAND 4
Valeur sol. moy. LP 453.992 611.440 631.978 472.903 491.551
Valeur sol. moy. IP 457.306 612.048 633.215 473.692 493.107
Gap d’inte´grite´ (%) 0.73 0.10 0.20 0.17 0.32
VSS LP (%) 0.37 6.90 8.68 0.55 0.87
Instance DPic 2 M7 M8 M9 M10
Valeur sol. moy. LP 481.794 477.263 528.427 492.099 609.242
Valeur sol. moy. IP 482.953 478.531 529.361 492.700 609.841
Gap d’inte´grite´ (%) 0.24 0.27 0.18 0.12 0.10
VSS LP (%) 0.46 0.76 3.34 0.59 15.57
Tableau 5.11 Solutions moyennes et valeur de la solution stochastique LP
La dernie`re ligne de ce tableau est la plus importante : elle permet de juger l’inte´reˆt
(en LP) de calculer une solution stochastique plutoˆt que de calculer une solution
moyenne. Pour les instances DPic et RAND 2, l’inte´reˆt est notable, puisque des gains
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de l’ordre de 7 a` 8 % sont constate´s. L’instance M10 me`ne a` un gain encore plus
important : 15%.
En outre, nous avons constate´ qu’en IP comme en LP, les solutions moyennes
e´taient en ge´ne´ral multiples : pour une meˆme demande moyenne, il existe diﬀe´rentes
allocations de quarts optimales. Le proble`me est que ces diﬀe´rentes solutions n’ont
pas le meˆme couˆt sur 10 000 sce´narios (ce que nous avons appele´ le couˆt re´el). Cela
montre justement une des faiblesses de ce genre de solutions.
Afin d’e´valuer l’importance de ce phe´nome`ne, nous avons calcule´, pour chaque ins-
tance, 20 solutions moyennes en introduisant, pour chaque quart j, une perturbation
ale´atoire ￿j ∈ [−10−5, 10−5] de son couˆt, diﬀe´rente pour chaque e´valuation.
Ainsi, les solutions au proble`me moyen ne seront plus multiples. On calcule ensuite
le couˆt sur 10 000 sce´narios de ces solutions. Les re´sultats, en relatif par rapport a` la
valeur re´elle moyenne des solutions moyennes obtenues, sont pre´sente´s sur la figure
5.9. Les segments repre´sentent la dispersion des couˆts re´els obtenus sur diﬀe´rentes
instances (le couˆt moyen e´tant ramene´ a` 100 pour facilier la comparaison). Le carre´
rouge repre´sente le couˆt re´el de la solution calcule´ graˆce a` l’heuristique (cf. paragraphes
suivants).
Figure 5.9 Variabilite´ des solutions moyennes
68
On constate que les variations des solutions moyennes sont largement supe´rieures
a` celles inhe´rentes aux perturbations introduites, qui sont de l’ordre de 10−6%. Cela
confirme bien qu’il existe un phe´nome`ne de solutions multiples. Dore´navant, nous
calculerons un couˆt moyen sur 20 tirages afin de de´terminer la valeur re´elle de « la »
solution moyenne. Il faudra garder a` l’esprit que ce gain n’est qu’un gain moyen.
On remarque e´galement que pour certaines instances ou` le gain moyen est tre`s
faible, il est parfois possible, si l’on a une « bonne » solution de´terministe, de perdre
de l’optimalite´ en utilisant une approche stochastique (i.e. avoir un gain ne´gatif).
5.3.2 Calcul des solutions heuristiques
Nous avons eﬀectue´ 9 se´ries de calculs afin de calculer les valeurs de´crites pre´ce´dem-
ment. La figure 5.10 pre´sente, en premier lieu, le temps ne´cessaire au calcul de la
solution heuristique suivant les instances.
Figure 5.10 Temps de calcul
La majorite´ du temps est consacre´e a` la premie`re e´tape de notre heuristique (L-
shaped et fixation de variables), le temps pour l’algorithme de branch and bound final
est de l’ordre de 20 secondes. Apre`s divers essais, le seuil de fixation des variables a`
l’entier supe´rieur a e´te´ choisi a` 0.8, car il pre´sentait les meilleurs re´sultats de notre
se´rie de tests.
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Bien que les temps de branchement soient courts, le faible gap d’inte´grite´ constate´
pre´ce´demment fait qu’il est diﬃcile de diminuer la tole´rance sans que le temps n’ex-
plose (1 heure minimum) sur une des instances au moins.
Le tableau 5.12 re´capitule les re´sultats importants de cette se´rie de calculs.
Instance STD DPic RAND 2 RAND 3
Valeur LP 500 heuristique 451.276 577.234 591.110 480.303
Sous-estimation heuristique (%) 0.12 0.09 0.08 0.10
Gap L-shaped LP / Heur. IP (%) 0.18 0.13 0.14 0.16
Valeur re´elle heuristique 456.509 570.6601 578.705 472.796
Valeur Sol. Sto. IP (%) 0.18 6.81 8.38 0.28
Fraction de gain capture´e (%) 33.93 98.09 96.43 55.99
Instance RAND 4 DPic 2 M7 M8 M9 M10
Val. LP 500 heur. 479.379 481.805 473.584 516.905 484.600 511.017
Sous-est. heur. (%) 0.08 0.18 0.10 0.12 0.002 0.10
Gap LP /IP (%) 0.12 0.27 0.13 0.17 0.0045 0.19
Val. heur. 490.002 482.568 475.927 513.258 489.975 516.398
VSS IP (%) 0.68 0.14 0.30 2.72 0.59 15.323
Gain capt. (%) 63.43 27.24 51.00 85.15 98.01 98.01
Tableau 5.12 Re´sultats finaux
La valeur LP de l’heuristique est la valeur de la solution maˆıtre trouve´e, e´value´e
(en LP) sur les 500 premiers sce´narios. Elle diﬀe`re de la solution « aﬃche´e » par
l’heuristique, car la fonction recours a e´te´ approxime´e par des hyperplans minorants.
Cette diﬀe´rence est calcule´e dans la ligne « sous-estimation heuristique ». La valeur
re´elle heuristique est la valeur de la solution maˆıtre trouve´e par l’heuristique, e´value´e
en IP sur les 10 000 sce´narios de l’instance concerne´e.
Comme nous l’avons pre´cise´ en section 5.3.1, le gain par rapport a` la solution
moyenne (dite e´galement de´terministe) est calcule´ a` partir d’une valeur moyenne des
diﬀe´rentes valeurs des solutions de´terministes obtenues en perturbant les couˆts. La
figure 5.11 pre´sente, en pourcentage, la valeur de la solution stochastique en IP pour
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nos diﬀe´rentes instances, c’est-a`-dire la diﬀe´rence entre le couˆt re´el de la solution
heuristique et celui de la solution moyenne.
Figure 5.11 Gain obtenu en IP entre solution stochastique et solution moyenne
5.3.3 Comparaison et commentaires
La figure (5.12) re´sume graphiquement la fraction de gain LP capture´ en IP, et
constitue donc une mesure de la performance de notre heuristique. L’axe des abscisses
correspond a` l’e´cart-type relatif moyen du jeu de donne´es, et l’axe des ordonne´es
correspond au pourcentage de gain LP capture´ par notre re´solution IP.
En conclusion de cette e´tude, on constate que bien que la solution stochastique est
toujours meilleure que la solution «moyenne », la diﬀe´rence entre ces deux solutions ne
justifie pas syste´matiquement que l’on s’attaque au proble`me stochastique, bien plus
complexe a` re´soudre que le proble`me moyen. Cela est vrai en particulier lorsque le gain
en LP se retrouve eˆtre infe´rieur a` 1 % : l’impre´cision de la re´solution (approximations
pour e´valuer la valeur re´elle, heuristique de re´solution, solution moyenne de´ge´ne´re´e)
fait que les re´sultats sont extreˆmement variables d’une solution a` l’autre, et peu
satisfaisants.
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Figure 5.12 Repre´sentation du gain capture´
En revanche, pour les demandes ou` la variance est e´leve´e, notre me´thode pre´sente
un re´el inte´reˆt. La me´thode L-shaped que nous avons imple´mente´e permet de re´soudre
en un temps environ 10 fois moindre que CPLEX le proble`me en continu, qui comporte
environ 37 millions de variables. La re´-exploitation des coupes de Benders dans le pro-
cessus heuristique de branchement, combine´ a` un faible gap d’inte´grite´, nous permet
d’avoir acce`s rapidement a` des solutions IP qui sont dans la plupart des cas a` moins
de 0.2% de l’optimum : c’est une pre´cision conside´re´e comme tre`s bonne en pratique.
De plus, le nombre important de sce´narios qu’elle permet d’envisager est un gage de
stabilite´ : la me´thode de´pend beaucoup moins des sce´narios se´lectionne´s que si l’on
n’en conside´rait que 25 par exemple.
Au final, notre me´thode de re´solution est a` la fois rapide et pre´cise, pour les
proble`mes ou` elle pre´sente un inte´reˆt. Elle est moins utile pour des proble`mes ou` la de-
mande varie peu. Pour ces derniers, les gaps d’inte´grite´ et autres incertitudes annulent
une grande partie du faible gain qu’il est possible de re´cupe´rer. Il doit ne´anmoins eˆtre
possible pour ces dernie`res de diminuer le nombre de sce´narios a` prendre en compte
afin de tenter d’ame´liorer la pre´cision de l’heuristique.
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Il reste de´sormais a` tester notre me´thode sur des donne´es issues de la re´alite´, qui
n’ont pas encore e´te´ fournies par l’entreprise associe´e a` ce projet. Nous pourrons ainsi
tester de manie`re plus pousse´e l’influence de la forme de la demande pre´visionnelle,
qui risque d’eˆtre beaucoup moins lisse que dans notre mode`le : cela laisse optimiste




6.1 Synthe`se des travaux
L’essentiel de l’apport de nos travaux re´side dans les trois points suivants :
1. Nous avons utilise´ une approche novatrice pour l’optimisation d’horaires de
personnel ;
2. Nous avons de´veloppe´ une heuristique rapide et eﬃcace de re´solution d’un
proble`me MIP comportant a` l’origine 10 millions de variables ;
3. Nous avons e´value´ quantitativement l’inte´reˆt d’une approche stochastique par
rapport a` une approche de´terministe.
De´crivons plus pre´cise´ment chacun de ces points :
Approche stochastique : La plupart des proble`me d’optimisation d’horaires avec
demande variable utilisent l’approche de´teministe, car tre`s rapide a` mettre en place.
Nous nous sommes, nous, inte´resse´s a` une formulation stochastique du proble`me.
Cette approche est novatrice, puisque d’une part le domaine des proble`mes stochas-
tiques en nombres entiers de grande taille a e´te´ peu explore´ jusque la`, et d’autre part,
leur application sur le proble`me de construction de quarts a` grande e´chelle et avec
un grand nombre de sce´narios n’a jamais e´te´ aborde´. Les re´sultats obtenus montrent
qu’il est inte´ressant de poursuivre dans cette voie.
De´veloppement d’une heuristique : Apre`s avoir adapte´ le proble`me classique
de construction de quarts au cas stochastique, nous avons de´veloppe´ une heuristique
de re´solution adapte´e au proble`me. Cette dernie`re oﬀre des re´sultats satisfaisants a` la
fois en termes de pre´cision (voir par exemple la section 5.2.2, consacre´e a` l’e´tude d’un
mode`le « jouet »), et e´galement en terme de rapidite´. Ainsi, alors qu’une re´solution en
IP par CPLEX demandait plus de 7 000 secondes pour 25 sce´narios et une pre´cision de
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0.2%, notre heuristique demande en ge´ne´ral moins d’une demi-heure de calcul pour
re´soudre le proble`me a` 500 sce´narios, avec une pre´cision meilleure (mais non garantie).
Inte´reˆt d’une approche stochastique : Nous avons e´galement e´value´ nume´rique-
ment l’inte´reˆt d’une approche stochastique, plus lourde a` mettre en place qu’une
re´solution de´terministe. Dans des cas ou` la variance entre les sce´narios est faible, une
approche stochastique a peu d’inte´reˆt. Pire : si l’on obtient une « bonne » solution
de´terministe, il est meˆme possible que la solution moyenne obtenue soit en re´alite´ plus
che`re que cette solution de´terministe. En revanche, de`s que la variance est suﬃsam-
ment e´leve´e, on constate des gains inte´ressants avec notre me´thode (de 3 a` 8 voire 15
% suivant les cas de figure). Dans tous les cas, la solution stochastique apporte une
stabilite´ en terme de couˆt, tandis que l’on n’a a priori aucun controˆle sur le couˆt des
solutions moyennes, qui varie dans nos instances de l’ordre de 0.5%.
6.2 Limitations de la solution propose´e
La principale limitation de notre me´thode est que nous n’avons pas eu l’occasion,
pour l’instant, de la tester sur des donne´es issues de la re´alite´. Meˆme si nous avons
essaye´ de la reproduire au mieux, graˆce entre autres aux travaux de Legrain (2011)
dans ce domaine et en essayant diverses formes de demande pre´visionnelle, nous ne
pouvons pas pre´dire exactement ce qu’il va se passer en re´alite´.
En outre, meˆme si les gains apporte´s en the´orie par la me´thode sont inte´ressants,
qu’en sera-t-il en pratique ? Quel est l’inte´reˆt d’une solution pre´sentant un gain
the´orique de 3% si les erreurs de mesure ou d’exe´cution sont du meˆme ordre ? Un
employe´ ne sera jamais pre´cis a` la seconde pre`s.
Pour les deux raisons e´voque´es ci-dessus, il est important de pouvoir e´valuer l’inte´reˆt
re´el de notre approche, afin de comparer les gains the´oriques aux gains en pratique.
6.3 Ame´liorations futures
Pour conclure ce rapport, nous pre´sentons quelques pistes qu’il serait inte´ressant
d’explorer.
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Estimation du gain : Tout d’abord, il faudrait de´terminer les crite`res pre´cis
qui font qu’un jeu de donne´es va donner de bons re´sultats ou non : forme de la
demande pre´visionnelle, variance, dure´e et intensite´ des perturbations,. . .Ainsi, il suf-
firait qu’une entreprise nous fournisse son propre jeu de donne´es pour qu’en quelques
secondes et sans re´soudre le proble`me, on puisse lui dire s’il est inte´ressant pour elle
de faire appel a` une approche stochastique ou non.
Par exemple, une ine´galite´ classique en programmation stochastique donne :
V SS ≤ EEV − EV (6.1)
Cela signifie que le gain entre solution stochastique et solution moyenne est majore´
par la diﬀe´rence entre le couˆt espe´re´, sur tous les sce´narios, de la solution moyenne
et le couˆt de la solution moyenne sur le sce´nario moyen. D’autres ine´galite´s similaires
existent. Peut-eˆtre que certaines d’entre-elles pourraient nous permettre de majorer
rapidement et de manie`re assez fine ce gain.
En outre, on pourrait s’inte´resser plus pre´cise´ment au couˆt de la sous-couverture.
On pourrait par exemple mode´liser des phe´nome`nes d’attente (une sous-couverture
qui se « re´sorberait » imme´diatement ne couˆterait que tre`s peu), d’impatience des
clients, dots Au lieu de minimiser a` tout prix la sous-couverture, le but serait plutoˆt
de minimiser le nombre de clients non satisfaits, l’ide´e principale e´tant qu’il est en
ge´ne´ral moins grave de faire attendre 60 clients pendant 1 minute que de faire attendre
1 client pendant 60 minutes.
Ame´lioration de la re´solution : Il est e´galement possible de diminuer de manie`re
sensible le temps de re´solution du proble`me. Des mesures nous ont montre´ que les
temps passe´s sur le proble`me maˆıtre et sur les proble`mes secondaires sont a` peu pre`s
e´quivalents lors de la me´thode L-shaped. Nous avons deux propositions pour re´duire
le temps de re´solution :
Proble`me maˆıtre : au de´part tre`s rapide, le proble`me s’alourdit vite (a` raison
de 500 coupes par ite´ration de la me´thode L-shaped, on arrive vite a` 50 000
coupes). Ces coupes e´tant le seul facteur d’alourdissement du proble`me, on
76
pourrait songer a` en supprimer certaines afin de retrouver un proble`me plus
le´ger. La fonctionnalite´ de contraintes dynamiques dont est dote´ CPLEX, qui
consiste a` omettre des contraintes lors de la re´solution et de seulement ve´rifier
a posteriori qu’elles sont satisfaites pourrait eˆtre mise a` profit. Il resterait a`
trouver un bon crite`re d’e´limination des coupes « inutiles ».
Proble`me esclave : Tous les proble`mes esclaves sont inde´pendants. Il est donc
possible de les re´partir sur plusieurs processeurs sans proble`me, et sans intro-
duire de facteur ale´atoire lors de la re´solution. Nous avons de´ja` imple´mente´
cette modification a` l’algorithme, a` raison de 125 sce´narios par processeur, sur
4 processeurs. L’imple´mentation est aise´e car Java facilite la gestion du multi-
threading. Cela divise environ par 3 le temps pris par la re´solution des proble`mes
esclaves. Dans les instances ou` le proble`me maˆıtre e´tait rapide a` re´soudre, cela
divisait par 2 le temps de re´solution.
D’autres instants de de´cision : Enfin, il serait possible de mener une e´tude
plus the´orique sur l’inte´reˆt des approches a` n temps de de´cision. Est-il inte´ressant
d’augmenter le nombre d’instants de de´cision (par exemple de´cider des quarts re´guliers
un mois avant, des temps partiels un jour avant avec des pre´visions ame´liore´es, et du
reste en temps re´el) ? L’approximation en deux e´tapes est-elle suﬃsante ?
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