Continental shelves are predominately ($70%) covered with permeable, sandy sediments.
Introduction
Continental shelf seas are dominated by sandy, permeable sediments [Cook et al., 2007; Emery, 1968] . Research during the last decade has increasingly indicated that permeable sediments are regions of high organic carbon and nutrient turnover [Precht and Huettel, 2003] . The apparently high sediment reactivity is suggested to be facilitated by pore water advection [Gihring et al., 2010; Lohse et al., 1996; Rusch et al., 2001] driven by flow interaction with bottom topography, density gradients, and wave motions [Huettel et al., 2014; Rocha, 2008; Santos et al., 2012] . Despite the importance of permeable sediment, in situ measurements of fluxes and pore water properties remain both challenging and limited [Boudreau, 2000; Glud, 2008] .
Dissolved O 2 is utilized during aerobic respiration and for the oxidation of constituents from anaerobic respiration (e.g., H 2 S, CH 4 , NH 3 , etc.) and is an important proxy for estimating total carbon turnover in aquatic systems [Glud, 2008] . Resolving O 2 fluxes across permeable sediments remains a true challenge, especially in situ, and reliable measurements of O 2 flux magnitude and variability are few [Cook et al., 2007; Janssen et al., 2005; Reimers et al., 2004] . Traditional flux measurement techniques (i.e., chambers and microprofiles) are inadequate in permeable sediments as chambers exclude the natural hydrodynamics, microprofiles do not quantify pore water advection, and both provide only limited temporal resolution [Glud et al., 2005; Lohse et al., 1996; Rocha, 2008] . However, several flume Reimers et al., 2004] and in situ [Berg et al., 2013; Cook et al., 2007; de Beer et al., 2005; Werner et al., 2006] studies have demonstrated that the hydrodynamics is a crucial driver of benthic O 2 dynamics in permeable sediments.
Originally used to resolve net ecosystem exchange in terrestrial environments [Baldocchi, 2003] , the noninvasive eddy correlation (EC) technique overcomes these limitations by integrating the flux over a ''footprint'' area of many m 2 and therefore adequately captures both the bioturbation and natural hydrodynamics [Berg et al., 2007] . The resolved hydrodynamic data allow for detailed analyses of the turbulence relationship to the benthic O 2 uptake [Lorke et al., 2012] . The EC technique has been applied for measuring O 2 fluxes in various complex aquatic environments where traditional methods often fail [Holtappels et al., 2013, and references therein] . Several recent studies have now demonstrated the applicability of the EC technique in permeable sediments [Berg et al., 2013; McCann-Grosvenor et al., 2014; Reimers et al., 2012] .
Although sandy, permeable sediments cover $70% of the North Sea, most benthic flux research has focused either on muddy areas or permeable sediments at shallow, nearshore environments [Huettel et al., 2014, and references therein] . While there has been a trend of decreasing oxygen levels in the central North Sea [Greenwood et al., 2010, and references therein] , the role of the sediment processes remains unclear [Weston et al., 2008] . Therefore, we investigate the benthic boundary layer (BBL) turbulence and O 2 turnover in the permeable sediments of the central North Sea using a suite of state-ofthe-art benthic flux measurement techniques.
The specific objectives of our study are to:
1. Resolve the BBL turbulence and sediment-water O 2 exchange in central North Sea permeable sediments using two benthic eddy correlation landers, a sediment microprofiler lander, and a benthic flux chamber. 2. To investigate the flux drivers using a 1-D modeling study linking the BBL turbulence to the permeablesediment pore water exchange. 3. Use the combined results and gained insights to discuss the importance of tidally driven turbulence for in situ benthic exchange rates in coastal, permeable sediments.
Study Site, Instrumentation, and Methods

General Setting
The study was carried out during RV Celtic Explorer cruise CE0913 (26 July to 14 August 2009) at Tommeliten, located on the European shelf in the central North Sea (Figure 1a ). The study site is characterized by strong pelagic stratification during summer, a relatively shallow depth ($74 m), and a 35 m bottom mixed layer ( Figure 1b ) [Schneider von Deimling et al., 2011] . While Tommeliten is a well-known methane seepage area [see Schneider von Deimling et al., 2011, and references therein], we deployed well away from these sites and in an area absent of any seep-related fauna, and any obvious methane seepage (i.e., bubbles). Measured water column methane concentrations were very low (<100 nM). As assessed by photo and video surveys, our study area appeared to be homogeneous-sandy with small ripples and a marked absence of benthic fauna or large roughness elements (i.e., rocks, shells, etc.). From photographs, the ripples were estimated to be about 0.5 cm high (valley to peak) and about 2-3 cm long (peak to peak). 
Instrumentation
The instruments, described below, were deployed over $3 tidal cycles (Table 1) within about 100 m of each other.
Eddy Correlation Landers
The eddy correlation (EC) instrument is an autonomous benthic lander designed to measure turbulent oxygen fluxes (Figure 2 , left). The EC consists of a deep-water Acoustic Doppler Velocimeter (ADV; Vector, Nortek, Norway), an integrated oxygen picoamplifier with microelectrode, and deployment frame. The oxygen microelectrode is a Clark type with a fast response time (t 90 < 0.3 s) and a 10 mm tip diameter [Gundersen et al., 1998; Revsbech, 1989] . The tip of the microelectrode was positioned as close as possible but without entering the ADV sampling volume, which is located 0.15 m below the transducer. ADV velocity and O 2 data are logged at 64 Hz.
The O 2 microelectrodes were calibrated onboard at bottom water temperature using a 0 and 100% O 2 solution prepared with ambient water, and O 2 sensor readings were compared to water column CTD O 2 profiles (the EC system logged on the way down and up), and with bottom optode O 2 readings obtained from the nearby Profiler Lander. Two EC devices (EC1 and EC2) were deployed within several hours of each other using the ROV KIEL6000 (http://www.geomar.de/en/centre/central-facilities/tlz/rovkiel6000/overview/) and separated by $100 m (Table 1) . EC1 and EC2 were deployed with their sampling volume 8 and 12 cm above the bottom, respectively, and facing the approximate stream-wise current direction but in opposite directions. In principle, assuming a homogeneous sediment oxygen sink, the differences in deployment heights would not affect the fluxes (the flux should be constant with depth in the BBL). 
Transecting Profiler Lander
Oxygen microprofiles were obtained by the nearby transecting profile lander over $24 h period corresponding with the EC deployment (Figure 2 , middle). The lander belongs to the series of the GEOMAR Lander System (GML), which is based on a tripod-shaped universal platform capable of supporting different scientific payloads [Pfannkuche and Linke, 2003 ]. The lander is deployed by a launcher with online video transmission allowing a soft and targeted deployment on the seafloor. The major component is a profiler which moves the microelectrodes in the x, y, and z directions at the seafloor to resolve high-resolution oxygen profiles in the sediment. A digital camera system (Ocean Imaging Systems) is attached to the legs of the lander to provide close up images of the sensors and the sediment surface.
Benthic Chamber
The Benthic Chamber (BC; Figure 2 , right) is designed to measure benthic fluxes of dissolved chemical species over time at the sediment-water interface. It contains a cylindrical chamber (20 cm diameter), which is pushed into the sediment by the ROV, and a small stirrer which rotates at 144 rpm and mixes the contained water. Using the mixing speed and stirrer geometry, we estimated the turbulence to be $2-3 3 10 27 W kg 21 . The displaced water in the chamber is pushed through a nonreturn valve, and any resuspended matter is removed by flushing the overlying water with a small submersible pump (SBE5). The BC carries two oxygen optodes (Aanderaa, Norway), one inside and one outside of the chamber. The chamber is self-contained with its own power supply. A transponder (Sonardyne, UK) is added for recovery by the ROV.
Acoustic Doppler Profiler
The Aquadopp Acoustic Doppler current profiler (ADP, Nortek, Norway) was downward facing and mounted to the transecting profiler frame (Figure 2 , middle, white circle). The ADP (2 MHz) was in high-resolution mode and collected burst data in xyz coordinates; 2048 samples at 8 Hz every 900 s. The total profiling range was to the bottom (1.6 m) with bin sizes of 30 mm.
Conductivity-Temperature-Depth (CTD) Profiler
The SBE9 Seabird CTD was the shipboard CTD and sampled at 24 Hz. The CTD was equipped with temperature, conductivity, pressure, oxygen, light transmission, and pH. A 24 carousel Rosette system was installed for discrete water sampling.
ADV and Eddy Correlation Data Treatment 2.3.1. ADV Preprocessing
The following protocol is used to improve the ADV velocity data quality. These protocols are also summarized at http://sohfea.dfmcginnis.com/ in the user manual and also described elsewhere [e.g., Glud et al., 2014; Lorrai et al., 2010] . The pre-and postprocessing executable programs are also available at the website.
1. Bin average: the time series are bin-averaged from 64 to 32 Hz. In the process, low-quality data points are removed and excluded from the average. To ensure high-quality turbulence data, velocity data points are excluded when the beam correlation falls below 70%. 2. Despike: next, the averaged velocity data are despiked using an acceleration threshold method [Goring and Nikora, 2002] . The local acceleration is calculated between neighboring data points as A i 5 DV i /Dt, where i denotes the x, y, and z components of velocity. A velocity data point is discarded if the absolute value of A i > a, where a varies between 1 and 1.5 in the horizontal, and between 0.3 and 1 in the vertical. The a criteria are selected based on experience [Goring and Nikora, 2002] and are therefore subjective. Discarded velocity date points are replaced by interpolating between the neighboring data points. In our case, a 5 0.3 for the vertical despiking provided reasonable results and resulted in <0.001% of the data being discarded. The data are carefully evaluated afterward to ensure that real fluctuations are not excluded. 3. Rotation: data are rotated using the planar fit method [Wilczak et al., 2001] . This method, compared with simpler rotations (double or triple rotation), was found to best remove the horizontal projection of fluxes into the vertical velocity component, which could strongly alter fluxes [Lorke et al., 2013 [Lorke et al., , 2012 . The rotation aligns the vertical velocity vector normal to the horizontal streamline velocity. In this case, the three rotations ultimately did not vary significantly. In the same step, the horizontal velocity data are rotated into their streamwise and transverse components before turbulence analyses are performed.
Turbulence Analyses
The power spectra were performed on the velocity data using the Matlab power spectral density (PSD) function with a Hanning window and linear detrending (NFFT 5 8192, overlap 5 4096). Power spectra and dissipation (e) rates of total kinetic energy (TKE) are evaluated for possible flow interference from upstream obstructions. Frame or object interference is inferred by altered e-velocity relations, which are also revealed in the spectral structure. Turbulence analyses are also used to select the appropriate eddy window-the window that covers all the eddy contributions but excludes low-frequency nonturbulent contributions [McGinnis et al., 2008] . The dissipation of TKE was solved using the inertial dissipation method (IDM) [Bluteau et al., 2011] , and shear velocities u Ã were additionally solved using LOW formulations [see Inoue et al., 2011, equation (2)].
Law-Of-The-Wall
Confirming the assumptions underlying LOW scaling is important for depth-extrapolation of turbulent diffusivities K z (z) in the BBL and other important hydrodynamic properties. LOW-scaling, and the eddy correlation assumptions, also imply that the O 2 flux is constant with depth in the turbulent BBL. Measured BBL velocity profiles are used to confirm LOW assumptions, where the velocity u can be described as a function of distance from the bottom (z) as
where z o is roughness length, u Ã the shear velocity, and j is the von K arm an constant (0.4) [Kundu and Cohen, 2008] . The water column diffusivity is expressed as K z (z) 5 ju Ã z.
Eddy Flux Extraction
Data are processed using the SOHFEA software (program and user guide available at http://sohfea.dfmcginnis. com/). The velocity and concentrations are broken down to their mean and fluctuating components wðtÞ5w1 w' and cðtÞ5c1c', and the fluctuating components are extracted from the data by one of three detrending methods [Moncrieff et al., 2004] . With the following assumptions, the time-averaged correlation of the turbulent O 2 fluctuations C 0 and vertical velocity fluctuations w 0 measured at some distance close (generally 5-15 cm) to the sediment represent the flux to the sediment F5w'c' [Berg et al., 2003] . The primary assumptions are negligible horizontal flux divergence, negligible storage terms [Holtappels et al., 2013] , and a homogeneous oxygen uptake at the sediment-water interface. The fluxes were solved with linear detrending with a bin size between 10 and 60 s, depending on the frequency range of the flux contributing eddies (see section 3.2) [Lorrai et al., 2010; McGinnis et al., 2008] .
To account for the time lag resulting from both the physical separation between the ADV measurement volume and sensor tip, the O 2 data are shifted in time relative to the velocity data to a maximum of 2 s to achieve the maximum correlation (i.e., the maximum negative flux) between the time series [McGinnis et al., 2008] . The fluxes, dissipation rates of turbulent kinetic energy (TKE), and velocities were averaged with a 15 min running mean, and reported in 15 min intervals. This interval was a good balance between capturing the temporal dynamics while removing excess noise and intermittency.
Bottom-Boundary Layer/Sediment-Pore Water Model
The nonsteady state box model is developed similar to that by Schmale et al. [2011] and Scalo et al. [2013] and is essentially a 1-D discretized representation of Fick's second law, where
The diffusion K is either the BBL turbulent or the effective bulk pore water diffusivity (m 2 s 21 ), R (mmol m 23 s 21 ) is the concentration reaction rate (c in mmol m 23 ), and t is time. R on the water side is very low compared to the sediment R implying that the dissolved O 2 on the water side can be treated as a passive scalar (i.e., no water side O 2 consumption) [Scalo et al., 2012] . The box model simulates vertical turbulent transport in the 1 m of the water column extending up from the sediment-water interface, which is linked to 2 cm depth of sediment below. The basic discretized equations for each box are shown in Table 2 .
c Boundary 5 230 lmol L 21 is the input oxygen concentration, which is constant at 1 m above the sedimentwater interface, and Dz is the box thickness (set to 1 mm for the water side and 0.1 mm for the sediment side). The shear velocity u Ã (Figure 3b ) is used to solve for the turbulent diffusivity as a function of depth and time using the LOW; K(z) 5 ju Ã z and K Boundary1m 5 ju Ã (1 m). The diffusive boundary layer thickness at the sediment-water interface is calculated according to Lorke and Peeters [2006] .
Results Part I: Turbulence and Hydrodynamics
The basic and derived properties over the deployment are shown in Figure 3 . The hydrodynamic forcing is dominated by the lunar semidiurnal (M 2 ) tide with $12 h period ( Figure 3a ). The sediment generally consists of fine, well-sorted rippled sand and occasional shells. The sediment has a laboratory measured permeability of k 5 6.6 3 10 212 m 2 (over the surface 2 cm of sediment). Permeable sediments are defined as those with a permeability k > 10 212 m 2 [Huettel et al., 2014] .
The average sediment, water column, and range of hydrodynamic properties are summarized in Table 3 . Figure 3a shows the typical current velocities over the deployment, the range of e and shear velocity u Ã , and the extracted fluxes (and mean) from both instruments. The following sections describe the turbulence evaluation procedure, eddy contribution range, and the extraction of the benthic oxygen fluxes in greater detail.
Flow Interference
Dissipation rates (e) solved using IDM are plotted as a function of velocity ( Figure 4a ) and are used to reveal outliers due to frame interference or other obstructions. Using the trendline shown in Figure 4a , the Figure 4b ). Elevated dissipation rates become obvious (up to a factor 40) when the flow is coming over the frame of EC1 (direction 180-270 ). EC1 is more susceptible to this cross-bar frame interference, as it is deployed more closely to the bottom (8 versus 12 cm for EC2).
Turbulent Eddy Time and Length Scales
The vertical distribution of the current velocity, shear velocity, and dissipation of TKE in the BBL can be described by one-dimensional boundary layer theory, i.e., LOW. Figure 5a shows the 15 min averaged profiles, read from right to left in the time sequence, showing good agreement to the LOW theoretic velocity profile (equation (1)). Additionally, good agreement between e from the IDM with the LOW formulation for the shear velocity u Ã provides further confirmation of LOW assumptions, as the IDM is independent of the LOW assumptions and e z ð Þ5u 3 Ã =jz (R 2 5 0.94). Using LOW formulations, we calculate basic hydrodynamic properties and expected eddy sizes and length scales (Table 4 ) similar to the analyses performed by Lorrai et al. [2010] . The example analyses in Table 4 and Figure 5b are based on two hours of data during low (hour 9.0) and high (hour 12.0) velocities. The largest eddies are a function of the deployment distance of the EC sampling volume to the sediment surface. The timescale of the largest eddy (slowest timescales) is a crucial cutoff for the eddy analyses, as using According to Figures 5b and 5c , the spectral contributions range spans $2 orders of magnitude, from 1.2 s to about 60 s for the low velocity case, and shifted about 1 order of magnitude toward higher frequency for the high velocity case (0.23-10 s). These observed values of the cutoff frequencies agree well with calculated values ( Table 3 ). The eddy flux window size was set using a window that is slightly ($25%) larger than the largest calculated turbulent eddy at a given velocity.
Variable Bottom Drag and Roughness
The (
The hydraulic roughness is treated as a constant within aquatic systems; however, our C 1m values are variable and increase with velocity magnitudes (measured at 12 cm above the bottom) both below and above $3.5 cm s 21 (Figure 6a ). The highest average C 1m value is 0.0042 at 1.5 cm s 21 (we measured 0.0063 at 1 cm s 21 ), which then falls to a minimum of 0.0018 at 3.5 cm s 21 , then doubles again to 0.0036 at our (3), the same trend is also observed for z o . Interestingly, our measured C 1m values scale well with those for wind drag data compiled in W€ uest and Lorke [2003] , implying that surface wave roughness acts similarly to ripples (Figure 6a ).
Due to the presence of small ripples, the total friction acting on the BBL flow becomes a combination of the roughness imparted by the grain size and the roughness resulting from the ripples [Lefebvre et al., 2011] . The minimum friction (drag) coefficient C 1m occurred at $3.5 cm s 21 (Figure 6a ). We speculate that the increasing C 1m at velocity magnitudes greater than $3.5 cm s 21 (measured at 12 cm) is the transition where the small ripples begin to dominate the roughness instead of the grain size. Lefebvre et al. [2011] also found a dependence on z o with velocity, as well as tidal direction, though their velocity range and bed form sizes were much larger than those reported here. Cheng et al. [1999] reported drag coefficients were in the range of 0.002-0.006 similar to ours, with their high values for bottom roughness also correlating with their lowest velocities. The presence of ripples therefore effects the turbulence, pore water exchange, and the resulting variable bottom roughness will result in a flow-dependent eddy flux footprint (Figure 6b ; discussed below) [Berg et al., 2007] .
Results Part II: Benthic Oxygen Flux
The observed EC fluxes varied by a factor of up to 25, from 21.2 up to 230.5 mmol m 22 d 21 (average 210.3 6 6.3 mmol m 22 d 21 ) over the tidal cycles (Figures 3c and 7a) . EC fluxes were similar between both EC instruments (EC1 5 29.2 and EC2 5 211.3 mmol m 22 d 21 ). The deployed benthic flux chamber resolved O 2 fluxes during this period of 27.0 mmol m 22 d 21 . The average O 2 penetration depth (OPD) measured with the profiling lander was 4.4 6 1.2 mm and generally increased with flow velocity; ranging from $3 mm at low velocity up to 7-8 mm at higher velocity (see example profiles, Figure 7c ). However, fluxes from the profiles obtained from permeable sediment cannot be resolved without detailed quantitative knowledge of the advective pore water transport [Berg et al., 1998; de Beer et al., 2005] . Consequently, we developed a model approach to investigate the pore water dynamics within these sediments and the subsequent O 2 flux variability.
Benthic-Pore Water O 2 Model Results
The O 2 fluxes and dynamics were modeled using a simple, one-dimensional approach linking the BBL hydrodynamics to the sediment O 2 dynamics. Generally, the localized pore water advection acts on a centimeter-scale defined by the individual roughness elements (i.e., ripples) and flows as low as 3 cm s 21 over roughness elements down to 700 lm can already begin to induce advective pore water exchange in permeable sediments [Huettel et al., 2014] . When integrating this small-scale (cm's) advection over a 10's m 2 footprint (i.e., the EC footprint [see Berg et al., 2007] ), then the net effect can be represented in the model as enhanced pore water diffusivity (dispersion), a common approach in 1-D permeable sediment models [see (Figures 7a-7c ) in response to the measured hydrodynamic forcing.
The temporally resolved shear velocity (u Ã ; Figure 3b ) is used to define the vertical diffusivity K z (z) 5 ju Ã z throughout the BBL down to the sediment-water interface. The only degrees of freedom in the model are (1) the pore water diffusivity and (2) the sediment O 2 consumption rate, R. We applied a temporally and spatially constant R 5 0.05 mmol m 23 s 21 from permeable sediments in the Wadden Sea (North Sea) [Polerecky et al., 2005] . The apparent bulk sediment diffusivity (i.e., pore water dispersion) K sed is then estimated as a function of shear velocity u Ã that best reproduces the measured O 2 eddy fluxes as K sed 5D s e ajuÃ ðm 2 s 21 Þ;
(4) where u Ã in equation (4) is expressed in mm s 21 , and a is the fit parameter that should vary with sediment permeability. Coincidently, in our case the best fit was achieved for a % 1 s m 21 . D s in equation (4) is the molecular diffusivity of O 2 in the sediment (D s 52:93310 210 m 2 s 21 Þ, defined as D s 5 hDO 2 , where h is the sediment tortuosity, a function of sediment type and porosity u [Ullman and Aller, 1982] . Using the above listed boundary conditions, Figures 7a-7c show the predicted benthic O 2 flux and sediment O 2 concentration and penetration depth over time.
The predicted eddy fluxes in Figure 7a match the measured data from both deployed EC instruments (r 2 > 0.94) and captures the range of the flux variability. The model also reproduces the general shape of the measured O 2 microprofile curves and the range of oxygen penetration depths observed with the microprofiling lander (Figure 7c ). The modeled sediment oxygen contour (Figure 7b ) illustrates the bulk-average temporal evolution of the pore water O 2 concentration over the tidal cycles, and Figure 8 depicts the O 2 penetration versus u Ã . According to the model, the oxygen penetration peak lags the velocity peak by about 0.3 h, which causes the hysteresis seen in the oxygen penetration depths (Figure 8 ).
Discussion
Sediment Flushing
In natural sediments, the enhanced diffusion, or small-scale advection, is driven by, e.g., flow interaction with bottom topography, density and pressure gradients, migrating ripples, and wave motions [Huettel and Webster, 2001; Huettel et al., 2014, and references therein] . A convenient way to conceptualize the enhanced bulk diffusivity (i.e., pore water advection) is as sediment flushing rate. The flushing rate as a function of shear velocity u Ã is estimated as K sed /Dz opd , where Dz opd is the overall change in the oxygen penetration depth ($4 mm) with the tidal cycle (Figure 8) . At the highest flow rate, the maximum flushing rate is 200 L m 22 d 21 , with the integrated average over the 44 h of eddy data is 72 L m 22 d 21 ; this implies 14 days to flush 1 m of overlying water through the permeable sediment. These values agree with the flushing rate of 90 L m 22 d 21 estimated in coastal North Sea permeable sediments based on inert tracer experiments [Janssen et al., 2005] .
Hydrodynamic Forcing
The supply of O 2 to the investigated sediment is predominantly driven by the benthic hydrodynamics. This is evident by the relationship between the O 2 fluxes to the turbulence as e 1/3 or u Ã (Figure 9 ). Figure 9 shows the fit of the O 2 flux, F, with the LOW relationship F5 jz ð Þ 4=3 e 1=3 @c @z 5ju Ã z @c @z ;
(5) for transport-limited sediment oxygen uptake [Holtappels and Lorke, 2011] , where z is the measurement height (0.12 m) and the gradient @c @z seems to approach a relatively constant value ($0.3 lmol L 21 m 21 ). Figure 9 also shows the model results, which follow the same trend. The model shows a slightly more varying O 2 gradient (increases by a factor of $2 over the full range as u Ã increases). Both the model and the curve fit, however, suggest that changes in turbulent regimes through, e.g., higher flows or changes in bottom roughness (i.e., C 1m and z o ) are what predominately drives the transient increase in the O 2 flux to the sediment following the relationship shown in Figure 9 . Figure 6a demonstrates that the estimated bottom roughness C 1m (and z o ) varies substantially as a function of current speed due to various flow regimes and the presence of ripples. We show in equation (5) that the flux is proportional to u Ã , which is dependent on C 1m as u Ã 5C 1=2 1m u 1m . C 1m doubles as the velocity magnitude increases from 3.5 to 10.2 cm s 21 . If we assume that this increase in C 1m is due to the ripples, then the ripples impart up to a $40% increase in u Ã , and a subsequent 40% increase in benthic O 2 flux. Furthermore, the parameterizations reported by Berg et al. [2007] for calculating the footprint contributing to the eddy flux signal, both the maximum footprint length, l, and the upstream distance of the strongest flux signal, x max , are based on an assumption of a constant, flow-independent z o . Our findings, however, suggest that the presence of ripples results in a flow-dependent z o . The resulting footprint length therefore varies by a factor of over 3, and a factor of 5 in the distance to the flux maximum location-at least at our measuring conditions (Figure 6b ). While the eddy assumptions state that the O 2 sink is homogeneous, changing flow speeds (and thus footprint sizes) could result in variable flux signals where the source is slightly heterogeneous.
Summary of Benthic Oxygen Fluxes
The combined-instrument average EC flux was 210.3 6 6.3 mmol m 22 d 21 and generally agreed with what has been reported in the literature for sandy central North Sea sediments ( Table 5 ). The standard deviation reported for the mean eddy flux is due to the large flux variability, which is dominated by boundary layer turbulence/flow velocity and sediment permeability. Both Upton et al. [1993] and Lohse et al. [1996] report similar values for their nearby study sites ($100 km SE of our location). Furthermore, Lohse et al. [1996] also report effective diffusivities of 5.3-18.7 times over molecular from their extracted cores, which is similar to the range we obtained (Figure 8 ). The deployed benthic chamber O 2 flux was 27.0 mmol m 22 d 21 , which was in the same range but slightly lower than the average EC flux from both instruments (210.3 mmol m 22 d 21 ). The chamber flux magnitude, however, is influenced by stirring rate in permeable sediments and could thus be conceivably closer to the EC fluxes with more energetic mixing [Glud et al., 1996] .
Modeling Pore Water and BBL O 2 Dynamics
To reproduce the magnitude and variability of the measured EC fluxes, we introduced enhanced bulk pore water diffusivity driven by the benthic hydrodynamics (equation (4)). Under this scenario, oxygen is essentially pumped into and ''stored'' in the sediment during the high flow (periods of high sediment diffusivity), which expands the sediment volume in which oxygen can be utilized. The supplied oxygen can then be consumed through the low-flow periods when much less (or no) O 2 is supplied deeper in the sediments. An example of this advective transport of oxygen deeper into permeable sediments was reported by Cook et al. [2007] , who observed subsurface oxygen peaks as the water side advective supply ceases during lowflow periods, while intensified respiration exhausted the O 2 pool in the surface layers [see Cook et al., 2007, Figure 9 ]. Figure 9 . The EC oxygen flux as a function of the dissipation rate of TKE and u Ã . For comparison, EC1 dissipations are scaled to 12 cm. EC1 data from 180 to 270 were omitted due to perceived frame interference (see Figure 4 ). The black line indicates the fit to the LOW equation (using a constant O 2 gradient), and the blue data are the modeled fluxes.
Journal of Geophysical Research: Oceans 10.1002/2014JC010303 Using K sed from equation (4) in the model, together with a constant R (on the sediment side), consistently reproduced the EC flux magnitude and variability observed in our data (see Figure 7a ) with excellent agreement (r 2 > 0.94). The belowdescribed model sensitivity analysis is summarized in Table 5 and Figure 10 . Using the model to mimic impermeable sediment by maintaining a constant pore water diffusivity (13 and 5 3 D sed ) could not reproduce the observed variability ( Figure 10) .
The model was very sensitive to the effective pore water diffusivity; doubling a of the pore water diffusivity in equation (1) led to a 4.3-fold increase in the flux (249 6 44 mmol m 22 d 21 ), while halving a led to just over a 50% reduction in flux (25 6 1.7 mmol m 22 d 21 ; Table 5 and Figure 10 ). Changing the overlying O 2 concentration had a nearly proportional effect on the average fluxes, with a 50% decrease in O 2 resulting in a 41% decrease in flux (26.7 6 4.2 mmol m 22 d 21 ) and a 50% increase leading to a 35% increase in flux (215.2 6 9 mmol m 22 d 21 ).
Our selected sediment O 2 consumption rate (R) for the model was measured in the near coast, shallow region of the North Sea (Wadden Sea) [Polerecky et al., 2005] , and may not be representative for R in the central North Sea. Therefore we adjusted R by both 1/2 and 2 times the baseline value ( Figure 7a ) and found that modeled fluxes were not as sensitive to changes in R, with an average flux change of 217 and 119%, respectively. For model calibration, changes in the R value can thus be offset by a slight adjustment of the permeability in the opposite direction.
Our results suggest that even with a constant R, there is significant turbulence-driven flux variability within moderately permeable sediments. Interestingly, Berg et al. [2013] report only a 4 time increase in O 2 flux in permeable sediments measured with the EC for velocities from 0 to 20 cm s 21 , which they explain with a velocity-dependent R. Obviously, a constant R is a simplification; in reality, R will change over longer timescales as organic carbon is transported into the sediment and exhausted, or on shorter timescales as a result of a dynamic oxidation of reduced substances from deeper sediment layers [Precht et al., 2004] . However, that does not affect the basic conclusion of a significant turbulencedriven oxic venting of the permeable surface sediments over the tidal cycles.
A Tidally Driven Perspective
Using the eddy correlation technique, combined with traditional benthic oxygen flux methods (chamber and microprofiles) and [Lohse et al., 1996] 24.8 0.006 50 St7 [Lohse et al., 1996] 28.9 0.033 50 St4 [Upton et al., 1993] 210.3 81 St5 [Upton et al., 1993] 27.8 63 Figure 10 . Modeling sensitivity analysis. The plots are the same except for the exclusion of the 2 3 K sed curve (dark green) on the top figure for better scaling. The black line indicates the baseline flux shown in Figure 3c using the variable pore water diffusivity given by equation (1) (main text).
Journal of Geophysical Research: Oceans 10.1002/2014JC010303 modeling, yields new insights into the importance of bottom boundary layer turbulence for benthic O 2 availability and presumably the biogeochemical functioning of permeable coastal sediments. Using a suite of in situ approaches, it was possible to resolve nearly real-time in situ oxygen fluxes with a resolution and variability never observed before in permeable sediment. The obtained oxygen fluxes in the North Sea varied $25-fold over the tidal cycle due to what can be described as hydrodynamically driven pore water advection (represented here as enhanced bulk pore water diffusivity): oxygen is ''stored'' in the sediment during the high flow and expands the oxic sediment volume, which is then utilized during low-flow periods.
The calibrated benthic flux model forecasts that higher sustained bottom currents will result in deeper oxygen penetration depths and considerably higher fluxes. However, to maintain these higher fluxes, the increase in O 2 to the sediment would also have to accompany an increase of organic matter supply to the sediment pore water, among other factors. Nevertheless, our results suggest that hydrodynamic changes resulting in, e.g., altered current speeds could potentially impact bottom water seasonal oxygen levels. Changes in the physical oceanography of coastal systems have been suggested to increase their sensitivity to hypoxia [Howarth et al., 2011] . Changing permeability could also affect the seasonal O 2 balance as sediment permeability can vary with time as the pores becomes clogged with bacteria and detritus (e.g., after spring bloom or pollutant runoff) until cleared through resuspension events (e.g., storms) [Huettel et al., 2014] .
According to modeling results (Figure 7b ), regions within the sediment alternate between anoxic and oxic conditions on timescales ranging from minutes to hours over the daily tidal cycle, and even up to days over the spring-neap cycle. These oscillating redox conditions and variable oxygen penetration depth will have important implications for biogeochemical processes in the sediment. The redox dynamics would favor the growth of organisms having versatile metabolism, i.e., the ability to quickly shunt between different metabolic pathways. Redox oscillation can stimulate the degradation of complex (refractory) biogenic molecules [Aller, 1998] and associated pore water advection may enhance entrapment of labile organic material [Huettel and Rusch, 2000 ]. Furthermore, tidally driven advective pore water circulation and associated O 2 dynamics may affect ammonification, nitrification, and denitrification and thereby nutrient exchange and availability in permeable settings [Gihring et al., 2010; Kessler et al., 2012] .
The present study underpins the importance of transient and dynamic oxygenation events in permeable sediments, and the turbulence and hydrodynamics that drives them, when evaluating the net effect for carbon and nutrient turnover. Therefore, combining various high-resolution physical and biogeochemical measurements in both the water column and at the sediment-water interface, coupled with our sedimentturbulence model, can provide further understanding of the biogeochemical and ecological functioning of these dynamic systems.
