A survey on acoustic sensing by Cai, Chao et al.
AA Survey on Acoustic Sensing
Chao Cai, ACM Student Member
Rong Zheng, ACM Member
Menglan Hu, ACM Member
The rise of Internet-of-Things (IoT) has brought many new sensing mechanisms. Among these mechanisms,
acoustic sensing attracts much attention in recent years. Acoustic sensing exploits acoustic sensors beyond
their primary uses, namely recording and playing, to enable interesting applications and new user expe-
rience. In this paper, we present the first survey of recent advances in acoustic sensing using commodity
hardware. We propose a general framework that categorizes main building blocks of acoustic sensing sys-
tems. This framework consists of three layers, i.e., the physical layer, processing layer, and application layer.
We highlight different sensing approaches in the processing layer and fundamental design considerations in
the physical layer. Many existing and potential applications including context-aware applications, human-
computer interface, and aerial acoustic communications are presented in depth. Challenges and future re-
search trends are also discussed.
Additional Key Words and Phrases: Acoustic sensing, aerial acoustic communication, context-aware appli-
cations, human-computer interface.
1. INTRODUCTION
Internet of Things (IoT) [Yang et al. 2017b] technologies enable everyday objects to con-
nect and communicate with each other by augmenting them with sensing, processing,
and computation units. With the ever increasing computation power and rich built-in
sensors available for IoT devices, new sensing methodologies are emerging that repur-
pose sensors beyond its primary use. For instance, cameras are intended for taking
photos but have been utilized in visible light communication [Yang et al. 2017a]. Gy-
roscope and accelerometer sensors are designed for attitude estimation but have been
used extensively in activity recognition [Liu et al. 2016]. WiFi signals, originally used
for communication, have been widely applied in context-aware computing [Pu et al.
2013; Adib et al. 2014; Kumar et al. 2014; Vasisht et al. 2016]. In this paper, we target
innovative sensing mechanisms that exploit acoustic sensors.
Acoustic sensors, namely microphones and speakers, are one of the most commonly
used transducers in IoT devices. They are generally used for playing and recording
audio signals and have already played a pivotal role in a myriad of applications such
as speech recognition [Boll 1979; Sakoe and Chiba 1978], audio beamforming, and
source localization [Chen et al. 2002; Rafaely 2005]. Nowadays smart IoT products
with acoustic sensors and cloud-based machine learning technologies are gaining pop-
ularity. Examples are Google Home [CNET 2018b] and Amazon Echo [CNET 2018a].
However, these developments are limited to passive acoustic sensing in the human
audible frequency range, and thus leave many untapped potentials to be explored.
Novel sensing mechanisms are emerging that treat acoustic sensors as transceivers
that emit and capture wireless signals. For instance, acoustic signals have been used
to establish aerial acoustic communication channels to transmit a small amount of
information [Ka et al. 2016; Nandakumar et al. 2013; Wang et al. 2016]. Like Ra-
dio Frequency (RF) signals, acoustic signals can be reflected by obstacles, which al-
lows the development of acoustic-enabled short-range radars for floor map reconstruc-
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Fig. 1: A general framework for acoustic sensing
tion [Zhou et al. 2017] and gesture recognition [Nandakumar et al. 2016; Wang et al.
2016; Yun et al. 2017]. The relatively slow propagation speed of acoustic waves in com-
mon medium (compared to RF) makes it possible to achieve accurate Time-of-Flight
estimation, enabling many context-aware applications [Peng et al. 2007; Uddin and
Nadeem 2013; Lazik et al. 2015; Lazik and Rowe 2012; Liu et al. 2012; Liu et al. 2013;
Wang et al. 2017; Wang et al. 2016]. For acoustic emitting sources, their unique signa-
tures can be utilized for authentication or activity recognition [Chauhan et al. 2017].
For non-acoustic emitting objects, active sensing can be adopted, which transmits pur-
posefully modulated acoustic signals and makes inference based on the received or
reflected waveforms at an acoustic receiver [Gupta et al. 2012; Ke et al. 2018]. 1
Despite tremendous development in acoustic sensing techniques in the past decade,
a comprehensive treatment of key design considerations, fundamental principles, and
methods are lacking. As a result, when developing a new application utilizing acoustic
sensing, researchers and developers often have to start from scratch and reinvent the
wheel.
In this work, we present the first survey on recent advances in acoustic sensing. We
target novel sensing approaches on commodity hardware (bandwidth below 24 kHz),
as opposed to those that require special-purposed hardware such as underwater acous-
tic communication or ultrasonic sensing. We survey the state-of-the-art research and
propose a general framework that encompasses main building blocks of typical acous-
tic sensing systems. This framework provides a novel layered taxonomy of previous
work consisting of application layer, processing layer, and physical layer as depicted in
Fig. 1. In the framework, the physical layer converts acoustic signals into digital sam-
ples with appropriate hardware and signal processing modules; the processing layer
extracts application-specific information such as unique temporal, frequency-domain,
1It should be noted that communication and sensing are different terminologies. However, in this paper, to
fully uncover the potential of acoustic signals, we view acoustic communication as a special type of acoustic
sensing, whose purpose is to convey information.
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Table I: Comparison of acoustic sensing enabled applications
Category Application Work Sensingmethod Platform
Context-aware
application
Ranging [Peng et al. 2007][Uddin and Nadeem 2013] Active
sensing
Mobile
devicesRadar [Graham et al. 2015][Zhou et al. 2017]
Localization
[Lazik et al. 2015]
[Lazik and Rowe 2012]
[Liu et al. 2013]
[Wang et al. 2017]
[Tung and Shin 2015]
Device-based
tracking
[Mao et al. 2016]
[Mao et al. 2017]
[Yun et al. 2015]
HCI
Device-free
gesture
tracking
[Nandakumar et al. 2016]
[Wang et al. 2016]
[Yun et al. 2017]
Passive
or
active
sensing
Mobile
devices
or
customized
hardware
Keystroke
detection
[Liu et al. 2015]
[Wang et al. 2014]
[Zhu et al. 2014]
Acoustic-driven
interface
[Laput et al. 2015]
[Ono et al. 2015]
Touch
force
detection
[Ono et al. 2015]
[Pedersen and Hornbæk 2014]
[Tung and Shin 2016]
Gesture
recognition
[Gupta et al. 2012]
[Ruan et al. 2016]
Health
sensing
[Larson et al. 2012]
[Larson et al. 2011]
[Lu et al. 2012]
[Nandakumar et al. 2015]
[Nirjon et al. 2012]
[Rachuri et al. 2010]
[Ren et al. 2015]
Authentication [Chauhan et al. 2017]
Activity
recognition
[Nirjon et al. 2013]
[Rahman et al. 2014]
[Zhang et al. 2016]
Aerial
acoustic
communication
Communication
[Ka et al. 2016]
[Lee et al. 2015]
[Nandakumar et al. 2013]
[Wang et al. 2016]
Active
sensing
Mobile
devices
or high-level features; the application layer leverages the information from the pro-
cessing layer and provides a variety of services to end-users.
The remainder of this paper is organized as follows: in Section 2, we classify existing
work according to their application scenarios into three categories, namely, context-
aware applications, human-computer interface (HCI), and aerial acoustic communica-
tion. In Section 3, we summarize the building blocks for the above applications and
discuss key enabling techniques including timing estimation, pattern recognition, and
digital modulation. In Section 4, we present supporting hardware and physical layer
design considerations, including coherent detector, waveform design, and bandwidth
consideration. Finally, we discuss remaining challenges and new research directions
in Section 5. We conclude the paper in Section 6.
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2. APPLICATION LAYER
In this section, we discuss various acoustic-enabled applications. Based on the applica-
tion scenarios, we classify existing research into three categories: context-aware appli-
cation, HCI, and aerial acoustic communication. Different categories exploit acoustic
signals in different manners. Context-aware applications, depending on contextual in-
formation such as range, location, etc., rely on the estimation of sound propagation
time. HCI systems infer and respond to user intentions by inspecting how external
physical activities alter acoustic signals. Aerial acoustic communication utilizes acous-
tic waves to carry data through air. These applications mostly adopt active sensing
where modulated acoustic waves are generated. A comparison of these applications in
sensing methodologies, occupied bandwidth, and deployed platforms is summarized in
Table I.
2.1. Context-aware Applications
Context-aware applications, built on contextual information such as range and loca-
tion can provide better user experience in many domains such as health and fitness,
entertainment, etc. The context-aware applications, depending on the estimation of
sound propagation time or special acoustic signatures, can be further grouped into
four categories: ranging, acoustic radar, device-based tracking, and localization.
2.1.1. Ranging. Range is a useful context information and can be used for distance
and size measurements, efficient network management [Nadeem and Ji 2007], or con-
tent sharing [Frohlich et al. 2002; Counts and Fellheimer 2004]. Leveraging acoustic
signals for ranging provides an economical and convenient alternative to traditional
measurement tools.
BeepBeep [Peng et al. 2007] is a pioneer work that uses acoustic signal for precise
ranging on commodity mobile devices. It calculates the distance between pair-wise
transceivers by estimating the propagated time of acoustic signals. BeepBeep avoids
tight synchronization via a two-way sensing approach. In BeepBeep, one device first
emits a chirp signal. Upon detection, the other device waits for an arbitrary period
and then emits another chirp signal. Both transceivers then calculate the time differ-
ence between the events of transmission and reception locally by counting the number
of acoustic samples. A central server is used to compute the final results from the
time differences. BeepBeep reports centimeter-level ranging accuracy. However, the
performance of BeepBeep can be degraded by irregular and uncertain system delay.
To mitigate such uncertainty, the authors in [Uddin and Nadeem 2013] sidestep the
system jitters by implementing the system in the kernel space, and build a stand-alone
application called RFBeep. RFBeep [Uddin and Nadeem 2013] performs ranging via a
combination of radio and acoustic signals. The key idea for RFBeep is that the flight
time of radio signals is negligible in the maximum reachable distance for power-limited
acoustic signals. Thus it is feasible to employ radio signals for synchronization. As a
result, the range information can be acquired via estimating the flight time of acous-
tic signals. RFBeep reports 20 cm absolute ranging errors. However, the reliance on
kernel modification prohibits its wide-scale adoption. SwordFight [Zhang et al. 2012]
is another ranging system that improves upon BeepBeep in responsiveness, accuracy,
and robustness. It works at the same way as BeepBeep but differs in employed signals
and signal detection techniques. SwordFight reports a median ranging accuracy of 2
cm with 10 Hz fresh rate in noisy environments.
2.1.2. Acoustic Radar. Radar [Philippe et al. 2001] is widely used for remote sens-
ing [Cloude and Pottier 1997] and object tracking [Blackman 1986; Cloude and Pot-
tier 1996]. A radar system operates by radiating high-frequency signals and detecting
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Table II: Comparison of acoustic-enabled localization systems
Category Work Method Synchronous/asynchronous
Concurrent
multiple
targets
localization
Accuracy
Infrastructure-
based
[Liu et al. 2013] ToA Synchronous Supported Centimeter-level
[Lazik and Rowe 2012] TDoA Synchronous Supported Centimeter-level
[Lazik et al. 2015] TDoA Synchronous Supported Centimeter-level
[Wang et al. 2017] TDoA Asynchronous Supported Centimeter-level
Infrastructure-
free
[Liu et al. 2012] ToA Asynchronous Not supported Meter-level
[Nandakumar et al. 2012] TDoA Asynchronous Supported Meter-level
[Tung and Shin 2015] Profiling N/A Not Supported Centimeter-level
the reflected echoes [ztrk et al. 2017; Philippe et al. 2001]. BatMapper [Zhou et al.
2017] demonstrates that a radar can be realized using acoustic signals on off-the-shelf
mobile devices for indoor floor map construction. BatMapper adopts the FMCW (Fre-
quency Modulated Continuous Wave) signals and exploits the constraints of speaker-
microphone distances to detect the echoes bouncing off surrounding objects, leading to
accurate range estimation. BatMapper reports 1− 2 cm estimation errors with ranges
up to 4 meters. Another work similar to BatMapper is presented in [Graham et al.
2015], reporting an error bound of 12 cm within 4 m distances.
2.1.3. Device-based Tracking. High-accuracy object tracking is important in many sce-
narios [Yilmaz et al. 2006], for example, interaction, automated surveillance, and traf-
fic monitoring. Tracking is already a well-investigated topic in Computer Vision (CV)
community [Yilmaz et al. 2006; Murray 2017; Xiang et al. 2015]. However, CV tech-
niques impose substantial computation costs and do not work well under poor light
conditions. Acoustic-based tracking systems can overcome these limitations.
AAMouse [Yun et al. 2015] is a device-based tracking system. It achieves centimeter-
level accuracy by estimating the Doppler effect of multiple acoustic carriers. However,
the sampling rate limits the tracking accuracy, and the tracking errors accumulate
over time, making it infeasible for long-term tracking. CAT [Mao et al. 2016], advances
AAMouse and achieves a sub-centimeter level tracing accuracy by a chirp mixing oper-
ation. CAT also incorporates an Inertial Measurement Unit (IMU) to improve tracking
accuracy. However, CAT adopts one-way sensing which is easily affected by the Sam-
pling Frequency Offset (SFO) [Kinoshita and Nakatani 2013; Miyabe et al. 2013a;
Miyabe et al. 2013b]. The SFO problem exhibits irregularity and cannot be addressed
by a one-time compensation. Therefore, CAT needs to perform calibration from time
to time. The authors further advance CAT in [Mao et al. 2017], enabling a drone to
follow a person with a safe range in challenging indoor environments. In this work,
the authors utilize several advanced signal processing modules, in particular, MUlit-
ple SIgnal Classification algorithm (MUSIC) to resolve the multipath effects and thus
enhance the robustness of tracking.
2.1.4. Localization. Localization is the key enabler for Location Based Service (LBS).
Though there is tremendous research on indoor localization, they either use expensive
dedicated infrastructures [Yang et al. 2014; Adib et al. 2014; Xiong and Jamieson 2013]
or rely on cumbersome device-dependent kernel modification [Vasisht et al. 2016; Ku-
mar et al. 2014; Kotaru et al. 2015], prohibiting their practical deployment. Decades
of efforts have been made yet indoor localization services are still not widely avail-
able. Among existing cutting-edge indoor localization approaches, acoustic-based sys-
tems attract much interest in the community since they can achieve sub-meter level
localization accuracy with relatively low infrastructure cost and deployment efforts.
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Existing work on acoustic-enabled localization solutions can be classified into two cat-
egories, namely, infrastructure-based and infrastructure-free.
Infrastructure-based schemes often deploy low-cost and power-efficient distributed
acoustic anchors in the place-of-interest. The coordinates of these anchors are mea-
sured in advance. Apart from acoustic sensors, each anchor may have a wireless con-
nection with a remote server. The remote server synchronizes or schedules the an-
chors in transmitting modulated signals. When these signals are detected by either a
target or other anchors, the associated timestamps (time-of-arrival or time-difference-
of-arrival) are reported to the sever. Finally, the location of a target is obtained. In
contrast, infrastructure-free systems require no extra hardware but usually sacrifice
localization accuracy. A comparison of acoustic-enabled indoor localization systems is
summarized in Table II.
Liu et al. [Liu et al. 2013] developed a centimeter-level localization system named
Guoguo. The anchors in this system are synchronized by Zigbee and are scheduled to
transmit orthogonal codes, which are used by targets to perform ToA (Time-Of-Arrival)
estimation. Multilateration is then used to locate the targets. A speaker-only localiza-
tion system was proposed by Lazik and Rowe in [Lazik and Rowe 2012]. In this ap-
proach, distributed speakers are connected to different channels of an advanced audio
device. Each channel emits chirp spread spectrum modulated acoustic signals [Kim
and Chong 2015]. A target locates itself locally by performing TDoA (Time-Difference-
Of-Arrival) estimation. According to [Lazik and Rowe 2012], the 95-percentile localiza-
tion accuracy is within 10 cm. ALPS [Lazik et al. 2015] improves upon the work [Lazik
and Rowe 2012] in ease of deployment. In ALPS, anchors are synchronized via Blue-
tooth, and each anchor embeds both a microphone and a speaker. The coordinates of
the anchors are efficiently obtained through acoustic-assisted simultaneously localiza-
tion and mapping. ALPS reports average errors of 30 cm and 16.1 cm in locating targets
and anchors. The localization accuracy of the above work is highly dependent on the
synchronization performance, which is sensitive to network latency, especially in a
large-scale network. In contrast, asynchronous approaches can overcome these short-
comings. ARABIS [Wang et al. 2017] is an asynchronous acoustic localization system
which adopts two-way ranging [Peng et al. 2007] to avoid synchronization. In ARA-
BIS, anchors transmit acoustic beacons periodically following a coarse time-division-
multiple-access schedule. Targets, as well as anchors, overhear the transmissions and
record the corresponding timestamps. These timestamps can be used to estimate TDoA
information in locating a target. ARABIS reports a 95-percentile localization error of
7.4 cm.
Infrastructure-free localization systems do not require the deployment of custom-
built hardware in the place-of-interest but achieve less competitive localization accu-
racy. Liu et al. in [Liu et al. 2012] built a localization system utilizing acoustic and
WiFi signal. This approach first obtains pair-wise distances between different mobile
devices via acoustic ranging [Peng et al. 2007]. The ranging results are then used to
bound the spatial relations in the device group to form a rigid graph. Furthermore,
the device group collect location-dependent WiFi signatures. The system finally lo-
cates the device group by finding a best match for the spatial constraints and location-
dependent WiFi signatures. This work achieves an 80-percentile localization error of
1 m. Centaur [Nandakumar et al. 2012], similar to [Liu et al. 2012], proposes a joint
optimization framework utilizing acoustic and WiFi signals, and reports meter-level
localization accuracy. EchoTag [Tung and Shin 2015] is an acoustic-based fingerprint-
ing localization system that can detect minor location changes. It associates different
acoustic profiles with different positions, known as tags, to train a classification model.
This model is then used for online tag detection and enable context-aware applications.
EchoTag reports an accuracy of 98% in distinguishing 11 tags at 1 cm resolution. How-
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Table III: A Comparison of device-free gesture tracking systems
System Transmitted signal Average trackingaccuracy
Occupied
bandwidth
Fresh
rate
Operation
range
FingerIO OFDM modulated signal 8 mm in 2D 18− 20 kHz 169 fps within 0.5 m
LLAP Multiple pure tones 3.5 mm for 1D
4.57 mm for 2D 17− 23 kHz ≥ 66 fps 0.5 m
Strata GSM sequence 3 mm 18− 22 kHz 80 fps 0.5 m
ever, EchoTag cannot adapt to environmental dynamics and is likely to suffer from
degraded performance in the long run in absence of new data collections.
We believe that acoustic-enabled infrastructure-based localization systems are
promising for commercial adoption since they can achieve high localization accuracy
with affordable infrastructure costs and can be deployed on commodity mobile devices.
Infrastructure-free solutions can be supplementary to the infrastructure-based sys-
tems in cases where anchor nodes cease to operate and do not have sufficient coverage
of areas of interest.
2.2. HCI
HCI [Lowgren 2014], a multidisciplinary field of study, focuses on information technol-
ogy design, in particular, the interaction between humans and computers. Acoustic-
enabled HCI is an emerging modality that exploits the relation between acoustic chan-
nel properties and physical activities. Such a technology can be applied to a wide range
of interactions from finger-scale tracking to body-scale activity recognition. In this
section, we group existing work that utilizes acoustic-based HCI methods into eight
categories, namely, device-free gesture tracking, keystroke detection, acoustic-driven
interface, touch force detection, gesture recognition, audio-based health sensing, au-
thentication, and activity recognition.
2.2.1. Device-free Gesture Tracking. Device-free gesture tracking, a type of Around De-
vice Interaction [Ketabdar et al. 2010] (ADI), extends interaction space beyond the
physical boundary of small mobile devices and effectively uses the nearby 3D space
for interaction. This kind of technology is particularly useful for small portable devices
such as smartphones and wearables.
FingerIO [Nandakumar et al. 2016] is a recently proposed device-free gesture track-
ing system. It turns a mobile phone or a smartwatch to an active sonar that is capable
of tracking moving fingers at a granularity of 7 mm. FingerIO uses the Orthogonal
Frequency Division Multiplexing (OFDM) modulated signals to estimate the acoustic
channel between a hand and the smartphone periodically. In each estimation cycle, the
channel responses, also called channel frames, are acquired through cross-correlation.
Since only moving objects can dynamically affect the channel, FingerIO can track a
moving object by comparing consecutive channel frames. FingerIO reports 8 mm me-
dian tracking accuracy at a frame rate of 169 fps. A phase-based device-free gesture
tracking system, LLAP, was proposed in [Wang et al. 2016]. LLAP leverages coherent
detection to extract the phase of the acoustic echoes for finger localization and tracking.
In LLAP, a mobile device actively transmits multiple carriers and decomposes finger-
generated echoes for processing. It uses the phase divergence of multiple carriers to
coarsely locate the finger and track its displacement via phase shift. LLAP reports a
tracking accuracy of 3.5 mm for 1D hand movement and 4.57 mm for 2D drawing with
less than 15 ms latency. However, both FingerIO and LLAP are not resilient to nearby
interference. Another work named Strata was proposed in [Yun et al. 2017]. Strata is
also built on the coherent detector structure but utilizes GSM training sequence. The
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evaluation results demonstrate that it outperforms FingerIO and LLAP in all cases. A
comparison of these tracking schemes is given in Table III.
Device-free gesture tracking systems enable drawing in-the-air experiences on tan-
gible devices. However, these systems still have a long way to go before they reach mas-
sive market. Initial setups, multipath effects, and the placement of acoustic sensors all
affect tracking performance. As a result, more robust approaches that are adaptive to
different settings need to be investigated.
2.2.2. Keystroke Detection. Keystroke detection via acoustic sensing can provide an al-
ternative input method for the current inefficient and error-prone touchscreen key-
boards. Such a technology can also be used by malicious attacks to hack sensitive
information.
UbiK [Wang et al. 2014] is a novel keystroke recognition system based on passive
acoustic sensing. It uses a printed paper to emulate a keyboard, enabling PC-like text
input. UbiK harnesses the fact that the amplitude spectrum density of acoustic signals,
produced by click sound, is location dependent. Thus a fingerprinting strategy can
be employed for keystroke detection. UbiK reports 95-percentile recognition accuracy.
However, UbiK needs laborious training. Model-based methods can ease the pain of
laborious training. The authors in [Liu et al. 2015] and [Zhu et al. 2014] apply TDoA
inference models to perform keystroke detection. They use the dual microphones on
smartphones to passively locate the pressed keys by correlating the associated audio
samples from the two channels. The work in [Liu et al. 2015] and [Zhu et al. 2014]
report 94% and 72.2% detection accuracy, respectively.
Keystroke detection via acoustic sensing has demonstrated both analytically and
empirically to be viable. However, heterogenous typing styles across different perform-
ers, background noises, and different typing surfaces, etc., may deteriorate system per-
formance. Therefore, there is still room for further improvements.
2.2.3. Acoustic-driven Interface. Building acoustic-driven interface with custom-built
hardware enjoys more design flexibility and can lead to brand new experiences. We
now present novel interactive systems on customized platforms.
Touch & Active [Ono et al. 2015] is an active sensing system that can recognize a rich
context of touch gestures and hand postures on existing objects. It can also identify dif-
ferent shapes of deformable objects. Touch & Active exploits the facts that any external
excitations including touch or deformative force can alter the resonant frequency spec-
tra of a specific object. Thus, if we use acoustic signals to monitor the properties of the
object, external forces can be identified. Touch & Active reports an accuracy of 99.6%
and 86.3% in recognizing five touch gestures and six hand postures on a plastic toy. An-
other work called Acoustruments [Laput et al. 2015] also adopts customized platforms.
Acoustruments fabricated a tube as an acoustic channel that connects the transceivers
on a commodity smartphone. The tube has a physical control unit that can move and
thus manipulates the properties of received acoustic signals. Acoustruments designed
a classification model to recognize different control commands and achieves 99% con-
trol accuracy.
2.2.4. Touch Force Detection. HCI with touchable panels can enhance input flexibility.
However, prototyping force-sensitive input systems often require complex circuit de-
signs and hardware configurations. Commodity hardware, e.g., smartphone, with such
capability are based on priority sensors [3DT 2017] which are not pervasively adopted.
In contrast, acoustic sensing modules are ubiquitous and can enable touch sensing on
off-the-shelf smart devices without extra hardware.
ForcePhone [Tung and Shin 2016] can estimate applied forces with built-in acoustic
sensors by exploiting structure-borne sound propagation. ForcePhone utilizes the fact
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Table IV: A comparison of aerial acoustic communication systems
Work Modulation
Maximum
operating
range
Bandwidth Audible/inaudible Bit rate
[Gerasimov and Bender 2000] OFDM < 2 m 735− 4410 Hz/
18.4 Hz
Audible/
inaudible
5.6/
1.4 kbps
[Lopes and Aguiar 2001] M-ary FSK < 2 m 0− 12 kHz Audible 2.4 kbps
[Hanspach and Goetz 2014] FHSS 20 m 4.1− 21 kHz Audible 20 bps
[Nandakumar et al. 2013] OFDM Withincentimeters 0− 24 kHz Audible 2.4 kbps
[Lopes and Aguiar 2006] OFDM 8 m 6.4− 8 kHz Inaudible 240 bps
[Yun et al. 2010] Phasemodulation < 2 m 6.4− 8 kHz Inaudible 600 bps
[Wang et al. 2016] OFDM 8 m 8− 20 kHz Inaudible 500 bps
[Lee et al. 2015] BOK 25 m 19.5− 22 kHz Inaudible 16 bps
[Ka et al. 2016] QOK 2.7 m at
35 dBSPL 18.5− 19.5 kHz Inaudible 15 bps
that emitted acoustic signals from the speaker of a smartphone can cause vibration
of the phone body, the intensity of which can be affected by external pressure. There-
fore, touch force can be obtained by correlating the applied force with received signal
intensity. ForcePhone reports comparable performance with iPhone 6s devices which
feature 3D touch sensors. Touch & Active [Ono et al. 2015] which exploits the relation-
ship between touch events and channel responses can also recognize applied forces.
Since Touch & Active adopts classification model, it can only identify discrete forces.
Expressive Touch [Pedersen and Hornbæk 2014] is a passive touch-sensitive system. It
leverages the differences in signal intensity and spectrum of original touch generated
sounds to identify different forces. Expressive Touch achieves less competing results
as it can only identify two levels of touch force.
Acoustic-enabled touch-force detection enriches input flexibility. Nevertheless, exist-
ing solutions are still immature for practical deployment due to laborious calibrations.
More efforts should be made to ease such pain.
2.2.5. Gesture Recognition. Gesture recognition aims to understand the expressive
meaning of body parts, serving as an interface for humans to interact with smart de-
vices. Previous approaches [Mitra and Acharya 2007] often rely on dedicated devices or
computational intensive image processing. In contrast, acoustic sensing methods are
lightweight and can detect minor finger-scale gestures.
AudioGest [Ruan et al. 2016] is a hand gesture recognition system with an accuracy
of 96%. AudioGest harnesses the fact that different hand gestures generate different
acoustic echo profiles. Therefore, one can construct sufficient gesture associated pro-
files to learn a classification model for online recognition. SoundWave, a Doppler effect
based gesture recognition system, was presented in [Gupta et al. 2012]. SoundWave
continuously triggers an inaudible tone and infers gestures by sensing the spectrum of
hand-reflected echoes. The key idea is that the reflected acoustic echoes from a moving
hand are frequency-shifted compared to the transmitted signals. If the hand is moving
away, the spectrum of the acoustic echoes is below the transmitted one and vice versa.
Combining the above primitives allows the recognition of more complex gestures such
as flick and quick taps. SoundWave reports recognition accuracy over 86.67% under
various testbeds. Other gesture recognition systems include VSin [Ke et al. 2018] that
enables back-of-device gesture recognition and the work in [Sun et al. 2018] that fa-
cilitates depth-aware finger tapping on virtual displays. This line of work is based on
gesture tracking technology.
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Gesture recognition based on acoustic sensing mostly needs a sophisticated analysis
on acoustic echoes. These echoes are submerged in primary signals and thus are hard
to be isolated. Meanwhile, they are vulnerable to noise. As a result, acoustic-enabled
gesture recognition systems have limited capability. Further investigation into signal
process techniques and robust inference models are needed.
2.2.6. Audio-Based Health Sensing. Vital signs, including breathing rates and heart-
beats, are important indicators of human health condition. Vital sign detection is pre-
viously limited to clinic usage as it requires special equipment and trained technicians.
Acoustic sensing makes it feasible to detect vital sign signals with portable devices for
non-professional end-users.
MusicalHeart [Nirjon et al. 2012] is a convenient, non-invasive, and low-cost smart
device that recommends appropriate music to end-users based on their heartbeat
rates. It exploited a customized hardware platform called Septimu to extract heart-
beat signals from a resonant chamber inside a ear. Septimu achieves an average de-
tection error of 7.5 bpm. Another portable life sign detection system based on commod-
ity smartphones was presented in [Nandakumar et al. 2015]. This work leverages a
smartphone as an active sonar to detect chest movements, enabling breathing rate es-
timation and sleep apnea detection. The proposed system can achieve an error of fewer
than 0.11 breaths per minute even at a distance of up to 1 m. Ren et al. [Ren et al. 2015]
developed a passive sensing system that can detect breathing rates and sleep-related
events from the breathing signals. This approach employs more high-quality sensors,
and reports less than 0.5 bpm detection error rate.
Other audio-based health sensing systems include the work in [Larson et al. 2011]
that detects coughs, SpiroSmart [Larson et al. 2012] and SpiroCall [Goel et al. 2016]
that diagnose lung function, EmotionSense [Rachuri et al. 2010] that identifies psy-
chological information, and StressSense [Lu et al. 2012] that uncovers stress.
2.2.7. Authentication. Authentication via acoustic footprints is a well-investigated topic
in the community. Traditional methods mostly utilize voice [Shoup et al. 2016] which
require users’ active involvements. However, in [Chauhan et al. 2017], Chauhan et al.
[Chauhan et al. 2017] pioneered a novel passive method that utilizes behavioral bio-
metric signatures for authentication. These signatures are extracted from a user’s com-
monplace breathing signals including sniff, normal breaths, and deep breaths. These
commonplace breathing signals exhibit distinctive features across different users and
thus can be used for authentication. The prototype system in this work, called Breath-
Print, reports an accuracy of over 94% in identifying different users. This approach is
light-weight and promising for resource-constrained IoT devices.
2.2.8. Activity Recognition. Activity recognition is a well-investigated topic in the re-
search community. It aims to understand the expressive meaning of human activities
and react to the corresponding initiatives. Various methods have been put forwarded
in the literature such as Inertial Measurement Unit (IMU) [Abhayasinghe and Murray
2014; Prathivadi et al. 2014; Koskima¨ki et al. 2017; Mummadi et al. 2017; Wei et al.
2016] assisted methods, RF signal [Wang et al. 2015; Virmani and Shahzad 2017; Ab-
delnasser et al. 2015; Li et al. 2016; Pu et al. 2013] aided approaches, and Computer
Vision (CV) [Ma et al. 2016; Fernando et al. 2015; Pirsiavash and Ramanan 2012; Wang
et al. 2013; Che´ron et al. 2015] supported techniques. Leveraging acoustic signals for
activity recognition provides an additional modality to improve accuracy.
DopEnc [Zhang et al. 2016] is an automatic encounter profiling system. It enables
users to record conversation events and interaction contexts with other people auto-
matically. The underlying techniques behind DopEnc are acoustic Doppler effect esti-
mation and self-voice recognition. DopEnc achieves an accuracy of 6.9% false positive
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and 9.7% false negative rates in real-world usage. BodyBeat [Rahman et al. 2014] is
a mobile sensing system that aims to recognize non-speech body sounds such as food
intake, laughter, and breath. This approach requires users to wear a dedicated de-
vice around the neck to capture audio samples. It builds a classification model that
employs 30 acoustic features for identification. BodyBeat is assumed to be useful for
food journaling and illness detection. Auditeur [Nirjon et al. 2013] is a general-purpose
acoustic event detection platform. It utilizes participatory sensing where end users tag
audio clips for profiling. Auditeur improves the detection accuracy for acoustic events
by 10.71%− 13.87% than traditional methods with 11.04%− 441.42% less power.
2.3. Aerial Acoustic Communication
With the advancement of mobile computing technologies, transmitting small amounts
of data via aerial acoustic channels has attracted much attention, leading to a new
concept of aerial acoustic communication. Aerial acoustic communication enables any
device that has an embedded microphone and speaker to achieve communication with-
out extra hardware and complex network configuration. Thus, it can serve as an alter-
native to traditional RF-based device-to-device communication such as Bluetooth and
WiFi Direct.
The authors in [Gerasimov and Bender 2000] presented a communication system
based on tone modulation. It leverages the presence or absence of tone signals to em-
bed information (100% Amplitude Shift Keying). This approach achieves a delivery rate
of 5.6 kbps with multiple audible tones. The delivery rate reduces to 1.4 kbps when
a single inaudible tone is applied. It reaches a maximum communication range of 2
m under the Line-of-Sight (LOS) condition. Another work called Digital voice [Lopes
and Aguiar 2001] adopted a M-ary FSK modulation mechanism with the audible band
(under 12 kHz), reporting a data rate at tens to thousands of bits per seconds (bps).
Dhwani [Nandakumar et al. 2013] is an acoustic-based Near Field Communication
(NFC) system. It employs OFDM modulation to encode messages and design a Jam-
Secure technique to prevent malicious attacking. Dhwani occupies 24 kHz bandwidth
and achieves a maximum data rate of 2.4 kbps. An acoustic-enable mesh network was
proposed in [Hanspach and Goetz 2014]. This approach leverages Frequency Hopping
Spread Spectrum (FHSS) and achieves 20 bps at a distance up to 20 m. The above work
all deploy systems in the audible band (normally below 18 kHz).
Utilizing audible bands for communication can be disruptive, and thus many in-
audible (hidden) communication systems are developed. The authors in [Lopes and
Aguiar 2006] proposed to leverage the masking effect of the human hearing system to
achieve inaudible acoustic communication. This approach employs OFDM modulation
and achieves 240 bps data rate. Similar work in [Yun et al. 2010] and [Wang et al.
2016] attains data rates of 600 and 500 bps, respectively.
Both tone-based and OFDM modulation techniques are not robust to Doppler ef-
fect. Besides, the performance of these methods generally deteriorates in multipath
rich environments. In contrast, chirp spread spectrum (CSS) utilizes more resilient
chirp signals to encode information bits and thus achieves better performance in de-
coding error rate and communication range. A chirp binary orthogonal keying (BOK)
modulation techniques was first presented in [Berni and Gregg 1973; El-Khamy et al.
1996]. It utilizes orthogonal up and down chirp signals for communication. The work
in [Lee et al. 2015] adopted BOK and extended the communication range up to 25 m
at a data rate of 16 bps. Soonwon et al. [Ka et al. 2016] advanced BOK and developed
a chirp quaternary orthogonal keying (QOK) modulation technique. QOK finds near-
orthogonal chirps by an exhaustive search over its pre-defined solution space. With
QOK, a Code Division Multiple Access (CDMA) system is built. The system achieves
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Fig. 2: Frequency response of digital filters
zero frame error rate even at a minimal sound pressure level of 35 dB SPL when the
transceivers are 2.7 m away from each other.
3. PROCESSING LAYER
The processing layer serves as an intermediary between the physical and application
layer. It takes audio samples from the physical layer, applies inference models to ex-
tract application-specific features, and provides the results to the application layer.
How to undermine useful information via the inference models is central to the pro-
cessing layer. In this section, we categorize existing approaches into timing estimation,
pattern recognition, and digital modulation. Key techniques behind each category are
presented in details. In timing estimation, different processing techniques to estimate
sound propagation time are introduced; A canonical data flow to inspect data regulari-
ties is presented for pattern recognition. Common techniques to achieve aerial acoustic
communication are compared in digital modulation. Before diving into the details of
each category, we first present common pre-processing techniques among the three
categories.
3.1. Pre-processing Techniques
Pre-processing techniques aim to achieve high signal-to-noise-ratio (SNR) since acous-
tic sensors especially microphones are quite sensitive and vulnerable to background
noises, channel distortions, and multipath effect. In this section, we present the most
widely used pre-processing techniques along the lines of noise filtering, channel distor-
tion mitigation, and robust onset detection. The technique in each category is orthogo-
nal to each other and can be combined.
3.1.1. Noise Filtering. Noises are generally from in-band and out-of-band interference.
Out-of-band interference is easy to be filtered out via digital filters such as Finite
Impulse Response (FIR). In-band interference is usually hard to be removed. But SNR
can still be improved by adopting a matched filter.
Finite Impulse Response (FIR) filters are widely used digital filters since they are
inherently stable, have a linear phase, and are flexible in shaping their frequency
responses. Therefore, FIR filter is easy to be implemented and usually achieve good
performance. The filtering process is accomplished by a weighted sum of finite prior
samples. A faster implementation uses the convolution between the inputs and the
filter coefficients. Though FIR filters have many advantages, for resource-constrainted
IoT devices, they are computation intensive. As a result, Cascade Integrator Comb
(CIC) filters are developed. CIC filters achieve computation efficiency via decimation
(i.e., downsampling). In addition, the frequency response of a CIC filter exhibits unique
features. As depicted in Fig. 2 (b), significant losses appear at certain frequency bins,
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Fig. 3: Audible artifacts due to speaker diaphragm inertia can be mitigated by wave-
form reshaping and the insertion of guard interval. The transmitted signal is in the
range of 18− 22 kHz. Audible noises are indicated by the vertical lines below 15 kHz.
which can be used to suppress specific interference [Wang et al. 2016]. Another popular
choice are matched filters. A matched filter can extract a known waveform in noise
contaminated signals with low SNR by correlating the measurements with a known
reference signal.
The above noise filtering techniques are performed at receiver ends. At the transmit-
ter side, careful design can also mitigate noise such as inter-symbol-interference (ISI).
For instance, an effective method to mitigate ISI is to insert Guard Interval (GI) be-
tween consecutive signal transmissions, keeping the channel silent for a while. Since
acoustic echoes in the aerial channels are subject to 25 dB loss after 10 ms [Tung and
Shin 2016], inserting GI can significantly reduce the impact of multipath reverbera-
tions from prior signals and thus mitigate ISI.
3.1.2. Channel Distortion Mitigation. The channels acoustic signals propagate through,
are not ideal and often introduce distortions. There are two common source of channel
distortions in acoustic systems, i.e., frequency selectivity [Mao et al. 2017] and speaker
diaphragm inertial [Ine 1959].
Frequency selectivity, also known as non-flat frequency response, describes the phe-
nomenon where acoustic signals experience different channel gains at different fre-
quencies. It is common on commercial-off-the-shelf IoT devices since the acoustic sen-
sors on these platforms are optimized only for the audible bandwidth [Lee et al. 2015;
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Zhou et al. 2017] (normally below 8 kHz). However, signals at higher frequency bands
are usually much favorable in acoustic sensing as they suffer less interference from
background noises. As a result, a receiver will get corrupted inputs if they are not pre-
processed. Frequency selectivity is often addressed by applying a compensation filter
to the received signals with a reciprocal frequency response to the channels of interest.
Speaker diaphragm inertia can cause ringing effects [Lee et al. 2015] or frequency
leakage. Ringing effects are the distortions in time domain where a transmission is
delayed at start and the duration of the transmission is prolonged. In contrast, fre-
quency leakage (hereafter, we will use frequency leakage to refer to speaker diaphragm
problem) describes the problem in frequency domain where a transmission of a band-
limited signal can cause out-of-band noises. Perceptually, the speaker diagram inertial
can generate audible noise though the transmitted signal only occupies inaudible fre-
quency bands. Such a problem appears when a transmission has abrupt amplitude or
phase changes. To address the problem, waveform reshaping techniques and channel
estimation approaches have been considered in the literature. Waveform reshaping,
as its name refers, mitigates channel distortions by slightly changing the waveform
of the inputs. Existing solutions include utilizing a raised cosine window to reshape
the waveforms [Lee et al. 2015], inserting fade-in and fade-out signals to ensure phase
consistency [Lazik and Rowe 2012], or just slowly increasing and decreasing the ampli-
tude of the first and last few samples [Zhou et al. 2017]. Fig. 3 demonstrates the effec-
tiveness of waveform reshaping. Though waveform reshaping can reduce or eligible au-
dible artifacts, it may introduce more distortions. Another technique, originated from
RF communication systems, addresses the distortions by directly measuring channel
responses [Roy et al. 2017]. After the channel responses are obtained, a reciprocal com-
pensation filter can be designed and applied to the inputs. Since frequency leakage is
more precisely compensated, distortions to the original signals are minimized. This,
however, comes at the cost of higher implementation complexity for calibration.
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3.1.3. Robust Onset Detection. Onset detection, determining the presence or absence
of a particular signal and the associated timing, is the cornerstone of many acoustic
sensing systems, in particular for time-sensitive applications.
Onset detection can be accomplished by naive FFT analysis or application of
matched filters. FFT analysis is commonly used for tone detection. It achieves onset
detection by inspecting if there is any known spectra appearing in the frequency do-
main while a matched filter accomplishes the task in time domain. Matched filtering
is commonly applied to detect signals with good compression properties such as chirp
signals. By cross-correlating the captured samples with a known reference signal, one
can determine the presence and the timing of the reference signal from a strong peak.
Anyway, both approaches require proper thresholds for peak detection. If the magni-
tude of the known spectra or the correlation peaks are above a certain threshold, the
reference signal is identified, and vice versa. If multiple peaks are present, the maxi-
mum one is often chosen. Onset detection using peak detection with fixed thresholds
is inadequate in dynamic and mobile situations due to the “near-far” effect, strong
interference, and the multipath effect, which contribute to system failures.
The “near-far” effect, a terminology originated from wireless communication sys-
tems, describes the phenomenon where the signal power received at a base station is
dominated by closer users than the distant ones due to signal attenuation over dis-
tance. Acoustic sensing systems also suffer from the same problem. Specifically, the
“near-far” problem makes it challenging to set an appropriate threshold to detect the
reference signal at both near and far distances. When the threshold is high, distant sig-
nals may be missed while if the threshold is low, noise or interference near the receiver
may be identified as the reference signals. Fig. 4 illustrates this dilemma. Moreover,
when the received signals are saturated by strong interference with wide bandwidth
(e.g., clap noise depicted in Fig. 6 ), the threshold-based detection method is problem-
atic. A strong interference can easily generate multiple peaks exceeding the pre-set
threshold, resulting in false onset detection. Finally, the multipath effect describes a
phenomenon that a receiver not only captures the LOS signal that is assumed to be a
predominant signal, but also receives multiple delayed and attenuated copies. These
delayed and attenuated copies, called NLOS signals, can add up constructively so as
to dominate the received signal. Consequently, in threshold-based onset detection sys-
tems, the timestamp corresponding to NLOS signals may be falsely identified as that
of the LOS signal.
For robust detection, more sophisticated characteristics should be exploited. Fig. 5
illustrates some useful features for onset detection employing chirp signals. For in-
stance, the ratio between the magnitude of an authentic peak and the mean value of
its sidelobes [Peng et al. 2007] is much higher than that from interfering signals. Fur-
thermore, when the reference signal appears, the ratio between the authentic peak
and the mean of W samples ahead of the peak (depicted in Fig. 5) increases drasti-
cally while false peaks do not have this property. Utilizing the ratio (the latter one
of the afore-mentioned two ratios) to normalize the cross-correlation results can ef-
fectively mitigate the “near-far” problem. However, in a multipath rich environment,
multiple peaks, mainly generated by NLOS reflections, may also exceed a pre-defined
threshold, making it hard to perform reliable onset detection. To mitigate this prob-
lem, one feasible approach [Peng et al. 2007] is to choose the peak that appears first
since the LOS signal has a shorter propagation path than reflected signals. Another
viable approach first computes the first order differences of the remaining peaks and
then chooses the maximum one. In some cases, to extract desired signals from multi-
ple reflections, application-specific features can be exploited. For instance, to retrieve
the predominant echo from a moving finger, all the above methods will fail. In this
specific scenario, finger-generated echoes exhibit dynamic features such as Doppler
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shift [Gupta et al. 2012] and phase changes [Wang et al. 2016; Yun et al. 2017], while
other reflections do not have such properties.
3.2. Timing Estimation
Timing estimation aims to obtain the flight time of acoustic signals such as ToA or
TDoA timestamps, which are critical especially for ranging and localization. ToA esti-
mation usually involves two devices. It measures the absolute travel time of acoustic
signals between transceiver pairs (Fig. 7 (a)). In contrast, TDoA typically involves mul-
tiple transceiver pairs and calculates the time difference (Fig. 8 (a)) instead. To perform
ToA or TDoA estimation, existing solutions can be classified into one-way or two-way
sensing approaches.
One-way sensing generally refers to the sensing paradigm where signal transmis-
sion has only one way from one or multiple transmitters to one or multiple receivers.
One-way sensing often requires tight synchronization. For ToA estimation, this ap-
proach often exploits another high speed signal source (e.g., radio signals such as WiFi,
Bluetooth, and Zigbee), with negligible travel time (compared to acoustic waves) for
synchronization [Uddin and Nadeem 2013; Liu et al. 2013] as depicted in Fig. 7 (a). In
this approach, a transmitter emits the acoustic and synchronization signals simulta-
neously. A receiver determines the ToA timestamp by computing the arrival time dif-
ference between the two signal sources. Therefore, a timestamp can be obtained with-
out any coordination. For TDoA estimation, there are usually multiple transmitters or
receivers. In some cases, the transmitters or receivers are physically on a single de-
vice. Either the transmitters or the receivers are tightly synchronized. In transmitter-
synchronized systems, acoustic transmission are activated concurrently [Lazik and
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Rowe 2012; Lazik et al. 2015]. TDoA is obtained by cross-correlating received samples
with known reference signals. In receiver-synchronized systems, both actively gener-
ated acoustic waveforms and passive sounds [Liu et al. 2015; Zhu et al. 2014] (e.g.,
keystroke generated sound) can be used. TDoA is computed by cross-correlating the
received samples from different channels. An illustration is given in Fig. 7. Note that
mobile devices in the figures can be replaced by custom-built hardware, which allows
more design flexibility and thus potentially achieves better performance. The main
drawback of one-way sensing approaches lies in their needs for tight synchronization,
which can be easily affected by system delay and network congestion.
Two-way sensing resolves timing information in a synchronization-free manner
and thus is advantageous compared to one-way sensing. In two-way sensing, acous-
tic transmissions are bi-directional. Thus, a device needs to be equipped with both
speaker and microphone. Fig. 8 (a) depicts the procedure to obtain ToA timestamps. At
time tsA, device A starts an acoustic emission (usually a chirp signal). Device B detects
the acoustic signal at time trB and activates another transmission at time tsB after an
arbitrary delay. Device A detects the second transmission at time trA. Then ToA can be
derived by the following equation [Peng et al. 2007]:
ToAAB =
1
2
(trA − tsA)−
1
2
(trB − tsB) . (1)
If both transmissions can be received by a third device, then TDoA (depicted in Fig. 8
(b)) can be derived by [Wang et al. 2017]:
TDoAAB =
1
2
(trA − tsA) +
1
2
(trB − tsB)− (trC − tsC) . (2)
It is worth noting that all the timestamps, namely tsA, trA, trB , tsB , trC , tsC , can be recorded
as the sample indexes in an acoustic buffer, rather than the local system time, which
is subject to various delays. Consequently, ToA or TDoA information can be efficiently
obtained via sample counting. Furthermore, two-way sensing assumes the arbitrary
delays depicted in Fig. 8 are the same across all the devices. This assumption is gen-
erally not true due to different sampling frequencies. Therefore, the arbitrary delay
should be minimized. In some implementation, a coordinator is needed in two way
sensing for scheduling the transmission, gathering all the timestamps for computa-
tion, and computing the final results for target devices.
Both one-way and two-way sensing are based on onset detection, which is often
achieved via cross-correlation (CC). CC-based methods are subject to two- or three-
samples error [Nandakumar et al. 2016], leading to an equivalent error of 1− 2 cm at
a sampling rate fs = 48 kHz and sound speed c = 340 m/s. Such a performance is insuf-
ficient for high-accuracy tracking such as finger tracking. As a result, two approaches
have been devised in the literature for high accurate tracking.
The first method employs phase information [Nandakumar et al. 2016; Wang
et al. 2016; Yun et al. 2017; Ke et al. 2018]. For instance, in a pure tone based
system in which the tone signal oscillates at fc = 20 kHz and the sampling rate
is fs = 48 kHz, a notable pi4 phase change is equivalent to fractional sample as
pi
4
2pi × 1fc = 18 × 1fc ≈ 14 × 1fs . Apparently, utilizing phase information enables finer tim-
ing resolution. Furthermore, it introduces less latency as accurate phase estimation
can be done with only hundreds of samples [Wang et al. 2016]. High-precision tracking
relies on finer-grained displacement estimation, which is computed as,
θ
2pi
× c
fc
, (3)
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where θ is the accumulated phase shift and c is the sound speed. With more complex
carriers like OFDM, more accurate estimation results can be obtained since they allow
filtering outliers that single carrier systems are sensitive to. Other digital sequences
such as GSM [Yun et al. 2017] and Zadoff-Chu sequences [Ke et al. 2018] can also infer
displacement changes. Phase-based methods are more common in device-free gesture
tracking systems.
The second method, used in device-based tracking, breaks the resolution barrier of
CC by chirp signal mixing [Mao et al. 2016; Mao et al. 2017]. It works by translating
displacement to frequency changes. The transceivers first perform one-time synchro-
nization followed by tracking. Assuming the chirp at the receiver side is represented by
r = cos
(
2pifmint+ pi
B
T t
2
)
, a displacement d = c∆t results in signal delay ∆t and atten-
uation rd = α cos
(
2pifmin (t−∆t) + pik(t−∆t)2
)
, where fmin is the initial frequency,
B is the bandwidth, T is the duration, α is the attenuation, and ∆t is the elapsed
time. Next, a signal mixing operation is performed by multiplying r and rd. Taking the
derivative of the mixed result with respect to t and filtering out high-frequency com-
ponent, the delay or displacement is obtained as ∆t = fTB , where f is the frequency
component of the remaining signal after mixing and filtering. f can be estimated by
FFT analysis or advanced analytical models such as MUltiple SIgnal Classification
(MUSIC). For example, with a bandwidth of B = 4 kHz, duration T = 0.04 s, and 1 Hz
frequency estimation resolution, the equivalent resolution is fTB = 10
−5 = 0.48× 1fs .
Under appropriate settings, signal mixing can easily outperform CC-based methods
in accuracy. Signal mixing operation has the additional benefit of robustness to the
multipath effect. The multiple frequency components due to the multiple effect can be
easily resolved by employing eigenvalue decomposition methods such as MUSIC and
Singular Value Decomposition (SVD).
3.3. Pattern recognition
Pattern recognition aims to extract data regularities from raw measurements [Bishop
2006]. Acoustic sensing based on pattern recognition utilizes the fact that physical
activities like keystroke, pressure, and breathing can either generate special acoustic
signatures or affect the properties of acoustic channels. Some activities do not gener-
ate detectable acoustic signals themselves but affect acoustic channels and produce
different channel responses. “channel” here refers to the medium that acoustic signals
propagate through, which can either be the airspace or solid surfaces surrounding the
sensing systems. Channel responses can be represented by a single scalar, i.e., sig-
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nal strength, or high-dimensional features such as amplitude spectrum density and
frequency spectrum.
Pattern recognition in active sensing systems usually involves three steps. Initially,
acoustic signals spanning a wide bandwidth are transmitted through a channel influ-
enced by different physical activities, and the channel responses are recorded. Through
this process, sufficient labeled training data can be obtained. After that, a model is
trained by mapping the channel responses to the target activities. Finally, the model
is used online for pattern recognition based on the new samples. The canonical dia-
gram of pattern recognition in active acoustic sensing systems is given in Fig. 9. In the
first step, broadband signals such as chirps [Sur et al. 2014; Tung and Shin 2015] are
commonly used since they can generate rich channel response signatures [Wang et al.
2014]. However, pure tone signals are also viable [Gupta et al. 2012]. In the second
steps, statistical modeling or machine learning are common techniques to construct
the model.
Statistical modeling associates the activities with quantifiable metrics, using a close-
formed analytical model. For instance, in ForcePhone [Tung and Shin 2016], a vibrat-
ing phone is modeled as a forced and damped mass-spring system, where the relation
between the applied force and the reduced vibration amplitude can be analytically rep-
resented. In SoundWave [Gupta et al. 2012], a closed-form inference model is applied
to verify the presence of any Doppler frequency for gesture recognition. The analytical
models are usually powerful and efficient but sensitive to measurement errors. Param-
eters in these models typically require calibration or training. Statistical modeling is
non-trivial and usually requires domain knowledge. Consequently, machine learning
models are gaining popularity.
Models employed in machine learning algorithms usually do not assume explicit
functional relationships between target activities and acoustic-related features but
assign different probabilities to activities associated with different acoustic profiles.
Therefore, in the final predicting phase, the model often predicts the likelihood of
different activities. Relevant machine learning methods include neural networks, de-
cision trees, support vector machine (SVM), k-nearest neighbors (KNN), etc. Due to
the time series nature of acoustic signals, they are first split into overlapping or non-
overlapping segments. Then, time-domain or frequency-domain features are extracted
from each segment as input to machine learning models in training or inference stages.
Recently, there has been increasing application of deep models such as convolutional
neural network models, recurrent neural network models in acoustic sensing systems
to avoid the need for sophisticated hand-crafted features and achieve better classifica-
tion performance.
Pattern recognition for passive sensing can also adopt the three-step procedure as
that of active sensing. However, in passive sensing, acoustic signals are not purpose-
fully generated but from natural sounds produced by corresponding physical activities.
The intensity of these acoustic signals is usually very weak, and the patterns embed-
ded in them are often buried under noise. Therefore, advanced signal processing tech-
niques such as filtering [Nirjon et al. 2012] and signal transformation [Chauhan et al.
2017] are often employed before further processing.
3.4. Digital Modulation of Acoustic Signals
Digital modulation refers to the techniques that represent information as a function of
carrier waves over a given medium [Proakis and Salehi 2008]. Conceptual, techniques
in wireless communication systems such as source coding, channel coding, and modu-
lation techniques as depicted in Fig. 10 can be applied. However, due to limited compu-
tation resources and available bandwidth, aerial acoustic communication tends to have
much simpler design. For instance, sophisticated source coding and channel coding ap-
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Fig. 11: Function block of baseband acoustic OFDM
proaches are seldom used. Channel coding methods with low complexity such as Cyclic
Redundancy Check (CRC) [Wang et al. 2017], Forward Error Correction (FEC) [Wang
et al. 2016] are more common. Considering the unique properties of acoustic signals
(low propagating speed and low oscillating frequency), only a small portion of modu-
lation techniques can be applied in acoustic sensing systems. Modulation techniques
such as Phase Shift Keying (PSK) and Quadrature Amplitude Modulation (QAM) are
seldom used as their performance degrades significantly from the Doppler shift [Lee
et al. 2015]. As a result, in this section, we focus on the most commonly used modula-
tion techniques, namely, FSK, OFDM, and chirp spread spectrum (CSS).
FSK is a modulation technique whereby pure tone signals with different frequencies
are used to transmit data. Demodulating FSK signals can be done using FFT analy-
sis, Hilbert Transform, or coherent detection. FSK is simple but can not achieve high
throughput [Lopes and Aguiar 2001]. In contrast, OFDM is a more efficient modula-
tion technique that deploys data symbols on orthogonal subcarriers and achieves high
throughput with less bandwidth. However, since modulation is typically implemen-
tation in software in acoustic sensing platforms, acoustic OFDM structure is much
simpler than its RF counter-part. Advanced signal processing modules in standard
RF-based OFDM systems such as Carrier Frequency Offsets (CFO) correction, SFO
correction, and carrier sensing have to be removed due to limited computation power.
A simplified function block for acoustic OFDM is shown in Fig. 11 [Chapre et al. 2013].
First, bit streams are processed by channel coding techniques such as forward er-
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ror correction and cyclic redundancy check. This step adds redundant information to
the original data streams and makes them more noise resilient. Afterwards, the bit
streams are parallelized and go through Inverse Fast Fourier Transform (IFFT). This
operation generates ready-to-transmit time domain signals. To mitigate inter-symbol-
interference (ISI) and inter-channel interference (ICI), cyclic prefix/suffix (CP/CS) is
inserted. CP/CS adds a repetition of generated signals. At this point, an OFDM frame
is generated. To make the OFDM frame easy to be detected, a preamble (usually a
chirp signal) is inserted before the packet. Finally, the signals are transmitted through
the acoustic channels. A receiver reverses the above process.
Both FSK and OFDM are only suitable for short-range communication [Nandaku-
mar et al. 2013] and suffer from degraded performance in mobile scenarios. In compar-
ison, Chirp Spread Spectrum (CSS) [Kim and Chong 2015] is more reliable and can be
used in long-range communication.
CSS is a known technique for LoRaWAN [LoRa Alliance 2015] (IEEE 802.15.4a) that
aims to achieve long-range communication with low power consumption. It allocates
wide bandwidth signals, namely chirp signals, to represent data symbols, making it
robust to noisy interference and multipath fading. Also, it is suitable for mobile sce-
narios as chirp signals are resilient to the Doppler effect. A CSS frame often starts
with a preamble followed by different data symbols. An example of a CSS frame is
illustrated in Fig. 12. The preamble is used for synchronization and the data symbols
are used to encode messages. Often, guard intervals are inserted between a preamble
and data symbols to mitigate ISI. The CSS modulation has different symbol represen-
tation techniques. A good representation technique often leverages orthogonal chirps
to denote different data symbols. Such a design can mitigate ISI and thus reduce the
bit-error-rate. There are two well-known techniques, namely Binary Orthogonal Key-
ing (BOK) [Lee et al. 2015] and Quaternary Orthogonal Keying (QOK) [Ka et al. 2016].
BOK utilizes orthogonal up- and down-chirps to represent different data symbols while
QOK employs four orthogonal chirps. A CSS frame is decoded by matched filter at a
receiving end. The main drawback of CSS modulation is its limited data rate.
4. PHYSICAL LAYER
Physical layer interfaces with acoustic hardware and the processing layer. It records
audio streams and emits intended waveforms. In this section, we discuss physical layer
design, in particular, major design issues including supporting hardware, coherent
structure, waveform designs, and bandwidth.
4.1. Supporting hardware
Fig. 13 (a) and (b) depict the typical pipelines of sound recording [Roy et al. 2017] and
emitting [Aud 2017] system, respectively. A sound recording system converts mechan-
ical sound into digital samples while a sound emitting system reverses this process.
In a recording system, sound signals are first converted into voltage signals by a mi-
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(a) Typical diagram for a sound recording system
(b) Typical diagram for a sound emitting system
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Fig. 13: Typical hardware diagram of acoustic sensing systems
crophone, the bandwidth of which is normally up to 100 kHz [Roy et al. 2017]. An
Automatic Gain Control (AGC) or Programmable Gain Amplifier (PGA) then amplifies
the voltage signals to surpass the quantization level of the posterior Analog-to-Digital
Converter (ADC). Next, the amplified signals go through a Low Pass Filter (LPF),
also known as an anti-aliasing filter, and become band-limited signals. The cut-off fre-
quency of the LPF is fs/2, where fs is the sampling rate. The filtered signals go through
a buffer and finally become digital samples via ADC conversion. A sound emitting sys-
tem reverses the above process via a different circuit diagram. Digital samples are first
interpolated, which are then fed into a Digital-to-Analog Converter (DAC) and become
analog signals. The analog signals after amplification finally are converted to sound
waves by a speaker. It should be noted that some platforms may adopt more than one
microphone and speaker. For instance, modern smartphones utilize two speakers to
play stereo audio and two microphones to enhance recording qualities.
4.2. Coherent detector
The recording diagram in Fig. 13 (a) can only obtain amplitude information. Extract-
ing phase information needs more sophisticated design. A coherent detector depicted
in Fig. 14 is a useful tool to extract the phase information [Wang et al. 2016; Yun et al.
2017]. In a coherent detector, an input signal creates two identical copies which are
multiplied by cos (2pift) and its pi2 phase shifted version − sin (2pift), respectively. After
a low pass filter, the In-phase (I) and Quadrature-phase components can then be ob-
tained. Sometimes, interpolation and decimation [Wang et al. 2016; Yun et al. 2017]
are applied, balancing the tradeoff between responsiveness and accuracy. It is worth
noting that Fig. 14 only presents a simplified version of standard coherent detectors
in RF field and omits many complex components [Tse and Viswanath 2005]. Off-the-
shelf IoT devices, in absence of sophisticated hardware, usually adopt software defined
coherent detector [Wang et al. 2016; Yun et al. 2017].
4.3. Waveform design
Waveform design is critical for acoustic sensing systems. A good waveform design can
often bring better system performance. There are various acoustic waveforms. Among
the available ones, chirp signals and pure tone signals are the most commonly used
ones.
The chirp signals [Ka et al. 2016; Peng et al. 2007; Ruan et al. 2016; Zhou et al.
2017] (also known as Linear Frequency Modulated (LFM) signal), are represented by
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Fig. 17: Auto-correlation
of chirp signal
s (t) = A cos
(
2pi
(
fmint+
k
2 t
2
)
+ φ
)
, where, fmin is the initial frequency, k is the modu-
lation coefficient or chirp-rate, t is time, φ is the initial phase, and A is the maximum
amplitude. The time and frequency domain representations of a chirp signal are de-
picted in Fig. 15 and Fig. 16, respectively.
Acoustic sensing systems employing chirp signals enjoy multi-fold benefits. First,
chirp signals have good auto-correlation properties and are resilient to the Doppler
effects. The good auto-correlation property, also known as Pulse Compression, can im-
prove ranging resolution and receiver sensitivity. Such properties make chirp signals
detectable even under noise floor [Ka et al. 2016]. Second, chirp signals is resilient
to multipath fading. It is feasible to distinguish multiple reflections with appropriate
signal processing models [Mao et al. 2017]. Third, it is easy to use chirp signals to de-
sign orthogonal signals by varying chirp-rates and bandwidth as in CSS modulation.
The chirp rate k, i.e., modulation coefficient, can be positive, negative, or even vary
with time. An example design of orthogonal chirps is shown in Fig. 18 (b). Chirp sig-
nals can also be pieced together, forming another widely used signals called Frequency
Modulated Continuous Wave (FMCW, depicted in Fig. 18 (a)). Due to the aforemen-
tioned desirable properties, chirp signals have been widely used for synchronization,
long-range communication, etc.
Pure tone signals or multiple carriers are another popular choices for acoustic sens-
ing systems. A pure tone signal is denoted by s (t) = cos (2pift+ φ), where f is the
frequency and φ is the phase. Pure tone signals also have many good properties. First,
pure tone signals provide good resolutions to track Doppler shifts. Consider that a
moving object transmits a pure tone signal at a frequency of f , and the detected
Doppler frequency is fshifted at the receiver end. The moving speed can be estimated
by v = fshifted−ff c, where c is the sound speed. Due to the low propagation speed of
sound, it is feasible to achieve cm/s estimation accuracy. Second, pure tone signals en-
able fast and precise phase estimation. If multiple phase components across multiple
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Fig. 18: Fig (a) depicts the waveform of the FMCW signal and Fig (b) depicts orthogonal
chirp signal with different modulation coefficients
carriers are available, the phase divergence across each carrier can be formulated as a
Chinese Remainder Theory problem [Lipson 1971; Goldreich et al. 1999], facilitating
range or localization applications [Vasisht et al. 2016; Wang et al. 2016]. Finally, the
frequency component of a pure tone signal can be easily detected and accurately esti-
mated, enabling tone-based modulation. Owing to these advantages, pure tone signals
have been extensively used in a wide range of applications such as tracking [Yun et al.
2015; Mao et al. 2016] and gesture recognition [Gupta et al. 2012; Wang et al. 2016;
Ke et al. 2018].
Another types of viable waveforms are Zadoff-Chu (ZC) sequences [Stefania et al.
2011; Gul et al. 2015; Gul et al. 2012; Hyder and Mahata 2017]. A ZC sequence is the
Primary Synchronization Signal (PSS) in LTE systems [Stefania et al. 2011], which
can be represented by
seq (m+ 1) = e−jpiRm(m+1)/N ,m = 0, ..., N − 1, (4)
where R is the root and N is the sequence length. R and N are coprime integers. A ZC
signal has many good properties. For instance, it has constant amplitudes and thus
avoids the peak-to-average-power-ratio (PAPR) problem [Blcskei 2004; Heiskala and
Terry 2001]. In addition, it is easy to obtain its frequency domain representation by
efficient conjugate and scaling operations. One important characteristic is that a ZC
signal is orthogonal to its delayed versions, which makes it perfect for synchroniza-
tion. Furthermore, the real part of the ZC sequence also maintains this orthogonality.
As depicted in Fig. 19, correlating a ZC signal with its noise-free version (a common
approach for synchronization) results in only a single peak. In contrast, when using
chirp signals, the correlation output has lots of comparable sidelobes as depicted in
Fig. 17, which leads to synchronization errors [Nandakumar et al. 2016] especially
in a time-varying channel. Apparently, utilizing ZC signals for synchronization out-
performs chirp-based approaches. However, it should be noted that a ZC sequence, as
indicated in Eq. 4, is phase-based and thus is not robust to Doppler effects. Doppler
shifts in acoustic domains are more severe than that of RF domains, making it infea-
sible to use a ZC sequence in mobile scenarios.
4.4. Bandwidth consideration
Bandwidth is an essential design factor. The bandwidth of acoustic signals spans from
0.01 Hz to terahertz [White 1998]. However, commercial-off-the-shelf IoT devices usu-
ally limit the available bandwidth of acoustic transceivers to a frequency range of
0− 24 kHz or lower in order to prevent the anti-aliasing effect (one can extend the
bandwidth and sampling rate by adopting custom-built hardwares). The bandwidth
between 0− 24 Khz can be further broken down into audible and inaudible frequency
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Fig. 19: Correlation results using a ZC signal
part. The audible part roughly spans the frequency range of 20− 18000 Hz, and the in-
audible part occupies 6 kHz bandwidth, ranging from 18 to 24 kHz. The inaudible part,
also known as near-ultrasound, is favorable for most acoustic sensing systems since
it causes no disruptive audible noises and is less interfered by background noises.
However, near-ultrasound signals are subject to more channel distortions due to fre-
quency selectivity as discussed in Section 3.1. The channel response of acoustic sensors
typically peaks around 6− 7 kHz [Wang et al. 2016] and decreases rapidly at higher
frequency. Therefore, for better signal quality, signals band-limited to 6− 7 kHz are
preferable.
The choice of bandwidth plays an important role in system performance. For in-
stance, the bandwidth can affect the performance of timing estimation. To obtain ac-
curate timing information, one needs to correctly determine the onset of a particular
reference signal. Usually, this is done by correlating the captured signals with a refer-
ence signal and choosing the index of the maximum correlation peak as the onset as
discussed in Section 3.1. Assuming the reference signal is the chirp signal represented
by s (t) = cos
(
2pifmint+ pi
B
T t
2
)
, the correlation result is given by
κ (t) = T
(
1− |t|
T
)
sin c
(
piB
(
1− |t|
T
))
cos (2pifmint) . (5)
Eq. 5 is in a form of cosine function modulated by a time-decaying sinc function [Cook
1974] shown in Fig. 17. From Eq. 5 we see that increasing the bandwidth B can sup-
press both the peak value and width of the sidelobes, thus reducing timing estimation
errors. As another example, bandwidth can affect the resolution of timing estimation.
As presented in Section 3.2, in high-accuracy tracking systems that adopt chirp mixing,
the tracking resolution is defined by ∆t = fTB . Apparently, a larger bandwidth gives a
finer resolution. However, with increased bandwidth, the problem of frequency selec-
tivity becomes more severe and impairs system performance. As a result, tradeoffs
must be made in judiciously selecting the bandwidth of employed acoustic signals.
5. CHALLENGES AND FUTURE DIRECTIONS
The research community so far has made much progress in the design of acoustic sens-
ing systems. Many applications have been explored, some of which are becoming avail-
able in commercial products. However, there are still many challenging issues and un-
tapped potentials in this field. In this section, we highlight the challenges and share
our vision for future research trends.
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5.1. Challenges
5.1.1. User configuration. End users typically prefer solutions that work directly out
of box without any lengthy system setup, pre-training, or calibration. However, many
existing solutions cannot satisfy these requirements. For instance, localization systems
in [Lazik and Rowe 2012; Liu et al. 2013] require calibrating anchor nodes’ coordinates;
touch force [Tung and Shin 2016] enabling systems require pre-calibration, which may
be difficult for non-professional end users. Therefore, eliminating or automating the
setup process in practical deployment is needed.
5.1.2. Multipath effects. Multipath describes a phenomenon whereby acoustic signals
reach a receiver through different propagation paths. It can hurt the performance of
many acoustic sensing systems. For instance, the accuracy of range estimation de-
pends on the presence detection of a dominating LOS path signal. However, in a mul-
tipath rich environment, the power of LOS signals may be much weaker than that
of NLOS echoes since the latter can add up coherently or due to directionality of the
transceivers. As a result, it is challenging to detect a LOS signal reliably. Though many
multipath mitigation techniques have been proposed, they are often based on restric-
tive assumptions and are not robust to interference. For instance, in around device
tracking systems, state-of-the-art work [Nandakumar et al. 2016; Wang et al. 2016;
Yun et al. 2017] assumes that there is only a single dominating echo from the tracked
object (e.g., a finger). Apparently, this assumption is not always true in practice. Con-
sequently, more robust and precise multipath models are needed.
5.1.3. Sampling frequency offset. Due to the SFO between a transceiver pair [Kinoshita
and Nakatani 2013; Miyabe et al. 2013a; Miyabe et al. 2013b], the duration of a spe-
cific signal can be different at two sides. Evidently, it is problematic especially for
synchronization where timing precision is critical. The SFO problem is mainly caused
by the instability of local oscillators [Miyabe et al. 2013b] which exhibit unpredictabil-
ity and are susceptible to temperature changes [Miyabe et al. 2013b; Kinoshita and
Nakatani 2013; Miyabe et al. 2013a]. Some existing solution assumes that SFO intro-
duces a linear effect [Mao et al. 2016] and thus can be compensated. However, linear
compensation is only applicable in a short period. Therefore, how to cope with the SFO
problem in the long run still warrants investigation.
5.1.4. Heterogeneity. There are many acoustic sensor types with diverse sensitivity
and frequency responses. Device diversity problem can hamper the scalability of so-
lutions that rely on specific sensor properties. For instance, in BeepBeep [Peng et al.
2007], a threshold parameter, which is highly dependent upon the sensitivity of the mi-
crophones used, is needed to determine ToA timestamps. However, the heterogeneity of
microphone sensitivity requires different thresholds for different sensing platforms. As
a result, calibration is needed when running BeepBeep on different sensing platforms.
Predictive models for pattern recognition, obtained through time-consuming training,
are closely related to the frequency response of adopted acoustic sensors. Device het-
erogeneity makes a model trained using data from one device unsuitable for other
devices. Device heterogeneity is often addressed through laborious device-dependent
calibration, which is undesirable in real-world applications. Combining transfer learn-
ing with a few labeled measurements [Virmani and Shahzad 2017] can be a promising
approach.
5.1.5. System Delay. System delay is a phenomenon where an acoustic sensor is not
responsive to requests from application programs. For instance, it has been reported
that the latency between issuing an audio playback command in the user space and
the actual time of transmitting the desired acoustic signals on an Android operating
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system can be up to 10 ms [Technology 2018]. System delay is harmful to the respon-
siveness and accuracy of timing critical applications. For instance, excessive delay can
affect the synchronization performance of ALPS [Lazik et al. 2015], leading to local-
ization errors. In ARABIS, the update rate to obtain a location fix is limited to system
delay. This problem is mainly caused by the uncertainty of code execution in the user
and kernel space, which exhibits high variance and is highly correlated with system
loads. Therefore, it is non-trivial to model and compensate for this uncertainty. Directly
implementing the systems in the kernel space [Sur et al. 2014; Uddin and Nadeem
2013] can sidestep the problem. However, such an approach is often unscalable since it
requires cumbersome device-dependent kernel modifications. Therefore, effective tech-
niques handling system delays are needed, or the solutions should be made agnostic
to such delays.
5.2. Future Direction
5.2.1. Acoustic mixer. A recent study on acoustic sensing found that a recording system
can act as an acoustic mixer [Roy et al. 2017], making it possible to detect ultrasonic
signals above 24 kHz on commercial-off-the-shelf mobile devices with no more than 48
kHz sampling rate. This phenomenon, caused by the non-linearity of acoustic sensors,
has been exploited in jamming and communication [Roy et al. 2017]. This interesting
findings may encourage more innovate applications in the near future. Meanwhile,
such a technology also poses security threats to smart IoT devices with audio input
functionality such as Google Home [CNET 2018b] and Amazon Echo [CNET 2018a].
It can synthesize audio signals unperceived by humans to manipulate smart IoT de-
vices [Zhang et al. 2017; Roy et al. 2018] and thus open doors for malicious attacks.
Therefore, techniques to detect and defense against such attacks are worthy of inves-
tigation.
5.2.2. Deep Learning. Recent years have witnessed a surge of deep learning [Goodfel-
low et al. 2016; LeCun et al. 2015]. Deep learning allows extracting useful features
from end-to-end training. It even surpasses human performance in some taskes in-
cluding image classification [Simonyan and Zisserman 2014; He et al. 2015], speech
recognition [Taigman et al. 2014; Sun et al. 2014], etc. We believe that deep learn-
ing techniques can find many applications in acoustic sensing as well. For instance,
convolutional network and recurrent neural network models can be used to recognize
gestures from time series acoustic signals. Denoising AutoEncoders, which is origi-
nally used to learn the corrupted version of inputs, may be used to handle channel
distortions and multipath effects.
6. CONCLUSION
In this paper, we presented a comprehensive survey on acoustic sensing. Based on
the survey of existing work, we developed a layered architecture for acoustic sens-
ing systems. This architecture encompasses three layers, namely, application layer,
processing layer, and physical layer. In the application layer, we discussed three cate-
gories of enabled applications, including context-aware application, human-computer
interface, and aerial acoustic communication. In the processing layer, different sensing
approaches are analyzed comprehensively. In the physical layer, fundamental design
considerations are presented in details.
Despite tremendous developments in acoustic sensing, there are still many techno-
logical challenges need further investigation, i.e., user configuration, multipath effect,
sampling frequency offset, heterogeneity, and system delay. We believe that solutions
to these challenges will not only improve system performance but also lead to a rise in
many exciting applications. At the end of the survey, we introduced two hot research
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topics, namely acoustic mixer and deep learning. By the timely and thorough review
of existing work, this survey may serve as guidelines and encourage more research
efforts into acoustic sensing.
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