Application of Local Influence Diagnostics to the Linear Logistic Regression Models by MONZUR HOSSAIN & M. ATAHARUL ISLAM
Dhaka Univ. J. Sci., 51(2): 269-278 2003(July)     
 
   
1 




* and M. Ataharul Islam 
Department of Statistics, University of Dhaka 
 
Received on 25.01.2002. Accepted for Publication on 11.06.2002 
Abstract 
This  paper  focuses the development  of the diagnostics  for  the  perturbations of case-weights and 
explanatory  variables  (one  or  more)  in  a  linear  logistic  regression  model.  The  effect  of specific 
perturbation scheme on the estimation of parameters is also assessed. In addition, the interpretation of 
the value of curvature diagnostics is highlighted in this paper. This paper also demonstrates and 
extends the utility of the diagnostics for dichotomous outcome variables. For illustration, a sub-set of 
the Framingham Heart Study data set is used. 
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1. Introduction 
The linear logistic regression model is considered as one of the most important and widely applicable 
techniques in analyzing categorical outcome variables. To assess the fit of a model, it is necessary to 
identify the influential elements. Cook (1986) developed some local influence diagnostics procedures 
for linear regression models. Extension of the Cook’s approach are made for different models (see 
Weissfeld,  1990;  Weissfeld  and  Scneider,  1990  (1990a);  Escobar  and  Meeker,  1992;  others). 
However, no attempt has been  made so far in order to provide a detailed and clear understanding 
about the extension of Cook’s approach for the linear logistic regression models.  
The application of the diagnostics is widely discussed by researchers for the linear regression, the 
Weibull and other parametric regression models. In this paper, an attempt is made to extend the 
procedures of diagnostics for the linear logistic regression models. Although a brief discussion on the 
use of the diagnostics is provided for the generalized linear models by Thomas And Cook (1989), a 
detailed extension of the diagnostics for the logistic regression models is necessary to understand the 
extent and pattern of influence on the estimates of interest. This paper demonstrates and extends the 
utility  of  the  diagnostics  for  dichotomous  outcome  variables.  Pregibon  (1981)  demonstrated  an 
approach  to  identify  the  outliers  and  their  effect  on  the  maximum  likelihood  fit  of  a  logistic 
regression model. 
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In this paper it is shown that the local influence techniques have a clear and concise advantage and 
flexibility over the global influence. The case-deletion approach is an example of global influence 
since it causes major perturbations of a model. It is noteworthy that the influence of a group of cases 
or variables cannot be  
detected by a global influence method. The global influence method also fails to identify the nature of 
the influential elements. This paper focuses the development of the diagnostics for the perturbations 
of case-weights, explanatory variables (one or more) in a linear logistic regression model. The effect 
of perturbations on the estimates of parameters is also assessed. In addition, the interpretation of the 
value of curvature diagnostics is highlighted in this paper. 
2. The Logistic Regression Model 
We consider the logistic regression model of the dichotomous outcome variable Y taking values 1 
and 0 with probabilities pi and 1-pi respectively (see Hosmer and Lemehow;1989) as 
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where Xi is the ith row of X and b be the vector of parameters. The unperturbed log-likelihood 
function of the logistic regression model is defined by 
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Introducing different types of perturbation schemes to (2.2) we can assess the local influence on the 
parameter estimates as well as influential elements can be detected which is discussed in section 3. 
The maximum likelihood estimates can be obtained by maximizing log-likelihood for which the score 
vector is  
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- = b ; where Q= diag pi(1-pi). The 
solution to the likelihood equations is obtained using a numerical iterative method such as Newton 
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3. Local Influence Technique 
Let  L(b|w)  be  the  log-likelihood  for  the  perturbed  data  where  w  be  a  n´1  vector  of  small 
perturbations and let   b
Ù
w  be the maximum likelihood estimate from the perturbed data. Let w0 
represents null perturbation so that L(b|w0) = L(b). For a unit direction vector u, Cook(1986) defined 
curvature diagnostic as 
                                       C(u)=2 |u
/ Hu|                                                                             (3.1)  
where  u  is  the  eigen  vector  component  of  H  and  (i,j)th  element  of  H  is  defined 
by ( )
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. The matrix H can be more easily computed by using the relation   
H= D
/ I






-1 is the variance-covariance matrix and D matrix of 
order (p+1)´n is defined by 
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The maximum curvature diagnostic Cmax assesses local influence on the parameter estimates and it is 
obtained from (3.1) by considering eigen vector umax of the influence matrix H corresponding to the 
largest  eigen  value.  The  actual  effect  of  the  locally  influential  elements  can  be  determined  by 
perturbing the data in the direction indicated by umax. It also gives the measure of local change in the 
estimates of regression coefficients as measured by the likelihood displacement.  
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which  compares  b
Ù
w  and  b
Ù
  with  respect  to the unperturbed  log-likelihood.  Escobar and  Meeker 
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elements  of  H  for  perturbing  a  single  case  i.e.    ( ) ii H
2
1
    D » w .                               
(3.3) 
By plotting  ii H
2
1
against case number, we can also detect the most influential case(s) along with 
other influential cases. 
The  local  influence  diagnostic  procedures  particularly  depend  on  the  range  of  scale  of  the 
perturbation of interest. There is no standard rule for the range of w. Usually it may range between 0 
to  2  (Cook,  1986)  with  a  null  perturbation  wi  =  0  for  additive  perturbation  and  wi  =  1  for 
multiplicative perturbation. The perturbation range depends on the nature of the selected variables 
and the underlying models of interest. It is noteworthy that successful diagnostics depend on the 
choice of wi. 
 
4. Local Influence Diagnostic Procedures 
The diagnostic procedures for the perturbation of case-weights, all explanatory variables with special 
case of individual and more than one explanatory variables, and individual coefficient of the logistic 
regression model are proposed in this section. The diagnostics for the minor perturbations of the 
above mentioned elements are used to observe the changes on the estimates and to detect influential 
cases. 
4.1    Case-weights 
Let w
/=(w1,........,wn ) be a vector of weights while w0
/=(1,........,1) represents n ´ 1 vector of null 
perturbation. To assess the influence for the case-weight perturbations, the perturbed log-likelihood is 
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Let we consider that the intercept is included in the model, so the score-vector  ( ) w b ˆ U is solved as 
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The (i,j)th elements of D  matrix of order  (p+1) ´ n  is given by 
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evaluated at w0 and b
Ù
. The influence matrix H of order n ´ n is obtained by following the relation  Dhaka Univ. J. Sci., 51(2): 269-278 2003(July)     
 




-1D under the perturbation scheme. Thus the maximum curvature Cmax can be easily computed 
as defined in (3.1). 
                                                         4.2  Explanatory Variables 
In this section, we consider a general method for perturbing the whole design matrix X i.e. for the 
modification of all explanatory variables. Let b be a vector of parameters and the perturbed log-
likelihood L(b|w) is obtained by replacing explanatory variables X with  Z  which is defined as                                               
                                                       Z = X + WV                                                                        (4.4) 
where W = (wij) is a n´(p+1) matrix of perturbations and the scaling factor V = diag (v1,v2,......,vp+1)  
is used to convert the perturbations wij to the appropriate size and units so that wij vj is consistent with 
the ijth element of X. Under this perturbation scheme, the perturbed log-likelihood will take the form 
( ) ( ) ( ) ( ) [ ] ￿
b w + + - b w + w b
i
v x
j j ij ij i
j j ij ij e 1 ln v x y   =   | L                                                (4.5) 
where i=1,2,....,n and j=0,1,.......,p   and to obtain the estimates of the parameters, we solve the 
following first differential iterative equations by Newton-Raphson Method: 
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To compute the curvature diagnostics, we partition the D matrix of order (p+1)´n(p+1) into (p+1) 
sub-matrices as    D = (D1, D2 ,..........,Dp+1)                                                                                            (4.7) 
where kth (k=1,2,....,p+1) sub-matrix Dk of order (p+1)´n is defined by  
( )
( )( )
( ) ( )   p 0,1,...., j   and n  1,2,..., i   ; v )z   - (1 - y   =       




j j i i i i i
i





















w                             (4.8) 
evaluated at w0 and b
Ù
.Thus the influence matrix H is calculated by considering D of (4.7) through the 
relation    1 - I     =   H D D¢ . In this application, H is a very large n(p+1)´n(p+1) matrix.   
a)   Individual Explanatory Variable 
The above results can be restricted to the situations where only one explanatory variable is of interest 
by  setting  vj  =  0  for  the  unperturbed  variables.  In  particular,  let  only  the  first  column  of  X  is 
perturbed.  Dhaka Univ. J. Sci., 51(2): 269-278 2003(July)     
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Thus vj = 0 for j¹ 1 and the influence matrix is defined by     H = D
/
1 I
-1 D1                                  (4.9)   
where D1 is a (p+1) ´ n matrix and Cmax is calculated by obtaining umax from H. 
b)    More than One Explanatory Variables 
The procedure of calculating the maximum curvature diagnostic Cmax is discussed in this section for 
partial perturbation of the whole design matrix. This is the extension of situation (a) discussed above 
for perturbing two or more but less than p+1 explanatory variables. For example, the procedure of 
calculating the curvature diagnostics is discussed for the following situations: (1) Suppose, we want 
to perturb the first two columns of Z. Thus vj = 0 for j¹1,2 and D is partitioned as D = (D1,D2); (2) 
Similarly, if we want to perturb columns 1, 2 and 3, so D will be of order 3´3n that is D = (D1, D2, 
D3)3´3n.  
 
4.3  Individual Coefficient 
For examining the sensitivity of the ith coefficient to each of the perturbation scheme discussed 
above, a curvature diagnostic is extended for the logistic regression model on the basis of Cook’s 
(1986) method suggested for linear regression. First we rearrange the columns of X as X = (X
(1) , X
(2) 
) so that the first column X
(1)
 corresponds to the coefficient b1 of interest. The curvature is defined by 
                            ( ) ( ) u     1 - I     u   2   =   1 u C D - D¢ ¢ b ￿                                                                        (4.10) 
where u is the eigenvector of   ( )D - D¢   I    
-1 ￿  corresponding to the largest eigenvalue and the symbols 
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Under specific perturbation scheme, the sensitivity of the other coefficients can be investigated by 
following the above procedure. 
5. Illustration 
The application of the proposed diagnostics is shown by fitting a logistic regression model to the 
Framinghalm Heart Study data sub-set which consists of a random sample of 200 individuals out of 
669  individuals  (taken  from  Kahn  et  al.  1989).  The  response  is  binary,  presence  or  absence  of 
coronary heart disease (CHD), and explanatory variables are age, systolic blood pressure, diastolic 
blood pressure, cholesterol, Framingham relative weight (FRW), and cigarette smoked per day(CIG).  
To identify the influential cases and to assess influence on the estimate of b, we first use the local 
influence diagnostics for the null perturbations of the case-weights. Index plot of Umax (Fig.-1) and Dhaka Univ. J. Sci., 51(2): 269-278 2003(July)     
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value of 1/2 of Hii (Table 4.1) demonstrates that the case 52 is the most influential along with the 








Figure  1: Index plot of umax when wi =1 for all i. 
Since the case 52 has larger variance component, the greatest local change in b essentially depends 
on  the  weight  given  to  case  52.  The  next  attempt  has  been  made  only  to  perturbing  the  most 
influential case 52 and we consider w52=0.8. The influential nature of the cases remain unchanged for 
this minor perturbations. The effect for the deletion of the case 52 and other influential cases on the 
estimates is also assessed in Table 4.2 by maximum curvature diagnostic and components of umax are 
shown in Table 4.3. Deletion of the cases 41, 47 has changed the influential nature of the case 52 and 
Cmax value is found to be comparatively higher for deletion of the cases 41, 47 and 52.  
In Table 4.1, the application of  the diagnostics for the perturbation of an individual explanatory 
variable is also demonstrated to see the effect of minor perturbations on the estimates of parameters 
and on the nature of the influential cases. Under the perturbation scheme, we decrease the value of 
CIG into 5 for the following influential cases: 41, 47, 52, 54, 64, 98, 117, 125, 171, 190, 193 and 197 
because  the  number  of  cigarette  smoked  per  day  is  at  least  20  by  each  of  the  cases.  For  such 
perturbations, the Cmax value is found to be 4.77, which is much lower than for other perturbations 
and indicates the extent of influence on the estimates. It is also evident from the components of umax 
that all the influential cases have changed their direction of deviation. Thus the perturbation scheme 
considered here is found to be influential to the model fitting and diagnostics suggest that the joint 
influence or ' masking effect'  of the cases is due to their higher number of cigarette smoked per day. 
Major perturbation such as case deletion is assessed by Curvature diagnostics and in this situation 
umax is also used to indicate the direction of variation of the cases (Table 4.2 and 4.3). Although the 
traditional diagnostics for case deletion such as Cook’s D, DFBETA and DFFITS etc. are not used 
here, we can derive conclusion from the results that local influence diagnostics can be used to assess 
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Under the null perturbations and the perturbations of explanatory variable CIG, the sensitivity of 
coefficients is also examined by the Curvature diagnostics. In both situations, coefficient b6 shows 
sensitivity  as the Cmax value is higher (Table 4.4). 
Here usually the question arises about the value of Cmax in order to identify the influence contained in 
data. The decision can be taken from empirical experience of using diagnostics and understanding the 
nature  of  the  observations.  However,  there  is  arbitrariness  in  making  decision  on  the  basis  of 
curvature diagnostics. This issue is addressed in this paper and an alternative approach is proposed by 
using Chi-square calibration of Cmax. The alternative approach of the Chi-square calibration for Cmax 
is discussed below. 
 
Escobar  and  Meeker  (1992)  showed  that  D(w)  can  be  expressed  approximately  as  ½  u
/Hu  and 
suggested  that  if  D(w)>c
2
(1-a,p),  the  perturbation  w  results  in  a  w b ˆ that  lies  outside  of  the  null 
perturbation approximate likelihood-ratio-based 100(1-a)% confidence region for b . Since Cmax=2 
u
/Hu, from the above results we may conclude that Cmax>4c
2
(1-a,p) indicates influence on the estimates 
which provides approximate likelihood-ratio-based 100(1-a)% confidence region for b.  
On the basis of the chi-square calibration, we can summarize the results of Cmax in Tables 4.1, 4.2 and 
4.4. For the Cmax values in Table 4.1 and Table 4.2, consider a=0.05 and p=7 for which the c
2 value is 
2.167. Since the Cmax values for the case-weight perturbations are greater than 8.67 in Table 4.1, so 
the  perturbation  w  results  in  a  w b ˆ that  lies  outside  of the null  perturbation  which provides 95% 
confidence region for  b. Similarly, the Cmax values for the perturbation of the explanatory variable 
CIG indicates no influence on the estimates (Table 4.1), while Cmax values in Table 4.2 indicates 
influence on the estimates for the deletion  of the selected cases. 
The sensitivity of the coefficients for the specific perturbations is also examined by the proposed chi-
square calibration for Cmax. For the Cmax values in Table 4.4, we consider a=0.05 and p=1 for which 
the value of c
2 is 0.0039. Since Cmax values of b1, b5 and b6 are greater than 0.0136, these coefficients 
are  found  sensitive  to  the  model  fitting  for  the  null  perturbation.  Similarly  all  the  coefficients 
individually  shows  sensitivity  to  the  model  fitting  for  the  perturbation  of  CIG.  But  for  this 
perturbation scheme, the overall effect was found less influential on the estimates (Table 4.1). 
 
5. Summary and Conclusion 
The  application  of  the  proposed  diagnostics  for  the  logistic  regression  model  under  different 
perturbation schemes has been discussed in this paper. The diagnostics can be employed in order to 
detect influential cases that produce the greatest local changes on the estimates. The advantages of Dhaka Univ. J. Sci., 51(2): 269-278 2003(July)     
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local influence analysis over global influence analysis are also explored. From our empirical results, 
we see that locally influential cases are also globally influential. This paper also provides insight into 
the interpretation of the value of curvature diagnostic on the basis of chi-square calibration. It is 
noteworthy  that  relatively  larger  values  of  curvature  diagnostic  indicate  the  influence  of  the 
perturbations.  This  is  also  investigated  by  the  chi-square  calibration.  On  the  basis  of  the  results 
obtained from the curvature diagnostics for the perturbation of explanatory variable, CIG reveals that 
increased number of cigarettes can influence the estimates. The overall effect of these perturbations 
has less influence on the estimates while individually the coefficients show sensitivity to the model 
fitting. Deletion of the influential cases resulted in small changes in the parameter estimates as well 
as in the value of curvature diagnostics. These changes are not large enough to affect the inferences 















Table 4.1  Influence eigen vector components, half of the Hii values and estimated parameters for null         
                 perturbation, case-weight perturbation (w52=0.8) , and perturbation of explanatory variable 
CIG. 
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Table 4.2 : Change on M.L.Es with the ith case deleted. Dhaka Univ. J. Sci., 51(2): 269-278 2003(July)     
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Case i   M.L.Es with case i deleted   































































































































































































                 Table 4.4 : Examining the sensitivity of an individual coefficient with null   
                 perturbation and for the perturbation of variable CIG. 
Coefficients  Value of Cmax 
(for null 
perturbation)  
Value of Cmax 
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