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Abstract
Radio frequency wireless power transfer (RF-WPT) is an emerging technology that enables transfer-
ring energy from an energy access point (E-AP) to multiple energy receivers (E-Rs), in a wireless manner.
In practice, there are some restrictions on the power level or the amount of energy that the E-AP can
transfer, which need to be considered in order to determine a proper power transfer policy for the E-AP. In
this paper, we formulate the problem of finding the optimal policy for two practical scenarios of power-
limited and energy-limited E-APs. The formulated problems are non-convex stochastic optimization
problems that are very challenging to solve. We propose optimal and near-optimal policies for the
power transfer of the E-AP to the E-Rs, where the optimal solutions require statistical information of
the channel states, while the near-optimal solutions do not require such information and perform well
in practice. Furthermore, to ensure fairness among E-Rs, we propose two fair policies, namely Max-
Min Fair policy and quality-of-service-aware Proportional Fair policy. MMF policy targets maximizing
the minimum received power among the E-Rs, and QPF policy maximizes the total received power
of the E-Rs, while guaranteeing the required minimum QoS for each E-R. Various numerical results
demonstrate the significant performance of the proposed policies.
Index Terms
Wireless power transfer, optimal policy, fairness, stochastic optimization, non-convex, Lyapunov
optimization theory, MDPP.
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2I. INTRODUCTION
Wireless power transfer (WPT) is considered as a key enabling technology for prolonging the
lifetime of wireless networks. In many applications such as sensor networks, recharging batteries
of wireless nodes is a costly and time-consuming process. Moreover in some applications, such
as medical implants inside human bodies, replacement of batteries is highly difficult and almost
impractical. To overcome these difficulties, WPT is proposed as a promising approach that
provides continuous, stable and controllable energy resource to wireless devices over the air [1].
A similar concept to WPT is energy harvesting, which enables scavenging energy from ambient
resources such as solar, wind and radio signals. However, the key advantage of WPT over energy
harvesting is stability and controllability of the energy source.
In general, there are two types of WPT, regarding the technology behind. The first type is
based on magnetic induction, in which energy is transferred from an E-AP to E-Rs by inductive
coupling or magnetic resonance. The second type uses the radio frequency (RF) to transfer
energy from one place to another. The latter approach has several advantages over the former
approach, as follows. First of all, using radio frequency waves, WPT can be combined with
wireless information transfer (WIT). Moreover, it covers longer transmission ranges, requires
simpler receiver structure and better supports multiple receivers than the magnetic approach [2].
Due to the aforementioned benefits, throughout this paper, we mainly focus on the RF type of
WPT systems. Three different scenarios can be considered for information and energy transfer
using RF transmission. The first scenario, known as radio frequency wireless power transfer
(RF-WPT), considers transfer of power from an access point (AP) to one or more receivers
[3]-[6]. The second scenario, known as simultaneous wireless information and power transfer
(SWIPT), considers transferring both power and information to the receivers [7]-[16]. In the
third scenario, known as wireless powered communication network (WPCN), the AP transmits
both power and information to the receivers who then use the received power for their uplink
information transmission toward the AP [17]-[21]. Similar to the previous works in [3]-[6], in
this paper, we focus on the first scenario, i.e., the wireless power transfer. It should be noted
that our proposed approaches for the power transfer can be easily extended to the case where
both power and information is considered.
In most RF-WPT systems, the energy access point (E-AP) uses beamforming to concentrate
its transferred energy toward the energy receivers (E-Rs). For this purpose, the E-AP needs to
3know the channel state information (CSI) of the link toward each receiver to do beamforming.
Several efforts have been done in the literature for estimating the channel coefficients [3]-[6].
For example, Yang et al. in [3] proposed a CSI estimation method in which E-AP sends a known
training sequence to the E-R, and then, the E-R feeds back the observed state of the channel in
the uplink to the E-AP. However, this procedure requires complex computations at the receivers
side, which may not be feasible in some applications where the computational resources of
the receivers are very limited, e.g., wireless sensor networks. Lee, et al. [4] and Xu, et al. [5]
proposed some low complexity methods based on a one-bit feedback scheme for estimating the
channel via the receivers. Zeng, et al. [6] assumed that the channels between the E-AP and
E-Rs are reciprocal and proposed that E-Rs send training symbols for the E-AP to estimate the
channel.
It should be noted that most of the existing works in the literature focus on short-term
optimization of the policies. In such scenarios, the time horizon is divided into small timeslots
with fixed lengths equal to the channel coherence time, and the CSI of the channels at each
timeslot is regarded as a fixed deterministic parameter in the formulation of the optimization
problem, which is estimated at the beginning of each timeslot. The problem of finding the
optimal policy is then formulated as a deterministic optimization problem which is solved at
each timeslot, independently. As a consequent of such short-term solutions, the resources of each
timeslot are not preserved
Such short-term solutions lack a global view of the long-term CSI, and do not incorporate
the long-term channel fluctuations in the transmission policy. For example, if the situation of a
channel is poor in a timeslot, it cannot preserve the resources of this timeslot for better and more
effective use in the upcoming timeslots which may have better CSI. Consequently, such short-
term solutions cannot provide an efficient transmission policy for the network in a long-term
average sense. In contrast, by considering the long-term optimization of the policy, the energy
resources of the E-APs can be utilized efficiently by avoiding transmission in the case of poor
channel conditions and saving the energy to be used for transmission in the later timeslots when
the channel condition is better.
There are few works on long-term optimizations in the related literature. Dong, et al. [22]
considered a scenario in which one single-antenna AP transfers energy and information to
multiple single-antenna receivers. They aimed at minimizing the average transmitted power
subject to energy constraints and stability constraints of the information queues in the AP. They
4then used a Lyapunov approach and proposed a near-optimal solution to the problem. However,
they only considered a single-antenna scenario for the AP and assumed that the channels between
the AP and each of the receivers are totally separate (i.e., no interference is considered between
them).
Choi, et al. [23] considered a scenario in which the AP transfers energy to multiple receivers in
the downlink, where each receiver has an uplink queue of the information waiting for receiving
enough energy so as to transmit in the uplink when their channel condition is good enough. The
authors used a Lyapunov approach to minimize the transmitted energy subject to the stability of
the information queues, and proposed a near-optimal solution. Furthermore, Biason, et al. [24]
considered an AP that transfers energy to two receivers and receives their uplink information as
well. The authors used Markov decision theory to maximize the minimum received information
rate of the receivers. However, their proposed method requires knowing the explicit of the channel
state distribution to obtain the optimal solution.
It should be noted that RF-WPT systems are considered as an important main component in
SWIPT and WPCN systems as well. Consequently, finding the optimal energy transfer policy
in RF-WPT scenario is an important optimization problem, which not only helps to efficiently
design RF-WPT systems, but also is an important primary milestone for solving the correspond-
ing problems in SWIPT and WPCN systems. Therefore, in this paper, we focus on RF-WPT
systems and address optimal fair policies for RF-WPT. We consider an RF-WPT scenario in
which an E-AP transfers energy to multiple E-Rs. The E-AP is equipped with multiple antennas
and performs beam-forming to concentrate energy toward each E-R.
We investigate both power-limited and energy-limited cases for the energy source of the E-AP.
In the power-limited case where E-AP is connected to an electrical grid we aim to maximize
the average total received energy of the E-Rs subject to a maximum power budget at the E-AP.
Moreover, in the energy-limited case, the E-AP is connected to a battery with limited energy.
Solar panels in rural areas, which harvest the sun’s energy during day time to provide electricity
during night time are good examples for energy-limited E-APs [25]. In this case, we aim to
minimize the average transmitted energy of the E-AP while providing the required received
energy of each E-R.
In the power-limited case, as the power budget is limited, maximizing the total received
energy of the E-Rs may lead to severe unfairness among them. This is because the E-AP needs
to transmit less energy toward the nearer E-Rs than the farther E-Rs to deliver the same amount
5of required energy to them, and hence, the E-AP tends to serve the nearer E-Rs only. This
phenomena is known as the near-far problem [11]. In order to maintain fairness among E-Rs,
previous works such as [24] have focused on transferring equal amounts of energy to the E-Rs.
However, this results in severe degradation in the performance of the whole system (in terms of
the total transmit power) when there exists an E-R that is too far from the E-AP comparing to the
other E-APs. To alleviate the aforementioned fairness issue we propose two fairness models and
our second model obtains a reasonable performance, in addition to providing a fair distribution
of power among E-Rs.
In the first model, which is called Max-Min Fairness (MMF), we maximize the minimum
received power among E-Rs. It is a typical fairness model which tries to transfer equal power to
receivers irrespective of the distance of the receivers from the E-AP. Our algorithm does not need
the distribution of CSI and its solution is applicable to several E-Rs compared to [24]. In the
second model we consider the sum of the logarithm function of the received energy for each E-R,
known as proportional fairness [26]. In this model, the total utility increases if we decrease an
amount of energy from a near E-R (which receives more power) and add the same amount to a
farther E-R. The amount of increase in utility is proportional to the unfairness among E-Rs. Since
the transmitter has to consume more power to transfer energy to farther receivers, proportional
fairness attains a trade-off between fairness and performance. In addition, in this model, we
guarantee a minimum power for each receiver to provide the minimum required power of it.
These two fairness models alleviate the severe unfairness among E-Rs and the second model
tries to provide reasonable performance in scenarios where some E-Rs are far away from the
E-AP, compared to others.
In this paper, we formulate the aforementioned scenarios and propose novel stochastic opti-
mization formulations for each scenario. Then, using some stochastic optimization techniques,
we propose optimal and near-optimal solutions for the formulated problems. In more details, we
first focus on the energy-limited case and derive an optimal policy for energy transfer from the
E-AP to a single E-R (which both are equipped with multiple antennas to transmit and receive,
respectively). The optimal solution requires some information (that will be discussed later) on
the distribution of the CSI. Such information may not be available in practice. Therefore, we
then propose a Min Drift Plus Penalty (MDPP) algorithm based on Lyapunov Optimization
theory [28], which does not require to know the CSI distribution and is shown that attains a
near-optimal solution. Next, we focus on the power-limited case, and derive optimal and near-
6optimal energy transfer policies. Finally, we focus on the near-far problem and use the MDPP
algorithm to obtain a near-optimal solution of the two fairness models mentioned before. The
main contributions of this paper can be summarized as follows:
• The power-limited and energy-limited WPT problems are formulated with novel stochastic
optimization problems.
• For each of the power-limited and energy-limited WPT scenarios, a closed-form expression
for the optimal solution is derived. Moreover, near-optimal policies, which do not require
any information on the CSI distribution, are also proposed.
• Furthermore, to ensure fairness among E-Rs, various fairness models are considered and
near-optimal energy transfer policies are proposed for the formulated stochastic optimization
problems.
The rest of the paper is organized as follows. Section II introduces the system model and
problem formulations. The proposed solutions for the energy-limited and power-limited WPT
cases are described in Section III and IV, respectively. The considered fairness models and their
associated proposed solutions are presented in Section V. Numerical results are presented in
Section VI, and finally, Section VII concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a network with one E-AP and K energy receivers, as shown in Fig. 1 . The E-AP
and E-Rs are equipped with N and M antennas, respectively, where N > M . The E-AP transfers
energy to the E-Rs by transmitting a tone signal (for the sake of saving bandwidth), and employs
beamforming in order to focus the transmit energy toward each E-R.
We consider a time-slotted system in which the time domain is divided into timeslots of fixed
length equal to the coherence time of the channels, as illustrated in Fig. 2. As shown in Fig.
2, at the beginning of each timeslot, a small portion of the timeslot is reserved for estimating
the CSI of the outgoing channels by the E-AP. The E-AP then uses the rest of the time-slot
for wireless power transfer. Moreover, same as in many standard channel models [3]-[21], we
consider a quasi-static flat-fading channel model for the channels between the E-AP and the
E-Rs. Note that the assumption of being quasi-static implies that the CSI of the channels remain
constant during each time-slot and vary from one time-slot to the next one.
We consider the MIMO Rician fading channel model [6], in which the equivalent baseband
channel between the E-AP and each E-R in the l-th timeslot is modeled as a complex matrix
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Fig. 2: Time-slotted system
Hi[l] for each E-R. The (m,n) entry of the channel matrix represents attenuation and delay
for the link between m-th antenna of receiver and n-th antenna of E-AP. This channel matrix
remains constant during a timeslot and follows an independent identical distribution in successive
timeslots.
A. E-AP Transmission
In each timeslot, the E-AP transmits a constant amplitude tone signal. The amplitude and
phase of transmitted tone from each antenna is determined by entries of the beamforming vector
x[l] ∈ CN×1. Based on the described channel model, the received signal in the receiver i is given
by
yi(t) = Hi[l]x[l] + zi(t), lT ≤ t < (l + 1)T, (1)
where yi ∈ CM×1 denotes the baseband signal of receiver i, and zi ∈ CM×1 represents the noise
at receiver i.
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Fig. 3: Receiver structure
In each timeslot, the E-AP chooses beamforming vector following a transmission policy. A
transmission policy may be a function of current and/or previous channel states and transmission
history, also it may be a deterministic or probabilistic function. In this paper we deal with policies
which are deterministic functions of channel state and transmission history, but we show that
they are optimal or near optimal among all possible policies.
B. E-R Reception
The receivers use a rectifier to convert the received RF signal to a DC current, as shown in
Fig. 3. This current charges the batteries of the receivers. The amount of harvested energy in
receiver i, in a single timeslot, is denoted by Qi(t) = ζT‖yi(t)‖2, where ζ ∈ [0, 1] models the
efficiency in energy conversion. Without loss of generality, in this paper, we assume that ζ and
T equal one. We neglect the energy contribution of noise, as in [27], then we have
Qi[l] ≈ ‖Hi[l]x[l]‖2 = Tr(Wi[l]x[l]x∗[l]), (2)
where Wi[l] = H∗i [l]Hi[l] and Tr(A) is the trace of square matrix A.
C. Long-Term Parameters
We focus on long-term energy transfer optimization problems. The transmitted energy from
the E-AP in timeslot l equals Tr(x[l]x∗[l]), hence the expected value of the time averaged
9transmitted power in long term is as follows:
Q¯AP = lim
L→∞
1
L
L−1∑
l=0
E[Tr(x[l]x∗[l])]. (3)
It should be noted that E[.] denotes the average operator, which in the above equation is with
respect to the randomness of the channel and policy (for policies with randomness) . Similarly
the expected value of the time averaged received power in receiver i equals,
Q¯i = lim
L→∞
1
L
L−1∑
l=0
E[Tr(Wi[l]x[l]x∗[l])], ∀i = 1, . . . , K. (4)
III. MINIMIZING AVERAGE TRANSMITTED ENERGY IN ENERGY-LIMITED CASE
In this section we consider a WPT system consisted of one E-AP that has limited energy budget
(i.e., battery-operated E-AP) and multiple E-Rs that require a minimum level of received power
for their normal operations. A popular application example of this scenario is an E-AP equipped
with solar panels in a rural area which charges its batteries during the day and transmits the
stored energy toward the E-Rs during the night. An optimal transmitting policy aims to minimize
the average transmitted power of the E-AP so as to maximize its lifetime, while at the same time,
satisfying the minimum power requirement of the each E-R. Accordingly, finding the optimal
transmitting policy can be formulated by the following stochastic optimization problem:
minimize
{x(H)}
Q¯AP = lim
L→∞
1
L
L−1∑
l=0
E [Tr(x[l]x∗[l])] (5a)
subject to Q¯i = lim
L→∞
1
L
L−1∑
l=0
E[Tr(Wi[l]x[l]x∗[l])] ≥ Pi, ∀i = 1, . . . , K, (5b)
Tr(x[l]x∗[l]) ≤ Ppeak, ∀l ≥ 0, (5c)
where constraint (5b) guaranties the minimum power requirement of the E-Rs (Pi, ∀i = 1, . . . , K),
and constraint (5c) is due to the limitation on the peak transmission power, Ppeak, of the E-AP.
The optimization problem (5) is highly non-trivial and includes some challenges that need
to be addressed properly. First, due to constraint (5b), the problem is non-convex. Moreover, it
is a stochastic optimization problem that do not have closed-form expression for the objective
function as well as constraint (5b). In the rest of this section, we first propose an optimal solution
for the special case of single E-R. This solution provides a useful insight for finding the optimal
policy for the general case of multiple E-Rs. Then, we propose a transmission policy that does
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not require the knowledge of channel statistics, and determines the beamforming vector in each
timeslot based on the instantaneous CSI of that timeslot and the past transmission history. We
analyze the performance of this algorithm and show that it satisfies the constraints of problem
(5) and its performance is near to that of the optimal policy.
Before proceeding, we prove the following important lemma which will be used several times
later.
Lemma 1. For any Hermitian Symmetric matrix W ∈ CN×N , and v ∈ CN×1 we have,
Tr(Wvv∗) ≤ λmax||v||2,
and the equality holds when v = ||v||umax, where umax is the eigenvector corresponding to the
maximum eigenvalue of W.
Proof. Since W is Hermitian symmetric, it can be written as W = U∗ΛU, where U and Λ
are some unitary and diagonal matrices, respectively. Consequently, we have,
Tr(Wvv∗) = Tr(v∗U∗ΛU)
= Tr(z∗Λz) =
N∑
i=1
λi|zi|2
≤ λmax||v||2.
Note that the inequality above is tight and the equality can be achieved by adopting v in direction
of umax, i.e., v = ||v||umax as a result z will have only one none zero element equal to ||v||2
at index that corresponds to λmax. 
A. Optimal Transmission Policy for Single Receiver
The following theorem states the optimal policy for the special case of single E-R.
Theorem 1. The optimal solution to the problem of equation (5) in the case of one E-R is as
follows:
x[l] =
 Ppeakumax[l], λmax[l] ≥ λTh0, otherwise, (6)
where umax[l] is the eigenvector of matrix W1[l] with maximum eigenvalue (λmax[l]) in timeslot
l. λTh must satisfy the following equality:∫ ∞
λTh
αfλmax(α)dα =
P recv1
Ppeak
, (7)
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where fλmax(α) denotes the probability distribution function (pdf) of λmax. As λmax[l] is a function
of Hi[l], its distribution in any slot is the same as other slots and we can drop the index for
ease of notation.
Proof. See Appendix A. 
Note that Theorem 1 introduces a two level policy as the optimal one. Under this policy,
when channel is in good condition, the E-AP should transmit with maximum power; otherwise,
it should stop transmission. The channel condition is determined in terms of the gain of the best
path toward the E-R, and is compared to a threshold value determined in (7). If it is lower than
the threshold, then the E-AP will not transmit on that timeslot. This policy seems reasonable,
since avoiding transmission in bad channel conditions and saving energy for transmission in
better channel conditions increases the efficiency. The value of λTh can be calculated by solving
Eq. (7) with a simple line search method which requires the knowledge of the distribution of
λmax.
B. Transmission Policy for Energy-Limited Case
It should be noted that solving the formulated problem in 5 is not trivial since it is a non-
convex optimization problem, and also its solution requires having knowledge of channel states
distribution, which is not available in many practical cases. In this sub-section, to address the
aforementioned challenges and solve this problem, we propose a policy which does not require
the channel states distribution, using a stochastic approach based on Min Drift Plus Penalty
(MDPP) algorithm [28]. We will then show that the time-averaged transmit power under the
proposed policy, denoted by Q¯tranMDPP , is close to the one under the optimal policy, denoted by,
Q¯tranopt .
The pseudo-code of the proposed transmission policy is presented in Algorithm 1. The pro-
posed policy follows a similar two-level transmission strategy as in the optimal solution for
the single E-R case. The process Zi, ∀i = 1, 2, . . . , K introduced in Algorithm 1 represents a
virtual queue that captures the deviation of the average received power of the E-Rs from their
minimum requirement denoted in constraint (5b). The E-AP steers its beam toward E-Rs with
larger queue backlog and/or better channel condition, as a result the E-Rs which have received
less power in previous timeslots have higher priority for receiving power. The parameter V in
Algorithm 1 is a control variable which maintains the trade-off between minimization of average
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Algorithm 1 E-AP algorithm in energy-limited case
1: Initialization: l← 0, Zi[0]← 0, ∀i = 1, 2, . . . , K.
2: while (true) do
3: Estimate Hi[l], ∀i = 1, 2, . . . , K.
4: Wi[l]← H∗i [l]Hi[l], ∀i = 1, 2, . . . , K.
5: W′[l]←∑Ki=1 Zi[l]Wi[l]− V IN .
6: if λW′max[l] > 0 then
7: x[l]← PpeakuW′max[l],
8: else
9: x[l]← 0.
10: end if
11: Zi[l + 1]← max{Zi[l] + Pi − Tr(Wi[l]x[l]x∗[l]), 0}, ∀i = 1, 2, . . . , K.
12: l← l + 1.
13: end while
transmitted power of the E-AP and the duration of the short-time deviations from the minimum
power requirements of the E-Rs. Under this algorithm, the E-AP estimates the channel at the
beginning of l’th timeslot, and calculates the weighted sum matrix W′[l], as in step 51. Then if the
largest eigenvalue of W′[l], denoted by λW′max[l] is greater than zero, the E-AP will transmit with
its maximum power in direction of the uW′max[l] that is the eigenvector with largest eigenvalue.
Otherwise, the E-AP will not transmit any power. The virtual queues will be updated at the end
of timeslot. The following theorem characterizes the optimality gap of Algorithm 1.
Theorem 2. The E-AP transmission policy described by Algorithm 1
(a) Satisfies constraints (5b).
(b) Yields an average transmitted power within a maximum distance of B
V
from the optimal
solution: (Q¯tranopt ≤ Q¯tranMDPP ≤ Q¯tranopt + BV ), where B = K2 P 2peak.
1Throughout this paper, we let Im denote the m×m identity matrix.
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Proof. Consider the following definitions for quadratic Lyapunov function and Lyapunov drift,
respectively,
L(Z[l]) , 1
2
K∑
i=1
Z2i [l], (8)
∆(Z[l]) , E[(L(Z[l + 1])− L(Z[l]))|Z[l]], (9)
where Z[l] , (Z1[l], Z2[l], ..., ZK [l]). Let us define the drift-plus-penalty function as,
∆(Z[l]) + V E[QAP [l]|Z[l]], (10)
where QAP [l] = Tr(x[l]x∗[l]). The first term in Eq. (10) is a measure of the expected total
backlog increment in all virtual queue and the second term is the expected transmitted power
from the E-AP, where both are condition on the current queue backlog. The intuition behind
MDPP technique is that a proper policy minimizes this function and obtains a balance between
transmitted power and virtual queues’ backlog. The following lemma establishes an upper-bound
on the drift-plus-penalty function.
Lemma 2. The drift plus penalty function has the following upper bound:
∆(Z[l]) + V E[QAP [l]|Z[l]] ≤ B + V E[QAP [l]|Z[l]] +
K∑
i=1
Zi[l]E[Qdi [l]|Z[l]], (11)
where Qdi [l] = Pi − Tr(Wi[l]x[l]x∗[l]) and B = K2 P 2peak.
Proof. See Appendix B.
Using Lyapunov optimization theorem, it is shown in [28] that a policy which minimizes the
Right Hand Side (RHS) of (11) at each timeslot has the claimed properties (a) and (b) in Theorem
2. Hence in order to prove the theorem we only need to show that Algorithm 1 minimizes the
RHS of (11) over all possible policies. To that end, in each timeslot l, the E-AP observes the
queue backlogs and chooses x[l] equal to the solution of the following optimization problem:
minimize
x[l]
V QAP [l] +
K∑
i=1
Zi[l]Q
d
i [l] (12a)
subject to Tr(x[l]x∗[l]) ≤ Ppeak. (12b)
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Substituting Qdi , i = 0, . . . , K in equation (12) and neglecting the constant terms, we can
rewrite the optimization problem as,
maximize
x[l]
Tr(W′[l]x[l]x∗[l]) (13a)
subject to Tr(x[l]x∗[l]) ≤ Ppeak. (13b)
where W′[l] ,
∑K
i=1 Zi[l]Wi[l]− V IN . Now, using Lemma 1, the solution of the optimization
problem (12) is obtained as follows:
x[l] =
 PpeakuW
′
max[l], λ
W′
max[l] ≥ 0,
0, otherwise,
(14)
This is exactly the same as the policy presented in Algorithm 1. Therefore, this algorithm
minimizes the RHS of (11), and hence, according to Lyapunov optimization theorem [28] satisfies
parts (a) and (b) in Theorem 2.

IV. MAXIMIZING AVERAGE RECEIVED ENERGY IN POWER-LIMITED CASE
In this section, we consider an E-AP that is connected to a stable power source, and multiple
E-Rs that receive energy from this E-AP2. A real-world application of this scenario is wireless
charging of battery-powered devices in smart homes. Since wireless chargers are plugged into
power outlets, there is no limitation on their available energy, but the input power is limited. An
optimal transmitting policy of the E-AP aims at maximixing the power transmission efficiency
by maximizing the total received power of the E-Rs. Consequently, the optimal policy can be
formulates as a solution of the following problem:
maximize
{x(H)}
lim
L→∞
1
L
L−1∑
l=0
K∑
i=1
E[Tr(Wi[l]x[l]x∗[l])] (15a)
subject to lim
L→∞
1
L
L−1∑
l=0
E[Tr(x[l]x∗[l])] ≤ Pavg, (15b)
Tr(x[l]x∗[l]) ≤ Ppeak, ∀l ≥ 0, (15c)
2We borrow our notation from the previous section in the current and following sections. The references of the notations are
clear from the context of each section.
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where constraint (15b) guarantees that the average transmission power does not exceed Pavg,
and constraint (15c) is the physical limitation on the instantaneous transmit power of the E-AP.
Solving Problem (15) involves challenges similar to Problem (5), i.e., the problem is non-convex
due to constraint (15b) and there is no closed form expression for terms with time-averaged
expectations. In a similar vein as the energy-limited case, in the sequel, we first assume that
the channel statistics are available and obtain the optimal solution to problem (15) to find the
optimal policy. Then, based on MDPP, we propose a near-optimal transmission policy that does
not require the channel statistics, and derive the optimality gap of its performance as well.
A. Optimal Policy
The following theorem derives an optimal solution for Problem (15).
Theorem 3. The following transmission policy maximizes (15a) and satisfies constraints (15b)
and (15c). At each timeslot the E-AP estimates the channel and determines the beamforming
vector as:
x[l] =
 PpeakuW
′
max[l], λ
W′
max[l] ≥ λW′Th ,
0, otherwise,
(16)
where uW
′
max is the eigenvector of matrix W
′[l] ,
∑K
i=1 Wi[l] associated with the largest
eigenvalue (λW
′
max[l]) and
λW
′
Th = F
−1
λW′max
(1− Pavg
Ppeak
), (17)
where F−1
λW′max
is the inverse cumulative distribution function of λW
′
max.
Proof. See Appendix C
Note that the transmission policy introduced in (16) concentrates the transmission beam toward
a virtual E-R with a channel matrix equal to the sum of all channel matrices. Under this policy
the beam is always biased toward the E-Rs with better channel conditions. Moreover, to calculate
the optimal threshold in (17), the E-AP needs to know the distribution of the largest eigenvalue
of the sum of channel matrices, which may not be available in general. This issue makes the
optimal policy impractical in many applications. Nevertheless, still he optimal solution can serve
as an upper-bound for the performance of any other policy, and also sheds a light on the structure
of a proper transmission strategy.
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B. Transmission Policy for Power-Limited Case
In this subsection, we propose a transmission policy for power-limited case, based on MDPP
technique. As discussed before, this technique only needs the instantaneous CSI and adapts to
variation in channel distribution. This policy is introduced in Algorithm 2. The virtual queue
Z1 in this algorithm captures the deviation of the average transmitted power from Pavg. The
beamforming vector is determined in steps 5 to 10 of Algorithm 2. Similar to the optimal
solution in Theorem 3, the beamforming vector in Algorithm 2 is determined by λW′max, which is
the eigenvector of the sum channel matrix W′ associated with the largest eigenvalue. The E-AP
updates Z1 at the end of each timeslot. The following theorem states that under the proposed
policy, the time averaged expected total received power, Q¯MDPPPL , is within a bounded distance
of the one under optimal policy, Q¯OptPL .
Theorem 4. The E-AP transmission policy given in Algorithm 2:
(a) Satisfies the constraint (15b).
(b) Yields an average received power within a maximum distance of B
V
from the optimal solution,
i.e., Q¯OptPL ≤ Q¯MDPPPL ≤ Q¯optPL+BV , where B = 12P 2peak and V is a control parameter of MDPP
algorithm.
The proof is similar to the proof of Theorem 2, and is omitted here for brevity.
V. CONSIDERING FAIRNESS IN MAXIMIZING RECEIVED ENERGY
The proposed transmission policy in Algorithm 2 is highly biased in flavor of those E-Rs that
are nearer to the E-AP. This is because the nearer E-Rs receive more energy than the farther E-Rs
if the same amount of energy is transmitted toward them. In this section, we aim to ensure fairness
in designing transmission policies. For this purpose, we investigate two techniques for imposing
fairness among the E-Rs, namely Max-Min Fairness (MMF) and QoS-aware proportional fairness
(QPF). In the following two subsections, we introduce each technique and propose transmission
policies for them.
A. Max-Min Fairness
A common technique for achieving fairness among E-Rs is maximizing the minimum of the
average received powers of different E-Rs. This is known as max-min fairness (MMF) [29], which
results in a balance between the received power of the E-Rs, but with an expense of decreasing
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Algorithm 2 E-AP algorithm in power-limited case
1: Initialization: l← 0, Z1[0]← 0.
2: while (true) do
3: Estimate Hi, ∀i = 1, 2, . . . , K.
4: Wi[l]← H∗i [l]Hi[l], ∀i = 1, 2, . . . , K.
5: W′[l]← V ∑Ki=1 Wi[l]− Z1[l]I.
6: if λW′max[l] > 0 then
7: x[l]← PpeakuW′max[l],
8: else
9: x[l]← 0.
10: end if
11: Z1[l + 1]← max{Z1[l] + Tr(x[l]x∗[l])− Pavg, 0}.
12: l← l + 1.
13: end while
the total received power of the E-Rs. Accordingly, the MMF policy can be formulated as the
solution of the following problem:
maximize
{x(H)}
Q¯min , min
i
lim
L→∞
1
L
L−1∑
l=0
E[Tr(Wi[l]x[l]x∗[l])] (18a)
subject to lim
L→∞
1
L
L−1∑
l=0
E[Tr(x[l]x∗[l])] ≤ Pavg, (18b)
Tr(x[l]x∗[l]) ≤ Ppeak, ∀l ≥ 0. (18c)
Same as before, we avoid struggling with the non-convex problem (18) by introducing a policy
and analyzing its performance. Algorithm 3 describes the proposed MMF policy, wich is based
on the MDPP technique for maximizing some concave function of time averages. Same as before,
the proposed MMF follows a two-level structure, and focuses the transmission beam toward a
virtual E-R. In this policy, the channel matrix of the virtual E-R is a weighted sum of the channel
matrices of all E-Rs, and the weights are determined by the virtual queues Gi, i = 1, . . . , K.
The backlog of these virtual queues grows faster for the E-Rs which receive less power. As
a consequent, these E-Rs have a greater weight in the weighted sum channel matrix, and will
receive more power in the consequent timeslots. Let Q¯MMFmin and Q¯
Opt
min denote the minimum
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Algorithm 3 E-AP algorithm in power-limited case considering Max-Min fairness
1: Initialization: l← 0, Z1[0]← 0, Gi[0]← 0, ∀i = 1, 2, . . . , K.
2: while (true) do
3: Estimate Hi, ∀i = 1, 2, . . . , K.
4: Wi[l]← H∗i [l]Hi[l], ∀i = 1, 2, . . . , K.
5: if V >
∑K
i=1Gi[l] then
6: γi[l]← Ppeak, ∀i = 1, 2, . . . , K,
7: else
8: γi[l]← 0, ∀i = 1, 2, . . . , K.
9: end if
10: W′[l]←∑Ki=1Gi[l]Wi[l]− Z1[l]I.
11: if λW′max[l] > 0 then
12: x[l]← PpeakuW′max,
13: else
14: x[l]← 0.
15: end if
16: Z1[l + 1]← max{Z1[l] + Tr(x[l]x∗[l])− Pavg, 0}.
17: Gi[l + 1]← max{Gi[l] + γi[l]− Tr(Wi[l]x[l]x∗[l])}, ∀i = 1, 2, ..., K.
18: l← l + 1.
19: end while
time-averaged received power under the MMF policy and the optimal policy, respectively. The
following theorem discusses the optimality of the MMF policy.
Theorem 5. The MMF policy for the E-AP transmission, described by Algorithm 3:
(a) Satisfies the constraints (18b).
(b) Yields a minimum average received power that is within a maximum distance of B
V
from
the optimal solution, i.e., Q¯Optmin − BV ≤ Q¯MMFmin ≤ Q¯Optmin, where B = K+12 P 2peak and V is a
control parameter of the MDPP algorithm.
Proof. The analysis in Theorem 2 is not directly applicable here, since the objective function
in (18a) is a function of a time-average, rather than a time-averaged quantity. To prove the
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above theorem, using a similar approach as in [28], we introduce the auxiliary variables γ[l] =
(γ1[l], ..., γK [l]) and define the a modified optimisaiton problem as follows:
maximize
{x(H),γ(H)}
φ(γ) (19a)
subject to lim
L→∞
1
L
L−1∑
l=0
E[Tr(x[l]x∗[l])] ≤ Pavg, (19b)
γ¯i ≤ Q¯i, ∀k ∈ {1, ..., K}, (19c)
Tr(x[l]x∗[l]) ≤ Ppeak, ∀l ≥ 0, (19d)
where
φ(r1, r2, ..., rK) , min
i∈{1,...,K}
ri
φ(γ) , lim
L→∞
1
L
L−1∑
l=0
E[φ(γ1, γ2, ..., γK)],
γ¯i , lim
L→∞
1
L
L−1∑
l=0
E[γi[l]],
Q¯i , lim
L→∞
1
L
L−1∑
l=0
E[Tr(Wi[l]S[l])].
Now, we first prove that the optimal transmission policy of the modified problem is also the
optimal policy for the original problem. Then, using this result and noting that the modified
problem is in the form of the problems we encountered before, the intended properties (a) and
(b) can be proved using a similar approach to the proof of Theorem 2. The proof of the later
is omitted for brevity, to prove the former, we first show that the optimal transmission policy
of the original problem, xopt(H), is a feasible policy for the modified problem. This can be
achieved by choosing γ[l] = γopt = (Q¯opt1 , ..., Q¯
opt
K ), ∀l, where Q¯opti is the time averaged received
power to receiver i under xopt(H). One can verify that (xopt(H),γopt) satisfies the constraints
(19b)-(19d). Furthermore, by this choice of the arguments, the value of the objective function
(19a) equals φopt , φ(Q¯opt1 , ..., Q¯optm ), which is the maximum value of the objective function in
Problem (18). Therefore, we have φ(γ∗) ≥ φopt, where γ∗ is the maximizer of of Problem (19).
It is straightforward to verify that the φ : RK → R is continuous, concave and entrywise
non-decreasing. Hence, we can write
φ(Q¯∗1, ..., Q¯
∗
K)
a≥ φ(γ¯∗) b≥ φ(γ∗) ≥ φopt, (20)
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where Q¯∗i is the time averaged received power to receiver i under the maximizing solution of
Problem (19). Inequality (a) follows from equation (19c) and non-decreasing entrywise property
of φ and (b) follows from Jensen’s inequality. On the other hand, we have,
φopt ≥ φ(Q¯∗1, ..., Q¯∗K), (21)
the above inequality holds since all the feasible transmission polices of Problem (19), also satisfy
the constraints of Problem (18). From (20) and (21) we conclude that,
φopt = φ(Q¯
∗
1, ..., Q¯
∗
K), (22)
which is the desired result. 
B. QoS-aware Proportional Fairness
Maximizing the minimum received power is a strict policy, in the sense that it focuses most of
the transmitted power toward farther E-Rs, no matter how far they are from the E-AP. As such,
this policy results in drastic degradation in total received power if some of the E-R are very far
from the E-AP. To address this issue in considering fairness, the proportional fairness technique
can be used, which makes a trade-off between maximizing the total received power and the
fairness. A proportional fair policy aims to maximize sum of the logarithms of the received
power in E-Rs, as the objective utility. Due to the specific structure of a logarithmic function,
increasing the received power in the farther E-Rs leads to a greater increase in total utility, but
at the same time, increases the power consumption of the E-AP. An optimal policy balances
this trade off, and maximizes the total utility. The formal definition of proportional fairness is
presented in [26]. The QPF policy maximizes the sum of the logarithm of the received powers
of the E-Rs, while providing the required QoS of each E-R, i.e., the minimum received power
requirement of each E-R. To find the QPF policy, we formulate the following optimization
problem:
maximize
{x(H)}
Q¯LogT ,
K∑
i=1
log(Q¯i) (23a)
subject to lim
L→∞
1
L
L−1∑
l=0
E[Tr(Wi[l]x[l]x∗[l])] ≥ Pmin, (23b)
lim
L→∞
1
L
L−1∑
l=0
E[Tr(x[l]x∗[l])] ≤ Pavg, (23c)
Tr(x[l]x∗[l]) ≤ Ppeak,∀l ≥ 0 . (23d)
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Algorithm 4 E-AP algorithm in power-limited case considering QoS-aware Proportional fairness
1: Initialization: l← 0, Zi[0]← 0, ∀i = 1, 2, ..., K + 1, Gm[0]← 0,∀m = 1, 2, ..., K.
2: while (true) do
3: Estimate Hi, ∀i = 1, 2, . . . , K.
4: Wi[l]← H∗i [l]Hi[l], ∀i = 1, 2, . . . , K.
5: γi[l]← min{ VGi[l] , Ppeak}, ∀i = 1, 2, . . . , K.
6: W′[l]←∑Ki=1(Zi[l] +Gi[l])Wi[l]− ZK+1[l]I.
7: if λW′max[l] > 0 then
8: x[l]← PpeakuW′max,
9: else
10: x[l]← 0.
11: end if
12: Gi[l + 1]← max{Gi[l] + γi[l]− Tr(Wi[l]x[l]x∗[l]), 0}, ∀i = 1, 2, ..., K.
13: Zi[l + 1]← max{Zi[l] + Pmin − Tr(Wi[l]x[l]x∗[l]), 0}, ∀i = 1, 2, ..., K.
14: ZK+1[l + 1]← max{ZK+1[l] + Tr(x[l]x∗[l])− Pavg, 0}.
15: l← l + 1.
16: end while
Algorithm 4 solves the formulated problem and describes the proposed QPF policy. The
performance of this algorithm is analyzed in the following theorem.
Theorem 6. Algorithm 4 describes the QPF policy for the E-AP transmission. This policy
• Satisfies the constraints of (23c).
• Yields an objective funtion that is within a maximum distance of B
V
from the optimal solution:
(Q¯optLogT−BV ≤ Q¯MDPPLogT ≤ Q¯optLogT ), where B = 2K+12 P 2peak and V is a parameter of the MDPP
algorithm.
The proof is similar to the proof of Theorem 5, and is omitted here for brevity.
VI. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed algorithms with various numerical
results. Unless noted otherwise, we consider an E-AP and two E-Rs (each equipped with
four receive antennas). The considered network topology is shown in Fig. 4. All the proposed
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Fig. 4: The considered network topology
algorithms are run for 105 timeslots. All the simulation results have been obtained by MATLAB
R2015b on a simulation platform with a Windows server 2008, Intel Xeon E5-2650v3 CPU
(2.3GHz), and 64GB RAM.
A. Energy-Limited Case
As mentioned before, in the energy-limited case, the E-AP has a limited battery and hence,
targets at transferring only the required power level of the E-Rs. Fig. 5 shows the average
transmitted power of the E-AP under the proposed policy in Algorithm 1 versus the number of
the E-AP’s antennas. The maximum transmit power of the E-AP is considered to be 5 W, and
three different values of 5, 10, and 15 mW are considered for the required power level of the
E-Rs. As can be verified from the figure, under the proposed Algorithm 1 the average received
power of each E-R always remains constant and matches the desired power level of the E-Rs.
However, as we increase the number of antennas in the transmitter, the transmitted power is
more focused on the receivers, and therefore, as can be seen in Fig. 5, the required power at the
transmitter is decreased.
We also compare the performance of the optimal solution to the MDPP solution. Fig. 6 shows
the required transmit power versus the number of transmit antennas when the target received
power of each E-R is 15 mW. As can be seen from this figure, the proposed near-optimal
algorithm, i.e., Algorithm 1, performs very well, and its performance is within 5 percent of the
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Fig. 5: Transmitted power of the E-AP versus the number of the E-AP antennas
optimal solution. While, unlike the optimal solution, Algorithm 1 does not require the statistical
information of the distribution of the CSI.
B. Power-Limited Case
As mentioned earlier, in the power-limited case, the E-AP is connected to a stable source of
energy and we aim at maximizing the received power of the E-Rs. Fig. 7 shows the average
received power at each E-R versus the number of the E-AP’s antennas, and compare the near
optimal Algorithm 2 and the optimal algorithm. Limitations for the E-AP are considered to be
5 and 10 W, respectively. First note that as expected, without considering any fairness models,
almost all the transmitted power is delivered to the first E-R, which is closer to the E-AP.
Moreover, it can also be seen from this figure that the performance of Algorithm 2 is still very
close to that of the optimal solution.
The performance of the MMF and QPF policies, which consider fairness among the E-Rs, is
shown in Fig. 8. The MMF policy tries to transfer an equal amount of power to the receivers,
while the QPF policy makes a trade-off between fairness among the E-Rs and their total received
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Fig. 6: Comparison of the near-optimal Algorithm 1 and the optimal solution when we have
one E-R
 
Fig. 7: The average received power of each E-R versus the number of the E-AP’s antennas
under the near-optimal Algorithm 2 (MDPP) and the optimal solution.
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Fig. 8: (a) The average received power of E-Rs in case of no fairness, MMF and QPF
(b) Total average received power of E-Rs in case of no fairness, MMF and QPF versus the
distance ratio
energy. The maximum and average transmit power of the E-AP are considered to be 10 and 5 W,
respectively. Fig. 8-(a) shows the average received power of each E-R versus the distance ratio
of the E-Rs (denoted by dr), which is defined as dr , dfdc , where df and dc are the distances of
the E-AP to the farther E-R and the closer E-AP, respectively. To increase dr, move the farther
E-R upward away from the E-AP. First note that when dr equals one, then, the E-Rs receive the
same amount of power, as expected. Unlike the previous policies without fairness that devote
almost all of its power to the closer E-R even when dr is a little more than one, the MMF
policy devotes an equal amount of power to both E-Rs irrespective of the dr value. However,
such approach may lead to a drastic degradation in the total performance when the distances
of the E-Rs to the E-AP are too different. In contrast, the QPF policy decreases the amount of
power of the farther E-R smoothly as a function of dr. Hence, the QPF policy leads to a smooth
increasing of difference in the amount of received power of the E-Rs when dr increases. On the
other hand, the E-AP provides the required power level of the farther E-R if dr is much larger
than one.
Fig. 8(b) shows the total average received power (PR,T ) of the E-Rs, and compares the policies
with and without fairness. It can be seen from this figure that when considering fairness (either
by MMF or QPF schemes), the value of PR,T reduces with the increase in the distance ratio.
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More specifically, under the MMF policy, which is a strict fair policy, the total received power
is minimized. Moreover, PR,T in both fairness models is a monotonically decreasing function
of dr. Finally, QPF policy makes a balance between the MMF policy and the policy without
fairness.
VII. CONCLUSION
In this paper, we proposed optimal and near-optimal policies for wireless power transfer by
an E-AP to multiple E-Rs, where the E-AP is battery-operated (energy-limited case) or has
limitations on its average transmit power (power-limited case). First, we considered a limited
energy E-AP that only transfers the minimum required energy of the E-Rs. We formulated the
problem for the case of one E-AP and one E-R and derived the optimal solution. We also proposed
a solution based on MDPP using Lyapunov optimization for the cases when there are many E-
Rs, and demonstrated the near-optimal performance of the proposed solution. Numerical results
showed that the proposed near-optimal solution is within 5 percent of the optimal solution. We
also considered the case when we have an E-AP with limited average transmit power capability,
and proposed energy transfer policies under different scenarios. First, we proposed a policy to
optimize the total received power of all E-Rs. We then demonstrated that in some cases, this
policy may lead to unfair distribution of power between the E-Rs. To resolve this issue, we
proposed two policies, MMF and QPF, which provide fairness in energy distribution between
the E-Rs. The MMF policy tries to transfer an equal amount of power to receivers at the expense
of decreasing the total performance. The QPF policy makes a trade-off between the total received
power and fairness among E-Rs. It smoothly decreases the received power of farther E-Rs as
their distance from E-AP increase. In addition, it provides the minimum required power for
farther E-Rs. Numerical results showed that in case of two E-Rs, the MMF policy transfers
equal amount of power to E-Rs. The QPF policy decreases the received power of the farther E-
R with a slow slope as it is moved away from the E-AP, while always guaranteeing its minimum
power level requirement.
APPENDIX A
PROOF OF THEOREM 1
It is shown in [28] that the optimal solution of the problem can be achieved using a policy in
which x is only a function of H at the current timeslot. In this case, as H is i.i.d. in successive
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timeslots, x is also i.i.d. and we can simplify the formulas of transmitted and received power
and rewrite the problem as follows:
minimize
{x(H)}
E[Tr(xx∗)] (24a)
subject to E[Tr(Wixx∗)] ≥ P recvi ,∀i = 1, 2, . . . , K, (24b)
Tr(xx∗) ≤ Ppeak, ∀x ∈ X , (24c)
where X denotes the set of possible transmission vector of transmitter.
The optimal solution satisfies the constraint of equation (24b) as follows:
E[Tr(W1xx∗)] = E[λmaxPx] = P (λmax > λTh)PpeakE[λmax|λmax > λTh]
= Ppeak
∫ ∞
λTh
αfλmax(α)dα = P
recv
1 , Px = ||x||2. (25)
We want to show that if a policy yields E[Pz] < E[Px] = PpeakP (λmax > λTh), then the
constraint of equation (5b) is not satisfied. Hence, the proposed solution yields the minimum of
the average received energy.
We show that if z(H) yields a lower average power than the optimal solution, then the
constraint of equation (5b) violates:
E[λmaxPz]− P recv1 = E[λmaxPz]− E[λmaxPx] = P (λmax ≥ λTh)E[λmaxPz|λmax ≥ λTh]
+ P (λmax < λTh)E[λmaxPz|λmax < λTh]− P (λmax ≥ λTh)E[λmaxPx|λmax ≥ λTh]
= P (λmax ≥ λTh)E[λmax(Pz − Ppeak)|λmax ≥ λTh] + P (λmax < λTh)E[λmaxPz|λmax < λTh]
a≤ λTh
(
P (λmax ≥ λTh)(E[(Pz − Ppeak)|λmax ≥ λTh]) + P (λmax < λTh)E[Pz|λmax < λTh]
)
= λTh(E[Pz]− E[Px]) < 0.
(a) We have Pz − Ppeak ≤ 0 and λmax ≥ λTh in the first term, and Pz ≥ 0 and λmax ≤ λTh in
the second term. This completes the proof.
APPENDIX B
PROOF OF LEMMA 2
Considering the virtual queues update equation we can write,
Z2i [l + 1] ≤ Z2i [l] +Qdi [l]2 + 2Zi[l]Qdi [l]
⇒ ∆(Z[l]) ≤
K∑
i=1
Zi[l]E[Qdi [l]|Z[l]] +
1
2
K∑
i=1
E[Qdi [l]2|Z[l]]. (26)
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The received signal at receiver i has a maximum power of Ppeak. Hence 12
∑K
i=1 E[Qdi [l]2|Z[l]] <
K
2
P 2peak = B.
APPENDIX C
PROOF OF THEOREM 3
By using similar arguments as in Appendix A, the problem can be reformulated as follows:
maximize
{x(H)}
E[PxTr(W′x˜x˜∗)] (27a)
subject to E[Px] ≤ Pavg, (27b)
Px ≤ Ppeak, (27c)
||x˜||2 = 1, (27d)
where x = Pxx˜. As mentioned in Lemma 1, the maximum of equation (27a) is E[Pxλw
′
max]
and this maximum is acheived when x˜ = uw′max. The optimal solution satisfies the constraint of
equation (27b) with the equality as follows:
E[Px] = PpeakP (λw
′
max ≥ λw
′
Th) = Ppeak(1− Fλw′max(λw
′
Th)) = Pavg.
We show that no policy yields a higher average received power than the optimal solution. We
show that if z(H) yields a higher average received energy, then the constraint of equation (27b)
violates.
E[λmaxPz]− E[λmaxPx] = P (λmax ≥ λTh)E[λmaxPz|λmax ≥ λTh]
+ P (λmax < λTh)E[λmaxPz|λmax < λTh]− P (λmax ≥ λTh)E[λmaxPx|λmax ≥ λTh]
= P (λmax ≥ λTh)E[λmax(Pz − Ppeak)|λmax ≥ λTh] + P (λmax < λTh)E[λmaxPz|λmax < λTh]
≤ λTh(P (λmax ≥ λTh)(E[(Pz − Ppeak)|λmax ≥ λTh]) + P (λmax < λTh)E[Pz|λmax < λTh])
= λTh(E[Pz]− E[Px]) = λTh(E[Pz]− Pavg) ≤ 0.
This completes the proof.
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