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First-order primal-dual methods for nonsmooth
nonconvex optimisation
Tuomo Valkonen
Abstract We provide an overview of primal-dual algorithms for nonsmooth and
non-convex-concave saddle-point problems. This flows around a new analysis of
such methods, using Bregman divergences to formulate simplified conditions for
convergence.
1 Introduction
Interesting imaging problems can often be written in the general form
min
x∈X maxy∈Y F(x) + K(x, y) − G∗(y), (S)
where X and Y are Banach spaces, K ∈ C1(X,Y ), and F : X → R and G∗ : Y → R
are convex, proper, lower semicontinuous functions with G∗ the preconjugate of
someG : Y ∗ → R, meaningG = (G∗)∗. The functions F andG∗ may be nonsmooth.
In this chapter, we provide an overview of proximal-type primal-dual algorithms
for this class of problems together with a simplified analysis, based on Bregman
divergences.
•> Notation, conventions, and basic convex analysis
As is standard in optimisation, all vector/Banach/Hilbert spaces in this chapter are
over the real field without it being explicitly mentioned. For basic definitions of
convex analysis, such as the (pre)conjugate and the subdifferential, see the glossary
at the end of the chapter or textbooks such as [37, 56, 25, 31].
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A common instance of (S) is when K(x, y) = 〈Ax |y〉 for a linear operator A ∈
L(X;Y ∗) with 〈 · | · 〉 : Y ∗ × Y → R denoting the dual product. Then (S) arises from
writing G in terms of its (pre)conjugate G∗ in
min
x∈X F(x) + G(Ax). (1)
We now discuss sample imaging and inverse problems of the types (S) and (1), and
then outline our approach to solving them in the rest of the chapter.
1.1 Sample problems
Optimisation problems of the type (1) can effectively model linear inverse problems;
typically one would attempt to minimise the sum of a data-term and a regulariser,
min
x∈X Φ(z − T x) + G(Ax), (2)
where
– T :∈ L(X;Rn) is a forward operator, mapping our unknown x into a finite number
of measurements. .
– Φ models noise ν in the data z ∈ Rn; for normal-distributed noise, Φ(z) = 12 ‖z‖2;
– G ◦ A is a typically nonsmooth regularisation term that models our prior assump-
tions on what a good solution to the ill-posed problem z = T x + ν should be; in
imaging, what “looks good”.
For conventional total variation regularisation on a domain Ω ⊂ Rm one would take
G(y∗) = α‖y∗‖M(Ω;Rm) the Radon norm of the measure y∗ ∈ M(Ω;Rm) weighted
by the regularisation parameter α > 0, and A = D ∈ L(BV(Ω);M(Ω;Rm)) the
distributional derivative [1]. Simple examples of a linear forward operatorT include:
– the identity for denoising [58],
– a convolution operation for deblurring or deconvolution [67],
– a subsampling operator for inpainting [59],
– the Fourier transform for magnetic resonance imaging (MRI) [51, 46], and
– the Radon transform for computational (CT) or positron emission tomography
(PET) [52].
The last two examples would frequently be combined with subsampling for recon-
struction from limited data.
In many important problems T is, however, nonlinear:
– a pointwise application of (r, ϕ) 7→ re−iϕ for phase and amplitude reconstruction
for velocity-encoded magnetic resonance imaging [62],
– a pointwise application of u 7→ s0−se−〈u,b〉 tomodel the Stejskal–Tanner equation
in diffusion tensor imaging [62, 41], or
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– the solution operator of nonlinear partial differential equation (PDE) for several
forms of tomography from magnetic and electric to acoustic and optical [51, 52,
2, 42, 39, 60, 61, 44].
In the last example, the PDE governs the physics of measurement, typically relating
boundary measurements and excitations to interior data. The methods we study in
this chapter are applied to electrical impedance tomography in [40, 48].
How to fit a nonlinear forward operator T into the framework (S) that requires
both F and G∗ to be convex? If the noise model Φ : Rn → R is convex, proper,
and lower semicontinuous, we can write (2) using the Fenchel conjugate Φ∗ and
KT A(x, (y1, y2)) := 〈z − T(x)|y1〉 + 〈Ax |y2〉 as
min
x∈X max(y1,y2)∈Rn×Y
KT A(x, (y1, y2)) − Φ∗(y1) − G∗(y2). (3)
This is of the form (S) for the functions F˜ ≡ 0 and G˜∗(y1, y2) := Φ∗(y1) −
G∗(y2). Even for linear T , although (2) is readily of the form (1) and hence (S),
this reformulation may allow expressing (2) in the form (S) with both F˜ and G˜∗
“prox-simple”. We will make this concept, important for the effective realisation of
algorithms, more precise in Section 3.
Finally, fully generalK in (S) was shown in [24] to be useful for highly nonsmooth
and nonconvex problems, such as the [34]. Indeed, the “0-function”
|t |0 :=
{
0, t = 0,
1, t , 0,
can be written
|t |0 = sup
s∈R
ρ(st) for ρ(t) = 2t − t2.
For the (anisotropic) Potts model this is applied pixelwise on a discretised image
gradient computed for an n1 × n2 image by ∇h : Rn1n2 → R2×n1n2 [24]:
min
x∈Rn1n2
max
y∈R2×n1n2
1
2
‖b − x‖22 +
n1∑
i=1
n2∑
j=1
ρ(〈[∇hx]i j, yi j〉), (4)
where b ∈ Rn1n2 is the image to be segmented.
1.2 Outline
We introduce in Section 3 methods for (S) inspired by the primal-dual proximal
splitting (PDPS) of [17, 55] for bilinear K , commonly known as the Chambolle–
Pock method. We work in Banach spaces, as was done in [38]. To be able to define
proximal-type methods in Banach spaces, in Section 2, we introduce and recall the
crucial properties of so-called Bregman divergences.
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Our main reason for working with Bregman divergences is, however, not the
generality of Banach spaces. Rather, they provide a powerful proof tool to deal with
the generalK in (S). This approach allows us in Section 4 to significantly simplify and
better explain the original convergence proofs and conditions of [17, 62, 23, 24, 48].
Without additional effort, they also allow us to present block-adapted methods like
those in [66, 64, 48].
Our overall approach and the internal organisation of Section 4 centres around
the following three main ingredients of the convergence proof:
(i) A three-point identity, satisfied by all Bregman divergences (shown in Sec-
tion 2 and employed in Section 4.1),
(ii) (Semi-)ellipticity of the algorithm-defining Bregman divergences (concept
defined in Section 2, specific Bregman divergence in Section 3, and its ellip-
ticity verified in Sections 4.2 and 4.3 through several examples), and
(iii) A non-smooth second-order growth condition around a solution of (S)
(treated in Sections 4.4 and 4.5).
With these basic ingredients, we then prove convergence in Sections 4.6 and 4.7.
In the present overview, with focus on key concepts and aiming to avoid technical
complications, we only cover, weak, strong, and linear convergence of iterates, and
the convergence of gap functionals when K is convex-concave.
In Section 5 we improve the basic method by adding dependencies to earlier
iterates, a form of inertia. This is needed to develop an an effective algorithm for K
not affine in y, including the aforementioned formulation of the Potts segmentation
model. We finish in Section 6 with pointers to alternative methods and further
extensions.
2 Bregman divergences
The norm and inner product in a (real) Hilbert space X satisfy the three-point identity
〈x − y, x − z〉X = 12 ‖x − y‖
2
X −
1
2
‖y − z‖2X +
1
2
‖x − z‖2X (x, y, z ∈ X). (5)
This is crucial for convergence proofs of optimisation methods [63], so we would
like to have something similar in Banach spaces—or other more general spaces.
Towards this end, we let J : X → R be a Gâteaux-differentiable function.1 Then one
can define the asymmetric Bregman divergence
BJ (z, x) := J(z) − J(x) − 〈DJ(x)|z − x〉X (x, z ∈ X). (6)
1 The differentiability assumption is for notational and presentational simplicity; otherwise we
would need to write the Bregman divergence as BpJ (z, x) := J(z) − J(x) − 〈p |z − x 〉X for some
subdifferential p of J , and define explicit updates of this subdifferential in algorithms.
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This function is non-negative if and only if 2 the generating function J is convex; it
is not in general a true distance, as it can happen that BJ (x, z) = 0 although x = z.
Writing D1 for the Gâteaux derivative with respect to the first parameter, we have
D1BJ (x, z) = DJ(z) − DJ(x). (7)
Moreover, the Bregman divergence satisfies for any x¯ ∈ X the three-point identity
〈D1BJ (x, z)|x − x¯〉X = 〈DJ(x) − DJ(z)|x − x¯〉X
= BJ (x¯, x) − BJ (x¯, z) + BJ (x, z).
(8)
Indeed, writing the right-hand side out, we have
BJ (x¯, x) − BJ (x¯, z) + BJ (x, z) = [J(x¯) − J(x) − 〈DJ(x)| x¯ − x〉X ]
− [J(xˆ) − J(z) − 〈DJ(z)| xˆ − z〉X ]
+ [J(x) − J(z) − 〈DJ(z)|x − z〉X ],
which immediately gives the three-point identity.
Example 1 In a Hilbert space X , the standard generating function J = NX := 12 ‖ · ‖2X
yields BJ (z, x) = 12 ‖z − x‖2X , so (8) recovers (5).
We will frequently require BJ to be non-negative or semi-elliptic (γ = 0) or
elliptic (γ > 0) within some Ω ⊂ X . These notions mean that
BJ (z, x) ≥ γ2 ‖z − x‖
2
X (x, z ∈ Ω). (9)
Equivalently, this defines J to be (γ-strongly) subdifferentiable within Ω. When
Ω = X , we simply call BJ (semi-)elliptic and J (γ-strongly) subdifferentiable.3
We will in Section 5 also need a Cauchy inequality for Bregman divergences. We
base this on strong subdifferentiability and the smoothness property (10) in the next
lemma. The latter holding withΩ = X implies that DJ is L-Lipschitz, and in Hilbert
spaces is equivalent to this property; see [5, Theorem 18.15] or [63, Appendix C].
Lemma 1 Suppose J : X → R is Gâteaux-differentiable and γ-strongly subdiffer-
entiable within Ω, and satisfies for some L > 0 the subdifferential smoothness
1
2L
‖DJ(x) − DJ(y)‖2X∗ ≤ J(x) − J(y) − 〈DJ(y)|x − y〉 (x, y ∈ Ω). (10)
Then, for any α > 0,
|〈D1BJ (x, y)|z − x〉| ≤ L
α
BJ (x, y) + α
γ
BJ (z, x) (x, y, z ∈ Ω).
2 For the entirely algebraic proof of the “only if”, see [37, Theorem 4.1.1].
3 In Banach spaces strong subdifferentiability is implied by strong convexity, as defined without
subdifferentials. In Hilbert spaces the two properties are equivalent.
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Proof By Cauchy’s inequality and (7),
|〈D1BJ (x, y)|z − x〉| ≤ 12α ‖DJ(x) − DJ(y)‖
2
X∗ +
α
2
‖z − x‖2X .
By the strong convexity, γ2 ‖z− x‖2X ≤ BJ (z, x), and by the smoothness property (10),
1
2L ‖DJ(x) − DJ(y)‖2X∗ ≤ BJ (x, y). Together these estimates yield the claim. 
3 Primal-dual proximal splitting
We now formulate a basic version of our primal-dual method. Later in Section 5 we
improve the algorithm to be more effective when K is not affine in y.
•> Notation
Throughout the manuscript, we combine the primal and dual variables x and y into
variables involving the letter u:
u = (x, y), uk = (xk, yk), uˆ = (xˆ, yˆ), etc.
3.1 Optimality conditions and proximal points
We define the Lagrangian as
L(x, y) := F(x) + K(x, y) − G∗(y).
A saddle point uˆ = (xˆ, yˆ) of the problem (S) satisfies, by definition
L(xˆ, y) ≤ L(xˆ, yˆ) ≤ L(x, yˆ) for all u = (x, y) ∈ X × Y .
Writing DxK and DyK for the Gâteaux derivatives of K with respect to the two
variables, if K is convex-concave, basic results in convex analysis [31, 5] show that
− DxK(xˆ, yˆ) ∈ ∂F(xˆ) and DyK(xˆ, yˆ) ∈ ∂G∗(yˆ) (11)
is necessary and sufficient for uˆ to be saddle point. IfK isC1, the theory of generalised
subdifferentials of Clarke [22] still indicates4 the necessity of (11).
We can alternatively write (11) as
4 The Fermat-rule 0 ∈ ∂C [F + K( · , yˆ)](xˆ) holds. Since F is convex and K( · , yˆ) is C1, xˆ is a
regular point of both, so also the subdifferential sum rule holds. We argue G∗ + K(yˆ, · ) similarly.
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0 ∈ H(uˆ) :=
(
∂F(xˆ) + DxK(xˆ, yˆ)
∂G∗(yˆ) − DyK(xˆ, yˆ)
)
. (12)
If X and Y were Hilbert spaces, we could in principle use the classical proximal
point method [49, 57] to solve (12): given step length parameters τk > 0, iteratively
solve uk+1 from
0 ∈ H(uk+1) + τ−1k (uk+1 − uk). (13)
If K were bilinear, H would be a so-called monotone operator and convergence of
iterates would follow from [57]. In practise the steps of the method are too expensive
to realise as the primal and dual iterates xk+1 and yk+1 are coupled: generally, one
cannot solve one before the other.
Fortunately, the iterates can be decoupled by introducing a preconditioner that
switches DxK(xk+1, yk+1) on the first line of H(uk+1) to DxK(xk, yk). This gives
rise to the primal-dual proximal splitting (PDPS), introduced in [17, 55] for bilinear
K(x, y) = 〈Ax |y〉. That the PDPS is actually a preconditioned proximal point method
was first observed in [36]. In the following, we describe its extension from [62, 23, 24]
to general K and the general problem (S). To simplify the proofs and concepts in
them, we work with Bregman divergences, at no cost in Banach spaces.
3.2 Algorithm formulation
Given Gâteaux-differentiable functions JX : X → R and JY : Y → R with the
corresponding Bregman divergences BX := BJX and BY := BJY , we define
J0(x, y) := JX (x) + JY (y) − K(x, y). (14)
Introducing the short-hand notation B0 := BJ0 , we propose to solve (12) through the
iterative solution of
0 ∈ H(uk+1) + D1B0(uk+1, uk) (15)
for uk+1. Inserting (12) and (7) for J = J0 as defined in (14), we expand and rearrange
this implicitly defined method as:
Primal-dual Bregman-proximal splitting (PDBS)
Iteratively over k ∈ N, solve for xk+1 and yk+1:
DJX (xk) − DxK(xk, yk) ∈ DJX (xk+1) + ∂F(xk+1) and
DJY (yk) − DyK(xk, yk) ∈ DJY (yk+1) + ∂G∗(yk+1) − 2DyK(xk+1, yk+1).
(16)
We readily obtain xk+1 if the inverse of DJX + τ∂F has an analytical closed-form
expression. In this case we say that F is prox-simplewith respect to JX . For yk+1, the
same is true if K is affine in y and G∗ is prox-simple with respect to JY . If, however,
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K is not affine in y, it is practically unlikely that ∂G∗−2DyK(xk+1, · )would be prox-
simple. We will therefore improve the method for general K in Section 5, after first
studying fundamental ideas behind convergence proofs in the following Section 4.
If X and Y are Hilbert spaces with JX = τ−1NX and JY = σ−1NY the standard
generating functions divided by some step length parameters τ, σ > 0, (16) becomes
Primal–dual proximal splitting (PDPS)
Iterate over k ∈ N:
xk+1 := proxτF (xk − τ∇xK(xk, yk)),
yk+1 := proxσ[G∗−2K(xk+1, · )](yk − σ∇yK(xk, yk)).
(17)
The proximal map is defined as
proxτF (x) := (I + τ∂F)−1(x) = arg min
x˜∈X
(
τF(x˜) + 1
2
‖ x˜ − x‖2X
)
.
When thismap has an analytical closed-form expression, we say that F is prox-simple
(without reference to JX ). In finite dimensions, several worked out proximal maps
may be found online [21] or in the book [6]. Some extend directly to Hilbert spaces
or by superposition to L2.
Remark 1 For K affine in y, i.e., K(x, y) = 〈A(x)|y〉 for some differentiable A : X →
Y ∗, the dual update of (17) reduces to
yk+1 = proxσG∗ (yk + σ[2∇yK(xk+1, yk) − ∇yK(xk, yk)])
= proxσG∗ (yk + σ[2∇A(xk+1) − ∇A(xk)]).
This corresponds to the “linearised” variant of the NL-PDPS of [62]. The “exact”
variant, studied in further detail in [23], updates
yk+1 := proxσG∗ (yk + σ∇yK(2xk+1 − xk, yk)).
If K is bilinear the two variants are the exactly same PDPS of [17]. For K not
affine in y, the method is neither the generalised PDPS of [24] nor the version for
convex-concave K from [35].
3.3 Block-adaptation
We now derive a version of the PDBS (16) adapted to the structure of
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F(x) =
m∑
j=1
Fj(xj) and G∗(y) =
n∑`
=1
G`∗(y`),
where x = (x1, . . . , xm) and y = (y1, . . . , yn) in the (for simplicity) Hilbert spaces
X =
∏m
j=1 Xj and Y =
∏n
`=1Yk , and Fj : Xj → R and G`∗ : Y` → R are convex,
proper, and lower semicontinuous.
For some “blockwise” step length parameters τj, σ` > 0 we take
JX (x) =
m∑
j=1
τ−1j NXj (xj) and JY (y) =
n∑`
=1
σ−1` NY` (y`)
If K is now affine in y, observing Remark 1, (16) readily transforms into:
Block-adapted PDPS for K affine in y
Iteratively over k ∈ N, for all j = 1, . . . ,m and ` = 1, . . . , n, update:
xk+1j := proxτjFj (xkj − τj∇x jK(xk, yk)),
yk+1` := proxσ`G`∗ (yk` + σ`[2∇y`K(xk+1, yk) − ∇y`K(xk, yk)]).
(18)
The idea is that the blockwise step length parameters adapt the algorithm to the
structure of the problem. We will return their choices in the examples of Section 4.3.
•> Performance gains
Correct adaptation of the blockwise step length parameters to the specific problem
structure can yield significant performance gains compared to not exploiting the
block structure [54, 40, 48].
Remark 2 For bilinear K , (18) is the “diagonally preconditioned” method of [54],
or an unaccelerated non-stochastic variant of the methods in [64]. For K affine in y,
(18) differs from the methods in [48] by placing the over-relaxation in the dual step
outside K , compare Remark 1.
Recall the saddle-point formulation (3) for inverse problems with nonlinear for-
ward operators. We can now adapt step lengths to the constituent dual blocks:
Example 2 Let A1 ∈ C1(X;Y ∗1 ) and A2 ∈ L(X;Y ∗2 ), and suppose the convex functions
G1 : Y ∗1 → R and G2 : Y ∗2 → R have the preconjugates G1∗ and G2∗. Then we can
write the problem
min
x∈X G1(A1(x)) + G2(A2x) + F(x).
in the form (S) with G∗(y1, y2) = G1∗(y1) + G2∗(y2) and K(x, y) = 〈A1(x)|y1〉 +
〈A2x |y2〉. The algorithm (18) specialises as
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xk+1 := proxτF (xk − τ[∇A1(xk)∗y1 + A∗2y2]),
yk+11 := proxσ1G1∗ (yk1 + σ1[2A1(xk+1) − A1(xk)]),
yk+12 := proxσ2G2∗ (yk2 + σ2[A2(2xk+1 − xk)])
for some step length parameters τ, σ1, σ2 > 0.We return to their choices and the local
neighbourhood of convergence in Examples 8 and 17 after developing the necessary
convergence theory.
4 Convergence theory
We now seek to understand when the basic version (15) of the PDBS convergences.
The organisation of this section centres around the three main ingredients of the
convergence proof, as discussed in the Introduction:
(i) the three-point identity (8) employed in the general-purpose estimate of Sec-
tion 4.1,
(ii) the (semi-)ellipticity of the algorithm-generating Bregman divergences BJ0
for J0 as in (14), verified for several examples in Sections 4.2 and 4.3, and
(iii) a second-order growth condition on (S), verified for several examples in Sec-
tions 4.4 and 4.5.
With these basic ingredients, we then prove various convergence results in Sec-
tions 4.6 and 4.7. The usefulness of both (ii) and (iii) will become apparent from the
fundamental estimates and examples of the next Section 4.1.
4.1 A fundamental estimate
We start with a simple estimate applicable to general methods of the form
0 ∈ H(uk+1) + D1B(uk+1, uk) (BP)
for some set-valued H : U ⇒ U∗ and a Bregman divergence B := BJ generated
by some Gâteaux-differentiable J : U → R. We analyse (BP) following the “test-
ing” ideas introduced in [63], extending them to the Bregman–Banach space setting,
however in a simplified constant-metric setting that cannot model accelerated meth-
ods. The generic gap functional G(uk+1, u¯) in the next result models any function
value differences available from H. Its non-negativity will provide the basis for the
aforementioned second-order growth conditions of Sections 4.4 and 4.5. We provide
an example and interpretation after the theorem.
Theorem 1 On a Banach spaceU, let H : U ⇒ U∗, and let B := BJ be generated by
a Gâteaux-differentiable J : U → R. Suppose (BP) is solvable for {uk+1}k∈N given
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an initial iterate u0 ∈ U. Let N ≥ 1. If for all k = 0, . . . , N − 1, for some u¯ ∈ U and
G(uk+1, u¯) ∈ R the fundamental condition
〈hk+1 |uk+1 − u¯〉 ≥ G(uk+1, u¯) (hk+1 ∈ H(uk+1)) (C)
holds, then so do the quantitative ∆-Féjer monotonicity
B(u¯, uk+1) + B(uk+1, uk) + G(uk+1, u¯) ≤ B(u¯, uk) (F)
and the descent inequality
B(u¯, uN ) +
N−1∑
k=0
B(uk+1, uk) +
N−1∑
k=0
G(uk+1, u¯) ≤ B(u¯, u0). (D)
Proof We can write (BP) as
0 = hk+1 + D1B(uk+1, uk) for some hk+1 ∈ H(uk+1). (19)
Testing (19) by applying 〈 · |uk+1 − u¯〉 we obtain
0 = 〈hk+1 + D1B(uk+1, uk)|uk+1 − u¯〉.
We use the three-point identity (8) to transform this into
B(u¯, uk) = 〈hk+1 |uk+1 − u¯〉 + B(u¯, uk+1) + B(uk+1, uk).
Inserting (C), we obtain (F). Summing the latter over k = 0, . . . , N − 1 yields (D).
Example 3 If H = ∂F for a convex function F, then by the definition of the convex
subdifferential, (C) holds with the gap functional
G(u, u¯) = F(u) − F(u¯).
If we take u¯ is a minimiser of F, then the gap functional is non-negative and indeed
positive if u is also not minimiser. This is why it is called a gap functional.
Consider then for some step length parameter τ > 0 the proximal point method
(13) in a Hilbert space X , that is, taking B = τ−1NX ,
uk+1 := proxτF (xk), equivalently 0 ∈ ∂F(uk+1) + τ(uk+1 − uk).
Then (D) reads
1
2τ
‖uN − u¯‖2X +
N−1∑
k=0
1
2
‖uk+1 − uk ‖2X +
N−1∑
k=0
τ(F(uk+1) − F(u¯)) ≤ 1
2
‖u¯ − u0‖2X . (20)
With u¯ a minimiser, this clearly forces F(uN )→ F(u¯) as N→∞, suggesting why we
call (D) the “descent inequality”.
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If our problem is non-convex, then we can try to locally ensure second-order
growth by imposing G(uk+1, u¯) ≥ 0. Verifying this for the PDBS will be the topic
of Sections 4.4 and 4.5. If B is not given by the standard generating function NX
on a Hilbert spaces X , then to get from (D) an estimate like (20) on norms, we can
assume the ellipticity or at least semi-ellipticity of the overall Bregman divergence
B. Verifying this for B = BJ0 with J0 given in (14) is our next topic.
4.2 Ellipticity of the Bregman divergences
As just discussed, for Theorem 1 to provide estimates that we can use to prove the
convergence of the PDBS, we need at least the semi-ellipticity of B0 generated by
J0 given in (14). Deriving simple conditions that ensure such semi-ellipticity or
ellipticity is the topic of the present subsection. To do this, we need the “basic”
Bregman divergences BX and BY on both spaces X and Y to be elliptic:
•> Standing assumption
In this subsection, we assume that BX is τ−1-elliptic and BY is σ−1-elliptic for some
τ, σ > 0. This is true for the Hilbert-space PDPS (17) where τ and σ are the primal
and dual step length parameters.
The examples that follow the next general lemmawill provide improved estimates.
Lemma 2 Suppose K ∈ C1(X × Y ) is Lipschitz-continuously differentiable with the
factor LDK in a convex subdomain Ω ⊂ X × Y . Then for u, u′ ∈ Ω,
BK (u′, u) ≤ LDK2 ‖u
′ − u‖2X×Y . (21)
Consequently, if BX is τ−1-elliptic and BY is σ−1-elliptic and 1 ≥ max{τ, σ}LDK ,
then B0 is semi-elliptic (elliptic if the the inequality is strict) within Ω.
Proof By definition, BK (u′, u) = K(u′) − K(u) − 〈DK(u)|u′ − u〉. Using the mean
value equality in R with the chain rule and the Cauchy–Schwarz inequality, we get
BK (u′, u) =
∫ 1
0
〈DK(u + t(u′ − u)) − DK(u)|u′ − u〉 dt ≤
∫ 1
0
tLDK ‖u′ − u‖2X×Y dt .
Calculating the last integral yields (21).
For the (semi-)ellipticity, we need B0(u, u′) ≥ ε2 ‖u − u′‖2X×Y for some ε > 0
(ε = 0) and all u, u′ ∈ Ω. Since BX and BY are τ−1- and σ−1-elliptic, we have
B0(u′, u) = BX (x ′, x) + BY (y′, y) − BK (u′, u)
≥ 1
2τ
‖x ′ − x‖2X +
1
2σ
‖y′ − y‖2Y − BK (u′u).
(22)
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Using (21), therefore B0(u′, u) ≥ τ−1−LDK2 ‖x ′ − x‖2X + σ
−1−LDK
2 ‖y′ − y‖2Y . Thus B0
is ε-elliptic when τ−1, σ−1 ≥ LDK + ε. This gives the claim. 
Wenowprovide several examples of ellipticity. In practise, to guarantee ellipticity,
we would choose τ, σ > 0 to satisfy the stated conditions.
Example 4 Suppose K(x, y) = E(x) with DE LDE -Lipschitz in Ω = X × Y . Then
LDK = LDE , so we recover the standard-for-gradient-descent step length bound
1 ≥ τLDE for B0 to be semi-elliptic in Ω (elliptic if the inequality is strict).
Example 5 If K(x, y) = 〈Ax |y〉 for A ∈ L(X;Y ∗), then B0 is elliptic under the
standard-for-PDPS [17] step length condition
1 > τσ‖A‖2.
Indeed,
〈DK(u + t(u′ − u)) − DK(u)|u′ − u〉 = 2t〈A(x − x ′)|y − y′〉.
Therefore, taking any w > 1, we easily improve (21) to
BK (u′, u) ≤ ‖A‖‖x ′ − x‖X ‖y′ − y‖Y
≤ w‖A‖
2
‖x ′ − x‖2X +
w−1‖A‖
2
‖y′ − y‖2Y (u, u′ ∈ X × Y ).
(23)
By (22), B0 is therefore ε-elliptic if τ−1 ≥ w‖A‖ + ε and σ−1 ≥ w−1‖A‖ + ε. Taking
w = σ‖A‖/(1 − σε) this holds if 1 ≥ τσ‖A‖2/(1 − σε) + τε. Since ε > 0 was
arbitrary, the claimed step length condition follows.
Example 6 Suppose K(x, y) = 〈A(x)|y〉 with A and DALipschitz with the respective
factors LA, LDA ≥ 0. Then B0 is elliptic within Ω = X × B(0, ρy) if
1 > τσL2A + τ
LDAρy
2
.
Indeed, for any w > 1, using the mean value equality as in the proof of Lemma 2,
we deduce
BK (u′, u) = 〈A(x ′) − A(x)|y′〉 − 〈DA(x)(x ′ − x)|y〉
= 〈A(x ′) − A(x)|y′ − y〉 + 〈A(x ′) − A(x) − DA(x)(x ′ − x)|y〉
≤ LA‖x ′ − x‖X ‖y′ − y‖Y + LDA ‖y
′ ‖
2 ‖x ′ − x‖2X
≤ wLA + LDA‖y‖
2
‖x ′ − x‖2X +
w−1LA
2
‖y′ − y‖2Y .
(24)
If ρy > 0 is such that ‖y‖ ≤ ρy , taking w = σLA/(1 − σε), similarly to Example 5
we deduce the claimed bound.
We can combine the examples above:
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Example 7 As in Example 2, take K(x, (y1, y2)) = 〈A1(x)|y1〉 + 〈A2x |y2〉 with A1 ∈
C1(X;Y ∗1 ) and A2 ∈ L(X;Y ∗2 ). Then B0 is elliptic within Ω = X × B(0, ρy) if
1 > τσ(L2A1 + ‖A2‖2) + τ
LDA1 ρy1
2
.
Indeed, we bound BK by summing (23) for A1 and (24) for A2. This yields for any
w1,w2 > 0 the estimate
BK (u′, u) ≤ w1LA1 + LDA1 ‖y1‖2 ‖x − x
′‖2X +
w−11 LA1
2
‖y′1 − y1‖2Y
+
w2‖A2‖
2
‖x ′ − x‖2X +
w−12 ‖A2‖
2
‖y′2 − y2‖2Y2 .
(25)
Taking w1 = σLA1/(1 − σε) and w2 = σ‖A2‖/(1 − σε), and using (22), we deduce
the claimed ellipticity for small enough ε > 0.
Remark 3 In Examples 6 and 7 we needed a bound on the dual variable y. In the
latter, as an improvement, this was only needed on the subspaceY1 of non-bilinearity.
An ad-hoc solution is to introduce the bound into the problem. In the Hilbert case,
[23, 24] secure such bounds by taking the primal step length τ small enough and
arguing as in Theorem 1 individually on the primal and dual iterates.
4.3 Ellipticity for block-adapted methods
We now study ellipticity for block-adapted methods. The goal is to obtain faster con-
vergence by adapting the blockwise step length parameters to the problem structure
(connections between blocks) and the local (blockwise) properties of the problem.
•> Standing assumption
In this subsection, we assume F, G∗, JX and JY to have the form of Section 3.3. In
particular, X and Y are (products of) Hilbert spaces, and
B0(u′, u) =
m∑
j=1
1
2τj
‖x ′j − xj ‖2Xj +
n∑`
=1
1
2σ`
‖y′` − y` ‖2Y` − BK (u′, u). (26)
We start by refining the two-block Example 7 to be adapted to the blocks:
Example 8 Let K(x, (y1, y2)) = 〈A1(x)|y1〉 + 〈A2x |y2〉 with A1 ∈ C1(X;Y ∗1 ) and
A2 ∈ L(X;Y ∗2 ) as in Examples 2 and 7. Write τ = τ1. Using (25) in (26) for m = 1
and n = 2 with (25), we see B0 to be ε-elliptic withinΩ = X ×B(0, ρy1 )×Y2 if τ−1 ≥
w1LA1 + LDA1 ρy1 +w2‖A2‖ + ε and σ−11 ≥ w−11 LA1 as well as σ−12 ≥ w−12 ‖A2‖ + ε.
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Taking w1 = σ1LA1/(1 − σ1ε) and w2 = σ2‖A2‖/(1 − σ2ε), B0 is therefore elliptic
(some ε > 0) within Ω if 1 > τ(σ1L2A1 + σ2‖A2‖2) + τ
LDA1ρy1
2 .
Example 9 In Example 8, if both A1 ∈ L(X;Y ∗1 ) and A2 ∈ L(X;Y ∗2 ), then B0 is
elliptic within Ω = X × Y1 × Y2 if 1 > τ(σ1‖A1‖2 + σ2‖A2‖2).
Example 10 Suppose we can write K(x, y) = ∑mj=1 ∑n`=1 Kj`(xj, y`) with each Kj`
Lipschitz-continuously differentiable with the factor Lj` . Following Lemma 2,
BK (u′, u) ≤
m∑
j=1
n∑`
=1
Lj`
2
(‖x ′j − xj ‖2 + ‖y′` + y` ‖2). (27)
Consequently, using (26), we see that B0 is ε-elliptic if 1 ≥ τj(∑n`=1 Lj` + ε) and
1 ≥ σ`(∑nj=1 Lj` + ε) for all j = 1, . . . ,m and ` = 1, . . . , n.
Example 11 If K(x, y) = ∑mj=1 ∑m`=1〈Aj` xj |y`〉 for some Aj` ∈ L(Xj ;Y ∗` ), then fol-
lowing Example 5, for arbitrary wj` > 0,
BK (u′, u) ≤
m∑
j=1
m∑`
=1
‖Aj` ‖‖x ′j − xj ‖‖y′j − yj ‖
≤
m∑
j=1
n∑`
=1
(
wj` ‖Aj` ‖
2
‖x ′j − xj ‖2 +
w−1j` ‖Aj` ‖
2
‖y′` − x` ‖2
)
.
Using (26), B0 is thus ε-elliptic if 1 ≥ τj(ε + ∑n`=1 wj` ‖Aj` ‖) and 1 ≥ σ`(ε +∑m
j=1 w
−1
j` ‖Aj` ‖) for all j = 1, . . . ,m and ` = 1, . . . , n. We can use the factors wj` to
adapt the algorithm to the different blocks for potentially better convergence.
4.4 Non-smooth second-order conditions
We now study conditions for (C) to hold with G( · , u¯) ≥ 0. We start by writing out
the condition for the PDBS.
Lemma 3 Let u¯ = (x¯, y¯) ∈ X × Y and suppose for some G(u, u¯) ∈ R and a neigh-
bourhood Ωu¯ ⊂ X × Y that for all u = (x, y) ∈ Ωu¯ , x∗ ∈ ∂F(x), and y∗ ∈ ∂G∗(y),
〈x∗ + DxK(x, y)|x − x¯〉 + 〈y∗ − DyK(x, y)|y − y¯〉 ≥ G(u, u¯). (C2)
Let {uk+1}k∈N be generated by the PDBS (16) for some u0 ∈ X × Y , and suppose
{uk}k∈N ⊂ Ωu¯ . Then with B = B0 the fundamental condition (C) and the quantitative
∆-Féjer monotonicity (F) hold for all k ∈ N, and the descent inequality (D) holds
for all N ≥ 1.
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Proof Theorem 1 proves (F) and (D) if we show (C2). For H in (12), we have
hk+1 =
(
x∗
k+1 + DxK(xk+1, yk+1)
y∗
k+1 − DyK(xk+1, yk+1)
)
∈ H(uk+1) with
{
x∗
k+1 ∈ ∂F(xk+1),
y∗
k+1 ∈ ∂G∗(yk+1).
Thus (C) expands as (C2) for u = uk+1 and (x∗, y∗) = (x∗
k+1, y
∗
k+1). 
In Section 4.7 on the convergence of gap functionals, we will consider general u¯
in (C2). For the moment, we however fix a root u¯ = uˆ ∈ H−1(0). Then
0 =
(
xˆ∗ + DxK(xˆ, yˆ)
yˆ∗ − DyK(xˆ, yˆ)
)
∈ H(uˆ) with
{
xˆ∗ ∈ ∂F(xˆ),
yˆ∗ ∈ ∂G∗(yˆ). (28)
Since we assume F and G∗ to be convex, their subdifferentials are monotone. When
K is not convex-concave, and to obtain strong convergence of iterates even when
it is, we will need some strong monotonicity of the subdifferentials, but only at a
solution. Specifically, for γ > 0, we say that T : X ⇒ X∗ is γ-strongly monotone at
xˆ for xˆ∗ ∈ T(xˆ) if
〈x∗ − xˆ∗ |x − xˆ〉 ≥ γ‖x − xˆ‖2X (x ∈ X, x∗ ∈ T(x)). (29)
If γ = 0, we drop the word “strong”. For T = ∂F, (29) follows from the γ-strong
subdifferentiability of F.
•> Standing assumption
Throughout the rest of this subsection, we assume (28) to hold and that ∂F is
(γF -strongly) monotone at xˆ for xˆ∗, and ∂G∗ is (γG∗ -strongly) monotone at yˆ for yˆ∗.
Lemma 4 The nonsmooth second-order growth condition (C2) holds provided
γF ‖x − xˆ‖2 + γG∗ ‖y − yˆ‖2 ≥ BK (uˆ, u) + BK (u, uˆ) + G(u, uˆ) (u ∈ Ωu¯), (30)
equivalently
γF ‖x − xˆ‖2 + γG∗ ‖y − yˆ‖2 ≥ aK (uˆ, u) + aK (u, uˆ) + G(u, uˆ) (u ∈ Ωu¯) (30′)
for
aK (u, u¯) := K(x, y) − K(x¯, y¯) + 〈DxK(x, y)| x¯ − x〉 + 〈DyK(x¯, y¯)| y¯ − y〉. (31)
Note that (30) involves the symmetrised Bregman divergence BSK (u, u′) :=
BK (u, u′) + BK (u′, u) generated by K .
Proof Inserting the zero of (28) in (C2), we rewrite the latter as
〈x∗ − xˆ∗ |x − xˆ〉 + 〈y∗ − yˆ∗ |y − yˆ〉 ≥ 〈DxK(x, y) − DxK(xˆ, yˆ)| xˆ − x〉
+ 〈DyK(x, y) − DyK(xˆ, yˆ)|y − yˆ〉 + G(uk+1, uˆ).
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Using the assumed strong monotonicities, and the definitions of BK and aK , this is
immediately seen to hold when (30) or (30′) does. 
Example 12 If K is convex-concave, the next Lemma 5 and Lemma 4 prove (C2) for
G(u, uˆ) = γF ‖x − xˆ‖2 + γG∗ ‖y − yˆ‖2 ≥ 0 within Ωuˆ = X × Y .
This is in particular true for K(x, y) = 〈Ax |y〉 + E(x) with A ∈ L(X;Y ∗) and
E ∈ C1(X) convex.
Lemma 5 Suppose K : X × Y → R is Gâteaux-differentiable and convex-concave.
Then aK (u, u¯) ≤ 0 and BSK (u, u¯) ≤ 0 for all u, u¯ ∈ X × Y .
Proof The convexity of K( · , y) and the concavity of K(x¯, · ) show
K(x, y) − K(x¯, y) + 〈DxK(x, y)| x¯ − x〉 ≤ 0 and
K(x¯, y) − K(x¯, y¯) + 〈DyK(x¯, y¯)| y¯ − y〉 ≤ 0.
Summing these two estimates proves aK (u, u¯) ≤ 0, consequently BSK (u, u¯) =
aK (u, u¯) + aK (u¯, u) ≤ 0. 
Example 13 Suppose K has LDK -Lipschitz derivative within Ω ⊂ X × Y . If uˆ ∈ Ω,
then by Lemma 2, BK (u, uˆ), BK (uˆ, u) ≤ LDK2 ‖u − uˆ‖2X×Y for u ∈ Ω. Thus (C2) holds
by Lemma 4 with Ωuˆ = Ω and
G(u, uˆ) = (γF − LDK )‖x − xˆ‖2 + (γG∗ − LDK )‖y − yˆ‖2.
This is non-negative if γF, γG∗ ≥ LDK .
Example 14 Let K(x, y) = 〈A(x)|y〉 for some A ∈ L(X;Y ∗) such that DA is Lipschitz
with the factor LDA ≥ 0. For some γ˜F, γ˜G∗ ≥ 0 and ρy, ρˆx, α > 0, let either
(a) γ˜F ≥ LDA2 (ρy + ‖ yˆ‖Y ), γ˜G∗ ≥ 0, and Ωuˆ = X × B(0, ρy); or
(b) γ˜F > LDA
(‖ yˆ‖Y + α2 ) , γ˜G∗ ≥ LDA2α ρˆ2x , and Ωuˆ = B(xˆ, ρˆx) × Y .
Then Lemma 4 proves (C2) with
G(u, uˆ) = (γF − γ˜F )‖x − xˆ‖2 + (γG∗ − γ˜G∗ )‖y − yˆ‖2.
To see this, we need to prove (30′). Now
aK (u, uˆ) := 〈A(x) − A(xˆ) + DA(x)(xˆ − x)|y〉 (u, uˆ ∈ X × Y ). (32)
Arguing with the mean value equality and the Lipschitz assumption as in Lemma 2,
we get aK (uˆ, u)+ aK (u, uˆ) ≤ LDA2 (‖y‖Y + ‖ yˆ‖Y )‖x − xˆ‖2. Thus (a) implies (30′). By
(32), the mean-value equality, and the Lipschitz assumption, also
aK (u, uˆ) + aK (uˆ, u) = 〈[DA(x) − DA(xˆ)](xˆ − x)| yˆ〉
+ 〈A(x) − A(xˆ) + DA(x)(xˆ − x)|y − yˆ〉
≤ LDA‖x − xˆ‖2X
(‖ yˆ‖Y + 12 ‖y − yˆ‖Y ) .
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Using Cauchy’s inequality and (b) we deduce (30′).
Remark 4 In the last two examples, we need to bound some of the iterates, and
to initialise close enough to a solution. Showing that the iterates stay in a local
neighbourhood is a large part of the work in [23, 24], as discussed in Remark 3.
4.5 Second-order growth conditions for block-adapted methods
We now study second-order growth for problems with a block structure as in Sec-
tion 3.3:
•> Standing assumption
In this subsection, F andG∗ are as in Section 3.3, each component subdifferential ∂Fj
now (γFj -strongly) monotone at xˆj for xˆ∗j and each ∂G`∗ (γG`∗ -strongly) monotone
at yˆ` for yˆ∗` . Here xˆj , xˆ
∗
j , yˆ` and yˆ
∗
` are the components of xˆ, xˆ
∗, yˆ, and yˆ∗ in the
corresponding subspace, assumed to satisfy the critical point condition (28).
As only some of the component functions may have γFj , γG`∗ > 0, through
detailed analysis of the block structure, we hope to obtain (strong) convergence on
some subspaces even if the entire primal or dual variables might not converge.
Similarly to Lemma 4 we prove:
Lemma 6 Suppose for some neighbourhood Ωuˆ ⊂ X × Y that
∆k+1 :=
m∑
j=1
γ˜Fj ‖xj − xˆj ‖2Xj +
n∑`
=1
γ˜G`∗ ‖y` − yˆ` ‖2Y` ≥ aK (uˆ, u) + aK (u, uˆ)
for some γ˜Fj , γG`∗ ≥ 0 for all u ∈ Ωuˆ . Then (C2) holds with
G(u, uˆ) =
m∑
j=1
(γFj − γ˜Fj )‖xj − xˆj ‖2Xj +
n∑`
=1
(γG`∗ − γ˜G`∗ )‖y` − yˆ` ‖2Y` . (33)
In the convex–concave case, we can transfer all strong monotonicity into G:
Example 15 If K is convex-concave, then by Lemmas 5 and 6, (C2) holds with
Ωuˆ = X ×Y and G as in (33) for γ˜Fj = 0 and γ˜G`∗ = 0. We have G( · , uˆ) ≥ 0 always.
Example 16 As inExample 10, supposewe canwriteK(x, y) = ∑mj=1 ∑n`=1 Kj`(xj, y`)
with each Kj` Lipschitz-continuously differentiable with the factor Lj` in Ω. Then
using (27) and Lemma 6, we see (C2) to hold with Ωuˆ = Ω and G as in (33) with
γ˜Fj =
n∑`
=1
Lj` ( j = 1, . . . ,m) and γ˜G`∗ =
m∑
j=1
Lj` (` = 1, . . . , n).
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Thus G( · , uˆ) ≥ 0 if γFj ≥
∑n
`=1 Lj` and γG`∗ ≥
∑m
j=1 Lj` for all ` and j.
The special case of Example 10 with each Kj` bilinear, corresponding to Exam-
ple 11 for ellipticity, is covered by Example 15.
We consider in detail the two dual block setup of Examples 2 and 8:
Example 17 As inExample 2, letK(x, y) = 〈A1(x)|y1〉+〈A2x |y2〉 for A1 ∈ C1(X;Y ∗1 )
and A2 ∈ L(X;Y ∗2 ). Then, as in (32),
aK (u, u¯) = 〈A1(x) − A1(x¯) + DA1(x)(x¯ − x)|y1〉,
which does not depend on A2. For any α, ρy, ρˆx > 0 let either
(a) γ˜F ≥ LDA12 (ρy1 + ‖ yˆ1‖Y1 ), γ˜G1∗ ≥ 0, and Ωuˆ = X × B(0, ρy1 ); or
(b) γ˜F > LDA1
(‖ yˆ1‖Y1 + α2 ) , γ˜G1∗ ≥ LDA12α ρˆ2x , and Ωuˆ = B(xˆ, ρˆx) × Y .
Arguing as in Example 14 and using Lemma 6, we then see (C2) to hold with G as in
(33) and γ˜G2∗ = 0. In this case G( · , uˆ) is non-negative if γF ≥ γ˜F and γG1∗ ≥ γ˜G1∗ .
4.6 Convergence of iterates
We are now ready to prove the convergence of the iterates. We start with weak
convergence and proceed to strong and linear convergence. For weak convergence in
infinite dimensions, we need some further technical assumptions.We recall that a set-
valued map T : X ⇒ X∗ is weak-to-strong (weak-∗-to-strong) outer semicontinuous
if x∗
k
∈ T(xk) and xk ⇀ x (xk ∗⇀ x) and x∗
k
→ x∗ imply x∗ ∈ T(x). The non-reflexive
case of the next assumption covers spaces of functions of bounded variation [1,
Remark 3.12], important for total variation based imaging.
Assumption 1 Each of the spaces X and Y is, individually, either a reflexive Banach
space or the dual of separable space. The operator H : X ×Y ⇒ X∗×Y ∗ is weak(-∗)-
to-strong outer semicontinuous, where we mean by “weak(-∗)” that we take the weak
topology if the space is reflexive and weak-∗ otherwise, individually on X and Y .
Subdifferentials of lower semicontinuous convex functions are weak(-∗)-to-strong
outer semicontinuous5, so the outer semicontinuity of H depends mainly on K .
Example 18 If X andY are finite-dimensional, Assumption 1 holds if K ∈ C1(X;Y ).
Example 19 More generally, Assumption 1 holds if K ∈ C1(X × Y ) and DK is
continuous from the weak(-∗) topology to the strong topology.
5 This result seems difficult to find in the literature for Banach spaces, but follows easily from the
definition of the subdifferential: If F(x) ≥ F(xk )+ 〈x∗
k
|x− xk 〉 and x∗
k
→ xˆ∗ as well as xk ⇀ (or
∗⇀) xˆ, then, using the fact that { ‖xk − xˆ ‖ }k∈N is bounded, in the limit F(x) ≥ F(xˆ)+ 〈xˆ∗ |x − xˆ 〉.
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Example 20 If K = 〈Ax |y〉 + E(x) for A ∈ L(X;Y ∗) and E ∈ C1(X) convex, then H
satisfies Assumption 1. Indeed, it can be shown that H is maximal monotone, hence
weak(-∗) outer semicontinuous similarly to convex subdifferentials.
•> Verification of the conditions
Toverify the nonsmooth second-order growth condition (C2) for each of the following
Theorems 2 to 4, we point to Sections 4.4 and 4.5. For the verification of the
(semi-)ellipticity of B0, we point to Sections 4.2 and 4.3.As special cases of the PDBS
(16), the theorems apply to the Hilbert-space PDPS (17) and its block-adaptation
(18). Then JX and JY are continuously differentiable and convex.
Theorem 2 (Weak convergence) Let F and G∗ be convex, proper, and lower
semicontinuous; K ∈ C1(X × Y ); and both JX ∈ C1(X) and JY ∈ C1(Y ) convex.
Suppose Assumption 1 holds and for some uˆ ∈ H−1(0) that
(i) (C2) holds with G( · , uˆ) ≥ 0 within Ωuˆ ⊂ X × Y ; and
(ii) B0 is elliptic within Ω 3 uˆ.
Let {uk+1}k∈N be generated by the PDBS (16) for any initial u0, and suppose
{uk}k∈N ⊂ Ω ∩ Ωuˆ . Then there exists at least one cluster point of {uk}k∈N, and
all weak(-∗) cluster points belong to H−1(0).
Proof Lemma 3 establishes (D) for B = B0 and all N ≥ 1. With ε > 0 the factor of
ellipticity of B0, it follows
ε
2
‖uN − uˆ‖2X×Y +
ε
2
N−1∑
k=0
‖uk+1 − uk ‖2X×Y ≤ B0(uˆ, u0) (N ≥ 1).
Clearly ‖uk+1 − uk ‖ → 0 while {‖uk − uˆ‖}k∈N is bounded. Using the Eberlein–
S˘mulyan theorem in a reflexive X or Y , and the Banach–Alaoglu theorem otherwise
(X or Y the dual of a separable space), we may therefore find a subsequence of
{uk}k∈N converging weakly(-∗) to some x¯. Since J0 ∈ C1(X × Y ), we deduce
D1B0(uk+1, uk) → 0. Consequently (15) implies that 0 ∈ lim supk→∞ H(uk+1),
where we write “lim sup” for the Painlevé–Kuratowski outer limit of a sequence of
sets in the strong topology. Since H is weak(-∗)-to-strong outer semicontinuous by
Assumption 1, it follows that 0 ∈ H(uˆ). Therefore, there exists at least one cluster
point of {uk}k∈N belonging to H−1(0). Repeating the argument on any weak(-∗)
convergent subsequence, we deduce that all cluster points belong to H−1(0). 
Remark 5 For a unique weak limit wemay in Hilbert spaces use the quantitative Féjer
monotonicity (F) with Opial’s lemma [53, 13]. For bilinear K the result is relatively
immediate, as B0 is a squared matrix-weighted norm; see [63]. Otherwise a variable-
metric Opial’s lemma [23] and additional work based on the Brezis–Crandall–Pazy
lemma [12, Corollary 20.59 (iii)] is required; see [23] for K(x, y) = 〈A(x)|y〉, and
[24] for general K .
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Theorem 3 (Strong convergence) Let F and G∗ be convex, proper, and lower
semicontinuous; K ∈ C1(X × Y ); and both JX ∈ C(X) and JY ∈ C(Y ) convex and
Gâteaux-differentiable. Suppose for some uˆ ∈ H−1(0) that
(i) (C2) holds with G( · , uˆ) ≥ 0 within Ωuˆ ⊂ X × Y ; and
(ii) B0 is semi-elliptic within Ω 3 uˆ.
Let {uk+1}k∈N be generated by the PDBS (16) for any initial u0, and suppose
{uk}k∈N ⊂ Ω ∩Ωuˆ . Then G(uk+1, uˆ) → 0 as N →∞.
In particular, if G(u, uˆ) ≥ ‖P(u − uˆ)‖2Z for some P ∈ L(X; Z), then PxN → Pxˆ
strongly in Z and the ergodic sequence x˜NP :=
1
N
∑N−1
k=0 Px
k+1 → Pxˆ at rateO(1/N).
Proof Lemma3 establishes (D).By the semi-ellipticity of B0 then∑N−1k=0 G(uk+1, uˆ) ≤
B0(uˆ, u0), (N ∈ N). Since G(uk+1, uˆ) ≥ 0, this shows that G(uN, uˆ) → 0. The strong
convergence of the primal variable for quadratically minorised G is then immediate
whereas following by Jensen’s inequality gives the ergodic convergence claim. 
Example 21 In Section 4.4, we can take Pu =
√
γF − γ˜F x if γF > γ˜F or Pu =√
γG∗ − γ˜G∗ y if γG∗ > γ˜G∗ . The examples of Section 4.5 for x = (x1, . . . , xm),
y = (y1, . . . , yn) may allow Pu =
√
γFj − γ˜Fj xj or Pu =
√
γG`∗ − γ˜G`∗ y` .
Remark 6 Under similar conditions as Theorem 3, it is possible to obtain O(1/N2)
convergence rates; see [17, 63] for the convex-concave case and [23, 24] in general.
Theorem 4 (Linear convergence) Let F and G∗ be convex, proper, and lower
semicontinuous; K ∈ C1(X × Y ); and both JX ∈ C(X) and JY ∈ C(Y ) convex and
Gâteaux-differentiable. Suppose for some γ > 0 and uˆ ∈ H−1(0) that
(i) (C2) holds with G(u, uˆ) ≥ γB0(uˆ, u) within Ωuˆ ⊂ X × Y ; and
(ii) B0 is elliptic within Ω ⊃ uˆ.
Let {uk+1}k∈N be generated by the PDBS (16) for any initial u0, and suppose
{uk}k∈N ⊂ Ω ∩Ωuˆ . Then B0(uˆ, uN ) → 0 and uN → uˆ at a linear rate.
In particular, if G(u, uˆ) ≥ γ‖u − uˆ‖2, (k ∈ N), for some γ > 0, and J0 is
Lipschitz-continuously differentiable, then uN → uˆ at a linear rate.
Proof Lemma 3 establishes the quantitative ∆-Féjer monotonicity (F). Using (i),
this yields (1 + γ)B0(uˆ, uk+1) ≤ B0(uˆ, uk). By the semi-ellipticity of B0, the claimed
linear convergence of B0(uˆ, uN ) → 0 follows. Since B0 is assumed elliptic, also
uN → uˆ linearly. If J0 is Lipschitz-continuously differentiable, then, similarly to
Lemma 2, B0(uˆ, uk+1) ≤ LDJ ‖uk+1 − uˆ‖2 for some LDJ > 0. Thus G(uk+1, uˆ) ≥
γL−1DJB
0(uˆ, uk+1), so the main claim establishes the particular claim. 
Example 22 J0 is Lipschitz-continuously differentiable if X andY are Hilbert spaces
with JX = τ−1NX and JY = σ−1NY , and K Lipschitz-continuously differentiable.
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4.7 Convergence of gaps in the convex-concave setting
We finish this section by studying the convergence of gap functionals in the convex-
concave setting.
Lemma 7 Suppose F and G∗ are convex, proper, and lower semicontinuous, and
K ∈ C1(X × Y ) is convex-concave on dom F × domG∗. Then (C2) holds for all
u¯ ∈ X × Y with Ωu¯ = X × Y and G = GL the Lagrangian gap
GL(u, u¯) := L(x, y¯) − L(x¯, y)
= [F(x) + K(x, y¯) − G∗(y¯)] − [F(x¯) + K(xˆ, y) − G∗(y)].
This functional is non-negative if u¯ ∈ H−1(0).
Moreover, if
∑N−1
k=0 GL(uk+1, u¯) ≤ M(u¯) for some M(u¯) ≥ 0, for all u¯ ∈ X × Y
and all N ∈ N, and we define the ergodic sequence u˜N := 1N
∑N−1
k=0 u
k+1, then
(i) 0 ≤ 1N
∑N−1
k=0 GL(uk+1, uˆ) → 0 at the rate O(1/N) for uˆ ∈ H−1(0).
(ii) 0 ≤ GL(u˜N, uˆ) → 0 at the rate O(1/N) for uˆ ∈ H−1(0).
(iii) If M ∈ C(X × Y ) and Ω ⊂ X × Y is bounded with Ω ∩ H−1(0) , ∅, then 0 ≤
GΩ(u˜N ) → 0 at the rateO(1/N) for the partial gap GΩ(u) := supu¯∈Ω GL(u, u¯).
The convergence results in Lemma 7 are ergodic because they apply to sequences
of running averages. To understand the partial gap, we recall that with K(x, y) =
〈Ax |y〉 bilinear Fenchel–Rockafellar’s theorem show that the duality gap GD(u) :=
[F(x) + G∗(Ax)] + [F∗(−A∗y) + G∗∗(y)] ≥ 0 and is zero if and only if u ∈ H−1(0).
The duality gap can be written GD(u) = GX×Y (u).
Proof By the convex-concavity of K and the definition of the subdifferential,
〈DxK(x, y)|x − x¯〉 − 〈DyK(x, y)|y − y¯〉
≥ [K(x, y) − K(x¯, y)] − [K(x, y) − K(x, y¯)] = K(x, y¯) − K(x¯, y).
for all (x, y) ∈ X × Y . Also using x∗ ∈ ∂F(xk+1) and y∗ ∈ ∂G(yk+1) with the
definition of the convex subdifferential, we see that G = GL satisfies (C2). The
non-negativity of G( · , uˆ) follows by similar reasoning, first using that
K(x, yˆ) − K(xˆ, y) ≥ 〈DxK(xˆ, yˆ)|x − xˆ〉 − 〈DyK(xˆ, yˆ)|y − yˆ〉 (34)
for all (x, y) ∈ X × Y , and following by the definition of the subdifferential applied
to −DxK(xˆ, yˆ) ∈ ∂F(xˆ) and DyK(xˆ, yˆ) ∈ ∂G∗(yˆ).
For (i)–(iii), we first observe that the semi-ellipticity of B0 and (C2) imply∑N−1
k=0 GL(uk+1, u¯) ≤ M(u¯). Dividing by N and using that GL(uk+1, uˆ) ≥ 0 for
u¯ ∈ H−1(0), we obtain (i). Jensen’s inequality then gives GL(u˜k+1, u¯) ≤ M(u¯)/N ,
hence (ii) for u¯ ∈ H−1(0). Finally, taking the supremum over u¯ ∈ Ω gives (iii) because
M is bounded on bounded sets. 
First-order primal-dual methods for nonsmooth nonconvex optimisation 23
In the following theorem, we may in particular take K(x, y) = 〈Ax |y〉 bilinear, or
K(x, y) = 〈Ax |y〉 + E(x) with E convex. Lemma 2 and Examples 4 and 5 provide
step length conditions that ensure the semi-ellipticity required of B0 in Theorem 5.
Theorem 5 (Gap convergence) Let F : X → R and G∗ : Y → R be convex,
proper, and lower semicontinuous. Also let K ∈ C1(X × Y ) be convex-concave
within dom F × domG∗. Finally, let JX ∈ C1(X) and JY ∈ C1(Y ) convex. If B0 is
semi-elliptic, then the iterates {uk+1}k∈N generated by the PDBS (16) for any initial
u0 ∈ X × Y satisfy Lemma 7 (i)–(iii).
Proof By Lemma 7, holds with G = GL Hence by Lemma 3, (D) holds. Since B0
is semi-elliptic, this implies that that
∑N−1
k=0 G(uk+1, u¯) ≤ M(u¯) := B0(u¯, u0) for all
N ∈ N. Since JX, JY , and K are continuously differentiable, M ∈ C1(X × Y ). The
rest follows from the second part of Lemma 7. 
5 Inertial terms
We now generalise (BP), making the involved Bregman divergences dependent on
the iteration k and earlier iterates:
0 ∈ H(uk+1) + D1Bk+1(uk+1, uk) + D1B−k+1(uk, uk−1), (IPP)
for Bk+1 := BJk+1 and B−k+1 := BJ−k+1 generated by Jk+1, J
−
k+1 : U → R. We take
u−1 := u0 for this to be meaningful for k = 0. Our main reason for introducing
the dependence on uk−1 is improve (16) and (17) to be explicit in K when K is not
affine in y: otherwise the dual step of those methods is in general not practical to
compute unlike the affine case of Remark 1. Along the way we also construct a more
conventional inertial method.
5.1 A generalisation of the fundamental theorem
We realign indices to get a simple fundamental condition to verify on each iteration:
Theorem 6 On a Banach space U, let H : U ⇒ U∗, and let Jk, J−k : U → R be
Gâteaux-differentiable with the corresponding Bregman divergences Bk := BJk and
B−
k
:= BJ−
k
for all k = 1, . . . , N . Suppose (IPP) is solvable for {uk+1}k∈N given an
initial iterate u0 ∈ U. If for all k = 0, . . . , N − 1, for some u¯ ∈ U and G(uk+1, u¯) ∈ R,
for all hk+1 ∈ H(uk+1) the modified fundamental condition
〈hk+1 |uk+1 − u¯〉 ≥ [(Bk+2 + B−k+3) − (Bk+1 + B−k+2)](u¯, uk+1) + G(uk+1, u¯) (IC)
holds, and B−
k+1 satisfies the general Cauchy inequality
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〈D1B−k+1(uk, u)|uk − u′〉 ≤ B′k+1(uk, u) + B′′k+1(u′, uk) (u, u′ ∈ X) (35)
for some B′
k+1, B
′′
k+1 : U ×U → R, then we have the modified descent inequality
[BN+1 + B−N+2 − B′′N+1](u¯, uN ) +
N−1∑
k=0
[Bk+1 + B−k+2 − B′′k+1 − B′k+2](uk+1, uk)
+
N−1∑
k=0
G(uk+1, u¯) ≤ [B1 + B−2 ](u¯, u0). (ID)
Proof We can write (IPP) as
0 = hk+1 + D1Bk+1(uk+1, uk) + D1B−k+1(uk, uk−1) for some hk+1 ∈ H(uk+1). (36)
Testing (IPP) by applying 〈 · |uk+1 − u¯〉 we obtain
0 = 〈hk+1 + D1Bk+1(uk+1, uk) + D1B−k+1(uk, uk−1)|uk+1 − u¯〉.
Summing over k = 0, . . . , N − 1 and using u−1 = u0 to eliminate B−1 (u0, u−1) = 0,
we rearrange
0 = SN +
N−1∑
k=0
〈hk+1 + D1[Bk+1 + B−k+2](uk+1, uk)|uk+1 − u¯〉 (37)
for
SN := 〈D1BJ−
N+1
(uN, uN−1)|u¯ − uN 〉 +
N−1∑
k=0
〈D1BJ−
k+1
(uk, uk−1)|uk+1 − uk〉.
Abbreviating B¯k+1 := Bk+1 + B−k+2 and using (IC) and the three-point identity (8) in
(37) we obtain
0 ≥ SN +
N−1∑
k=0
(
B¯k+2(u¯, uk+1) − B¯k+1(u¯, uk) + B¯k+1(uk+1, uk) + G(uk+1, u¯)
)
.
Using the generalised Cauchy inequality (35) and, again, that u−1 = u0, we get
SN ≥ −B′N+1(uN, uN−1) − B′′N+1(u¯, uN ) −
N−1∑
k=0
(
B′k+1(uk, uk−1) + B′′k+1(uk+1, uk)
)
= −B′′N+1(u¯, uN ) −
N−1∑
k=0
[B′′k+1 + B′k+2](uk+1, uk).
These two inequalities yield (ID). 
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5.2 Inertia (almost) as usually understood
We take Jk+1 = J0 and J−k+1 = −λk J0 for some λk ∈ R. We then expand (IPP) as
Inertial PDBS
Iteratively over k ∈ N, solve for xk+1 and yk+1:
(1 + λk)[DJX (xk) − DxK(xk, yk)] − λk[DJX (xk−1) − DxK(xk−1, yk−1)]
∈ DJX (xk+1) + ∂F(xk+1),
(1 + λk)[DJY (yk) − DyK(xk, yk)] − λk[DJY (yk−1) − DyK(xk−1, yk−1)]
∈ DJY (yk+1) + ∂G∗(yk+1) − 2DyK(xk+1, yk+1)
(38)
If X and Y are Hilbert spaces with JX = τ−1NX and JY = σ−1NY the standard
generating functions divided by some step length parameters τ, σ > 0, and K(x, y) =
〈Ax |y〉 for A ∈ L(X;Y ), (38) reduces to the inertial method of [18]:
Inertial PDPS for bilinear K
With initial x˜0 = x0 and y˜0 = y0, iterate over k ∈ N:
xk+1 := proxτF (x˜k − τA∗ y˜k),
yk+1 := proxσG∗ (y˜k + σA(2xk+1 − x˜k)),
x˜k+1 := (1 + λk+1)xk+1 − λk+1xk,
y˜k+1 := (1 + λk+1)yk+1 − λk+1yk .
(39)
More generally, however, (38) does not directly apply inertia to the iterates. It
applies inertia to K .
The general Cauchy inequality (35) automatically holds by the three-point identity
(8) with J ′′
k+1 = J
′
k+1 = J
−
k+1 if B
−
k+1 ≥ 0, which is to say that J−k+1 is convex. This
is the case if λk ≤ 0. For usual inertia we, however, want λk > 0. We will therefore
use Lemma 1, requiring:
Assumption 2 For some β > 0, in a domain Ω ⊂ X × Y ,
|〈D1B0(uk, u)|uk − u〉| ≤ B0(uk, u) + βB0(u′, uk) (u, u′, uk ∈ Ω). (40)
Moreover, the parameters {λk}k∈N are non-increasing and for some ε > 0,
0 ≤ λk+1 ≤ 1 − ε − λk β2 (k ∈ N). (41)
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Example 23 Suppose the generating function J0 is γ-strongly subdifferentiable (i.e.,
B0 is γ-elliptic, see Sections 4.2 and 4.3) within Ω ⊂ X × Y and satisfies the
subdifferential smoothness property (10) with the factor L > 0. Then by Lemma 1,
(40) holds with β = Lγ−1 in some domain Ω ⊂ X × Y .
As a particular case, let X and Y be Hilbert spaces with the standard generating
functions JX = τ−1NX , JY = σ−1NY . Also let DK be LDK -Lipschitz within Ω.
Then J0 is Lipschitz with factor L = max{σ−1, τ−1} + LDK . Consequently the
required subdifferential smoothness property (10) holds with the same factor L; see
[5, Theorem 18.15] or [63, Appendix C].
We computed LDK for some specific K in Section 4.2.
Example 24 If K(x, y) = 〈Ax |y〉 with A ∈ L(X;Y ∗), and if JX = τ−1NX , JY =
σ−1NY ,in Hilbert spaces X and Y , then B0(u′, u) = 12τ ‖x − x ′‖2 + 12σ ‖y − y′‖2 +〈A(x− x ′)|y− y′〉. By standard Cauchy inequality, (40) holds for β = 1 inΩ = X×Y .
Consequently the next example recovers the upper bound for λ in [18]:
Example 25 The bound (41) holds for some ε > 0 if λk ≡ λ for 0 ≤ λ < 1/(2 + β).
Lemma 8 Suppose Assumption 2 holds and that (C2) holds within Ωu¯ for some
u¯ ∈ Ω and G(u, u¯). Given u0 ∈ Ω, suppose the iterates generated by the inertial
PDBS (38) satisfy {uk}N
k=0 ⊂ Ωu¯ ∩Ω. Then
εB0(u¯, uN ) + ε
N−1∑
k=0
B0(uk+1, uk) +
N−1∑
k=0
G(uk+1, u¯) ≤ (1 − λ1)B0(u¯, u0). (42)
Proof Since Bk+1 = B0 and B−k+1 = −λkB0 for all k ∈ N,
(Bk+2 + B−k+3) − (Bk+1 + B−k+2) = (λk+1 − λk+2)B0.
Since λk is decreasing and B0 is semi-elliptic within Ω ⊃ {uk, u¯}, we deduce that
(λk+1 − λk+2)B0(u¯, uk) ≥ 0. Consequently (IC) holds if (C) does. By the proof of
Lemma 3, (IC) then holds if (C2) does. Using (40), (35) holds with B′
k+1 = λkB0
and B′′
k+1 = λk βB0. Referring to Theorem 6, we now obtain (ID). We expand
[BN+1 + B−N+2 − B′′N+1](u¯, uN ) = (1 − λk+1 − λk β)B0(u¯, uN ) and
[Bk+1 + B−k+2 − B′′k+1 − B′k+2](uk+1, uk) = (1 − λk+1 − λk β − λk+1)B0(uk+1, uk).
Since u¯, uk ∈ Ω for all k = 0, . . . , N , using the ellipticity of B0 within Ω as well
as (41) we now estimate the first from below by εB0(u¯, uN ) and the second by
εB0(uk+1, uk). Thus (ID) produces (42). 
We may now proceed as in Sections 4.6 and 4.7 to prove convergence. For the
verification of Assumption 2 we can use Examples 23 to 25.
Theorem 7 (Convergence, inertial method) Theorems 2, 3 and 5 apply to the
iterates {uk+1}k∈N generated by the inertial PDBS (38) if we replace the assumptions
of (semi-)ellipticity of B0 with Assumption 2.
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Proof We replace Lemma 3 and (D) by Lemma 8 and (42) in the proofs of Theo-
rems 2, 3 and 5. Observe that Assumption 2 implies that B0 is (semi-)elliptic. 
Remark 7 The inertial PDPS is improved in [65] to yield non-ergodic convergence
of the Lagrangian gap. To do the “inertial unrolling” that leads to such estimates,
one, however, needs to correct for the anti-symmetry introduced by K into H.
Remark 8 Since Theorem 6 does not provide the quantitative ∆-Féjer monotonicity
used in Theorem 4, we cannot prove linear convergence using our present simplified
“testing” approach lacking the “testing parameters” of [63].
5.3 Improvements to the basic method without dual affinity
We now have the tools to improve the basic PDBS (16) to enjoy prox-simple steps
for general K not affine in y. Compared to (14) we amend Jk+1 = J0 by taking
Jk+1(x, y) := JX (x) + JY (y) − K(x, y) + 2K(xk+1, y)
= J0(x, y) + 2K(xk+1, y).
(43)
This would be enough for K to be explicit in the algorithm, however, proofs of
convergence would practically require G∗ to be strongly convex even in the convex-
concave case. To fix this, we introduce the inertial term generated by
J−k+1(u) := [J0 − Jk](u) = −2K(xk, y). (44)
As always, we write Bk+1, B0, and B−k+1 for the Bregman divergences generated by
Jk+1, J0, and J−k+1.
Since
D1[Bk+1 − B0](uk, uk−1) + D1B−k+1(uk, uk−1) = (0, y˜∗k+1)
for
y˜∗k+1 = 2[DyK(xk+1, yk+1) − DyK(xk+1, yk) − DyK(xk, yk) + DyK(xk, yk−1)],
the algorithm (IPP) expands similarly to (16) as the
Modified PDBS
Iteratively over k ∈ N, solve for xk+1 and yk+1:
DJX (xk) − DxK(xk, yk) ∈ DJX (xk+1) + ∂F(xk+1) and
DJY (yk) + [2DyK(xk+1, yk) + DyK(xk, yk) − 2Dy(xk, yk−1)]
∈ DJY (yk+1) + ∂G∗(yk+1).
(45)
28 Tuomo Valkonen
The method reduces to the basic PDBS (16) when K is affine in y. In Hilbert
spaces X and Y with JX = τ−1NX and JY = σ−1NY , we can rearrange (45) as
Modified PDPS
Iterate over k ∈ N:
xk+1 := proxτF (xk − τ∇xK(xk, yk)),
yk+1 := proxσG∗ (yk + σ[2∇yK(xk+1, yk) + ∇yK(xk, yk) − 2∇yK(xk, yk−1)]).
(46)
Remark 9 The modified PDPS (46) is slightly more complicated than the method in
[24], which would update
yk+1 := proxσG∗ (yk + σ∇yK(2xk+1 − xk, yk)).
Likewise, (45) is different from the algorithm presented in [35] for convex-concave
K . It would, for the standard generating functions, update6
yk+1 := proxσG∗ (yk + σ[2∇yK(xk+1, yk) − ∇yK(xk, yk−1)]).
We could produce this method by taking J−
k+1(u) = −K(xk, y). However, the conver-
gence proofs would require some additional steps.
The main difference to the overall analysis of Section 4 is in bounding from below
the Bregman divergences in (ID). We now have
BN+1 + B−N+2 − B′′N+1 = B0 − B′′N+1 and (47a)
Bk+1 + B−k+2 − B′′k+1 − B′k+2 = B0 − B′′k+1 − B′k+2. (47b)
If DyK(xk, · ) is LDK,y-Lipschitz,
〈D1B−k+1(uk, u)|uk − u′〉 = 2〈DyK(xk, yk) − DyK(xk, y)|yk − y′〉
≤ √LDK,y ‖y − yk ‖2 + √LDK,y ‖y′ − yk ‖2
=: B′k+1(uk, u) + B′′k+1(u′, uk).
(48)
Therefore, for the modified descent inequality (ID) to be meaningful, we require:
Assumption 3 We assume that ‖DyK(x, y) − DyK(x, y′)‖ ≤ LDK,y ‖y − y′‖ when
(x, y), (x, y′) ∈ Ω for some domain Ω ⊂ X × Y . Moreover, for some ε ≥ 0 we have
B0(u, u′) ≥ ε
2
‖u − u′‖2X×Y + 2
√
LDK,y ‖y − y′‖2Y (u, u′ ∈ Ω). (49)
We say that the present assumption holds strongly if ε > 0.
6 Note that [35] uses the historical ordering of the primal and dual updates from [17], prior to the
proof-simplifying discovery of the proximal point formulation in [36]. Hence our yk is their yk+1.
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Example 26 If K is affine in y, LDK,y = 0. Therefore, Assumption 3 reduces to the
(semi-)ellipticity of B0, which can be verified as in Sections 4.2 and 4.3.
Example 27 Generally, it is easy to see that if one of the results of Section 4.2 holds
with σ˜ = 1/(σ−1 − 4√LDK,y) > 0 in place of σ, then (49) holds. In particular,
if K has LDK -Lipschitz derivative within Ω, then Lemma 2 gives the condition
1 ≥ LDK max{τ, σ/(1 − 4σ
√
LDK,y)} and 1 > 4σ
√
LDK,y for (49) to hold with
ε = 0. The assumption holds strongly if the first inequality is strict.
Similarly to Lemma 8, we now have the following replacement for Lemma 3:
Lemma 9 Suppose Assumption 3 holds and (C2) holds withinΩu¯ for some u¯ ∈ X×Y
and G(u, u¯). Given u0 ∈ X ×Y , suppose the iterates generated by the modified PDBS
(45) satisfy {uk}N
k=0 ⊂ Ωu¯ . Then
εB0(u¯, uN ) + ε
N−1∑
k=0
B0(uk+1, uk) +
N−1∑
k=0
G(uk+1, u¯) ≤ [B1 + B−2 ](u¯, u0). (50)
Proof Inserting (43) and (44), (IC) reduces to (C), which follows from (C2) as in
Lemma 3. We verify (35) via (48) and Assumption 3. Thus Theorem 6 proves (ID).
Inserting (47) and (49) with B′
k+1 and B
′′
k+1 from (48) into (ID) proves (50). 
We may now proceed as in Sections 4.6 and 4.7 to prove convergence. For the
verification of Assumption 3 we can use Examples 26 and 27.
Theorem 8 (Convergence, modified method) Theorems 2, 3 and 5 apply to the
iterates {uk+1}k∈N generated by themodifiedPDBS (45) if we replace the assumptions
of semi-ellipticity (resp. ellipticity) of B0 with Assumption 3 holding (strongly).
Proof We replace Lemma 3 and (D) by Lemma 9 and (50) in Theorems 2, 3 and 5.
Observe that (strong) Assumption 3 implies the (semi-)ellipticity of B0. 
Now we have a locally convergent method (46) with easily implementable steps
to tackle problems such as Potts segmentation (4) [24].
6 Further directions
We close by briefly reviewing some things not covered, other possible extensions,
and alternative algorithms.
6.1 Acceleration
To avoid technical detail, we did not cover O(1/N2) acceleration. The fundamental
ingredients of proof are, however, exactly the same as we have used: sufficient
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second-order growth and ellipticity of the Bregman divergences B0
k
, which are now
iteration-dependent. Additionally, a portion of the second-order growth must be used
to make the metrics B0
k
grow as k → ∞. For bilinear K in Hilbert spaces, such an
argument can be found in [63]; for K(x, y) = 〈A(x)|y〉 in [23]; and for general K
in [24]. As mentioned in Remarks 1 and 9, the algorithms in the latter two differ
slightly from the ones presented here.
6.2 Stochastic methods
It is possible to refine the block-adapted (18) and its accelerated version into stochastic
methods. The idea is to take on each step subsets of primal-blocks S(i) ⊂ {1, . . . ,m}
and dual blocksV(i+1) ⊂ {1, . . . , n} and to only update the corresponding xk+1j and
yk+1
`
. Full discussion of such technical algorithms are outside the scope of our present
overview. We refer to [64] for an approach covering block-adapted acceleration and
both primal- and dual randomisation in the case of bilinear K , but see also [16] for
a more basic version. For more general K affine in y, see [48].
6.3 Alternative Bregman divergences
We have used Bregman divergences as a proof tool, in the end opting for the standard
quadratic generating functions on Hilbert spaces. Nevertheless, our theory works for
arbitrary Bregman divergences. The practical question is whether F and G∗ remain
prox-simple with respect to such a divergence. This can be the case for the “entropic
distance” generated on L1(Ω; [0,∞)) by
J(x) :=
{∫
Ω
x(t) ln x(t) dt, x ≥ 0 a.e. on Ω,
∞, otherwise
See, for example, [14] for a Landweber method (gradient descent on regularised least
squares) based on such a distance.
6.4 Alternative approaches
The derivative D1B0 in (15) can be seen as a preconditioner, replacing τ(u − u′) in
the proximal point method (13). Our choice of B0 is not the only option.
Consider the problem
min
x∈X F(x) + E(x). (51)
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Provided E is differentiable and F prox-simple, i.e., the proximal map of F has a a
closed-form expression, (1) can be solved by forward-backward splitting methods as
first introduced in [43]. In a Hilbert space X , this can be written
xk+1 := proxτF (xk − τ∇E(xk)). (52)
Variants based on Bregman divergences were introduced in [50] under the name
“mirror prox” or “mirror descent”; see also the review [19]. The method and conver-
gence proofs for it can be derived from our primal-dual approach. Indeed, if we take
G∗ ≡ δ{0} as the indicator function of zero, and K(x, y) = E(x) for some E ∈ C1(X),
then (S) is equivalent to (51). Now the dual step step of (17) is yk+1 := 0, and the
primal step is (52).
Forward-backward splitting is especially popular under the name iterative soft-
thresholding (ISTA) in the context of sparse reconstruction (i.e., regularisation of
linear inverse problems with `1 penalties), see, e.g., [15, 27, 8]. However, forward-
backward splitting has limited applicability in imaging and inverse problems due
to the joint prox-simplicity and smoothness requirements. Sometimes these can be
circumvented by considering so-called dual problems [7].
Let then E be Gâteaux-differentiable and F = G ◦ A for a nonsmooth function F
and a linear operator A in (51), i.e., consider the problem
min
x∈X E(x) + G(Ax),
Forward–backward splitting is impractical as G ◦ A is in general not prox-simple.
Assuming G to have the preconjugate G∗, we can write this problem as an instance
of (S) with F = 0 and K(x, y) = E(x)+ 〈Ax |y〉. Therefore the methods we have pre-
sented are applicable. However, in this instance, also J0(u) := 12 ‖u‖2X×Y + 12 ‖A∗y‖2X∗
would produce an algorithm with realisable steps. In analogy to the PDPS, it might
be called the primal dual explicit spitting (PDES). The method was introduced in
[45] for E(z) = 12 ‖b − z‖2 as the “generalised iterative soft-thresholding” (GIST),
but has also been called the primal-dual fixed point method (PDFP, [20]) and the
proximal alternating predictor corrector (PAPC, [30]).
The classical Augmented Lagrangian method solves the saddle point problem
min
x
max
y
F(x) + τ
2
‖E(x)‖2 + 〈E(x)|y〉, (53)
alternatingly for x and y. The alternating directions method of multipliers (ADMM)
of [33, 3] takes E(x) = Ax1 + Bx2 − c and F(x) = F1(x1) + F2(x2) for x = (x1, x2),
and alternates between solving (53) for x1, x2, and y, using the most recent iterate
for the other variables. The method cannot be expressed in our Bregman divergence
framework, as the preconditioner D1Bk+1( · , xk) would need to be non-symmetric.
The steps of the method are potentially expensive, each itself being an optimisation
problem. Hence the preconditioned ADMM of [69], which is equivalent to the PDPS
and the classical Douglas–Rachford splitting (DRS, [29]) applied to appropriate
problems [17, 25]. The preconditioned ADMMwas extended to nonlinear E in [10].
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Based on derivations avoiding the Lipschitz gradient assumption (cocoercivity) in
forward-backward splitting, [47] moves the over-relaxation step x¯k+1 := 2xk+1 − xk
of the PDPS outside the proximal operators. This amounts to taking J−
k+1 = λkK in
Section 5.2 instead of J−
k+1(x, y) = λk J0 = λk[τ−1JX (x) + σ−1JY (y) − K(x, y)], so
is “partial inertia”; compare the “corrected inertia” of [65].
An over-relaxed variant of the same idea maybe found in [11]. We have not dis-
cussed over-relaxation of entire algorithms. To briefly relate it to the basic inertia of
(39), the latter “rebases” the algorithm at the inertial iterate u˜k constructed from uk
and uk−1, whereas over-relaxation would construct u˜k from uk and u˜k−1. The deriva-
tion in [11] is based on applying Douglas–Rachford splitting on a lifted problem.
The basic over-relaxation of the PDPS is known as the Condat–Vu˜ method [26, 68].
6.5 Functions on manifolds and Hadamard spaces
The PDPS has been extended in [9] to functions on Riemannian manifolds; the
problem minx∈M F(x) + G(Ex), where E : M → N withM and N Riemannian
manifolds. In general, betweenmanifolds, there are no linear maps, so E is nonlinear.
Indeed, besides introducing a theory of conjugacy for functions on manifolds, the
algorithm presented in [9] is based on the NL-PDPS of [62, 23].
Convergence could only be proved on Hadamard manifolds, which are special:
a type of three-point inequality holds [28, Lemma 12.3.1]. Indeed, in even more
generalHadamard spaceswith the metric d, for any three points xk+1, xk, x¯, we have
[4, Corollary 1.2.5]
1
2
d(xk, xk+1)2 + 1
2
d(xk+1, x¯)2 − 1
2
d(xk, x¯)2 ≤ d(xk, xk+1)d(x¯, xk+1). (54)
Therefore, given a function f on such a space, to derive a simple proximal point
algorithm, having constructed the iterate xk we might try to find xk+1 such that
f (xk+1) + d(xk, xk+1) ≤ f (xk).
Multiplying this inequality by d(x¯, xk+1) and using the three-point inequality (54),
1
2
d(xk, xk+1)2 + 1
2
d(xk+1, x¯)2 + [ f (xk+1) − f (xk)]d(x¯, xk+1) ≤ 1
2
d(xk, x¯)2.
If the space is bounded, d(x¯, xk+1) ≤ C, so since f (xk) ≥ f (xk+1), we may telescope
and proceed as before to obtain convergence.
The Hadamard assumption is restrictive: if a Banach space is Hadamard, it is
Hilbert, while a Riemannian manifold is Hadamard if it is simply connected with a
non-positive sectional curvature [4, section 1.2].
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Glossary
The extended reals We define R := [−∞,∞].
A convex function A function F : X → R is convex if for all x, x ′ ∈ X and
λ ∈ (0, 1), we have
F(λx + (1 − λ)x ′) ≤ F(λx) + F((1 − λ)x ′).
A concave function A function F : X → R is concave if − f is convex.
A convex-concave function A function K : X×Y → R is convex-concave if K( · , y)
is convex for all y ∈ Y , and K(x, · ) is concave for all
x ∈ X .
The dual space We write X∗ for the dual space of a topological vector
(Banach, Hilbert) space X .
Set-valued map We write A : X ⇒ Y if A is a set-valued map between
the spaces X and Y .
Derivative WewriteDF : X → X∗ for the derivative of aGâteaux-
differentiable function F : X → R.
Convex subdifferential This is the map ∂F : X ⇒ X∗ for a convex F : X → R.
By definition x∗ ∈ ∂F(x) at x ∈ X if and only if
F(x ′) − F(x) ≥ 〈x∗ |x ′ − x〉 (x ′ ∈ X).
Fenchel conjugate This is the function f ∗ : X∗ → R defined for F : X →
R by
f ∗(x∗) := sup
x∈X
〈x∗ |x〉 − F(x) (x∗ ∈ X∗).
Fenchel preconjugate If X = (X∗)∗ is the dual space of some space X∗, and
F : X → R, then f∗ : X∗ → R is the preconjugate of f
if f = ( f∗)∗.
Proximal map For a function F : X → R, this can be defined as
proxF (x) := arg min
x˜∈X
(
F(x˜) + 1
2
‖ x˜ − x‖2X
)
.
Distributional derivative It arises from integration by parts: If u : Rn ⊃ Ω→ R
is differentiable and ϕ ∈ C∞c (Ω;Rn), then∫
Ω
〈∇u, ϕ〉 dx = −
∫
Ω
u div ϕ dx.
If now u is not differentiable, we define the distribution
D ∈ C∞c (Ω;Rn)∗ by
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Du(ϕ) := −
∫
Ω
u div ϕ dx.
If Du is bounded (as a linear operator) it can be pre-
sented as a vector Radon measure [32], the space de-
notedM(Ω;Rn).
Indicator function For a set A, we define
δA(x) :=
{
0, x ∈ A,
∞, x < A. .
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