Physicians often claim that they practice "defensive medicine," including ordering extra imaging and laboratory tests, due to fear of malpractice liability. Caps on non-economic damages are the principal proposed remedy. Do these caps in fact reduce testing, overall healthcare spending, or both? Do they affect healthcare outcomes? We study the effects of "third-wave" damage caps, adopted in the 2000s, on specific areas that are expected to be sensitive to med mal risk: imaging rates, cardiac interventions, and lab and radiology spending, using patient-level data, with extensive fixed effects and patient level covariates. We find heterogeneous effects. Cardiac stress testing rates rise, as does spending on laboratory and radiology tests; these results are robust across a variety of specifications. CT scan rates also rise in most specifications. In contrast, cardiac intervention rates (catheterization, stenting, and bypass surgery) do not rise (and likely fall). We find some evidence that Medicare Part B rises, but variable results for Part A spending. We find no evidence that caps affect mortality.
incentives; patient preferences; desire to be thorough, and local norms. If physicians have multiple reasons to "do more," tort reform could have only a modest impact on clinical decisions and spending. Thus, the effect of caps on imaging rates and other clinical decisions is an empirical question. The balance between the effect of caps on assurance versus their effect on avoidance behavior could vary across physicians, patients, and procedures.
We find heterogeneous results, consistent with the balance between assurance and avoidance behavior varying across patients and procedures. Cardiac stress testing rates rise, and in most specifications MRI and CT rates also rise, with most point estimates around 4-6%. The rise in stress testing is statistically significant across specifications; the rise in MRI and CT scan rates is significant in most specifications. Combined lab and radiology spending rises by around 4-5% (significant in all specifications); radiology and lab spending rise separately (almost always significant for radiology). In contrast, cardiac intervention rates do not rise, and may fall -all point estimates are negative, typically around 4-6%, and are significant or marginally so with patient RE. For broad spending categories, Part B spending, all point estimates for Part B spending are positive and most are significant; we estimate a 2-4% rise in Part B spending. In contrast, the coefficients for Part A spending are never significant, are of variable sign, and are sensitive to specification. 1 We find no evidence that damage caps affect mortality. This is expected given the modest effects of caps on utilization, and the likelihood that any effects are principally for patients at the margin for being tested or treated, versus not.
A core finding is that damage caps do not have a unidirectional effect on clinical decisions. Instead, procedure rates and spending appear to rise in some areas and fall in others. Determining how caps affect specific clinical decisions requires close examination of particular practice areas. We begin that effort in a companion paper (Farmer et al., 2017) , where we focus on clinical decisions whether to conduct an initial ischemic evaluation for possible coronary artery disease (CAD), how to conduct that evaluation, and whether to engage in follow-up testing or treatment. We find that overall ischemic evaluation rates do not change --the rise in stress test rates that we find here is offset by lower use of LHC as an initial diagnostic test. We also find a sharp drop in progression from an initial stress test to LHC (as a second, more precise test); and in progression from ischemic evaluation to revascularization. These results are consistent with physicians being more willing to tolerate clinical ambiguity and accompanying med mal risk when med mal risk falls. These nuanced results for CAD testing and treatment make sense of the otherwise puzzling finding that stress testing, if anything, rises after cap adoption. Clinically plausibly stories can also explain our counter-intuitive evidence for higher CT and MRI rates, and greater overall lab and imaging spending, after cap adoption.
The rest of the paper is organized as follows: Section 2 provides a literature review. Section 3 describes the data and estimation strategy. Section 4 presents results for procedure rates. Section 5 presents results for Medicare spending. Section 6 provides results for mortality rates. Section 7 provides robustness checks. Section 8 discusses our findings and some study limitations, nd Section 9 concludes.
Literature Review

Effects of Damage Caps on Malpractice Risk
Many states have adopted a variety of tort reforms, which are intended to reduce med mal liability risk. Damage caps, adopted in 31 states as of the end of third reform wave in the early 2000s are the most important of the commonly adopted reforms. There is evidence that they significantly reduce both claim rates and payout per claim. In the principal datasets, which cover only closed claims, the effects on claim rates and payouts appear gradually during the post-reform period as pre-reform claims are closed Hyman, 2013a, 2013b) . 
Effects of Damage Caps on Health Care Spending
A principal policy rationale for cap adoption is the belief that caps will decrease defensive medicine and its associated costs. However, studies of the impact of damage caps on healthcare spending find mixed results. We discuss prior DiD studies here; Paik, Black, and Hyman (2017) provide a recent, more complete review.
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The best-known studies are by McClellan (1996, 2002) . They studied the effect of mid-1980s damage caps on Medicare spending for in-hospital care for heart disease (acute myocardial infarction or ischemic disease), and found that damage caps and other "direct" tort reforms reduced in-hospital spending over the next year by 4-5% without adverse health outcomes. The Congressional Budget Office (CBO, 2006) found a 5.2% drop in Part A (hospital services) spending. However, when the CBO controlled for hospital prices prior to the 1984 implementation of the Medicare prospective payment system for hospitals, the estimated post-cap drop in Part A spending fell to 1.6% and was statistically insignificant. The CBO also found a statistically insignificant 1.7% drop in Part B spending. Sloan and Shadle (2009) studied the effect of secondwave tort reforms on Medicare spending for hospitalized patients, in the year in of hospitalization occurs for heart attack, breast cancer, diabetes, and stroke over 1984-2000, with mixed results across these conditions. Paik, Black, and Hyman (2017) study third-wave damage caps, using county-level spending data. They found that damage caps have no significant impact on part A spending, but predict 4-5% higher Medicare part B spending. Avraham and Schanzenbach (2015) study heart attack treatment after third-wave reforms and find a post-cap increase in medical management and a corresponding drop in combined PCI and CABG rates, but also substitution away from less-invasive PCI toward more-invasive CABG.
A notable non-DiD study by Baicker, Fisher and Chandra (2007) used med mal payments by physicians reported to the National Practitioner Database and med mal insurance premia from Medical Liability Monitor as a proxy for med mal risk. They found an insignificant overall association with total Medicare spending, but found that higher premia predicted higher spending on imaging tests, but not other diagnostic tests.
Trends in Diagnostic Imaging Procedures
Rates for various imaging rates increased through around [2005] [2006] [2007] [2008] [2009] [2010] , depending on the test, but have since leveled off or even declined (e.g., Lucas and DeLorenzo, 2006; Andrus and Welch, 2012 , and results for our sample in the Appendix). Physician's fear of malpractice has been cited as a reason for higher utilization of diagnostic testing for emergency department patients presenting with possible acute coronary syndrome (Katz and Williams, 2005; Kanzaria and Hoffman, 2015) .
In response to rising imaging rates, several organizations launched initiatives aimed at reducing inappropriate testing. In 2005, the American College of Cardiology Foundation in conjunction with subspecialty societies and organizations developed Appropriate Use Criteria for echocardiography, nuclear cardiology and interventional cardiology (Hendel and Patel, 2013) . The criteria are periodically revised as new evidence emerges. In 2009, the National Physicians Alliance launched the Choosing Wisely Campaign (Morden and Colla, 2014) . There is some evidence that these campaigns have reduced cardiac imaging rates for low-risk patients (Rosenberg and Agiro, 2015) . They could help to explain why, in our data, cardiac stress testing rates peak n the mid-2000s, and then begin to decline.
Data and Methodology
Datasets and Covariates
Our core dataset is the 5% Medicare fee-for-service random sample, covering Medicare part A (hospital services, both inpatient and outpatient) and Part B (physician services), for patients age 65+. Our cap adoption events are from [2002] [2003] [2004] [2005] . We report our principal, regression-based results use data for 1999-2011. 4 In univariate calendar time graphs, presented in the Appendix, we extend the sample period through 2013. This is patient level data, on roughly 2 million beneficiaries per year. As beneficiaries leave the sample (principally through death), the sample is "refreshed" with new beneficiaries, about 70% of whom are age 65 when they enter our sample.
Our principle outcome variables are 0-1 count variables for whether a beneficiary received a test or procedure in a given year, or Medicare spending in 1999 dollars. 5 The tests we study are cardiac stress tests (stress ECG, stress echo, and SPECT)); CT scans (other than SPECT), and MRIs. The cardiac interventions we study are LHC (an invasive diagnostic test) and revascularization through PCI or CABG. The Medicare spending categories we study are outpatient radiology and lab spending, and overall Part A, Part B, and "total" (Part A plus Part B) spending. The Appendix contains details on the diagnostic codes we use to define our outcome variables.
We include the following patient-level covariates: dummy variables for male, white, black (the omitted race category is "other"), for each of the 17 elements of the Charlson comorbidity index, and for patient age in years. 6 We include the following time-varying county characteristics: Percent male, white, black, Hispanic, aged 65-74, 75-84, and 85+ and above, ln(population) , active practicing non-federal physicians per capita, unemployment rate, ln(median household income), percent of Medicare enrollees receiving social security disability benefits, and managed care penetration (fraction of Medicare recipients enrolled in Medicare Advantage plans; linear and quadratic).
7 Table 1 provides a covariate balance table for 2002 , just before the third reform wave. We compare the means for outcome variables and covariates in new-cap and no-cap states. Treatment intensity is generally higher in the new-cap states. Stress echo is an exception, but patients in new-cap states receive more stress ECGs, SPECT tests, and more total stress tests. All differences are statistically significant due to the large sample size. A better measure of whether the differences are large is the "normalized difference" measure defined in Table 1 -roughly, how many standard deviations apart the two groups are.
Spending differences between new-cap and no-cap states are smaller; the new-cap states have somewhat lower Part A spending but higher Part B spending; slightly higher radiology spending, and similar lab spending.
With regard to covariates, Medicare recipients in new-cap states are slightly younger and healthier (fewer comorbidities) than those in no-cap states. New-cap states have a lower share of white population, and higher black and Hispanic shares. New-cap states are somewhat poorer (higher percent in poverty; lower median household income) and have lower managed care penetration than no-cap states.
Treatment and Control States
We identify treatment and control states relying on Avraham's (2014) Database of State Tort Reforms. We use the "exact" year in which a cap is adopted; in contrast, Avraham's spreadsheet accompanying his database time-shifts caps forward by 6 months (with some errors in coding the time shifting). Our treatment group is patients in nine treatment states adopted non-econ caps during the third reform wave of 2002 -2005 . This includes Florida (2003 Georgia (2005) , Illinois (2005 ), Mississippi (2003 , Nevada (2002 ), Ohio (2003 , Oklahoma (2003 ), South Carolina (2005 ), and Texas (2003 . The Georgia and Illinois caps were invalidated by state supreme courts in 2010; we consider these states as treated through 2009, but drop them from the sample for 2010 and after. Appendix Table App-1 provides additional information on each cap.
Our principal "narrow" control group is patients in 20 states which had no damage caps in place during our sample period Tennessee and North Carolina adopted caps in late 2011. We treat these 6 Patient age is measured at the end of each year. In each calendar quarter, we measure comorbidities over the preceding four quarters. For the first four quarters in which a patient appears in the sample, we impute comorbidities back from the fifth quarter. 7 We control for both managed care penetration and (managed care penetration) 2 , because prior research (Frakes, 2013; Paik, Black and Hyman, 2017) finds evidence of a non-linear association between this covariate and Medicare spending.
We obtain demographic characteristics from the Census Bureau. Source: http://www.census.gov/popest/. We use mid-year estimates of resident population --inter-census estimates for 1991-2009, and post-census estimates for [2011] [2012] [2013] . We obtain data on number of physicians, unemployment rate, median household income, percent of Medicare enrollees receiving disability benefits, and managed care penetration (ratio of Medicare advantage enrollees/all Medicare eligible people over age 65) from the Area Health Resource File (AHRF states as no-cap states in 2011. We also compare the new-cap states to a broader control group that also includes 22 "old cap" states, which had damage caps in effect throughout the sample period.
Many states have adopted a number of separate med mal reforms, often in packages. We view the results for damage caps as estimating the average effect of "serious" reform, with a damages cap as the central element, but often not the only element, of a reform package. Some studies of the effects of med mal reform either estimate the separate effects of a number of reforms, including damage caps, by including dummy variables for each reform in a single regression, or group different types of reforms together. We control separately for the principal reforms in sensitivity checks, but prefer our main specification because: (i) other reforms do not significantly affect med mal litigation outcomes (Paik, Black, and Hyman, 2013b) ; (ii) given this, we should not expect them to significantly affect our outcomes; and (iii) including other reforms in a regression model may provide misleading inferences for the impact of damage caps. We summarize our concerns in a note. 
Methodology
We study two main sets of outcome variables, using several variants on a difference-in-differences (DiD) research design. First, we study rates for diagnostic imaging tests. We study the three main diagnostic imaging tests: cardiac stress tests (any stress ECG, stress Echo, or SPECT), CT scans (other than SPECT) and MRI. Second, we study rates for the most common interventional cardiac procedures: LHC, PCI and CABG, and for any revascularization procedure (PCI or CABG). Third, we study Medicare spending. We study the specific Part B subcategories for radiology and lab spending, which are especially likely to be influenced by assurance behavior. We also study Part A, Part B, and total Medicare spending.
DiD methods are a standard way to estimate the causal impact of legal changes, including adoption of damage caps. Atanasov and Black (2016) summarize the core requirements for DiD and other "shock-based" designs as: shock strength; shock exogeneity; "as-if random" assignment of patients to treated versus control states; covariate balance between treated and control states; and the only-through condition: the apparent effect of the shock on the outcome must be due only to the shock, not any other shock at around the same time.
The DiD model makes the "parallel trends" assumption that the treated and control groups would have evolved in parallel, but for the treatment. This assumption is not directly testable, but one can assess whether trends appear parallel during the pre-treatment period. If pre-treatment trends are parallel, this makes it more likely that the parallel trends assumption is met, especially if there is also good covariate balance between treated and control states. Conversely, lack of covariate balance increases the risk that the parallel trends assumption would be violated in the posttreatment period, even if it is met in the pre-treatment period. Below, we provide graphs showing the year-by-year evolution treatment effects in event time, using the leads and lags models discussed below. The Appendix provides univariate graphs in calendar time of sample means for the three main groups of states: new-cap; no-cap; and old-cap.
The core innovations in our study include: (i) use of a very large, longitudinal, patient-level dataset which allows us to follow the same patient over time; (ii) use of extensive fixed effects and timevarying covariates to control for background factors that can affect outcomes; (iii) studying rates for specific procedures that are often believed to be sensitive to med mal risk; and (iv) careful assessment of whether any after-minus-before differences can be explained by non-parallel trends between treated and control states.
We use several graphical and regression approaches: (i) calendar-time graphs comparing treated and control groups; (ii) leads and lags graphs showing pre-and post-treatment trends; (iii) "simple DiD" regressions, that assume the cap effect "turns on" in the year after cap adoption; and (iv) "distributed lag" regressions, which allow the treatment effect to appear gradually over time. The simple DiD model allows for a one-time post-reform change in outcomes, is specified in Equation (1):
Here i indexes patients, z indexes the zip-code in which the service was rendered (the δz are zipcode FE), and t indexes year (the γt are year FE). Yizt is either a 0-1 dummy variable for tests or procedures (did patient i received that test or procedure in zip-code z in year t), or spending in one of the spending categories. Xit is a vector of patient characteristics and Xct is a vector of timevarying county characteristics, with c indexing county. The treatment variable capst = 0 in control states for all t. In treated states, capst = 0 for years before the adoption year, =1 in years after the adoption year. For treated states, year 0 does not fit cleanly into either the pre-or post-reform period. For the cap adoption year, we drop that year for treated states. We use a linear probability model (LPM) rather than a logit or probit model because the extra computational demands of logit or probit estimation are prohibitive for our very large sample. Angrist and Pischke (2009, § 3.4 .2) discuss why LPM, logit, and probit should, and in practice do, provide very similar estimates. Standard errors are clustered on state. 10 We also consider the patient*zip code fixed effects (FE) model in Equation (2), and a similar physician *zip code FE model:
To investigate whether pre-treatment trends differ between treatment and control states, we use a leads and lags model in event time, with the reform year set to zero, following Equation (3), and similar models that include patient or physician FE.
10 In robustness checks, standard errors are similar if we cluster on county.
Here, k indexes "event time" relative to the cap adoption year. Dzt k = 0 for control states for all t and k. For treatment states, Dzt k = 1 for the k th year relative to the adoption year, 0 otherwise. For example, Dzt -4 takes the value of one four years before the non-econ cap adoption year, 0 otherwise; Dzt +2 = 1 two years after cap adoption year, 0 otherwise. Therefore, β 0 provides the estimated effect at the year when caps are enacted. β 1 provides the effect of reform one year after the enactment, and β -1 is the estimated effect one year before the reform's adoption. We include 4 leads (as many as our data will permit) and 6 lags in our specification. We combine years 6 and after into a single "lag 6+" dummy variable. We adjust the coefficients by subtracting β -3 from each, so that the reported β -3 ≡ 0.
We also report results from a "distributed lag" model, which allows for a different treatment effect in each post reform year. Without patient or physician FE, this model is:
Here the first treatment lag estimates the additional impact in the second year after reform, and so on. One can sum the lagged effects to obtain an overall treatment effect (∑ )
=0
, and accompanying t-statistic (using the lincom command in Stata). The principal difference between the leads-and-lags and distributed lag models is that the leads-and-lags model provides a coefficient and standard error for each year by itself, relative to a base year. In contrast, the distributed lag model provides estimates for annual incremental changes, starting from a pre-reform average; we then compute a "sum of coefficients" for the post-reform period.
Benefits and Costs of Patient and Physician FE
We can follow patients over time, and thus potentially use patient FE to control for unobserved but time-invariant patient characteristics. That has important value in limiting the potential sources of omitted variable bias (OVB), and for our spending outcomes, is a preferred specification. However, for tests and procedures, patient FE have an associated cost. With patient FE, the causal effect we estimate is based only on patients in new-cap states who had repeat tests or procedures, one before and one after the time of tort reform, versus repeat patients in control patients. That is a much smaller sample of patients, which could lead to larger standard errors, depending on the balance between smaller sample size and greater potential precision due to the patient FE.
A second cost of using patient FE is subtle but important: The patients who receive repeat tests are, on average, likely in worse health than patients who do not, and we are estimating an effect for this non-random subset of the full patient population. Moreover, for revascularization, the first procedure changes the patient, likely in ways that our covariates do not effectively control for. The loss in sample size is also much greater for LHC, PCI, and CABG: the effective sample of treated patients varies from 65-84 thousand for the three imaging outcomes, but falls to 16 thousand for LHC, 3,500 for PCI, and only 64 for CABG.
We respond to these considerations as follows: (i) we report results for spending outcomes, where the gain from patient FE is clear, with patient FE; (ii) we report results for stress tests, MRI, and CT scans, both with and without patient FE, and also report the effective sample size for patient FE regressions; and (iii) for surgical procedures (LHC, PCI, and CABG), report results without patient FE. Physician FE are an alternative to patient FE. We use them as an alternative specification for LHC, PCI, and CABG. The Appendix contains the FE results we do not report in the text: patient FE results for LHC, PCI, and CABG, and physician FE results for stress tests, MRI, and CT scans. Our results are consistent across all three specifications; we discuss the differences below.
Results for Diagnostic Imaging Tests and Cardiac Procedures
Imaging Tests
Physicians often cite fear of malpractice liability as an important driver of overuse of diagnostic testing (Katz and Williams, 2005; Kanzaria and Hoffman, 2015) . We examine here the effects of damage cap adoption on rates for the three main cardiac stress testing (stress ECG, stress ECHO, and SPECT), and two major non-cardiac imaging tests: CT scans, and MRI.
Leads and Lags Graphs for Imaging Tests
Figure 1 presents leads-and-lags graphs of the treatment effects in event time for Any Stress Test, CT scan, and MRI, both without patient FE (left-hand graphs) and with patient*zip FE (right-hand graphs). The Appendix present results with physician*zip FE, as well as separate results for the three types of cardiac stress tests: SPECT, stress echo, and stress ECG. In Figure 1 , the y-axis shows the coefficients on the annual lead and lag dummies; vertical bars show 95% confidence intervals (CIs) around each coefficient. We peg the coefficient for year -3 to zero, so there is no associated CI.
Consider first Any Stress Test. In both graphs, post-cap rates are higher than pre-cap rates. However, in both (more clearly without patient FE), this could simply reflect a continuation of a pre-treatment trend. We cannot tell with confidence whether the post-reform rise in rates that we observe in the graph is a true increase in response to reform, versus continuation of a pre-treatment trend. We can, however, conclude that there is no evidence of a drop in stress testing rates after cap adoption.
Figure 1 also shows a post-reform increase in the MRI and CT rates. For MRI, there is some evidence of non-parallel pre-treatment trends, which could continue after reform, with patient FE, but no similar trend without patient FE. For CT scans, the pre-treatment (lead) coefficients are reasonably flat in both graphs. Taken as a whole, there is no evidence that imaging rates fall after cap adoption and some evidence -strongest for CT scans -that imaging rates rise. We return in the discussion section to what might cause these increases, assuming they are real. Table 2 , Panel A, presents the results of simple DiD regressions, using no-cap states as the control group, without patient FE (first three regressions and with patient FE (next three regressions). These regressions assume a one-time change in outcomes, due to cap adoption. The coefficients on the damage cap variable can be interpreted as the change in the probability of receiving a stress test in a given year, due to a state adopting a damage cap. Without patient FE, the predicted effect for Any Stress Test is 4 additional tests per 1,000 patients, and is statistically significant (t = 2.81). However, as noted above, there is evidence of non-parallel pre-treatment trends. The point estimates are also positive for both MRI and CT scans, and are statistically significant for CT scans 3.9 additional scans per 1,000 patients (t = 2.70). However, here too, the positive coefficient for MRI could reflect continuation of non-parallel pre-treatment trends.
Regression Results for Imaging Tests
In Table 2 , Panel B, we present distributed lag estimates, which allow the treatment effect to vary over time. We include the cap adoption year plus 3 lags; the last lag captures the average effect for year 3 and later years. This approach can better capture an effect that appears gradually over time -which from Figure 1 appears to be the case for all three outcomes. The principal cost of this approach is larger standard errors for the sum of coefficients estimate than for the simple DiD estimates. For Any Stress Test, the sum of coefficients estimate is 4.9 additional tests per 1,000 patients and is statistically significant (t = 2.74). The slightly higher sum of coefficients, relative to the simple-DiD estimate, is consistent with the treatment effect growing over time.
The sum of coefficients strengthens and becomes marginally significant for MRI, at 2.6 additional tests per 1,000 patients (t = 1.77) and strengthens and remains significant for CT scans, at 6.0 additional tests (t = 3.48). For both tests, the sum of coefficients estimates are substantially larger than the simple DiD estimates, consistent with the gradual response to reform suggested by the leads-and-lags graphs. In economic magnitude, the post-treatment rises, compared to base rates in the new-cap states of about 96 stress tests, 88 MRIs, and 190 CT scans, imply testing rate increases of about 5%, 3%, and 3% respectively --"economically" meaningful, but not huge.
When we add patient*zip FE in regressions (4)- (6), the coefficients increase and are statistically significant for all three tests, despite much larger standard errors for CT scans. The distributed lag sums of coefficients are 6 additional stress tests, 4 additional MRIs, and 12 additional CT scans compare to a base testing rate for the population which receives two or more of the indicated test, of xx, yy, and zz per 1,000 patients, respectively. Thus the percentage increase is [*to come]
Results for Cardiac Procedures
The results in § 4.1 for imaging tests seem contrary to simple models of assurance and avoidance behavior, which suggest that a drop in malpractice risk should reduce screening tests and other forms of assurance behavior. We consider next the three most common invasive cardiac procedures: LHC, PCI, and CABG. LHC is a minimally invasive diagnostic test, which provides a more accurate assessment of coronary artery blockage than a noninvasive stress tests considered above. It can be ordered following an ambiguous stress test. It can also be ordered directly, if other evidence of CAD is seen as strong enough to justify this. LHC also a necessary precursor to revascularization through PCI or CABG. PCI is also minimally invasive -generally about a onehour procedure, with no significant recovery period. CABG is open heart surgery --a major operation, with significant operative mortality and a lengthy recovery.
One prior study (Avraham and Schanzenbach, 2015 , below A&S) examines the effect of damage caps on treatment of heart attack patients. They find a post-cap increase in medical management and, for patients that receive revascularization, less PCI but more CABG. They interpret this relative change as physicians substituting a more remunerative, but risker procedure (CABG) for a less remunerative, safer procedure (PCI). However, their assumption that physicians have financial incentives to prefer CABG over PCI is problematic; we summarize our concerns in a note.
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As we did for imaging tests, we present leads-and-lags graphs in event time, simple DiD regressions, and distributed lag regressions. However, in the regressions, we use physician FE rather than patient FE, for the reasons discussed above.
Leads and Lags Graphs for Cardiac Procedures
Figure 2 provides leads-and-lags graphs for cardiac procedures. Graphs without physician FE are on the left; graphs with physician FE are on the right. [*to be rewritten once I see both graphs, buth what is here is wrong, there is a drop in LHC rates year +3] For LHC, there is no obvious post-reform trend. However, there is evidence of a rising pre-reform trend between years -5 to 0. If that trend would have continued without reform, then the flattening in relative rates after year 0 might be interpreted as causal effect of damage caps, in reducing LHC rates.
For PCI, there is also some evidence of a rising relative trend, prior to reform, followed by a drop through year +3, and then partial recovery by year +6. A competing explanation is cardiologist response to the Courage trial, whose results were released in calendar 2007 (Boden et al., 2007) , thus in event years +2 to +5, depending on state. This trial compared PCI to medical management for stable CAD, and found that PCI did not reduce either cardiovascular event rates or mortality from myocardial infarction (heart attack), when combined with optimal medical therapy. The response to this trial could plausibly vary by state, although we know of no reason to expect a larger response in the New-Cap states. If we assume that the pre-treatment trend would have continued after reform, the PCI graph provides some evidence for a post-cap drop in PCI rates in treated states. Our overall judgment is that the post-reform decline in relative PCI rates could be a response to tort reform, but that one cannot have much confidence in that attribution.
For CABG, there is some year-to-year bouncing, in both the pre-treatment and post-treatment period, but no strong visual evidence of a post reform change, in either level or trend. There is a possible trend toward lower relative CABG rates beginning in year +3.
The "any revascularization" results are driven by PCI, which is more common than CABG. These results should be interpreted with caution, because they implicitly assume that the clinical choice is to revascularize or not, with PCI and CABG as substitutes. Actual decision making is more complex. For patients without acute symptoms, the principal choice will often be medical management versus PCI; for others, with stronger need for revascularization, but no acute heart attack, the principal choice may be PCI versus CABG; while for patients with acute heart attack, the immediate intervention will be PCI, which may later be followed by CABG.
Overall, there is evidence of a modest drop in interventions, in contrast to the rise in non-invasive testing we saw in Section 4.1. Table 3 , for cardiac procedures, is similar in structure to Table 2 , for imaging tests. It presents the results for simple DiD (Panel A) and distributed lag regressions (Panel B) for the three procedures and for any revascularization. Regressions (1)-(4) do not use either beneficiary or physician FE; made (patient advice provided) by cardiologists, not cardiac surgeons. Non-invasive cardiologists should be neutral between the two approaches. Invasive cardiologists perform PCI but not CABG, and thus have financial incentives to perform PCI; while their malpractice risk concerns point toward referring patients to cardiac surgeons for CABG, so that someone else bears the malpractice risk. Thus, reducing malpractice risk should strengthen the incentives of interventional cardiologists to prefer PCI.
Regression Results for Cardiac Procedures
regressions (5)- (8) add physician FE. The simple DiD point estimates are uniformly negative, and are statistically significant for LHC and marginally significant for all revascularization. However, the point estimate are economically modest -the implied percentage drops are 2.5% for LHC 3% for PCI, and 3% for CABG.
These results strengthen in the distributed lag regressions, which allow for a gradual effect of cap adoption on clinical practice. The sums of coefficients are always larger in magnitude than the simple DiD coefficients, and are now statistically significant for any revascularization and marginally significant for PCI. The point estimates remain economically modest at around 4% for both LHC and any revascularization. Taken the leads-and-lags graphs and the regressions together, we have evidence -less than definitive -of a modest post-cap decline in procedure rates. 
Results for Medicare Spending
Laboratory and Radiology Spending
We turn next to spending and first consider the subcategories of Part B spending for radiology (including SPECT, MRI, and CT scans), laboratory tests, and combined lab and radiology spending. These spending categories are expected to be sensitive to a drop in assurance behavior. Our findings for spending in these categories is consistent with our assessment in Part 4 that damage caps, if anything, predict higher imaging rates.
13 Figure 3 provides leads and lags graphs for laboratory spending, radiology spending, and both categories combined. Radiology spending shows reasonably flat pre-treatment trends, and thus support the parallel trends assumption. The individual year point estimates are positive and statistically significant for each year from +1 on. There is a decreasing trend for laboratory spending during the pre-treatment period which is reversed around the time of damage cap adoption. Although all the point estimates are small and statistically insignificant, this trend reversal can be interpreted as causal effect of damage cap. Combined lab and imaging spending rises gradually after reform, but it is not statistically significant for each individual year. This result is robust to multiple alternative specifications. Table 4 , columns (1)-(3) presents the results of simple DiD and distributed lag regressions for lab, radiology, and all testing spending. In the simple DiD regressions, we find a small positive, but statistically insignificant coefficient on damage cap dummy for lab spending -the point estimate is $3.5 (around 1.6% of base spending). For radiology spending, we find a larger and statistically significant coefficient of around $10.6 (5.3% of base spending). The point estimate for combined lab and radiology spending is statistically significant and implies a spending rise of around 3.3%. The distributed lag results are similar. Taking the graphical and regression results together, there 12 Our point estimates for PCI, CABG, and revascularization can usefully be compared with A&S. We estimate similar percentage drops in PCI and in total revascularization rates (A&S do not report percentage changes; we construct them from other data that they do report). But they find that CABG rates rise; we find that they fall; their estimate is well outside our 95% confidence bounds. The differing results can have a number of sources, including differing samples, differing reform events (they include West Virginia, which reduced its cap level in 2003, but exclude Illinois and lack data for Mississippi and pre-reform data for Oklahoma). Their CABG estimates also appear fragile -they do not appear in the partial leads-and-lags results that A&S report. 13 We study radiology spending rather than the slightly broader category of imaging spending because spending data for tests that would be considered imaging but not radiology is not consistently captured in the early years of our dataset.
is evidence supporting higher combined lab and radiology spending following cap adoption, driven principally by higher radiology spending.
Overall Medicare Spending
We turn next, and last, to an assessment of the effect of damage caps on overall Medicare spending, a topic studied in several prior papers. Our principal contribution is to re-examine this issue with a large, patient-level dataset. We examine separately Part A spending, Part B spending, and total (Part A + Part B) spending.
Leads and Lags Results for Overall Spending
Figure 3 provides leads and lags graphs for these broad spending categories. The Part A graph shows a possible declining trend in relative spending prior to reform -actual spending increases in both new-cap and no-cap states, but increases a bit faster in no-cap states. The downward trend flattens out in year -1 and remains flat through year +1, followed by a drop through year +4, and then a recovery through year 6+. This delayed decline could be a temporary response to cap adoption. Overall, the Part A graph provides little evidence that cap adoption meaningfully affects Part A spending.
Part B spending increases after damage cap adoption through year +5, followed by a recovery by year 6+. However, there is some evidence of a pre-treatment trend toward higher spending which begins around year -5. The post-cap increase in part B spending could reflect continuation of this pre-treatment trend, rather than a true response to cap adoption.
The total spending graph is a blend of the Part A and Part B graphs: There is a declining trend between years -5 to -2, then an increasing period over years -2 to +1, a slight decrease in years +1 to +4, well short of statistical significance, and then a recovery by year 6+. We do not find strong evidence of decline in Medicare spending after damage cap adoption. Part B spending graph offers mild evidence of higher post-cap spending, and Part A graph provides evidence of a temporary decline. It is also troubling that there is evidence of non-parallel trends for both Part A and part B spending, even though these trends roughly offset each other, leading to a reasonably flat pretreatment trend for total spending. Table 4 , columns (3)-(5) presents simple DiD and distributed lag regressions for Part A, Part B, and total Medicare spending. Simple DiD point estimates for Part A spending is small and negative (at $17) and statistically insignificant. In contrast, the point estimate for Part B spending is $24 in additional spending (about 1% of base spending of $2,400) and is statistically insignificant.
Regression Results for Overall Spending
The magnitudes of all coefficients slightly increase in the distributed lag regressions for radiology, lab, and part A spending, and it slightly decrease for Part B spending. consistent with the gradual rise we see in the leads-and-lags graphs. The Part A point estimate rises to 22 (around a 1% rise), but remains insignificant. The Part B point estimate drops to $19 and remains statistically insignificant. The total spending estimate is a negligible $2 decline and it is statistically insignificant. However, in the array of additional specifications we present in Table 5 , the coefficient estimates for Part A spending are quite variable, and drive similar variability in total spending.
Comparison to Prior Results on Medicare Spending
Our results for overall Medicare spending can usefully be compared to Paik, Black, and Hyman (2017) . They have only county-level data (rather than the patient-level data we rely on, but smaller standard errors, because they have data for the entire Medicare population; we have only a 5% sample). They found higher post-cap Part B spending, with no evidence for a change in Part A spending. In Figure 4 , we illustrate the similarity in estimates for Part A and Part B spending by plotting both sets of results together (we convert our dollar estimates to percentages).
For Part B spending, our estimates and the Paik, Black and Hyman estimates are close to each other through year +2, and start diverging after, but both set of estimates are insignificant. For Part A spending, our estimates are similar to Paik, Black and Hyman for most years, they diverge in years +2 through +4.. The overall consistency of results across both papers, especially for part B spending, lends additional credibility to both sets of estimates.
Effects of Damage Caps on Mortality Measures
One of the consequences of damage cap adoption can deteriorate health outcomes if the policy leads to fewer test and procedures, which are essential for patients' health. We should not expect any impact on health outcomes since we only observe modest effect on utilization. In fact, the testing rates if anything increased for cardiac stress testing, CT, and MRI. We observe small decline in PCI and CABG rates, and it is likely that these marginal declines are the cases with little clinical values. We confirm this by looking at the various mortality rates as a measure of health outcomes. Figure 6 presents the leads and lags graph for overall mortality rate. There is some yearto-year bouncing, in both the pre-treatment and post-treatment period, but no visual evidence of a post reform change. We also estimate the effect of damage cap adoption on the mortality one year after hospitalization (presented in Appendix), and confirm that damage cap did not have any impact on mortality.
Additional Results and Limitations
We conduct an array of robustness and sensitivity tests on our main results reported above. We report selected results in this section and Table 5 , and other results in the Appendix. In Table 5 , Panel A presents results for imaging tests, and cardiac procedures; Panel B presents spending results.
Results with Varying Fixed Effects
We have a random 5% sample of Medicare fee-for-service beneficiaries that would allow us to follow beneficiaries over time. We can also observe the physicians who treated these beneficiaries over time. We exploit this unique feature of database for alternative specifications. First, we include physicians fixed effects in our specification, and in the second specification we include beneficiary fixe effects. This would allow us to capture some unobserved patient and physician characteristics that might derive health care utilization.
Results with Physician Fixed Effects
Including physician FE would allow us to investigate the change in probability of ordering specific tests by the same physician in the treatment states relative to physicians seeing similar patients in control states before and after damage cap adoption. We cannot conduct analysis with for Part A, and total spending because Part A claims consists of bundle of services that might be involved multiple healthcare providers which is unobserved to us. For imaging tests and procedures, we restrict the sample to those who have ordered 2+ of that test or procedure. For spending, we include all the physicians in our database. We then extract the entire cohort of patients who were visited by these physicians. We estimate Yijzt=αi + δz + γt + λ (Xjt) + θ1(Xct) + θ2 (Xct) + β*(capst) + εizt
Here i indexes physician (the αi are physician fixed effects), j indexes patient cohort who were visited by physician i, z indexes zip-code (δz are zip-code fixed effects), and t indexes year (γt is year fixed effect). Yijzt is either number of imaging tests and procedures ordered per all patients visited by any physician in any given year, or the average spending per patients for any physician. Xjt is a vector of patient cohort characteristics who were visited by each physician. It includes average age, percent patients male, percent of patients white, percent patients black, percent patients Hispanic, and 17 variables for percent patients with any of the Charlson comorbidity index. The remaining variables have similar definition as those in equation 1
Leads and lags graphs for imaging tests are reported in Figure 6 . Leads and lags graphs are very similar to those without physician fixed effects for stress test and CT-Scan. Leads and lags graphs for MRI shows an increase starting right after damage cap adoption when physician fixed effects are not included; however, increase in MRI rate appears with a delay when we include physician FE. Results for cardiac interventions are presented in Figure 7 . Results are very similar to those without physician FE, one notable difference is that the standard errors are generally larger when physician Fixed effects are included. Figure 9 presents the results for spending, Consistent with the previous findings, we observe evidence of increase in radiology spending, and perhaps Part B spending. Differential pre-treatment trends is more evident in the specifications with physician fixed effects. Increase in laboratory spending is more evident in the specifications with physician fixed effects. Overall, inclusion of physicians Fixed effects do not change our conclusion about the effect of damage caps.
Results with Patient FE
We include patient fixed effects in an alternative specification for robustness check. The patient and zip-code FE convey the strong advantage of controlling for otherwise unobserved, timeinvariant patient and geographic characteristics. Patient fixed effects allow us to capture any timeinvariant patient characteristics, including health status at the time of treatment, and health behaviors. The extensive fixed effects and patient and county covariates let us assess -in effect --whether damage cap adoption predicts a change in imaging rates, or Medicare spending, for the same patient, in the same location, controlling for overall time trends and changes in patient and county characteristics.
Inclusion of patient fixed effects has a cost of effective sample size. They imply that we are studying the effect of reform only for patients who receive the same test or procedure both before and after reform, in the same zip code. This can be a restrictive assumption for less common procedures. We present a measure of effective sample size for our outcomes in the appendix. The effective sample sizes for patients in new-cap states remain large for spending and for the more common tests (any stress test, CT scan, MRI) but drop to around 16,000 for LHC, 3,500 for PCI and only 64 for CABG. We present the results with patient fixed effects for more common tests in the appendix. Results are in general agreement with the previous findings but there is less evidence of differential pre-treatment trends when we include patient fixed effects.
Results with Fewer or More Covariates
In addition to our basic patient, zip code and year FE, we use extensive patient-and county-level covariates, to control for time varying factors that could affect our outcome variables. However, no set of covariates can completely control for patient health. We therefore sought to assess whether our results were sensitive to the covariates we included, by rerunning our regressions with either (i) no covariates at all; (ii) all covariates except the dummy variables for the 17 elements of the Charlson comorbidity index; and (iii) our main covariates plus additional county-level health covariates for percent of the population obese, with diabetes, inactive, rate of death from heart disease, and percent of the population smokes daily (state-level).
14 If we remove all time-varying covariates, inference is again similar (see Table 5 ). The coefficients and standard errors for the outcomes that are significant in our main specification rise; all outcomes remain significant except LHC. MRI, and Part B spending coefficients become statistically significant. Part A spending switches sign but remain statistically insignificant. .
Our main specification includes Charlson dummy variables to account for differences in patient health, which may affect treatment. We expect sicker beneficiaries, with more comorbidities, to consume more healthcare. However, causation could also run from local practice norms  healthcare utilization  more reported comorbidities. If so, controlling for comorbidities could mask the effect of tort reform. Coefficients become larger after excluding Charlson comorbidity index, and previously statistically significant results remain significant, and Part B spending becomes statistically significant in the new specifications. The coefficient for Part A spending switches sign
Motivated by the differences in estimates between the all-and no-covariates results, we searched for additional potential covariates, and found data on several county-level health characteristics (listed above). Results reported in the Appendix, are similar to our main specification.
Controlling for Other Tort Reforms
Notwithstanding our doubts, discussed above, about whether this is a sensible approach, we reran our regressions, controlling for seven other tort reforms (punitive damages cap, punitive damages evidence reform, collateral source reform, split recovery reform, periodic payment reform, certificate of merit requirements, and removal or weakening of joint and several liability). We present results for non-econ cap dummy in Table 5 , and results for all reforms in the Appendix.
Coefficients and standard errors for the outcomes that are significant in our main specification become larger, and estimates for Any stress test becomes only marginally significant due to larger standard errors. Part B spending becomes statistically significant due to coefficient.. There is more variability in the coefficients for other outcomes.
Results with Broad Control Group
We reran all results using the broad control group, which includes both the 20 no-cap states and 22 old-cap states. We present leads-and-lags graphs with the broad control group in the Appendix. Table 5 presents our simple DiD results with the broad control group. The principal difference is that the negative coefficients for CABG strengthen and become statistically significant. Results with the two control groups are generally larger and more precisely estimated. This is consistent with leads and lags graphs (see Appendix), year by year coefficients are larger when we use the broad control group.
Adding State-specific Trends
A common robustness check, when non-parallel state trends may exist, is to add state-specific linear time trends. This model assumes that any non-parallel trends would have continued in the post-treatment period. We present simple DiD results with these trends in Table 5 , for both the narrow and broad control groups. The largest change is for CT scans; the coefficient reverses sign and is statistically insignificant, with narrow control group, and becomes much smaller with broad control group and statistically insignificant. The coefficients switch sign for LHC, CABG, and PCI/CABG with both control groups. PCI coefficients becomes nearly zero with narrow control group, and switches sign with broad control group. .
Inference is similar for lab and radiology spending. However, the results for broader spending categories move quite a bit. The Part B coefficient strengthen and becomes statistically significant, and the Part A coefficients switch sign.
Equal State Weights and Leave One Out Regressions
We assess whether our results are driven by a particular state by: (i) including analytical weights in our regressions, which give equal weight to each treated state (our main specification gives equal weight to each beneficiary, and hence greater weight to larger states) 15 ; and (ii) conducting "leave-one-out" regressions, in which we reran our results after removing one new-cap state from the sample. We present results in the Appendix. Coefficients are very similar for the results that are robust in Table 5 (Any Stress Test, radiology spending, and combined lab and radiology spending).
7.7.. Results with Synthetic Controls
We conducted synthetic control analyses, following Abadie, Diamond and Hainmueller (2010) , for all results. The synthetic controls method does not provide analytical standard errors, but does permit qualitative examination of whether the trends we find for the new-cap states, taken together, are consistent across states. The results are mixed. For Any Stress Test, for example, rates rise in 6 treated states relative to their synthetic controls, but fall in the other three; for CT scans, rates rise in 5 treated states, fall in one state, and are similar in the other three states.
Overview of Additional Tests
Which of our results seem strong, and which more fragile, after this array of additional tests? The results for Any Stress Test, and Radiology spending are robust across specifications. The CT scan results are otherwise strong, but disappear entirely with linear state trends. This concern is muted by the flat pre-treatment trends for CT scans (see Figure 1) . MRI results are always positive but only statistically significant in some specifications.
The other results are less strong. Lab spending is always positive, but is significant only for the broad control group. Part B spending is significant in most specifications, but is not statistically significant in the main specification. Part A spending is never significant, and changes sign in some alternative specifications. Total Medicare spending is only occasionally significant.
Discussion
Plausibility: Why Might Imaging Rates Rise?
Our results for imaging rates are puzzling. The usual defensive medicine story posits that physicians overtest to protect against liability, and predicts that testing rates will fall after reform. In an alternative story above, tort reform could lead to both less assurance behavior (hence less testing and associated spending) but also less avoidance behavior (hence more spending), with no prediction for overall spending. But this alternative story does not explain why testing rates would rise. Nor can a third story, in which physicians test for multiple reasons, and don't react much to a change in malpractice liability.
Can a post-reform rise in testing rates be explained on theoretical grounds? We believe that it can, at least in part, based on close assessment of clinical context. That assessment has not been pursued in the defensive medicine literature. Consider the rise in stress testing rates. Physicians can assess the likelihood of CAD, and the possible need for intervention, by (i) starting with a stress test, and then proceeding to LHC if the stress test is positive or ambiguous for CAD; or (ii) starting with LHC. In Farmer et al. (2017) , we use a physician FE specification, and find that initial screening rates do not change. Moreover, progression from an initial stress test to a followup LHC falls. Progression from initial ischemic evaluation to revascularization through PCI or CABG also falls. These results are consistent with physicians being more willing to tolerate clinical ambiguity when med mal risk falls, by: (i) accepting the less precise results from stress testing; and (ii) intervening less often, and relying instead on medical management.
A similar story can be told for other imaging tests. Consider the common case in which a patient comes to the emergency department (ED) with ambiguous symptoms. The emergency physician can either admit the patient for more careful evaluation, or conduct a "rule-out" MRI or CT scan, and then release the patient if the test is negative. In a lower-med-mal-risk environment, the physician may be more willing to "test and release" instead of admit. Testing rates would rise, but admissions from the ED would fall. Further research is needed to assess whether this story fits the data.
In a similar vein, physicians often face a choice between inpatient and outpatient surgery. In a lower-risk environment, they may be more willing to opt for outpatient surgery, which is lower cost and more convenient for the patient, but conveys small risks of adverse operative events (for example, severe allergic reaction to anesthesia) which cannot be addressed in in an outpatient setting. Such a shift could explain why we find some evidence of differential trends for Part A and Part B spending.
Heterogeneous Responses to Tort Reform
Damage caps are prominent on the state and national reform agendas because they are seen as a simple policy lever, which proponents claim will reduce defensive medicine and thus healthcare spending. One core message from the array of results presented here is that clinical response to this crude policy level is nuanced, and depends on clinical context. Rates appear to rise for several common imaging tests, and for overall lab and imaging spending, yet likely fall for the common cardiac interventions.
A second core message from our findings is that writ large, the "adopt damage caps, reduce spending" story lacks empirical support. Instead, measures that seek to reduce overtreatment will need to be targeted to particular areas of concern.
Limitations
Our study, like most others in this literature, is limited to the Medicare fee-for-service population; that is where the data is. Our results may not generalize to other populations, such as the uninsured or commercially insured populations. We study only third-wave damage cap adoptions, during 2002-2005. The second-wave reforms of the mid-1980s could have had different effects on healthcare spending.
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As we note above, the new-cap states are not a random subset of all states. They have higher stress testing and LHC rates than other states, and somewhat higher Medicare spending that the narrow control group of no-cap states. This affects the reliability of any inference that the post-cap changes we observe are caused by the cap adoptions.
It is unfortunate that CMS generally provides researchers who want national Medicare data with only a 5% sample, which is around 2 million beneficiaries. We turn out to be underpowered to reliably find statistical significance for changes in LHC and revascularization rates in the range of our point estimates, of around 4-5%.
Conclusion
Damage caps are physicians' preferred remedy for med mal risk. Physicians have long claimed that fear of med mal risk leads them to practice defensive medicine, including ordering unnecessary tests. Many policymakers have accepted the argument that adopting damage caps will reduce defensive medicine and thus reduce healthcare spending. We report evidence, from a careful study with a large, patient level dataset, of a much more complex and nuanced response to caps. Cardiac stress testing rates rise, instead of falling, MRI and CT scan rates likely rise as well, and overall Medicare lab and radiology spending also increases. Yet cardiac interventions do not rise, and likely fall -consistent with physicians continuing to conduct rule-out testing in a lowmed-mal risk environment, but then -at least for cardia patients --tolerate more clinical ambiguity and engage in less revascularization. There is no evidence of a fall in overall Medicare spending and, consistent with a recent prior paper (Paik et al., 2017) , some evidence of higher Part B spending.
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Figure 1. Imaging Rates: Leads and Lags Graphs of Effect of Damage Cap Adoption
Leads and lags regressions (linear probability model) of dummy variables for whether a patient had the indicated imaging test in a given year, for 9 new-cap states, versus narrow control group of 20 no-cap states , over 1999-2011. Leads and lags coefficients are multiplied by 1,000, so provide predicted effect of cap on annual rates per 1,000 patients. Regressions include zip-code, and year fixed effects, and covariates described in section 3.1. y-axis shows coefficients on lead and lag dummies; vertical bars show 95% confidence intervals (CIs) around coefficients, using standard errors clustered on state. Coefficient for year -3 is set to zero. Left hand graphs exclude, but right-hand graphs include, patient FE. 
Figure 2-Cardiac Intervention Rates: Leads and Lags Graphs of Effect of Damage Cap Adoption
Leads and lags regressions (linear probability model) of dummy variables for whether a patient had the indicated procedure in a given year, for 9 new-cap states, versus narrow control group of 20 no-cap states, over 1999-2011. Coefficients on leads and lags are multiplied by 1,000, so provide predicted effect of cap on annual rates per 1,000 patients. y-axis shows the coefficients on the lead and lag dummies; vertical bars show 95% CIs around coefficients, using standard errors clustered on state. Coefficient for year -3 is set to zero. Left hand graphs exclude, but righthand graphs include, physican FE. Sample and covariates are same as in Figure 1 . 
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Figure 6-Mortality: Leads and Lags Graphs of Effect of Damage Cap Adoption
Leads and lags regressions (linear probability model) of dummy variables for whether a patient had died in a given year, for 9 new-cap states, versus narrow control group of 20 no-cap states, over 1999-2011. Coefficients on leads and lags are multiplied by 1,000, so provide predicted effect of cap on annual rates per 1,000 patients. Regressions include patient, zip-code, and quarter fixed effects, patient age dummies (for year of age, from 65 on), 17 dummy variables for elements of Charlson comorbidity index (measured annually using data from that year), and other covariates listed in Table 1 . y-axis shows coefficients on lead and lag dummies; vertical bars show 95% confidence intervals (CIs) around coefficients, using standard errors clustered on state. Coefficient for year -3 is set to zero. Sample includes 12,020,886 observations of 1,991,821 distinct beneficiaries. 
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. Imaging Rates: Leads and Lags Graphs with Physician Fixed Effects
Leads and lags regressions (linear probability model) of dummy variables for whether a patient had the indicated imaging test in a given year, for 9 new-cap states, versus narrow control group of 20 no-cap states , over 1999-2011. Leads and lags coefficients are multiplied by 1,000, so provide predicted effect of cap on annual rates per 1,000 patients. Regressions include physician, zip-code, and year fixed effects, and covariates described in section 3.1. yaxis shows coefficients on lead and lag dummies; vertical bars show 95% confidence intervals (CIs) around coefficients, using standard errors clustered on state. Coefficient for year -3 is set to zero. Sample includes 14,057,920 observations of XX distinct beneficiaries.
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Figure 7-Cardiac Intervention Rates: Leads and Lags Graphs with Physician FE
Leads and lags regressions (linear probability model) of dummy variables for whether a patient had the indicated procedure in a given year, for 9 new-cap states, versus narrow control group of 20 no-cap states, over 1999-2011. Coefficients on leads and lags are multiplied by 1,000, so provide predicted effect of cap on annual rates per 1,000 patients. y-axis shows the coefficients on the lead and lag dummies; vertical bars show 95% CIs around coefficients, using standard errors clustered on state. Coefficient for year -3 is set to zero. Sample and covariates are same as in Figure 1 . 
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Figure 8-Spending: Leads and Lags Graphs with Physician FE
Leads and lags regressions (linear probability model) of dummy variables for whether a patient had the indicated procedure in a given year, for 9 new-cap states, versus narrow control group of 20 no-cap states, over 1999-2011. Coefficients on leads and lags are multiplied by 1,000, so provide predicted effect of cap on annual rates per 1,000 patients. y-axis shows the coefficients on the lead and lag dummies; vertical bars show 95% CIs around coefficients, using standard errors clustered on state. Coefficient for year -3 is set to zero. Sample and covariates are same as in Figure 1 . Imbens and Rubin, 2015) . t-test is for two-sample difference in means.
Laboratory Spending
*, **, *** indicates statistical significance at the 10%, 5%, and 1% level; significant differences at 5% level are in boldface. Panel A: Simple DiD. Difference-in-differences regressions of dummy variables for whether a patient had the indicated procedure in a given year.
Panel B: Distributed lags. Distributed lag regressions of dummy variables for whether a patient had the indicated procedure in a given year.
Both panels:
Regressions use linear probability model. Coefficients on cap-related variables are multiplied by 1,000 , to provide predicted effect of cap on annual rates per 1,000 patients. Sample, main variables, covariates, and fixed effects are same as in Table 2 ; coefficients on covariates are suppressed. Regressions (5) Both panels: Sample, main variables, covariates, and fixed effects are same as in Table 2 ; coefficients on covariates are suppressed, but presented in the Appendix for simple DiD.. Amounts in 1999 $. Standard errors, clustered on state, in parentheses. *,**, *** indicates statistical significance at the 10%, 5%, and 1% level, respectively. Significant results, at 5% level or better, in boldface.
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