This paper studies uniqueness of weak solutions to an electrohydrodynamics model in R d d 2, 3 . When d 2, we prove a uniqueness without any condition on the velocity. For d 3, we prove a weak-strong uniqueness result with a condition on the vorticity in the homogeneous Besov space.
Introduction
We consider the following model of electrokinetic fluid in R d × 0, ∞ 1, 2 :
∂ t u u · ∇u ∇π − Δu Δφ∇φ, 
1.8
Here BMO denotes the functions of bounded mean oscillation. Ogawa and Taniuchi 9 obtained the uniqueness criterion:
∇u ∈ L Log L 0, T;Ḃ The aim of this paper is to generalize the results of 4, 9 . We will prove the following results. 
for any T > 0. 
for any T > 0.
Let η j , j 0, ±1, ±2, ±3, . . ., be the Littlewood-Paley dyadic decomposition of unity that
To fill the origin, we put a smooth cut off ψ ∈ S R 3 with ψ ξ ∈ C ∞ 0 B 1 such that
The homogeneous Besov spaceḂ
It is easy to prove the existence of weak solutions 14 and thus we omit the details here; we only need to derive the estimates 1.12 and 1.13 and prove the uniqueness.
Proof of Theorem 1.1
First, by the maximum principle, it is easy to prove that
Testing 1.3 by 1 log n and testing 1.4 by 1 log p, respectively, using 1.2 , summing up the resulting equality, we obtain n log n p log p dx 4
2.2
Substracting 1.4 from 1.3 , we see that
Testing the above equation by −φ, using 1.5 and 2.1 , we see that Using the Gagliardo-Nirenberg inequality,
we deduce that
Since
14 by the Hölder inequality. Similarly, we have
It is easy to show that
Now we are in a position to prove the uniqueness. Let u i , π i , n i , p i , φ i i 1, 2 be two weak solutions to the problem 1.1 -1.6 . Also let us denote
We define N and P satisfying the following equations:
It is easy to verify that
Testing 2.20 by N, we derive
2.23
Using 2.10 , 2.18 and 2.19 , each term I i i 1, 2, 3, 4 can be bounded as follows:
2.24
Abstract and Applied Analysis 7 Substituting these estimates into 2.23 , we obtain
2.25
Similarly for the p-equation, we get
2.26
Testing 2.22 by −φ, using 1.5 , we deduce that
2.27
Using 2.10 , 2.18 , and 2.19 , each term J i i 1, 2, 3, 4 can be bounded as follows:
Abstract and Applied Analysis
2.28
Substituting these estimates into 2.27 , we have
It is easy to find that u satisfies ∂ t u u 2 · ∇u u · ∇u 1 ∇π − Δu Δφ∇φ 1 Δφ 2 ∇φ.
2.30
Testing this equation by u, using 1.2 , we have
2.31
Using 2.10 , each term i i 1, 2, 3 can be bounded as follows:
2.32
Substituting these estimates into 2.31 , we have
2.33
Combining 2.25 , 2.26 , 2.29 , and 2.33 , using 2.8 , 2.11 , 2.12 , 2.13 , and the Gronwall inequality, we conclude that
and thus n p 0.
2.35
This completes the proof.
Proof of Theorem 1.3
By the same calculations as that in 11 , we can prove 1.13 and thus we omit the details here. Now we are in a position to prove the uniqueness. We still use the same notations as that in Section 2, and similarly we get 2.23 . But each term I i i 1, 2, 3, 4 can be bounded as follows:
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Abstract and Applied Analysis by the Gagliardo-Nirenberg inequality,
by the Gagliardo-Nirenberg inequality,
3.3
Now we decompose u 1 into three parts in the phase variable:
3.4
Thus
: I 31 I 32 I 33 .
3.5
Recalling the Bernstein inequality,
the low-frequency part is estimated as
3.7
The second term can be bounded as follows:
3.8
On the other hand, the last term is simply bounded by the Hausdorff-Young inequality as
12
Choosing M properly large so that C2 −M/2 ≤ 1/36 and C2 −M ∇u 1 Ḃ 0 ∞,∞ ≤ 1, we reach
3.10
Substituting the above estimates into 2.23 , we obtain
3.11
Similarly for the p-equation, we have
3.12
As in Section 2, we still have 2.31 . But each term i i 1, 2, 3 can be bounded as follows:
3.13
Abstract and Applied Analysis 13 by the Gagliardo-Nirenberg inequality,
3.14 by the Gagliardo-Nirenberg inequality
3.15
By the similar calculations as that of I 3 , 3 can be bounded as follows:
1 log e ∇u 1 Ḃ 0 ∞,∞ .
3.16
Substituting the above estimates into 2.31 , we have
3.17
Combining 3.11 , 3.12 , and 3.17 , using 1.13 and the Gronwall inequality, we arrive at N P 0, u 0, 3.18 as thus n p 0, ∇φ 0.
3.19
