This work introduces the network uncertainty quantification (NetUQ) method for performing uncertainty propagation in systems composed of interconnected components. The method assumes the existence of a collection of components, each of which is characterized by exogenous-input random variables (e.g., material properties), endogenous-input random variables (e.g., boundary conditions defined by another component), output random variables (e.g., quantities of interest), and a local uncertainty-propagation operator (e.g., provided by stochastic collocation) that computes output random variables from input random variables. The method assembles the full-system network by connecting components, which is achieved simply by associating endogenous-input random variables for each component with output random variables from other components; no other inter-component compatibility conditions are required. The network uncertainty-propagation problem is: Compute output random variables for all components given all exogenous-input random variables. To solve this problem, the method applies classical relaxation methods (i.e., Jacobi and Gauss-Seidel iteration with Anderson acceleration), which require only blackbox evaluations of component uncertainty-propagation operators. Compared with other available methods, this approach is applicable to any network topology (e.g., no restriction to feed-forward or two-component networks), promotes component independence by enabling components to employ tailored uncertaintypropagation operators, supports general functional representations of random variables, and requires no offline preprocessing stage. Also, because the method propagates functional representations of random variables throughout the network (and not, e.g., probability density functions), the joint distribution of any set of random variables throughout the network can be estimated a posteriori in a straightforward manner. We perform supporting convergence and error analysis and execute numerical experiments that demonstrate the weak-and strong-scaling performance of the method.
1. Introduction. Many systems in science and engineering-ranging from power grids to gas transfer systems to aircraft-comprise a collection of a large number of interconnected components. Performing uncertainty propagation in these systems is often essential for quantifying the influence of uncertainties on the performance of the full system. Naïvely, performing full-system uncertainty propagation in this context requires (1) integrating all component models into a single deterministic full-system model, and (2) executing uncertainty propagation using the deterministic full-system model. The first step is often challenging or impossible, as components are often characterized by vastly different physical phenomena and spatiotemporal scales, ensuring compatibility between the meshes of neighboring components is difficult, and components are often modeled using different simulation codes that can be difficult to integrate. If the first step is achievable, then the second step may still pose an insurmountable challenge due to the large-scale nature of the deterministic full-system model.
To address these challenges, researchers have developed several classes of methods that aim to decompose the full-system uncertainty-propagation problem into tractable subproblems. Ideally, such a method should satisfy several desiderata. First, the method should promote component independence. For example, each component should be able to use a tailored uncertainty-propagation method, as it has been shown that different uncertainty-propagation methods are better suited for different physics (see, e.g., Ref. [14] ); in addition, the approach should avoid any coupled-component deterministic solves. Second, to be widely applicable, the method should not be restricted to systems with particular component-network topologies, as systems often comprise complex assemblies of components with two-way coupling between neighboring components. Third, the method should characterize uncertainties using functional representations of random variables, and should not be restricted to particular functional representations. Characterizing random variables using functional representations (i.e., as functions acting on the sample space) allows for the joint distribution of any set of random variables throughout the system to be estimated straightforwardly, and also facilitates other post-processing activities (e.g., variance-based decomposition). Supporting general representations is also important, as techniques restricted to polynomial-chaos representations [23, 44] , for example, are not compatible with other widely used random-variable representations [42, 9, 10] .
The first class of methods replaces component high-fidelity models with component surrogate models, and subsequently computes inexpensive full-system samples either by propagating deterministic samples within a feed-forward network [35, 39] , or by using domain-decomposition methods to converge these full-system samples [32] . We point out that while these methods can significantly reduce the computational cost of full-system uncertainty propagation, they do not decompose the uncertainty-propagation task itself; thus, these methods do not enable each component to use a tailored uncertainty-propagation method. Relatedly, Ref. [22] generates a surrogate model for the coupling variables across the system to facilitate generating full-system samples; however, this approach requires generating deterministic full-system samples to construct the surrogate model.
The second class of methods considers coupled two-component systems and restricts attention to polynomial-chaos representations of random variables. These techniques focus primarily on reducing the dimensionality of the stochastic space considered by each component; Refs. [4, 3, 5] employ Gauss-Seidel iteration to update the random variables for each component (analogous to overlapping domain decomposition), while Refs. [15, 36] propose intrusive coupled formulations (analogous to non-overlapping domain decomposition). Alternatively, Ref. [12] considers linear feed-forward systems and exploits the fact that-for such systems-the uncertainty-propagation problems for different PCE coefficients decouple. We note that these techniques do not consider the case where input random variables may be shared across components, which may occur, for example if two components share a boundary condition with uncertainty.
The third class of methods models a given component-based system as a network of interconnected components, and propagates probability distributions through the resulting network. The first contribution [1] restricted attention to feed-forward networks, while follow-on work [24] considered extensions to coupled two-component networks. Critically, because a random variable's marginal distribution does not completely characterize its functional behavior, these approaches encounter challenges for certain uncertainty-quantification tasks, e.g., computing the joint distribution between random variables, compute Sobol' indices for variance-based decomposition. However, Ref. [1] provided a clever mechanism for recovering joint distributions in the case of feed-forward networks. A related approach [38] replaces coupling variables with conditional probability densities and subsequently generates full-system samples by propagating samples through the resulting feedforward network; however, this approach does not account for joint distributions between system inputs and coupling variables.
The fourth class of methods stems from the field of multidisciplinary design optimization, and is typically carried out in a reliability-analysis context [46] . Such methods are adopted from related deterministic approaches via either matching moments [26, 19, 13] or reformulating reliability conditions as probabilistic constraints, i.e., enforcing interface-matching violation to occur with specified low probability [30] . In both cases, these approaches enable full-system uncertainty propagation by introducing first-order, local perturbation assumptions with no support for general functional representations, or by introducing strong decoupling assumptions that restrict the set of supported network topologies [33] .
To satisfy the aforementioned desiderata and overcome some of the limitations of previous contributions, this work proposes the network uncertainty quantification (NetUQ) method, which is inspired by classical relaxation techniques commonly employed in overlapping domain decomposition. The method simply assumes the existence of a collection of components, each of which is characterized by (1) exogenous-input random variables (e.g., boundary conditions, material properties, geometric variables), (2) endogenous-input random variables (e.g., boundary conditions imposed by a neighboring component), (3) output random variables (e.g., quantities of interest), and (4) an uncertainty-propagation operator that computes output random variables from input random variables (e.g., non-intrusive spectral projection, stochastic Galerkin projection). In particular, different components can employ different functional representations of random variables and different uncertainty-propagation operators. To construct the network (i.e., a directed graph) from this collection of components, the NetUQ method simply associates endogenous-input random variables for each component with output random variables from other components; the method makes no other requirements on inter-component compatibility. This again promotes component independence, because, for example, the computational meshes employed to discretize neighboring components need not be perfectly matched. The resulting network uncertainty-propagation problem becomes: Compute output random variables for all components given all exogenous-input random variables.
To solve the network uncertainty-propagation problem, NetUQ applies the classical relaxation techniques of Jacobi and Gauss-Seidel iteration. Within each Jacobi iteration, all network edges corresponding to endogenous-input random variables are "cut" such that the endogenous-input random variables are set to their values at the previous iteration; then, all components perform local uncertainty propagation in an embarrassingly parallel manner to compute their output random variables at the current iteration. Within each Gauss-Seidel iteration, selected network edges are cut to create a feed-forward network (i.e., a directed acyclic graph); then, the method performs feed-forward uncertainty propagation to compute output random variables at the current iteration. We equip each of these methods with Anderson acceleration [2, 21] to accelerate convergence of the resulting fixed-point problem. We provide supporting error analysis for the method, which quantifies the error incurred by the NetUQ formulation for the case where the component uncertainty-propagation operators comprise an approximation of underlying "truth" component uncertainty-propagation operators; this arises, for example, in the case of truncated polynomialchaos representations.
The remainder of the paper is outlined as follows. Section 2 formulates the problem by first describing the local component uncertainty-propagation problem (Section 2.1) and subsequently forming the network uncertainty-propagation problem by associating endogenous-input random variables for each component with output random variables from other components (Section 2.2). Section 3 describes the two relaxation methods employed by NetUQ to solve the network uncertaintypropagation problem: the Jacobi method (Section 3.1) and the Gauss-Seidel method (Section 3.2). Subsequently, Section 4 performs convergence analysis (Section 4.1) and introduces Anderson acceleration as a mechanism to accelerate convergence of the fixed-point iterations (Section 4.2). Section 5 performs error analysis, first by deriving a priori and a posteriori error bounds when the component uncertainty-propagation operators serve as approximations of underlying "truth" uncertainty-propagation operators (Section 5.1), and second by performing error analysis in the case where the component uncertainty-propagation operators restrict the output random variables to reside in a subspace of a "truth" subspace associated with the truth uncertainty-propagation operators (Section 5.2). Next, Section 6 reports numerical experiments that demonstrate the performance of NetUQ, namely its ability (1) to accurately propagate uncertainties in large-scale networks while promoting component independence, (2) to yield rapid convergence when deployed with Anderson acceleration, and (3) to generate significant speedups in both strong-scaling (Section 6.3) and weak-scaling (Section 6.4) scenarios. Finally, Section 7 concludes the paper. 3 2. Problem formulation. We now formulate the problem of interest: uncertainty propagation in systems composed of interconnected components. Section 2.1 provides the formulation for uncertainty propagation at the component level, which comprises the local problem, while Section 2.2 presents the network uncertainty propagation problem, which comprises the global problem.
2.1. Local problem: component uncertainty propagation. We begin by defining a probability space (Ω, F, P ) and assuming that the full system is composed of n interconnected components, the ith of which is characterized by
• exogenous-input random variables u i : Ω → R n u,i , which correspond to random variables that are input directly to the component (e.g., material properties); • endogenous-input random variables y i : Ω → R n y,i , which correspond to random variables that are input from a neighboring component (e.g., boundary conditions imposed by a neighboring component); • output random variables x i : Ω → R n x,i , which can correspond to quantities of interest or random variables that associate with endogenous-input random variables for a neighboring component; and • an uncertainty-propagation operator
with f i : V n y,i × V n u,i → V n x,i , whose evaluation comprises the component uncertaintypropagation problem of computing output random variables from input random variables. Here, V denotes the vector space of real-valued random variables defined on (Ω, F, P ), i.e., the set of mappings from the sample space Ω to the real numbers R. We denote the norm on the vector space V by · (e.g., x = [E[|x| p ]] 1/p for x ∈ V and some p). We also denote the norm on the vector space V N by · (e.g.,
x N ] T ∈ V N and some q), where the use of the respective norms will be apparent from context. We emphasize that input and output random variables are characterized from the functional viewpoint, i.e., as functions acting on the sample space Ω.
Remark 2.1 (Polynomial-chaos expansions). Polynomial-chaos expansions (PCE) [23, 44, 45] comprise a widely adopted approach for computing functional representations of random variables. We now describe how PCE representations correspond to the general framework of component uncertainty propagation outlined above. To apply PCE in this context, we assume the existence of independent "germ" random variables ξ ≡ (ξ 1 , . . . , ξ n ξ ) ∈ V n ξ with known distribution, and subsequently express the input and output random variables as polynomial functions of these random variables, i.e., (2.2) u i = j∈J u,i ψ j (ξ)u i,j , y i = j∈J y,i ψ j (ξ)y i,j ,
where j ≡ (j 1 , . . . , j n ξ ) denotes a multi-index; J u,i , J y,i , J x,i ⊆ N n ξ 0 denote multi-index sets (e.g., defined using total-degree truncation such that J u,i = J y,i = J x,i = {j ∈ N n ξ 0 | j 1 ≤ p} for some p); u i,j ∈ R n u,i for j ∈ J u,i , y i,j ∈ R n y,i for j ∈ J y,i , and x i,j ∈ R n x,i for j ∈ J x,i denote PCE coefficients; and the PCE basis functions ψ j : R n ξ → R are orthogonal with respect to the probability density function (PDF) of the germ random variables 1 and are defined as a product of n ξ univariate polynomials such that (2.3) ψ j : ξ → n ξ k=1ψ j k (ξ k ), whereψ i : R → R denotes a univariate polynomial of degree i. According to the Cameron-Martin theorem [11] , any finite-variance random variable can be represented as a convergent expansion (2.2) as the polynomial order and stochastic dimension n ξ grow, given that the germ random variables ξ comprise independent Gaussian random variables. While this result has been conjectured for any general independent-component germ [43, 6] , the authors in Ref. [20] prove a necessary and sufficient condition that the underlying probability measure of the germ be uniquely determined by its moments; this condition does not hold for a log-normal germ ξ, for example.
To apply PCE within a practical NetUQ setting, we first fix the germ random variables ξ (e.g., ξ ∼ N (0, I)) and multi-index sets J u,i , J y,i , and J x,i , and we subsequently determine the PCE basis functions ψ j , j ∈ J u,i ∪ J y,i ∪ J x,i from the PDF of the germ random variables ξ. With these quantities fixed, the random variables u i , y i , and x i are completely characterized via Eqs. (2.2) by their PCE coefficients u i := (u i,j ) j∈J u,i ∈ R n u,i , y i := (y i,j ) j∈J u,i ∈ R n y,i , and x i ≡ (x i,j ) j∈J x,i ∈ R n x,i , respectively, where n u,i := n u,i |J u,i |, n y,i := n y,i |J y,i |, and n x,i := n x,i |J x,i |.
Then, the uncertainty-propagation operator f i associated with this PCE formulation effectively computes the mapping from the input PCE coefficients u i , y i to the output PCE coefficients x i . Specifically, the discrete implementation of the uncertainty-propagation operator f i in this case is a discrete uncertainty-propagation operator (2.4) f i : (y i , u i ) → x i with f i : R n y,i ×n u,i → R n x,i . The most common approaches for defining the discrete uncertainty-propagation operator f i are non-intrusive stochastic collocation [7, 37] , non-intrusive spectral projection [34, 28] , and intrusive stochastic projection (e.g., stochastic Galerkin [16, 8, 23] , stochastic least-squares Petrov-Galerkin [31] ).
In the sequel, we present the methodology in the general setting of functional representations of random variables. The discrete counterpart for PCE representations (or for any other functional representation defined by a finite number of deterministic scalar quantities) can be derived as above.
2.2. Global problem: network uncertainty propagation. We now describe the uncertaintypropagation problem for the full system composed of n interconnected components, each of which is equipped with the component uncertainty-propagation formulation described in Section 2.1. Denote by u := [u T i · · · u T n ] T ∈ V nu , y := [y T i · · · y T n ] T ∈ V ny , and x := [x T i · · · x T n ] T ∈ V nx the vectorization of the component exogenous-inputs random variables, endogenous-input random variables, and output random variables, respectively, such that n u := n i=1 n u,i , n y := n i=1 n y,i , and n x := n i=1 n x,i . Then, the full-system uncertainty-propagator operator is (2.5) f vec : (y, u) → x, where f vec : V ny × V nu → V nx comprises the vectorization of component uncertainty-propagation operators such that
Here, E x i ∈ {0, 1} n x,i ×nx , E y i ∈ {0, 1} n y,i ×ny , and E u i ∈ {0, 1} n u,i ×nu denote selected rows of the identity matrix that extract quantities associated with the ith component from the network such that E x i x ≡ x i , E y i y ≡ y i , and E u i u ≡ u i . Critically, the full system is defined by connecting components such that each component's endogenous inputs correspond to the outputs of another component. We encode this relationship by the adjacency matrix I y x ∈ {0, 1} ny×nx , which satisfies the relationship (2. 7) y ≡ I y x x such that [I y x ] ij is equal to one if [y] i ≡ [x] j and is zero otherwise. Note that because uncertainty propagation within each component is self contained, we do not require self connections, and thus the diagonal blocks of the adjacency matrix I y x are zero, where the (i, j) block is a n y,i × n x,i submatrix. We also admit the possibilities that a single component output may not correspond to an endogenous input for any other component (in which case the associated adjacency-matrix column is zero), or may constitute the endogenous input for multiple components (in which case the associated adjacency-matrix column has more than one nonzero element).
Substituting Eq. (2.7) into the full-system uncertainty-propagator (2.5) yields the following fixed-point problem: Given exogenous-input random variables u ∈ V nu , compute output random variables x ≡ x (u) ∈ V nx that satisfy (2.8) r(x , u) = 0,
where 0 ∈ V nx denotes a vector of zero-valued random variables and (2.9) r : (x, u) → x − f vec (I y x x, u) with r : V nx×nu → V nx denoting the fixed-point residual. To simplify notation, we introduce an alternative version of the full-system uncertainty-propagation operator (2.10) f : (x, u) → f vec (I y x x, u), where f : V nx × V nu → V nx . Note that the fixed-point residual is equivalently defined as r : (x, u) → x − f(x, u).
We note that in many applications, computing specific quantities of interest (QoI) comprises the ultimate goal of the analysis. In the present context, we assign QoI random variables z ∈ V nz to be a subset of the network outputs, i.e., there exists an extraction matrix I z x ∈ {0, 1} nz×nx that satisfies the relationship (2.11) z ≡ I z x x such that [I z x ] ij is equal to one if [z] i ≡ [x] j and is zero otherwise. Figure 2 .1 provides a graphical depiction of the NetUQ formulation, which can be interpreted as performing uncertainty propagation in networks, wherein each node associates with a component uncertainty-propagation operator f i , and each edge corresponds to a collection of random variables.
Remark 2.2 (Component independence). This formulation promotes component independence, as the only formal inter-component compatibility requirement is the existence of an adjacency matrix I y x that associates component output random variables with endogenous input random variables of other components. In particular, each set of random variables can be represented using different functional representations and components can employ completely different uncertaintypropagation operators. .7)) and I z x (see Eq. (2.11)), respectively. We note that a network is defined from component uncertainty-propagation operators f i , i = 1, . . . , n, the adjacency matrix I y x , and the extraction matrix I z x .
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3.1. Jacobi method. We first consider applying a variant of the Jacobi method (i.e., additive Schwarz) to solve fixed-point problem (2.8); Algorithm 3.1 reports the algorithm. At each iteration, this approach performs independent, embarrassingly parallel component uncertainty propagation (Steps 3-5), applies a relaxation update (Step 6), and subsequently updates the endogenous-input random variables from the output random variables just computed for neighboring components (Step 7). From the network perspective, this approach is equivalent to "splitting" all endogenousinput edges at each iteration and allowing components to perform independent uncertainty propagation; see Figure 3 .1a.
At the network level, Jacobi iteration k can be expressed simply as
where ω > 0 is a relaxation factor, which is set to ω = 1 for the classical Jacobi method. Underrelaxation corresponds to ω < 0, while over-relaxation corresponds to ω > 1. This parameter controls convergence of the algorithm as well as error analysis as will be discussed in Remarks 4.2 and 5.1.
3.2.
Gauss-Seidel method. Naturally, we also consider a variant of the Gauss-Seidel method (i.e., multiplicative Schwarz) to solve fixed-point problem (2.8); Algorithm 3.2 reports the algorithm. The benefit of the Gauss-Seidel method with respect to the Jacobi method is that it enables more updated information to be used within each iteration, at the expense of reduced parallelism. To achieve this, each Gauss-Seidel iteration performs feed-forward uncertainty propagation, which requires "splitting" network edges in a manner that generates a directed acyclic graph (DAG), and subsequently performing feed-forward uncertainty propagation within the DAG; see Figure 3 .1b. In principle, each Gauss-Seidel iteration can employ a different DAG; for simplicity in exposition, we restrict consideration to a constant DAG.
To generate a DAG, we introduce n-tuple p ≡ (p 1 , . . . , p n ) ∈ N n that provides a permutation Here, random variables that were computed at the previous iteration are shown in orange, random variables that are computed at the current iteration are shown in violet, and exogenous-input random variables-whose values are fixed-are shown in red. For the Gauss-Seidel method, the order in which a given node is processed is included in Figure 3 .1b. For the Jacobi method, note that all edges associated with endogenous-input random variables are "split" at each iteration to enable embarrassingly parallel component uncertainty propagation. On the other hand, for the Gauss-Seidel method, only a subset of such edges are "split" at each iteration such that a directed acyclic graph (DAG) is created. As a result, each iteration corresponds to uncertainty propagation in a feed-forward network. In this example, the chosen edge splitting yields a DAG that incurs three sequential steps per iteration. Note that many such DAGs exist, and each associates with a particular permutation of the adjacency matrix I y x .
Algorithm 3.1 Jacobi (The Jacobi method for NetUQ) Input: Component uncertainty-propagation operators f i , i = 1, . . . , n; adjacency matrix I y x ; exogenous-input random variables u i , i = 1, . . . , n; initial guesses for endogenous-input random variables y for i = 1, . . . , n do {Execute in parallel}
end for 6:
8:
k ← k + 1 9: end while 10: K ← k of natural numbers one to n. We then define the block permutation matrices . For a fixed network, the Jacobi fixed-point operator h J (·, ·; ω) is parameterized by the relaxation factor ω, while the Gauss-Seidel fixed-point operator h GS (·, ·; ω, p) is parameterized by both the relaxation factor ω and the permutation p. Thus, these parameters provide mechanisms for controlling convergence, as modifying them modifies the Lipschitz constants of these fixed-point operators, which in turn affects satisfaction of Assumption A1 and the convergence rate according to Proposition 4.1. The numerical experiments vary these quantities to numerically assess their effect on performance of NetUQ.
4.2. Anderson acceleration. Proposition 4.1 showed that as long as the fixed-point operator is a contraction, the fixed-point iterations generated by Jacobi or Gauss-Seidel iterations converge qlinearly. Compared with other methods for solving systems of nonlinear equations (e.g., Newton's method), this rate of convergence is rarely competitive; as such, relaxation methods are used typically only in cases where these types of solvers are not applicable (e.g., if the residual Jacobian cannot be exposed easily).
To improve the convergence rate of fixed-point iterations, researchers have recently rediscovered [21] Anderson acceleration [2] , which provides a practical modification to the fixed-point-iteration updates and has been shown to substantially improve convergence. For linear problems, one can demonstrate that convergence with Anderson acceleration is no slower than the original fixedpoint iteration [40] and is essentially equivalent to the generalized minimum residual (GMRES) method [41] . For nonlinear problems, it can be shown that Anderson acceleration is a multisecant method [21] , and similar convergence-rate results exist [40] . All convergence results hold under the assumption of a contractive mapping, i.e., under Assumption A1. Algorithm 4.1 reports the Anderson acceleration method adopted to the present context, where the fixed-point operator is either h ← h J or h ← h GS . We note that employing a memory of m = 0 recovers the original fixed-point iterations (4.1). Numerical experiments performed in Section 6 illustrate the ability of Anderson acceleration to substantially improve the convergence rate of the proposed NetUQ method in the case of both Jacobi and Gauss-Seidel iteration.
Error analysis.
We now assess the error incurred by the network formulation when the fullsystem uncertainty-propagation operator f constitutes an approximation of an underlying "truth" operator. In particular, it is common practice for the component uncertainty-propagation operators f i , i = 1, . . . , n to comprise approximations of underlying "truth" component uncertaintypropagation operatorsf i : V n y,i × V n u,i → V n x,i , i = 1, . . . , n. For example, this occurs when component uncertainty-propagation operators f i , i = 1, . . . , n associate with computing low-dimensional polynomial-chaos representation of the output random variables x i , i = 1, . . . , n, whilef i , i = 1, . . . , n might associate with computing a high-dimensional polynomial-chaos representation of the output random variables.
We begin by noting that for any function h : V nx × V nu → V nx for which the mappings x → x − h(x, u) and x → x − f(x, u) have the same roots for any u ∈ V nu , the solution x to the fixed-point system (2.8) also satisfies the fixed-point system
for any u ∈ V nu . For example, h(·, ·) = h J (·, ·; ω) and h(·, ·) = h GS (·, ·; ω, p) are the Jacobi and Gauss-Seidel fixed-point operators, respectively, which satisfy this property. 
8:
k ← k + 1 9: end while 10: K ← k
We also define the truth full-system uncertainty-propagator asf vec : V ny × V nu → V nx , which comprises the vectorization of truth component uncertainty-propagation operators such that
Substituting the relationship between outputs and endogenous inputs (2.7) into the truth fullsystem uncertainty-propagator (5.2) yields the following truth fixed-point problem: Given exogenousinput random variables u ∈ V nu , compute truth output random variablesx ≡x (u) ∈ V nx that satisfy withr : V nx × V nu → V nx denotes the truth fixed-point residual. As before, to simplify notation, we introduce an alternative version of the truth full-system uncertainty-propagation operator
wheref : V nx × V nu → V nx Note that the truth fixed-point residual is equivalently defined as r : (x, u) → x −f(x, u).
As above, we note that for any functionh : V nx × V nu → V nx for which the mappings x → x−h(x, u) and x → x−f(x, u) have the same roots for any u ∈ V nu , the solutionx to the fixed-point system (5. 3) also satisfies the fixed-point system (5.6) x =h(x , u).
We refer to such an operatorh as the truth fixed-point operator. For example, one could emploȳ h(·, ·) =h J (·, ·;ω) withh J : (x, u;ω) →ωf(x, u) + (1 −ω)x as a Jacobi fixed-point operator parameterized by the relaxation factorω > 0, or h(·, ·) =h GS (·, ·;ω,p) as a Gauss-Seidel fixed-point operator defined analogously to h GS and parameterized by the relaxation factorω and permutation p ∈ N n .
In the remainder of this section, we drop dependence of all quantities on the exogenous-input random variables u for notational simplicity. The results can be interpreted as holding for any (fixed) value of u ∈ V nu .
Error bounds.
We first derive a priori and a posteriori bounds for the error x − x . We begin by introducing the following assumption, which will be used to derive the a posteriori error bound:
A2 The truth fixed-point operatorh is Lipschitz continuous such that h (
Remark 5.1 (Practical satisfaction of Assumptions A1 and A2). Analogously to Remark 4.2, we note that the flexibility in the definitions of the fixed-point operators h andh allows them to be defined such that Assumptions A1 and A2 are satisfied. For example, if h(·, ·) = h J (·, ·; ω) (resp.h(·, ·) =h J (·, ·;ω)), then the relaxation factor ω (resp.ω) can often be chosen to satisfy Assumption A1 (resp. A2). Alternatively, if h(·, ·) = h GS (·, ·; ω, p) (resp.h(·, ·) =h GS (·, ·;ω,p)), then the relaxation factor ω and permutation p (resp.ω andp) can often be chosen to satisfy Assumption A1 (resp. A2). Indeed, ensuring that Assumptions A1 and A2 are satisfied is required to ensure the associated fixed-point iterations converge according to Proposition 4.1.
We proceed by deriving the error bounds, which rely on Assumptions A1 and A2. x
Proof. We subtract Eq. (5.1) from (5.6) and add and subtract h(x ) to obtain
Applying the triangle inequality and Lipschitz continuity of h gives
Finally, using L h < 1 andh(x ) =x (from Eq. (5.6)) yields the desired result.
We note that because the mapping x → x − h(x) corresponds to the residual of the fixed-point system (5.1) and the (generally unknown) truth solutionx appears in the bound, inequality (5.7) can be considered a residual-based a priori error bound. 
Proof. We subtract Eq. (5.1) from (5.6) and add and subtracth(x ) to obtain
As before, applying the triangle inequality and Lipschitz continuity ofh gives
Now, using Lh < 1 and h(x ) = x (from Eq. (5.1)) yields the desired result.
We can interpret this result similarly to Proposition 5.2. In particular, because the mapping x → x −h(x) corresponds to the residual of the truth fixed-point system (5.6) and the computed solution x appears in the bound, inequality (5.10) can be considered a residual-based a posteriori error bound. The right-hand side norm corresponds to the difference between the computed solution x and the result of applying one iteration with the truth fixed-point operatorh to the computed solution x . Thus, the right-hand side can be practically computed (resp. bounded from above) if the Lipschitz constant can be computed (resp. bounded from above) by applying the truth fixedpoint operator to the computed solution.
5.2.
In-plane error analysis. We now consider the particular case where the uncertaintypropagation operator f restricts solutions to lie in a subspace of the space considered by the truth uncertainty-propagation operatorf. Then, we perform analysis that quantifies the difference between the computed solution x and the orthogonal projection of the truth solutionx onto the considered subspace. This is often referred to as the "in-plane error", as it represents how close the computed solution is to the orthogonal projection of the truth solution onto the subspace (i.e., "plane") of interest.
We begin by introducing the following assumption, which will be employed in all results within Section 5.2:
A3 The component uncertainty-propagation operators satisfy Im(f i ) ⊆ X i , while the truth component uncertainty-propagation operators satisfy Im(f i ) ⊆X i with X i andX i linear subspaces of V n x,i satisfying X i ⊆X i ⊆ V n x,i for i = 1, . . . , n. We note that under Assumption A3, it follows trivially that the full-system uncertaintypropagation operator satisfies Im(f) ⊆ X ≡ X 1 × · · · × X n , while the truth full-system uncertaintypropagation operator satisfies Im(f) ⊆X ≡X 1 × · · · ×X n with Im(f) and Im(f) linear subspaces of
Remark 5.4 (Polynomial-chaos expansions satisfy Assumption A3). Assumption A3 holds if f i , i = 1, . . . , n associate with computing low-order polynomial-chaos outputs andf i , i = 1, . . . , n associate with computing high-order polynomial-chaos outputs. In this case, Under Assumption A3, the orthogonal projector P i onto X i , i = 1, . . . , n is a linear operator and satisfies (5.13) P i x i = arg miñ
while the orthogonal projector P onto X is a linear operator and satisfies
In this case, the error can be decomposed into orthogonal in-plane and out-of-plane components Because the out-of-plane error is determined completely from the truth solutionx and the subspace X, the in-plane error is the error component that is informative of the accuracy of the computed solution x given the truth solutionx and the considered subspace X.
Before stating error bounds, we first derive conditions under which the in-plane error is zero, which implies that the computed solution satisfies x = Px and thus can be considered the optimal approximation ofx in X. This result relies on the following assumptions:
A4 Assumption A3 holds and the component uncertainty-propagation operators satisfy
for i = 1, . . . , n. A5 There is a unique solution x to the fixed-point system (2.8) .
It is straightforward to show that Assumption A4 leads to a truth full-system uncertainty-propagation operator of the form
Note that Assumption A4 is equivalent to assuming the component uncertainty-propagation operators to satisfy P if i (E y i I y x x) = f i (E y i I y x Px), ∀x ∈ V nx , which can be obtained by premultiplying Eq. (5.16) by P i .
Remark 5.5 (Polynomial-chaos expansions satisfy Assumption A4 for linear problems). Assumption A4 holds if f i , i = 1, . . . , n are linear operators that project the outputs onto the space spanned by a low-order PCE basis andf i , i = 1, . . . , n are the same linear operators, but project the outputs onto the space spanned by a high-order PCE basis.
To demonstrate this, we employ the second moment as the norm-squared on the vector space V, i.e., w := E[w 2 ] ≡ Ω w 2 dP (θ). Because any finite-variance random variable w ∈ V can be represented as a convergent PCE expansion, we can express such random variables as w = j∈N n ξ 0 ψ j (ξ)w j with w j = E[wψ j ]/ ψ j 2 , in which case the second moment is merely the weighted Euclidean norm of the PCE coefficients, i.e., w = j∈N n ξ 0 w 2 j ||ψ j || 2 . In this case, the output random variables associated with the uncertainty-propagation operators f i andf i are (5.19) x
respectively, for i = 1, . . . , n, with J low and J high defined in Remark 5.4. Note in particular that we assume the same total-degree truncation is employed for the output random variables of all components. Given the choice the norm, any vector of finite-variance random variables w ∈ V n x,i can be expressed as w = j∈N n ξ 0 ψ j (ξ)w j with its projection satisfying (5.20)
for i = 1, . . . , n, where we have introduced the orthogonal projectorP i ontoX i , i = 1, . . . , n as the linear operator satisfying (5.21)P i x i = arg miñ
Thus, in this case, assuming the endogenous-input random variables y i have finite variance such that y i = j∈N n ξ 0 ψ j (ξ)y i,j , we have
where A i ∈ R n x,i ×n y,i , i = 1, . . . , n denote matrices defining the linear uncertainty-propagation operators.
This decoupling implies that higher-order terms of x i do not affect lower-order terms off i (x i ). We note that this is similar to [12, Theorem 1] .
We now derive conditions under which the in-plane error is zero. We now introduce an a priori error bound, whose proof follows similar steps to that of Proposition 5.2.
Proposition 5.7 (A priori in-plane error bound). If Assumptions A1 and A3 hold, then the inplane error can be bounded as
Proof. We subtract Eq. (5.1) from P(x −h(x )) = 0 (which holds from Eq. (5.6) and linearity of P) and add and subtract h(Px ) to obtain (5.28) Px
We note that this bound is identical to the bound in Proposition 5.2, with Px replacingx ; this result was achievable through the introduction of Assumption A3. We now introduce the following assumption, which will be used to derive an a posteriori bound: A6 Assumption A3 holds and the projected truth fixed-point operator satisfies
We now introduce the notion of an X ⊥ -invariant operator, which will be used to demonstrate conditions under which Assumption A6 holds.
Definition 5.8 (X ⊥ -invariant truth fixed-point operators). We deem a truth fixed-point operator h to be X ⊥ -invariant if it satisfies
where c ∈ V nx is a constant random vector.
Intuitively, X ⊥ -invariant truth fixed-point operators preserve the decomposition of V nx into X and X ⊥ , as the output components of these operators in the space X are unaffected by input components in the space X ⊥ . X ⊥ -invariance is a more general notion than that introduced in Assumption A4. We now demonstrate that this type of operator is necessary to satisfy Assumptions A4 and A6.
Proposition 5.9 (X ⊥ -invariance is a necessary condition for Assumptions A4 and A6). If (1) Assumption A4 holds and either Jacobi or Gauss-Seidel iteration defines the truth fixed-point operator h, or (2) Assumption A6 holds, thenh is an X ⊥ -invariant operator.
Proof. Case 1. If Assumption A4 holds and Jacobi iteration is applied, then from definition (4.2), the truth fixed-point operator becomes
where P ⊥ = I − P, from which condition (5.31) can be trivially verified with c = ωf(0). Alternatively, if Assumption A4 holds and Gauss-Seidel iteration is applied, then from definition (4.3), the truth fixed-point operator becomes
for i = 1, . . . , n, where P ⊥ i = I − P i and P ⊥ ≡ P ⊥ 1 × · · · × P ⊥ n , from which condition (5.31) can be verified by induction with
We provide a proof by contradiction. Given any x 1 , x 2 ∈ X ⊥ ⊆ V nx , we have Px 1 = Px 2 = 0 such that the right-hand-side of inequality (5.30) is zero. If Eq. (5.31) does not hold, then there will exist some x 1 , x 2 ∈ X ⊥ for which Ph(x 1 ) − Ph(x 2 ) > 0, which violates the inequality.
Recall that Remark 5.5 demonstrated that Assumption A4 holds iff is a linear operator associated with a polynomial-chaos expansion, and so these conditions also imply X ⊥ -invariance of the truth fixed-point operatorh associated with either Jacobi or Gauss-Seidel iteration.
We now derive an a posteriori bound on the error that leverages Assumption A6.
Proposition 5.10 (A posteriori in-plane error bound). If Assumption A6 holds, then the in-plane error can be bounded as
Proof. As in Proposition 5.7, we first subtract Eq. (5.1) from P(x −h(x )) = 0; however, we add and subtract Ph(x ) to obtain (5.36) Px
Applying the triangle inequality, Assumption A6, and noting Px = x gives
Finally, using L Ph < 1 and h(x ) = x yields the desired result.
Proposition 5.6 derived conditions for zero in-plane error by proving conditions under which Px is a fixed point of h. From Proposition 5.10, we now derive conditions for zero in-plane error by considering the case where x is a fixed point of Ph(x ), which makes the right-hand side-and thus the left-hand side-of inequality (5.35) zero.
Proposition 5.11 (Additional conditions for zero in-plane error). If Assumptions A4 and A6 hold, then
and thus the in-plane error is zero.
Proof. Under Assumption A4, the truth fixed-point operator takes the form
in the case of Jacobi iteration, while
in the case of Gauss-Seidel iteration. Applying projection P to (5.1) and adding Ph
Then, using (5.39) with x = Px yields
Thus, the right-hand side of inequality (5.35)-which is valid under Assumption A6-is zero, which yields the desired result.
6. Numerical experiments. We now assess the performance of the proposed NetUQ method on a two-dimensional stationary nonlinear diffusion equation with uncertainties arising in the diffusion coefficient and boundary conditions. Here, we construct the network formulation by decomposing the physical domain into (overlapping) subdomains, and associating each subdomain with a network component. Thus-for this problem-the NetUQ method is tantamount to an overlapping domain decomposition method for uncertainty propagation. We first define the global uncertaintypropagation problem in Section 6.1, and subsequently define the resulting component and network uncertainty-propagation problems in Section 6.2. Then, Sections 6.3 and 6.4 perform strong-and weak-scaling studies, respectively. 6.1. Global uncertainty-propagation problem. We express the deterministic boundary value problem (BVP) as the partial differential equation (adopted from Ref. [25] )
To formulate the uncertainty-propagation problem, we assume the boundary condition and diffusion coefficient are "global" input random variables, which we model using polynomial-chaos expansions as are expressed strictly in terms of ξ 1 and ξ 2 , respectively. As described in Remark 2.1, we define the multi-index set via total-degree truncation as J global = {j ∈ N n ξ 0 | j 1 ≤ p} for p = 3 and employ Hermite polynomials such that ψ (0,0) (ξ) = 1, Table 6 .1 reports the polynomial-chaos coefficients used to represent the two non-Gaussian, independent global input random variables. Note that while this characterization yields independent global input random variables, the NetUQ formulation supports dependent input random variables. The global uncertainty-propagation problem is now: Given global input random variables u global 1 and u global 2 characterized using polynomial-chaos expansions (6.2) with coefficients provided by Table 6.1, compute the random field v : Ω x → V, where v(x) is the random variable associated with the variable v(x) for x ∈ Ω x due to the randomness in the diffusion coefficient and boundary condition. Solving this global uncertainty-propagation with non-intrusive spectral projection (NISP) [34, 28] using a 16-point Gauss-Hermite quadrature rule (derived using a full tensor product of the 1D rule with 4 points per dimension) yields a PCE representation for the random field. Each of the 16 quadrature points yields one instance of the global deterministic problem (6.1). We discretize this (nonlinear) PDE using the finite-element method (FEM) with rectangular linear elements, and we solve the resulting system of nonlinear equations using Newton's method. The initial guess for the Newton solver is the zero solution.
For simplicity, we truncate the polynomial-chaos expansion of the random field at the same level as the global inputs such that 6.2. Component and network uncertainty-propagation problems. We construct the network uncertainty-propagation problem by decomposing the global problem into overlapping subdomains
= Ω x , and treating each subdomain as a component. Then, the component uncertainty-propagation problem is defined as uncertainty propagation performed on the associated subdomain. In particular, the deterministic BVP for the ith component is
, and the output random variables correspond to the field random variables on the current subdomain that are used to define boundary conditions on neighboring subdomains such that
Because we are employing a finite-element spatial discretization, all field variables are represented in the finite-element trial space such that the endogenous-input random variables y i and output random variables x i defined above are also finite dimensional.
As described in Remark 2.1, because we are employing PCE representations of random variables, we can equivalently express the component uncertainty-propagation problem in terms of the PCE coefficients themselves via Eq. (2.4). The associated network uncertainty-propagation problem in terms of PCE coefficients is derived analogously to (2.8) and is (6.6) r(x , u) = 0,
where u := [u T i · · · u T n ] T ∈ R nu and x := [x T i · · · x T n ] T ∈ R nx such that n u := n i=1 n u,i and n x := n i=1 n x,i . We denote the value of the outputs that satisfies the fixed point problem by x ≡ x (u) ∈ R nx . Figure 6 .2 illustrates construction of the network uncertainty-propagation problem a decomposition involving 4 subdomains defined on a 2 × 2 grid. Note that we employ an overlap region spanning one element between neighboring subdomains. Analogously, Fig. 6.3 illustrates the network connectivity for a decomposition involving 16 subdomains defined on a 4 × 4 grid. To solve the resulting network uncertainty-propagation problem, we investigate both the Jacobi and Gauss-Seidel NetUQ methods, with two values of the relaxation factor, with and without Anderson acceleration. In the case of Gauss-Seidel, we also assess the effect of different permutations p on performance. The initial guess for the relaxation methods is the zero solution (i.e., all PCE coefficients for output random variables are zero). To assess convergence of the relaxation methods at iteration k, we compute the relative residual r(x (k) , u), where (6.7)
r : (x, u) → r(x, u) 2 / r(0, u) 2 .
All timings are obtained by performing calculations on an Intel(R) Xeon(R) Core(TM) i7-5557U CPU @ 3.10GHz with 16 GB RAM. The NetUQ software is written in Matlab; it wraps around the Uncertainty Quantification Toolkit (UQTk) [18, 17] , which performs component uncertainty propagation. 6.3. Strong-scaling study. Here we investigate the strong scaling performance of NetUQ. In the context of NetUQ, strong scaling associates with the case where a fixed system can be broken down into smaller and smaller components or assemblies on which uncertainty-propagation can be performed. To perform strong scaling, we fix the finite-element discretization of the global problem using 1681 nodes arising from a mesh characterized by a uniform 41 × 41 grid. Subsequently, we increase the number of subdomains used to define the network on this fixed global finite-element discretization, always employing an overlap region spanning one element, and always employing decompositions that are uniform in x 1 and x 2 . In particular, we consider 2 × 2, 4 × 4, and 8 × 8 decompositions. Note that the size of each component deterministic problem increases as the number of components decreases, and employing n = 1 corresponds to the global uncertaintypropagation problem described in Section 6.1. Fig. 6.4 reports convergence results for this study, where we have employed a permutation p for Gauss-Seidel that yields the minimum number of sequential steps per iteration of n seq = 4 . This figure elucidates several trends. First, we note that convergence is faster for smaller networks; this is sensible, as more iterations are required for information to propagate throughout the domain when the method uses a larger number of (smaller) subdomains. Indeed, in the limiting case of n = 1, the NetUQ formulation is equivalent to the global uncertainty-propagation problem, whichby definition-converges in a single iteration. Second, we note that Gauss-Seidel yields faster convergence than Jacobi when measured as a function of the number of iterations. As discussed in Section 3.2, this occurs because Gauss-Seidel employs more updated information within each iteration. However, because Gauss-Seidel employs more sequential steps per iteration than the Jacobi method, each Gauss-Seidel iteration incurs a larger wall time, and thus these results are insufficient for assessing which method yields the best parallel wall-time performance. Third, we observe that the classical iterations (i.e., employing a relaxation factor of ω = 1) yield faster convergence than under-relaxation performed with a relaxation factor ω = 2/3. However, overrelaxation (i.e., employing a relaxation factor of ω > 1) sometimes resulted in divergence; thus, we have omitted these results (see Remark 4.2) . Fourth, we note that employing Anderson acceleration yields substantially faster convergence.
Next, Fig. 6 .5 reports the dependence of several performance quantities as a function of the number of components. This figure reports results for NetUQ without Anderson acceleration, and for the case where iterations are terminated when the relative residual reaches a value of 10 −3 . Consistent with Fig. 6.4, Fig. 6.5a shows that the lowest iteration count is achieved for smaller networks, Gauss-Seidel, and a relaxation factor of ω = 1. Figure 6 .4: Strong-scaling study: convergence results. J and G-S labels refer to the Jacobi and Gauss-Seidel methods, respectively. Note that convergence is faster when NetUQ employs smaller networks, Gauss-Seidel (rather than Jacobi), ω = 1 (rather than ω = 2/3), and Anderson acceleration. Fig. 6 .5b reports the associated parallel wall times, employing a one-to-one component-toprocessor map. These results show that the trends suggested by Fig. 6 .5 can be reversed when accounting for the lower computational cost of solving the component deterministic problems (6.4) for smaller subdomains and the larger number of sequential steps per iteration for the Gauss-Seidel method. Specifically, this figure shows that the smallest parallel wall times are achieved for Jacobi iteration and larger network sizes. This suggests that the embarrassingly parallel nature of each Jacobi iteration outweighs the larger number of iterations it requires for convergence relative to Gauss-Seidel, and the lower computational cost of solving component deterministic problems (6.4) with smaller subdomains outweighs the larger number of iterations needed for convergence.
Next, Fig. 6 .5c reports the speedup as a function of the number of components, where the speedup is defined as the ratio of serial execution time to parallel execution time. Here, we consider the serial execution time to be the wall time required to solve the global uncertaintypropagation problem described in Section 6.1 using one computing core. We observe that-for four components-the relatively large number of iterations required for convergence outweighs gains achieved through parallelization, resulting in a speedup less than one. Speedups greater than one are achieved only for n = 16 in the case of Jacobi with ω = 1 and for n = 64 in the case of Jacobi and Gauss-Seidel with ω = 1. However, we emphasize that the purpose of NetUQ is not necessarily to achieve speedups in this particular context, i.e., where solving the global uncertainty-propagation problem is feasible. As described in the introduction, the true objective of NetUQ is to enable full-system UQ in scenarios where it would be otherwise impossible due to challenges in integrating component models, for example. Nonetheless, we show in the next figure that substantial speedups can indeed be achieved when Anderson acceleration is employed.
Next, Fig. 6 .5d quantifies the error incurred by the network formulation. Recall from Section 5 that the network formulation can incur error if the uncertainty-propagation operator f constitutes an approximation of an underlying "truth" operatorf. This is precisely the case in this context, where the truth operatorf associates with performing uncertainty-propagation with infinite-dimensional PCE representations for output random variables and endogenous-input random variables; this "no edge truncation" case is mathematically equivalent to simply solving the global uncertaintypropagation problem described in Section 6.1. Thus, to assess these errors, we compute the relative error in the PCE coefficients of the field random variable at several spatial locations computed using the NetUQ approach (executed with 3rd-order total-degree truncation and satisfying a relative residual of 10 −10 ) with respect to the same PCE coefficients computed by solving the global uncertainty-propagation problem. This relative error is computed as the 2 -norm of the difference between these PCE coefficients, divided by the 2 -norm of the PCE coefficients computed via global uncertainty propagation. Fig. 6 .5d shows that this error increases as the number of components increases; this is sensible, as a larger number of components implies more spatial locations where truncation is imposed. The figure also shows that this error is larger for variables located further from the domain boundary; this is also intuitive, as it suggests that errors grow as the variable of interest is located further from from one of the driving exogenous inputs. Fig. 6 .6 repeats the same study, but with all relaxation methods using Anderson acceleration with m = 5. Note that we need not repeat the error-quantification study, as these results are related to the network formulation itself, and are independent of the relaxation method used to numerically solve the network uncertainty-propagation problem. Through a comparison with the corresponding figures in Fig. 6 .5, it is clear that Anderson acceleration yields roughly an orderof-magnitude reduction in the number of iterations required for convergence. This in turn implies substantially lower parallel wall times, as well as significantly larger speedups. Indeed, when Anderson acceleration is employed, the NetUQ method realizes speedups as high as nearly 20 in the case of n = 16 components and the Jacobi method. One noteworthy observation is that the maximum speedup corresponds to the 16-component network. Since this problem is relatively small (i.e., an FEM discretization with 1681 nodes), decomposing the domain into smaller domains beyond a certain threshold (16 subdomains in this case) does not sufficiently reduce the time required for each component uncertainty propagation to overcome the increase in iteration count for the algorithm to converge. We also note that Anderson acceleration has the effect of reducing the performance discrepancy obtained using relaxation factors of ω = 2/3 and ω = 1, especially for the Jacobi method.
Finally, to assess the effect of the permutation p on the performance of the Gauss-Seidel method, Fig. 6 .7 reports strong-scaling results for Gauss-Seidel with ω = 1, Anderson acceleration, and ten random permutations p. Recall from Section 3.2 that the permutation effectively defines the DAG on which Gauss-Seidel propagates uncertainties in a feed-forward manner within each iteration. Figure 6 .7a shows that-for this problem-the choice of permutation has essentially no effect on the number of iterations required for convergence. However, Figure 6 .7b shows that the choice of permutation does have a substantial effect on the number of sequential sequential steps per iteration n seq as computed using Algorithm 3.3, which in turn yields significant differences in parallel wall time ( Fig. 6 .7c) and speedup ( Fig. 6.7d ). Thus, for this problem, the permutation should be chosen to minimize the number of sequential steps per iteration n seq . Note that virtually no speedup is observed even when using Anderson acceleration for the worst performing permutation. Thus further emphasizes the need to carefully consider the choice of permutation in practice. Figure 6 .5: Strong-scaling study without Anderson acceleration. Iterations are terminated when the relative residual reaches a value of 10 −3 . J and G-S labels refer to the Jacobi and Gauss-Seidel methods, respectively. Relative error refers to the error in the PCE coefficients of the field random variable at several spatial locations computed using the NetUQ approach (executed with 3rd-order total-degree truncation and satisfying a relative residual of 10 −10 ) with respect to the same PCE coefficients computed by solving the global uncertainty-propagation problem.
6.4. Weak-scaling study. We now investigate the weak-scaling performance of NetUQ. In the context of NetUQ, weak scaling associates with the case where a fixed library of components on which uncertainty propagation can be performed is assembled into larger and larger full systems. In particular, we adopt the same strategy for constructing networks as in Section 6.3, with one exception: each component deterministic BVP is discretized using a mesh composed of 36 grid points, regardless of the total number of components. As such, the size of each component deterministic problem remains fixed for all networks. However, as the number of components increases, the size of the overlap region between components decreases, and size of the deterministic global problem increases. We note that the weak-scaling case with n = 64 is equivalent to the strong-scaling case with n = 64, and thus the results for these cases are identical. Fig. 6 .8 reports convergence results, where-as in the strong-scaling case-we use a permutation p for Gauss-Seidel that yields the minimum number of sequential steps per iteration of n seq = 4. Comparing with Fig. 6.4 , we see that-as in the strong-scaling case-convergence is faster for smaller networks, Gauss-Seidel, ω = 1, and Anderson acceleration. The explanation behind these trends is the same as in the strong-scaling case. However, we observe that convergence is substantially faster (as a function of iteration number) for n = 4 and n = 16 in the weak-scaling case compared with the strong-scaling case. This is due to the fact that-for these network sizes-the weak-scaling problem corresponds to a larger amount of overlap between neighboring components than the strong-scaling problem. Increasing the amount of overlap is known to promote convergence in domain decomposition, which is an effect we observe here. Next, Fig. 6 .9 reports performance as a function of the number of components. As in Fig. 6 .5, results correspond to NetUQ without Anderson acceleration, and for the case where iterations are terminated when the relative residual reaches a value of 10 −3 . Comparing Figs. 6.5a and 6.9a shows that-in both cases-the number of iterations increases as the number of components increases. This is due to the fact that more iterations are needed for information to propagate throughout the domain when it is decomposed into more components. However, we can see that the weak-scaling case yields substantially fewer iterations than the strong-scaling case for n = 4 and n = 16; this occurs due to the increased amount of overlap in the weak-scaling case as previously discussed. Fig. 6 .9b reports wall times, again using a one-to-one component-to-processor map. Comparing with Fig. 6.5b shows that weak and strong scaling exhibit opposite trends. This is sensible becauseunlike in strong scaling where the component deterministic problem decreases in size for larger networks-the deterministic component-problem size remains constant for all network sizes. Thus, the parallel wall time is driven purely by iteration count in the case of weak scaling. However, as Gauss-Seidel with ω = 1 performance for ten random permutations p. Red curve represents the mean value, and vertical lines span the minimum and maximum values computed over these permutations. Note that the permutation has minimal effect on the number of iterations required for convergence, and thus performance is driven by the number of sequential steps per iteration n seq that the permutation admits.
in the strong-scaling case, we again see that the Jacobi method yields superior parallel wall-time performance than the Gauss-Seidel method despite consuming more iterations; this is due to the embarrassingly parallel nature of Jacobi iterations. Fig. 6 .9c reports the speedup as a function of the number of components, where the speedup is defined as the ratio of serial execution time to parallel execution time, where the serial execution time corresponds to the cost of solving the global uncertainty-propagation problem using the same (global) mesh as that corresponding to the NetUQ problem. As with the strong-scaling case reported in Fig. 6 .5c, we again see that modest speedups are achieved for Jacobi with the largest network size. While this might seem surprising given the trends shown in Fig. 6 .9b, it can be explained by the fact that the global uncertainty-propagation problem incurs lower parallel wall time as the number of components decreases in this case. This also explains why the speedup increases at a slower rate with increasing network size as compared with the strong-scaling case.
Finally, Fig. 6 .9d elucidates the same trends as were observed in Fig. 6.5d for the strong-scaling case: the errors incurred by the NetUQ formulation are extremely small, and increase slightly as Figure 6 .8: Weak-scaling study: convergence results. J and G-S labels refer to the Jacobi and Gauss-Seidel methods, respectively. Note that convergence is faster when NetUQ employs smaller networks, Gauss-Seidel (rather than Jacobi), ω = 1 (rather than ω = 2/3), and Anderson acceleration.
the number of components increases. Fig. 6 .10 repeats the same study, but with all relaxation methods using Anderson acceleration with m = 5. By comparing with the corresponding results without Anderson acceleration shown in Fig. 6.9 , it is again clear that employing Anderson acceleration substantially improves the performance of NetUQ. As in the strong-scaling case, we again observe speedup saturation at n = 16. As before, we also observe that Anderson acceleration reduces the performance discrepancy arising from different values of the relaxation factor ω.
Finally, Fig. 6 .11 assesses the effect of the permutation p on the performance of the Gauss-Seidel method in weak scaling. Results are similar to the strong-scaling case: the choice of permutation tuple has essentially no effect on the number of iterations required for convergence, so performance is driven by the number of sequential steps per iteration n seq exposed by the choice of permutation.
7.
Conclusions. This work proposed the network uncertainty quantification (NetUQ) method for propagating uncertainties in large-scale networks. The approach simply assumes the existence of a collection of components, each of which is characterized by exogenous-input random variables, endogenous-input random variables, output random variables, and an uncertainty-propagation operator. The method constructs the network simply by associating endogenous-input random variables for each component with output random variables from other components; no other Figure 6 .9: Weak-scaling study without Anderson acceleration. Iterations are terminated when the relative residual reaches a value of 10 −3 . J and G-S labels refer to the Jacobi and Gauss-Seidel methods, respectively. Relative error refers to the error in the PCE coefficients of the field random variable at several spatial locations computed using the NetUQ approach (executed with 3rd-order total-degree truncation and satisfying a relative residual of 10 −10 ) with respect to the same PCE coefficients computed by solving the global uncertainty-propagation problem.
inter-component compatibility conditions are required. This formulation promotes component independence by enabling different components to use different functional representations of random variables and different uncertainty-propagation operators.
To resolve the resulting network uncertainty-propagation problem, the method employs the classical relaxation methods of Jacobi and Gauss-Seidel iteration equipped with Anderson acceleration. Each Jacobi iteration entails embarrassingly parallel component uncertainty propagation, while each Gauss-Seidel iteration incurs feed-forward uncertainty propagation in a DAG created by "splitting" selected edges in the network. Critically, no two-way coupled solves between components are required within a given relaxation iteration.
In addition to proposing the NetUQ method, this work provided supporting error analysis (Section 5), which is applicable to the case where the component uncertainty-propagation operators comprise an approximation of an underlying "truth" uncertainty-propagation operator. These results include a priori (Proposition 5.2) and a posteriori (Proposition 5.3) error bounds for the general case. In addition, this section performed error analysis for the case where the uncertaintypropagation operator restricts the solution to lie in a subspace of the space considered by the truth uncertainty-propagation operator, including conditions for zero in-plane error (Propositions 5.6 and 5.11), and a priori (Proposition 5.7) and a posteriori (Proposition 5.10) in-plane error bounds. Numerical experiments performed in Section 6 studied the strong-scaling (Section 6.3) and weak-scaling (Section 6.4) performance of the method on a benchmark parameterized diffusion problem. These results illustrate that convergence occurs in the fewest number of iterations for smaller networks, Gauss-Seidel iteration, and a relaxation factor of ω = 1. However, due to the embarrassingly parallel nature of Jacobi iterations, the Jacobi method yields superior parallel walltime performance compared with the Gauss-Seidel method. Critically, numerical experiments also demonstrated that Anderson acceleration is essential for generating substantial speedups relative to monolithic full-system uncertainty propagation.
Future work entails demonstrating the methodology on problems characterized by greater discrepancies between components, investigating other mechanisms to accelerate convergence of the fixed-point iterations, and integrating surrogate models to reduce the wall-time incurred by component deterministic simulations used for component uncertainty propagation. Preliminary results in this direction have been presented in Ref. [27] , which applied NetUQ to propagate uncertainties in large-scale 3D hemodynamics models, and employed reduced-order models to reduce the computational cost of solving the component deterministic problems. 
