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Resumo
O coeficiente de correlação de Pearson é usado para quantificar a intensidade de associações li-
neares entre duas variáveis. Alternativamente, coeficientes de correlação não paramétricos, como os
de Spearman e Kendall, podem também ser utilizados. Contudo, em aplicações reais, as associações
raramente são lineares. Nestas situações, é interessante ajustar um modelo multivariado às variáveis
aleatórias que descreva outros tipos de relações de dependência. Embora se possa automaticamente
pensar no modelo Normal tradicional multivariado, este geralmente não consegue descrever apropriada-
mente a complexidade das associações existentes entre as variáveis. Além disso, dificilmente consegue
modelar adequadamente dados que apresentem, por exemplo, caudas pesadas ou assimetrias acentu-
adas. As cópulas ultrapassam este problema pois permitem descrever a dependência conjunta entre
várias variáveis. Numa estrutura multivariada, é possível criar a distribuição conjunta das diversas va-
riáveis aleatórias independentemente das suas distribuições marginais. As cópulas têm sido amplamente
usadas em diversas áreas, principalmente na área da banca e dos seguros. Contudo, devido à sua versati-
lidade, também têm tido grande aplicação em questões ambientais e climáticas.
Nesta dissertação, são utilizadas cópulas para analisar a dependência entre duas variáveis: a veloci-
dade máxima diária de vento, X , medida em km/h, observada em 40 estações meteorológicas localizadas
em Portugal continental desde 2000 até 2012 e a velocidade máxima diária de vento simulada, Y , pro-
duzida por um simulador com uma grelha regular com células de 81 km2. Um dos principais benefícios
em usar os dados simulados face aos observados é não haver presença de valores em falta. Em algumas
estações a proporção de valores omissos (NA) chega a atingir os 90%. Por esse motivo, das 117 estações
meteorológicas do Instituto Português do Mar e da Atmosfera localizadas no continente, só foram consi-
deradas as que apresentavam menos de 30% de NAs, i.e., 40 estações. Os dados observados e simulados
irão ser analisados por estação do ano e, em todas as estações do ano, só uma observação em cada cinco
será considerada, de forma a minimizar a dependência de curto prazo existente em cada série. Foram
também retiradas do estudo as velocidades de vento iguais a 0 por serem, possivelmente, erros da torre
de medição ou valores em falta.
O maior problema de usar os dados simulados face às velocidades de vento diárias registadas prende-
-se com o facto de, nalgumas estações, embora possa haver uma boa correspondência no centro da distri-
buição, as caudas tendem a ser bastante diferentes, especialmente no que se refere à cauda superior. Os
dados simulados apresentam tipicamente caudas direitas menos pesadas do que as dos dados observa-
dos. Outro problema que pode surgir ao serem utilizados dados simulados relaciona-se com a localização
destes. Nalgumas situações, maioritariamente na Primavera e, ocasionalmente no Verão, as velocidades
de vento simuladas parecem ter sofrido um deslocamento para a direita face às velocidades de vento re-
gistadas. Num contexto ambiental, valores extremos de velocidade de vento podem causar vários danos
materiais, nomeadamente no que diz respeito a redes eléctricas, infra-estruturas agrícolas, fabris e/ou
serviço público, ou danos na via pública. Na ocorrência de ventos fortes, se uma rede de energia ficar
danificada, e, consequentemente, uma localidade ficar sem energia durante um certo período de tempo,
cabe à empresa de energia reembolsar a população. No caso de infra-estruturas agrícolas ou fabris, que
estão em constante produção, um corte de energia, provocado por eventos extremos de ventos, implica a
paragem da produção. Em ambos os casos, quanto maior for o período sem electricidade, maior será o
prejuízo. Por outro lado, o conhecimento do comportamento do vento pode ser importante para questões
municipais, nomeadamente numa planificação urbanística adequada à zona. Se esta for demasiado ven-
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tosa, não deverão ser construídos terraços ou plantadas árvores que, na ocorrência de eventos extremos,
poderão cair e danificar a via pública ou até habitações/estabelecimentos. Deste modo, estudar e entender
a dependência entre as velocidades de vento diárias registadas e os valores simulados é extremamente
importante.
Apesar das cópulas permitirem a separação da modelação das distribuições univariadas e da estrutura
de dependência conjunta, modelar adequadamente as velocidades máximas diárias de vento registadas e
as velocidades simuladas produzidas pelo simulador é importante. Foram consideradas 4 distribuições
para modelar as velocidades do vento: a Lognormal, a Gama, a Weibull e a Burr com 3 parâmetros e
foram realizados vários testes de ajustamento, tais como o Qui-Quadrado ou o Kolmogorov-Smirnov. Os
resultados mostraram que a Lognormal e a Gama são as distribuições que melhor se ajustam aos dados
de vento e, contrariamente ao que seria de esperar com base na literatura, a Weibull parece ser a que
menos vezes se ajusta; ver [Mert and Karakus, 2015] ou [Shepherd, 1978]. Para modelar a dependência
conjunta, foram consideradas cinco famílias de cópulas: a Gaussiana, a Student t, a Clayton, a Frank e a
Gumbel. Ocasionalmente, foi ajustada a cópula Joe. Foram ainda usados três testes semi-paramétricos
de ajustamento para cópulas baseados no conceito de cópula empírica, da transformação de Kendall e
da transformação de Rosenblatt. A cópula Gumbel foi ajustada 72 vezes em 160 (4 estações do ano ×
40 estações meteorológicas), o que constitui 45% dos casos. Esta cópula é caracterizada por apresentar
dependência na cauda superior, o que significa que existe dependência para valores altos da velocidade
de vento registada e simulada. No global, 65% das cópulas ajustadas apresentam dependência na cauda
superior, enquanto cerca de 32% não apresenta dependência nas caudas, pelo que os ventos simulados e
observados se comportam similarmente ao longo do suporte.
Foram também discutidos e comparados diferentes tipos de estimação do parâmetro da cópula. Es-
tes estão englobados em 3 categorias: estimação paramétrica, estimação semi-paramétrica e estimação
não paramétrica. No primeiro caso, existem 2 métodos, o método da máxima verosimilhança e o mé-
todo “Inference for Margins”, onde são consideradas as distribuições marginais de cada variável. No
caso da estimação pelo método da máxima verosimilhança, a estimação dos parâmetros das distribuições
univariadas e do parâmetro da cópula são obtidas conjuntamente, enquanto o segundo método está di-
vidido em 2 fases: na primeira, os parâmetros das cópulas são estimados e, na segunda, os parâmetros
obtidos na primeira fase são utilizados para estimar o parâmetro da cópula. Por outro lado, a estimação
semi-paramétrica engloba o método da máxima pseudo-verosimilhança e tem como base as distribuições
empíricas das variáveis. Por último, a cópula pode ser estimada não parametricamente pela cópula em-
pírica ou pelas medidas de dependência não paramétricas, tais como o τ de Kendall e o ρ de Spearman,
que têm uma relação directa com as cópulas.
Depois de ajustados e estimados os parâmetros, foram simuladas observações a partir da cópula
e comparadas com as velocidades de ventos reais e com as obtidas pelo simulador. Foram também
apresentadas estimativas da dependência conjunta de ocorrência de ventos fortes. Observou-se que a
dependência entre as variáveis é superior nas estações do Outono e do Inverno e menor no Verão, o que
seria de esperar.
Por fim, aplicou-se a abordagem Bayesiana a 9 estações com o intuito de a comparar com a aborda-
gem clássica. No geral, não se obtiveram estimativas muito diferentes das que foram obtidas anterior-
mente. Contudo, a amplitude dos intervalos de credibilidade a 95% revelou-se ser inferior à amplitude
dos intervalos de confiança a 95%, o que constitui uma vantagem em utilizar a abordagem Bayesiana
face à abordagem clássica.
Palavras-Chave: Dependência, Cópulas, Velocidade de Ventos, Estatística Bayesiana
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Abstract
Pearson’s correlation coefficient is commonly used for quantifying the intensity of linear associa-
tions between two variables. Alternatively, non-parametric correlation coefficients, such as Spearman’s
and Kendall’s can also be applied. However, in real data applications, these associations are often non-
linear. In these situations it would be of great interest to fit a multivariate model to the random variables
which may describe other types of dependence structures. Although one may automatically think about
the traditional Gaussian multivariate model, this model does not generally describe the complexity of
the association between the variables. Moreover, it can hardly be adequate to model data which show,
e.g., strong asymmetries or heavy tails. Copulas overcome this drawback. They allow the description
of the joint dependence of several variables. In a multivariate framework, they enable to create the
joint distribution of the vector of random variables independently of their marginal distributions. In this
thesis, a copula approach is used to analyse the dependence between daily maximum wind speeds, X ,
(km/h) observed in 40 stations spread out in the continental part of Portugal from 2000 to 2012 and
simulated daily maximum wind speeds, Y , produced by a simulator at a regular grid of 81 km2 grid cell
size. One of the major benefits of using the simulated data is that it has no missing values while the
observed data has an extremely high proportion of missing observations, for instance in some stations
it reaches 90%. The main problem is that the simulated and the observed daily maximum wind speeds,
in some stations, do not match well and tend to differ, mostly in the right tail. Consequently, it is very
important to understand the dependence between X and Y . Four distributions were considered to model
the wind speed data: the Lognormal, the Gamma, the Weibull and the 3-parameter Burr distributions
and five family of copulas were considered to model (X ,Y ): Gaussian, Student t, Clayton, Frank and
Gumbel. Occasionally, Joe’s copula was fitted. The results showed that Lognormal and Gamma are the
most suitable marginal distributions and Gumbel’s Copula is the most adequate to model the dependence.
Finally, the classical modelling is compared with a Bayesian approach. The Bayesian estimates for the
parameters of the univariate distributions and for the copula proved to be not very different. However,
it provided narrower credible intervals for the estimates, which constitutes an advantage towards the
classical approach.
Keywords: Dependence, Copulas, Wind Speed, Bayesian Statistics
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1 | Introduction
Due to the randomness of the wind speed, estimating its behaviour is hard, therefore predicting
future wind events accurately is almost impossible. In order to simplify the prediction of the wind speed
behaviour and avoid possible damages when an extreme event occurs, simulating wind speeds from the
real daily maximum winds speeds may be of great importance. Moreover, if there is an exact match
between the two variables, one can rely on the values produced by the simulator instead of considering
the real ones which may have missing values. In fact, in 117 meteorological stations spread out in the
continental part of Portugal, just 40 stations show a proportion of missing values lower than 30%.
However, a problem which arises from the use of simulated data instead of observed data is the fact
that, in some cases, they do not match nicely, especially for extreme values. In particular, the right tails
tend to differ from each other. For the simulated data, they tend to be less heavier than for the observed
data. Furthermore, the mapping of the risk based on simulated data tends to underestimate the damage
probability. In an environmental context, extreme wind speeds might cause damage to property, for
instance regarding to power networks, agricultural or factory infrastructures, public service institutions,
such as hospitals, or damage to public roads, for example tree fallings, erosion or landslides. For instance,
strong winds can cause power energy loss in a region which may affect its infrastructures. Moreover, for
longer periods without energy, the damage will certainly be larger. On the other hand, the knowledge
of the wind behaviour can be extremely useful for municipal issues, for instance in urban planning
appropriate to the area. If it is an extremely windy zone, no terraces should be built or trees planted,
since they can fall and damage surrounding houses. Regarding to public service, such as hospitals, even
though they may be self-sufficient, long periods without power energy caused by extreme occurrences
of wind may prevent medical procedures from being performed. For these reasons, the study of the
dependence between the two type of data is of great relevance, so that improvements on the observed
wind speed data can be made based on the simulated data.
But why is the use of Copulas important? Indeed, for measuring and quantifying the linear associa-
tions between variables, we can use, not only Pearson’s correlation coefficient, but also non-parametric
coefficients, such as Kendall’s tau and Spearman’s rho. However, these coefficients only provide in-
formation about the overall strength of dependence and do not reveal how it varies across the distribu-
tion; see [Kostova et al, 2012]. Moreover, in real applications, the associations between variables are
often non-linear. Furthermore, fitting a multivariate model to random variables can be useful to mea-
sure other types of dependence. Then we can think about the tradicional Gaussian multivariate model.
Nonetheless, it is hardly adequate since generally it does not describe complex associations between
variables, such as heavy tails or strong asymmetries.
In recent years, there has been a growing interest in copulas and their applications. They first
appeared in [Sklar, 1959] and the theory about copulas is presented in detail in [Nelsen, 2006] and
[Joe, 1997]. They have been widely applied in insurance and finance problems; see [Dana, 2007],
[Embrechts et al, 2003], [Shemyakin and Youn, 2006], [Erntell, 2013] or [Dos Santos, 2011]. However,
copulas start to be applied to other fields, such as climate; see for instance [Cong and Brady, 2012],
[Diaz, 2017] or [Kostova et al, 2012].
Copulas enable to create the joint distribution of the vector of random variables independently
from their marginal distributions. In a bivariate framework, according to Sklar’s theorem, if X and Y
are two random variables with joint distribution H(x,y) = P(X ≤ x, Y ≤ y) and distribution functions
1
F(x) = P(X ≤ x) and G(y) = P(Y ≤ y), then there exists a copula C such that
H(x,y) =C(F(x),G(y)). (1.1)
Moreover, if X and Y are continuous variables, C is unique. Furthermore, if u = F(x) and v = G(y) are
distribution functions, C(u,v) =C(F(x),G(y)) is a valid bivariate distribution. Finally, copulas provide a
more flexible methodology for modelling the dependence between several variables, indicating in which
part of the distribution the dependence is stronger; see [Kostova et al, 2012].
The aim of this dissertation is to model the dependence between daily maximum wind speeds, mea-
sured in km/h, observed in 40 stations spread out in the continental part of Portugal from 2000 to 2012,
and simulated wind speeds produced by a simulator at a regular grid of 81 km2 grid cell size. The
end purpose, which is beyond the scope of this thesis, is to use the simulated wind speeds after being
calibrated using the observed data, i.e., to bring the simulated wind speeds in line with the observed
wind speeds. For accomplishing this, it is very important to understand and characterise the dependence
existing between the simulated and the observed data.
This dissertation will be organised as follows. In Chapter 2, a theoretical background on depen-
dence modelling with copulas is given and the most common copula families are presented. In Chapter
3, we present the statistics of copulas. Several methods for estimating the copula association parame-
ter are enumerated and the Bayesian inference for copulas is approached. We then assess the fit of
the model. First, we address the fit of marginal distributions and then the fit of copulas to the data
sets. Although copulas allow to model the dependence independently from the marginal distributi-
ons, representing the wind speed data by an adequate probability function is important. The Weibull
distribution appears in the literature as the most common distribution to model wind type data; see
[Harris and Cook, 2014], [Mert and Karakus, 2015], [Pobocikova et al, 2017] or [Shepherd, 1978]. Ne-
vertheless, we consider three additional distributions: the Lognormal, the Gamma and the 3-parameter
Burr; see [Mert and Karakus, 2015] or [Shepherd, 1978]. The fact that all distributions are unspecified,
that is, all parameters have to be estimated from the data, is also addressed in regard to the performance
of the usual goodness-of-fit tests. For copulas, we enumerate several possible goodness-of-fit tests, based
on the results of [Genest et al, 2009], and some other criteria which are useful to select the appropriate
copula.
In Chapter 4, we present the procedure used to model the winds in the region of Castelo Branco.
A full analysis is made for the Winter season and the results are shown for nine meteorological stations
spread out in Portugal. The results for the other 31 stations are presented in the Appendices due to space
constraints. The Bayesian approach, as well as a comparison between the copula estimation methods,
are made just for the nine selected meteorological stations.
2
2 | Copula Theory
2.1 Introduction
In this chapter, we summarise some well-known definitions and standard results about copulas.
We will use the notation employed by [Shemyakin and Kniazev, 2017]: I= [0,1] is the unit segment,
I2 = [0,1]× [0,1] is the unit square, and, for any 0≤ u1 ≤ u2 ≤ 1, 0≤ v1 ≤ v2 ≤ 1, B = [u1,u2]× [v1,v2]
is a rectangular region in the unit square. We will also restrict ourselves to the bivariate case. Extensions
to the multivariate case can be found in the literature, such as [Joe, 2014] or [Embrechts et al, 2003]. The
structure of the chapter is mainly based on [Embrechts et al, 2003] and [Shemyakin and Kniazev, 2017].
Definition 2.1.1. Let A(u,v) be a function from I2 to I and B be a rectangular region of the unit square.
1. The A-volume of the region B is given by:
VA(B) = A(u2,v2)−A(u1,v2)−A(u2,v1)+A(u1,v1). (2.1)
2. A(u,v) is quasi-monotone if, for any rectangular area B in the unit square, its A-volume is nonne-
gative.
3. A(u,v) is grounded on I2 if A(0,v) = A(u,0) = 0 for any u,v ∈ I.
4. A(u,v) is 2-increasing if VA(B)≥ 0, for any rectangular area B in the unit square.
Note that any grounded nonnegative quasi-monotone function on I2 is increasing in each argument.
Definition 2.1.2. A 2-dimensional copula is a function C with domain I2 satisfying the following pro-
perties:
1. For any u,v in I, C(0,v) =C(u,0) = 0.
2. For any u,v in I, C(1,v) = v, C(u,1) = u.
3. For any rectangular region B⊆ I2, VC(B)≥ 0.
The partial derivatives,
∂C
∂u and
∂C
∂v , of any copula C(u,v) exist for almost all u,v ∈ I. Suppose that
∂ 2C
∂u∂v
and
∂ 2C
∂v∂u exist and are continuous in I
2. The copula density is then given by
c(u,v) =
∂ 2C
∂u∂v =
∂ 2C
∂v∂u . (2.2)
It follows that, if u = F(x) and v = G(y) are distribution functions, then any copula of the form
C(u,v) = C(F(x),G(y)) is a valid bivariate distribution function, and the converse is also true. These
statements can be found in [Sklar, 1959].
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2.2 Sklar’s Theorem
Sklar’s Theorem first appeared in 1959 and is central to the theory of copulas. It states that any
multivariate distribution can be represented as the composition of a copula and its marginal distributions.
Theorem 2.2.1. Let H be a joint distribution function with margins F and G. Then there exists a copula
C such that for all x, y
H(x,y) =C(F(x),G(y)). (2.3)
If F and G are continuous, then C is unique. Otherwise, C is uniquely determined on Ran(F)×Ran(G),
where Ran(F) and Ran(G) are the ranges of F and G, respectively. Conversely, if C is a copula and F
and G are distribution functions, then the function H defined by (2.3) is a joint distribution function with
margins F and G.
For the proof, see [Nelsen, 2006].
Sklar’s theorem states, not only that every copula with marginal distributions as arguments is a valid
bivariate distribution, but also that is possible to represent every valid bivariate distribution as a copula
of its marginals. For the continuous case, it always allows to separate the univariate marginals from the
dependence structure. In the case of discrete one-dimensional marginal distributions, one cannot assume
that (2.3) is unique.
Corollary 2.2.1.1. Let H be a joint distribution function with margins F and G, C a copula defined by
(2.3), F(−1)(u) = inf{x ∈ R | F(x)≥ u} and G(−1)(u) = inf{y ∈ R | G(y)≥ u}. Then, for any u,v ∈ I
C(u,v) = H(F(−1)(u),G(−1)(v)). (2.4)
The inversion method for constructing copulas for joint distribution functions is provided by (2.4),
when F and G are continuous. See [Nelsen, 2006] for the case when F and G are discrete marginal
distributions.
One property of copulas is that they are either invariant or do not change much for strictly monotone
transformations of random variables, in the case where F and G are continuous marginal distributions;
see [Embrechts et al, 2003] or [Nelsen, 2006].
Theorem 2.2.2. Let X and Y be continuous random variables with copula CXY and u,v ∈ I be their mar-
ginals, u = F(x) and v = G(y). Let α and β be strictly monotone on Ran(X) and Ran(Y ), respectively.
1. If α and β are strictly increasing, then
Cα(X)β (Y )(u,v) =CXY (u,v). (2.5)
In particular, CXY is invariant under strictly increasing transformations of X and Y .
2. If α is strictly increasing and β is strictly decreasing, then
Cα(X)β (Y )(u,v) = u−CXY (u,1− v). (2.6)
3. If α is strictly decreasing and β is strictly increasing, then
Cα(X)β (Y )(u,v) = v−CXY (1−u,v). (2.7)
4
4. If α and β are strictly decreasing, then
Cα(X)β (Y )(u,v) = u+ v−1+CXY (1−u,1− v). (2.8)
This copula is known as the survival copula, it will be denoted by C(u,v) and satisfies all copula
properties.
For the proof, see [Nelsen, 2006].
Let X and Y be random variables with distribution functions F(x) and G(y), respectively. The pro-
bability that X occurs after time x is called the survival function and it is given by S1(x) = P[X > x] =
1−F(x). Similarly, S2(y) = 1−G(y) is the survival function for Y . The joint survival function is given
by S(x,y) = P[X > x,Y > y]. [Nelsen, 2006] showed that there is a relationship between univariate and
joint survival functions as there is with univariate and joint distribution functions, according to Sklar’s
theorem. One just has to consider the survival functions as S1(x) and S2(y) and then it is straightforward
that
S(x,y) =C(S1(x),S2(y)). (2.9)
When it is more natural or easier to use survival functions, (2.9) is a useful alternative to C(u,v); see
[Shemyakin and Kniazev, 2017].
It is easily noted that X and Y are independent if and only if its copula is
Π(u,v) = uv, u,v ∈ I, (2.10)
known as Product Copula. Additionally, if one variable, say Y , is a function of the other, say X , the
copula C must either be the maximum copula, C(u,v) = M(u,v) = min(u,v), and in this case, Y is
monotone increasing in X , or the minimum copula, C(u,v) = W (u,v) = max(u+ v− 1,0), and Y is a
decreasing function of X ; see [Genest and Favre, 2007]. It is easy to show that these three functions
satisfy all copula properties.
Theorem 2.2.3. For any copula C and any u,v ∈ I, the following inequalities hold:
W (u,v)≤C(u,v)≤M(u,v). (2.11)
The functions W (u,v) and M(u,v) are known as the lower and upper Fréchet-Hoeffding Bounds,
respectively.
2.3 Dependence Modelling
In order to study the dependence between two random variables, X and Y , and then to build a
mathematical model of their dependence, it is required the study of the character and strength of the
dependence. The ultimate goal is to fit the data into a functional model of the relationship;
see [Shemyakin and Kniazev, 2017]. The fact that many of the properties and measures of dependence
remain unchanged under strictly increasing transformations of the random variables is very appealing
and, as follows from Theorem 2.2.2, so is the use of a copula to capture the properties of joint distributi-
ons which are “scale-invariant”; see [Nelsen, 2006]. The most frequently used measure of dependence is
Pearson’s linear correlation coefficient, which is a numerical characteristic. However, it is not a copula-
based measure of dependence, which can lead to deception and so it should not be used as the “main”
measure of dependence. To overcome this issue there exist other measures of dependence such as Ken-
dall’s concordance and Spearman’s rank correlation. These measures are concordance, and copula-based,
measures of dependence; see [Embrechts et al, 2003]. There are also graphical ways to assist the model-
ling of the dependence between two variables, such as the χ-Plots and the K-Plots. The explanation of
these graphical methods can be found in detail in [Genest and Favre, 2007].
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2.3.1 Linear Correlation
Definition 2.3.1. Let (X ,Y )T be a vector of random variables with nonzero finite variances. The linear
correlation coefficient for (X ,Y )T is
ρ(X ,Y ) = Cov(X ,Y )√
Var(X)Var(Y )
, (2.12)
where Cov(X ,Y ) = E[XY ]−E[X ]E[Y ] is the covariance of (X ,Y )T , and Var(X) = E[(X −E[X ])2] and
Var(Y ) = E[(Y −E[Y ])2] are the variances of X and Y , respectively.
The linear correlation coefficient (2.12) can be estimated by
ρˆ(X ,Y ) =
n
∑
i=1
(xi− x)(yi− y)√
n
∑
i=1
(xi− x)2
n
∑
i=1
(yi− y)2
=
n
∑
i=1
xiyi−nxy√
n
∑
i=1
(xi− x)2
n
∑
i=1
(yi− y)2
, (2.13)
where x =
1
n
n
∑
i=1
xi and y =
1
n
n
∑
i=1
yi are the sample means of X and Y , respectively, and n is the sample size
of a bivariate sample (xi,yi), i = 1, . . . ,n.
Expression (2.12) is known as Pearson’s correlation coefficient ρ and has the following properties:
1. −1 < ρ(X ,Y )< 1.
2. For a perfect linear correlation, |ρ(X ,Y )|= 1.
3. If X and Y are independent, then ρ(X ,Y ) = 0. The reciprocal is not true.
4. For α,γ ∈R\{0}, β ,δ ∈R, ρ(αX+β ,γY +δ )= sgn(αγ)ρ(X ,Y ), i.e, ρ is invariant under strictly
increasing linear transformations (a).
Additionally,
• If ρ(X ,Y )> 0, then X and Y are positively correlated.
• If ρ(X ,Y )< 0, then X and Y are negatively correlated.
• If ρ(X ,Y ) = 0, then X and Y are linearly independent although not independent. In fact, there
might be some other type of relation between X and Y .
Pearson’s correlation coefficient can be considered parametric, since it is obtained through basic
distribution parameters, such as means and variances; see [Shemyakin and Kniazev, 2017].
Since ρ is easy to estimate and, in the case of elliptical distributions (see Definition 2.4.1), it is a
natural scalar measure of dependence, (2.12) is widely used. However, it has some drawbacks. It is
not invariant to non linear transformations, for instance ρ(F(X),G(Y )) 6= ρ(X ,Y ), and thus it can not
be defined as a copula function. It is also not robust which means that an observation can have a large
influence on its value and therefore it shall not be used when there are, for example, outliers in the
sample; see [Embrechts et al, 2003].
(a)sgn(αγ) is the sign function: sgn(αγ) = 1 if αγ > 0 and sgn(αγ) =−1 if αγ < 0
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2.3.2 Concordance Measures
To overcome the drawbacks of Pearson’s correlation coefficient and to get rid of its parametric struc-
ture, one can consider other correlation measures based on ranks such as Kendall’s tau and Spearman’s
rho, which can be considered as non-parametric measures of dependence that measure a type of depen-
dence called concordance.
Definition 2.3.2. Let (x,y)T and (x˜, y˜)T be two observations of the vector (X ,Y )T of continuous random
variables. Then (x,y)T and (x˜, y˜)T are said to be concordant if (x− x˜)(y− y˜) > 0 and discordant if
(x− x˜)(y− y˜)< 0.
Theorem 2.3.1. Let (X ,Y )T and (X˜ ,Y˜ )T be independent vectors of continuous random variables with
joint distribution functions H and H˜, respectively, with common margins F of X and X˜ and G of Y and
Y˜ . Let C and C˜ denote the copulas of (X ,Y )T and (X˜ ,Y˜ )T , respectively, so that H(x,y) =C(F(x),G(y))
and H˜(x,y) = C˜(F(x),G(y)). Let Q denote the difference between the probability of concordance and
discordance of (X ,Y )T and (X˜ ,Y˜ )T , i.e, let
Q = P[(X− X˜)(Y − Y˜ )> 0]−P[(X− X˜)(Y − Y˜ )< 0]. (2.14)
Then
Q = Q(C,C˜) = 4
∫∫
I2
C˜(u,v)dC(u,v)−1. (2.15)
For the proof, see [Embrechts et al, 2003].
Kendall’s Tau
As we can see from the following definition, Kendall’s tau τ will be simply the probability of con-
cordance minus the probability of discordance; see [Embrechts et al, 2003].
Definition 2.3.3. Kendall’s tau for a random vector (X ,Y )T is defined as
τ(X ,Y ) = P[(X− X˜)(Y − Y˜ )> 0]−P[(X− X˜)(Y − Y˜ )< 0], (2.16)
where (X˜ ,Y˜ )T is an independent copy of (X ,Y )T .
Denoting by A the number of concordant pairs and by B the number of discordant pairs and, noting
that there are
(n
2
)
distinct pairs (x,y) and (x˜, y˜) in the bivariate sample of size n, Kendall’s tau (2.71) can
be estimated by
τˆ(X ,Y ) = A−B
A+B
=
(
n
2
)−1
(A−B). (2.17)
As stated before, Kendall’s tau is a copula-based measure of dependence. Therefore, it is possible to
rewrite it as a function of a copula, which will be very useful to estimate the copula parameter in both
classical and Bayesian approaches, as we will see later.
Theorem 2.3.2. Let (X ,Y )T be a vector of continuous random variables with copula C. Kendall’s tau
for (X ,Y )T is given by
τ(X ,Y ) = Q(C,C) = 4
∫∫
I2
C(u,v)dC(u,v)−1. (2.18)
Equation (2.18) is the expected value of the copula with uniform marginals U and V, C(U,V ). Therefore,
τ(X ,Y ) = 4E[C(U,V )]−1. (2.19)
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Spearman’s Rho
Another concordance measure of dependence, which is also copula-based, is Spearman’s rho ρS.
Although it is also very useful when estimating the copula parameter, one has to be careful with the ties
of the sample. This is not a real obstacle when we consider Kendall’s tau since, assuming that X and Y
are continuous, ties occur with probability 0; see [Genest and Favre, 2007].
Definition 2.3.4. Spearman’s rho for the random vector (X ,Y )T is defined as
ρS(X ,Y ) = 3(P[(X−X1)(Y −Y2)> 0]−P[(X−X1)(Y −Y2)< 0]), (2.20)
where (X ,Y )T ,(X1,Y1)T and (X2,Y2)T are independent copies.
Defining Ri(x) as the rank of xi in the sample x = (x1, . . . ,xn) sorted (in ascending order) and, by
analogy, Ri(y) as the rank of yi in the sample y= (y1, . . . ,yn) sorted (in ascending order), Spearman’s rho
(2.20) can be estimated by
ρˆS(X ,Y ) =
n
∑
i=1
(Ri(x)−Ri(x))(Ri(y)−Ri(y))√
n
∑
i=1
(Ri(x)−Ri(x))2
n
∑
i=1
(Ri(y)−Ri(y))2
= 1−6
n
∑
i=1
(Ri(x)−Ri(y))2
n(n2−1) . (2.21)
As in the case of Kendall’s tau, Spearman’s rho can also be expressed as a function of a copula.
Theorem 2.3.3. Let (X ,Y )T be a vector of continuous random variables with copula C and product
copula Π. Then, Spearman’s rho for (X ,Y )T is given by
ρS(X ,Y ) = 3Q(C,Π) = 12
∫∫
I2
uvdC(u,v)−3 = 12
∫∫
I2
C(u,v)dudv−3. (2.22)
Expression (2.22) is the expected value of the product of U = F(x),V = G(y) ∼ U(0,1) (X ∼ F and
Y ∼ G) whose joint distribution is given by the copula C. Therefore, (2.22) can be rewritten as
ρS(X ,Y ) = 12
∫∫
I2
C(u,v)dudv−3 = 12E[UV ]−3 = ρ(U,V ) = ρ(F(X),G(Y )), (2.23)
where ρ is Pearson’s correlation coefficient given in (2.12).
Similarly to the linear correlation coefficient:
• If τ(X ,Y )> 0 or ρS(X ,Y )> 0, then X and Y are positively correlated.
• If τ(X ,Y )< 0 or ρS(X ,Y )< 0, then X and Y are negatively correlated.
• If τ(X ,Y ) = 0 or ρS(X ,Y ) = 0, then X and Y are linearly independent (but not necessarily inde-
pendent).
2.3.3 Tail Dependence
The dependence between the variables in the upper-right quadrant and in the lower-left quadrant of I2
is extremely relevant when we want to study the dependence between extreme values. This dependence
is known as tail dependence and it will be a copula property. Therefore, it is invariant under strictly
increasing transformations of the two random variables; see [Nelsen, 2006] or [Embrechts et al, 2003].
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Definition 2.3.5. Let (X ,Y )T be a vector of continuous random variables with marginal distributions
functions F and G. The coefficient of upper tail dependence of (X ,Y )T is
λU = lim
u→1−
P[Y > G−1(u) | X > F−1(u)] (2.24)
provided that the limit λU ∈ I exists. Analogously, the coefficient of lower tail dependence of (X ,Y )T is
λL = lim
u→0+
P[Y ≤ G−1(u) | X ≤ F−1(u)] (2.25)
provided that the limit λL ∈ I exists.
The coefficients (2.24) and (2.25) can also be defined in terms of a copula function.
Definition 2.3.6. If a bivariate copula C with F and G defined as before is such that
λU = lim
u→1−
1−2u+C(u,u)
1−u = limu→1−
C(u,u)
1−u (2.26)
exists, then C has upper tail dependence if λU ∈ (0,1]. Similarly, if
λL = lim
u→0+
C(u,u)
u
(2.27)
exists, C has lower tail dependence if λL ∈ (0,1].
The tail dependence coefficients satisfy the following properties:
1. λU ,λL ∈ I.
2. If λU = 0, then X and Y are said to be asymptotically independent in the upper tail. Otherwise,
they are asymptotically dependent in the upper tail.
3. If λL = 0, then X and Y are said to be asymptotically independent in the lower tail. Otherwise, they
are asymptotically dependent in the lower tail.
One needs to take into account that (2.26) and (2.27) can only be used when the copula have closed
form expressions, such as in the case of Archimedean copulas and not in the case of Elliptical copulas,
as we will later see. Otherwise, especially in the latter case, the tail dependence coefficients have to be
determined using (2.24) and (2.25) and the following conditional probabilities
λU = lim
u→1−
(P[V > u |U = u]+P[U > u |V = u]), (2.28)
λL = lim
u→0+
(P[V < u |U = u]+P[U < u |V = u]), (2.29)
where U,V ∼ U(0,1) is a pair of random variables whose joint distribution is given by the copula C,
P[V ≤ v |U = u] = ∂C(u,v)∂u and P[V > v |U = u] = 1−
∂C(u,v)
∂u and, analogously, when conditioning on
V; see [Embrechts et al, 2003].
There are a variety of copula classes, some of which can be found in [Joe, 2014]. However, in this
thesis we will only consider two of the most used and important ones, the Elliptical and the Archimedean
classes.
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2.4 Elliptical Copulas
The class of elliptical copulas not only shares a set of properties with the multivariate normal distri-
butions, but also enables the modelling of multivariate extremes and dependencies that differ from the
ones of the Normal distribution. The elliptical copulas result from Sklar’s theorem and from the fact that
C has an elliptical distribution. However, the marginals may or may not follow an elliptical distribution;
see [Embrechts et al, 2003], [Shemyakin and Kniazev, 2017]. Yet, the class of elliptical copulas does not
have closed form expressions and is restricted to the fact that the copulas have radial symmetry, that is
C(u,v) =C(u,v).
This class includes two of the most used copulas in applications, the Gaussian (or Normal) and the
Student t.
2.4.1 Elliptical Distributions
[Embrechts et al, 2003] summarises in detail all the characteristics of an elliptical distribution. We
will only introduce the more relevant for the aim of this thesis.
Definition 2.4.1. If X is a n-dimensional random vector and, for some µ ∈Rn and some n×n nonnegative
definite symmetric matrix Σ, the characteristic function ϕX−µ(t) of X−µ is a function of the quadratic
form tTΣt,ϕX−µ(t) = φ(tTΣt), then we say X has an elliptical distribution with parameters µ,Σ and φ ,
and we write X∼ En(µ,Σ,φ).
φ is known as the characteristic generator of an elliptical distribution.
If X is a 2-dimensional random vector with an elliptical distribution, X ∼ E2(µ,Σ,φ), where the
matrix Σ is diagonal, if Var(Xi) is finite, then X has uncorrelated components. Also, if X has independent
components, then X∼ N2(µ,Σ). Note that, if X follows a bivariate normal distribution, its characteristic
function is given by
ΦX(t) = exp
{
ittµ− 1
2
ttΣt
}
(2.30)
and so, according to Definition 2.4.1, with φ(u) = exp
{u
2
}
and u = ttΣt, X∼ E2(µ,Σ,φ).
[Embrechts et al, 2003] states that, whenever 0 < Var(Xi),Var(X j)<∞, the matrix Σ is the variance-
covariance matrix. Thus,
ρ(Xi,X j) =
Cov(Xi,X j)√
Var(Xi),Var(X j)
=
Σi j√
ΣiiΣ j j
, (2.31)
where ρ is the linear correlation coefficient. This is the reason why ρ is a natural measure of dependence
between random variables with a joint elliptical distribution.
One drawback of this class of joint distributions is that the margins have to be elliptical as well.
To overcome this problem, one may choose to construct an elliptical copula with arbitrary margins (el-
liptical or not). However, in this case, Σ is no longer estimated by the variance-covariance matrix.
[Embrechts et al, 2003] proposes an estimator for the linear correlation matrix of X , R, whose compo-
nents are given by Ri j =
Σi j√
ΣiiΣ j j
. This estimator,
Rˆi j = sin
(
piτˆ(Xi,X j)
2
)
, (2.32)
is robust where we must consider the non-parametric estimator τˆ(Xi,X j) of τ(Xi,X j). (2.32) is an efficient
estimator of R for elliptical copulas with or without elliptical marginals.
The density functions of the class of bivariate elliptical distributions Qρ(s, t) are given by
qρ(s, t) =
k2√
1−ρ2 g
(
s2−2ρst+ t2
1−ρ2
)
, (2.33)
where ρ ∈ (−1,1) is the linear correlation coefficient, g : R→ R+ is such that ∫ +∞−∞ g(t)dt < ∞, and k is
the normalising constant; see [Shemyakin and Kniazev, 2017].
This class includes distributions such as the Normal and the Student t.
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2.4.2 The Gaussian Copula
The Gaussian, or Normal, Copula is obtained if (2.4) is constructed with a distribution function of
a standardised bivariate normal distribution, which is denoted by Φρ(s, t), where ρ is the correlation
between the components. The Gaussian Copula is then defined by
Cρ(u,v) =Φρ(Φ−1(u),Φ−1(v)), (2.34)
where Φ−1(t) is the inverse of the standard normal cumulative distribution function.
If we set s =Φ−1(u) and t =Φ−1(v), the Gaussian Copula density can be written as
cρ(u,v) =
φρ(s, t)
φ(s)φ(t)
, (2.35)
where φρ(s, t) is the density function of the standardised bivariate normal distribution with correlation ρ
and φ(t) is the density of the standard normal distribution.
Since the expressions of φρ(s, t) and φ(t) are known, one can rewrite (2.35) explicitly as
cρ(u,v) =
1√
1−ρ2 exp
{
−ρ
2s2 +ρ2t2−2ρst
2(1−ρ2)
}
. (2.36)
As said before, one can have arbitrary marginal distributions combined with the Gaussian Copula. Its
goal is to transform the random variables X and Y , with distribution functions F and G, respectively, into
standard normal variables through S = Φ−1(F(X)) and T = Φ−1(G(Y )). The dependence of X and Y
will be then expressed in terms of the dependence structure of the standard normal variables. Therefore,
we are expressing a nonlinear dependence between X and Y through the linear correlation coefficient of
their standard normal transforms, S and T ; see [Shemyakin and Kniazev, 2017].
Tail Dependence
This copula, since it belongs to the elliptical family, has radial symmetry, that is C(u,v) = C(u,v),
and so the coefficient of the upper and lower tails will be the same. The Gaussian Copula is known to
have no tail dependence as we can see in Fig. 2.1. Thus, λU = λL = 0.
Fig. 2.1: Density of a Gaussian Copula with ρ = 0.6 (left); scatterplot of (u,v)T , where u = F(x) and v = G(y)
(middle) and scatterplot of (x,y)T where X ∼Weibull(4,2) and Y ∼ LN(2.5,0.152) (right). The plots were done
by the author using the package copula in R; see [Yan, 2007].
Dependence Measures
For this copula, and as stated in (2.32), Kendall’s concordance τ can be expressed as
τ = 2pi arcsin(ρ). (2.37)
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Spearman’s rho can be expressed as
ρS =
6
pi arcsin
(ρ
2
)
(2.38)
and the linear correlation coefficient, as a function of ρS, is expressed as
ρ = 2sin
(piρS
6
)
, (2.39)
and similarly for τ .
Simulation
If we want to estimate H(x0,y0) = P[X ≤ x0,Y ≤ y0], where X ∼ F(x), Y ∼ G(y) and H(x,y) as
defined in (2.3), we can perform the following procedure described in [Shemyakin and Kniazev, 2017]
as follows:
1. Generate independently two standard normal variables z1,z2 ∼ N(0,1).
2. Define correlated standard normal variables as w1 = z1 and w2 = ρz1+
√
1−ρ2z2.
3. Set u =Φ(w1) and v =Φ(w2).
4. Set x= F−1(u) and y=G−1(v). Note that implementations of this step depend on the distributions
F(x) and G(y).
In order to obtain a sample (xi,yi), i = 1, . . . ,n from Cρ(F(x),G(y)), we have to repeat the procedure
above n times. H(x0,y0) is estimated by the proportion of the sample elements which satisfy the condition
xi ≤ x0, yi ≤ y0.
2.4.3 The Student t-Copula
When the interest focuses on modelling data which exhibits heavy-tailed behaviour, the Student t-
Copula may be used instead of the Gaussian. [Demarta and McNeil, 2005] take special attention to its
extremal properties, present some more flexible extensions of the copula and describe copulas related to
the t-Copula through extreme value theory.
Multivariate t Distribution
The univariate density with η > 0 degrees of freedom, tη , is defined by
tη(x) =
Γ
(
η+1
2
)
Γ
(η
2
)√
piη
(
1+
x2
η
)−(η+1)
2
(b), x ∈ R. (2.40)
The d−variate density, td,η , with correlation matrix R and η degrees of freedom of a random vector
x ∈ Rd , is defined by
td,ηR(x) = |R|− 12
Γ
(
η+d
2
)
Γ
(η
2
)
(piη) d2
(
1+
xT R−1x
η
)−(η+d)
2
. (2.41)
Therefore, the bivariate case with η degrees of freedom, where
R =
(
1 ρ
ρ 1
)
(2.42)
and −1 < ρ < 1, is given by
t2,ηρ(x,y) = (1−ρ2)− 12
Γ
(
η+2
2
)
Γ
(η
2
)
(piη)
(
1+
x2 + y2−2ρxy
η(1−ρ2)
)−(ρ+2)
2
. (2.43)
(b)Γ(x) =
∫ ∞
0 z
x−1e−z dz,x > 0 is the Gamma function
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For simplicity, we will denote the bivariate case just as tηρ(x,y) instead of t2,ηρ(x,y).
The following expression for the Student t-Copula is obtained constructing (2.4) with a bivariate t
distribution function, Tηρ
Cηρ(u,v) = Tηρ(T−1η (u),T
−1
η (v)), (2.44)
where T−1η (t) is the inverse of the univariate t distribution function with η degrees of freedom.
Once again, if we set s= T−1η (u) and r= T−1η (v), the density of the Student t-Copula can be written as
cρ(u,v) =
tηρ(s,r)
tη(s)tη(r)
, (2.45)
where tη and tηρ are given in (2.40) and (2.41), respectively. Then, (2.45) can explicitly be written as
cηρ(u,v) =
Γ
(
η+2
2
)
Γ
(η
2
)
√
1−ρ2 Γ2
(
η+1
2
)
((
1+ s
2
η
)(
1+ r
2
η
)) η+1
2
(
1+ s
2+r2−2ρsr
η(1−ρ2)
) η+2
2
. (2.46)
As in the case of the Gaussian Copula, one can combine the Student t-Copula with any marginal
distributions.
Tail Dependence
As the univariate and multivariate Student-t distributions, the Student t-Copula is characterised for
having heavy tails. Therefore, this copula has tail dependence, as we can observe in Fig. 2.2. Additio-
nally, due to its radial symmetry, the lower and upper coefficients are equal and given by
λL = λU = 2Tη+1(t), (2.47)
where Tη+1 is the univariate t distribution function with η+1 degrees of freedom and
t =−
√
η+1
√
1−ρ
1+ρ . (2.48)
Fig. 2.2: Density of a Student t-Copula with ρ = 0.6 and η = 5 degrees of freedom (left); scatterplot of (u,v)T ,
where u= F(x) and v=G(y) (middle) and scatterplot of (x,y)T where X ∼Gamma(2,5) and Y ∼N(2,52) (right).
The plots were done by the author using the package copula in R; see [Yan, 2007].
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Concordance Measures
For this copula, as said in (2.32), Kendall’s concordance τ can be expressed as
τ = 2pi arcsin(ρ). (2.49)
Note that, for the Gaussian and Student t Copulas, τ is expressed in the same way and in terms of the
correlation parameter ρ .
Simulation
We can as well estimate H(x0,y0), but with a slightly modification of the procedure used for the
Gaussian Copula. We recall that, if Z ∼ N(0,1) is a standard normal variable and S ∼ χ2(ν) a chi-
squared variable with ν degrees of freedom independent from Z, then
T = Z
√
ν
S
(2.50)
follows a t distribution with ν degrees of freedom.
Hereupon, we can perform the following procedure, as described in [Shemyakin and Kniazev, 2017]:
1. Generate independently two standard normal variables z1, z2 ∼ N(0,1).
2. Generate a random variable s from χ2(ν) independent from z1, z2.
3. Define correlated standard normal variables w1 = z1 and w2 = ρz1+ z2
√
1−ρ2.
4. Set t1 = w1
√
ν
s and t2 = w2
√
ν
s .
5. Set u1 = Tν(t1) and u2 = Tν(t2).
6. Set x = F−1(u1) and y = G−1(u2). Note that implementations of this step depend on the distribu-
tions F(x) and G(y).
Again, we have to repeat the procedure n times in order to obtain a sample (xi,yi), i = 1, . . . ,n from
Cνρ(F(x),G(y)) and the sample elements which satisfy xi≤ x0, yi≤ y0 will be used to estimate H(x0,y0).
For illustration of this procedure, let us consider the following example:
Example 1. Let X ∼ Gamma(2,5), Y ∼ N(2,52) and their dependence be modelled by a Student t-
Copula, C(u,v), with correlation parameter, ρ = 0.6, and η = 5 degrees of freedom. Our goal is to
simulate the copula and estimate H(3,1).
Considering a sample of size 2000, the number of elements satisfying xi ≤ 3, yi ≤ 1 is 858. It is
straightforward to check that the required probability is 0.429.
If we simulate a Student t-Copula directly using the package copula in R, with the same marginal
distributions and sample size, we obtain H(3,1) = 0.4207, which is very close. In Fig. 2.3 we compare
the copula simulated by the procedure above (in green) and the copula simulated directly from the pac-
kage (in blue). We can see, from the two scatterplots on the right, that both copulas have approximately
the same features. It is also clear the dependence on the tails.
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Fig. 2.3: Simulated Student t-Copula following the procedure proposed (green) vs simulated Student t-Copula
using the package copula in R (blue).
2.5 Archimedean Copulas
The class of Archimedean copulas is one of the most important and used class of copulas for a number
of reasons. Contrarily to the class of elliptical copulas, Archimedean copulas have closed form expressi-
ons. Also, many parametric families of copulas are Archimedean and this class allows a great variety of
dependence structures. However, these copulas do not derive from Sklar’s Theorem, which requires the
need to introduce some conditions in order to considered them as copulas; see [Embrechts et al, 2003],
2.5.1 Definitions
Let X and Y be continuous random variables. The product copula Π(u,v) = uv, where u = F(x) and
v = G(y) are the marginals of the copula, is the only instance in which the joint distribution
function factors into a product of a function of the marginals. But with a certain deviation from this co-
pula, one may have another way of constructing copulas. Whenever it is possible to write λ (H(x,y)) =
λ (F(x))λ (G(y)) for a function λ , which has to be positive on (0,1), through the transformation ϕ(t) =
− log(λ (t)), we can also write H(x,y) as a sum of functions of the marginals, u and v. Thus,
ϕ(H(x,y)) = ϕ(F(x))+ϕ(G(y)) (2.51)
or, in terms of copulas,
ϕ(C(u,v)) = ϕ(u)+ϕ(v). (2.52)
Moreover, since the interest relies on having a form of constructing copulas, we need to introduce the
concept of pseudo-inverse ϕ [−1] so that we can have C(u,v) = ϕ [−1](ϕ(u)+ϕ(v)); see [Nelsen, 2006],
[Shemyakin and Kniazev, 2017].
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Definition 2.5.1. Let ϕ be a continuous, strictly decreasing function from I to [0,∞] such that ϕ(1) = 0.
The pseudo-inverse of ϕ is the function ϕ [−1] : [0,∞]→ I given by
ϕ [−1](t) =
ϕ−1(t), 0≤ t ≤ ϕ(0)0, ϕ(0)≤ t ≤ ∞ (2.53)
Note that ϕ [−1] is continuous, nonincreasing on [0,∞], and strictly decreasing on [0,ϕ(0)]. Furthermore,
ϕ [−1](ϕ(u)) = u in I and
ϕ(ϕ [−1](t)) =
t, 0≤ t ≤ ϕ(0)ϕ(0), ϕ(0)≤ t ≤ ∞ (2.54)
Finally, if ϕ(0) = ∞, then ϕ [−1] = ϕ−1.
Pseudo-inverses are useful to extend the inverse functions to functions of limit range;
see [Embrechts et al, 2003].
Theorem 2.5.1. Let ϕ be a continuous, strictly decreasing function from I to [0,∞] such that ϕ(1) = 0,
and let ϕ [−1] be the pseudo-inverse of ϕ . Let C be the function from I2 to I given by
C(u,v) = ϕ [−1](ϕ(u)+ϕ(v)). (2.55)
Then C is a copula if and only if ϕ is convex.
For the proof see [Nelsen, 2006].
Definition 2.5.2. A function g : Rn → R is convex if its domain is a convex set and for all x, y in its
domain, and all t ∈ [0,1],we have
g(tx+(1− t)y)≤ tg(x)+(1− t)g(y). (2.56)
See [Boyd and Vandenberghe, 2004].
If a copula C(u,v) is of the form (2.55) and the function ϕ is convex, then Cα(u,v) is called an
Archimedean copula and ϕ its generator.
If the second derivative ϕ ′′(t) exists, then the density of Archimedean copulas can be expressed as
c(u,v) =−ϕ
′′
(C(u,v))ϕ ′(u)ϕ ′(v)
(ϕ ′(C(u,v)))3
. (2.57)
On this thesis we will be focusing on the three most frequent copulas of this class, which are the
Clayton, Frank and Gumbel-Hougaard Copulas.
Tab. 2.1: Three Archimedean Copulas with association parameter α and some of theirs properties.
Copula ϕα(t) ϕ
[−1]
α (s) α ∈ Limiting and Special Cases
Clayton 1α (t
−α −1) max{(1+αs)−1/α ,0} [−1,∞)\{0} C−1 =W,C0 =Π,C∞ = M
Frank − log( e−αt−1e−α−1 ) − 1α log([1+ e−s(e−α −1)]) R\{0} C−∞ =W,C0 =Π,C∞ = M
Gumbel-Hougaard (− log(t))α e−s1/α [1,∞) C1 =Π,C∞ = M
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2.5.2 Properties
Theorem 2.5.2. Let C be an Archimedean copula with generator ϕ . Then
1. C is symmetric, i.e. C(u,v) =C(v,u) for all u,v ∈ I.
2. C is associative, i.e. C(C(u,v),w) =C(u,C(v,w)) for all u,v,w ∈ I.
3. For every constant, c≥ 0, cϕ is also a generator of C.
See [Embrechts et al, 2003] for the proof of 1 and 2. [Embrechts et al, 2003] also showed that the asso-
ciativity property of this class of copulas is not shared by copulas in general.
2.5.3 Tail Dependence
When we are in the class of Archimedean copulas, tail dependence is easily expressed in terms of
the generator of each copula.
Theorem 2.5.3. Let C be an Archimedean copula with generator ϕ . If ∂ϕ
−1
∂ t (0) is finite, then
C(u,v) = ϕ−1(ϕ(u)+ϕ(v)) (2.58)
does not have upper tail dependence. If C has upper tail dependence, then ∂ϕ
−1
∂ t (0) =−∞ and its coeffi-
cient is given by
λU = 2−2 lim
s→0
∂ϕ−1
∂ t (2s)
∂ϕ−1
∂ t (s)
. (2.59)
Theorem 2.5.4. Let C be an Archimedean copula with generator ϕ . If ϕ is as in Theorem 2.5.3, then the
coefficient of lower tail dependence of the copula C(u,v) = ϕ−1(ϕ(u)+ϕ(v)) is equal to
λL = 2 lim
s→∞
∂ϕ−1
∂ t (2s)
∂ϕ−1
∂ t (s)
. (2.60)
For the proof see [Embrechts et al, 2003].
The variety of dependence structures of the copulas of the Archimedean class can be seen on Tab.
2.2. Likewise the Gaussian Copula, the Frank one does not show any tail dependence, while the Clayton
Copula shows lower tail dependence and the Gumbel-Hougaard upper tail dependence.
Tab. 2.2: Tail dependence for three Archimedean copulas.
Copula α ∈ λL λU
Clayton [−1,∞)\{0} 2− 1α 0
Frank R\{0} 0 0
Gumbel-Hougaard [1,∞) 0 2−2 1α
2.5.4 Concordance Measures
In the case of an Archimedean copula, Kendall’s tau can be determined in a easier way since it can
be expressed as an integral of its generator and its derivative. If X and Y are random variables and its
dependence is modelled by an Archimedean copula C generated by ϕ , Kendall’s tau of X and Y is given
by
τC = 1+4
∫ 1
0
ϕ(t)
ϕ ′(t)
dt. (2.61)
For the proof see [Embrechts et al, 2003].
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Equation (2.61) can also be used as a way of estimating the association parameter α , as we can
observe on Tab. 2.3 below
Tab. 2.3: Kendall’s tau and copula association parameter.
Copula α ∈ τ α
Clayton [−1,∞)\{0} αα+2 2τ1−τ
Frank R\{0} 1+ 4(D(α)−1)α –
Gumbel-Hougaard [1,∞) α−1α
1
1−τ
where D(α) = 1α
∫ α
0
t
et −1 dt is the Debye’s integral.
The Clayton Copula
With the generator and pseudo-inverse defined on Tab. 2.1, the Clayton Copula is given by
Cα(u,v) = max{(u−α + v−α −1)− 1α ,0}, (2.62)
with α ∈ [−1,∞) \ {0}. However, this copula is typically applied when α > 0 and so (2.62) can be
written as
Cα(u,v) = (u−α + v−α −1)− 1α . (2.63)
Thus, its density is given by
cα(u,v) =
(α+1)(uv)α
(uα + vα − (uv)α) 1α+2
. (2.64)
As said before, this copula has lower tail dependence, so it is used when the dependence between
low values of the marginals is stronger than the dependence between values close to 1.
Although not as used in literature as the Survival Gumbel Copula, the Survival Clayton Copula is
given by
Cα(u,v) = u+ v−1+((1−u)−α +(1− v)−α −1)− 1α , (2.65)
with α > 0.
The Frank Copula
With the generator and pseudo-inverse defined on Tab. 2.1, the Frank Copula is given by
Cα(u,v) =− 1α log
(
1− e−α − (1− e−αu)(1− e−αv)
1− e−α
)
. (2.66)
and its density is given by
cα(u,v) =
α(1− e−α)e−α(u+v)
(1− e−α − (1− e−αu)(1− e−αv))2 , (2.67)
where α 6= 0.
The Frank Copula does not have any tail dependence, so it is used when the strength of the depen-
dence is relatively similar for all values of the marginals.
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The Gumbel-Hougaard Copula
With the generator and pseudo-inverse defined on Tab. 2.1, the Gumbel-Hougaard Copula and its
density are, respectively, given by,
Cα(u,v) = exp{−((− log(u))α +(− log(v))α) 1α }, (2.68)
cα(u,v) = (uv)−1(log(u) log(v))α−1(w
2
α−2+(α−1)w 1α−2)Cα(u,v), (2.69)
where w = (− log(u))α + (− log(v))α and α ≥ 1. For simplicity, we will refer to this copula as the
Gumbel Copula.
In contrast to the Clayton Copula, the Gumbel Copula has upper tail dependence, so it is used when
the dependence between high values of the marginals is stronger than the dependence between values
close to 0.
In cases where there is a combination of Exponential and Weibull margins, the Survival Gumbel
Copula has a lot of applications; see [Shemyakin and Kniazev, 2017]. It is given by
Cα(u,v) = u+ v−1+ exp{−((− log(1−u))α +(− log(1− v))α) 1α }, (2.70)
with α ≥ 1.
We can see in Fig. 2.4 the difference of the three copulas, mainly on the tail dependence. Clayton
clearly shows a lower tail dependence, λL = 0.7937, while Gumbel has an upper coefficient of 0.6805.
Frank does not have any as stated before, a fact which is reinforced by the scatterplot.
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Fig. 2.4: Comparison between three Archimedean copulas with Kendall’s tau τ=0.6 and 1000 observations gene-
rated. λCL = 0.7937, λ
G
U = 0.6805 and λ
C
U = λ
F
L = λFU = λGL = 0. The plots were done by the author using the
package copula in R; see [Yan, 2007].
2.5.5 Simulation
[Shemyakin and Kniazev, 2017] show that there exist convenient formulas for direct calculation of
probabilities H(x0,y0) = P[X ≤ x0,Y ≤ y0]. However, it is required additional comprehension of the
structure of the member of the Archimedean class.
For the simulation of Archimedean copulas, we can consider two different construction methods:
one based on Kendall’s distribution and the other based on Marshall-Olkin Construction.
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Theorem 2.5.5. Let C be an Archimedean copula generated by ϕ and let
KC(t) =VC({(u,v) ∈ I2 |C(u,v)≤ t}).
Then, for any t in I,
KC(t) = t− ϕ(t)ϕ ′(t) . (2.71)
See [Nelsen, 2006] for the proof. (2.71) is known as Kendall’s distribution function.
Corollary 2.5.5.1. If (U,V )T has distribution function C, where C is an Archimedean copula generated
by ϕ , then the function KC given by (2.71) is the distribution function of the random variable C(U,V ).
Theorem 2.5.6. Under the hypotheses of Corollary 2.5.5.1, the joint distribution function H(s, t) of the
random variables S = ϕ(U)ϕ(U)+ϕ(V ) and T =C(U,V ) is given by H(s, t) = sKC(t) for all (s, t) ∈ I2. Hence
S and T are independent, and S is uniformly distributed on I.
For the proof see [Embrechts et al, 2003].
Theorem 2.5.6 is on the base of one of the sampling procedures for Archimedean copulas. Assuming
that F and G are the marginal distributions of the copula and the generator ϕα corresponds to an Archi-
medean copula with association parameter value α , the procedure is as stated in [Embrechts et al, 2003]
and [Shemyakin and Kniazev, 2017]:
1. Generate independently two variables s and w, uniform in [0,1].
2. Solve for t = K−1C (w).
3. Set u = ϕ [−1]α (sϕα(t)) and v = ϕ
[−1]
α ((1− s)ϕα(t)).
4. Set x = F−1(u) and y = G−1(v).
Note that s and t correspond to S and T from Theorem 2.5.6.
Another sampling procedure for simulating Archimedean copulas was introduced by
[Marshall and Olkin, 1988]. There exists a nonnegative random variable W such that the generator of
many Archimedean copulas, ϕα(t), is the inverse of its moment generating function, M(t) = E[e−tW ],
i.e. its Laplace transform. If S and T are two independent variables uniformly distributed in I,
U = M
(
− log(S)
W
)
, V = M
(
− log(T )
W
)
(2.72)
are also uniform on I, and their joint distribution is an Archimedean copula with generator ϕα(t),
[Shemyakin and Kniazev, 2017]. If the distribution of W is easy to sample, one can use the following
algorithm to sample Archimedean copulas.
1. Generate a copy of random variable w.
2. Draw s and t independently from U [0,1].
3. Set u = ϕ [−1]α
(
− log(s)w
)
and v = ϕ [−1]α
(
− log(t)w
)
.
4. Set x = F−1(u) and y = G−1(v).
For both procedures and, as in the simulation for elliptical copulas, to obtain a sample (xi,yi),
i = 1, . . . ,n from Cα(F(x),G(y)) we have to repeat the algorithm n times.
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3 | Statistics of Copulas
3.1 Estimation
The choice of the best distribution, either univariate, or multivariate, is generally not an easy task.
As stated in [Huard et al, 2006], it is not trivial and it is linked to the estimation of the parameters.
Additionally, if more parameters have to be estimated, more difficult this process becomes. The main
question is how to estimate the copula parameters given a sample (x1,y1), . . . ,(xn,yn) of (X ,Y ).
First, one has to decide if the parameters are estimated in a parametric, semiparametric or
non-parametric way. Some authors, e.g. [Genest and Favre, 2007], choose to perform it non-parametri-
cally, since the dependence captured by the copula is not related to the individual behaviour of the
variables. Therefore, they only consider rank-based estimators. However, some authors; see for instance
[Joe, 2014] and [Shemyakin and Kniazev, 2017], prefer to estimate the parameters parametrically.
3.1.1 Parametric Inference
[Joe, 2014] enumerates a set of advantages of using parametric inference methods for copula models.
For instance, they are easier to implement numerically and can be used in high dimensions. From the
point of view of [Shemyakin and Kniazev, 2017], parametric models generally are less data dependent
and can have better predictive quality than other approaches.
The most general and used method of estimation for parametric models is based on the likelihood.
Assume that we have an iid sample z = (x1,y1), . . . ,(xn,yn) of (X ,Y ). Let F and G be the distribution
functions of X and Y and f and g the probability density functions of X and Y , respectively. The joint
probability function of (X ,Y ) is given by
f (x,y | θ ) = c(F(x | α 1),G(y | α 2) | δ ) f (x | α 1)g(y | α 2), (3.1)
and we can write the log-likelihood of the model as
L(θ | z) =
n
∑
i=1
log(c(F(xi | α 1),G(yi | α 2) | δ ))+
n
∑
i=1
(log( f (xi | α 1))+ log(g(yi | α 2))), (3.2)
where α 1 is the vector of parameters of the distribution of X, α 2 is the vector of parameters of the
distribution of Y, δ is the vector of the copula parameters and θ = (α 1,α 2,δ ) is the vector of all model
parameters. It is straightforward that the first part of (3.2) is the log-likelihood of the bivariate copula
and the second part is the log-likelihood of each marginal.
Maximum Likelihood Estimator
The maximum likelihood estimation (MLE) method can be used to estimate simultaneously the pa-
rameters of the marginal distributions and the copula parameters. The estimator is then obtained by
maximising the function (3.2).
Assuming that the regularity conditions are satisfied, the maximum likelihood estimator θˆ is given
by
θˆMLE = argmax L(θ | z). (3.3)
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The estimator (3.3) is asymptotically normally distributed, i.e.
√
n(θˆMLE −θ 0) d−→ N(0, I−1(θ 0)), (3.4)
where θˆMLE
p−→ θ 0, θ 0 is the true value of θ and I−1(θ 0) is the Fisher information evaluated at θ 0; see
[Joe, 2014].
Inference Functions for Margins
In the case where there exist too many parameters, (3.2) can be difficult to maximise. Therefore, in
order to overcome this problem, [Joe, 1997] proposed a two-step method called Inference Functions for
Margins (IFM). The method consists, firstly on the estimation of the marginal parameters separately by
maximum likelihood and, secondly on using them to estimate the copula parameters. To sum up:
1. We obtain by MLE the estimates of the parameters of the marginal distributions
αˆ = argmax
n
∑
i=1
(log( f (xi | α 1))+ log(g(yi | α 2))), (3.5)
where α 1 is the vector of the parameters of the distribution of X, α 2 is the vector of parameters of
the distribution of Y and α = (α 1,α 2) is the vector of all the marginal parameters.
2. We obtain by MLE the estimates of the copula parameters
δˆ = argmax
n
∑
i=1
log(c(F(xi | αˆ 1),G(yi | αˆ 2), | δ )) (3.6)
where δ is the vector of copula parameters.
The IFM estimator is then given by the vector θˆ IFM = (αˆ 1, αˆ 2, δˆ ). Under certain regularity conditions,
the IFM estimator is consistent and asymptotically normal. More about its asymptotic efficiency can be
found in [Joe, 2005].
3.1.2 Semiparametric Inference
The main difference between the parametric estimation and the semiparametric one is that the latter
does not make any assumption on the marginal distributions. Being so, we first estimate the marginal
distributions by the empirical functions and then estimates the copula parameters through the maximum
likelihood estimation.
Let Fˆ(x) be the empirical distribution of the random variable X , i.e.
Fˆ(x) =
1
n
n
∑
i=1
I(Xi≤x), (3.7)
where I(Xi≤x) is the indicator function which is equal to 1 when Xi ≤ x, and 0 otherwise. After obtaining
uˆi = Fˆ(xi) and vˆ = Gˆ(yi), we estimate the copula parameters by maximising
n
∑
i=1
log(c(uˆi, vˆi) | δ )) (3.8)
and the maximum pseudo-likelihood estimator (MPLE) is given by
θˆMPLE = argmax
n
∑
i=1
log(c(uˆi, vˆi) | δ )). (3.9)
Note that this method can only be implemented if the variables X and Y are continuous; see [Joe, 2014].
Moreover, [Genest et al, 1995a] proved that this estimator is consistent and asymptotically normal when
the copula model is specified correctly. One of the advantages of this approach is that it can be useful
for model comparison and selection, since it eliminates the possible misspecification of the marginal
distributions; see [Shemyakin and Kniazev, 2017].
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3.1.3 Non-parametric Inference
The last case of copula inference is the non-parametric approach. [Joe, 2014] shows that, even if
the parameters are estimated in a parametric way, non-parametric methods can be useful to assess the
adequacy of the copula model fit. We may have two methods of non-parametric copula inference, one
based on the empirical copula, and the other based on moments.
Empirical Copula
Let us define the pseudo-observations z1 = (z11,z12), . . . ,zn = (zn1,zn2) of the pseudo-vector Z by
zi =
(
nFˆ(xi)
n+1
,
nGˆ(yi)
n+1
)
, i = 1, . . . ,n, (3.10)
with Fˆ(xi) and Gˆ(yi) defined as before. The pseudo-observations can be interpreted as a sample from the
copula C. The empirical copula Cn is then given by
Cn(u,v) =
1
n
n
∑
i=1
I[0,1]2(Zi1 ≤ u,Zi2 ≤ v), (3.11)
where I[0,1]2(Zi1≤ u,Zi2≤ v) is the indicator function, which take the value 1 if (Zi1≤ u,Zi2≤ v)∈ [0,1]2,
and 0 otherwise. Therefore, one can estimate the copula C by (3.11). Moreover, it is a consistent estima-
tor of C. We can also compute the mean relative error
(∣∣∣C−CnC ∣∣∣) of considering the copula estimator Cn
instead of the true copula C; see [Hofert et al, 2018].
Method of Moments
The other type of non-parametric inference for copulas is based on the generalised method of mo-
ments. The main idea is to find first functional relationships between the copula parameters and some
distribution characteristics, for example moments, then estimate distribution moments with sample mo-
ments and finally estimate the copula parameters by plugging in sample moments, instead of the usual
distribution moments, into the relationships found in the first step; see [Shemyakin and Kniazev, 2017].
It is reinforced in [Genest and Favre, 2007] that, since the dependence structure does not depend on the
individual behaviour of the variables X and Y , the estimators for the copula parameters should be based
on the ranks of the observations, i.e., rank-based estimators, instead of being parametrically estimated.
Therefore, they consider two different cases of estimation, one based on Kendall’s tau and the other
based on Spearman’s rho.
As we stated before, we can find a functional relationship between the copula parameter and Ken-
dall’s tau, through (2.17), a sample value τˆ of τ . For the Archimedean copulas, this approach is straight-
forward using (2.61) and Tab 2.3. In the case of the Elliptical copulas, the relationship is the same for
the Gaussian Copula and the Student t-Copula and it is given by (2.37).
Regarding the estimation of the copula parameters based on Spearman’s Rho, the approach is the
same. We can find a functional relationship between the parameter and Spearman’s rho, through (2.21),
a sample value ρˆS of ρS.
Note that, for two-parameter copulas, as it is the case of the Student t-Copula, it is less straightforward
to know what moment measures should be used to estimate both parameters. For the Student t-Copula
we can use Kendall’s tau or Spearman’s rho to estimate the correlation parameter ρ but not its degrees of
freedom η ; see [Shemyakin and Kniazev, 2017].
3.1.4 Bayesian Inference
In the classical approach to statistics, we consider a sample (x1, . . . ,xn) of a random variable X which
follows an unknown distribution F(x) with a fixed vector of parameters θ , also unknown. Then we
23
estimate θ , via maximum likelihood for example, obtain its confidence interval, and perform hypothesis
testing on the model parameters. On the other hand, in the case of Bayesian inference, f (x | θ ) is a model
for the data while pi(θ ) is the distribution which we believe that the parameter follows, which is called
the prior distribution. We can then obtain the posterior distribution of θ , pi(θ | x), through the Bayes’
Theorem:
pi(θ | x) = f (x | θ )pi(θ )∫
Θ f (x | θ )pi(θ )dθ
, θ ∈Θ, (3.12)
where Θ = {θ : pi(θ ) > 0} is the support of θ and ∫Θ f (x | θ )pi(θ )dθ is the normalising constant.
The prior distribution gives us the strength of the belief in θ before observing x, while the poste-
rior distribution represents the strength of the belief in θ taking into account the observed data x; see
[Atique and Atooh-Okine, 2018].
After constructing the posterior distribution, we can obtain credible regions for the parameter which
can be interpret as true probabilistic measures, contributing to one of the main advantages of the Bayesian
approach towards the classical one. However, the choice of the prior distribution is one of main problems
in Bayesian statistics and can be viewed as a drawback. In the case where there is no previous knowledge
about the parameter, one can have non-informative priors. Otherwise, informative priors can be elicited
by subjective considerations, or obtained via empirical Bayes approach using relevant data.
As stated in [Joe, 2014], there is no advantage on using Bayesian inference if there is no historical
information that can be included in the prior, since the log-likelihood would dominate the prior, especially
with large samples. On the other hand, some cases are enumerated in [Smith, 2011] where a Bayesian
approach might be preferable, for instance when estimating the copula model, the objective generally lies
on making inferences on measures of dependence and/or quantiles, and the evaluation of the posterior
distribution of these quantities is straightforward using Markov Chain Monte Carlo methods. When the
likelihood of the marginal and/or of the copula are hard to maximise, the Bayesian approach can be seen
as an alternative to the IFM method.
As happens with the classical inference for copulas, one can have a fully Bayesian or a two-step
estimation approaches. However, according to [Dos Santos Silva and Lopes, 2008], the two approaches
lead, on average, to the same results. In addition, they affirmed that it is more desirable to jointly
estimate all the parameters, in a Bayesian framework, in order to obtain a complete characterisation of
the posterior distribution and to construct the dependence structure of all the variables.
As before, the joint probability function of (X ,Y ) is given by
f (x,y | θ ) = c(F(x | α 1),G(y | α 2) | δ ) f (x | α 1)g(y | α 2), (3.13)
where c is the copula density, α 1 is the vector of parameters of the distribution of X , α 2 is the vector of
parameters of the distribution of Y , δ is the vector of the copula parameters and θ = (α 1,α 2,δ ) is the
vector of all model parameters.
Let z = (x1,y1), . . . ,(xn,yn) be an iid sample of (X ,Y ), then the likelihood function is given by
L(θ | z) =
n
∏
i=1
c(F(xi | α 1),G(yi | α 2) | δ )
n
∏
i=1
f (xi | α 1)
n
∏
i=1
g(yi | α 2). (3.14)
According to (3.12), the posterior distribution for the model is then given by
pi(θ | z) ∝ L(θ | z)pi(θ ). (3.15)
To complete the specification of the model one just has to define independent prior distributions for each
parameter of θ , informative or non-informative. Bayesian inference can be a better alternative towards
the classical inference if it provides a narrower range for the copula parameters.
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3.2 Model Selection
The choice of an appropriate model to fit a data set can be difficult. For instance, [Huard et al, 2006]
acknowledged that, for choosing the best bivariate model, one has to find the optimal marginal distribu-
tions first, and then the optimal copula.
The search for the best univariate distributions can be performed in a graphical way, with the help
of histograms, QQ-plots, PP-plots and by using kernel distributions estimation methods, for example,
or with the assistance of goodness-of fit tests, such as the Chi-Square (χ2), the Kolmogorov-Smirnov
(KS), the Cramér-von-Mises (CvM) and the Anderson-Darling (AD). However, in the case of unspecified
distributions, i.e. distribution with unknown parameters which have to be estimated first, one has to take
some precautions when performing some of these tests. One can also take into account some quality
information criteria, such as Akaike’s Information Criterion (AIC), Bayesian Information Criterion (BIC)
and log-likelihood.
Regarding to the choice of the copula, one can use the information criteria above, along with the
Deviance Information Criterion (DIC), graphical tools and also perform goodness-of-fit tests.
[Huard et al, 2006] propose a Bayesian copula selection which is independent of the parameter choice
and estimation. Briefly, they define an exhaustive and mutually exclusive hypothesis and then compute
the probability of each hypothesis when the observed data is given. They define prior probabilities for
each hypothesis and compute the posterior probabilities. The hypothesis with the highest posterior pro-
bability is the “right” copula. In [Genest and Favre, 2007], some graphical tools for assessing the fit of
the copula, such as the use of a K-Plot, are included.
The problem of overfitting, which occurs when a model fits well to a particular set of data but may
fail to predict future events or to fit additional data, is considered in [Shemyakin and Kniazev, 2017].
Usually, it is a model which has more parameters than can be justified by the data available. It is also
important to have a model with as few parameters as possible due to the fact that, not only it is harder
to estimate a model over parameterised, but also it may become close enough to the observed data
arbitrarily; see [Erntell, 2013]. Goodness-of-fit tests, contrary to information criteria as the AIC and
BIC, do not address this problem.
3.2.1 Marginal Distributions
Although the dependence structure captured by the copula does not depend on the choice of the
marginal distributions, it is convenient to have suitable marginal distributions. This is why it is important
to test if the observed data we have is well represented by a certain distribution. Such tests can be
performed in a graphical way, through goodness-of-fit tests or by considering some information criteria
measures. One can also compute the coefficient of determination (R2) to assess the strength of the
relationship between the data and the fitted distribution. The higher the value, the better the model
in question fits the observed data. If one has a Normal distribution, a test of the normality, such as
the Shapiro-Wilk (S-W) test, can be used. Such test can also be performed when the distribution is
Lognormal.
Goodness-of-Fit
In order to assess the fit of the marginal distributions to the data, i.e.,
H0 : X ∼ F(x | θ ) vs H1 : X 6∼ F(x | θ ),
where F is some distribution function and θ is a vector of the parameters, we can perform several tests.
For instance, the χ2 and the Kolmogorov-Smirnov are two of the most used goodness-of-fit tests although
the Cramér-von-Mises and the Anderson-Darling tests are commonly used as well. However, one has
to take into account if the distribution is fully specified, that is, the true parameters of the underlying
population are known, or if the distribution is unspecified, that is, the parameters are unknown and have
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to be estimated from the data, for example, through MLE. [Stephens, 1986] addresses the unspecified
cases of the Normal, the Extreme-Value, the Weibull, the Gamma, the Logistic and the Cauchy distribu-
tions. For the scope of this thesis, we are only interested in the Gamma and the Weibull distributions.
[Littell et al, 1979] also propose goodness-of-fit tests for the two parameter Weibull distribution when
the parameters are estimated by maximum likelihood. On the other hand, [Tadikamalla, 1990] proposed
modified Kolmogorov-Smirnov type test-statistics for the Gamma, the Erlang-2 and the Inverse Gaussian
distributions when the distributions are unspecified.
χ2-test
The χ2-test is applied to binned data and, therefore, its value depends on how the data was partitioned.
It also requires a sufficiently large sample size so that the approximation to the χ2 distribution is valid.
If X1, . . . ,Xn is a random sample with distribution function F(x | θ), the χ2 test statistic for unspecified
distributions is given by
X2 =
k
∑
j=1
(O j−E j)2
E j
, (3.16)
where k is the number of cells, O j the number of observations that lie on the cell j, E j = n
∫
B j dF(x | θˆ) is
the expected frequency for the bin j, n is the sample size,
∫
B j dF(x | θˆ) = Pθˆ (Xi falls in B j), B j is the cell
j and θˆ is the estimate of θ . Under H0, X2
a∼ χ2(k−p−1), where p is the number of parameters to estimate.
H0 is rejected at an approximated significance level α if X2 > q1−α , where q1−α is the (1−α)th quantile
of a χ2(k−p−1) distribution, or for small values of the p-value (p≤ α).
[Moore, 1986] enumerates three advantages of the use of χ2 type statistics. For instance, they are the
most practical tests of fit since they are applicable whether the model is specified or unspecified, when
we have univariate or multivariate data, which can be discrete, continuous or censored. However, χ2 tests
are usually less powerful than goodness-of-fit tests based on the empirical distribution function (EDF),
such as the Kolmogorov-Smirnov, the Anderson-Darling or the Cramér-von-Mises.
Opposed to the previous test statistic, the tests based of the EDF statistics can be used with small
samples. EDF statistics measure the discrepancy between the empirical distribution function, (3.7),
and the distribution function, F(x), we want to test. In this category lies the well-known Kolmogorov-
Smirnov statistic test, D, as well as the Anderson-Darling, A2, and the Cramér-von-Mises, W 2.
As stated before, when the parameters are unknown and have to be estimated from the data, say by
maximum likelihood, one cannot apply the known test statistics, nor use the usual critical values tables.
When the unknown parameters are location or scale parameters, [Stephens, 1986] shows that the distri-
butions of EDF statistics do not depend on their true value. However, the exact distributions can be hard
to find and one has to perform Monte Carlo studies to find critical points for finite sample sizes. For
the scope of this thesis, we will only address the cases of the Lognormal, the Gamma and the Weibull
distributions. However, authors such as [Stephens, 1986] and [Tadikamalla, 1990] consider other types
of distributions.
Kolmogorov-Smirnov test
Let X1, . . . ,Xn be a random sample with distribution function F(x | θ), θ the vector of parameters and
x(i) the i-th order statistic. The Kolmogorov-Smirnov test statistic is given by
D = sup |F(x | θˆ)− Fˆ(x)|= max{D+,D−}, (3.17)
where
D+ = max
1≤i≤n
{i/n−F(x(i) | θˆ)} and D− = max
1≤i≤n
{F(x(i) | θˆ)− (i−1)/n}. (3.18)
For the Gamma and the Weibull distributions, one can use the critical values proposed in
[Littell et al, 1979] and [Tadikamalla, 1990]. For the Lognormal distribution, we have to take into ac-
count that if X ∼ LN(µ,σ2), then Y = log(X) ∼ N(µ,σ2) and we use the critical values presented by
[Lilliefors, 1967].
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H0 is rejected if the test statistic has a higher value than the critical value, at a significance level α .
Anderson-Darling and Cramér-von-Mises tests
In this thesis, we will only use the Anderson-Darling and the Cramér-von-Mises tests for the Gamma
and the Weibull distributions and the critical values tables proposed by [Stephens, 1986].
Let again X1, . . . ,Xn be a random sample with distribution function F(x) and Z(i) the i-th order statistic
of the sample Z1 = F(x1), . . . ,Zn = F(xn). The Anderson-Darling test statistic is given by
A2 =−n− 1
n
n
∑
i=1
(2i−1)[log(Z(i))+ log(1−Z(n+1−i))], (3.19)
and the Cramér-von-Mises test statistic by
W 2 =
n
∑
i=1
(
Z(i)− 2i−12n
)2
+
1
12n
. (3.20)
For the unspecified Weibull distribution, [Stephens, 1986] constructed critical values tables with the
following modification on the test statistics
A∗2 = A2
(
1+
1
5
√
n
)
W ∗2 =W 2
(
1+
1
5
√
n
)
. (3.21)
For the unspecified Gamma distribution, [Stephens, 1986] proposed a more complicated modifica-
tion. Considering α to be the shape parameter and β to be the rate parameter, the following procedure
has to be carried out to perform both tests:
1. Estimate α by solving for αˆ
1
n
n
∑
i=1
log(Xi)− log(X) = ψ(α)− log(α), (3.22)
where ψ(α) = Γ
′(α)
Γ(α) is the digamma function, and estimate β by βˆ =
αˆ
X
.
2. Calculate (3.19) and (3.20) with Z(i) = γ(x(i) | αˆ, βˆ ), where γ(x | α,β ) = β
α
Γ(α)
∫ x
0 y
α−1e−yβ dy.
As usual, H0 is rejected if the value of the test statistic is higher than the critical value, at a significance
level α .
Shapiro-Wilk test
Another possibility for testing if the observed data can be modelled by a Lognormal distribution was
presented by [González-Estrada and Villaseñor, 2018] and it follows the same line of argument of the
one proposed by [Lilliefors, 1967]: if X ∼ LN(µ,σ2), then Y = log(X) ∼ N(µ,σ2). Therefore, it is
plausible to test the hypothesis of normality of Y . H0 will be rejected for low values of the p-value.
Akaike’s Information Criterion
Contrary to the previous tests, AIC does not provide information of the general fit of the model.
However, it can be a useful tool for comparing different models, for instance, if a certain distribution
describes better the data than other. It was first introduced in [Akaike, 1974] and its expression relies on
the concept of log-likelihood. Let X1, . . . ,Xn be a random sample with distribution function F(X). The
log-likelihood for an univariate continuous distribution is defined as
l(θ | x) =
n
∑
i=1
log( f (xi | θ )). (3.23)
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The AIC is then given by
AIC = 2k−2l(θ | x), (3.24)
where k is the number of components of the vector of parameters, θ . The best model will be the one
with the smallest AIC value.
R2
The last topic we will cover is the one regarding the R2. Just like the AIC, it does not give any
information of the general fit of a model. It is only a measure of the strength of the relationship between
the data and the fitted distribution.
In order to assess if a particular model provides a plausible fit to the distribution of the variable of the
observed data, one can use graphical tools such as the well-known Quantile-Quantile plots, QQ-Plots.
[Beirlant et al, 2004] provide a table with QQ-plot coordinates for some distributions, such as for the
Lognormal, Exponential and the Weibull distributions. For other distributions, which are not location-
-scale models, such as the Gamma or the Burr, they suggest transforming the data into the exponential
case. Let X1, . . . ,Xn be a random sample of X with a distribution function F(x | θ ), where θ is the vector
of parameters and x(i) represent the i-th order statistic.
E(i) =− log(1−F(x(i) | θ )) (3.25)
is the i-the order statistic associated with a random sample of size n from the standard exponential
distribution, E ∼ Exp(1). One can then construct an exponential QQ-Plot, which compares the empirical
quantiles with the exponential quantiles, with the following coordinates
(− log(1− p(i)),− log(1−F(x(i) | θˆ )), (3.26)
where p(i) =
i
n+1
, i = 1,2, . . . ,n. After plotting the coordinates, one can perform a linear regression
on the resulting QQ-plot, and then measure the global fit of the distribution through the correlation
coefficient, or through the R2; see [Beirlant et al, 2004]. The higher value, the better the model fits to the
variable in hand.
3.2.2 Copula
Information Criteria
The information criteria techniques are useful to provide us the loss incurred of using a certain
parametric model M instead of the true one. Therefore, the smaller values of the criteria, the lower the
loss and, thus, the better the model. The information criteria are also invariant to monotone increasing
transformations of the marginal distributions, which is a very appealing characteristic when modelling
with copulas; see [Dos Santos Silva and Lopes, 2008].
Let L(θ | z) be the likelihood function, (3.14). The deviance of M is given by
D(θ ) =−2log(L(θ | z)) (3.27)
where θ is the k-dimensional parameter vector. We can see that the maximum likelihood estimator,
θˆMLE , will give the smallest value of deviance.
Similarly to (3.24), we can define the Akaike’s Information Criterion (AIC) of model M by
AIC(M) = D(θˆMLE)+2k. (3.28)
This criterion is mostly determined by the smallest value of the deviance but also offers a penalisation
for larger models. The lower the dimension of vector θ , the better M is.
[Schwarz, 1978] suggested the Bayesian Information Criterion (BIC) another information criterion
which is defined by
BIC(M) = D(θˆMLE)+ k log(n), (3.29)
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where n is the sample size. We can see that this criterion penalises even more the over-parameterised
models. According to the BIC, smaller samples provide better models.
These two criteria allow us to compare several models which may or may not have different parame-
tric dimensions. This is an important advantage, because one can have two models with different vectors
of parameters and still be able to select one over the other.
In a Bayesian framework, none of the above criteria is particularly acceptable to compare and select
models. As we can see from (3.28) and (3.29), they are based on the value of the MLE for the vector
θ , which may or may not be available explicitly in Bayesian estimation. They also do not consider
the posterior distribution. [Spiegelhalter et al, 2002] shows that the inclusion of a prior distribution may
reduce the effective dimensionality of the model, since it will cause a dependence between its parameters
and it seems reasonable to have a measure which depends on both the prior information and the observed
data. Therefore, they propose a new information criterion called Deviance Information Criterion, DIC,
which is defined as
DIC(M) = D(θ )+2(D−D(θ )) = 2D−D(θ ), (3.30)
D(θ ) is the deviance at the posterior mean and D is the posterior mean of the deviance D(θ ). The first
term of the DIC characterises the fit of the model while the second penalises the over-parameterisation;
[Shemyakin and Kniazev, 2017]. An advantage of this criteria measure is its application to MCMC pro-
cedures since it is possible to estimate D(θ ) and D directly from the generated sample. Again, the lower
are the values of DIC, the better M is.
Goodness-of-Fit
As stated above, goodness-of-fit tests are more difficult to perform in the multivariate case than in
the univariate case, which has a variety of tests available. When we are in the bivariate case, these tests
are not trivial and require more effort. However, this problem has been addressed by some authors.
[Wang and Wells, 2000] and [Rosenblatt, 1952] propose goodness-of-fit tests basing the null hypothesis
on integral transforms of the data, while [Genest et al, 2009] propose tests where the marginal distribu-
tions are considered to be unknown. Later, [Berg, 2009] proposes an extension to the parametric case
where the marginal distributions are known.
Let X = (X ,Y ) be a random continuous vector with joint distribution H and margins F(x) and G(y).
Similarly to the univariate case, we want to test
H0 : C ∈C0 vs H1 : C 6∈C0
where C0 = {Cθ : θ ∈Θ} and Θ ∈ R2 is the domain of the vector of parameters θ .
[Genest et al, 2009] shows that modelling the margins by parametric families is not viable if we
are testing H0 since we are checking if the dependence of a bivariate distribution is well-represented
by the family of copulas C0. Therefore, for testing the null hypothesis, we base the inference on the
pseudo-observations defined in (3.10).
The tests proposed in [Genest et al, 2009] are based on the empirical copula, (3.11), and consist on
a comparison between the empirical copula, Cn, and an estimation of the copula under H0, Cθˆ , where
θˆ is an estimate of θ derived from the pseudo-observations. Moreover, they are based on the empirical
process
Cn =
√
n
(
Cn−Cθˆ
)
. (3.31)
They defined the rank-based versions of Cramér-von-Mises and Kolmogorov-Smirnov statistics, respec-
tively, Sn and Tn, as
Sn =
∫
I2
Cn(u,v)2 dCn(u,v) and Tn = sup
u,v∈I2
|Cn(u,v)|. (3.32)
These statistics do not follow known distributions and thus the p-values have to be obtained via boot-
strapping.
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On the other hand, the tests proposed in [Wang and Wells, 2000] are based on Kendall’s transform
of the data, X 7→W = H(X ) = C(U,V ) with U = F(X) and V = G(Y ). Let K be the univariate dis-
tribution function of W and W1 = Cn(Z1), . . . ,Wn = Cn(Zn), where Z1, . . . ,Zn are the vectors of the
pseudo-observations defined in (3.10). K can be estimated by the empirical distribution
Kn(w) =
1
n
n
∑
i=1
I[0,1](Wi ≤ w). (3.33)
As before, the tests are based on the empirical process
Kn =
√
n
(
Kn−Kθˆ
)
, (3.34)
although they are not generally consistent. The rank-based versions of Cramér-von-Mises and Kolmogorov-
Smirnov S(K)n and T
(K)
n , respectively, are given by
S(K)n =
∫ 1
0
Kn(w)2 dKθˆ (w) and T
(K)
n = sup
w∈[0,1]
|Kn(w)|. (3.35)
Once more, the p-values have to be obtained via simulation.
In turn, [Rosenblatt, 1952] proposed a probability integral transformation which allows to decompose
a random vector with a given distribution into mutually independent components uniformly distributed
on the unit interval.
Definition 3.2.1. The Rosenblatt’s probability integral transform of a copula C is the mapping R :
(0,1)2→ (0,1)2, which assigns to every u = (u,v) ∈ (0,1)2, another vector R(u) = (e1,e2) with e1 = u
and
e2 =
∂C(u,v)
∂u
∂C(u,1)
∂u
. (3.36)
Note that U is distributed as C if and only if the distribution of R(U ) is the bivariate product copula,
Π(e1,e2) = e1× e2, e1,e2 ∈ [0,1].
Let E 1 = Rθˆ (U 1), . . . ,E n = Rθˆ (U n) be pseudo-observations, which can be interpreted as a sample
from the product copula Π. The empirical distribution is
Dn(u) =
1
n
n
∑
i=1
I[0,1]2(E i ≤ u) (3.37)
and, under H0, it should be close to the product copula. Two Cramér-von-Mises statistics, which only
differ in the integration measure, are considered
S(C)n = n
∫
[0,1]2
[Dn(u)−Π(u)]2 dDn(u) =
n
∑
i=1
[Dn(E i)−Π(E i)]2 (3.38)
and
S(B)n = n
∫
[0,1]2
[Dn(u)−Π(u)]2 du = n9 −
1
2
n
∑
i=1
2
∏
t=1
(1−E2it)+ 1n
n
∑
i=1
n
∑
j=1
2
∏
t=1
max{1−Eit ,E jt}. (3.39)
[Genest et al, 2009] performed a Monte Carlo experiment and, although none of the tests are prefe-
rable to any of the others, they concluded that the tests based on the Kolmogorov-Smirnov seem to be
much less powerful than the others, and they do not advise using these type of tests. To their knowledge,
statistics Sn (3.32) and S
(B)
n (3.39) yield the best goodness-of-fit tests for copula models, with the latter
being more consistent. They also recommend the use of statistics S(K)n (3.35) and S
(C)
n (3.38). Moreover,
on the presence of Archimedean copulas S(K)n is especially convenient, since K is available on a closed
form. Based on the results of their simulation, we have S(B)n  Sn  S(K)n  S(C)n  Tn  T (K)n . (a)
(a)a b means that a succeeds b.
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4 | Procedure and Results
The implementations of this chapter were done in R. For most of the distributions, the package
fitdistrplus proposed by [Delignette-Muller and Dutang, 2015] was used to fit the marginals and estimate
their parameters by maximum likelihood. The packages actuar and ExtDist were used to fit the Burr dis-
tribution. The goodness-of-fit tests for the marginal distributions were computed with the function gofstat
of the fitdistrplus package and using the packages goft; see [González-Estrada and Villaseñor, 2018], and
KScorrect; see [Novack-Gottshall and Wang, 2016]. The copulas were implemented using the
copula; see [Yan, 2007] and the VineCopula; see [Schepsmeier et al, 2018] packages and their fit was
assessed using the package gofCopula; see [Okhrin et al, 2018]. Regarding the Bayesian inference, we
used the package runjags; see [Denwood, 2016] and the JAGS software. However, a script of the imple-
mentation of the Bayesian inference for copula modelling using WinBUGS can be found on Appendix
C.
4.1 Wind Speed Data
This thesis uses copulas to analyse the dependence between daily maximum wind speeds, X , measu-
red in km/h, observed in 40 stations spread out in the continental part of Portugal from 2000 to 2012, and
simulated daily maximum wind speeds, Y , produced by a simulator, at a regular grid of 81km2 grid cell
size. In reality, there are 117 stations on the meteorological stations network of the Instituto Português
do Mar e da Atmosfera, IPMA. However, due to the fact that the observed data has an extremely high
proportion of missing observations, which reaches 90% in some stations, we have only considered the
ones with less than 30% of NAs, resulting in 40 out of 117. Although the data was initially from 1997
to 2013, from 1997 until 2000 large periods without any record were observed and 2013 only had ob-
servations until the month of February. Therefore, we have decided to analyse just the years, which are
complete or which have very few NAs, that is, from 2000 to 2012, see Tab. 4.1 and Tab. 4.2. The missing
values were removed from the observed data as well as the wind speeds equal to 0, since theoretically
it is impossible to have no wind and we suspect they were either errors of the meteorological station or
missing values. The observed data was provided by the IPMA and the simulated data by the Instituto
Dom Luiz of the University of Lisbon.
Due to size and space constraints, and in order not to be exhaustive, we will only present the results
for 9 stations: Aveiro, Bragança, Castelo Branco, Coruche, Estremoz, Lisboa, Monção, Sines and Vila
do Bispo, while the remaining ones can be found in Appendix B. We have also tried to choose stations
which cover and capture each region of the country. We have two meteorological stations in Lisboa, one
located in Rua da Escola Politécnica, in Rato, which we will refer to as Station 1 (S1), and the other
located in Avenida Gago Coutinho, near Portela, which we will denote by Station 2 (S2).
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Tab. 4.1: Number of observations recorded per year in the 9 selected meteorological stations, from 1997 to 2005.
Station 1997 1998 1999 2000∗ 2001 2002 2003 2004∗ 2005
Aveiro 57 176 338 364 360 365 357 366 365
Bragança – 214 365 352 363 365 365 366 345
Castelo Branco – 216 363 366 365 364 365 366 365
Coruche 187 288 266 363 362 344 355 364 361
Estremoz 214 355 362 361 362 359 362 364 365
Lisboa S1 – – 212 366 365 365 365 366 365
Monção 7 206 300 339 339 355 343 355 331
Sines 184 334 265 366 365 365 365 366 365
Vila do Bispo 197 297 356 349 365 365 365 366 365
∗ denotes the leap years.
Tab. 4.2: Number of observations recorded per year in the 9 selected meteorological stations, from 2006 to 2013.
Station 2006 2007 2008∗ 2009 2010 2011 2012∗ 2013
Aveiro 348 365 359 347 332 360 363 59
Bragança 365 364 366 363 365 365 365 59
Castelo Branco 365 362 366 365 341 365 366 59
Coruche 255 341 351 362 352 364 365 57
Estremoz 364 365 363 357 354 285 362 –
Lisboa S1 182 362 366 363 362 365 365 59
Monção 353 360 325 362 356 363 358 58
Sines 365 365 363 365 365 365 289 59
Vila do Bispo 365 363 366 365 365 356 299 59
∗ denotes the leap years.
4.2 Data Preprocessing
If we think about the wind in Portugal, which has a mediterranean climate, we can deduce that it
has a seasonal pattern. For instance, one is expecting higher values of wind speed during the Winter
season and lower values during Summer, which reflects the non-stationary behaviour of the wind speed
throughout the years; see [Naveau et al, 2016]. For this motive, we have decided to divide the data set
into 4 parts, each of which represents one season. The seasonal cycle of the wind of the 9 stations
considered is presented in Fig. 4.1. We can see that, for some stations like Castelo Branco or Lisboa
S1, the observed wind is mostly similar between the first and third quartile in a set of 2 seasons: Spring
+ Summer and Autumn + Winter. However, the wind in Aveiro or in Vila do Bispo appears to have a
different behaviour for each season. Therefore, we think that in the overall the choice of dividing the
data into seasons was appropriate. Tables 4.3 and 4.4 summarise the informations above. One can note
that, in some cases, especially in Spring, the simulated wind appears to be shifted to the right relatively
to the observed wind. This can be a problem, since it means that the simulator does not reflect the real
wind and does not produce accurate values.
We have also retained every 5 observations in every season and station in order to overcome the short-
term dependence that exists within each time series. In Fig. 4.2, we have the autocorrelation function
plots for the station of Castelo Branco. The ACF plots for the other 8 meteorological stations can be
found in Appendix B. Although some situations still show autocorrelation (for instance the observed
wind in Castelo Branco’s Summer), most of the cases no longer reveal any significant dependence within
each series.
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Fig. 4.2: ACF of the observed and simulated wind speed data for each season of Castelo Branco’s station.
4.3 Modelling Wind Speed Data
In the literature, the Weibull distribution is the most commonly used to model the wind speed;
see [Mert and Karakus, 2015], [Pobocikova et al, 2017], [Shepherd, 1978] and [Harris and Cook, 2014].
However, some authors, such as [Çelik and Yilmaz, 2008], remark that one should not use the Weibull
distribution to model the wind speed without a previous statistical analysis. Additionally, other distribu-
tions such as Lognormal and Gamma can be used to model wind type data; see [Pobocikova et al, 2017]
and [Harris and Cook, 2014]. It is observed in [Mert and Karakus, 2015] that the Weibull distribution
does not model properly the wind in regions where it is common to have low winds. Therefore, they
proposed to fit a 4-parameter Burr distribution, which they claim to be more appealing to fit wind speed
data. For these reasons, in this thesis we will consider four distributions: the Weibull, the Lognormal, the
Gamma and the 3-parameter Burr. To assess their fit, we will use the AIC, the R2 and the goodness-of-fit
tests mentioned in Chapter 3.
4.4 Classical Approach
We will first fit univariate distributions to the observed wind, X , and to the simulated wind, Y . Then,
after assessing their fit to the data, we will study the dependence between the two variables and find the
copula model which captures it best.
4.4.1 Marginal Distributions
As stated before, we will consider 4 possible distributions which are commonly used to model wind
speed data: the Lognormal, the Gamma, the Weibull and the 3-parameter Burr distributions. The para-
meterisations used are presented in Appendix A. To illustrate all the steps of each procedure, and due to
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space limitations, we decided to present a complete analysis for a meteorological station. We selected
Castelo Branco. However, we will just show the plots for the Winter season of Castelo Branco, while the
others can be found on Appendix B. Later, we will present the results for the remaining 8 stations and
their seasons.
Tables 4.5 and 4.6 sum up the results all the goodness-of-fit performed to the observed and to the
simulated data sets. As mentioned before, we test: H0 : X ∼ F(x | θ ) vs H1 : X 6∼ F(x | θ ), where F
is a theoretical distribution function and θ is the vector of parameters to be estimated using the data.
In our case, F is either Lognormal, Gamma, Weibull or Burr. For example for the LN(µ,σ), we have:
H0 : X ∼ LN(µ,σ) vs H1 : X 6∼ LN(µ,σ), where the model parameters should be estimated using the
available data. Similar hypotheses are defined for the other models. The Lognormal has the lowest AIC
between the 4 models for both data sets. Therefore, it should be preferred to the others. R2 is also the
largest of the 4 models.
In the case of the observed data, at the usual significance levels, Lognormal, Gamma and Burr distri-
butions are not rejected by the χ2-test; see Tab. 4.5. However, taking into account the drawbacks of this
test mentioned in Section 3.2.1, one should perform more suitable tests. The Kolmogorov-Smirnov, the
Anderson-Darling and the Cramér-von-Mises tests reject the Gamma and the Weibull distributions, while
the Lognormal is not rejected neither by the KS test nor by the Shapiro-Wilk test, at a significant level of
5%. For these reasons, one should choose the Lognormal as the distribution which best fits our data. Fig.
4.3 presents several graphical assessments of the fit of the observed (top) and simulated (bottom) data to
the Lognormal, Gamma, Weibull and Burr models. Fig. 4.4 shows the QQ-plots for both data sets along
with the corresponding confidence intervals (95%) and Fig. 4.5 exhibits the parametric models with the
kernel density estimates. Nonetheless, if we look at the upper tail on Fig. 4.4, Gamma seems to fit better
than Lognormal. The fit in the upper tail is extremely important, since this tail represents the higher
values of wind and, as we stated before, it is the strong wind which causes greater damage. In spite of
that, we consider that in the overall Lognormal should be the chosen model.
Tab. 4.5: Goodness-of-fit tests’ results for the marginal distributions fitted to the observed wind of Castelo
Branco’s Winter season data set, values of AIC and R2.
Distribution p-value χ2 KS AD CvM S-W AIC R2
Lognormal 0.1278 H0 not rejected – – H0 not rejected 1011.0699 0.9909
Gamma 0.0502 H0 rejected H0 rejected H0 rejected – 1017.6566 0.9682
Weibull 0.0004 H0 rejected H0 rejected H0 rejected – 1045.6639 0.9261
Burr 0.0174 – – – – 1024.5307 0.9905
– These goodness-of-fit tests are not implemented for the distributions in question.
As for the simulated data, Lognormal, Gamma and Burr distributions are clearly not rejected by the
χ2-test. Weibull is rejected by all the tests performed, while Lognormal and Gamma are not rejected by
any; see Tab. 4.6. Additionally, if we look at Fig. 4.3, Fig. 4.4 and Fig. 4.5, Lognormal clearly a fits
well the simulated data, including also the upper tail.
Tab. 4.6: Goodness-of-fit tests’ results for the marginal distributions fitted to the simulated wind of Castelo
Branco’s Winter season data set, values of AIC and R2.
Distribution p-value χ2 KS AD CvM S-W AIC R2
Lognormal 0.6316 H0 not rejected – – H0 not rejected 1024.9423 0.9960
Gamma 0.4655 H0 not rejected H0 not rejected H0 not rejected – 1033.4992 0.9255
Weibull 0.0008 H0 rejected H0 rejected H0 rejected – 1073.8739 0.9394
Burr 0.4363 – – – – 1029.3653 0.9945
– These goodness-of-fit tests are not implemented for the distributions in question.
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Thus, we have
XW ∼ LN(µXW ,σXW ) and YW ∼ LN(µYW ,σYW ), (4.1)
where XW and YW are the observed and simulated wind speed data for the Winter season, respectively.
The MLE estimates and the 95% confidence intervals for µXW ,σXW ,µYW ,σYW are presented in Tab. 4.7.
The 95% confidence intervals were computed via bootstrap, using the function bootdist of the fitdistrplus
package in R.
Tab. 4.7: Fitted distributions to the observed, X , and simulated, Y , winds of Castelo Branco’s station in Winter.
θˆMLE is the parameters estimates obtained by MLE.
θˆMLE CI (95%) θˆMLE CI (95%)
XW YW
LN µˆXW 1.6670 (1.6155,1.7175) LN µˆYW 1.7819 (1.7358,1.8271)
σˆXW 0.3966 (0.3586,0.4310) σˆYW 0.3642 (0.3301,0.3967)
LN - Lognormal
Following the same procedures, we obtain for the other seasons
XA ∼ G(αA,βA) and YA ∼ LN(µA,σA),
XSp ∼ B(kSp,cSp,λSp) and YSp ∼ G(αSp,βSp),
XSu ∼ G(αSu,βSu) and YSu ∼W (ωSu,δSu),
where XA and YA are, respectively, the observed and simulated wind speeds in Autumn, XSp and YSp, res-
pectively, the observed and simulated speed winds in Spring and XSu and YSu, respectively, the observed
and simulated speed winds in Summer for Castelo Branco’s station.
Tab. 4.8: Fitted distributions to the observed, X , and simulated, Y , winds of Castelo Branco’s station in the remai-
ning seasons. θˆMLE is the parameters estimates obtained by MLE.
θˆMLE CI (95%) θˆMLE CI (95%)
XA YA
G αˆA 7.3327 (6.2194,8.8292) LN µˆA 1.7573 (1.7102,1.8061)
βˆA 1.3447 (1.1327,1.6281) σˆA 0.3736 (0.3391,0.4063)
XSp YSp
B kˆSp 1.3600 (0.8397,2.7629) G αˆSp 19.1999 (16.2291,23.0993)
cˆSp 5.2025 (4.3440,6.3834) βˆSp 2.4445 (2.0599,2.9435)
λˆSp 0.1615 (0.1300,0.1847) – – –
XSu YSu
G αˆSu 16.5679 (14.0850,20.1388) W ωˆSu 5.7901 (5.2909,6.4517)
βˆSu 2.7476 (2.3260,3.3436) δˆSu 8.6891 (8.4877,8.8877)
LN - Lognormal; G - Gamma; W - Weibull; B - Burr
In Fig. 4.6, we have the fitted marginal distributions plotted against the histograms of the data. For
instance, if we look at the Spring, we can see the problem we mentioned above, that is, the simulated
wind appears to be shifted to the right, when compared to the observed wind.
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Fig. 4.6: Marginal distributions fitted to the 4 seasons of Castelo Branco.
Note that we just fitted the Weibull distribution to the simulated wind of the Summer. Moreo-
ver, the Weibull just proved to be the best distribution to fit the data 34 times out of 320 (40 stations
× 4 seasons × 2 variables), which is about 11% of all the cases. Therefore, we acknowledge what
[Çelik and Yilmaz, 2008] and [Mert and Karakus, 2015] state and, instead of simply fitting the Weibull
without carrying out any analysis, we performed extensive goodness-of-fit tests considering 3 additional
distributions. We can observe in Tab. 4.9 that the Lognormal was fitted the most in the Autumn and the
Winter seasons while the 3-parameter Burr distribution was fitted the most in the Spring and the Summer.
Tab. 4.9: Percentage of the fitted distributions in the 40 stations per season.
Season
Lognormal Gamma Weibull Burr
Overall X Y Overall X Y Overall X Y Overall X Y
Autumn 43.75% 40% 47.5% 38.75% 40% 37.5% 1.25% 2.5% 0% 16.25% 17.5% 15%
Winter 46.25% 40% 52.5% 30% 32.5% 27.5% 6.25% 10% 2.5% 17.5% 17.5% 17.5%
Spring 17.5% 22.5% 12.5% 30% 27.5% 32.5% 15% 15% 15% 37.5% 10% 40%
Summer 13.75% 15% 12.5% 26.25% 20% 32.5% 20% 12.5% 27.5% 40% 52.5% 27.5%
The goodness-of-fit tests’ results for the remaining seasons of Castelo Branco and for the other
8 selected meteorological stations can be found in Tab 4.10 (Autumn), Tab 4.11 (Winter), Tab 4.12
(Spring) and Tab 4.13 (Summer). Due to space limitations, “rej.” refers to the rejection of H0 and “not
rej.” to the non rejection of H0, at a significance level of 5%. Tab 4.14 and Tab. 4.15 summarise the fitted
distributions for the remaining 8 stations, for the observed and simulated wind data, respectively.
42
Ta
b.
4.
10
:G
oo
dn
es
s-
of
-fi
tt
es
ts
’r
es
ul
ts
fo
rt
he
m
ar
gi
na
ld
is
tr
ib
ut
io
ns
fit
te
d
to
th
e
se
le
ct
ed
9
st
at
io
ns
:A
ve
ir
o,
B
ra
ga
nç
a,
C
as
te
lo
B
ra
nc
o,
C
or
uc
he
,E
st
re
m
oz
,L
is
bo
a
S1
,M
on
çã
o,
Si
ne
s
an
d
V
ila
do
B
is
po
,i
n
A
ut
um
n.
T
he
se
le
ct
ed
di
st
ri
bu
tio
n
is
w
ri
tte
n
in
ita
lic
an
d
th
e
lo
w
es
tA
IC
is
in
bo
ld
.L
N
-L
og
no
rm
al
;G
-G
am
m
a;
W
-W
ei
bu
ll;
B
-B
ur
r
A
ut
um
n
F
(x
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
G
(y
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
A
ve
ir
o
L
N
0.
22
56
no
tr
ej
.
–
–
no
tr
ej
.
98
7.
93
69
0.
99
40
L
N
0.
03
52
no
tr
ej
.
–
–
re
j.
10
68
.3
85
4
0.
99
16
G
0.
17
74
re
j.
re
j.
re
j.
–
99
6.
40
02
0.
97
93
G
0.
00
51
re
j.
re
j.
re
j.
–
10
75
.6
89
8
0.
98
92
W
0.
00
17
re
j.
re
j.
re
j.
–
10
28
.0
57
1
0.
92
63
W
0
re
j.
re
j.
re
j.
–
11
02
.9
75
7
0.
92
08
B
0.
13
53
–
–
–
–
99
8.
45
80
0.
99
01
B
0.
00
24
–
–
–
–
10
82
.4
32
9
0.
96
13
B
ra
ga
nç
a
L
N
0.
08
42
no
tr
ej
.
–
–
no
tr
ej
.
10
48
.1
59
0
0.
99
47
L
N
0.
21
77
no
tr
ej
.
–
–
re
j.
10
78
.4
55
8
0.
99
05
G
0.
00
31
re
j.
re
j.
re
j.
–
10
56
.7
29
9
0.
99
21
G
0.
44
31
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
76
.5
37
0
0.
99
60
W
0
re
j.
re
j.
re
j.
–
10
80
.9
09
1
0.
93
40
W
0.
18
13
no
tr
ej
.
re
j.
no
tr
ej
.
–
10
89
.3
01
0
0.
95
79
B
0.
01
26
–
–
–
–
10
60
.5
78
0
0.
97
81
B
0.
20
81
–
–
–
–
10
85
.3
02
5
0.
99
52
C
as
te
lo
B
ra
nc
o
L
N
0.
06
51
no
tr
ej
.
–
–
no
tr
ej
.
98
1.
73
91
0.
99
51
L
N
0.
53
12
no
tr
ej
.
–
–
no
tr
ej
.
10
42
.8
62
1
0.
99
54
G
0.
01
66
no
tr
ej
.
re
j.
no
tr
ej
.
–
98
6.
08
95
0.
99
62
G
0.
21
17
no
tr
ej
.
re
j.
re
j.
–
10
48
.6
48
1
0.
97
58
W
0
re
j.
re
j.
re
j.
–
10
10
.0
89
1
0.
93
80
W
0.
00
03
re
j.
re
j.
re
j.
–
10
80
.0
49
6
0.
94
50
B
0.
00
93
–
–
–
–
99
5.
11
27
0.
98
45
B
0.
66
71
–
–
–
–
10
47
.8
90
7
0.
98
82
C
or
uc
he
L
N
0.
13
43
no
tr
ej
.
–
–
no
tr
ej
.
94
6.
61
90
0.
99
03
L
N
0.
35
44
no
tr
ej
.
–
–
no
tr
ej
.
10
18
.0
87
9
0.
99
39
G
0.
36
20
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
94
3.
27
18
0.
99
41
G
0.
54
39
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
15
.3
76
3
0.
99
40
W
0.
10
18
no
tr
ej
.
re
j.
re
j.
–
95
3.
69
41
0.
96
80
W
0.
14
03
no
tr
ej
.
re
j.
re
j.
–
10
29
.1
62
9
0.
97
22
B
0.
31
63
–
–
–
–
95
0.
33
99
0.
99
04
B
0.
42
60
–
–
–
–
10
21
.4
29
7
0.
99
43
E
st
re
m
oz
L
N
0.
29
58
no
tr
ej
.
–
–
no
tr
ej
.
90
0.
11
20
0.
99
41
L
N
0.
09
66
no
tr
ej
.
–
–
no
tr
ej
.
10
14
.1
31
3
0.
99
27
G
0.
13
40
re
j.
re
j.
re
j.
–
90
6.
32
82
0.
99
35
G
0.
01
23
re
j.
re
j.
re
j.
–
10
23
.2
10
5
0.
98
77
W
0.
00
09
re
j.
re
j.
re
j.
–
93
3.
98
32
0.
92
76
W
0
re
j.
re
j.
re
j.
–
10
53
.9
98
3
0.
91
95
B
0.
16
96
–
–
–
–
91
3.
22
88
0.
97
35
B
0.
02
46
–
–
–
–
10
24
.7
24
5
0.
96
98
L
is
bo
a
S1
L
N
0.
15
48
no
tr
ej
.
–
–
no
tr
ej
.
93
2.
39
67
0.
98
89
L
N
0.
12
63
no
tr
ej
.
–
–
no
tr
ej
.
95
1.
76
68
0.
99
73
G
0.
04
41
re
j.
re
j.
re
j.
–
93
5.
87
56
0.
97
30
G
0.
08
51
no
tr
ej
.
no
tr
ej
.
re
j.
–
95
5.
59
05
0.
98
90
W
0
re
j.
re
j.
re
j.
–
96
7.
62
56
0.
94
92
W
0.
00
03
re
j.
re
j.
re
j.
–
98
3.
30
38
0.
94
78
B
0.
25
37
–
–
–
–
93
1.
70
00
0.
99
19
B
0.
07
55
–
–
–
–
95
8.
63
55
0.
98
90
M
on
çã
o
L
N
0.
04
09
re
j.
–
–
re
j.
95
8.
85
10
0.
94
09
L
N
0.
21
84
no
tr
ej
.
–
–
no
tr
ej
.
10
41
.9
53
4
0.
99
46
G
0.
37
40
re
j.
re
j.
re
j.
–
93
7.
14
90
0.
98
79
G
0.
09
43
no
tr
ej
.
re
j.
re
j.
–
10
50
.7
94
7
0.
96
17
W
0.
32
69
no
tr
ej
.
re
j.
re
j.
–
93
7.
86
51
0.
98
50
W
0.
00
01
re
j.
re
j.
re
j.
–
10
91
.2
22
1
0.
92
05
B
0.
55
06
–
–
–
–
93
1.
46
89
0.
98
92
B
0.
10
12
–
–
–
–
10
50
.4
77
5
0.
99
48
Si
ne
s
L
N
0.
45
51
no
tr
ej
.
–
–
no
tr
ej
.
11
15
.1
72
2
0.
99
63
L
N
0.
42
87
no
tr
ej
.
–
–
re
j.
11
03
.8
00
4
0.
99
19
G
0.
19
85
re
j.
re
j.
re
j.
–
11
22
.5
69
6
0.
98
40
G
0.
05
10
no
tr
ej
.
re
j.
re
j.
–
11
11
.6
72
8
0.
97
95
W
0.
00
05
re
j.
re
j.
re
j.
–
11
53
.7
46
4
0.
93
41
W
0
re
j.
re
j.
re
j.
–
11
44
.1
45
6
0.
91
91
B
0.
16
10
–
–
–
–
11
25
.3
91
5
0.
98
39
B
0.
51
96
–
–
–
–
11
14
.0
86
7
0.
96
37
V
ila
do
B
is
po
L
N
0.
02
29
re
j.
–
–
re
j.
10
89
.7
20
7
0.
98
81
L
N
0.
28
80
no
tr
ej
.
–
–
no
tr
ej
.
11
54
.3
78
4
0.
99
52
G
0.
08
02
re
j.
re
j.
re
j.
–
10
86
.9
69
4
0.
99
10
G
0.
22
75
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
11
54
.2
92
8
0.
99
17
W
0.
01
91
no
tr
ej
.
re
j.
re
j.
–
10
99
.3
80
6
0.
95
96
W
0.
00
29
re
j.
re
j.
re
j.
–
11
76
.0
91
9
0.
96
24
B
0.
04
36
-
-
-
-
10
95
.7
83
7
0.
99
00
B
0.
14
78
–
–
–
–
11
60
.1
56
4
0.
98
76
43
Ta
b.
4.
11
:G
oo
dn
es
s-
of
-fi
tt
es
ts
’r
es
ul
ts
fo
rt
he
m
ar
gi
na
ld
is
tr
ib
ut
io
ns
fit
te
d
to
th
e
se
le
ct
ed
9
st
at
io
ns
:A
ve
ir
o,
B
ra
ga
nç
a,
C
as
te
lo
B
ra
nc
o,
C
or
uc
he
,E
st
re
m
oz
,L
is
bo
a
S1
,M
on
çã
o,
Si
ne
s
an
d
V
ila
do
B
is
po
,i
n
W
in
te
r.
T
he
se
le
ct
ed
di
st
ri
bu
tio
n
is
w
ri
tte
n
in
ita
lic
an
d
th
e
lo
w
es
tA
IC
is
in
bo
ld
.L
N
-L
og
no
rm
al
;G
-G
am
m
a;
W
-W
ei
bu
ll;
B
-B
ur
r
W
in
te
r
F
(x
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
G
(y
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
A
ve
ir
o
L
N
0.
27
85
no
tr
ej
.
–
–
no
tr
ej
.
10
91
.9
65
8
0.
99
40
L
N
0.
02
18
no
tr
ej
.
–
–
re
j.
11
34
.7
64
1
0.
98
62
G
0.
02
52
re
j.
re
j.
re
j.
–
11
04
.4
12
9
0.
98
53
G
0.
01
13
re
j.
re
j.
re
j.
–
11
36
.3
76
0
0.
98
96
W
0
re
j.
re
j.
re
j.
–
11
32
.9
75
9
0.
92
29
W
0.
00
04
re
j.
re
j.
re
j.
–
11
51
.1
59
4
0.
93
58
B
0.
14
08
–
–
–
–
11
02
.1
53
7
0.
97
87
B
0.
00
07
–
–
–
–
11
49
.0
22
3
0.
98
58
B
ra
ga
nç
a
L
N
0.
75
48
no
tr
ej
.
–
–
no
tr
ej
.
10
47
.7
03
6
0.
99
80
L
N
0.
23
04
re
j.
–
–
re
j.
10
79
.9
46
7
0.
98
82
G
0.
60
85
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
52
.2
05
8
0.
99
11
G
0.
26
92
no
tr
ej
.
re
j.
re
j.
–
10
90
.2
48
9
0.
99
65
W
0.
03
96
re
j.
re
j.
re
j.
–
10
73
.7
88
6
0.
95
33
W
0.
06
00
no
tr
ej
.
re
j.
re
j.
–
10
93
.7
82
6
0.
94
55
B
0.
70
10
–
–
–
–
10
56
.2
37
3
0.
98
93
B
0.
08
43
–
–
–
–
10
89
.9
91
2
0.
99
54
C
as
te
lo
B
ra
nc
o
L
N
0.
12
78
no
tr
ej
.
–
–
no
tr
ej
.
10
11
.0
69
9
0.
99
09
L
N
0.
63
16
no
tr
ej
.
–
–
no
tr
ej
.
10
24
.9
42
3
0.
99
60
G
0.
05
02
re
j.
re
j.
re
j.
–
10
17
.6
56
6
0.
96
82
G
0.
46
55
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
33
.4
99
2
0.
92
55
W
0.
00
04
re
j.
re
j.
re
j.
–
10
45
.6
63
9
0.
92
61
W
0.
00
08
re
j.
re
j.
re
j.
–
10
73
.8
73
9
0.
93
94
B
0.
01
74
–
–
–
–
10
24
.5
30
7
0.
99
05
B
0.
43
63
–
–
–
–
10
29
.3
65
3
0.
99
45
C
or
uc
he
L
N
0.
05
35
re
j.
–
–
re
j.
97
7.
16
24
0.
93
61
L
N
0.
30
58
no
tr
ej
.
–
–
no
tr
ej
.
10
08
.8
46
0
0.
99
71
G
0.
50
90
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
95
6.
30
62
0.
98
43
G
0.
25
96
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
12
.1
82
2
0.
98
64
W
0.
76
56
no
tr
ej
.
re
j.
no
tr
ej
.
–
95
9.
37
47
0.
96
00
W
0.
00
37
re
j.
re
j.
re
j.
–
10
38
.4
85
7
0.
94
95
B
0.
58
60
–
–
–
–
95
5.
76
00
0.
98
59
B
0.
26
46
–
–
–
–
10
15
.9
68
1
0.
99
70
E
st
re
m
oz
L
N
0.
37
25
no
tr
ej
.
–
–
no
tr
ej
.
84
8.
28
08
0.
99
17
L
N
0.
02
18
no
tr
ej
.
–
–
no
tr
ej
.
91
9.
62
56
0.
99
25
G
0.
34
68
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
85
3.
96
38
0.
97
95
G
0.
01
32
no
tr
ej
.
re
j.
re
j.
–
92
6.
57
52
0.
96
71
W
0.
02
68
re
j.
re
j.
re
j.
–
87
9.
12
27
0.
92
66
W
0.
00
01
re
j.
re
j.
re
j.
–
95
6.
03
87
0.
92
51
B
0.
17
36
–
–
–
–
86
0.
70
98
0.
99
01
B
0.
00
17
–
–
–
–
93
1.
87
84
0.
98
73
L
is
bo
a
S1
L
N
0.
01
11
no
tr
ej
.
–
–
re
j.
10
22
.6
11
3
0.
93
11
L
N
0.
21
68
no
tr
ej
.
–
–
no
tr
ej
.
10
06
.7
84
6
0.
99
33
G
0.
01
14
no
tr
ej
.
re
j.
re
j.
–
10
08
.4
10
8
0.
98
57
G
0.
12
09
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
07
.9
53
4
0.
98
83
W
0
re
j.
re
j.
re
j.
–
10
27
.1
32
7
0.
92
84
W
0.
00
11
re
j.
re
j.
re
j.
–
10
29
.6
72
4
0.
95
16
B
0.
03
02
–
–
–
–
10
04
.4
60
9
0.
99
17
B
0.
19
51
–
–
–
–
10
15
.1
92
1
0.
97
91
M
on
çã
o
L
N
0.
00
10
re
j.
–
–
re
j.
94
3.
18
75
0.
85
22
L
N
0.
57
97
no
tr
ej
.
–
–
no
tr
ej
.
97
7.
48
96
0.
99
39
G
0.
12
56
no
tr
ej
.
re
j.
re
j.
–
90
1.
73
33
0.
97
08
G
0.
18
99
no
tr
ej
.
re
j.
re
j.
–
98
4.
59
3
0.
98
55
W
0.
10
05
no
tr
ej
.
re
j.
re
j.
–
89
6.
99
95
0.
92
38
W
0.
00
01
re
j.
re
j.
re
j.
–
10
17
.6
10
6
0.
92
09
B
0.
38
35
–
–
–
–
88
8.
27
99
0.
97
83
B
0.
55
95
–
–
–
–
98
5.
54
30
0.
97
88
Si
ne
s
L
N
0.
01
22
no
tr
ej
.
–
–
re
j.
10
72
.7
59
6
0.
98
82
L
N
0.
67
08
no
tr
ej
.
–
–
no
tr
ej
.
10
98
.4
44
5
0.
99
65
G
0.
00
03
re
j.
re
j.
re
j.
–
10
82
.5
85
0
0.
98
27
G
0.
35
66
no
tr
ej
.
re
j.
no
tr
ej
.
–
11
05
.2
66
3
0.
98
71
W
0
re
j.
re
j.
re
j.
–
11
14
.8
20
4
0.
90
72
W
0.
00
12
re
j.
re
j.
re
j.
–
11
39
.1
60
5
0.
92
86
B
0.
02
34
–
–
–
–
10
84
.4
61
9
0.
96
13
B
0.
61
98
–
–
–
–
11
08
.1
40
7
0.
98
61
V
ila
do
B
is
po
L
N
0.
19
12
no
tr
ej
.
–
–
re
j.
10
17
.9
71
8
0.
98
69
L
N
0.
15
93
no
tr
ej
.
–
–
no
tr
ej
.
10
89
.8
68
8
0.
99
57
G
0.
58
40
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
14
.1
75
2
0.
99
02
G
0.
06
95
no
tr
ej
.
no
tr
ej
.
re
j.
–
10
91
.8
37
6
0.
99
47
W
0.
66
07
no
tr
ej
.
re
j.
no
tr
ej
.
–
10
23
.4
74
8
0.
96
30
W
0.
00
03
re
j.
re
j.
re
j.
–
11
13
.7
42
4
0.
95
28
B
0.
53
98
-
-
-
-
10
21
.3
48
6
0.
99
15
B
0.
07
77
–
–
–
–
10
98
.2
73
0
0.
98
07
44
Ta
b.
4.
12
:G
oo
dn
es
s-
of
-fi
tt
es
ts
’r
es
ul
ts
fo
rt
he
m
ar
gi
na
ld
is
tr
ib
ut
io
ns
fit
te
d
to
th
e
se
le
ct
ed
9
st
at
io
ns
:A
ve
ir
o,
B
ra
ga
nç
a,
C
as
te
lo
B
ra
nc
o,
C
or
uc
he
,E
st
re
m
oz
,L
is
bo
a
S1
,M
on
çã
o,
Si
ne
s
an
d
V
ila
do
B
is
po
,i
n
Sp
ri
ng
.T
he
se
le
ct
ed
di
st
ri
bu
tio
n
is
w
ri
tte
n
in
ita
lic
an
d
th
e
lo
w
es
tA
IC
is
in
bo
ld
.L
N
-L
og
no
rm
al
;G
-G
am
m
a;
W
-W
ei
bu
ll;
B
-B
ur
r
Sp
ri
ng
F
(x
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
G
(y
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
A
ve
ir
o
L
N
0.
27
85
no
tr
ej
.
–
–
no
tr
ej
.
10
91
.9
65
8
0.
99
40
L
N
0.
02
18
no
tr
ej
.
–
–
re
j.
11
34
.7
64
1
0.
98
62
G
0.
05
78
no
tr
ej
.
re
j.
re
j.
–
94
9.
41
42
0.
97
33
G
0.
06
10
re
j.
re
j.
re
j.
–
10
38
.3
21
6
0.
98
54
W
0
re
j.
re
j.
re
j.
–
98
5.
92
09
0.
93
92
W
0
re
j.
re
j.
re
j.
–
10
75
.5
98
7
0.
92
70
B
0.
22
05
–
–
–
–
94
5.
58
50
0.
99
51
B
0.
03
36
–
–
–
–
10
41
.2
83
2
0.
98
93
B
ra
ga
nç
a
L
N
0.
93
60
no
tr
ej
.
–
–
no
tr
ej
.
88
1.
52
42
0.
99
60
L
N
0.
05
22
no
tr
ej
.
–
–
re
j.
10
09
.0
56
3
0.
97
44
G
0.
75
82
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
88
3.
24
49
0.
99
38
G
0.
21
01
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
99
8.
47
97
0.
98
64
W
0.
00
30
re
j.
re
j.
re
j.
–
91
3.
08
84
0.
94
93
W
0.
07
17
no
tr
ej
.
re
j.
re
j.
–
10
00
.5
70
3
0.
99
05
B
0.
69
07
–
–
–
–
88
9.
02
41
0.
98
86
B
0.
32
22
–
–
–
–
99
7.
79
14
0.
98
66
C
as
te
lo
B
ra
nc
o
L
N
0.
29
67
no
tr
ej
.
–
–
no
tr
ej
.
96
5.
02
68
0.
99
41
L
N
0.
00
01
re
j.
–
–
re
j.
96
3.
76
42
0.
95
29
G
0.
37
70
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
95
9.
35
23
0.
97
41
G
0.
00
18
no
tr
ej
.
re
j.
re
j.
–
95
6.
78
94
0.
98
84
W
0.
03
26
no
tr
ej
.
re
j.
re
j.
–
98
5.
81
17
0.
95
50
W
0.
08
88
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
96
0.
96
76
0.
99
40
B
0.
12
48
–
–
–
–
95
7.
59
69
0.
99
65
B
0.
02
67
–
–
–
–
95
9.
21
73
0.
99
40
C
or
uc
he
L
N
0.
02
41
re
j.
–
–
re
j.
89
4.
61
08
0.
94
75
L
N
0.
00
24
re
j.
–
–
re
j.
89
5.
97
89
0.
96
35
G
0.
13
34
re
j.
re
j.
re
j.
–
87
9.
34
34
0.
99
41
G
0.
01
71
re
j.
re
j.
re
j.
–
88
7.
12
57
0.
97
87
W
0.
05
88
re
j.
re
j.
re
j.
–
87
5.
82
60
0.
98
67
W
0.
12
30
no
tr
ej
.
re
j.
re
j.
–
88
6.
60
79
0.
99
11
B
0.
42
91
–
–
–
–
86
8.
81
89
0.
99
28
B
0.
23
79
–
–
–
–
87
6.
88
67
0.
98
00
E
st
re
m
oz
L
N
0.
14
13
no
tr
ej
.
–
–
no
tr
ej
.
82
6.
01
91
0.
99
68
L
N
0.
13
78
re
j.
–
–
re
j.
93
1.
89
96
0.
98
41
G
0.
18
54
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
82
6.
76
76
0.
99
35
G
0.
39
94
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
92
6.
03
02
0.
98
03
W
0.
00
41
no
tr
ej
.
re
j.
re
j.
–
85
3.
03
73
0.
95
23
W
0.
50
57
no
tr
ej
.
re
j.
re
j.
–
92
8.
58
64
0.
97
62
B
0.
07
89
–
–
–
–
83
4.
88
99
0.
99
38
B
0.
57
54
–
–
–
–
92
8.
86
04
0.
98
99
L
is
bo
a
S1
L
N
0.
76
85
no
tr
ej
.
–
–
no
tr
ej
.
83
9.
58
42
0.
99
66
L
N
0.
30
92
no
tr
ej
.
–
–
no
tr
ej
.
94
8.
49
56
0.
99
07
G
0.
65
23
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
84
2.
17
68
0.
97
43
G
0.
54
87
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
94
4.
72
38
0.
99
54
W
0.
00
20
re
j.
re
j.
re
j.
–
88
1.
34
16
0.
94
17
W
0.
13
77
no
tr
ej
.
re
j.
re
j.
–
96
3.
41
04
0.
97
60
B
0.
48
07
–
–
–
–
84
7.
69
93
0.
99
24
B
0.
64
35
–
–
–
–
94
7.
42
75
0.
99
77
M
on
çã
o
L
N
0.
05
51
re
j.
–
–
re
j.
89
9.
15
56
0.
86
63
L
N
0.
01
72
re
j.
–
–
no
tr
ej
.
94
2.
11
38
0.
99
17
G
0.
07
02
re
j.
re
j.
re
j.
–
87
1.
25
65
0.
99
12
G
0.
00
26
re
j.
re
j.
re
j.
–
94
6.
67
62
0.
99
19
W
0
re
j.
re
j.
re
j.
–
87
7.
43
24
0.
88
25
W
0
re
j.
re
j.
re
j.
–
98
5.
10
72
0.
92
28
B
0.
07
03
–
–
–
–
86
2.
34
87
0.
98
01
B
0.
03
07
–
–
–
–
94
9.
41
12
0.
97
46
Si
ne
s
L
N
0.
12
03
no
tr
ej
.
–
–
re
j.
95
7.
78
69
0.
99
00
L
N
0.
10
52
no
tr
ej
.
–
–
no
tr
ej
.
92
7.
07
24
0.
99
71
G
0.
08
41
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
95
5.
82
02
0.
97
90
G
0.
07
96
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
92
8.
12
74
0.
99
50
W
0.
00
15
no
tr
ej
.
re
j.
re
j.
–
96
7.
60
11
0.
95
71
W
0.
00
03
re
j.
re
j.
re
j.
–
95
4.
59
55
0.
94
64
B
0.
00
88
–
–
–
–
96
6.
12
75
0.
97
97
B
0.
03
58
–
–
–
–
93
7.
53
05
0.
98
88
V
ila
do
B
is
po
L
N
0.
00
01
re
j.
–
–
re
j.
10
65
.4
56
6
0.
97
87
L
N
0.
01
73
no
tr
ej
.
–
–
re
j.
10
66
.0
52
8
0.
98
21
G
0.
00
07
re
j.
re
j.
re
j.
–
10
57
.2
42
8
0.
98
31
G
0.
10
88
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
58
.6
56
0
0.
99
24
W
0.
00
16
no
tr
ej
.
re
j.
re
j.
–
10
57
.8
19
6
0.
97
95
W
0.
25
69
no
tr
ej
.
re
j.
no
tr
ej
.
–
10
65
.4
49
5
0.
98
68
B
0.
00
13
–
–
–
–
10
58
.7
20
9
0.
99
60
B
0.
33
95
–
–
–
–
10
58
.3
93
8
0.
99
36
45
Ta
b.
4.
13
:G
oo
dn
es
s-
of
-fi
tt
es
ts
’r
es
ul
ts
fo
rt
he
m
ar
gi
na
ld
is
tr
ib
ut
io
ns
fit
te
d
to
th
e
se
le
ct
ed
9
st
at
io
ns
:A
ve
ir
o,
B
ra
ga
nç
a,
C
as
te
lo
B
ra
nc
o,
C
or
uc
he
,E
st
re
m
oz
,L
is
bo
a
S1
,M
on
çã
o,
Si
ne
s
an
d
V
ila
do
B
is
po
,i
n
Su
m
m
er
.T
he
se
le
ct
ed
di
st
ri
bu
tio
n
is
w
ri
tte
n
in
ita
lic
an
d
th
e
lo
w
es
tA
IC
is
in
bo
ld
.L
N
-L
og
no
rm
al
;G
-G
am
m
a;
W
-W
ei
bu
ll;
B
-B
ur
r
Su
m
m
er
F
(x
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
G
(y
)
p-
va
lu
e
χ2
K
S
A
D
C
vM
S-
W
A
IC
R
2
A
ve
ir
o
L
N
0.
41
07
no
tr
ej
.
–
–
no
tr
ej
.
81
8.
49
38
0.
99
15
L
N
0.
00
83
no
tr
ej
.
–
–
re
j.
10
54
.3
40
4
0.
98
91
G
0.
19
32
re
j.
re
j.
re
j.
–
82
4.
06
46
0.
98
64
G
0.
00
42
no
tr
ej
.
re
j.
re
j.
–
10
57
.8
19
9
0.
98
20
W
0
re
j.
re
j.
re
j.
–
86
5.
08
09
0.
91
56
W
0
re
j.
re
j.
re
j.
–
10
83
.2
00
3
0.
92
40
B
0.
46
89
–
–
–
–
82
6.
03
65
0.
97
91
B
0.
00
05
–
–
–
–
10
70
.5
21
1
0.
95
69
B
ra
ga
nç
a
L
N
0.
01
67
no
tr
ej
.
–
–
no
tr
ej
.
83
7.
83
49
0.
99
30
L
N
0.
00
02
re
j.
–
–
re
j.
92
6.
28
14
0.
95
75
G
0.
05
27
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
83
9.
16
89
0.
97
21
G
0.
00
97
re
j.
re
j.
re
j.
–
91
2.
80
89
0.
98
85
W
0.
00
07
re
j.
re
j.
re
j.
–
87
3.
62
04
0.
95
06
W
0.
71
08
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
90
0.
89
88
0.
99
30
B
0.
05
24
–
–
–
–
84
1.
46
88
0.
99
66
B
0.
58
2
–
–
–
–
90
1.
06
11
0.
99
39
C
as
te
lo
B
ra
nc
o
L
N
0.
23
00
no
tr
ej
.
–
–
re
j.
85
3.
79
16
0.
96
84
L
N
0.
03
56
no
tr
ej
.
–
–
re
j.
92
3.
63
43
0.
98
11
G
0.
29
67
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
85
3.
09
71
0.
99
38
G
0.
06
28
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
91
0.
99
66
0.
96
67
W
0.
00
33
re
j.
re
j.
re
j.
–
87
3.
95
41
0.
95
23
W
0.
00
71
no
tr
ej
.
re
j.
re
j.
–
89
3.
88
64
0.
98
21
B
0.
31
82
–
–
–
–
86
2.
71
56
0.
99
53
B
0.
01
53
–
–
–
–
89
7.
91
55
0.
98
92
C
or
uc
he
L
N
0
re
j.
–
–
re
j.
72
7.
87
40
0.
88
06
L
N
0.
02
34
re
j.
–
–
re
j.
81
9.
89
46
0.
97
46
G
0.
00
08
re
j.
re
j.
re
j.
–
70
8.
40
84
0.
94
96
G
0.
06
45
re
j.
re
j.
re
j.
–
81
3.
08
78
0.
98
54
W
0.
00
02
re
j.
re
j.
re
j.
–
70
3.
05
34
0.
95
57
W
0.
14
26
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
80
8.
06
15
0.
99
23
B
0.
13
32
–
–
–
–
67
7.
27
90
0.
96
03
B
0.
19
74
–
–
–
–
80
7.
23
67
0.
99
41
E
st
re
m
oz
L
N
0.
53
07
no
tr
ej
.
–
–
no
tr
ej
.
69
7.
31
82
0.
98
70
L
N
0
re
j.
–
–
re
j.
87
2.
79
54
0.
91
59
G
0.
43
11
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
70
2.
08
75
0.
84
92
G
0
re
j.
re
j.
re
j.
–
85
5.
71
31
0.
91
56
W
0
re
j.
re
j.
re
j.
–
76
2.
71
77
0.
93
09
W
0.
25
64
no
tr
ej
.
re
j.
no
tr
ej
.
–
81
2.
50
21
0.
98
79
B
0.
21
19
–
–
–
–
70
1.
56
15
0.
97
76
B
0.
17
69
–
–
–
–
81
5.
12
72
0.
98
30
L
is
bo
a
S1
L
N
0.
81
57
no
tr
ej
.
–
–
no
tr
ej
.
76
2.
62
15
0.
99
70
L
N
0.
78
35
no
tr
ej
.
–
–
no
tr
ej
.
87
9.
70
04
0.
99
53
G
0.
78
54
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
76
2.
48
08
0.
99
67
G
0.
73
61
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
87
9.
02
54
0.
98
78
W
0.
02
94
re
j.
re
j.
re
j.
–
78
4.
89
85
0.
95
41
W
0.
02
35
re
j.
re
j.
re
j.
–
89
7.
57
18
0.
95
79
B
0.
56
06
–
–
–
–
77
1.
52
39
0.
99
10
B
0.
46
83
–
–
–
–
88
9.
09
89
0.
97
93
M
on
çã
o
L
N
0.
18
49
no
tr
ej
.
–
–
re
j.
76
5.
57
19
0.
99
21
L
N
0.
90
73
no
tr
ej
.
–
–
no
tr
ej
.
82
0.
80
76
0.
99
42
G
0.
05
54
re
j.
re
j.
re
j.
–
76
9.
17
44
0.
98
33
G
0.
74
79
no
tr
ej
.
re
j.
no
tr
ej
.
–
82
4.
89
59
0.
98
59
W
0
re
j.
re
j.
re
j.
–
80
0.
14
49
0.
92
61
W
0.
00
08
re
j.
re
j.
re
j.
–
86
7.
42
24
0.
92
22
B
0.
17
26
–
–
–
–
77
7.
04
79
0.
96
24
B
0.
92
22
–
–
–
–
82
7.
30
61
0.
98
41
Si
ne
s
L
N
0.
00
04
re
j.
–
–
re
j.
92
9.
08
52
0.
96
38
L
N
0.
01
71
re
j.
–
–
re
j.
92
9.
08
52
0.
97
88
G
0.
00
44
re
j.
re
j.
re
j.
–
92
7.
35
77
0.
92
72
G
0.
02
38
no
tr
ej
.
re
j.
re
j.
–
92
7.
35
77
0.
95
58
W
0.
06
41
re
j.
re
j.
re
j.
–
93
5.
45
16
0.
97
78
W
0.
00
19
re
j.
re
j.
re
j.
–
93
5.
45
16
0.
94
13
B
0.
03
88
–
–
–
–
93
8.
26
71
0.
96
33
B
0.
00
21
–
–
–
–
93
8.
26
71
0.
97
36
V
ila
do
B
is
po
L
N
0
re
j.
–
–
re
j.
11
36
.5
40
6
0.
94
72
L
N
0.
01
24
re
j.
–
–
re
j.
10
42
.5
13
4
0.
96
18
G
0.
00
01
re
j.
re
j.
re
j.
–
11
21
.5
06
8
0.
92
21
G
0.
11
03
re
j.
re
j.
re
j.
–
10
30
.5
64
4
0.
98
27
W
0.
08
01
re
j.
re
j.
re
j.
–
11
00
.3
30
6
0.
97
97
W
0.
80
20
no
tr
ej
.
no
tr
ej
.
no
tr
ej
.
–
10
18
.6
28
0
0.
99
49
B
0.
04
50
–
–
–
–
11
11
.6
22
9
0.
95
61
B
0.
53
05
–
–
–
–
10
22
.2
69
3
0.
99
45
46
Ta
b.
4.
14
:
Fi
tte
d
di
st
ri
bu
tio
ns
to
th
e
ob
se
rv
ed
w
in
d
of
th
e
re
m
ai
ni
ng
8
st
at
io
ns
:
A
ve
ir
o,
B
ra
ga
nç
a,
C
or
uc
he
,E
st
re
m
oz
,L
is
bo
a
S1
,M
on
çã
o,
Si
ne
s
an
d
V
ila
do
B
is
po
.
θˆ M
LE
is
th
e
pa
ra
m
et
er
s
es
tim
at
es
ob
ta
in
ed
by
M
L
E
.L
N
-L
og
no
rm
al
;G
-G
am
m
a;
W
-W
ei
bu
ll;
B
-B
ur
r
A
ut
um
n
W
in
te
r
Sp
ri
ng
Su
m
m
er
θˆ M
LE
C
I(
95
%
)
θˆ M
LE
C
I(
95
%
)
θˆ M
LE
C
I(
95
%
)
θˆ M
LE
C
I(
95
%
)
L
N
µˆ A
v
1.
62
16
(1
.5
72
6,
1.
67
03
)
L
N
µˆ A
v
1.
70
35
(1
.6
55
2,
1.
76
38
)
L
N
µˆ A
v
1.
83
13
(1
.7
95
4,
1.
86
99
)
B
kˆ A
v
0.
74
21
(0
.4
88
7,
1.
18
88
)
σˆ A
v
0.
39
14
(0
.3
54
8,
0.
42
61
)
σˆ A
v
0.
46
42
(0
.4
22
2,
0.
50
40
)
σˆ A
v
0.
29
85
(0
.2
71
0,
0.
32
46
)
cˆ A
v
8.
68
40
(7
.2
00
0,
10
.9
15
2)
–
–
–
–
–
–
–
–
–
λˆ A
v
0.
17
69
(0
.1
61
2,
0.
19
01
)
L
N
µˆ B
1.
56
92
(1
.5
10
2,
1.
62
85
)
L
N
µˆ B
4.
83
5
(4
.1
00
1,
5.
82
93
)
L
N
µˆ B
1.
76
54
(1
.7
32
0,
1.
79
84
)
B
kˆ B
1.
32
31
(0
.8
28
8,
2.
66
32
)
σˆ B
0.
46
46
(0
.4
21
7,
0.
50
66
)
σˆ B
0.
88
26
(0
.7
40
9,
1.
07
42
)
σˆ B
0.
26
37
(0
.2
39
9,
0.
28
81
)
cˆ B
6.
29
80
(5
.2
46
6,
7.
69
26
)
–
–
–
–
–
–
–
–
–
λˆ B
0.
17
32
(0
.1
45
7,
0.
19
34
)
G
αˆ C
5.
17
43
(4
.4
12
8,
6.
31
63
)
B
kˆ C
3.
62
82
(1
.7
40
8,
61
.9
25
8)
B
kˆ C
2.
78
36
(1
.4
59
9,
15
.5
80
9)
B
kˆ C
2.
17
64
(1
.2
56
5,
7.
28
99
)
βˆ C
0.
98
89
(0
.8
34
4,
1.
22
06
)
cˆ C
2.
99
24
(2
.5
50
1,
3.
56
48
)
cˆ C
5.
84
22
(4
.9
50
0,
7.
01
83
)
cˆ C
8.
50
89
(7
.1
39
9,
10
.1
85
9)
–
–
–
λˆ C
0.
12
20
(0
.0
37
8,
0.
17
09
)
λˆ C
0.
12
74
(0
.0
85
2,
0.
14
87
)
λˆ C
0.
14
98
(0
.1
22
7,
0.
16
44
)
L
N
µˆ E
1.
52
88
(1
.4
85
2,
1.
57
61
)
G
αˆ E
6.
93
93
(5
.8
19
5,
8.
43
59
)
G
αˆ E
14
.5
75
7
(1
2.
48
03
,1
7.
72
80
)
L
N
µˆ E
1.
59
00
(1
.9
06
7,
1.
96
15
)
σˆ E
0.
35
31
(0
.3
21
3,
0.
38
38
)
βˆ E
1.
39
52
(1
.1
70
9,
1.
71
32
)
βˆ E
2.
79
66
(2
.3
83
2,
3.
41
61
)
σˆ E
0.
21
05
(0
.1
95
8,
0.
23
33
)
B
kˆ L
0.
97
93
(0
.6
20
4,
1.
75
59
)
B
kˆ L
1.
29
91
(0
.7
99
0,
2.
62
57
)
L
N
µˆ L
1.
86
13
(1
.8
33
6,
1.
88
74
)
G
αˆ L
26
.2
13
2
(2
2.
08
28
,3
2.
12
81
)
cˆ L
5.
30
47
(4
.3
55
2,
6.
64
61
)
cˆ L
4.
47
00
(3
.7
40
4,
5.
50
92
)
σˆ L
0.
21
14
(0
.1
92
1,
0.
22
99
)
β L
3.
81
39
(3
.2
08
3,
4.
67
97
)
λˆ L
0.
17
06
(0
.1
42
8,
0.
19
43
)
λˆ L
0.
15
67
(0
.1
21
9,
0.
18
28
)
–
–
–
–
–
–
B
kˆ M
3.
09
82
(1
.5
76
7,
36
.3
07
7)
B
kˆ M
3.
04
63
(1
.5
31
7,
30
.5
30
5)
L
N
µˆ M
1.
67
21
(1
.6
34
4,
1.
71
02
)
L
N
µˆ M
1.
67
54
(1
.6
47
1,
1.
70
42
)
cˆ M
3.
52
41
(2
.9
90
0,
4.
20
89
)
cˆ M
3.
52
96
(2
.9
80
7,
4.
26
66
)
σˆ M
0.
30
29
(0
.2
76
2,
0.
32
97
)
σˆ M
0.
23
22
(0
.2
10
5,
0.
25
26
)
λˆ M
0.
13
53
(0
.0
54
6,
0.
17
59
)
λˆ M
0.
13
41
(0
.0
56
7,
0.
17
60
)
–
–
–
–
–
–
L
N
µˆ S
1.
90
83
(1
.8
61
4,
1.
95
75
)
L
N
µˆ S
1.
90
79
(1
.8
61
3,
1.
95
52
)
G
αˆ S
13
.8
73
8
(1
1.
69
67
,1
6.
89
54
)
W
ωˆ
S
4.
88
35
(4
.4
30
9,
5.
40
03
)
σˆ S
0.
37
42
(0
.3
39
4,
0.
40
68
)
σˆ S
0.
35
58
(0
.3
22
2,
0.
38
70
)
βˆ S
1.
82
87
(1
.5
32
5,
2.
23
04
)
δˆ S
8.
52
68
(8
.2
82
4,
8.
76
00
)
G
αˆ V
B
7.
60
60
(6
.4
38
1,
9.
14
30
)
W
ωˆ V
B
3.
04
07
(2
.7
53
9,
3.
38
25
)
W
ωˆ V
B
4.
08
79
(3
.7
28
6,
4.
53
71
)
W
ωˆ V
B
4.
12
12
(3
.7
54
3,
4.
58
28
)
βˆ V
B
1.
08
77
(0
.9
13
8,
1.
31
68
)
δˆ V
B
8.
13
65
(7
.7
69
5,
8.
51
9)
δˆ V
B
8.
71
83
(8
.4
32
4,
8.
99
75
)
δˆ V
B
9.
58
70
(9
.2
73
3,
9.
89
91
)
47
Ta
b.
4.
15
:
Fi
tte
d
di
st
ri
bu
tio
ns
to
th
e
si
m
ul
at
ed
w
in
d
of
th
e
re
m
ai
ni
ng
8
st
at
io
ns
:
A
ve
ir
o,
B
ra
ga
nç
a,
C
or
uc
he
,E
st
re
m
oz
,L
is
bo
a
S1
,M
on
çã
o,
Si
ne
s
an
d
V
ila
do
B
is
po
.
θˆ M
LE
is
th
e
pa
ra
m
et
er
s
es
tim
at
es
ob
ta
in
ed
by
M
L
E
.L
N
-L
og
no
rm
al
;G
-G
am
m
a;
W
-W
ei
bu
ll;
B
-B
ur
r
A
ut
um
n
W
in
te
r
Sp
ri
ng
Su
m
m
er
θˆ M
LE
C
I(
95
%
)
θˆ M
LE
C
I(
95
%
)
θˆ M
LE
C
I(
95
%
)
θˆ M
LE
C
I(
95
%
)
L
N
µˆ A
v
1.
86
95
(1
.8
20
8,
1.
91
63
)
L
N
µˆ A
v
1.
93
82
(1
.8
87
7,
1.
98
98
)
L
N
µˆ A
v
2.
10
14
(2
.0
65
8,
2.
13
59
)
L
N
µˆ A
v
2.
11
01
(2
.0
75
1,
2.
14
45
)
σˆ A
v
0.
36
27
(0
.3
30
3,
0.
39
44
)
σˆ A
v
0.
40
27
(0
.3
65
4,
0.
43
80
)
σˆ A
v
0.
27
41
(0
.2
48
5,
0.
29
85
)
σˆ A
v
0.
27
15
(0
.2
46
5,
0.
29
50
)
G
αˆ B
5.
68
90
(4
.8
00
3,
6.
87
90
)
G
αˆ B
5.
01
87
(4
.2
59
9,
6.
08
02
)
B
kˆ B
3.
09
20
(1
.5
93
1,
29
.2
84
2)
W
ωˆ
B
4.
78
88
(4
.3
51
2,
5.
33
32
)
βˆ B
0.
94
64
(0
.7
94
6,
1.
15
77
)
βˆ B
0.
84
89
(0
.7
12
3,
1.
03
84
)
cˆ B
4.
83
06
(4
.1
06
0,
5.
77
66
)
δˆ B
7.
37
62
(7
.1
68
2,
7.
57
21
)
–
–
–
–
–
–
λˆ B
0.
10
44
(0
.0
56
9,
0.
12
59
)
–
–
–
G
αˆ C
6.
33
57
(5
.3
45
0,
7.
71
81
)
L
N
µˆ C
1.
85
16
(1
.8
04
3,
1.
90
06
)
B
kˆ C
3.
02
40
(1
.5
64
1,
26
.9
44
6)
B
kˆ C
4.
51
80
(2
.0
32
9,
10
5.
40
45
)
βˆ C
0.
93
73
(0
.7
87
2,
1.
14
33
)
σˆ C
0.
36
52
(0
.3
30
6,
0.
39
81
)
cˆ C
7.
94
72
(6
.7
36
7,
9.
53
30
)
cˆ C
8.
25
77
(7
.0
86
8,
9.
80
16
)
–
–
–
–
–
–
λˆ C
0.
09
56
(0
.0
66
5,
0.
10
73
)
λˆ C
0.
09
15
(0
.0
57
6,
0.
10
40
)
L
N
µˆ E
1.
71
52
(1
.6
63
6,
1.
76
33
)
L
N
µˆ E
1.
74
52
(1
.6
97
8,
1.
79
73
)
W
ωˆ
E
4.
87
51
(4
.4
48
5,
5.
40
57
)
W
ωˆ
E
6.
35
63
(5
.7
93
2,
7.
06
96
)
σˆ E
0.
37
35
(0
.3
40
0,
0.
40
65
)
σˆ E
0.
36
62
(0
.3
30
8,
0.
40
05
)
δˆ E
7.
86
95
(7
.6
57
4,
8.
08
38
)
δˆ E
7.
61
26
(7
.4
35
7,
7.
77
05
)
L
N
µˆ L
1.
82
69
(1
.7
81
2,
1.
87
19
)
L
N
µˆ L
1.
86
54
(1
.8
24
5,
1.
91
08
)
G
αˆ L
21
.6
03
3
(1
8.
33
79
,2
6.
03
82
)
G
αˆ L
22
.2
50
1
(1
8.
72
82
,2
7.
03
91
)
σˆ L
0.
33
89
(0
.3
04
7,
0.
36
89
)
σˆ L
0.
33
46
(0
.3
03
6,
0.
36
55
)
βˆ L
2.
70
74
(2
.2
91
3,
3.
26
85
)
βˆ L
2.
69
95
(2
.2
71
3,
3.
28
82
)
L
N
µˆ M
2.
00
59
(1
.9
64
9,
2.
04
60
)
L
N
µˆ M
2.
03
74
(1
.9
94
9,
2.
07
77
)
L
N
µˆ M
2.
06
97
(2
.0
41
1,
2.
09
76
)
L
N
µˆ M
2.
03
00
(2
.0
06
5,
2.
05
35
)
σˆ M
0.
32
03
(0
.2
90
3,
0.
34
95
)
σˆ M
0.
30
67
(0
.2
76
9,
0.
33
53
)
σˆ M
0.
22
29
(0
.2
03
0,
0.
24
20
)
σˆ M
0.
18
34
(0
.1
66
6,
0.
20
01
)
L
N
µˆ S
2.
01
00
(1
.9
68
6,
2.
05
32
)
L
N
µˆ S
2.
05
91
(2
.0
18
1,
2.
10
09
)
G
αˆ S
22
.0
16
5
(1
8.
64
76
,2
6.
78
72
)
G
αˆ S
26
.0
50
9
(2
1.
88
01
,3
1.
45
03
)
σˆ S
0.
33
00
(0
.3
00
7,
0.
35
90
)
σˆ S
0.
32
32
(0
.2
92
6,
0.
35
09
)
βˆ S
2.
47
18
(2
.0
90
1,
3.
02
53
)
βˆ S
3.
04
19
(2
.5
51
2,
3.
68
47
)
L
N
µˆ V
B
2.
07
74
(2
.0
32
2,
2.
12
15
)
L
N
µˆ V
B
2.
13
50
(2
.0
88
9,
2.
18
09
)
B
kˆ V
B
2.
93
40
(1
.5
48
5,
23
.4
85
2)
W
ωˆ V
B
5.
24
08
(4
.7
73
6,
5.
81
57
)
σˆ V
B
0.
35
04
(0
.3
18
0,
0.
38
16
)
σˆ V
B
0.
34
93
(0
.3
14
8,
0.
38
19
)
cˆ V
B
5.
73
42
(4
.8
53
8,
6.
81
78
)
δˆ V
B
10
.2
11
4
(9
.9
54
5,
10
.4
66
3)
–
–
–
–
–
–
λˆ V
B
0.
08
69
(0
.0
53
0,
0.
10
16
)
–
–
–
48
4.4.2 Copulas
The copulas fitted to the observed and to the simulated winds will be the ones mentioned in Chapter
2. Occasionally, the Joe copula, an Archimedean copula, will be fitted. Its expression and characteristics
can be found in Appendix A. The VineCopula package in R provides a useful function, BiCopSelect,
which allows to select the best copula among 40 family of copulas according to 3 criteria: the AIC, the
BIC or the log-likelihood. The function includes the following copulas and their codes:
0: Product, Π
1: Gaussian, Cgausρ
2: Student t, Ctρη
3: Clayton, Ccα
4: Gumbel, Cguα
5: Frank, C fα
6: Joe, C jα
7: BB1
8: BB6
9: BB7
10: BB8
13: Survival Clayton, Cscα
14: Survival Gumbel, Csgα
16: Survival Joe
17: Survival BB1
18: Survival BB6
19: Survival BB7
20: Survival BB8
23: Rot. 90º Clayton
24: Rot. 90º Gumbel
26: Rot. 90º Joe
27: Rot. 90º BB1
28: Rot. 90º BB6
29: Rot. 90º BB7
30: Rot. 90º BB8
33: Rot. 270º Clayton
34: Rot. 270º Gumbel
36: Rot. 270º Joe
37: Rot. 270º BB1
38: Rot. 270º BB6
39: Rot. 270º BB7
40: Rot. 270º BB8
104: Tawn Type 1
114: Rotated 180º Tawn
Type 1
124: Rotated 90º Tawn
Type 1
134: Rotated 270º Tawn
Type 1
204: Tawn Type 2
214: Rotated 180º Tawn
Type 2
224: Rotated 90º Tawn
Type 2
234: Rotated 270º Tawn
Type 2
In our study, the copulas selected were Gaussian (1), Student t (2), Clayton (3), Gumbel (4), Frank
(5), Joe (6), BB1 (7), BB7 (9), BB8 (10), Survival Clayton (13), Survival Gumbel (14), Survival BB1
(17), Survival BB7 (19), Survival BB8 (20), Tawn Type 1 (104) and Tawn Type 2 (204). However, th-
rough the function mvdc of the copula package, we were not able to simulate a bivariate distribution from
the copulas BB1, BB7, BB8, Survival BB1, Survival BB7, Survival BB8, Tawn Type 1 and Tawn Type
2, and we were not able to find an alternative function. Therefore, as simulating a bivariate distribution
from the copula was one of our objectives, we decided to select the copula with the lowest AIC among
the first 6 families of copulas plus the corresponding survival copulas, that is from the families 0 to 6 and
from 13 to 16. Globally, we did not find a major difference when fitting the “alternative” copulas, since
they capture the same tail dependence and they were not rejected, at a level of significance of 5%, by any
of the goodness-of-fit tests performed.
The BiCopSelect function also estimates the copula parameters by maximum pseudo-likelihood, if
u and v are the pseudo-observations of a given bivariate vector (X ,Y ), by the IFM method, if u = F(X)
and v = G(Y ), or by the estimation based on Kendall’s tau. We chose to estimate the copula parameters
by MPLE. Later, we will compare the different types of estimation we mentioned in Chapter 3. To
assess the fit of the copula to the data, we will base ourselves on the conclusions of [Genest et al, 2009]
stated in Section 3.2 and perform 3 goodness-of-fit tests: the Cramér-von-Mises test statistic based on
the Rosenblatt’s transformation, S(B)n , the rank-based version of Cramér-von-Mises using the empirical
copula, Sn, and the Cramér-von-Mises test statistic based on Kendall’s process, S
(K)
n . We will continue to
present the complete procedure for the Winter observed and simulated data sets of Castelo Branco and
the overall results for the remaining seasons and stations.
Through the AIC, we came to the conclusion that the copula which best fits Castelo Branco’s Winter
data is the Gumbel. As stated in Section 2.5, this copula belongs to the Archimedean family and it is
characterised for having upper tail dependence. Therefore, it is most used when the dependence between
high values of the two univariate distributions is stronger than between their low values. In our case, we
conclude that higher values of the observed wind are associated with higher values of the simulated wind
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and thus the simulated data seems to match strong winds really well, relatively well moderate winds and
not so well weak winds.
The estimated copula parameter by maximum pseudo-likelihood and its confidence interval, the tail
dependence coefficients and the p-values of the goodness-of-fit copulas tests, S(B)n , Sn and S
(K)
n given in
(3.39), (3.32) and (3.35), respectively, are presented in Tab. 4.16.
Tab. 4.16: Copula selected according to the AIC criterion to fit the Winter season data of Castelo Branco and copula
parameter estimate (αˆ) obtained through the MPLE method, the estimated coefficients of the tail dependence and
the p-values of the goodness-of-fit copula tests performed, S(B)n , Sn and S
(K)
n .
Copula
θˆMPLE Tail Dependence p-values
αˆ CI (95%) λL λˆU S
(B)
n Sn S
(K)
n
Cguα 2.2604 (1.9783,2.5424) 0 0.6411 0.965 1 0.530
The null hyphotesis, H0 : C ∈C0 where C0 is the Gumbel Copula, is clearly not rejected by any of the
tests statistics. Thus, the Gumbel Copula seems to fit well the dependence between the observed and
the simulated wind speed values of Castelo Branco during the Winter season. The probability density
function of the fitted Gumbel Copula can be found in the upper right corner of Fig. 4.7.
Fig. 4.7: Probability density functions of the copulas fitted to Castelo Branco’s data.
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The copula, its parameters estimates, its tail dependence coefficients and the p-values of the 3
goodness-of-fit tests for the remaining seasons of Castelo Branco are presented on Tab. 4.17. For all
three seasons, the Gaussian Copula was found to fit the best to the data according to the AIC. This copula
belongs to the Elliptical family and does not have any tail dependence, thus it is used when the strength
of dependence is similar for all the values of the marginals. Furthermore, the association between the
observed wind and simulated wind is relatively similar for all the values; see Fig. 4.7.
If we think about the wind in Portugal, and considering that Castelo Branco is situated in the interior
centre of the country, strong winds are expected to occur mostly in Winter and weak winds in Spring
and Summer. Winds in Autumn can be strong as well, and if we look at Tab. 4.17, we can see that the
copula association parameter is the highest value obtained for the 3 fitted Gaussian Copulas. Moreover,
the Gaussian parameter measures the strength of dependence between the variables and, as we can see
in Tab. 4.18, the dependence between the observed and the simulated wind in Autumn is the second
highest. These results reflect a closer agreement between the observed and the simulated data during the
periods of higher wind speed. This is quite good, considering that the strongest winds are the ones which
cause damages. We can also observe in Tab. 4.17 that none of the goodness-of-fit reject, at a significance
level of 5%, the fitted copulas.
Tab. 4.17: Copula parameter estimates obtained through the MPLE method, coefficients of tail dependence and the
p-values of the goodness-of-fit copula tests, S(B)n , Sn and S
(K)
n , for the copulas fitted to Autumn, Spring and Summer
data of Castelo Branco
Season Copula
θˆMPLE Tail Dependence p-values
ρˆ CI (95%) λL λU S
(B)
n Sn S
(K)
n
Autumn Cgausρ 0.7538 (0.7018,0.8058) 0 0 0.986 0.998 0.120
Spring Cgausρ 0.6008 (0.5165,0.6851) 0 0 0.758 0.977 0.290
Summer Cgausρ 0.6006 (0.5255,0.6769) 0 0 0.900 1 0.650
Tab. 4.18: Dependence measures of the data and of the fitted copulas for the station of Castelo Branco.
Autumn Winter Spring Summer
(XA,YA) C
gaus
A,ρ (XW ,YW ) C
gu
W,α (XSp,YSp) C
gaus
Sp,ρ (XSu,YSu) C
gaus
Su,ρ
ρ 0.7690 – 0.7850 – 0.6048 – 0.5751 –
τ 0.5499 0.5436 0.5767 0.5576 0.4166 0.4103 0.4159 0.4101
ρS 0.7338 0.7381 0.7614 0.7448 0.5938 0.5827 0.5886 0.5825
Tab. 4.19 shows the copula, its parameter estimates, its tail dependence coefficients and the p-values
of the 3 goodness-of-fit tests performed for the remaining 8 stations.
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The comparison between copula estimation methods is presented for Castelo Branco’s Winter in
Tab. 4.20. Note that, for the full maximum likelihood method, MLE, new marginal parameters estimates
were obtained. The copula parameter estimates vary slightly from the ones obtained by MPLE. We
can see the estimation of the marginals together with the copula (MLE) or before the estimation of the
copula (IFM), generates lower association parameters, while the rank-based estimators (MPLE, based
on Kendall’s tau or based on Spearman’s rho) induce higher estimates of the copula parameter. The
same conclusion is valid for the tail dependence coefficients. In this case, the upper tail coefficient
is higher when we consider rank-based estimators rather than considering the marginal distributions.
Regarding the estimation of the univariate distributions parameters, when estimated together with the
copula parameter, they are also similar to the ones obtained before; see Tab. 4.7. Lastly, we obtain a
mean relative error of about 5.55% in estimating C by the empirical copula Cn.
Tab. 4.20: Comparison between copula estimation methods for Castelo Branco’s Winter season data. αˆC is the
estimated copula parameter and µˆX , σˆX , µˆY and σˆY are the estimated parameters of the marginal distributions.
The 95% confidence intervals are given between brackets. MRE is the mean relative error in estimating C by the
empirical copula, Cn.
Winter
Method
θˆ Tail Dep MRE
αˆC µˆX σˆX µˆY σˆY λL λˆU (%)
MLE 2.2017 1.6664 0.4013 1.7859 0.3796 0 0.6300 –
(1.9076,2.4958) (1.6151,1.7176) (0.3649,0.4377) (1.7384,1.8334) (0.3377,0.4034) – – –
IFM 2.1389 – – – – 0 0.6173 –
(1.9133,2.3646) – – – – – – –
τ(1) 2.3622 – – – – 0 0.6590 –
(2.0340,2.6905) – – – – – – –
ρS 2.3435 – – – – 0 0.6558 –
(2.0093,2.6778) – – – – – – –
Cn – – – – – – – 5.55
(1) according to Tab.2.3.
Tab. 4.21 shows the comparison between the methods for copula estimation for the remaining sea-
sons. The conclusion that the marginal distributions do not have a major influence on the estimation of
the copula association parameter holds.
Tab. 4.21: Comparison between copula estimation methods for the remaining seasons of Castelo Branco.
Autumn
Method
θˆ Tail Dep MRE
ρˆC αˆX βˆX µˆY σˆY λL λU (%)
MLE 0.7524 7.3557 1.349 1.7578 0.3733 0 0 -
(0.6972,0.8076) (6.0602,8.6512) (1.1032,1.5948) (1.7103,1.8053) (0.3397,0.4069) – – –
IFM 0.7529 – – – – 0 0 –
(0.7088,0.7969) – – – – – – –
τ(1) 0.7603 – – – – 0 0 –
(0.6983,0.8222) – – – – – – –
ρS 0.7497 – – – – 0 0 –
(0.6847,0.8148) – – – – – – –
Cn – – – – – – – 4.84
53
Spring
Meth.
θˆ Tail Dep(1) MRE
ρˆC kˆX cˆX λˆX αˆY βˆY λL λU (%)
MLE 0.5854 1.6538 4.9681 0.1522 19.2348 2.4494 0 0 -
(0.5029,0.6680) (0.7638,2.5438) (4.0973,5.8389) (0.1274,0.1771) (15.8321,22.6375) (2.0104,2.8884) – – –
IFM 0.5847 – – – – – 0 0 –
(0.5128,0.6566) – – – – – – – –
τ(1) 0.6087 – – – – – 0 0 –
(0.5274,0.6900) – – – – – – – –
ρS 0.6119 – – – – – 0 0 –
(0.5308,0.6929) – – – – – – – –
Cn – – – – – – – – 4.26
Summer
Method
θˆ Tail Dep(1) MRE
ρˆC αˆX βˆX ωˆY δˆY λL λU (%)
MLE 0.5901 16.3913 2.7186 5.7371 8.6889 0 0 -
(0.5059,0.6743) (13.4575,19.3251) (2.2244,3.2127) (5.1702,6.3040) (8.4855,8.8923) – – –
IFM 0.5860 – – – – 0 0 –
(0.5136,0.6583) – – – – – – –
τ(1) 0.6078 – – – – 0 0 –
(0.5256,0.6900) – – – – – – –
ρS 0.6067 – – – – 0 0 –
(0.5224,0.6910) – – – – – – –
Cn – – – – – – – 7.4
(1) according to Tab.2.3.
In Fig. 4.8 we see the comparison between the contour plots of the fitted copula and the empirical
one. Overall, the empirical copula, Cn, estimates well the fitted copula, especially in Autumn and Winter.
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Fig. 4.8: Fitted copula vs Empirical copula of Castelo Branco.
Finally, we simulated 237, the sample size of Castelo Branco’s Winter, realisations of a bivariate
distribution constructed from the fitted Gumbel Copula and with the marginal distributions mentioned in
the previous section, that is, X ∼ LN(1.6670,0.3966) and Y ∼ LN(1.7819,0.3642), and compared with
the original data; see Fig. 4.9. We can see that the copula captures really well the wind speed of the joint
model. Fig. 4.9 also shows the probability density function, H(x,y) and its contour plot.
We also computed the probability of occurring strong winds (a) simultaneously in the observed and
simulated data; see Tab. 4.22. Tab. 4.22 shows that, according to the copulas fitted to each of the
seasons, it is in Spring that large observed data (at least 10 km/h) is more precisely simulated, that is, it
has a higher value for P[X > 10,Y > 10].
Tab. 4.22: Probabilities of occurring strong winds in Castelo Branco
Autumn Winter Spring Summer
H(10,10) 0.0811 0.0895 0.1320 0.0951
In Fig. 4.10 we plotted the map of Portugal with all the copulas fitted to the 40 stations per season.
We decided to code the copulas by colour and tail dependence characteristics. For instance, copulas
without tail dependence are shaded in orange, copulas with lower tail dependence in red, with upper
tail dependence in blue and with dependence in both tails in green. It is clear that in Autumn and
Winter, the majority of copulas fitted have upper tail dependence, while there is more diversity in Spring
and Summer. For instance, in both Autumn and Winter, 72.5% of the fitted copulas have upper tail
dependence, while in Summer just only 20% show upper tail dependence. Moreover, in Summer, the
majority of the fitted copulas, 52.5%, do not have any tail dependence; see Tab. 4.23.
Tab. 4.23: Percentage of tail dependence of the fitted copulas in the 40 stations per season.
Season λL = λU = 0 λL 6= 0∧λU = 0 λL = 0∧λU 6= 0 λL,λU 6= 0
Autumn 20% 0% 72.5% 7.5%
Winter 25% 0% 72.5% 2.5%
Spring 30% 2.5% 40% 27.5%
Summer 52.5% 10% 20% 17.5%
(a)A wind is considered strong if its speed is greater than 10 km/h.
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We present in Tab. 4.24 the 10 meteorological stations and seasons which show the highest depen-
dence between the observed wind speed and the simulated wind speed, as well as the 10 meteorological
stations and seasons which have the lowest association between the variables. Although the copula para-
meter of a Gaussian or a Student t-Copula measures the strength of the dependence of the variables, we
decided it would make more sense to present the rankings by a non-parametric concordance measure and
we chose it to be the Kendall’s tau, mainly because the relation between the copula parameter and Spe-
arman’s rho is not always as easy to obtain as the relation between the copula parameter and Kendall’s
tau. We can see that the highest dependences occur in Autumn and Winter and the lowest dependences
in Summer. Therefore, in seasons when the wind speed registered is higher, the dependence between
the observed data and the simulated by the simulator is also higher, which is most desirable, and in the
season when the wind speed is lower, the dependence is also lower.
Tab. 4.24: The 10 stations with the highest Kendall’s tau and the 10 stations with the lowest Kendall’s tau.
Highest Kendall’s tau Lowest Kendall’s tau
Station Season τ Station Season τ
Braga Winter 0.6588 Lousã Summer 0.1604
Lisboa S1 Winter 0.6571 Alcácer do Sal Summer 0.1967
Moura Spring 0.6404 Viseu Summer 0.2279
Évora Winter 0.6298 Viseu Spring 0.2311
Cascais Autumn 0.6254 Monção Summer 0.2417
Santiago do Cacém Winter 0.6247 Vila Real Summer 0.2877
Vila do Bispo Summer 0.6181 Alcobaça Autumn 0.2940
Castro Verde Winter 0.6094 Beja Summer 0.2949
Coimbra Autumn 0.6093 Bragança Summer 0.2999
Évora Autumn 0.6092 Alcobaça Summer 0.3025
4.5 Bayesian Approach
We have only applied the Bayesian inference to the 9 stations selected, since we only want to compare
different methods of estimation copula parameters and since the main scope of this thesis is to model the
dependence between the observed wind speed with the simulated wind speed using copulas. As before,
a complete analysis will be presented for Castelo Branco’s Winter and the results for the other seasons
and stations are shown at the end.
Following [Dos Santos Silva and Lopes, 2008], we jointly estimate all the models parameters. Recall
that the marginal distributions fitted to the observed wind speed, X , and the simulated wind speed, Y ,
were Lognormal and the fitted copula was Gumbel. Therefore, the contribution of a single observation
of X and Y to the logarithm of the likelihood is given by
log(L(µX ,σX | x)) =− log(xσX
√
2pi)− (log(x)−µX)
2
2σ2X
, (4.2)
log(L(µY ,σY | y)) =− log(yσY
√
2pi)− (log(y)−µY )
2
2σ2Y
, (4.3)
respectively, and, recalling (2.69),
log(L(αC | u,v)) =− log(uv)+(αC−1) log(log(u) log(v))+ log[w
2
αC
−2
+(αC−1)w
1
αC
−2
]−w 1αC , (4.4)
where w = (− log(u))αC +(− log(v))αC . Thus, (3.14) is straightforward expressed as
log(L(µX ,σX ,µY ,σY ,αC | x,y)) = log(L(µX ,σX | x))+ log(L(µY ,σY | y))+ log(L(αC | u,v)). (4.5)
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For the implementation in JAGS (and in WinBUGS), the log-likelihood is defined for a single obser-
vation at a time in a cycle of all pairs (xi,yi), i = 1, . . . ,n; see Appendix C for the code. Non-informative
priors were used for all the model parameters; see [Dos Santos Silva and Lopes, 2008]. A Gamma dis-
tribution with mean 1 and variance 103 is used for σX and σY and a Normal distribution with mean 0
and precision 10−4 for µX and µY . The choice of the non-informative priors for the copula parameters
are based mainly on their relationship with Kendall’s tau (recall Tab. 2.3) and, in the case of Elliptical
copulas, with Pearson’s correlation coefficient. For the Gumbel Copula, the relation is αC = 11−τ . If
we take θ = 1αC
, we get τ = 1− θ . Moreover, τ → 1 implies θ → 0. For this reason a Beta distribu-
tion with both shape and scale parameters equal to 12 is used as a prior for θ . Note that θ ∈ (0,1]; see
[Shemyakin and Kniazev, 2017].
All the computations were performed with JAGS software, with runjags package and the function
autorun.jags, which assesses automatically for chain convergence. It then runs a number of iterations for
achieving the necessary sample size length according to Raftery and Lewis’s diagnosis. However, since
it uses BUGS language, it is easily adapted to WinBUGS. The “zero tricks” described in the WinBUGS
user manual suffers a slightly modification when adapted to JAGS. Nonetheless, it was used to encode
the log-likelihood and assure that the correct likelihood is obtained.
Two Markov Chains, starting from different initial values, were used and convergence as well as the
desired sample length were reached after 4000 iterations. A burn-in of 5000 iterations was also used.
Tab. 4.25 summarises the posterior results and Fig. 4.11 shows the trace plots, the histograms and the au-
tocorrelation plots of the results. Fig. 4.12 shows the comparison between the 95% confidence intervals
obtained with the classical maximum likelihood approach and the 95% credible intervals. One can see
that, although the parameters estimates vary little from the ones obtained in the classical approach, the
credible intervals are narrowed, which constitutes an advantage of using Bayesian inference to estimate
the parameters, even with non-informative priors.
Tab. 4.25: Bayesian estimation for Castelo Branco’s Winter.
Winter
Mean SD MCE CI (95%)
µX 1.6663 0.01691 0.000328 (1.6347,1.7000)
σX 0.3989 0.01240 0.000230 (0.3746,0.4229)
µY 1.7847 0.01533 0.000295 (1.7546,1.8138)
σY 0.3679 0.01119 0.000197 (0.3463,0.3909)
αC 2.1771 0.12844 0.002395 (1.9389,2.4418)
59
Fi
g.
4.
11
:P
lo
ts
of
th
e
po
st
er
io
rr
es
ul
ts
of
C
as
te
lo
B
ra
nc
o’
s
W
in
te
r.
60
Fig. 4.12: Comparison of parameter estimation based on MLE classical method and MLE bayesian method through
95% credible and 95% confidence intervals for µX (upper left), σX (upper middle), µY (upper right), σY (lower
left), αC (lower right) for Castelo Branco’s Winter.
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The posterior results for the remaining seasons of Castelo Branco are shown in Tab. 4.26 and the
comparison between the confidence and the credible intervals for each parameter in Fig. 4.13. The diffe-
rence between the parameters estimates remains little, but the Bayesian inference provides a narrowed
range for the parameters value. For the remaining 8 stations; see Tab. 4.27 and 4.28.
Tab. 4.26: Bayesian estimation for the remaining seasons of Castelo Branco.
Autumn Spring
Mean SD MCE CI (95%) Mean SD MCE CI (95%)
αX 7.3397 0.44565 0.007675 (6.5328,8.2843) kX 1.5797 0.33597 0.006285 (0.9937,2.2286)
βX 1.3462 0.08464 0.00146 (1.1868,1.5149) cX 5.0540 0.33618 0.005996 (4.4008,5.7034)
– – – – – λX 0.1554 0.00952 0.000189 (0.1370,0.1736)
µY 1.7575 0.01575 0.000169 (1.7273,1.7879) αY 19.2451 1.22810 0.031456 (16.9061,21.6251)
σY 0.3745 0.11580 0.000135 (0.3521,0.3976) βY 2.4505 0.15836 0.004060 (2.1503,2.7593)
ρ 0.7475 0.02545 0.000294 (0.6969,0.7959) ρ 0.5785 0.04016 0.000506 (0.4987,0.6555)
Summer
Mean SD MCE CI (95%)
αX 16.5443 1.04700 0.016632 (14.5952,18.7066)
βX 2.7436 0.17652 0.002802 (2.4005,3.0938)
ωY 5.7618 0.19826 0.004746 (5.3792,6.1521)
δY 8.6897 0.06956 0.000717 (8.5546,8.8252)
ρ 0.5806 0.03996 0.000376 (0.4989,0.6540)
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5 | Comments, Conclusions and
Future Work
The main purpose of this work was to model the dependence between real wind speed data and
simulated wind speed data using bivariate copulas. The major benefit of using the simulated wind speed
data towards the real one is the lack of missing values. Therefore, studying the dependence between
these two variables is of an extreme importance in order to improve the simulated data, i.e, to bring the
simulated wind speeds in line with the observed wind speeds. If the simulated wind data matches the
daily maximum wind speeds in all the domain, that means that the model used to simulate the data is
suitable. Moreover, one can predict the wind values for a certain region and avoid possible damages or
company losses. The problem is that the data provided by the simulator tend to differ from the observed
data, especially on the tails. Beyond allowing to model the joint distribution separately from the marginal
distributions, the tail dependence property is extremely attractive for addressing the problem mentioned
above. The knowledge of the dependence between the extreme values would help to improve the model
used to simulate the wind data and consequently achieve more similarities with the real data, especially
in the tails. The original data consists in daily maximum wind speeds, measured in km/h, observed
in 117 meteorological stations spread out in the continental part of Portugal from 1997 to 2013 and
simulated wind speeds produced by a simulator at a regular grid of 81 km2 grid cell size. However, the
data registered had an extremely high proportion of missing observations, which reached 90% in some
stations. Thus, we have just considered only those with less that 30% of NAs, resulting in 40 stations
out of 117. The missing values were removed as well as the wind speeds equal to 0. Considering that
the years from 1997 to 1999 showed large periods without any observation recorded, and 2013 had just
observations until February, the analysis was made only from 2000 to 2012. We then divided the data set
in 4 parts, each of which represents a season, since is natural to expect that the wind speed has different
behaviours in the 4 seasons. Moreover, the analysis performed has supported this decision. Finally, we
observed the presence of short-term dependence within the series of observed wind speed and within the
series of simulated wind speed. Therefore, in order to overcome this problem, we have retained every 5
observations, which proved to be indeed the right choice.
In Chapter 2, we highlight the key definitions in order to give to the reader a better understanding of
the background of Copula Theory. Moreover, the most common families of copulas are mentioned and
their characteristics described. With respect to the Elliptical family, the characteristics of the Gaussian
and Student t-Copulas were summarised, while for the Archimedean family, we look with detail into the
Clayton, Frank and Gumbel Copulas. Chapter 3 is divided in 2 parts: we first present several methods
of estimation of copulas, and then we address the selection of the right copula model as well as the
goodness-of-fit of the marginal distributions to the data. We consider these two chapters essential to the
understanding of the procedures used in Chapter 4.
Chapter 4 presents the methodology used and the results obtained when we modelled the daily
maximum wind speeds and the wind speeds produced by the simulator with copulas. At first we
fit marginal distributions to the data. In the literature, it is common to use the Weibull distribution
to model wind type data; see [Mert and Karakus, 2015], [Pobocikova et al, 2017], [Shepherd, 1978],
[Harris and Cook, 2014]. However, one should not fit this distribution without any statistical support.
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Moreover, we found the Gamma and the Lognormal distributions to be more suitable to deal with our
data. In fact, these distributions were fitted in 31.25% and 30.31%, respectively, in all cases, while Wei-
bull modelled the variables only in 10.6%. When assessing the fit of the marginal distributions to the
variables, we also took into consideration the behaviour on the right tail. Recall that it is important to
study extreme values of wind speed, because strong winds are the ones which cause the most relevant
damage. After adjusting the distributions to the variables, we found some cases where the simulated
wind speed data seemed to have been shifted to the right towards the observed wind speed. In particular,
this occurred in Spring and Summer, when the wind is milder. It would be important, in the future, to
improve the model which produces the simulated wind speeds, in order to obtain a better match between
the variables.
We then searched for the best copula model to capture the dependence of the variables. We used
the AIC to selected the copula among 40 families of copulas. However, we were not able to simulate
a bivariate distribution of some of the copulas. Thus, we restricted the selection to 6 families and the
corresponding survival copulas: Gaussian, Student t, Clayton and Survival Clayton, Frank, Gumbel and
Survival Gumbel and, occasionally, Joe. We decided to estimate the copula parameter by maximum
pseudo-likelihood method, acknowledging [Genest and Favre, 2007] where it is stated that the depen-
dence structure captured by the copula is not affected by the choice of the marginal distributions. A
comparison between all possible methods mentioned in Section 3.1 was provided only for the station
of Castelo Branco. All the estimation methods showed quite similar results. However, in most cases,
the influence of the marginal distributions lowered both the values of the parameters and the tail depen-
dence coefficients (when they exist), either by estimating them by fully maximum likelihood or by the
“Inference Functions for Margins” method.
The Gumbel Copula was fitted in 45% of the meteorological stations, which is characterised to have
upper tail dependence. Moreover, 65% of the adjusted copulas have upper tail dependence and modelled
especially the Autumn and Winter seasons, while just about 32% of the cases were modelled by a copula
without any type of tail dependence, mostly in Summer. Therefore, in Autumn and Winter, high values
of daily maximum wind speed and high values of simulated wind speed are associated, which means that
the simulated data seems to match really well the observed data for strong winds but not so well for weak
winds.
At last, we applied Bayesian inference in 9 selected meteorological stations: Aveiro, Bragança, Cas-
telo Branco, Coruche, Estremoz, Lisboa S1, Monção, Sines and Vila do Bispo. We chose to jointly
estimate all parameters in order to obtain a complete characterisation of the posterior distribution. We
used non-informative priors and, as stated by [Joe, 2014], the likelihood dominated the prior distribution
and similar estimates were obtained. However, Bayesian inference provided narrower intervals for the
parameters values.
As mentioned in the beginning of Chapter 4, we used JAGS instead of WinBUGS. One of the advan-
tages is the fact that JAGS has cumulative distributions functions implemented, while in WinBUGS we
have to write the expressions for u = F(X) and v = G(Y ) for some distributions. This can be a problem
when we have a Gamma distribution, for instance. Moreover, JAGS has quantile functions which in the
case of Elliptical copulas are needed. Although JAGS has also a wider catalogue of distributions imple-
mented, Burr is not one of them. In this case, one needs to note that a Burr distribution is a special case
of a Pareto IV and, with careful adaptions, one is able to implement it when needed; see Appendix A.
The Weibull and the Lognormal distributions have also different parameterisations which can be found
on Appendix A.
It is worth mentioning the case of the Braga’s station, addressed in Appendix B. During the period
from May 9th of 2005 to April 30th of 2007, the values of daily maximum wind speed recorded followed
a constant pattern. Since it is hardly possible to have exactly the same values, following the same
sequence, of real wind speed data, we suspect it was due to a possible error of the meteorological station
and, therefore, we have removed this period from the study.
Finally, some authors choose to fix the degrees of freedom of the Student t-Copula, instead of con-
sidering it as a random variable. For instance, it is not yet possible to obtain confidence intervals for
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this parameter if it is not fixed at first. Also, in the Bayesian approach, we have obtained very different
estimates for this parameter and, in one of the cases, the length of the credible interval was huge.
Another limitation has to do with the 3-parameter Burr distribution. When fitting this distribution,
we faced the problem of having to provide starting values for all parameters. Moreover, to the best of our
knowledge, there is not a rule for choosing adequate values. Therefore, in some cases, the standard error
of the first shape parameter as well as the range of its 95% confidence interval were very high. The same
occurred when we performed the Bayesian inference. For instance, the MCMC simulation needed a high
number of iterations in order to converge and the first shape parameter still showed some autocorrelation
even after thinning.
A possible continuation of this work would be to develop simulation tools for other copulas, such
as BB1, BB7, BB8, Tawn Type 1, Tawn Type 2 or Extreme-Value copulas. Therefore, we would work
with at least more 40 possible copula families. Another possibility, in a Bayesian framework, could be
to select the copula by using DIC, which we mentioned in Chapter 3 but did not addressed in this thesis.
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A | Expressions
A.1 Lognormal Distribution
Let X be a random variable which follows a Lognormal distribution, that is X ∼ LN(µ,σ), where µ ∈
R and σ > 0 are the mean and the standard deviation of Y = log(X), respectively. Thus, the probability
density function is defined by
f (x | µ,σ) = 1
x
1
σ
√
2pi
exp
{
− (log(x)−µ)
2
2σ2
}
, x > 0. (A.1)
In regard to the Bayesian inference, the precisian parameter, ε = 1σ2 , is considered instead of the
standard deviation. Therefore, (A.1) is rewritten as
f (x | µ,ε) = 1
x
√
ε
2pi exp
{
− ε(log(x)−µ)
2
2
}
, x > 0. (A.2)
The log-likelihood function is given by
log(L(µ,σ | x)) =− log(xσ
√
2pi)− (log(x)−µ)
2
2σ2
(A.3)
or equivalently by
log(L(µ,ε | x)) = 1
2
log(ε)− log(x
√
2pi)− ε(log(x)−µ)
2
2
. (A.4)
µ ∼ N(0,10−4), where 10−4 is the precision, and σ ∼ Gamma(10−3,10−3) are the non-informative
priors distributions used for the Lognormal distribution.
A.2 Gamma Distribution
Let X be a random variable which follows a Gamma distribution, that is X ∼ Gamma(α,β ), where
α > 0 is the shape parameter and β > 0 is the rate parameter. Thus, the probability density function is
defined by
f (x | α,β ) = β
α
Γ(α)x
α−1 exp{−βx}, x > 0, (A.5)
where Γ(α) =
∫ ∞
0 x
α−1e−x dx is the Gamma function.
The log-likelihood function is given by
log(L(α,β | x)) = α log(β )+(α−1) log(x)−βx− log(Γ(α)) (A.6)
α , β ∼ Gamma(10−3,10−3) are the non-informative priors distributions used for the Gamma distribu-
tion.
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A.3 Weibull Distribution
Let X be a random variable which follows a Weibull distribution, that is X ∼Weibull(ω,δ ), where
ω > 0 is the shape parameter and δ > 0 is the scale parameter. Thus, the probability density function is
defined by
f (x | ω,δ ) = ωδ
(
x
δ
)ω−1
exp
{
−
( x
δ
)ω}
, x≥ 0. (A.7)
Setting b = δω , the BUGS language considers the following parameterisation of the Weibull distri-
bution:
f (x | ω,b) = ωbxω−1 exp{bxω}, x≥ 0. (A.8)
The log-likelihood function is given by
log(L(ω,δ | x)) = log(ω)− log(δ )+(ω−1)[log(x)− log(δ )]−
(
x
λ
)ω
(A.9)
or equivalently by
log(L(ω,b | x)) = log(ω)+ log(b)+(ω−1) log(x)−bxω . (A.10)
ω , δ (or b) ∼ Gamma(10−3,10−3) are the non-informative priors distributions used for the Weibull
distribution.
A.4 3-parameter Burr Distribution
Let X be a random variable which follows a 3-parameter Burr distribution, that is X ∼ Burr(k,c,λ ),
where k > 0 and c > 0 are the shape parameters and λ > 0 is the rate parameter. Thus, the probability
density function is defined by
f (x | k,c,λ ) = kcλ (λx)c−1[1+(λx)c]−(k+1), x≥ 0. (A.11)
The log-likelihood function is given by
log(L(k,c,λ | x))= log(k)+ log(c)+ log(λ )+(c−1)[log(x)+ log(λ )]−(k+1) log [1+(xλ )c] . (A.12)
k, c, λ ∼Gamma(10−3,10−3) are the non-informative priors distributions used for the 3-parameter Burr
distribution.
If X follows a Pareto Type IV distribution, that is X ∼ PIV (α,σ ,µ,γ), where α > 0 and γ > 0 are the
shape parameters, σ > 0 is the scale parameter and µ ∈R is the location parameter. Then, the probability
density function is defined by
f (x | α,σ ,µ,γ) =
ασ−1/γ (x−µ)1/γ−1
[
1+
(
σ
xµ
)−1/γ]−(α+1)
γ , x≥ µ. (A.13)
Setting α = k, σ = 1λ , µ = 0 and γ =
1
c in (A.13), we obtain (A.11). Therefore, the 3-parameter Burr
distribution is a particular case of the Pareto Type IV distribution. This result will be important to apply
the Bayesian inference.
A.5 Gaussian Copula
The log-likelihood function for the Gaussian copula with parameter ρ is defined by
log(L(ρ | u,v)) =−1
2
log(1−ρ2)− ρ
2s2 +ρ2t2−2ρst
2(1−ρ2) , (A.14)
where s =Φ−1(u) and t =Φ−1(v). Since ρ is the Pearson’s correlation coefficient, ρ ∼U(−1,1) is the
non-informative prior distribution used.
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A.6 Student t-Copula
The log-likelihood function for the Student t-Copula with correlation parameter ρ and η degrees of
freedom is defined by
log(L(ρ,η | u,v)) = log
(
Γ
(η+2
2
))
+ log
(
Γ
(η
2
))
− 1
2
log(1−ρ2)−2log
(
Γ
(η+1
2
))
+
η+1
2
[
log
(
1+
s2
η
)
+ log
(
1+
t2
η
)]
− η+2
2
log
[
1+
s2 + t2−2ρst
η(1−ρ2)
]
, (A.15)
where s = T−1η (u) and t = T−1η (v). Since ρ is the Pearson’s correlation coefficient, ρ ∼U(−1,1) is the
non-informative prior distribution used. BUGS language restricts the degrees of freedom parameters to
be at least 2. Therefore, setting ν = 1η , we can use ν ∼U
(
0,
1
2
)
as a non-informative prior distribution
for “η”; see [Gelman and Hill, 2006].
A.7 Survival Clayton Copula
The log-likelihood function for the Survival Clayton copula with association parameter α is defined
by
log(L(α | u,v)) = log
(
1+
1
α
)
+ log(α)+(α+1)[log(1−u)− log(1− v)]
−
(
2+
1
α
)
log[(1−u)−α +(1− v)−α −1]. (A.16)
Recalling the relationship between the Clayton association parameter and Kendall’s tau, that is, α =
2τ
1− τ , which is valid for its survival version, we note that τ tends to 1 as α increases to ∞. Therefore,
α ∼U(0,200) is the non-informative prior distribution used.
A.8 Frank Copula
The log-likelihood function for the Frank copula with association parameter α is defined by
log(L(α | u,v)) = log(α)+ log(1− e−α)−α(u+ v)−2log[1− e−α − (1− e−αu)(1− e−αv)]. (A.17)
τ approaches 1 as α increases to ∞, and thus α ∼U(0,400) is used as a non-informative prior to the
copula parameter.
A.9 Gumbel-Hougaard Copula
The log-likelihood function for the Gumbel-Hougaard copula with association parameter α is defined
by
log(L(α | u,v)) =− log(uv)+(α−1) log(log(u) log(v))+ log
[
w
2
α−2+(α−1)w 1α−2
]
−w 1α , (A.18)
where w = (− log(u))α +(− log(v))α . For this copula, τ = 1
1−α . Therefore, if we set θ =
1
α , τ tends
to 1 if θ approaches 0. Thus, θ ∼ Beta
(
1
2
,
1
2
)
was used as a non-informative prior distribution for the
copula parameter.
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A.10 Joe Copula
The Joe Copula is an Archimedean copula with generator ϕα(t) = − log[1− (1− t)α ] and pseudo-
inverse ϕ [−1]α (s) = 1− (1− e−s) 1α . The Joe copula is given by
Cα(u,v) = 1− [(1−u)α +(1− v)α − (1−u)α(1− v)α ]
1
α , α ∈ [1,∞), (A.19)
and its density is given by
cα(u,v) = [wα + zα −wzα ]
1
α−2 wzα−1 [α−1+wα + zα −wzα ] , α ∈ [1,∞), (A.20)
where w = 1− u and z = 1− v. It is characterised by having upper tail dependence. Moreover, λU =
2−2 1α .
Kendall’s tau can be determined by
τ = 1+ 2
2−α
[
z(2)−z
(
2
α +1
)]
, (A.21)
where z(x) = d
dx
log(Γ(x)) is the digamma function; see [Joe, 2014].
BB1, Survival BB1, BB7, Survival BB7, BB8, Survival BB8 and other families of copulas are pre-
sented in detail in [Joe, 2014].
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B | Results
B.1 The Case of Braga
In the process of analysing all data, we came across with a problem concerning Braga’s meteoro-
logical station. From May 9th of 2005 to April 30th of 2007 the values of daily maximum wind speed
registered seemed to follow a pattern, as we can see in Fig B.1. We might expect to happen a simi-
lar problem in the data produced by the simulator, due to some error of the model or of the machine.
However, it is impossible that the daily maximum wind in the region of Braga took exactly the same
values, for almost 2 years. Therefore, beyond the data preprocessing mentioned in Section 4.2, we have
also removed the observations of this period. For this reason, the sample size of each season is low; see
Tab. B.1
Fig. B.1: Observed wind speed in Braga’s station
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Tab. B.1: Summary of the values of X and Y in Braga
Autumn Winter
n Min. 1st Qu. Median Mean 3rd Qu. Max. n Min. 1st Qu. Median Mean 3rd Qu. Max.
X 109 1.1 2.7 3.5 3.96 5.1 10.70 40 1 2.875 4.05 4.42 6.025 9.2
Y 1.401 4.007 5.04 5.381 6.456 13.036 2.009 3.606 5.64 5.784 7.202 13.124
Spring Summer
n Min. 1st Qu. Median Mean 3rd Qu. Max. n Min. 1st Qu. Median Mean 3rd Qu. Max.
X 79 2.1 4 4.7 4.804 5.5 8 108 1.7 3.8 5.3 6.13 7.6 18.5
Y 2.848 6.064 7.076 6.938 7.863 9.703 1.7 3.4 3.9 4.005 4.3 7
In Tab. B.2, the goodness-of-fit tests for Braga’s meteorological station are presented, and in Tab.
B.3 the chosen marginal distributions, their maximum likelihood estimates and their 95% confidence
intervals are shown. The marginal distributions fitted to the variables are in Fig. B.2.
Tab. B.2: Goodness-of-fit tests’ results for the marginal distributions fitted to Braga’s meteorological station.
LN - Lognormal; G - Gamma; W - Weibull; B - Burr
Autumn
F(x) p-val. χ2 KS AD CvM S-W AIC R2 G(y) p-val. χ2 KS AD CvM S-W AIC R2
LN 0.01 not rej. – – rej. 443.7416 0.9791 LN 0.0036 not rej. – – rej. 482.1502 0.9768
G 0.0112 not rej. not rej. not rej. – 441.897 0.9869 G 0.0234 not rej. not rej. not rej. – 479.32 0.99
W 0.0185 rej. rej. rej. – 447.1812 0.9623 W 0.0225 rej. not rej. rej. – 485.452 0.9699
B 0.0107 – – – – 445.7701 0.9841 B 0.0325 – – – – 481.8066 0.9931
Winter
F(x) p-val. χ2 KS AD CvM S-W AIC R2 G(y) p-val. χ2 KS AD CvM S-W AIC R2
LN 0.2682 not rej. – – not rej. 177.761 0.9685 LN 0.1213 not rej. – – not rej. 186.8161 0.9772
G 0.5534 not rej. not rej. not rej. – 175.1546 0.9783 G 0.1516 not rej. not rej. not rej. – 185.9554 0.9765
W 0.7705 not rej. not rej. not rej. – 174.377 0.9886 W 0.1161 not rej. not rej. not rej. – 187.5711 0.9707
B 0.2681 – – – – 177.9475 0.9782 B 0.077 – – – – 188.6833 0.9771
Spring
F(x) p-val. χ2 KS AD CvM S-W AIC R2 G(y) p-val. χ2 KS AD CvM S-W AIC R2
LN 0.7846 not rej. – – not rej. 264.2931 0.9724 LN 0.021 rej. – – rej. 294.2077 0.9118
G 0.7682 not rej. not rej. not rej. – 262.0509 0.99 G 0.595 rej. rej. rej. – 287.8696 0.9594
W 0.186 not rej. rej. rej. – 266.1558 0.9757 W 0.4331 not rej. not rej. not rej. – 275.1514 0.9866
B 0.761 – – – – 263.5774 0.9896 B 0.3161 – – – – 277.2699 0.9942
Summer
F(x) p-val. χ2 KS AD CvM S-W AIC R2 G(y) p-val. χ2 KS AD CvM S-W AIC R2
LN 0.1631 rej. – – rej. 285.6265 0.953 LN 0.2469 rej. – – rej. 367.0257 0.9195
G 0.1119 rej. rej. rej. – 285.8731 0.9347 G 0.4934 not rej. rej. rej. – 360.1219 0.9706
W 0.0001 rej. rej. rej. – 305.0802 0.927 W 0.7473 not rej. not rej. not rej. – 353.4842 0.9779
B 0.3709 – – – – 280.2705 0.9728 B 0.9271 – – – – 350.5758 0.961
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Tab. B.3: Fitted distributions to the observed, X , and simulated, Y , winds of Braga’s station. θˆMLE is the parameters
estimates obtained by MLE.
Autumn Winter
X θˆMLE CI (95%) Y θˆMLE CI (95%) X θˆMLE CI (95%) Y θˆMLE CI (95%)
αˆ 4.0449 (3.2068,5.4534) kˆ 1.9707 (0.9054,45.1084) ωˆ 2.2222 (1.8001,2.9495) αˆ 5.9991 (5.1258,7.2966)
βˆ 1.0216 (0.7984,1.3715) cˆ 3.3691 (2.6011,4.5909) δˆ 5.0047 (4.2692,5.7374) βˆ 7.4853 (7.1896,7.7808)
– – – λˆ 0.1525 (0.0435,0.2112) – – – – – –
Spring Summer
X θˆMLE CI (95%) Y θˆMLE CI (95%) X θˆMLE CI (95%) Y θˆMLE CI (95%)
αˆ 14.3362 (11.6957,20.4242) ωˆ 19.1999 (16.2291,23.0993) kˆ 0.8813 (0.4759,2.2363) kˆ 3.4617 (1.2778,163.4954)
βˆ 2.9844 (2.2889,4.2843) δˆ 2.4445 (2.0599,2.9435) cˆ 8.6377 (6.4959,12.1571) cˆ 7.6986 (6.205,10.2271)
– – – – – – λˆ 0.2622 (0.2174,0.2895) λˆ 0.1194 (0.0646,0.14221)
Fig. B.2: Marginal distributions fitted to the 4 seasons of Braga
The AIC was used to chose the best copula to fit the dependence of the wind speeds of each season
and the copula parameters were estimated by the maximum pseudo-likelihood method; see Tab. B.4. All
four copulas have tail dependence and none was rejected by any goodness-of-fit test. For instance, just
the copula fitted to Spring has lower tail dependence as well. We can see that, in Autumn and Winter,
the observed and the simulated wind speeds are highly correlated for high values; see Fig. B.3.
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Tab. B.4: Copulas selected according to the AIC to Braga’s station. θˆ1 and θˆ2 are the copula parameters estimates
obtained by MPLE.
Season Copula
θˆMPLE Tail Dependence(1) p-values
θˆ1 CI (95%) θˆ2 CI (95%) λˆL λˆU S
(B)
n Sn S
(K)
n
Autumn Cscα 2.4986 (1.8111,3.1861) – – 0 0.7577 0.523 0.24 0.95
Winter C jα 4.6704 (2.197,7.1439) – – 0 0.84 – (**) 0.0814 0.78
Spring Ctρη 0.4742 (0.2616,0.6868) 2.0701 (*) 0.3706 0.3706 1 0.8317 0.22
Summer Cscα 1.0407 (0.6202,1.4612) – – 0 0.5137 0.387 0.26 0.63
(*) At present the asymptotic variance cannot be fully estimated if η is not fixed, thus it is not possible to provide
a confidence interval; see the package copula manual. (**) S(B)n is not implemented for the Joe Copula; see the
package gofCopula manual. (1) the 0’s are theoretical.
Fig. B.3: Probability density function of the fitted copulas to Braga.
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B.2 Figures of the Remaining 8 Selected Meteorological Stations
We present now the plots of the ACF, the marginal distribution functions and the probability density
of the copulas for the remaining selected meteorological stations: Aveiro, Bragança, Coruche, Estremoz,
Lisboa S1, Monção, Sines and Vila do Bispo.
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Fig. B.4: ACF of the observed and simulated wind speed data for each season of the meteorological stations of
Aveiro and Bragança.
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Fig. B.5: ACF of the observed and simulated wind speed data for each season of the meteorological stations of
Coruche and Estremoz.
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Fig. B.6: ACF of the observed and simulated wind speed data for each season of the meteorological stations of
Lisboa S1 and Monção.
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Fig. B.7: ACF of the observed and simulated wind speed data for each season of the meteorological stations of
Sines and Vila do Bispo.
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Fig. B.12: Probability density function of the fitted copulas to the remaining 8 stations in Autumn and Winter.
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Fig. B.13: Probability density function of the fitted copulas to the remaining 8 stations in Spring and Summer.
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B.3 Results for the Remaining 30 Meteorological Stations
In this section we summarise the results for the remaining 30 meteorological stations. We present
the results of the goodness-of-fit tests for the marginal distributions, the fitted marginal distributions and
the fitted copulas to each season of the remaining 30 meteorological stations of our work.
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C | Scripts
In order to exemplify how to adapt a JAGS script to a WINBUGS script, we will use the Autumn
season of Aveiro. The remaining R scripts for the fit of the marginals and the copulas can be found in
https://github.com/lidiamandre/copulas.
C.1 JAGS
gumbel<-"model{
for (i in 1:n){
x[i]~dlnorm(mu1,prec1)
y[i]~dlnorm(mu2,prec2)
}
prec1<-1/sigma1^2
prec2<-1/sigma2^2
alphac<-1/theta
# Zero Tricks
C<-10000000
for(i in 1:n){
zeros[i]~dpois(phi[i])
phi[i]<–logL[i]+C
# Distribution function of the Lognormal distribution
u[i]<-plnorm(x[i],mu1,prec1)
v[i]<-plnorm(y[i],mu2,prec2)
# Log-likelihood of the marginals
l1[i]<–log(x[i]*sigma1*sqrt(2*3.141593))-0.5*((log(x[i])-mu1)^2/sigma1^2)
l2[i]<–log(y[i]*sigma2*sqrt(2*3.141593))-0.5*((log(y[i])-mu2)^2/sigma2^2)
# Log-likelihood of the Gumbel-Hougaard copula
a[i]<–log(u[i])
b[i]<–log(v[i])
w[i]<-a[i](ˆalphac)+b[i](ˆalphac)
l3[i]<–log(u[i]*v[i])+(alphac-1)*log(a[i]*b[i])+
log(w[i]^(2*(1/alphac)-2)+(alphac-1)*w[i]^((1/alphac)-2))-w[i](ˆ1/alphac)
# Log-likelihood of the model
logL[i]<-l1[i]+l2[i]+l3[i]}
# Prior for the marginal parameters
mu1~dnorm(0.0,0.0001)
mu2~dnorm(0.0,0.0001)
sigma1~dgamma(0.001,0.001)
sigma2~dgamma(0.001,0.001)
# Prior for the copula parameter
theta~dbeta(0.5,0.5)}"
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C.2 WINBUGS
model{
for (i in 1:n){
x[i]~dlnorm(mu1,prec1)
y[i]~dlnorm(mu2,prec2)
}
# Zero Tricks
C<-100000
for(i in 1:n){
zeros[i]<-0
zeros[i]~dpois(phi[i])
phi[i]<–loglik[i]+C
# Distribution function of the Lognormal distribution
u[i]<-phi((log(x[i])-mu1)*sqrt(prec1))
v[i]<-phi((log(y[i])-mu2)*sqrt(prec2))
# Log-likelihood of the marginals
l.marginais[i]<-0.5*log(prec1)-0.5*log(2*3.141593)-log(x[i])
-0.5*prec1*pow(log(x[i])-mu1,2)+0.5*log(prec2)-0.5*log(2*3.141593)
-log(y[i])-0.5*prec2*pow(log(y[i])-mu2,2)
# Log-likelihood of the Gumbel-Hougaard copula
a[i]<–log(u[i])
b[i]<–log(v[i])
l.copula1[i]<- -pow(pow(a[i],alphac)+pow(b[i],alphac),1/alphac)
l.copula2[i]<-log(pow(pow(a[i],alphac)+pow(b[i],alphac),1/alphac)+alphac-1)
l.copula3[i]<-(1/alphac-2)*log(pow(a[i],alphac)+pow(b[i],alphac))
l.copula4[i]<-(alphac-1)*log(a[i]*b[i])
l.copula5[i]<–log(u[i]*v[i])
copula[i]<-l.copula1[i]+l.copula2[i]+l.copula3[i]+l.copula4[i]+l.copula5[i]
# Log-likelihood of the model
loglik[i]<-l.marginais[i]+copula[i]
}
# Prior for the marginal parameters
mu1~norm(0.0,0.001)
mu2~dnorm(0.0,0.001)
prec1~dgamma(0.001,0.001)
prec2~dgamma(0.001,0.001)
sigma1<-1/sqrt(prec1)
sigma2<-1/sqrt(prec2)
# Prior for the copula parameter
alphac~dunif(1.0,100)
}
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