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EXTREMAL HIGHER CODIMENSION CYCLES OF THE SPACE
OF COMPLETE CONICS
CE´SAR LOZANO HUERTA
Abstract. Let M denote the space of complete conics. We compute the cone
of effective and numerically effective k-cycles of M , Effk(M) and Nefk(M),
respectively. In addition, we compute the Bia lynicki-Birula cell-decomposition
of M with respect to a C∗-action and compare the cone generated by the closure
of these cells to the cones Effk(M) and Nefk(M).
Introduction
The study of how a subvariety sits and moves inside an ambient algebraic variety
has driven research in algebraic geometry for a long time. This study finds a robust
and well-developed theory when dealing with subvarieties of codimension 1, which
from the theoretical viewpoint is well-understood. For example, studying points on
an algebraic curve leads to theorems such as the Riemann-Roch Theorem and the
Abel-Jacobi Theorem. A sensible next step in understanding the extrinsic geometry
of subvarieties is to study subvarieties of codimension 2 and higher. This situation
is not well-understood and is the situation we will study. We work over the field of
complex numbers throughout.
The set of all subvarieties contained in an algebraic variety is unmanageable. Thus,
one seeks to impose an equivalence relation on them, or rather on the formal linear
combinations of them, so we study the set of equivalence classes which may be more
manageable. These formal sums are called cycles, and Severi [13] in a collection
of papers set up and investigated the concept of rational equivalence on them.
Although this is a generalization inspired by the rational equivalence of divisors on
curves, it exhibits distinct behavior. For example, Mumford [11] showed that the
group of 0-cycles, up to rational equivalence, on a surface does not necessarily have
the properties of a finite-dimensional space. We will study the space of complete
conics M and the spaces of its rational-equivalent cycles Ak(M) ⊗ Q; these are
finite-dimensional vector spaces.
The space of complete conics is a compactification of the family of smooth conics
on the plane P2. It was introduced by Chasles [2] in 1864 in order to solve questions
in enumerative geometry and is defined as follows: the space of complete conics is
the closure of the set of pairs M = {(C,C∗)} ⊂ P5 × P5∗, where C is a smooth
conic and C∗ its dual. This space is a smooth variety of dimension 5, and has been
used to study enumerative questions such as the number of conics tangent to five
fixed conics in general position; which is 3264 and has a long history in algebraic
geometry [10]. The purpose of this note is to show that the enumerative geometry of
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conics that M allows one to study dictates the structure of certain cones contained
in the space of cycles Ak(M): the cones of effective cycles, Effk(M).
We are primarily interested in understanding subvarieties of M of dimension k,
so we will focus on the cone generated by non-negative linear combinations with
rational coefficients of subvarieties of dimension k in the space of k-cycles Ak(M)⊗
Q. This is the cone of effective k-cycles, Effk(M). In general, these cones are very
difficult to compute and only few examples are known; many of them very recently
[4, 3]. We will explicitly compute these cones for the space M .
These cones are well-known in dimension 1 and 4. Indeed, from the definition of
M , there are 4 divisors we can investigate: Hi = pi
∗
i (h) and the strict transform
Ei = pi
−1
i (∆), where pii (i = 1, 2) denotes the projection map to the first or second
factor. Here, h denotes the hyperplane section, and ∆ denotes the locus of singular
conics i.e., a discriminant variety. The cone of effective divisors is generated by the
classes Eff4(M) = 〈E1, E2〉, and the cone of numerically effective divisors, the nef
cone, is generated by the classes Eff1(M)
∨ = Nef1(M) = 〈H1, H2〉. The divisor
E2 parametrizes reducible conics, and E1 double lines with two marked-points. A
generic point on H1 parameterizes a smooth conic which passes through a fixed
point, and a generic point on H2 parametrizes a smooth conic tangent to a fixed
line.
The main results of this note, Theorem 3.1 and Theorem 4.1, extend the description
of the previous paragraph to dimensions 2 and 3, i.e., we describe the cones Effk(M)
for k = 2, 3. In addition, one can read off the geometric interpretation of the
generators of these cones in terms of families of conics. To simplify the language,
HiEi denotes the intersection of the subvarieties Hi and Ei.
Theorem. The vector spaces Ak(M)⊗Q for k = 2, 3, both have dimension 3. The
respective cones of effective cycles are generated by the following classes
Eff2(M) = 〈H21E1, H22E2, H1E1E2, H2E1E2〉,
Eff3(M) = 〈H1E1, H2E2, E1E2〉.
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Nef  (M)3
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Figure 1. Cross-section of the cones Effk(M), and their duals Nef
k(M).
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An important part of the proof is to reduce the computation of the effective cone
Effk(M) to the computation of the effective cone of two subvarieties: Effk(E1) and
Effk(E1E2). We are able to do this because there is an action of SL3C on M , and
E1 as well as E1E2 are the closure of SL3-orbits. Our technique may be applied
in the more general context in which the orbits of a group action behave well; for
example “wonderful compactifications” [5]. Since the action of SL3C is ultimately
the key ingredient in order to compute the effective cones, one may ask whether
the action of a smaller group would yield the same results. For example:
The space M inherits from P2 an action of the torus C∗ which has a finite number
of fixed points. Thus, it induces a Bia lynicki-Birula decomposition of M into affine
cells [1]. We call these cells the BB-cells of M . By considering the closure of the
BB-cells of dimension k, we get effective k-cycles on M and it is natural to ask,
do they generate the cone of effective cycles of dimension k, Effk(M)? In general,
we answer in the negative by computing the number of BB-cells of dimension 2
and the cone Eff2(M). However, the BB-cells of M of dimension 4 do generate
the cone of effective divisors Eff4(M). In general, the precise relation between the
cone generated by the BB-cells of a C∗-variety X and the cones of effective cycles
Effk(X) remains mysterious.
1. Preliminaries
In this section, we recall definitions and properties of M . We refer the reader
to [6] for a more general treatment. A cycle on M of dimension k is a formal
sum of k-dimensional subvarieties of M with rational coefficients. Such a cycle
is called effective if all the coefficients of this formal sum are nonnegative. Two
cycles X and Y of dimension k are numerically equivalent if X · α = Y · α for all
irreducible subvarieties of codimension k. Here, · denotes the intersection product.
Let Nk(M) (respectively, N
k(M)) denote the finite dimensional Q-vector space of
cycles of dimension k (respectively, codimension k) up to numerical equivalence.
The cone in Nk(M) generated by the classes of effective cycles of dimension k is
called effective cone and is denoted by Effk(M).
A cycle Z of dimension k is numerically effective, or simply nef, if Z · α ≥ 0 for
all irreducible subvarieties α ⊂ M of codimension k. One defines the nef cone
of cycle classes of dimension k, Nefk(M), as the cone generated by the classes in
Nk(M) of nef cycles. Similarly, one defines Nef
k(M), the cone of nef cycle classes
of codimension k. Note that in general the dual of the cone Nefk is the closure of
the effective cone Effk. These convex cones are effectively described by extremal
rays. Recall that a ray R is said to be an extremal ray if for any D ∈ R with
D = D1 + D2, where D1, D2 are in the cone, then D1, D2 ∈ R. If an extremal
ray is spanned by the class of an effective cycle Z, we say that Z is an extremal
effective cycle. In general, Effk is not equal to its closure. In our case, we have that
Effk(M) = Effk(M) as a consequence of the results of the present paper.
The space of complete conics M admits the following two alternative descriptions.
First, M ∼= M0,0(P2, 2) is isomorphic to a Kontsevich moduli space of stable maps.
This description of M often facilitates to perform intersection theory, but we will
make little use of this isomorphism. On the other hand, it is important for us that
M is isomorphic to the blowup of P5 along the Veronese surface S ⊂ P5, [8]. The
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exceptional divisor of this blowup coincides with E1. In fact, from the definition of
M as the closure of the set of pairs {(C,C∗)}, the projection into the first factor is
the blowup map. Furthermore, this description of M allows one to compute Ak(M)
for k = 1, 2, 3, and see that rational equivalence and numerical equivalence of cycles
coincide on M . In fact, rational and numerical equivalence coincide for a large class
of varieties called spherical varieties [12]; M is a variety of this type. Therefore, we
may use freely Nk(M) or Ak(M)⊗Q.
The space M inherits an action of SL3 from P2. This action induces the following
stratification into SL3-orbits [5]
M = U ∪ (E◦1 ∪ E◦2 ) ∪ E1E2,
where U is an open dense subset, and E◦1 and E
◦
2 are SL3-orbits of codimension 1.
The unique closed orbit is E1E2.
The characteristic numbers of M such as H52 = 1 (the number of conics tangent
to five fixed lines in general position) have a long history in algebraic geometry.
We make use of such numbers in order to understand the geometry of the cones
Effk(M) and Nefk(M). We refer the reader to [7] for a proof of the following
Lemma 1.1. Let M be the space of complete conics. The following intersection
numbers hold,
H51 = H
5
2 = 1, H
4
1H2 = H1H
4
2 = 2, H
2
1H
3
2 = H
3
1H
2
2 = 4.
Using this lemma, it is straightforward to obtain that H2 = 2H1 − E1 and H1 =
2H2 − E2. There is a Z/2-symmetry in the previous lemma induced by the Gauss
map C 7→ C∗, where C∗ denotes the dual conic of C. We make use of this symmetry
in order to simplify our computations.
2. Bia lynicki-Birula Decomposition of M
In this section, we compute the dimension of the affine cells of the Bia lynicki-Birula
decomposition of M following [1]. This decomposition is induced by a C∗-action on
M inherited from the plane P2. Let us state, in our context, the theorem we will
use.
Theorem. [1] Let X be a smooth projective variety. Suppose there is an action of
C∗ on X. If this action has a finite number of isolated fixed points {p1, . . . , pn},
then
• There exists a decomposition X = ⋃i Cpi , where each Cpi is an affine
variety containing a unique pi, called center.
• The tangent space at any pi, TpiX, becomes a C∗-module. Hence, there is
a decomposition
TpiX = T
+ ⊕ T−1,
where T−1 denotes the subspace upon which the C∗-action has negative
weights, and Cpi
∼= T−1 as affine varieties.
Since M ∼= BlS(P5) is isomorphic to the blowup of P5 along the Veronese surface S,
we will compute the dimension of the BB-cells of M by first computing the BB-cells
of P5. Let us denote by [a : . . . : f ] the homogeneous coordinates for the linear
system |OP2(2)| ∼= P5. There is an induced action of C∗× C∗ on |OP2(2)| given by
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[at20 : bt0t1 : ct
2
1 : dt0 : et1 : f ]. Let T be the image of C∗ in C∗× C∗ under the
embedding t 7→ (t, tk), k  0. We call the action of this embedded torus T -action.
This action of T on P5 has six isolated fixed points, pi = [0 : . . . : 1 : . . . : 0] ∈ P5,
which implies that it induces a Bia lynicki-Birula decomposition of P5. According
to the Theorem above, the dimension of each BB-cell is the number of negative
weights of the T -action on each tangent space TpiP5. The following table shows
the dimension of the BB-cells, and their respective centers. It also shows C∗× C∗
acting on each tangent space TpiP5 by a diagonal matrix, which we denote by diag.
center cell-dimension C∗ × C∗-action on TpiP5
p0 2 diag(t
−1
0 t1, t
−2
0 t
2
1, t
−1
0 , t1t
−2
0 , t
−2
0 )
p1 4 diag(t0t
−1
1 , t
−1
0 t1, t
−1
1 , t
−1
0 , t
−1
0 t
−1
1 )
p2 5 diag(t
2
0t
−2
1 , t0t
−1
1 , t0t
−2
1 , t
−1
1 , t
−2
1 )
p3 1 diag(t0, t1, t
2
1t
−1
0 , t
−1
0 t1, t
−1
0 )
p4 3 diag(t
2
0t
−1
1 , t0, t1, t0t
−1
1 , t
−1
1 )
p5 0 diag(t
2
0, t0t1, t
2
1, t0, t1)
(2.1)
In order to describe the BB-decomposition of the space of complete conics M ∼=
BlS(P5), let us first determine the fixed points of the action of T on M . Since the
surface S is invariant under the action of T on P5, then we may write the action of
T on M by analyzing how it acts on the normal bundle NS/P5 .
The surface S is the image of the map ν : [x, y, z] 7→ [x2 : xy : y2 : xz : yz : z2].
Three T -fixed points of P5 lie on the Veronese surface S = ν(P2) ⊂ P5, namely
p0, p2, p5. It suffices to analyze the action of T on the fibers pi
−1(pi), i = 0, 2, 5,
where pi : M → P5 denotes the blowup map. Here, we only examine the case for
the fiber pi−1(p0), as the other two cases are similar. The point p0 is the image of
[1 : 0 : 0] under ν, hence looking at the affine chart p0 6= 0 of P5, the derivative
dν|(0,0) =
(
1 0 0 0 0
0 0 1 0 0
)
tells us how the tangent space Tp0S sits inside the tangent space Tp0P5. Since we
know that C∗× C∗ acts on Tp0P5 by the diagonal matrix indicated in (2.1), we
conclude that C∗× C∗ acts on both Tp0S, and on the fiber over p0 of the normal
bundle NS/P5 , by the following matrices, respectively(
t−10 t1
t−10
)
,
 t−20 t21 t1t−20
t−20
 . (2.2)
On the fiber pi−1(p0), we have three T -fixed points; let us denote them by p′0, p
′′
0 , p
′′′
0 .
Similarly, we have six more points p′2, p
′′
2 , p
′′′
2 , and p
′
5, p
′′
5 , p
′′′
5 , from which we conclude
that there are 12 points on M fixed by T ; namely p′0, p
′′
0 , . . . , p
′′′
5 , p1, p3, p4.
The table 2.1 lists the dimension of the BB-cells of M with centers p1, p3, p4. In
order to complete the computation of the dimension of the BB-cells of M , we now
compute the dimension of the BB-cells whose centers are p′0, p
′′
0 , . . . , p
′′′
5 .
5
Let us compute the dimension of the BB-cell of M whose center is p′0. If E stands
for the exceptional divisor of the blowup pi : M → P5, then we have that Tp′0M =
Tp′0E⊕NE/M (p′0), and this decomposition is compatible with the action of T . The
space Tp′0E can be further decomposed as Tp′0E = Tp′0S⊕Tp′0F , where Tp′0S denotes
tangent space to the Veronese surface S = ν(P2), with the fiber F = pi−1(p0). This
decomposition is also compatible with the action of T . Therefore, we have
Tp′0M = Tp′0E ⊕NE/M (p′0) = Tp′0S ⊕ Tp′0F ⊕NE/M (p′0).
In order to compute the dimension of the BB-cell at p′0, we count the negative
weights of the action of T on each of the factor above. In fact, the matrices in (2.2)
reveal that T acts with one negative weight on Tp′0S and two negative weights on
Tp′0F . Since NE/M
∼= OE(−1) is the tautological bundle over E, we have that the
action of C∗ ×C∗ on the fiber OE(−1)p′0 is given by the coordinate of p′0, which is
t−20 t
2
1, and has positive T -weight. We conclude that the dimension of the BB-cell
whose center is p′0 is 1 + 2 + 0 = 3.
The rightmost column of the following table lists the dimension of the BB-cells of M
induced by T . The centers of the BB-cells are listed in the leftmost column. We also
list the negative weights of the T -action on each of the factors TqS, TqF,NE/M (q).
point TqS TqF NE/M (q) cell-dimension
p′0 1 2 0 3
p′′0 1 1 0 2
p′′′0 1 0 1 2
p′2 2 2 1 5
p′′2 2 1 1 4
p′′′2 2 0 1 3
p′5 0 0 0 0
p′′5 0 1 0 1
p′′′5 0 2 0 2
The BB-cells with centers at p1, p3, p4 have dimensions 4, 1, 3, respectively. Hence,
there are three BB-cells of M of dimensions 3 and 2. Also, there are two BB-cells
of dimensions 1 and 4.
3. Cycles of M of dimension 3
Theorem 3.1. The space A3(M) ⊗ Q has dimension 3. The cone of effective
3-cycles is generated by the following classes
Eff3(M) = 〈H1E1, H2E2, E1E2〉.
Proof. The dimension of A3(M)⊗Q is 3 since there are three BB-cells of dimension
3 [6].
In order to describe the cone of effective 3-cycles, we make use of the following
strategy. We know that 〈H1E1, H2E2, E1E2〉 ⊂ Eff3(M). We want to show that
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the opposite containment holds, which is equivalent to showing the following inclu-
sion of the dual cones 〈H1E1, H2E2, E1E2〉∨ ⊂ Eff3(M)∨. By definition, we have
Eff3(M)
∨= Nef3(M). Hence, we get the desired inclusion of dual cones as long as
the classes in 〈H1E1, H2E2, E1E2〉∨ are nef. Nefness is what we prove next.
By definition, the dual cone 〈H1E1, H2E2, E1E2〉∨ consists of all the classes
α ∈ A2(M) such that α·β ≥ 0, where β ∈ 〈H1E1, H2E2, E1E2〉. In terms of a basis,
this definition reads as follows. We need a, b, c ∈ Q such that (aH21E1 + bH22E2 +
cH31 )(lH1E1 + rH2E2 + sE1E2) ≥ 0 , where r, l, s ≥ 0, and {H21E1, H22E2, H31}
is a basis for A2(M) ⊗ Q (the fact that this space has dimension 3 is proved in
Theorem 4.1). We split up this inequality into three which, using Lemma 1.1 and
E1 = 2H1 −H2 and E2 = 2H2 −H1, yields
H1E1.α = H1E1(aH
2
1E1 + bH
2
2E2 + cH
3
1 )
= 8b ≥ 0,
H2E2.α = H2E2(aH
2
1E1 + bH
2
2E2 + cH
3
1 )
= 8a+ 6c ≥ 0,
E1E2.α = E1E2(aH
2
1E1 + bH
2
2E2 + cH
3
1 )
= −8a− 8b ≥ 0 .
From these three inequalities, it follows that the cone 〈H1E1, H2E2, E1E2〉∨ is
generated by the following three classes,
α1 = 4H
3
1 − 3H21E1, α2 = −3H21E1 + 3H22E2 + 4H31 , α3 = H31 .
Since A2(M)⊗Q has dimension 3, the linear span of {H31 , H32 , H21H2, H22H1} must
have at least one linear relation. Indeed, set xH31 + yH
3
2 + zH
2
1H2 + wH
2
2H1 = 0,
for x, y, z, w ∈ Q. By intersecting this linear combination with the classes H21 ,
H1H2 and E1E2, we find linear relations among x, y, z, w. Such relations yield
2H31 − 3H21H2 + 3H1H22 − 2H32 = 0, which implies that 2α1 = (H1 +H2)E1E2 and
α2 = 4H
3
2 .
Since H31 , H
3
2 are nef classes, the result follows if the class τ = (H1 + H2)E1E2
is also nef. In other words, Eff3(M) = 〈H1E1, H2E2, E1E2〉 if and only if the class
τ is a nef class. Nefness is proved in the next Lemma. 
Lemma 3.2. The class τ = (H1 +H2)E1E2 ∈ A2(M) is nef.
Proof. Throughout this proof Z denotes an irreducible threefold in M . We wish to
show that Z.τ ≥ 0 for any Z.
The space M is stratified into SL3C-orbits and we can differentiate the irre-
ducible threefolds in M based on how they intersect these strata. We will prove
this lemma by considering all the possibilities for these intersections and showing
that in each of them, we have that Z.τ ≥ 0. The first case is the following. If Z in-
tersects transversally all the strata, then the intersection Z∩E1E2 is an irreducible
curve, which implies that Z.τ ≥ 0, as τ is an ample divisor in E1E2.
Let us analyze the cases in which the intersection of Z with the SL3-strata may
not be transversal. Since τ ⊂ E1E2, it suffices to analyze the dimensions of the
intersections Z ∩ E1 and Z ∩ E1E2 listed below. The rows of the following table
show the possibilities we are going to examine.
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case dim Z ∩ E1 dim Z ∩ E1E2
I 2 2,1
II 3 3, 2
(I) Suppose dim Z ∩ E1 = 2, and dim Z ∩ E1E2 = 1. Since H1 + H2 is the
hyperplane section of the embedding M ⊂ P9×P9∗, then τ is a very ample
divisor in E1E2. By Kleiman’s Transversality Theorem [9] the translate
Zg ∩ E1E2, where g ∈ U ⊂ SL3 and U is open dense, is an irreducible
curve. Then, Zg.τ > 0 which implies that Z.τ ≥ 0.
Suppose dim Z ∩ E1 = 2 and dim Z ∩ E1E2 = 2. This implies the
intersection Z.τ may be considered as taking place in E1. In other words,
there is a cycle τ ′ ∈ A2(E1) such that ι∗(τ ′) = τ , where ι : E1 →M stands
for the inclusion map and Z.τ = Z|E1 .τ
′. Thus, it suffices to show that τ ′
is a nef class in A2(E1)⊗Q. This is proved in Lemma 3.4.
(II) Suppose dim Z∩E1 = 3, and dim Z∩E2 = 3. This, implies that Z ⊂ E1E2.
Since Z and E1E2 are both irreducible subvarieties, then [Z] = βE1E2 for
some β > 0. Hence, from Lemma 1.1, it follows that Z.τ ≥ 0.
Secondly, suppose dim Z ∩ E1 = 3 and dim Z ∩ E2 = 2. Since Z
is irreducible, then it is a divisor in E1, and thus [Z] can be written as
a nonnegative linear combination of the generators of Eff4(E1). Namely,
[Z] = αH1E1+βE1E2, where β, α ≥ 0 by Remark 3.3. Consequently, using
Lemma 1.1 and the relations E1 = 2H1 −H2 and E2 = 2H2 −H1, we get
Z.τ = (αH1E1 + βE1E2).τ
= (αH1E1 + βE1E2).(H1 +H2)E1E2
= (αH1E1 + βE1E2).(H1E1E2 +H2E1E2)
= αE1E2(H1E1.H1 +H1E1.H2) + β(E1E2.H1E1E2 + E1E2.H2E1E2)
= (βE1E2)(H1 +H2)E1E2 ≥ 0.

The divisor E1, which parametrizes double lines with two marked-points, is iso-
morphic to the Hilbert scheme of 2 points on the plane; denoted by P2[2]. Indeed,
the morphism f : E1 → P2[2] that maps a double line with two marked-points to
the subscheme of P2 supported on such marked-points induces an isomorphism by
Zariski Main Theorem. Let ch be the Hilbert-Chow morphism
ch : P2[2] −→ P2(2),
where P2(2) is the symmetric product. Let us denote by B = exc(ch) the exceptional
locus of the morphism ch.
Remark 3.3. The cone of effective divisors of P2[2] is generated by the following
divisor classes Eff1(P2[2]) = 〈B,F 〉, where F is the divisor which induces the mor-
phism g : E1 → P2∗ which maps a subscheme Z ∈ P2[2] to the unique line that
contains it. Let ι : E1 → M be inclusion map. Observe that the induced mor-
phism on cycles ι∗ : A2(E1)⊗Q→ A2(M)⊗Q is injective (Lemma 4.3), and that
ι∗B ∼ E1E2 as well as ι∗F ∼ H1E1.
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We may interpret the morphisms ch and g in terms of the geometry of M . Let
pii : M → P5, (i = 1, 2), be the projection maps from the definition of M . Observe
that pi1|E1 : E1 → P2∗ is the morphism g, and pi2|E1 : E1 → ∆ is the Hilbert-Chow
morphism ch.
Let us define two cycles of dimension 2 in E1. Let ξ be the locus of E1 (∼= P2[2])
of non-reduced subschemes of length 2 whose support lies on a fixed line. Let σ
be the locus of E1 of non-reduced subschemes of length 2 whose unique lines that
contains it belongs to a fixed pencil of lines. These two cycles are further analyzed
in Lemma 4.3. Recall that τ = (H1 + H2)E1E2 and that ι : E1 → M denotes the
inclusion map.
Lemma 3.4. The class [τ ′] = [σ + ξ] ∈ A2(E1)⊗Q is nef. Moreover, ι∗τ ′ ∼ τ .
Proof. Notice that the classes [σ] ∼ ι∗H1E2 and [ξ] ∼ ι∗H2E2 which implies that
ι∗(σ + ξ) ∼ τ . See Lemma 4.3.
In order to show nefness of the class τ ′, let us apply the same argument as in
Lemma 3.2. We are going to omit the details of the intersection theory of E1, but
the reader must keep in mind that the enumerative geometry of the elements of E1
(for example, the appropriate analog of Lemma 1.1), is necessary in order to carry
out the following analysis.
We want to show that τ ′.Z ≥ 0 for every irreducible surface Z ⊂ E1. Observe
that the decomposition of E1 into SL3-orbits is the following E1 = E
◦
1 ∪B, where
B parametrizes double lines with a unique marked-point. Now, we analyze the
possibilities for the surface Z to intersect these strata. The first case is the following.
Let us suppose that Z ⊂ E1 intersects all the strata transversally. This implies that
Z ∩B is an irreducible curve, which implies that Z.τ ′ ≥ 0 as τ ′ is an ample divisor
in B.
Let us suppose that dimZ ∩ B = 2. In this case, Z ⊂ B, which implies that
[Z] = aσ + bξ, for a, b ≥ 0 rational numbers (Lemma 4.3). Therefore
Z.τ ′ = (aσ + bξ).τ ′
= (aσ + bξ).(σ + ξ) = 0.

Corollary 3.5. The cone of numerically effective 2-cycles is generated by the fol-
lowing classes Nef3(M) = 〈H31 , H32 , τ〉, where τ = (H1 +H2)E1E2.
The conclusion of this section is that the effective cone Eff3(M) = Eff3(M) is gener-
ated by three extremal cycles which parametrize the following families of complete
conics: H2E2 parametrizes reducible conics with their node lying on a fixed line,
its dual H1E1, which parametrizes double lines with two marked-points and such
that these lines pass through a fixed point, and the cycle E1E2 which parametrizes
double lines with a unique marked-point.
4. Cycles of M of dimension 2
Theorem 4.1. The space A2(M) ⊗ Q has dimension 3. The cone of effective
2-cycles Eff2(M) is generated by the following classes
Eff2(M) = 〈H21E1, H22E2, H1E1E2, H2E1E2〉.
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Proof. The space A2(M) ⊗ Q has dimension 3 since there are three BB-cells of
dimension 2 [6].
It is clear that 〈H21E1, H22E2, H1E1E2, H2E1E2〉 ⊂ Eff2(M), and we wish to
show that the opposite containment holds. In order to do that, we show the inclu-
sion of the dual cones 〈H21E1, H22E2, H1E1E2, H2E1E2〉∨ ⊂ Eff2(M)∨. By defini-
tion Eff2(M)
∨ = Nef2(M). Thus, we have the desired inclusion of dual cones as
long as the classes in 〈H21E1, H22E2, H1E1E2, H2E1E2〉∨ are nef. Nefness is what
we prove next.
Note 〈H21E1, H22E2, H1E1E2, H2E1E2〉∨ = 〈H21 , H1H2, H22 , H21 − H1H2 + H22 〉.
Indeed, in terms of the basis for A2(M)⊗Q = 〈H21E1, H22E2, H31 〉, we want to find
a, b, c ∈ Q such that
H21 .(aH
2
1E1 + bH
2
2E2 + cH
3
1 ) = 4b+ c ≥ 0,
H1H2.(aH
2
1E1 + bH
2
2E2 + cH
3
1 ) = 2c ≥ 0,
H22 .(aH
2
1E1 + bH
2
2E2 + cH
3
1 ) = 4a+ 4c ≥ 0,
(H21 −H1H2 +H22 ).(aH21E1 + bH22E2 + cH31 ) = 4a+ 4b+ 3c ≥ 0.
Consequently, 〈H21 , H1H2, H22 , H21−H1H2+H22 〉∨ = 〈H21E1, H22E2, H1E1E2, H2E1E2〉.
Since the classes H21 , H1H2, H
2
2 are nef, in order to finish the proof, it suffices to
prove that β = H21 −H1H2 +H22 is also a nef class, which is Lemma 4.2. 
Lemma 4.2. The class β = H21 −H1H2 +H22 is a nef class in A3(M)⊗Q.
Proof. Throughout this proof Z denotes an irreducible surface in M . We wish to
show that Z.β ≥ 0 for any Z.
The space M is stratified into SL3C-orbits and we can differentiate the irre-
ducible surfaces in M based on how they intersect these strata. We will prove this
Lemma by considering all the possibilities for these intersections and showing that
in each of them, we have that Z.β ≥ 0. The first case is the following. Suppose
Z intersects transversally all the strata, thus the intersection Z ∩ E1 and Z ∩ E2
is transversal. Moreover, suppose dim Z ∩ Ei = 1. This implies that Z.2β ≥ 0, as
Z.2β = Z.(H1E1 +H2E2) = (Z.H1)|E1 + (Z.H2)|E2 and (Hi)|Ei are nef divisors in
each Ei.
The following table displays the cases to be analyzed.
case dim Z ∩ E1 dim Z ∩ E2
I 1 1
II 2 2
III 2 1
(I) In case dim Z∩E1 = 1 and dim Z∩E2 = 1, then there exists g ∈ U ⊂ SL3
such that the translate Zg ∩Ei is an irreducible curve [9]. At this point, we
may apply the argument above and conclude that Zg.β ≥ 0, which implies
that Z.β ≥ 0.
(II) If dim Z ∩ E1 = 2 and dim Z ∩ E2 = 2, then Z is a divisor in E1E2.
Hence, we can write Z as the following nonnegative linear combination
Z = aH1E1E2 + bH2E1E2, for a, b ≥ 0. Now, we compute
Z.β = (aH1E1E2 + bH2E1E2).(H
2
1 −H1H2 +H22 ) = 0.
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(III) There is a symmetry in the table above, hence it suffices to consider the
case, dim Z ∩ E1 = 2 and dim Z ∩ E2 = 1.
Since dim Z ∩ E1 = 2 and Z is irreducible, then a Zg ⊂ E1, where Zg
is a translate. Indeed, the boundary of E◦1 is the unique closed SL3-orbit
E1E2. Hence, the closure of Z
g∩E lies in E. Consequently, by Lemma 4.3,
we can write [Zg] as the following nonnegative linear combination Zg =
aH21E1 + bH1E1E2 + cH2E1E2 for a, b, c ≥ 0. We finish the proof by
computing
Zg.β = (aH21E1 + bH1E1E2 + cH2E1E2).(H
2
1 −H1H2 +H22 ) = 0.

Lemma 4.3. The space A2(E1)⊗Q has dimension 3. The cone of effective 2-cycles
of E1 is generated by the following classes
Eff2(E1) = 〈H21E1, H1E1E2, H2E1E2〉.
Proof. The divisor E1 ⊂ M is T -invariant. Following the argument as in Section
2, we observe that the Bia lynicki-Birula decomposition of E1, with respect to the
restriction of the T -action on E1, has three BB-cells of dimension 2, hence the
dimension of A2(E1)⊗Q is 3.
The cycles classes H21E1, H1E1E2 and H2E1E2 are extremal effective cycles for
the following reason. A generic point c ∈ E1 parametrizes a double line l, with
two marked-points. Thus, we have a morphism pi1 : E1 → P2∗ by sending c 7→ l.
The class H21E1 = (H
2
1 )|E1 , in A2(E1), is proportional to the class of the fiber
pi∗(pt), which makes H21E1 an extremal effective cycle. On the other hand, E1E2
is isomorphic to the flag variety
Fl(0, 1) = {(p, l)|p ∈ l} ⊂ P2 × P2∗,
where the classes H1E1E2 = (H1)|E1E2 and H2E1E2 = (H2)|E1E2 , in A2(E1E2),
are proportional to the classes of the fibers of the projection morphisms into P2
and P2∗. This implies that they are extremal effective cycles in A2(E1E2). Now,
the inclusion morphism ι : E1E2 → M induces an injective map ι∗ : A2(E1E2) →
A2(M). By definition of M , there are two projection maps pii : M → P5, (i = 1, 2),
and observe that the classes H1E1E2 and H2E1E2 are contracted by them. It
follows that H1E1E2 and H2E1E2 are extremal cycles in A2(E1) [3]. In order to
show that these three cycles are all the extremal cycles, we compute the dual cone
〈H21E1, H1E1E2, H2E1E2〉∨ and show it is generated by nef cycle classes. Observe
that Lemma 3.4 carries this out partly (it shows that the wall generated by H1E1E2
and H2E1E2 is extremal), following the same strategy as in Lemma 3.2. We omit
the details as no difficulty arises. 
Corollary 4.4. The cone of numerically effective 3-cycles is generated by the fol-
lowing classes Nef2(M) = 〈H21 , H22 , H1H2, β〉, where β = H21 −H1H2 +H22 .
The class H21E1 parametrizes fixed double lines with two marked-points which vary.
Hence, H21E1
∼= P1[2]. The class H2E1E2 parametrizes double lines such that the
unique marked-point in it lies in a fixed line. Hence, H2E1E2 ∼= P2∗.
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It is important to mention that Theorem 3.1 and Theorem 4.1 are consistent with
the theory of spherical varieties. For example, both of the subvarieties in the
previous paragraph are rational as the theory of spherical varieties predicted [12].
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