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Abstract
This thesis is devoted to the investigation of the phenomenon of quantum radiation
{ i.e. the conversion of the (virtual) quantum uctuations of a quantised eld into (real)
particles owing to the inuence of external conditions. For that purpose a canonical par-
ticle (and thereby vacuum) denition is presented for a quantum eld in the presence of
specic external conditions. Utilising this set-up the number of Rindler particles in the
Minkowski vacuum is calculated explicitly where the Unruh eect is recovered. Focusing
on the gravitational collapse of an object the number of created particles accounting for
the Hawking eect is derived and the dependence of the results on the dynamics of the
collapse is discussed. Furthermore the inuence of nite initial temperatures is investi-
gated for a weakly time-dependent perfectly conducting cavity (dynamical Casimir eect),
a dynamical dielectric medium, and the Friedmann-Robertson-Walker metric. Finally the
problems arising from the consideration of interacting elds are outlined by means of a
simple example.
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Part I
Introduction
At present we know four fundamental interactions in physics: the strong and the weak inter-
action, electromagnetism and gravitation. Whereas the impact of the rst two interactions is
mainly restricted to phenomena at small scales (below the nuclear level), the last two forces
can be observed at macroscopic scales as well. At a rst glance these four distinct kinds of
interactions are described by dierent theories. However, it is now generally believed that all
these descriptions can be unied within an underlying theory. In view of this challenging aim
the question concerning the major commonness and the main dierences of the four forces
arises. The strong and the weak interaction as well as the electromagnetism can be described
by quantum eld theories. In contrast the laws of gravitation are governed by general relativity
{ a purely classical theory { at the present status. Although there have been various eorts
during the last decades, the unication of quantum theory and general relativity is still un-
clear. Consequently the best we can do at present is to consider quantum elds propagating in
externally prescribed classical gravitational elds. This semi-classical treatment is expected to
provide some insight into the structure of the underlying theory.
Accordingly, the investigation of quantum elds under the inuence of external conditions is
fundamentally interesting. One of the main consequences of quantum theory is the existence
of a non-trivial vacuum state. In contrast to the classical theory the quantum elds obey
uctuations even in their state of lowest energy (the ground state) { the so-called vacuum
uctuations. These uctuations have measurable consequences: E.g., if the elds are constraint
by the presence of external conditions, the energy associated to these uctuations (the zero-
point energy) may change owing to the imposed external conditions. As a result the quantum
eld may exert a force onto the external conditions in order to minimise its energy. The most
prominent example for such a force is the Casimir [1] eect which predicts the attraction of
two parallel perfectly conduction and neutral plates (i.e. mirrors) placed in the vacuum of the
electromagnetic eld. The prediction of this striking eect has been veried experimentally
with relatively high accuracy [2, 3].
Another { not less interesting { eect has not yet been rigorously veried in an experiment:
The impact of the external conditions may also induce a conversion of the virtual quantum
uctuations of the eld into real particles { the phenomenon of quantum radiation. As ex-
amples for such external conditions giving rise to the creation of particles we may consider
moving mirrors, time-dependent dielectrics or gravitational elds. The investigation of quan-
tum radiation provides a deeper understanding of the structure of quantum elds under the
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inuence of external conditions which may help for searching for an underlying theory for all
four interactions in physics.
Various investigations have been devoted to this topic during the last decades, in order to
mention only some of the most important initial papers in chronological order: In 1970 Moore
[4] presented the rst explicit calculation of the quantum radiation on the basis of two 1+1
dimensional moving mirrors. In this pioneering work he exploited the conformal invariance
of the scalar eld in 1+1 dimensions. In 1972 Fulling [5] noticed the non-uniqueness of the
particle interpretation in curved space-times { which may be regarded as the basis for several
eects. Two years later Hawking [6, 7] found out that black holes are not completely black but
possess a thermal behaviour caused by the conversion of the initial vacuum uctuations. A short
time after this striking discovery Davies [8] showed that also a uniformly accelerated mirror {
treated as a mirror at rest in the Rindler metric { creates a thermal spectrum. In 1976 Unruh
[9] recognised the fact that even a uniformly accelerated observer in the Minkowski vacuum
feels environed by a thermal bath. Based on the previous results Fulling and Davies [10, 11]
presented a calculation of the radiation of a single moving mirror (again in 1+1 dimensions)
and pointed out the close analogy to the Hawking radiation. In 1982 Ford and Vilenkin [12]
succeeded to develop a method for the calculation of the radiation generated by a moving mirror
in higher dimensions, i.e., without exploiting the conformal invariance.
Many examinations (see e.g. [13]{[68]) have been accomplished since these basic papers, see
also Refs. [69]{[77] for reviews and references therein. Searching for an underlying theory
that unies general relativistic and quantum aspects nowadays black holes (for example) are
very interesting touchstones in order to test possible candidates for such a theory since their
representations are expected to reproduce their main properties.
This thesis is organised as follows: The next Sections of this Part are devoted to a brief
introduction into the concepts of quantum eld theory in general curved space-times (Sec. 1)
together with the discussion of Hadamard states (Sec. 2). In Part II we present a canonical
particle denition for a quantum eld under the inuence of specic external conditions, i.e.,
gravitational elds and boundary conditions, in Secs. 3 and 4 and apply this formalism to some
examples in Secs. 5 and 6. After having established the basic properties of the vacuum we
have the ingredients at hand to discuss the creation of particles out of the vacuum induced
by more general external conditions. This is done in Part III for the examples of the Rindler
metric (Sec. 9) and the gravitational collapse of an object (Sec. 10), where we obtain the Unruh
and the Hawking eect, respectively. Of course, the phenomenon of quantum radiation is not
restricted to the scenario where the initial state coincides with the vacuum state. Not only
the vacuum uctuations but all uctuations of the quantum eld may be converted into real
particles by appropriate external conditions. For example one may investigate the inuence
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of an initial temperature onto the number of created { or even annihilated { particles. These
considerations are implemented in Part IV for several scenarios: the Hawking eect in Sec. 14,
a dynamical cavity in Secs. 16 and 17, dielectric media in Sec. 18, and a cosmological example
in Sec. 19. The main results of this thesis are summarised in Part V. In Part VI possible
extensions and further developments concerning the topic of this thesis are outlined. In order
to illustrate the additional complications arising from the consideration of interacting elds a
very simple example of such a eld theory is considered in the appendix. The conventions and
the notation used in this thesis are indicated in Part VIII.
1 General formalism
In the following a brief introduction into the concepts of quantum eld theory in curved space-
times is presented for the example of a free scalar (spin-zero) eld propagating on a globally
hyperbolic space-time (M; g). Global hyperbolicity demands strong causality and complete-
ness, cf. [78]. Without these requirements the time-evolution of the quantum system is not
well-dened and unitary. The strong causality condition ensures the essential physical prin-
ciple of distinguishing cause and eect and forbids the occurrence of closed time-like curves,
cf. [78]. Completeness implies that the space-time does not possess edges where particles, etc.,
might disappear. In more mathematical terms this requirement demands the vanishing of the
spatial surface contributions arising from the spatial integration by parts (for a more detailed
discussion see Sec. 3.1 below).
The quantum eld under consideration is described by the action
A =
Z
M
d4x
p g
2
 
g(@
)(@) 
 
M2 + R



; (1)
with g = det(g). In addition to the mass term M
2, which is already present in at
space-time, in curved space-times the eld may couple to the scalar curvature R = R as well.
R denotes the Ricci tensor. There are two frequently adopted values of the coupling constant
: the minimal coupling  = 0 and the conformal coupling  = 1=6. In the latter situation
the equation of motion of the scalar eld is conformally invariant (in 3+1 dimensions) in the
massless case.
Provided that the spatial surface terms arising from the integration by parts vanish the variation
of the action ÆA = 0 leads to the Klein-Fock-Gordon equation which governs the kinematics of
the eld ̂ in the Heisenberg representation 
2+M2 + R

̂ =
1p g @
p g g@̂ +  M2 + R ̂ = 0 : (2)
10 1 GENERAL FORMALISM
Strictly speaking, the quantum eld is represented by an operator-valued distribution ̂ and
hence the above equation has to be understood in this sense:Z
d4x
p g ̂(x)  2 +M2 + RF (x) = 0 (3)
for all test functions F . In a globally hyperbolic space-time the wave equation (2) possesses
unique advanced and retarded Green functionsGadv(x; x
0) andGret(x; x
0), respectively. Employ-
ing these distributions one may accomplish the canonical quantisation procedure via imposing
the covariant commutation relationsh
̂(x); ̂(x0)
i
= Gret(x; x
0) Gadv(x; x0) : (4)
The solutions of the equation of motion (2) obey a natural symplectic structure induced by the
inner product
(F jF 0) = i
Z

d F 
$
@  F
0 ; (5)
with F
$
@  F
0 = F @ F
0   F 0 @ F . Natural means that the inner product (5) is independent
of the particular Cauchy surface  for any two solutions of the Klein-Fock-Gordon equation,
cf. [78]. This can be shown with the aid of Gauss' lawI
@M
d X
 =
Z
M
d4x
p g rX ; (6)
and the requirement that the spatial boundary contributions vanish. It should be mentioned
here that the measure d used above already contains volume factors like
p g and is nor-
malised according to d dx
 =
p g d4x.
The canonical commutation relations (4) implyh
F j̂

;

̂jF 0
i
= (F jF 0) : (7)
As a result the inner product of the eld ̂ with positive FI and negative frequency solutions
F I , respectively, of the Klein-Fock-Gordon equation with
(FI jFJ) =   (F I jF J ) = ÆIJ ;
(FI jF J ) = 0 ; (8)
denes creation âyI and annihilation operators âI , respectively,
âI =

FI j̂

(9)
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obeying the well-known commutation relations
[âI ; âJ ] =
h
âyI ; â
y
J
i
= 0 ;h
âI ; â
y
J
i
= ÆIJ : (10)
But these operators and thus also the associated number operators depend on the particular
choice of the solutions FI . This ambiguity represents the non-uniqueness of the particle inter-
pretation (see e.g. [5]) and may be regarded as the basis of the phenomenon of particle creation
induced by the gravitational eld.
Having at hand a set of positive and negative frequency functions which build up a complete
basis within the linear space of all solutions of the Klein-Fock-Gordon equation we may expand
the eld into these quantities
̂ =
X
I

âI FI + â
y
I F

I

: (11)
Of course, employing distinct basis sets fFIg the above expansion of the eld will involve
dierent operators âI in general. As it will become more evident in Part III, this distinction
may be regarded as the basis of the phenomenon of particle creation due to external conditions.
Averaging the operator-valued distributions ̂(x) with n-point test functions Bn 2 C10 (Mn)
via
̂n[Bn] =
Z
d4x1   
Z
d4xn ̂(x1)    ̂(xn) Bn(x1; : : : ; xn) (12)
we acquire well-dened operators ̂n[Bn]. The complete set of all these operators (constructed
for all test functions) generates the -algebra A containing all possible observables of the quan-
tum system (with the unit element 1 = ̂0[1]).
The states % of the quantum system can be introduced as linear %(X̂ + Ŷ ) = %(X̂)+ %(Ŷ )
and non-negative %(ẐyẐ)  0 functionals over the -algebra A with unit norm %(1) = 1.
All these states % build up a convex set, i.e., for any two states %1 and %2 also the convex
combination % = %1 + (1   )%2 with 0 <  < 1 represents an allowed state. The extremal
points of this convex set correspond to the pure states %̂ = j	i h	j. Since every convex set is
the convex hull of its extremal points all (mixed) states can be written as a (possibly innite)
linear combination of pure states.
In order to decide whether a state is pure or mixed in character one has to consider the
complete algebra A. Focusing on a sub-algebra a pure state may display properties that are
usually connected with mixed states. This observation may be regarded as the basis of the
thermo-eld formalism, see e.g. [79, 80, 21] and Secs. 10 and 15 below.
12 2 HADAMARD CONDITION
2 Hadamard condition
In general, the complete convex set is too large and contains more states than physical rea-
sonable. One way to restrict to physically well-behaving states is to impose the so-called
Hadamard [81, 82] condition. Hadamard states are states for which the symmetric part of the
bi-distribution
W(x; x0) = %

̂(x)̂(x0)

= Tr
n
%̂ ̂(x)̂(x0)
o
; (13)
the two-point Wightman [83] function, obeys the following singularity structure (in a 3+1
dimensional space-time)
1
2
(W(x; x0) +W(x0; x)) =   1
(2)2
P

U(x; x0)
s2
+V(x; x0) ln s2 +W(x; x0)

; (14)
where P symbolises the principal part. The antisymmetric part of W must be consistent with
the commutation relation (4). s denotes the geodesic distance ds2 = gdx
dx between the
space-time points x and x0 (which is at least in a neighbourhood of a regular point x unique).
The functions U(x; x0), V(x; x0) and W(x; x0) are regular in the coincidence limit x ! x0.
Together with the normalisation U(x; x) = 1 the rst two functions U(x; x0) and V(x; x0) are
uniquely determined by the structure of space-time, e.g. V(x; x) = R=12 (with R being
the Ricci tensor, see e.g. [81, 82]). Hence all information about the state % entersW(x; x0) only.
One important advantage of the Hadamard requirement may be illustrated by considering the
regularisation of expectation values of two-eld observables, for instance the energy-momentum
tensor T̂ . The Hadamard singularity structure ensures the validity of the point-splitting
renormalisation technique, cf. [22]. It can be shown that for a globally hyperbolic C1 space-
time (M; g) the Hadamard condition is conserved, i.e., if the two-point function has the
Hadamard singularity structure in an open neighbourhood of a Cauchy surface, then it does so
everywhere [23].
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Part II
Vacuum denition
In the previous considerations we established the basic properties of the quantum eld as an
operator-valued distribution. However, we did not provide an explicit prescription for the
construction of the operators and the underlying Hilbert space. This will be one subject of this
Part. For that purpose we shall develop an appropriate particle denition and construct the
associated Fock space based on the vacuum state.
In general, there are several opportunities for the denition of the vacuum: In the Minkowski
space-time one may identify the vacuum with that state that is Poincare invariant. This method
has the advantage that it also applies to interacting eld theories, see the appendix. However,
the major drawback of this denition is its restriction to space-times with a suÆcient number
of symmetries, e.g. the Minkowski space-time. Alternative denitions for the vacuum state are
given by the ground state of some operator (Hamiltonian) or the requirement 'no particles'.
Both ways face huge diÆculties for interacting elds. But for non-linear equations of motion
also the quantisation procedure via the canonical commutation relations cannot be applied.
Hence the treatment of interacting elds in curved space-times is rather challenging.
For free elds with linear equations of motion the situation is less complicated. In order to
accomplish a reasonable particle denition one has to declare which properties the particles
should exhibit. In a vivid description particles are objects that can be counted and carry some
denite amount of energy. In addition, for free (linear) elds one expects the particles to evolve
independently.
The expansion of the eld into creation and annihilation operators, respectively, in Eq. (11)
already incorporates two of the three requirements above: Owing to the independence and
orthogonality (with respect to the inner product) of the solutions F
()
I of the equation of motion
the associated operators (projections of the eld ̂ onto the modes F
()
I ) are independent as well.
In addition, from the commutation relations (10) one may deduce the usual lowering or rising
properties, respectively, of the operators âI or â
y
I , respectively, for every mode I separately. In
order to satisfy the only remaining condition, i.e. to assign a certain amount of energy to the
particles, it is necessary to specify the notion of energy. As in general relativity the concept
of energy is not unique but observer-dependent additional considerations are necessary, see the
next Section.
In the following we shall present an explicit prescription for the construction of the Fock space
based on an appropriate particle denition accounting for a chosen observer. The major part
of the considerations of this Part are published in Ref. [66].
14 3 EQUATIONS OF MOTION
3 Equations of motion
Let us consider a minimally coupled, massless and neutral (i.e. real) scalar eld  whose
propagation in the space-time (M; g) is described by the action
A =
Z
M
d4x
p g
2
g(@)(@) : (15)
Possible potential terms like a mass term M2 2 or a conformal coupling term R2=6 (see the
previous Part) do not alter the main conclusions, see Secs. 4.2 and 6.2 below. The same holds
true for a charged and thus complex eld  and . For reasons of simplicity and considering
the scalar eld  as a model for the photon eld we restrict ourselves to the most simple action
in Eq. (15).
Provided that the spatial surface terms arising from the integration by parts vanish the variation
of the action ÆA = 0 leads to the minimally coupled and massless Klein-Fock-Gordon equation
2 =
1p g @
 p g g@ = 0 : (16)
3.1 Preconditions
Now we have to specify the assumptions which are necessary for an appropriate particle def-
inition. At rst we demand a strongly causal space-time M according to the remarks in the
previous Part.
As another requirement we impose a static metric of the space-time M
ds2 = gdx
dx = g00(r)dt
2 + gij(r)dx
idxj : (17)
These two assumptions allow to factorise the space-timeM = R
G into time t 2 R and space
r 2 G with an open domain G  R3 . The Killing vector corresponding to the time translation
symmetry permits the denition of a conserved energy. As discussed at the beginning of this
Part, this fact is substantial for a physical reasonable particle denition, see also Sec. 3.2 below.
On the other hand, the selection of a particular Killing vector refers to a class of associated
observers whose time evolution is generated by this vector eld. In general dierent Killing
vectors generate distinct particle denitions applying for the dierent observers, see Sec. 9
below.
The third precondition we need is called non-degenerated signature. This xes the signature of
the metric inside the domain G
8 r 2 G : g00(r) > 0 ; (gij(r))ij < 0 : (18)
3.1 Preconditions 15
In the latter inequality (gij(r))ij has to be understood as a matrix (and not as the single
components), i.e. 8p 2 R3 : p2 > 0! pigijpj < 0. Both quantities (g00 and gij) are continuous
and regular inside G but may diverge or vanish by approaching the boundary @G. This might
be the case for a horizon situated at @G. A g00-component of the metric that vanishes over a
nite volume would create primary constraints, see e.g. [84].
As demonstrated in the previous Part and at the beginning of this Section, the possibility of
performing the integration by parts is a really important issue. Accordingly, our last assumption
is a physical complete region G. This simply enforces the vanishing of the surface terms. The
occurrence of such boundary contributions always indicates the interaction with a system behind
the surface. Such a region would not be physical complete. It should be noted here that the
validity of the integration by parts also includes periodicity in angular coordinates, such as
f(') = f('+2) for all scalar functions f . For the above specied space-timeM = R
G the
spatial surface terms readZ
@G
dSi g
ij @j = 0 : (19)
There are several ways to achieve the equation above. For Dirichlet boundary conditions one
would demand  = 0 at @G and for Neumann type dSi g
ij @j = 0 at @G. But there is also
a third possibility for the disappearance of the surface terms, namely if the components of the
metric themselves which are orthogonal to the surface dSi approach zero at @G, i.e. 8 j :
dSi g
ij(@G) = 0. As stated above this might be the case for a horizon situated at the boundary
@G.
Strictly speaking, there exist various denitions of a horizon, such as the event, apparent,
Cauchy, particle, and putative horizon, cf. [78] and [72]. The denition of the particle horizon
refers to a special observer at a given time-like word-line whereas the other horizons can be
dened in an observer-independent way. Hence, the vanishing of the spatial surface terms
(without constraints on the elds) implies a priori only a particle horizon at @G. However,
with some additional requirements on the space-time, for instance spherical symmetry and
asymptotic atness, the particle horizon at @G meets the other denitions as well.
After having established the properties of the space-time M, we arrive at the conclusion that
it is globally hyperbolic (i.e. strongly causal and complete, cf. [78]) and the spatial domain G
represents for every time t a Cauchy surface.
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3.2 Energy
For a time-independent metric the Noether theorem demands the existence of a conserved
energy. The energy-momentum tensor for the scalar eld reads
T =
2p g
ÆA
Æg
= (@)(@)  g
2
(@)(@
) : (20)
By virtue of the Klein-Fock-Gordon equation 2 = 0 the covariant divergence of the energy-
momentum tensor vanishes
r T  =
1p g @
 p g T    12 T  @ g = 0 : (21)
In general this covariant equation does not lead to any conserved quantities due to the exchange
of energy and momentum between the gravitational and the scalar eld (second term). But for
a stationary metric (@0 g = 0) it is possible to construct a conserved energy ux j
 utilising
the ( = 0)-components
@ j
 = @
 p g T 0  = 0 : (22)
This local conservation law allows for the introduction of a conserved energy as a global quantity
via
E
def
=
Z
G
d3x
p g T 00 =
Z
G
d3r T 00 : (23)
Although the expression above is not manifestly covariant, it can be cast into a covariant form
with the aid of the Killing vector  mediating the time-translation symmetry
E =
Z

d T
  : (24)
In view of the symmetry of the energy-momentum tensor T  = T  and Eq. (21) together
with the property of the Killing vector r + r = 0 this energy is indeed conserved,
i.e. independent of the Cauchy surface , by virtue of Gauss' law.
For a Minkowski space-time where T 00 = T 00 = T00 holds this denition coincides with the
usual energy. Another argument for the above dened energy for being the correct choice is
the following: Starting from the action A we may dene the Lagrangian L such that
A def=
Z
dt L (25)
holds. The HamiltonianH as the Legendre transform of this Lagrangian exactly coincides with
the energy of the eld H = E.
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4 Particle denition
As stated at the beginning of this Part, in order to provide a canonical denition of particles
one has to indicate which properties the particles should exhibit. Apart from the countability
and the independence condition we expect the particles to carry a certain energy. As shown
in the previous Section, for a static metric the energy E of the eld  and its Hamiltonian H
coincide. Consequently, these requirements can be satised by the diagonalisation of E = H or,
equivalently, the Lagrangian L. Having dened the particles via diagonalisation of H = E, the
corresponding vacuum j0i coincides with the ground state of the Hamiltonian and the energy.
Of course, the procedure described above does not represent the only possibility to accomplish
the particle denition. Another approach is based on the 'one-particle structure' of classical
solutions of the eld equation, see e.g. [17, 18, 19, 24, 30, 31, 32, 85] and the remarks in Sec. 4.9.
According to the denition in the previous Section the Lagrangian governing the dynamics of
the eld reads
L =
1
2
Z
G
d3r g00(r) _2 +
1
2
Z
G
d3r gij(r)(@i)(@j) ; (26)
where d3r denotes the spatial integration with the volume element d3r =
p g d3x.
To diagonalise this expression one has to deal with an elliptic partial dierential operator which
requires some functional analysis. All of the used theorems can be found in [85, 86] and are
not cited explicitly in the following.
4.1 Hilbert space theory
To work with mathematically well-dened quantities we have to set up some denitions. C10 (G)
denotes the set of all innitely dierentiable functions u : G ! R of compact support inside
the open domain G. For two functions of this kind u; v 2 C10 (G) we dene a scalar product
via
fujvg1 def=
Z
G
d3r g00(r) u(r) v(r) : (27)
The assumption of a non-degenerated signature in Section 3.1 is essential for this denition.
Without a positive g00 the above expression would be a pseudo-scalar product instead of a scalar
product with fujug = 0$ u = 0. The latter property is necessary for investigations concerning
convergence. As every scalar product induces a norm jjujj2 = fujug it is now possible to dene
a Hilbert space as the completion of all C10 (G) functions with respect to this norm
L2(G; g
00)
def
= C10 (G)
fjg
1 : (28)
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Because every C10 (G)-function can be L2(G; g
00)-approximated by linear combinations of step
functions, this Hilbert space is separable.
The same procedure may be performed for vector-valued functions u : G ! R3 . Again we
may dene a scalar product for two smooth functions of compact support u; v 2 [C10 (G)]3 due
to the non-degenerated signature
fujvg3 def=  
Z
G
d3r gij(r) ui (r) vj(r) ; (29)
and in analogy the corresponding Hilbert space reads
L32(G; g
ij)
def
= [C10 (G)]
3
fjg
3 : (30)
The advantage of the scalar products dened in such a way becomes evident if we use the linear
partial dierential operator
D : C10 (G)  L2(G; g00) ! L32(G; gij)
(r) ! (@i(r))i (31)
to cast the Lagrangian into the simple form
L =
1
2
n
_j _
o
1
  1
2
fDjDg3 : (32)
Nevertheless, this is still not a representation which is suitable for diagonalisation. For that
purpose we have to perform the spatial integration by parts (see Section 3). In terms of
functional analysis this means the construction of the adjoint operator. The domain of denition
Def(D) = C10 (G) of the D-operator is dense in L2(G; g00). As a consequence, its adjoint Dy
exists as a linear operator Dy : Def(Dy)  L32(G; gij) ! L2(G; g00). For [C10 (G)]3-functions
the spatial integration by parts is always possible. Accordingly, the domain of denition of
the adjoint Dy contains these functions [C10 (G)]3  Def(Dy) and is thereby also dense in
L32(G; g
ij). Therefore the twice adjoint Dyy exists as a linear operator as well Dyy : Def(Dyy) 
L2(G; g
00)! L32(G; gij). Of course, these operators describe physical reality only if one ensures
the possibility of the spatial integration by parts via physical reasons as done in Section 3.1.
4.2 K-operator
Now we are in the position to cast the Lagrangian into a form which can be utilised for the
diagonalisation of the system. With the denition of the elliptic partial dierential operator
K def= DyDyy (see also [5, 70]) we arrive at
L =
1
2
n
_j _
o
1
  1
2
fj DyDyy jg1
def
=
1
2
n
_j _
o
1
  1
2
fj K jg1 : (33)
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Every linear operator of the form K = DyDyy is non-negative and self-adjoint and thus can be
diagonalised. Let us study the domain of denition Def(K) of this operator. The twice adjoint
operator Dyy is the closure of the original operator D, i.e. D = Dyy. Its domain of denition
is the completion of all C10 (G)-functions
Def(D) = C10 (G)
fjgD (34)
with respect to the graph scalar product which is dened via
fujvgD def= fujvg1 + fDujDvg3 : (35)
One observes that the operator 1+ K is exactly the Friedrich extension (which is self-adjoint,
see [86]) of the original operator 1 + K jC1
0
(G) mediated via the graph scalar product. As a
result, if the domain G has boundaries @G with Dirichlet boundary conditions, these boundary
conditions are already incorporated into the domain of denition of the operators D and K, i.e.
 2 Def(K)  Def(D)! (@G) = 0 : (36)
To incorporate Neumann boundary conditions one has to start with an operator like fuig ! @iui
and to proceed in the same way.
As mentioned in Sec. 3, additional potential terms do not alter the main conclusions. If we
assume the scalar curvature to be a bounded  M2  R  RMax and smooth R 2 C1(G)
function we may introduce a new operator via
B : L2(G; g00) ! L2(G; g00) ;
(r) !  M2 +R(r) : (37)
Obviously this operator is bounded, non-negative, and self-adjoint. In addition, since
Def(DyD)  Def(B) = L2(G; g00), we may dene a modied K-operator via
K def= DyD + B jDef(DyD) ; (38)
which is still self-adjoint and non-negative.
4.3 Spectral theory
As mentioned above, every self-adjoint operator can be diagonalised. One way to reveal this
statement in a more explicit form is the following theorem: For every self-adjoint operator K
there exists a spectral family E of orthogonal projections with
K =
Z
 dE() : (39)
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dE() contributes only for values  being in the spectrum (K) of the K-operator  2 (K). The
spectrum (K) of an operator K contains all complex numbers z 2 C for which the resolvent
R(z) def= (z K) 1 does not exist, i.e. (z  K) 1 is not a well and densely dened and bounded
operator. For a self-adjoint and non-negative operator K the spectrum is purely real and non-
negative (K)  R+ . It splits up into two parts, the point spectrum p and the continuous
spectrum c. The point spectrum is the set of all proper eigenvalues  corresponding to proper
eigen functions
p = f 2 C : 9 jfg1 : K jfg1 = jfg1 g : (40)
The continuous spectrum contains all numbers  where (   K) 1 formally exists, but is not
bounded
c =

 2 C np : jj(  K) 1jj =1
	
: (41)
The discrete spectrum d is that part of the point spectrum p which incorporates all isolated
points  of p possessing a nite number of associated eigen functions jfg1. The continu-
ous spectrum c may also be divided into two parts, the absolute continuous spectrum ac,
where dE()=d exists as a weakly integrable operator, and the remaining singular continuous
spectrum sc.
To provide some physical insight into these abstract quantities we shall investigate the spectrum
for a few examples. The discrete spectrum d describes localised states, such as bound states
or states of a eld conned in a nite volume. The point spectrum p may contain more points
with additional characteristics. E.g., if the operatorK governs the dynamics of the Maxwell eld
A there is an innite set of eigen functions at the point  = 0. These functions correspond
to the gauge invariance of this theory and do not change physical quantities. The absolute
continuous spectrum ac represents usually the scattering states, but the singular continuous
spectrum sc may be related to more strange phenomena, like quasi-bound states, scattering
states in average, fractal measure d} (cf. Sec. 4.4 below), chaotic behaviour, etc.
Fortunately, for smooth and regular coeÆcients g with an appropriate asymptotic behaviour
the spectrum of the K-operator is either purely discrete (K) = d (for a nite volume) or
absolute continuous (K) = ac (for an innite volume, see e.g. [85]).
4.4 Spectral theorem
For our main intention, the diagonalisation of the Lagrangian, it is suitable to make use of
the following theorem: For every self-adjoint operator K acting on a separable Hilbert space
there exists a unitary transformation U which diagonalises it : UKU y = M. M denotes the
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multiplication by argument: (Mf)() = f(). Because K is C -real, i.e. (K) = K(), we
may construct a quasi-unitary transformation
V =
 
<(U)
=(U)
!
: L2(G; g
00)  !
M
}
L2((K); }) def= L2(;V) ; (42)
which is C -real (V) = V() and does also diagonalise the operator VKVy =M.
Accordingly, the Hilbert space L2(;V) is restricted to real numbers and the associated scalar
product reads
fujvg =
VyujVyv	
1
=
X
}
Z
(K)
d}() u}() v}()
def
=
PZ
 
u v  : (43)
Because L2(;V) is a real Hilbert space over R, the usual complex conjugation of the rst
argument in the scalar product disappears.
For a discrete spectrum (K) = d the measure d}() denotes simply a sum and for an
absolute continuous spectrum (K) = ac an elementary integral possibly together with a }-
summation, cf. Eq. (43). For example, the }-sum may describe the angular quantum numbers
for the Laplacian in spherical coordinates } = `;m. Both, the }-summation and the integration
with the measure d}() are now abbreviated by the index  .
Performing the transformation of the elds jQg = V jg1 the Lagrangian can be diagonalised
L =
1
2
n
_Qj _Q
o

  1
2
fQjM jQg =
1
2
PZ
 

_Q2    !2 Q2 

; (44)
with !2 
def
=   2 (K)  R+ which will be called eigen frequencies.
One should note that the jQg still depend on time jQ(t)g, only the spatial dependence is
transformed by V. Owing to the reality of the transformation V the amplitudes Q (t) are real
as well.
4.5 Canonical quantisation
Starting with the diagonal Lagrangian in Eq. (44) we are able to perform the canonical quan-
tisation procedure by imposing the usual equal time commutation relationshn
ujQ̂(t)
o

;
n
P̂ (t)jv
o

i
= i fujvg ;hn
ujQ̂(t)
o

;
n
Q̂(t)jv
o

i
=
hn
ujP̂ (t)
o

;
n
P̂ (t)jv
o

i
= 0 ; (45)
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which hold for all jug and jvg. In this representation the canonical conjugated momenta are
simply determined by jPg = jdQ=dtg.
Due to the isometry of the transformation V these commutation relations are completely equiv-
alent to the corresponding relations for the eld ̂. For a static metric the inner product is
related to the scalar product via
( j) = i
n
 j _
o
1
  i
n
_ j
o
1
: (46)
As a consequence, the relations above are indeed identical to the commutators of the eldsh
 j̂

;

̂j
i
= ( j) ; (47)
as postulated in the previous Part. The Hamiltonian splits up into an innite set of commuting
parts describing harmonic oscillators that are appropriate for a particle denition
Ĥ =
1
2
n
P̂ jP̂
o

+
1
2
n
Q̂
M Q̂o

=
1
2
PZ
 

P̂ 2  + !
2
 Q̂
2
 

: (48)
In terms of the creators
Âyo

and annihilatorsÂo

=
1p
2

M1=4
Q̂(t = 0)o

+ iM 1=4
P̂ (t = 0)o


(49)
the Hamiltonian can be cast into the form
Ĥ =
1
2
n
Ây
M1=2 Âo

+
1
2
n
Â
M1=2 Âyo

=
PZ
 
! 
2

Ây Â  + Â Â
y
 

: (50)
For a discrete spectrum (K) = d this already denes the physical particles because we have
now creation and annihilation operators Ây  and Â  that diagonalise the Hamiltonian { which
is also the energy operator.
For a continuous spectrum (K) = c the quantities P̂ , Q̂ , Â  and Ây  are not well-dened
operators but operator-valued distributions becauseh
Q̂ (t); P̂(t)
i
= iÆ( ;) ; (51)
which is a Dirac Æ-distribution for continuous indices  ;. But a product of two distributions
acting on the same linear space (e.g. the Schwartz/Sobolev space S1 for the Æ-distribution),
i.e. with the same index  , is not well-dened. This reects the innite-volume divergence in
quantum eld theory. Consequently, the Hamiltonian in Eqs. (48) and (50) is not well-dened.
It may only be viewed as a formal expression until an appropriate regularisation method has
been applied.
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4.6 Fock space
In order to get rid of the singularities discussed above and to obtain well-dened operators âI
we introduce a complete orthonormal and real basis jbIg with I 2 N of the separable Hilbert
space L2(;V) and dene
âI
def
=
n
ÂjbI
o

: (52)
For a discrete spectrum (K) = d we may choose bI( ) = Æ I which leads us back to the
operators Â . For a continuous spectrum (K) = c this coincidence does not hold. Due to
fbI jbJg = ÆIJ with a Kronecker-ÆIJ the âI are well-dened operators with [âI ; âyJ ] = ÆIJ in-
stead of operator-valued distributions with [Â ; Â
y
] = Æ( ;). Unfortunately, for a continuous
spectrum (K) = c the operators âI are now well-dened, but do not exactly diagonalise the
Hamiltonian. But { as we shall see later in Section 4.7 { one may choose an appropriate basis
jbIg for which the operators âI approximately diagonalise the Hamiltonian.
The corresponding number operators take the usual form n̂I
def
= âyI âI . The Fock space F which
contains all pure states j	i of the quantum eld ̂ is now dened as the completion of the
linear hull of the proper eigen vectors of these commuting operators n̂I for all indices I 2 N
F
def
= lin fj	i : 8I n̂I j	i = j	inIg : (53)
As a consequence, the spectrum of the operators n̂I in this Fock space is a pure point spectrum
(n̂I) = p. With the same arguments as already used for the quantisation of the harmonic
oscillator the commutation relations [âI ; â
y
J ] = ÆIJ imply (n̂I) = N .
Accordingly, the vacuum is dened as the eigen vector of all commuting operators n̂I with
eigen value zero
8I : n̂I j0i = 0 i:e: âI j0i = 0 : (54)
This denition is independent of the special choice of the basis jbIg. To prove this statement,
we use the completeness of the basis jbIg to obtain the following result
8 jg :
n
Âj
o

j0i = 0 : (55)
If we regularise the formal expression for the Hamiltonian in Eq. (50) via insertion of a complete
basis (in principle together with a convergence factor expf I"g for instance)
Ĥ =
1
2
X
I
n
M1=4ÂyjbI
o

n
bI jM1=4Â
o

+
n
M1=4ÂjbI
o

n
bI jM1=4Ây
o


=
X
I
n
ÂyjM1=4bI
o

n
M1=4bI jÂ
o

+
1
2
M1=4bI jM1=4bI	 ; (56)
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it appears as a divergent sum of some non-negative operators of the structure X̂yIX̂I and re-
maining C -numbers. The above dened vacuum is the ground state of all operators X̂yI X̂I
and in this regard also the ground state of the Hamiltonian. Hence, the divergent amount of
C -number terms represents the zero-point energy. The innite summation over the index I
corresponds to the sum over arbitrary high frequencies and { for a continuous spectrum { the
summation of an innite number of basis elements for a given frequency interval. The rst
innity, the innite energy divergence, is always present in quantum eld theory and the latter,
the innite volume divergence, only for non-discrete spectra.
In the Minkowski space-time the above dened vacuum coincides with the usual Minkowski
vacuum j0i = j0Mi. In the Schwarzschild space-time this state { which is the ground state of
the Hamiltonian { is called the Boulware [16] state j0i = j	Bi.
The particle denition introduced above can be reproduced utilising the approach presented
in Sec. 1 which is based on the inner product: The basis elements jbIg of the Hilbert space
L2(;V) are normalised and therefore correspond to functions ei(r) via jeIg1 = Vy jbIg which
are also normalised feI jeJg1 = ÆIJ and build up a basis of the Hilbert space L2(G; g00). As a
consequence, the operators âI correspond to localised wave packets jFI(t)g1 which are dened
as follows
jFI(t)g1 = (4K) 1=4 exp
 iK1=2t	 jeIg1 : (57)
These quantities are solutions of the Klein-Fock-Gordon equation @2t jFIg1 =  K jFIg1 and
normalised with respect to the inner product (cf. Sec. 1)
(FI jFJ) =   (F I jF J ) = ÆIJ ; (F I jFJ) = (FI jF J ) = 0 : (58)
Since the jbIg and the jeIg1, respectively, form complete basis sets of the underlying Hilbert
spaces L2(;V) and L2(G; g00), respectively, the wave packets jFIg1 are { together with their
complex conjugates jF I g1 { complete within the space of all solutions of the (hyperbolic) Klein-
Fock-Gordon equation.
Comparison with the particle denition via the inner product veries indeed the identication
(cf. Sec. 1)
âI =

FI j̂

: (59)
As the functions FI and F

I form a complete set of solutions of the Klein-Fock-Gordon equation
the eld ̂ may be expanded via
̂ =
X
I
âIFI + â
y
IF

I ; (60)
which demonstrates again the equivalence of the two approaches presented in this Part and in
the previous Part, respectively.
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4.7 Eigen functions
For a point spectrum p there exist proper eigen functions f  2 L2(G; g00) with K jf g1 =
!2  jf g1, but for a continuous spectrum c this is of course not the case. Nevertheless, it is
in many cases possible to nd an analogue. If pointwise dened functions f (r) (or { more
generally { locally integrable functions f  2 Llocal1 ) exist such that
fjVg =
PZ
 
 
Z
G
d3rf (r)(r) (61)
holds for all  2 C10 (G) and  2 C10 () the functions f (r) are called (generalised)
eigen functions of the K-operator. In contrast to the proper (p) eigen functions with f  2
Def(K)  L2(G; g00) the generalised (c) eigen functions do not belong to the Hilbert space
f  62 L2(G; g00) and (of course) also not to the domain of denition of the K-operator
f  62 Def(K). However, due to VK =MV also the generalised eigen functions full the point-
wise/local generalised eigen value equation Klocalf (r) = !2 f (r). This is a very important
relation for the calculation of these eigen functions. If the proper or generalised eigen functions
exist, the transformation of the elds jg1 = Vy jQg can be described by the pointwise/local
identity
̂(t; r) =
PZ
 
Q̂ (t) f (r) : (62)
Even though the generalised eigen functions are not in L2(G; g
00), they may be thought as
a (singular) limiting case of L2(G; g
00)-functions: In the following considerations we assume
d() = d and  = R for reasons of simplicity. The L2(;V)-basis functions bI() can
be squeezed and translated b"I( )() = bI(="    =")=
p
" and are still a basis of L2(;V).
Evaluating the (singular) limiting case of these squeezed basis functions
lim
"#0
b"I( )()p
"
= lim
"#0
bI( "
 1     " 1)
"
= NI( ) Æ(   ) ; (63)
where NI( ) denotes some normalisation factor, we observe that every generalised eigen function
f (r) can be locally approximated by appropriately chosen wave packets
e"I( )o
1
= Vy
b"I( )o

lim
"#0
e"I( )(r)p
"
= NI( ) f (r) : (64)
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Accordingly, also the operator-valued distributions Â  may be considered as a singular limiting
case of the regular operators â"I( )
lim
"#0
â"I( )p
"
= NI( ) Â  : (65)
The divergent factor 1=
p
" indicates the singular character of the generalised eigen functions
(e.g. plane waves) in contrast to the regular basis elements (wave packets). Of course, in
realistic experiments one never deals with plane waves, but wave packets. On the other hand,
the calculations with plane waves are usually much simpler. Hence, in the following we shall
perform our evaluations with eigen functions always bearing in mind their character as a singular
limiting case of regular objects.
4.8 Continuum normalisation
To investigate the physical consequences caused by the singular behaviour of the product of
two distributions N̂  = Â
y
 Â  { expressed by the factor 1=" { we consider a quantum eld
conned in a nite volume f and study the limiting case f " 1. This limit may be interpreted
as the transition from a discrete spectrum (K) = d to a continuous one (K) = c. For a
3-dimensional cubic volume f the indices   correspond, for example, to discrete wave-numbers
k. In the continuum limit f " 1 the k-sum transforms into an integral over d3k viaX
k
! fNf
Z
d3k : (66)
Nf denotes a normalisation factor which depends on the imposed boundary conditions (Dirich-
let, Neumann, periodic, etc.) and on the shape of the domain G. The Kronecker-Æk;k0 converts
into a Dirac-Æ3(k   k0) in an analogue way fNfÆk;k0 ! Æ3(k   k0). Ergo, the singularity
Æ3(k   k) displays the innite-volume divergence Æ(k;k) = Æ3(k   k) = fNf. Recalling the
formal expression for the Hamiltonian in Eq. (50)
Ĥ =
PZ
 
! 

Ây Â  +
1
2
Æ( ; )

=
PZ
 

! N̂  +
! 
2
Æ( ; )

; (67)
we observe that { in addition to the mode summation/integration { its indenite character
exactly exhibits this divergence. Indeed, if one examines the continuum limit of the Hamiltonian
Ĥd =
X
k

N̂d
k
+
1
2

jkj  ! Ĥc =
Z
d3k

N̂ c
k
+
1
2
Æ3(k   k)

jkj ; (68)
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the limiting number "operator" N̂ c
k
can be identied via fNfN̂dk ! N̂ ck. The singular character
of this formal expression may be exemplied with the following consideration: If the state of
the quantum eld corresponds to thermal equilibrium at a temperature T > 0, the expectation
value of the number operator N̂d
k
equals the Bose-Einstein distribution for arbitrary large but
nite volumes f. For an innite volume the expectation value of the quantity N̂ c
k
diverges
owing to the factor fNf. The expectation values of the regular operators n̂I are still nite and
behave as the Bose-Einstein distribution evaluated at some averaged frequency !I .
4.9 Comparison with dierent approaches
It should be mentioned that the denition of the Fock space F in Eq. (53) is slightly dierent
from the frequently employed approach based on the one-particle Hilbert space H ' LC2 (G; g00)
of solutions of the Klein-Fock-Gordon equation (see e.g. [17, 18, 19, 24, 30, 31, 32, 85])
F = C  H (H
 H)sym  (H
 H
 H)sym  : : : : (69)
Nevertheless, these distinct denitions are related if one divides the Fock space in Eq. (53)
into orthogonal subspaces labelled by dierent values of the total number of particles ntotal
def
=P
I nI 2 N .
Within both treatments it is necessary to distinguish the positive from the negative frequency
solutions. The formalism presented in the previous Sections is based on the explicit selection of
a time coordinate { representing a particular observer { which can be used to achieve this aim.
However, there are also further possibilities: E.g., Ref. [19] presents a covariant treatment for
distinguishing the positive from the negative frequency solutions in the asymptotic future and
past, respectively. This method is based on the analytic continuation of the Klein-Fock-Gordon
operator to complex masses.
It might be interesting to specify the major dierences between these two approaches: In
contrast to e.g. [19] the formalism presented in the previous Sections is not manifestly covariant.
This fact reects the dependence of the particle denition on the particular associated observer.
On the other hand, the method in Ref. [19] requires the knowledge of the complete space-time
together with its asymptotic behaviour { whereas the neighbourhood of a Cauchy surface is
suÆcient for accomplishing the particle denition developed in this thesis. In addition, the
latter method permits an explicit proof of the self-adjointness of the K-operator together with
the necessary preconditions (e.g. boundary conditions) and logical consequences. As a result,
one does not need to assume the existence of a complete and orthogonal set of solutions { one
may deduce the corresponding eigen functions and their properties (e.g. discrete or continuous
spectrum).
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It should be mentioned here that the self-adjointness of the K-operator { with respect to the
measure d0 = d3r g00 { entails the self-adjointness (global hyperbolicity) of the d'Alembert
operator 2 = g00(@2t +K) { with respect to the measure d4x
p g = d3r dt { since @2t and K are
independent operators and thus commute.
5 Flat space-time examples
In the previous Section we have derived a canonical denition of particles for curved space-
times which full certain conditions. In the following we are going to apply this approach
to the most simple example of a at space-time in order to achieve a deeper insight into the
physical consequences of the used mathematical theorems.
For the unbounded 1+1 dimensional Minkowski space-time with ds2 = dt2 dx2 the K-operator
reads
K =   @
2
@x2
; (70)
together with the domain G = ( 1 < x < 1). The innite volume of this domain and the
regularity of the metric cause a purely absolute continuous spectrum (K) = ac = R+ . The
unitary transformation U (see Section 4.4) is simply the one-dimensional Fourier transformation
U = F . The quasi-unitary transformation V takes the real and imaginary parts separately
leading to the generalised eigen functions sin(!x) and cos(!x). Hence, the expansion of the
eld ̂ takes the following form
̂(t; x) =
PZ
!
Q̂!;c(t) cos(!x) + Q̂!;s(t) sin(!x)
= N
1Z
0
d!p
2!

Ây!;c e
i!t cos(!x) + Ây!;s e
i!t sin(!x) + h:c:

; (71)
with a normalisation factor N depending on the explicit form of the measure d(!2),
e.g. d(!2) = d! or d(!2) = d!=2 etc. The spectrum of the K-operator discussed above
is twice degenerated, i.e. there are two independent generalised eigen functions { sin(!x) and
cos(!x) { for every point  = !2 of the spectrum . This degeneracy of the spectrum allows
for the denition of particles with a denite direction of propagation: With a simple linear
transformation we may rearrange the expansion of the eld
̂(t; x) = N
1Z
0
d!p
4!

Ây!;+ e
i!t+i!x + Ây!;  e
i!t i!x + h:c:

: (72)
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The new introduced quantities Â!;+, Â!; , Â
y
!;+ and Â
y
!;  obey the same commutation re-
lations as the original ones Â!;c, Â!;s, Â
y
!;c and Â
y
!;s. Thus they also describe particles. In
contrast to the original particles which correspond to standing waves with dierent phases, i.e.,
sin(!x) and cos(!x), the new particles describe left-moving and right-moving waves according
to expfi!xg. These complex functions are suitable for a denition of particles Â  but do not
correspond to Hermitian amplitudes Q̂ .
As a second example we study the situation of a bounded domain G = (0 < x <1) in a 1+1
dimensional Minkowski space-time with a Dirichlet boundary condition (a mirror) at x = 0.
Even though K seems to have the same form as in Eq. (70) it denotes a dierent operator as
a result of the boundary condition. With the same arguments the spectrum is purely absolute
continuous  = ac = R+ . In contrast to the previous example this spectrum is not degenerated.
Every point  = !2 of  corresponds to exactly one generalised eigen function, i.e. sin(!x). As
a consequence, the denition of particles with a certain direction (left-moving or right-moving)
is not possible. This result is physical reasonable if one takes conservation laws into account.
Every left-moving component will be reected by the mirror at x = 0 after some period of time
and turns its direction into right-moving and vice versa.
A nite domain G = (0 < x < L) in a 1+1 dimensional Minkowski space-time with Dirichlet
boundary conditions at x = 0 and x = L of course possesses a purely discrete spectrum  = d
with proper eigen functions proportional to sin(N x=L). The insertion of mirrors represented
by Dirichlet boundary conditions usually lowers the "density" of the spectrum , i.e. the number
of eigen functions.
5.1 Ingoing and outgoing particles
Now we shall extend our investigations to the 3+1 dimensional Minkowski space-time described
by dierent coordinate systems. Using spherical coordinates r; #; ' it will turn out that the
denition of ingoing or outgoing particles is not possible within the canonical approach. This
is a consequence of the spectral properties of the operator
K =  r2 =   @
2
@r2
; (73)
together with the domain G = R3 . Expressed by Cartesian coordinates r = (x; y; z)T the
generalised eigen functions take the simple form sin(kr) and cos(kr) with jkj = !. As it is
well-known these functions form a complete basis of L2(R
3).
Employing spherical coordinates r; #; ' the Cartesian eigen functions can be expanded with the
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aid of the equality
expfikrg =
1X
`=0
i`(2`+ 1) j`(!r)P`(cos ) ; (74)
with kr = !r cos  and the Legendre polynomials P`. By inspection we recognise the following
fact: For a given angular behaviour the spherical Bessel functions j`(!r) are already complete
to describe the radial dependence. The Neumann n`(!r) or Hankel functions h

` (!r) are not
required and would be "over-complete". Therefore they do not describe additional degrees of
freedom and do not enter the particle denition. This result can also be derived by considering
the spectrum of the K-operator. Due to the singular behaviour of the functions n`(!r) and
h` (!r) at r = 0 they are not eigen functions.
To acquire real eigen functions we have to introduce redened spherical harmonics Y`m(#; ') def=
N` Pm` (cos#) cos(m') for m  0 and Y`m(#; ') def= N` Pm` (cos#) sin(m') for m < 0. Pm`
denote the associated Legendre polynomials and N` are normalisation factors. Accordingly,
the complete set of real and orthogonal eigen functions reads
f!`m(r; #; ') = N!` j`(!r)Y`m(#; ') : (75)
Again we observe the occurrence of exactly one eigen function f!`m per eigen frequency ! for a
xed angular dependence `;m. The regularity at r = 0 plays the role of an eective boundary
condition and forbids the existence of additional eigen functions such as n`(!r) or h

` (!r). As a
consequence, within the canonical approach it is not possible to dene radial ingoing or outgoing
particles in the Minkowski space-time. Functions like expfi!rg=r are not eigen functions of
the Laplacian and therefore not solutions of the wave equation
2
expfi!t i!rg
r
=  4ei!tÆ3(r) 6= 0 : (76)
Expanding the eld ̂ into functions that do not satisfy the equation of motion 2̂ = 0 would
abandon the independence of the distinct particles. Functions like expfi!rg=r correspond to
the resolvents R(!2  i") of the operator K (remember (K)  R). Particles are dened with
respect to the eigen functions which are representations of the spectral family E of the operator
K. Into this spectral family E the resolvents themselves do not enter, but linear combinations
of them: R(  i") R(+ i")! E() which again leads to sin(!r)=r = ! j`=0(!r).
The impossibility of dening radial ingoing and outgoing particles is not restricted to the
Minkowski space-time, this holds also for arbitrary spherically symmetric metrics
ds2 = g00(r) dt
2 + g11(r) dr
2 + r2d
2 ; (77)
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provided that the coeÆcients of the metric g00 and g11 are smooth and analytic functions. Such
functions can be Taylor expanded
g00(r) = g00(0) + g
00
00(0)
r2
2
+O[r3] ; (78)
where g000(0) and g
0
11(0) have to vanish for dierentiability. After the separation of the angular
variables with Y`m(#; ') the radial dependence of the eigen functions is governed by a second-
order ordinary dierential equation in r. Provided its coeÆcients are smooth and regular
the solutions of such an equation are uniquely determined by the rst two (non-vanishing)
terms of their Laurent expansion. For the evaluation of these initial data only the terms g00(0),
g000(0) = 0, g11(0) and g
0
11(0) = 0 are of relevance. For that purpose the radial part of the metric
can be approximated by ds2 = g00(0) dt
2+ g11(0) dr
2. Ergo the behaviour of the corresponding
eigen functions is (up to a simple scale transformation with g00(0) and jg11(0)j respectively)
asymptotically (r # 0) the same as in the Minkowski space-time. Consequently, also in these
more general spherically symmetric metrics there exists exactly one eigen function for given
!; `;m which forbids the denition of radial ingoing and outgoing particles.
In view of conservation law arguments the non-existence of ingoing and outgoing particles in
regular space-times appears very plausible: Every ingoing component will bounce o at the
origin after some period of time and eventually turn into an outgoing component and vice
versa.
5.2 Rindler metric
As stated in Section 3.1 the particle interpretation crucially depends on the selection of a
particular time-like Killing vector. In the following we shall consider an example where this
dependence will become more evident. In the previous treatments we focused on the Killing
vector mediating the Minkowski time translation symmetry. Of course this Killing eld corre-
sponds to usual observers at rest. But there exist further time-like Killing vectors in certain
regions of the Minkowski space-time { associated with special Lorentz boosts { which result in
a deviating particle interpretation.
Starting with the 1+1 dimensional Minkowski metric ds2 = dt2   dx2 and performing the
coordinate transformation
t =  sinh() ;
x =  cosh() ; (79)
one arrives at the Rindler metric ds2 = 22d 2   d2. The Rindler coordinates 0 <  < 1
and  1 <  < 1 cover the so-called Rindler wedge x > jtj { i.e. only a quarter of the 1+1
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dimensional Minkowski space-time. The quantity  is called the surface gravity, see e.g. [75].
For xed  the transformation describes an accelerated motion. With respect to the new time
coordinate  the Rindler metric is static and thus allows for a particle denition according to
Section 4. These particles may be interpreted as those seen by an accelerated observer. The
corresponding K-operator can be cast into the form
K =  2  @
@

@
@
; (80)
with G = (0 <  <1). The surface term (see Sec. 3) at  = 0 vanishes without imposing any
condition on the eld  due to
p g =  = 0 at  = 0. Indeed, the Rindler metric possesses a
horizon there. Since the occurrence of this horizon depends on the choice of the coordinates and
thereby on the observer, it is a particle horizon, e.g. with respect to all world-lines  = const,
but not an event or apparent, etc. horizon, see Sec. 3.1 and [72, 78].
For further investigations it is convenient to introduce the tortoise coordinate  = ln()=.
In terms of this coordinate the metric reads ds2 = e2 (d 2   d2) resulting in the operator
K =   @
2
@2
; (81)
with G = ( 1 <  <1). As a consequence, the spectrum is twice degenerated and the cor-
responding eigen functions read sin(!) and cos(!) or expfi!g, respectively. Returning
to the coordinate  the eigen functions behave as expfi! ln()=g = ()i!=. Even though
the domain is bounded G = (0 <  < 1) there are two eigen functions per eigen value which
allows for the denition of left-moving and right-moving particles. This indicates the absence
of real boundary conditions on the eld  at the horizon  = 0. In this regard the horizon
is the opposite of a mirror. Even for a nite domain G = (0 <  < L) the spectrum of the
K-operator is still continuous due to the horizon: G = ( 1 <  < L).
6 Black holes
In this Section we are going to apply the formalism presented in Sec. 4 to one of the most
fascinating curved space-time structures, the black hole. Various coordinate systems which
represent this object are known. For our purpose we have to demand a static metric with a
time coordinate t corresponding to a Killing vector. Because the black hole space-time becomes
asymptotically at, another requirement is the coincidence of this time coordinate t with the
usual Minkowski time of an observer at spatial innity. All these prerequisites are fullled by
the Schwarzschild coordinates t; r; #; ' for which the black hole metric reads
ds2 = h(r) dt2   dr
2
h(r)
  r2d#2   r2 sin2 # d'2 : (82)
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Other coordinates, e.g. Kruskal, Eddington-Finkelstein, etc. are not suitable for the above
reasons. As the Schwarzschild coordinates measure time and length scales with respect to
an observer at xed spatial distance to the black hole all results obtained later refer to this
observer.
In order to describe a black hole with a horizon at r = R and a surface gravity  the function
h obeys the properties (see e.g. [75])
h(R) = 0 ;  =
1
2
h0(R) ; (83)
and also h(r > R) > 0 together with h(r " 1) = 1. With the aid of this function h it is possible
to consider the rather general case of a static black hole, for example the Schwarzschild metric
with h = 1 R=r. It should be mentioned here that the above metric describes an asymptotically
at space-time owing to h(r " 1) = 1 { in contrast to the Schwarzschild-de Sitter geometry,
for instance. If the surface gravity  vanishes  = 0 the space-time described above is called an
extreme black hole. We shall restrict our further considerations to the non-extreme case  > 0
for reasons of simplicity.
Using the Schwarzschild coordinates the canonical conjugate momenta turn out to be ̂ =
@t̂=h. In terms of these momenta the formal expression for the Hamiltonian density can be
cast into the following form
Ĥ = h
2
̂2 +
h
2

@r̂
2
+
1
2r2

@#̂
2
+
1
2r2 sin2 #

@'̂
2
: (84)
The elds ̂(t; r) as well as their momenta ̂(t; r) are operator-valued distributions (see also
Section 4). Consequently, the Hamiltonian density above is not well-dened. In analogy to
Sec. 4.5 it may only be considered as a formal expression until an appropriate regularisation
method, for instance the point-splitting technique (see e.g. [22]), has been applied.
It is possible to split up the Hamiltonian Ĥ of the eld ̂ into two parts Ĥ = Ĥ> + Ĥ< that
account for the interior Ĥ< and the exterior Ĥ> region of the black hole, respectively
Ĥ> =
Z
d3r Ĥ (r  R) ;
Ĥ< =
Z
d3r Ĥ (R  r) ; (85)
with the Heaviside step function  and the volume element d3r =
p g d3x = r2 sin# dr d# d'.
Employing the equal time commutation relations
[̂(t; r); ̂(t; r0)] = [̂(t; r); ̂(t; r0)] = 0 ; [̂(t; r); ̂(t; r0)] = iÆ3(r   r0) ; (86)
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where t denotes the Schwarzschild time and represents a Killing vector, one observes that the
two parts of the Hamiltonian commuteh
Ĥ>; Ĥ<
i
= 0 : (87)
In the language of point-splitting, cf. [22] and the remarks in Section 2, the divergent terms of
the Hamiltonian density are independent of the state and therefore pure C -numbers which do
not contribute to the commutator. The remaining (convergent) operator-valued components
commute because of h(r = R) = 0. The same result can be obtained by means of normal
ordering or the regularisation described in Eq. (56). Due to h(r = R) = 0 the K-operator and
the operators projecting onto the interior and exterior domain, respectively, commute. Hence
it is possible to select a basis bI for the inside and outside region separately such that the
Hamiltonian possesses no mixing terms.
Accordingly, the separation Ĥ = Ĥ> + Ĥ< represents two independent systems. This fact
displays one advantage of the Schwarzschild coordinates because there is a horizon at r = R.
The consistency with the results of Section 3.1 can be demonstrated if one considers the spatial
surface term dSi g
ij = d2x
p g ni gij = d# d' r2 sin# grr which indeed vanishes for r = R. As
a consequence, it is impossible to transport matter (energy or information) across the horizon,
nothing can come out or fall into the black hole. Of course, this holds only for a xed metric,
i.e. if one neglects the back-reaction. Without this restriction it is possible that the horizon
increases due to the in-falling matter, and swallows it. It should be emphasised again that all
of our assertions refer to an observer at a xed spatial distance to the black hole and therefore
not necessarily to a free falling one.
6.1 Black hole exterior
In the following we restrict our considerations to the domain outside the black hole governed
by Ĥ>. The properties of the interior will be discussed in the next Section. The exterior region
G = fr > Rg fulls the conditions imposed in Sec. 3.1 which allows for a particle denition.
As a result, the Ĥ>-part of the Hamiltonian can be diagonalised formally via
Ĥ> =
PZ
 
! N̂
BH
  + E1 ; (88)
where E1 denotes the divergent zero-point energy.
In order to isolate the features that are specic for black holes, the most interesting region is
the neighbourhood of the horizon r  R. To investigate the behaviour in this zone we introduce
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a dimensionless variable  with
 = 2(r   R)! h =  (1 +O[]) : (89)
Without loosing the static character of the metric it is possible to perform a radial coordinate
transformation for r > R via
r =
Z
dr
h
=
ln
2
+O[] : (90)
The new radial r coordinate is called the the Regge-Wheeler tortoise coordinate. According
to the above arguments it is suÆcient to cover the region outside the horizon by the new
coordinate. The function h and the original radial variable r have to be considered as functions
of the introduced coordinate: r = r(r) and h = h(r) = h(r[r]). The tortoise coordinate has
the advantage of a very simple form of the K-operator
K =   1
r2
@
@r
r2
@
@r
  hr2#' =  
@2
@r2
+O[] ; (91)
together with G = fr 2 Rg. The generalised eigen functions FBH  (x) of this operator behave
O[]-approximately as expfi!rg and after the separation of the angular variables they can
be written as follows
FBH  (x) = F
BH
!`m(t; ; #; ') = NBH!`
e i!tp
!
i!=(2) Y`m(#; ') (1 +O[]) : (92)
NBH!` symbolises a normalisation factor which may without any loss of generality chosen to be
independent of . These eigen functions are rapidly oscillating near the horizon.
By inspection, we recognise the occurrence of two generalised eigen functions for a given fre-
quency ! and xed angular dependence `;m distinguished by  = 1. Thus the denition of
ingoing and outgoing particles is possible in this case. This { perhaps surprising { fact can
be elucidated in the following way. The horizon separates the space into two independent do-
mains (interior and exterior) and prevents the eld modes outside from being inuenced by the
eective "boundary condition" at r = 0. In view of the study of the K-operator in terms of
the tortoise coordinate r one may consider the horizon as some new kind of spatial innity
(r #  1) in addition to r " 1. It should be mentioned that potential scattering eects cause
slight deviations from the purely ingoing and outgoing behaviour in Eq. (92) at r " 1, see also
Sec. 10.1 and Part VI below. These deviations have to be taken into account for the construc-
tion of a complete set of orthogonal eigen functions but do not alter the main conclusions, see
Part VI below.
Also for the black hole example the horizon acts conversely to a mirror, cf. Section 5.2. Even for
the scenario of a black hole which is enclosed in a large box with Dirichlet boundary conditions
the spectrum of the operator K is still continuous { but now not degenerated.
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For a black hole in an asymptotically at (unbounded) space-time there are two contributions
to the innite volume divergence (see Sec. 4.8) Æ( ; ) = fNf: rstly, the usual spatial innity
r; r " 1 and secondly, the eective innity at the horizon r # R resp. r #  1. The
former divergence Æ+( ; ) does also arise in the (unbounded) Minkowski space-time { but not
inside a nite box (e.g. with Dirichlet boundary conditions) { whereas the latter divergence
Æ ( ; ) is restricted to the scenario of a black hole, but it is not aected by a nite box.
E.g., the expectation value of the number "operator" N̂  in any thermal equilibrium (KMS,
see Sec. 9.1 below) state with a non-vanishing temperature contains the complete divergence
hN̂ iT  Æ+( ; ) + Æ ( ; ). One important example is the Israel-Hartle-Hawking [21, 20]
state, the KMS state corresponding to the Hawking temperature T = =(2). For large radial
distances to the black hole the (renormalised) expectation value of the energy-momentum tensor
evaluated in this state approaches a constant value (in view of the Stefan-Boltzmann law
proportional to T 4). In contrast, for the Unruh [9] state { the state describing the black
hole evaporation { the (renormalised) energy density decreases with 1=r2 for large r. As a
consequence, the expectation value of the number of particles in this state does not display the
complete divergence Æ+( ; ).
As it became evident in the previous considerations, the vicinity of the horizon of a black hole
displays many similarities to the Rindler metric in Sec. 5.2, see also [57] and Secs. 9 and 10
below. Indeed, with  = 22 the black hole metric approaches the Rindler metric in that
region
ds2 =
 
22dt2   d2  R2d
2 (1 +O[]) ; (93)
together with the angular part d
2.
If we compare the outcome of this Section with the Minkowski example, we arrive at the
conclusion that the formation of the horizon causes a bifurcation in a double sense:
The total Hamiltonian of the eld Ĥ splits up into two commuting parts Ĥ< and Ĥ> which
account for two independent (physical complete) regions r < R and r > R, respectively.
Before the horizon has been formed there exists only one generalised eigen function for every
given frequency and xed angular behaviour. This property forbids the denition of ingoing
and outgoing particles (see Section 5.1). After the horizon has been formed the spectrum is
twice degenerated and the denition of ingoing and outgoing particles becomes possible.
6.2 Black hole interior
Our previous investigations focused on the exterior of the black hole. As indicated before we
shall now take the interior region into account. Inside the (non-extreme) black hole it yields
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h(r) < 0 and therefore gtt < 0, grr > 0, g## < 0 and g'' < 0. As a consequence the signature
of the metric is degenerated and thus the particle and vacuum denition proposed in Section
4 does not apply. However, it is still possible to obtain a self-adjoint K-operator governing the
dynamics of the system. But for this purpose some modications are necessary with the result
that K is not given by DyD and therefore not non-negative. As we shall see later the negative
parts of K correspond to unstable elds modes.
At rst the scalar product of the interior region fjg<1 has to be dened with jg00j instead of
g00 in Eq. (27) in order to obtain a positive-denite bilinear form. For reasons of simplicity we
restrict our further considerations to the Schwarzschild metric h(r) = 1  R=r and start with
the functions
C10 (G<) = linfC10 (0 < r < R)
 C1(S2)g ; (94)
where S2 denotes the two-sphere of # and '. Again the Hilbert space L2(G<; jg00j) is given by
the completion of all these functions with respect to the (redened) scalar product.
The degenerated signature prevents the denition of a scalar product containing gij. Accord-
ingly, the subsequent steps in Sec. 4 cannot be adopted here. In particular we cannot introduce
an operator D such that the self-adjoint K-operator is represented by the absolute value squared
of D. Instead we may dene an operator K0 via
K0 : C10 (G<)  L2(G<; jg00j) ! L2(G<; jg00j)
 !   h
r2
@
@r
hr2
@
@r
  hr2#' : (95)
The second term at the r.h.s. of the above expression for K0 generates the negative parts of this
operator. These negative parts originate from the angular derivatives and cannot be obtained
in a purely radial symmetric consideration.
Obviously K0 is Hermitian with respect to the scalar product containing the weight j1=hj (andp g = r2 sin#). In addition { since Def(K0) = C10 (G<) is dense in the underlying Hilbert
space L2(G<; jg00j) { it is densely dened and therefore symmetric.
Now we can make use of the following theorem (see e.g. [86]): Every symmetric and C -real
operator acting on a complex Hilbert space possesses (at least one) self-adjoint extension(s).
As a result we will always nd a self-adjoint operator K (as an appropriate extension of K0)
governing the dynamics of the eld. In terms of K the Lagrangian in Eq. (26) for the interior
domain assumes the simple form
L< =  1
2
n
_j _
o<
1
+
1
2
fj K jg<1 : (96)
Note that in contrast to Eq. (33) the global sign has changed. However, this global sign does
not aect the equation of motion, but { as it will become evident later { the negative parts of
the K-operator do so.
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Since the self-adjoint K-operator represents an extension of the original operator K0 these two
operators have to coincide on the subspace C10 (G<). Accordingly, it is possible to construct
test functions w(r; #; ') = w(r)Y`m(#; ') 2 C10 (G<) generating negative expectation values of
the K-operator via
fwj K jwg1 =
RZ
0
dr
 jhjr2 j@rwj2   `(`+ 1) jwj2 < 0 : (97)
If we choose the angular quantum number ` very large the expectation value fwjK jwg1
equals negative numbers of arbitrarily large absolute values, even for normalised test functions
fwjwg1 = 1. Hence the spectrum of K is unbounded from below. Of course it is also unbounded
from above. Diagonalising the Hamiltonian by means of a quasi-unitary transformation V in
analogy to Sec. 4 yields
Ĥ< =  1
2
PZ
 

P̂ 2  +  Q̂
2
 

: (98)
The interior Hamiltonian is still self-adjoint by Stone's theorem { but it is not bounded from
above and below. Ergo it does not possess a ground state, and a denition of particles as
excitations over the ground state is impossible.
As mentioned before, the global sign does not aect the equations of motion, but the occurring
negative eigenvalues   do so: The modes   corresponding to negative eigen values   obey
the following equations of motion
d2
dt2
Q̂  = j j Q̂  : (99)
Their solutions expfpj j tg display a highly unstable behaviour.
This instability cannot be avoided by introducing an indenite metric of the Fock space [87]
if we assume the black hole to be formed by a collapse because in this case the Fock space is
initially well-dened and obeys a positive denite metric h	j	i  0.
One might suspect that the initial conditions are just in such a way that the exponentially
increasing solutions do not occur, cf. also [88]. Employing an analogue from classical mechanics
this situation corresponds to a point-mass moving on the top of a parabolic hill which just comes
to rest at the zenith of the parabola. However, within quantum theory no regular stationary
state exists in such a scenario. Even if the expectation value of the amplitude Q̂  vanishes for
all times, its variance increases exponentially for late times. This can be veried employing the
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Heisenberg uncertainty relation
d2
dt2
Q̂2  = 2
 
dQ̂ 
dt
!2
+ 2Q̂ 
d2
dt2
Q̂  = 2P̂
2
  + 2j jQ̂2   2
p
j j ; (100)
if we assume a discrete part of the spectrum, i.e. Æ( ; ) = 1.
Since the unstable behaviour described above accounts for the time-evolution of the global
modes   it describes a global instability which should not be confused with the concept of local
stability usually associated with the Hadamard condition, cf. [29] and [41, 64].
It should be mentioned here that potential terms, which we have omitted in Sec. 3, may also
give raise to negative parts of the K-operator. E.g., if the assumptions in Section 4.2 fail and
the scalar curvature R assumes negative values over a large enough volume the operators B
and K are not non-negative. However, in this situation the K-operator is still bounded from
below { if R does not diverge. Hence only modes up to a certain quantum number are unstable.
These modes are strongly correlated to the global structure of the space-time. Special care is
required concerning the interpretation of the instability caused by mass terms. Mass terms that
are generated by the Higgs mechanism occur in the eective Lagrangian for low excitations and
cannot be extrapolated to large amplitudes. Restricting ourselves to the massless and minimally
coupled scalar eld (as a model for the photon eld) only the instability due to the angular
derivatives remains { where all these objections do not apply.
In order to interpret the instability it might be interesting to investigate the corresponding
proper or generalised eigen functions. Near the horizon (inwards), the modes behave as
f   exp
n
 jrj
p
j j
o
 (2[R  r])
p
j j=(2) : (101)
Depending on the behaviour at the origin r = 0 one might expect the existence of proper
eigen functions f  at some points of the negative part of the spectrum.
However, even if no proper and (pointwise/locally dened) generalised eigen functions exist,
one may still construct suitable distributions f  with analogous properties [89]: Considering
the Schwartz/Sobolev space S1(;V)  L2(;V) of all continuous functions over the spectrum
 of the K-operator we may dene a Dirac Æ-distribution as a linear functional over this space.
This distribution Æ  = Æ(;  ) is then dened within the dual space S 1(;V). It represents a
generalised eigendistribution of the diagonalised K-operator VKVy Æ  = M Æ  =  Æ . Hence
its spatial representation f  = VyÆ  exists at least as a distribution over VyS1(;V), which is
dense in L2(G<; jg00j), and describes an eigendistribution of K. The construction described
above generates non-vanishing eigendistributions f  for all non-singular points (of the spectral
measure)   of the spectrum . Since every open interval of  contains non-singular points we
can always nd an appropriate mode   where f  exists.
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Using these eigendistributions f (r) we can construct solutions of the Klein-Fock-Gordon equa-
tion of the form
F (t; r) = exp
n

p
j j t
o
f (r) ; (102)
if we choose a mode   from the negative part of the spectrum. As a consequence, the equation
of motion does not only possess unstable solutions { even the degree of the instability
pj j
can be arbitrarily large. In a vivid description one may speak about an explosion interiorly.
It should be mentioned here that a (partial) negative Hamiltonian, i.e. a (partial) negative
generator of the time-evolution, is not suÆcient for the prediction of an instability. As a
counter-example we may consider a 1+1 dimensional black hole with ds2 = h dt2   dr2=h. In
this situation there are no angular terms and thus the interior as well as the exterior K-operator
are both non-negative. Consequently the equation of motion is completely stable. Of course,
the interior Hamiltonian Ĥ< displays a global minus sign, but this does not aect the equation
of motion
Ĥ = Ĥ> + Ĥ< =
1
2
PZ
 ;>

P̂ 2 ;> + 

2
 ;>Q̂
2
 ;>

  1
2
PZ
 ;<

P̂ 2 ;< + 

2
 ;<Q̂
2
 ;<

: (103)
Moreover, although the total Hamiltonian is unbounded from above and below, it splits up
into two independent parts which are bounded. The existence of a horizon is essential for
this bifurcation. In a at space-time the Wightman [83] axioms (spectral condition) demand a
non-negative generator for stability, see also Sec. 21.3 below.
The Schwarzschild metric ds2 = h dt2   dr2=h or ds2 = h dt2   dr2=h   r2 d
2 possesses a
unique analytic continuation to values of r beyond the horizon r < R. In contrast the analytic
continuation of the Rindler metric to negative values of  does not lead to a degenerated
signature and complex values of  and/or  do not describe a physical sheet of the space-time.
As a consequence one observes no instability in the Rindler metric { i.e. the scenario of the
Unruh eect, see Section 9 below.
The notion of the unstable behaviour obtained above refers to the time tmeasured by an outside
observer at a xed spatial distance to the black hole. One might argue that this time coordinate
is not capable for describing eects inside the black hole due to the coordinate singularity
at r = R. However, the instability obtained above is not restricted to the Schwarzschild
coordinates { it occurs in other coordinate systems as well: By virtue of the transformation
dt ! dt
p
R=r
1  R=r dr : (104)
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the metric of the black hole can be cast into the Painleve-Gullstrand-Lemâtre [90, 91, 92] form
ds2 =

1  R
r

dt2  2
r
R
r
dt dr   dr2   r2 d
2 ; (105)
see also Sec. 10 below. This metric is regular everywhere except at the singularity at r = 0. The
transformation of the unstable solutions in Eq. (102) into this coordinate system via Eq. (104),
i.e. t! t (r), merely results in a simple r-dependent factor
F (t; r) = exp
n

p
j j t
o
f (r) exp
n

p
j j(r)
o
; (106)
while the unstable behaviour persists. The same holds true for the Eddington-Finkelstein
coordinates with v = t + r
ds2 =

1  R
r

dv2   2dvdr  r2d
2 : (107)
Within these coordinates ingoing light rays are simply governed by v = const. Both coordi-
nate systems lead to a stationary { but not static { metric, i.e. the evolution parameter still
coincides with a Killing vector. This is not the case for the Kruskal or the Lemâtre metric.
In summary the instability of the eld equation inside the black hole turns out to be a quite
general phenomenon.
6.3 Back-reaction
The Eddington-Finkelstein metric in Eq. (107) allows for a demonstrative visualisation of the
unstable behaviour: If one emits radially ingoing light pulses in uniform intervals these beams
are labelled by equidistant values of v. According to the results of the previous Section the
amplitude of the eld  inside the black hole increases exponentially with rising numbers v of
the light rays. Hence we may draw the conclusion that the instability is not just an artifact
caused by an inappropriate description but a physical eect.
Nevertheless, for an eternal black hole the outside observer is completely causally separated
from the region of the instability. Hence the interpretation of the unstable behaviour is not
obvious in that case. But if one considers the possibility of the decay of the black hole (no
matter whether via evaporation or explosion) and assumes that this decay can be described
using one of the coordinates above the unstable behaviour should be relevant. Of course, the
assumption of an eternal black hole automatically excludes some of the scenarios where the
instability may become relevant.
In order to investigate the consequences of the instability one has to deal with the back-reaction
problem. Within all of our previous considerations the quantum eld was regarded as a test
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eld, i.e., it did not inuence the given externally prescribed space-time. It is known from
classical eld theory (see e.g. [93] and references therein) that the formation of the horizon and
the singularity may well be aected by the scalar eld . For quantum eld theory one expects
that the back-reaction will become important at the Planck scale. However, Ref. [93] deals with
radially symmetric elds only. For that reason the unstable behaviour was not obtained there.
The correct implementation of the back-reaction of a quantum eld has to be determined by an
underlying theory unifying gravitational and quantum eects. Since we have no well-established
solution to this problem, we may only speculate about the impact of the quantum eld on the
metric based on physical reasonable arguments. There are several possible consequences:
 The explosion of the complete black hole
The unstable eld modes evolve as expfpj j( jrj  t)g. Hence they "reach" after a
nite period of time the Planck scale vicinity of the horizon, where the classical treatment
of the gravitation is expected to break down. In that case one might imagine that the
"wave front" destroys the horizon and thus the complete black hole. Such an event might
perhaps be regarded as a toy candidate for the big bang. In view of arguments concerning
the time-reversal symmetry there is no obvious reason why the explosion of the complete
black hole should be impossible.
As long as there is some matter falling into the black hole its horizon increases. Depend-
ing on the particular dynamics of the metric this may prevent the "wave front" from
"reaching" the vicinity of the horizon. But for a static black hole there is no way to evade
the impact.
One should be aware that most of the theorems of classical general relativity { e.g. the
black hole analogues of the laws of thermodynamics { are based on appropriate energy
conditions, cf. [78]. But incorporating the expectation value of the energy-momentum
tensor of the quantum eld these energy conditions do not hold in general. In some cases
one may employ averaged energy conditions instead, but even the validity of an averaged
condition is by no means obvious in view of the unstable solutions of the eld equation.
 The prevention of the singularity at r = 0
One might expect that the impact of the instability is at the origin r = 0 much stronger
than at the horizon r = R. In fact, also those theorems of general relativity that predict
a space-time singularity after a gravitational collapse are based on energy conditions.
Accordingly, taking the back-reaction of the quantum eld into account, the formation of
the singularity may perhaps be avoided. Instead one might imagine some kind of quasi-
oscillations: Stimulated by the (exponentially large) amplitudes of the quantum eld, the
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matter around the origin blows up, absorbs the excitations of the eld, collapses { while
the eld repeatedly evolves exponentially { and eventually blows up again.
 The eld does not aect the metric
This possibility cannot be excluded within the framework of quantum eld theory in
given external space-times. However, the situation of a completely static black hole {
neglecting the Hawking eect, which is very small for macroscopic black holes { seems to
be rather strange. In that case the amplitude of the eld exceeds the Planck scale after
a nite period of time measured by an outside observer. Hence one would expect drastic
modications of the space-time.
6.4 Sonic analogue of black holes
In 1980 Unruh [28] discovered a very interesting model for the kinematics of elds in curved
space-times. He considered the propagation of sound waves in owing uids where the eective
equation of motion assumes the same form as the Klein-Fock-Gordon equation in curved space-
times. The eective metric depends on the particular ow prole. Many investigations have
been devoted to this topic during the last years, see e.g. [50], the recent work [60], and references
therein.
Before discussing the consequences of the results of the previous Section within this scenario
we shall repeat the basic ideas: The ow of a uid can be described by its local velocity eld
v, its density %, and the pressure p. The dynamics of the uid is governed by the non-linear
Euler equation
_v + (vr)v + rp
%
= f ext ; (108)
if we neglect the viscosity, and by the equation of continuity
_%+r(% v) = 0 : (109)
For reasons of simplicity we restrict our further considerations to a constant speed of sound
cs. This implies the very simple relation between the density and the pressure p = c
2
s%. If we
assume an irrotational ow r  v = 0, we may introduce a generating scalar eld v = r.
Now we linearise the non-linear system of the two equations above around a xed background
solution via
 = 0 + "1 +O["2] ;
v = v0 + "v1 +O["2] ;
p = p0 + "p1 +O["2] ;
% = %0 + "%1 +O["2] : (110)
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This enables us to consider the propagation of small perturbations { i.e. sound waves { within
a given ow prole. It turns out [28] that the potential 1 of the uctuations satises the
Klein-Fock-Gordon equation with the eective (acoustic) metric
g =
%0
cs
 
c2s   v20 v0
v0  1
!
: (111)
Ergo sound waves in owing uids share a lot of interesting features with elds in curved space-
times. E.g., the surface of transition from subsonic to supersonic ow represents the acoustic
analogue of a horizon. For a stationary and radially symmetric ow this surface possesses even
the properties of an event and an apparent horizon. Unfortunately this scenario exhibits the
problem of uid conservation at r = 0 which has to be evaded in some way.
Selecting a particular velocity prole v = rpR=r3 it is possible [50] to simulate a space-time
which obeys { up to a conformal factor r 3=2 { the Painleve-Gullstrand-Lemâtre [90, 91, 92]
metric in Eq. (105). According to the results of the previous Section the Klein-Fock-Gordon
equation possesses unstable solutions inside the black hole. Consequently, also the sound waves
within the supersonic region obey an instability. The conformal factor mentioned above and
the coordinate transformation in Eq. (104) do not alter this conclusion { see the remarks in the
previous Section.
In contrast to the 'real' black hole, where the consequences of the instability are not a priori
clear (back-reaction problem), there is no possibility to avoid the instability for the acoustic
black hole models since in that case t denotes the appropriate time also for an inside observer
and the sound waves aect the uid directly.
In the theory of uid dynamics, such an instability is a well-known indicator for the breakdown
of the laminar (irrotational) ow, see e.g. [94]. I.e., that ow does not represent a stable
xed point of the non-linear equation of motion. Accordingly, any small disturbance will grow
up exponentially until the non-linear regime has been reached. It should be mentioned here
that the unstable behaviour obtained above is not a downstream instability, cf. [94], since
the perturbation increases exponentially also at a xed radius r. In order to investigate the
behaviour of the ow after leaving the unstable xed point { e.g. pattern formation or turbulence
{ one has to consider the non-linear region. For quantum elds in curved space-times one
expects to reach the non-linear regime at the Planck scale where the back-reaction strongly
contributes.
Recalling the outcome of the previous Section the unstable behaviour of the equation of motion
results from the angular derivatives of the K-operator. Ergo we may draw the conclusion that
the quantum eld inside the black hole as well as the supersonically owing uid favour a
spontaneous breaking of the radial symmetry, similar to the formation of a vortex in the drain
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of a basin.
7 Summary
For a minimally coupled, massless and neutral scalar quantum eld ̂ propagating in an
arbitrary physical complete and causal space-time M that possesses a static metric of non-
degenerated signature it is possible to perform a particle denition via diagonalisation of the
Hamiltonian.
Application of this method to the 3+1 dimensional Minkowski space-time yields the non-
existence of radial ingoing and outgoing particles.
If we employ the same formalism in order to investigate a black hole the associated space-time
splits up into two independent domains, inside and outside the horizon, respectively. Within
the presented approach a particle denition can be accomplished for the exterior region only.
The quantum eld inside the black hole possesses a highly unstable behaviour. The correspond-
ing Hamiltonian is unbounded from above and below. Accordingly, it is not possible to dene
a vacuum as its ground state and particles as excitations over this state.
This instability is not a remnant of an inappropriate description but a physical eect. Due
to our lack of understanding the unication of quantum theory and gravity the consequences
of this eect are not altogether clear due to the back-reaction problem. In view of the sonic
analogues of black holes { where the unstable solutions go along with the breakdown of the
laminar ow { one might expect that the instability indicates at least the breakdown of the
treatment of quantum elds in given externally prescribed space-times.
8 Discussion
In order to elucidate the outcome of the presented formalism it might be interesting to discuss
the main statements together with their relations to other approaches:
As we have observed in Section 5.1, the particle denition via diagonalisation of the Hamilto-
nian does not allow for the introduction of ingoing and/or outgoing particles in the Minkowski
space-time. The same holds true for more general regular space-times. As a consequence,
the vacuum coinciding with the ground state cannot be dened as that state that is annihi-
lated by the "operators" Â  corresponding to purely ingoing (and/or outgoing) components
expf i!vg=r (and/or expf i!ug=r) with v = t + r and u = t   r. Instead the ground
state gets annihilated by "operators" (strictly speaking, operator-valued distributions) corre-
sponding to standing waves, i.e. superpositions of ingoing and outgoing components with equal
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weights. Ergo, considering the gravitational collapse of a star the initial ground state cannot be
uniquely and consistently dened by the requirement 'no ingoing/incoming particles/radiation'.
Ref. [9] states explicitly: Note that we have not dened the vacuum by minimizing some positive-
denite-operator expectation value (e.g. the Hamiltonian), but we have dened the vacuum as
the state with no incoming particles. In order to investigate the relationship of the state dened
in this way and the initial ground state additional considerations are necessary.
In contrast to the Minkowski case the ground state of the quantum eld in the exterior black
hole space-time { the Boulware state { has to be dened via demanding that the action of the
annihilators for both, the ingoing and outgoing modes, yields zero: 8 !`m : Â!`m j	Bi = 0.
This fact illustrates the bifurcation caused by the formation of the horizon.
However, if we assume the black hole to be enclosed by a large sphere with e.g. Dirichlet
boundary conditions then the denition of ingoing or outgoing particles is impossible again.
This observation demonstrates manifestly that the particle interpretation is a global concept {
it may be inuenced by objects (e.g. the sphere) at arbitrarily large distances.
As another dierence between the black hole and the Minkowski situation we may recall the
fact that the K-operator of the black hole possesses { even in the presence of a nite sphere { a
continuous spectrum. Due to the additional eective innity at the horizon the innite volume
divergence of the black hole space-time cannot be regularised by enclosing it by a nite box.
This regularisation applies only to space-times without any horizon.
There are two main interpretations of the Hawking eect: The rst view considers the particles
to be produced by the dynamics of the space-time during the collapse while within the second
view the radiation is created in a steady rate after the collapse. The observations in Section 6,
i.e. the splitting of the total Hamiltonian into two independent parts and the diagonalisation of
the exterior part by a suitable particle denition, where the number of particles is conserved,
supports the former interpretation.
The Hawking eect may be regarded as the verication of the extension of the laws of ther-
modynamics to objects like black holes. This eect allows us to assign a temperature to the
black hole via T = 1=(4R) for the Schwarzschild black hole with h = 1   R=r. As a result
the associated heat capacity of the black hole turns out to be negative: If the mass/energy
increases the temperature decreases. The classical laws of thermodynamics predict that an
object obeying a negative heat capacity will be unstable. Accordingly, the instability of the
black hole interior as observed in Section 6.2 might also be regarded as a verication of the
application of thermodynamics to black holes.
The consequences of the unstable behaviour of the Klein-Fock-Gordon equation in the interior
of the black hole cannot be deduced rigorously within the framework of quantum elds in
externally prescribed space-times. The evaluation of the impact of this instability demands the
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knowledge of the back-reaction which has to be determined by a unifying theory. Nevertheless,
if the underlying theory possesses an evolution parameter corresponding to the Schwarzschild
time t { or one of the other coordinates discussed in Sec. 6.2 { and contains the treatment
of quantum elds and external metrics in some limiting case, then one would expect that the
representation of a black hole also obeys the linearly unstable behaviour.
For the situation of the acoustic black hole the interpretation of the unstable behaviour is
more obvious. Without any mechanism preserving or enforcing the radial symmetry (e.g. ef-
fects of super-uids) it is probably impossible to realize the sonic analogue of a black hole
experimentally.
48
Part III
Quantum vacuum radiation
So far we have considered static space-times and developed an appropriate particle denition.
As it became evident in the previous derivations, the concept of particles and vacuum inherently
depends on the particular Killing vector under consideration. Dierent time-like Killing vectors
generate the time evolution accounting for distinct observers. Hence the particle interpretation
associated to one particular explorer may deviate from that of another beholder. If the two
separate observers dene two non-equivalent sets of positive frequency solutions FI and F
0
J ,
respectively, then the corresponding creation and annihilation operators are dierent as well.
Let us consider the expansion of the eld ̂ into two distinguishable complete sets of solutions
FI and F
0
J
̂(x) =
X
I
âIFI(x) + h:c: =
X
J
â0JF
0
J(x) + h:c: : (112)
By virtue of the completeness of the two sets (separately) we may expand every function from
each set into the solutions of the other set
F 0J(x) =
X
I
(IJFI(x)  IJF I (x)) : (113)
The pre-factors in the linear combination above are called Bogoliubov coeÆcients IJ and IJ .
Since both sets are (separately) normalised with respect to the inner product we may project
out the Bogoliubov coeÆcients via
IJ = (FI jF 0J) and IJ = (F I jF 0J) : (114)
According to Section 1 the creation and annihilation operators, respectively, can be derived by
the inner product of the eld with the positive and negative frequency solutions, respectively.
Ergo, the two non-equivalent sets accounting for the distinct explorers are also related via the
Bogoliubov transformation
â0J =
X
I

IJ âI + 

IJ â
y
I

: (115)
Recalling the vacuum denition in Section 4.6 we arrive at the conclusion that for IJ 6= 0 the
two distinct observers possess dierent vacua j0i 6= j00i with
8I âI j0i = 0 and 8J â0J j00i = 0 ; (116)
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but âI j00i 6= 0 and â0J j0i 6= 0. As a consequence the vacuum associated to one observer may
well contain particles from the point of view of the other beholder. Inserting the Bogoliubov
transformation into the expectation value of the number operators yields the particle content
h0j n̂0J j0i =
X
I
jIJ j2 : (117)
In order to derive the number of particles it is suÆcient to calculate the Bogoliubov coeÆcients.
There are several possible scenarios where the phenomenon of quantum radiation described
above may occur. For instance one may imagine two non-equivalent observers in the same space-
time region: For the at space-time example, the Killing vector mediating the Minkowski time
translation symmetry corresponds to a usual beholder at rest whereas special Lorentz boosts
represent accelerated (Rindler) observers, see Sec. 5.2. As it will become evident in the next
Section, the Rindler explorer does not regard the Minkowski vacuum as empty with respect to
(Rindler) particles. Instead, he experiences a thermal bath { a phenomenon which is called the
Unruh [9] eect, see the next Section.
But in contrast to this example there exists also another possibility for the occurrence of
quantum radiation: For an asymptotically (jtj " 1) static space-time including an intermediate
dynamical period a particle denition may be accomplished in the asymptotic regions only.
However, the initial and the nal positive (negative) frequency solutions will dier in general.
More exactly, the global solutions of the Klein-Fock-Gordon equation which are initially purely
positive frequency with respect to the in-observer do not necessarily contain only positive
frequency modes with respect to the out-observer after the dynamical period and vice versa.
This discrepancy may persist even if the in- and out-scenarios coincide. In that case the
complete amount of quantum radiation was created by the dynamics of the space-time. In the
opposite case the complete content of particles arises from the comparison of dierent observers,
for example the Unruh eect.
In general, there will be a superposition of both eects, for instance in the scenario of the
Hawking eect described in Section 10 below.
Special care is required concerning the explicit calculation of the Bogoliubov coeÆcients: A
variation of the metric g induces a change of the K-operator and { possibly { the corre-
sponding Hilbert space L2(G; g
00). A function, which belongs initially to L2(G
in; g00in ) may be
later (e.g. if a horizon has been formed) not in L2(G
out; g00out) but a distribution with respect
to the L2(G
out; g00out)-scalar product. As a consequence, it is not clear whether the Bogoliubov
coeÆcient describing the particle creation IJ = (F

I jF 0J) exists for all FI 2 L2(Gin; g00in ) and
F 0J 2 L2(Gout; g00out) or not. However, C10 -functions belong to the domain of denition of all
tempered distributions. Thus for FI 2 C10 (Gin) and F 0J 2 C10 (Gout) the Bogoliubov coeÆcients
always exist provided the metric can be cast into an analytic form. Similar to the previous
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Sections all other quantities (e.g. generalised eigen solutions) have to be approximated with
C10 -functions.
The major results of the following considerations are published in Refs. [66] and [67].
9 Unruh eect
After having performed a particle denition for the Minkowski as well as the Rindler observer
in Section 5.2, the question about the relationship of these two approaches arises. Evaluating
the expectation value of the number of Rindler particles in the Minkowski vacuum one obtains
a thermal distribution function, a consequence of the Unruh [9] eect. This eect demonstrates
manifestly that dierent observers may obey distinct particle interpretations. In consequence
the vacuum may depend on the particular Killing vector.
As deduced in the previous Section, one way (see also [76]) to calculate the expectation values
explicitly is based on the Bogoliubov coeÆcients
  = i
Z

d FM 
$
@  F
R
 : (118)
Here we insert the generalised eigen functions and consider them as limiting cases of regular
objects in accordance to the explanations in the previous Section.
The generalised Minkowski eigenmodes are labelled by   = (; !)
FM  (x) = F
M
(;!)(t; x) = NM
expf i!tgp
!
ei!x ; (119)
where  = 1 distinguishes the left-moving and right-moving particles. NM denotes a normal-
isation factor. In analogy the generalised Rindler eigen functions read
FR (x) = F
R
(0;!0)(; ) = NR
expf i!0gp
!0
()i
0!0= : (120)
With the choice for the surface  = f = 0; 0 <  < 1g the surface element takes the form
d0 = g00
p g d = d=(). At this surface the Minkowski coordinates are simply given by
t = 0, x =  and the derivative transforms according to @ =  @t. Putting all this together,
the -coeÆcient transforms into
(;!);(0;!0) = NMR
1Z
0
d

!0   !p
!!0
ei! ()i
0!0= : (121)
This integral involves generalised eigen functions { corresponding to Â  { and has to be under-
stood in a distributional sense. For well-dened expressions { such as âI { we have to insert a
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convergence factor, for instance ()" expf "g. The existence of the limit " # 0 conrms the
possibility of approximating the singular eigen functions by regular quantities, see also Sec. 4.7.
After this procedure we may make use of the formula [95]
1Z
0
dx e xy xz 1 = y z  (z) ; (122)
which holds for <(y) > 0 and <(z) > 0, and { remembering  (z + 1) = z  (z) { we arrive at
(;!);(0;!0) = NMR1 + 
0

r
!0
!
 (i0!0=) ( i!=+ ") i0!0= : (123)
Calculating the remaining Bogoliubov coeÆcient (;!);(0;!0) one gets nearly the same expres-
sion but with a positive sign in front of the term i!=. Therefore both coeÆcients merely
contribute for particles moving in the same "direction" (;!);(0;!0)  Æ;0 and (;!);(0;!0)  Æ;0,
respectively. Now it is possible to compare both quantities. As said before, the only dierence
between  and  is the sign in front of the term !=. Dividing the two coeÆcients all other
terms cancel and the convergence factor " determines the side of the branch cut of the logarithm
in the complex plane. Hence we nd
(0;!);(0;!0) = expf !0=g(0;!);(0;!0) : (124)
An alternative way to obtain this important result is based on the analytic continuation to the
complex plane. For that purpose we dene slightly modied Bogoliubov coeÆcients via
;0(!; !
0) =
p
!!0(;!);(0;!0) ; (125)
and in analogy the -coeÆcient. In view of Eqs. (118){(121) the modied Bogoliubov coeÆ-
cients can be analytically continued to the complex !-plane where the relation
;0(!; !
0) = ;0( !; !0) (126)
holds. Inserting this equality into Eq. (123) reproduces Eq. (124). In order to evaluate the
absolute value squared of the -coeÆcient we may utilise the identity [95]
 (z) ( z) =   
z sinz
(127)
to obtain the nal result(;!);(0;!0)2 = 8N 2MR
!
Æ;0
expf2!0=g   1 : (128)
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In view of the remaining !-integration the number of Rindler particles in the Minkowski vacuum
diverges. This result can also be re-derived using the well-known unitarity relation
PZ
 
 

       = Æ(;) ; (129)
where   symbolises the Minkowski index. This equality reects the completeness of the
Minkowski solutions. Special care is required concerning the derivation of an analogue expres-
sion involving the Rindler functions since these solutions are restricted to the Rindler wedge
and thereby they are not complete in the full Minkowski space-time.
Inserting Eq. (124) into Eq. (129) and picking up the singularity of the r.h.s. by setting  = 
it follows
N(0;!0) = h0Mj N̂R(0;!0) j0Mi =
PZ
(;!)
(;!);(0;!0)2
=
Æ(!; !)
expf2!0=g   1 =
fNf
expf2!0=g   1 : (130)
In the last step we have used the results of Section 4.8. Recalling the argumentation made
there we come to the conclusion that the divergence of N  is necessary for a thermal behaviour
(in an unbounded volume).
The same calculation can be performed with well-dened operators n̂I corresponding to lo-
calised wave packets. For an appropriately chosen basis eI(r) the coeÆcients IJ are up to
normalisation factors approximately the same as the   evaluated above. But in this case the
results for hn̂Ii =
P
J jIJ j2 are nite owing to ÆII = 1. Another explanation is the fact, that
the IJ deviate from the   for high initial frequencies !J (due to the localised character of
the wave packets) { which makes the !J -summation nite. One way to accomplish technically
such a calculation involving localised quantities is to insert a convergence factor with a nite "
similar to the comment after Eq. (121). Accordingly this nite " enters the -coeÆcients and
causes a nite result of the !J -summation and thereby a nite number of created particles as
well. Omitting the corresponding normalisation factor the innite volume divergence can be
restored in the limit " # 0.
9.1 Kubo-Martin-Schwinger condition
From a strictly axiomatic point of view the divergent result in Eq. (130) in the last Section
may not be completely convincing. However, it is possible to show more rigorously that the
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Minkowski vacuum indeed behaves as a thermal state when analysed by a Rindler observer.
This can be done by employing the Kubo-Martin-Schwinger (KMS) condition [96, 97]. A
KMS state hiT is dened as a time-translationally invariant state which satises the following
condition
hX̂()Ŷ ( 0)iT = hŶ ( 0)X̂( + i=T )iT (131)
for all observables X̂ and Ŷ and some temperature T . Of course, this denition refers explicitly
to a particular Killing vector { in this case the vector eld along  .
It can be shown that if the irreducible algebra of observables possesses a well-dened matrix-
representation then the KMS state corresponds to the usual canonical ensemble
hX̂iT = Tr
8<:X̂ expf Ĥ=TgTrnexpf Ĥ=Tgo
9=; : (132)
The subscript  at the Hamiltonian Ĥ indicates that this operator generates the Rindler time
() instead of the Minkowski time (t) evolution.
One might wonder at the fact that the Minkowski vacuum, i.e. a pure state, displays thermal
features { usually connected with mixed states. This can be explained by the thermo-eld
formalism, see e.g. [79, 80] as well as Secs. 1 and 15 below. I.e., a pure state of a quantum
system transforms into a mixed state after averaging over a subsystem owing to the correlations
between the dierent subsystems. As a result of the particle horizon at  = 0 the Rindler
observer is causally separated from a part of the Minkowski space-time and does therefore
indeed regard the Minkowski vacuum as a mixed state.
To show that the Minkowski vacuum displays (for the Rindler observer) the temperature
T = =(2) we consider the corresponding two-point Wightman [83] function. The Wight-
man axioms (in particular the spectral condition, cf. Sec. 21.3 in the Appendix) imply that this
bi-distribution can be considered as the boundary value of an analytic function. Hence we may
restrict to the space-like region for reasons of simplicity where the two-point function assumes
the form
W(x; x0) = h̂(x)̂(x0)i =   (2)
 2
(x  x0)2 (133)
for 3+1 dimensions. In 1+1 dimensions it behaves as ln[(x   x0)2] which does not alter the
following considerations. Since for a free eld all n-point functions can be derived from this
2-point function it contains all information about the theory (see also Sec. 21 in the Appendix).
Now we may consider the two-point function in terms of Rindler coordinates. The (t; x)-
contribution to the geodesic distance transforms according to Eq. (79) into
(t  t0 )2   (x  x0 )2 = 2 0 cosh ([    0 ])  2   0 2 : (134)
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As a result the two-point function is periodic along the imaginary Rindler time axis and thus
satises the KMS condition for the temperature T = =(2). This result conrms the consider-
ations in the previous Section and justies the identication of the IR/UV-divergence occurring
there with the innite volume divergence of the Rindler space.
Employing the concept of Hadamard states this important result can be re-derived as well:
Of course the Minkowski vacuum satises the Hadamard condition with U = 1, V = 0, and
W = 0 (no particles). It can be shown quite generally that only the KMS state corresponding
to the temperature T = =(2) satises the Hadamard [81, 82] condition (local stability) in
the complete Rindler space-time and in particular at the horizon, see [29]. As it will become
evident in the next Section, an analogue idea can be employed to derive the Hawking eect.
10 Hawking eect
As already stated in Section 2, it can be shown that for a globally hyperbolic C1 space-time
(M; g) the Hadamard condition is conserved, i.e., if the two-point function has the Hadamard
singularity structure in an open neighbourhood of a Cauchy surface, then it does so everywhere
[23]. If one considers the gravitational collapse of an object which can be described by a C1-
metric the above theorem can be used to deduce the Hadamard condition for the nal state.
The initial state is assumed to be a regular excitation over the ground state and thus satises
the Hadamard requirement. The Minkowski vacuum of course meets the Hadamard structure
with U = 1, V = 0 and W = 0. On the other hand it can be shown that if the state of a eld ̂
fulls the Hadamard requirement (among other not as strict assumptions, cf. [34]) in the whole
black hole space-time and especially at the horizon then the asymptotic expectation values
correspond exactly to a thermal radiation with the Hawking temperature T = 1=(4R) (see
[34], [29] and [35]). Combining the two statements above we are able to deduce the Hawking
temperature for any collapse scenario that can be described by a C1-metric.
It might be interesting to discuss the previous considerations by means of some examples.
Applying the theorems above to the Boulware state, i.e. the ground state, it follows immediately
that this state cannot satisfy the Hadamard requirement { at least at the horizon. Indeed this
state is singular at the horizon { its point-splitting renormalised energy density diverges there
h	Bj T̂ 00 j	Biren #  1 for r # R. It can be shown that the Boulware state as well as every KMS
state with an arbitrary temperature fulls the Hadamard requirement away from the horizon
r > R, see [41, 64]. But only the KMS state corresponding to the Hawking temperature, i.e. the
Israel-Hartle-Hawking [20, 21] state (after a suitable extension) meets the Hadamard structure
at the horizon, see e.g. [41, 64, 35]. However, the initial (approximately Minkowski) vacuum
cannot transform into this state during a gravitational collapse of an object, see Sec. 10.4 below.
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In contrast to the Unruh state the Israel-Hartle-Hawking state represents a thermal equilibrium
also for r " 1 and the associated amount of particles and energy cannot be produced by a
collapse (see Sec. 10.4 below).
In Section 1 we divided all states of the quantum eld into pure { i.e. irreducible { and mixed {
i.e. reducible { states. This division refers explicitly to the underlying algebra of observables {
the basis of the thermo-eld formalism (see e.g. [79, 80, 21] and Secs. 1 and 15). The Boulware
state contains no particles { with respect to the Killing vector measuring the time of an outside
observer at a xed spatial distance to the centre of gravity. A free-falling explorer may well
detect particles in that sate. Ergo the Boulware state is a pure state with respect to the
algebra of the exterior region %̂B = j	Bi h	Bj. As further interesting states one may consider
the KMS states %T describing a thermal equilibrium at some given temperature T . Obviously
these states are mixed in character { at least from the exterior point of view. One important
KMS state is the Israel-Hartle-Hawking [20, 21] state %IHH which corresponds to the Hawking
temperature. It can be shown [24, 30] that this state is indeed a pure state with respect to an
enlarged algebra. The Israel-Hartle-Hawking state %IHH contains the same number of ingoing
and outgoing particles in accordance with the thermal equilibrium. Hence the total energy ux
vanishes. The phenomenon of the black hole evaporation can be described by the Unruh [9]
state %U. This state is dened via two requirements: no ingoing/incoming particles/radiation
at spatial innity and a thermal outgoing radiation near the horizon, see also [24, 30]. If
one considers a gravitational collapse of an object and assumes the initial state to be pure in
character (e.g. the vacuum) then the nal state is { of course { also a pure state. Both notions
refer to the complete algebra A. The question of whether the initial state indeed transforms
into the Unruh state will be subject of the next Sections.
Within the Heisenberg representation the time-evolution of the quantum system is governed by
the operators while the states remain unaected. Hence the investigation of the Hawking eect
goes along with the question: How many nal Schwarzschild particles contains the initial state?
In general, this number depends on the particular initial state and the initial metric as well
as the dynamics of the metric during the collapse. According to the previous considerations
we assume a C1-metric throughout. It can be shown that the Hawking eect, i.e., the late-
time radiation, is independent of the regular initial space-time, see Sec. 10.4 below. Similarly
any nite amount of particles being present initially does not alter the assertions concerning
the Hawking eect (see the remarks at the end of Section 10.4 below). For that reason we
assume the initial state to coincide with the initial vacuum. In this situation the number of
nal particles can be calculated via the Bogoliubov -coeÆcients introduced at the beginning
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of this Part
Nout =


0in
 N̂out 0in = PZ
 
j j2 : (135)
In order to calculate these coeÆcients we have to derive the structure of the initial modes
F in  after the collapse and to compare them with the out-solutions F
out
 by means of the inner
product in Eq. (5). Again we employ the generalised eigen functions (e.g. plane waves) and
regard them as limiting cases of regular objects (wave packets) in accordance to Secs. 9 and
4.7.
10.1 Schwarzschild metric
As we have observed in Part II, the particle interpretation in quantum eld theory is based on
the selection of an appropriate time-like Killing vector. This choice refers to a certain class of
associated observers whose time evolution is generated by the Killing eld.
The time evolution of an explorer at a large and xed spatial distance to the centre of gravity
is generated by the Killing vector corresponding to the Schwarzschild time t. The particles
that are measured by such an observer can be described by positive frequency solutions {
with respect to that time coordinate { of the Klein-Fock-Gordon equation. In contrast the
evolution parameters of alternative coordinate representations of the Schwarzschild geometry
(e.g. the Kruskal or the Lemâtre metric) represent dierent observers (e.g. the free-falling one)
in general.
For reasons of simplicity we restrict our further considerations to the Schwarzschild metric
simply by setting h(r) = 1 R=r in Sec. 6. In terms of the Schwarzschild coordinates t; r; #; '
the 3+1 dimensional metric assumes the well-known form
ds2 =

1  R
r

dt2  

1  R
r
 1
dr2   r2 d#2   r2 sin2 # d'2 ; (136)
where R denotes the Schwarzschild radius and describes the position of the horizon.
Strictly speaking, there exist several denitions of a horizon, for example the event, the appar-
ent, and the putative horizon, cf. [78] and [72] as well as the remarks in Sec. 3.1. The notion
of the event horizon refers to the global structure of the space-time (asymptotical reachability)
whereas the apparent horizon can be dened by strictly local considerations (trapped surfaces).
Together with some additional requirements (e.g. asymptotical atness, cf. [72]) also the pu-
tative horizon represents a local condition: 'time slows to a stop', cf. [72]. In the space-time
of the eternal Schwarzschild geometry (see Figs. 1 and 2) all these denitions coincide, but in
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a dynamical space-time describing the gravitational collapse of an object (see Figs. 4 and 5)
this coincidence does not hold in general. Within our investigations we always refer to a locally
dened horizon { such as the apparent horizon.
As it will become more evident later on, the most interesting region { with respect to the
Hawking eect { is the vicinity of the horizon. In order to extract the features that are
characteristic for this zone it is convenient to employ the dimensionless variable  introduced
in Sec. 6
 =
r
R
  1 : (137)
This quantity allows for a Taylor expansion in the vicinity of the horizon. For the Schwarzschild
metric the Regge-Wheeler tortoise coordinate introduced in Sec. 6 assumes the simple form
r =
Z
dr
1 R=r = R ln +O[] : (138)
For reasons of simplicity we restrict our further considerations to the (t; r)-sector and drop
the angular contributions in Eq. (136). The resulting 1+1 dimensional space-time obeys a
conformally at metric when expressed in terms of the tortoise coordinate
ds2 =

1  R
r
 
dt2   dr2

: (139)
As a result the equation of motion (2) simplies to
@2
@t2
  @
2
@r2

 = 0 (140)
in 1+1 dimensions. In 3+1 dimensions additional terms occur and generate slight modications,
see Part VI. Similar to their 3+1 dimensional analogues in Eq. (92) the 1+1 dimensional positive
frequency Schwarzschild eigen functions are given by
F out  (x) = N out
e i!ti!rp
!
= F out! (t; ) = N out
e i!tp
!
 i!R (1 +O[]) (141)
for r > R and vanish for r < R due to the horizon, cf. Sec. 6.1. The ingoing and outgoing
modes are distinguished by  = 1. For the modications occurring in 3+1 dimensions see Part
VI. N out symbolises a normalisation factor which may without any loss of generality chosen
to be independent of . These eigen functions are rapidly oscillating near the horizon which
again hints that there is the most interesting region: This singular behaviour of the modes
corresponds to the freezing of the kinematics of the eld (governed by the Klein-Fock-Gordon
equation) in the vicinity of the (putative) horizon.
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10.2 Painleve-Gullstrand-Lemâtre metric
The Schwarzschild metric is quite simple but exhibits a coordinate singularity at the horizon
and is therefore not C1 there. Hence it is impossible to express a manifestly C1-metric in
terms of the Schwarzschild coordinates. For this purpose one has to employ other coordinate
systems. As one possible candidate we consider the Painleve-Gullstrand-Lemâtre [90, 91, 92]
coordinates tPGL; r; #; ' introduced in Section 6.2.
i° i°
i+i+
i− i−
r=0
r=0
J+ J+
J− J−
Figure 1: Penrose diagram of the maximally extended Kruskal manifold. Owing to the confor-
mal mapping the null lines (light rays) are at 45Æ. The horizontal axis of symmetry indicates
the borderline between future (above) and past (below). Adopting the notation of Hawking
and Ellis the future and the past innity J+ and J  (with t = +1 and t =  1, respectively,
as well as r = 1) are denoted by single solid lines. Double solid lines symbolise the future
and past singularity at r = 0. The horizons at r = R are represented by dotted lines. iÆ
denotes the spatial innity (with r = 1 and t nite). i+ and i  symbolise the future and
the past, respectively, (with t = +1 and t =  1, respectively, and r nite). Representative
surfaces of constant PGL time are indicated for @ = +1. This branch of the coordinates merely
covers the black hole (future) horizon and singularity { but not the white hole (past) horizon
or singularity.
As already stated there, these coordinates emerge from the Schwarzschild coordinates tS; r; #; '
by means of the transformation
dtPGL = dtS + @
p
R=r
1 R=rdr : (142)
There exist two branches of these coordinate set distinguished by @ = 1. In the following we
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shall drop the index t = tPGL for convenience. The metric transforms into
ds2 =

1  R
r

dt2   2@
r
R
r
drdt  dr2   r2 d#2   r2 sin2 # d'2 : (143)
i°i°
i+ i+
i− i−r=0
r=0
J+ J+
J−J−
Figure 2: Penrose diagram of the Kruskal manifold with representative surfaces of constant
PGL time for the branch @ =  1. Obviously this gure can be obtained by time-reversing the
diagram in Fig. 1. The @ =  1 branch of the PGL coordinates covers the white hole (past)
horizon and singularity.
Although the Painleve-Gullstrand-Lemâtre (PGL) metric does not belong to the well-known
and frequently discussed representations of the Schwarzschild geometry (such as the Kruskal,
Eddington-Finkelstein, Novikov, or Lemâtre coordinates) it possesses several advantages:
 In contrast to the Schwarzschild form the PGL metric as well as its inverse are C1 except
at the singularity at r = 0.
 The hyper-surfaces of constant PGL time dt = 0 are equivalent to at Euclidean spaces;
the space-time curvature is encoded in the shift vector (employing the Arnowitt-Deser-
Misner (ADM) notation).
 The evolution parameter, i.e. the PGL time, corresponds to a Killing vector { leading
to a stationary metric. This fact simplies the particle denition via positive frequency
solutions.
 Asymptotically r " 1 the PGL representation coincides with the Minkowski metric { sim-
ilar to the Schwarzschild form. By virtue of Birkho's theorem this coincidence persists
during the dynamical period of the collapse.
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 The radial coordinate r directly corresponds to the surface of the two-sphere ft; r = constg
via 4r2.
 Last but not least the eective acoustic metric of the sonic analogues [28] of the
Schwarzschild geometry equals { up to a conformal factor { the PGL form, see e.g. [50]
and the remarks in Sec. 6.2.
i°
i+
i−
J+
J−
r=0
Figure 3: Penrose diagram of the Minkowski space-time. The dashed line symbolises the
(regular) origin r = 0. Light rays originating from J  bounce o at the origin and propagate
to J+. The Minkowski time equals the PGL time for R = 0. Again representative surfaces of
constant (PGL) time are indicated.
For further discussions of the properties of the PGL metric see e.g. Refs. [98, 99, 100] and
references therein. For example Ref. [99] presents a pedagogical presentation of the PGL metric
as well as its relation to the Eddington-Finkelstein coordinates.
It should be mentioned here that the PGL coordinates do not cover the complete fully ex-
tended Kruskal manifold: E.g., depending on the particular branch (i.e. the sign of @) the
PGL representation contains either the future (black hole) event horizon and the future (black
hole) singularity for @ = +1 or the past (white hole) event horizon and the past (white hole)
singularity for @ =  1, see Figs. 1 and 2. However, both branches possess an apparent horizon
at r = R.
Since we shall calculate the inner product in terms of the new coordinates we have to transform
the Schwarzschild eigen functions, i.e. the out-modes. This can be done by simply substituting
the Schwarzschild time via tS = tPGL   @R ln+O[] in Eq. (141)
F out  (x) = N out
e i!tp
!
i(@ )!R (1 +O[]) : (144)
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Again we restrict our considerations to 1+1 dimensions. One observes that the modes with
 = @ are no longer singular (arbitrarily fast oscillating) at the horizon, only those with  =  @
still exhibit this property. As it will become evident later on, merely the singular modes with
 =  @ will contribute to the Hawking eect.
Employing the Painleve-Gullstrand-Lemâtre coordinates it is possible to write down a mani-
festly C1-metric modelling a gravitational collapse of an object and the subsequent formation
of a horizon
ds2 =
 
1  f 2(t; r)dt2   2@f(t; r)drdt  dr2 ; (145)
with f 2 C1.
r=0 i+
J+
i°
J−
i−
r=0
Figure 4: Penrose diagram of the collapse to a black hole as described by the branch @ = +1
of the PGL metric with an appropriate function f(t; r). As one may infer from the indicated
surfaces of constant PGL time, the formation of the black hole horizon (dotted line) can be
described regularly by these coordinates (with @ = +1).
Initially t #  1 the metric describes an object with a (relatively) dilute distribution of matter
and can be approximated (locally) by the Minkowski metric f(t #  1; r) = fin(r)  1. For
reasons of simplicity we assume the horizon to be formed at t = 0, i.e. f(t  0; r  R) =
fout(r) =
p
R=r. Note, that we did not impose any conditions on the structure of f in the
interior region, i.e. beyond the horizon. Outside the spherically symmetric collapsing object
the Birkho theorem demands a stationary metric f(t; r R) =pR=r.
It should be mentioned here that the knowledge of the above metric over a nite period of
time is not suÆcient for determining an event horizon { in contrast to the eternal (stationary)
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metric in Eq. (143). The local metric above does also not allow for the construction of a Penrose
diagram (see Figs. 1-5) { this requires the extension to the complete space-time. Similarly it
does not necessarily contain a space-time singularity. However, one may deduce the existence
of an apparent horizon at r = R for t  0.
i+
i°
J+
J−
i−
r=2M
r=0
r=0
Figure 5: Penrose diagram of the collapse to a white hole as described by the branch @ =  1
of the PGL metric with an appropriate function f(t; r). After the formation of the white hole
horizon (dotted line) no light ray originating from J  can reach r = 0. The particular structure
of this gure is based on the (not necessary) assumption that the singularity at r = 0 develops
at a nite period of PGL time after the horizon has been formed. Again one may infer from
the indicated surfaces of constant PGL time that the formation of the white hole horizon can
be described regularly by the branch @ =  1 of the PGL metric. In contrast to Figs. 1 and 2
this diagram cannot be obtained by time-reversing the diagram in Fig. 4.
In a purely 1+1 dimensional consideration the range of the coordinate r in Eq. (145) might
be chosen arbitrarily. But in order to keep contact to the 3+1 dimensional situation it should
be specied according to 0  r < 1. The 3+1 dimensional bouncing-o eect (see also
Fig. 3) at the origin r = 0 can be simulated in 1+1 dimensions by an appropriate boundary
condition. As already stated in Ref. [9], Dirichlet or Neumann boundary conditions or every
linear combination of them are suitable, see also the discussions at the end of the next Section.
The Jacobi determinant is simply given by
p g = 1 and the metric as well as its inverse are
smooth g 2 C1 and g 2 C1. Of course, this assertion holds true only if we omit the
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formation of the singularity at r = 0. But the region beyond the horizon is causally separated
from the outside domain and { as it will turn out later { irrelevant for our purposes.
Considering the sonic analogues of the Schwarzschild geometry the function f(t; r) directly
corresponds to the time-dependent local velocity of the uid, cf. [28].
Although the two distinct branches @ = 1 of the stationary Painleve-Gullstrand-Lemâtre
metric in Eq. (143) are related to each other via a simple change of the coordinates or the time
inversion T : t !  t, the distinction between the dierent collapse dynamics for @ = +1 and
@ =  1, respectively, in Eq. (145) cannot be removed by any transformation. It is not possible
to nd a globally integrating factor for the dierential form. The two branches correspond to
two non-equivalent collapse scenarios (compare Figs. 4 and 5) and { as we shall see later {
generate completely dierent nal states of the quantum eld. Nevertheless, in both cases the
initial t #  1 metric describes a regular object whereas the nal t " 1 metric represents for
r > 0 a vacuum solution of Einstein's equations with a central mass M = R=2. So there exists
a priori no reason to prefer one of the two branches, see also the remarks in Section 13.
10.3 Eikonal ansatz
In order to calculate the Bogoliubov coeÆcients we have to deduce some informations about the
in-modes. For that reason we adopt the eikonal ansatz and divide the eld into an amplitude
and a phase
F in;!(t; r) =
1p
!
A(t; r) exp f i!S(t; r)g

1 +O

1
!

: (146)
Certainly this ansatz will be justied for compact space-time domains { which are not too
large { with smooth metrics and high (initial) frequencies !, see also the remarks at the end
of this Section. But as it will turn out later, this is exactly the limit that is relevant for the
Hawking eect. Inserting the above expression into the Klein-Fock-Gordon equation (2) the
leading terms in ! govern the kinematics of the phase function via
(@S) g
 (@S) = 0 ! (@tS   @f@rS)2 = (@rS)2 : (147)
This non-linear equation has four separate branches of solutions { e.g. for f = 0 one may
identify the positive and negative frequency solutions on the one hand and the ingoing and
outgoing components labelled by  = 1 on the other hand
@tS   @f@rS = @rS ! @tS = (@f + )@rS : (148)
However, these four branches will not necessarily be separated for arbitrary space-time depen-
dent functions f(t; r). E.g., if f(t; r) oscillates with a large elongation, a mode which is initially
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purely ingoing may turn its direction into outgoing and so on. Nevertheless, if we assume a
suÆciently well-behaving dynamics of f , e.g. if it transforms directly and smoothly from fin to
fout { where the relevant time scales are smaller than the length scales (R) { the four branches
remain separated: In this case the dierent branches cannot approach each other close enough
during the time-evolution. As a limiting case we may consider a very rapid change (sudden ap-
proximation) of the metric f(t; r)  fin(r)( t)+ fout(r)(t). In this situation the nal phase
function S coincides (nearly) with its initial form while its time-derivative changes according
to Eq. (148). The sudden approximation does not hold in contrast with the high frequency
limit since we deal with the frequency-independent phase function S.
In summary, the above assumption of a rapid collapse ensures the separation of the four
branches, e.g. if @rS is positive/negative initially then it remains positive/negative also af-
ter the collapse. The same applies to the time-derivative @tS { as long as f < 1, i.e. outside
the horizon, see Eq. (148). As a consequence the division of the modes into ingoing and outgoing
{ labelled by  = 1 { can be used throughout.
Additional complications arise in 3+1 dimensions, but the main result { the separation of the
four branches { persists under appropriate assumptions:
As demonstrated in Sec. 5, a regular spherically symmetric 3+1 dimensional space-time without
horizon does not allow for the denition of ingoing and/or outgoing particles. The eigenmodes
are standing waves, i.e. linear combinations of ingoing and outgoing components with equal
weights. So the bouncing-o eect at r = 0 mixes the ingoing and outgoing components during
the static as well as during the dynamical period. In a 1+1 dimensional consideration this
"reection" may be simulated by an eective boundary condition at r = 0, cf. the remarks
below Eq. (145). Selecting appropriate coordinates the point r = 0 becomes time-dependent.
E.g., in terms of length and time scales associated to an outside observer the centre of the
collapsing object goes to innity (asymptotically at a null line) owing to the formation of the
horizon. In terms of these particular coordinates the origin r = 0 corresponds to an accelerated
mirror. Ref. [11] presents a derivation of the Hawking eect based on the moving mirror
analogue.
In contrast, in terms of the Painleve-Gullstrand-Lemâtre coordinates the origin r = 0 obeys
no time-dependence at all. Again we assume the collapse to occur fast enough: The metric
is presumed to remain stationary until t =  R (the beginning of the collapse) and according
to Sec. 10.2 the (apparent) horizon at r = R is formed at t = 0. Since the Schwarzschild
eigen functions vanish for r < R it is suÆcient to consider the region r  R outside the horizon
to be formed. Within this limited space-time domain f R  t  0; r  Rg the ingoing and
outgoing components are indeed eectively independent: It takes every ingoing light ray inside
this domain at least the time duration t = R (under the assumptions made for the function
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f(t; r) above) to propagate to the origin, to bounce o { turning its direction into outgoing,
and to reach the radius r = R again. An analogue assumption was already imposed in Ref. [9].
In such a scenario the information about a possible "reection" at r = 0 cannot inuence the
relevant region. In summary we arrive at the conclusion that { under the assumptions made {
the four branches in Eq. (148) are indeed eectively independent also in 3+1 dimensions (see
also the discussion at the end of Section 13).
It should be mentioned here that the above ansatz is not equivalent to the quasi-classical
Jereys-Wentzel-Kramers-Brillouin (JWKB) approximation (expansion into powers of ~) { in
spite of some similarities. It does also not coincide with the geometric optics approximation
(backwards ray tracing) which was used in Refs. [6, 7]. Instead the eikonal ansatz is based on
a consequent expansion into inverse powers of the initial frequency !.
10.4 Bogoliubov coeÆcients
Now we are in the position to calculate the Bogoliubov coeÆcients and thereby the number of
created particles explicitly. Unfortunately, it seems to be impossible to nd a general solution for
these overlap coeÆcients. Nevertheless, with an expansion into powers of the relative distance
to the horizon  and the inverse initial frequency 1=! it is possible to extract the leading
contribution { the Hawking eect. As it will turn out later, the sub-leading parts merely
generate nite contributions and thus do not aect the late-time radiation. Per denition the
Hawking radiation is exactly that part of the radiation which persists at arbitrarily late times
{ if we neglect the back-reaction. Hence the number of created particles accounting for the
Hawking eect has to diverge. Any nite amount of particles would disperse after a nite
period of time and cannot generate late-time radiation. This is a consequence of the spectral
properties of the K-operator. It possesses a purely continuous spectrum and thus does only
allow for scattering states but no bound states, see e.g. [70] and Sec. 4. As demonstrated in
Sec. 4, the divergent number of particles is necessary for the thermal behaviour in an innite
volume. In order to isolate the divergent part of the number of created particles we have to
consider the Bogoliubov -coeÆcients introduced at the beginning of this Part
  = i
Z

d F in 
$
@  F
out
 : (149)
Since the Painleve-Gullstrand-Lemâtre coordinates are completely regular the measure d
does not contain any singularities. As we have observed in the previous Sections, the modes
F in  and F
out
 are bounded. In addition, the Birkho theorem implies that the modes at very
large spatial distances to the collapsing object are not aected by the collapse. Consequently
this region does not contribute to the -coeÆcients and generates a Æ(!   !0)-term for the ,
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see also [6, 7]. In summary we arrive at the conclusion that all Bogoliubov -coeÆcients are
nite. As a result the divergence of the number of created particles Nout must be traced back
to the summation/integration over the initial quantum numbers   = (; !) in Eq. (135)
Nout =
PZ
 
j j2 :
There are two possibilities for a singularity, the IR- and the UV-divergence of the integration
over the initial frequencies !. In the limit of small frequencies ! the modes become space- and
time-independent and approach a constant { unaected by the Klein-Fock-Gordon equation.
(Here we regard the IR-singular normalisation 1=
p
! as factorised out.) Ergo in the limiting
case ! # 0 the in- and out-modes coincide and thus possess a vanishing overlap with all other
modes corresponding to nite frequencies. As a consequence the !-integration of the absolute
values squared of the Bogoliubov coeÆcients is IR-save.
In summary the innite amount of particles has to be caused by the UV-divergence of the
integration over the initial frequencies in consistency with Refs. [6, 7]. It should be mentioned
here that the Hawking eect is dominated by large (initial) frequencies only if one considers a
fundamental quantum eld theory without any kind of dispersion. Introducing a cut-o, see
e.g. [36, 39, 45, 46], as an eective description of some underlying theory the calculations are
dierent.
Recalling the structure of the initial eigen functions in Eq. (146) we arrive at the conclusion
that only discontinuities of the out-modes may induce a UV-divergence. The convolution of
smooth functions with the for ! " 1 arbitrarily fast oscillating in-modes yields results of order
1=!. Ergo the subsequent !-integration would be UV-save. Indeed, the out-modes are not
continuous at the horizon { the region that is naturally relevant for the Hawking eect. Thus
it is adequate to consider the vicinity of the horizon and the high (initial) frequency limit in
order to extract the Hawking eect. As it will become more evident later, exactly the leading
contributions in  and 1=! are suÆcient for the derivation of the thermal radiation.
If we choose the Cauchy surface according to  = f0  r < 1; t = 0g the surface element
assumes the form d = (dr; 0) and the -coeÆcients transforms into
  = i
1Z
0
dr F in 
$
@ t  @f
$
@ r

F out ; (150)
with the quantum numbers   = (; !) and  = (0; !0). Inserting the result of the previous
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Section @tS   @f@rS = @rS we arrive at
  =
1Z
R
dr A exp f i!Sg i!@rS   i!
0(1 + @f [@   0]=)p
!!0
i(@ 
0)!0R
 N (1 +O[])

1 +O

1
!

: (151)
At this stage the correct meaning of the Landau symbols O[] and O[1=!] should be explained:
All terms which are of higher order in  and of the same order in ! as well as all terms which are
of lower order in ! and of the same order in  { in comparison with the leading contributions
in the integrand above { are neglected. Such a detailed consideration is especially necessary
for the quantity expf i!Sg which involves terms like (!)n. These contributions are not
neglected { in contrast to terms like (!)n.
Accordingly, (exploiting the dominance of the vicinity of the horizon) we may Taylor expand
the amplitude A;!(t = 0; r) = A;!(t = 0; r = R) + O[]. The zeroth-order term can be
absorbed into the overall normalisation factor N via
N ! NA;!(t = 0; r = R) ; (152)
and the higher order terms are omitted. Here and in the following we do not change the symbol
N for the normalisation factor and use the same letter also for the modied pre-factors. A
similar procedure can be performed with the phase function S. But owing to the pre-factor !
it is necessary to expand it up to rst order
S(t = 0; r) = S(t = 0; r = R) + @rS(t = 0; r = R)R+O[2] ; (153)
cf. the remarks after Eq. (151). Again the zeroth-order term S(t = 0; r = R) may be absorbed
by a redenition of N
N ! N exp f i!S(t = 0; r = R)g : (154)
Since we have to integrate over the initial frequency ! in Eq. (135) in order to obtain the
number of created particles, the remaining unknown rst-order term @rS(t = 0; r = R) can be
eliminated by a re-scaling of the initial frequency via
! ! ~! = !  @rS(t = 0; r = R) : (155)
Of course, such a transformation may be accomplished if and only if @rS is positive. But
according to the arguments at the end of the previous Section the sign of @rS does not change
during the collapse { as long as it occurs fast enough and regularly. In this situation the four
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dierent branches of Eq. (148) do not mix and thus the sign of @rS equals its initial value,
i.e. . Again we may consider a very abrupt change of the metric (sudden approximation, see
the previous Section) as an illustrative example, where the nal phase function nearly coincides
with its initial form. For the Minkowski example it is simply determined by @rS   and
no redenition is necessary at all. For other initial metrics the redenition of the frequency
exactly corresponds to the fact that the Hawking eect is independent of the initial (regular
and stationary) space-time.
The Jacobi factor arising from the change of the !-integral measure in Eq. (135) again modies
the normalisation N only. This undetermined normalisation factor will be xed later by virtue
of the completeness relation in Eq. (129). After an analogous Taylor expansion of the function
f(t = 0; r) = 1 +O[] we nd
  =
1Z
0
d exp f i~!Rg ~!   !
0@[@   0]=p
~!!0
i(@ 
0)!0R
 N (1 +O[])

1 +O

1
!

: (156)
As expected from the previous considerations, the Bogoliubov -coeÆcients contribute only for
@ =  0 and vanish (in leading order) for @ = 0. In that case the out-modes are not singular
(at the horizon) { only for @ =  0 they display the arbitrarily fast oscillating behaviour. Hence
{ depending on the sign @ { either only ingoing (for @ =  1 and thus 0 = +1) or only outgoing
(for @ = +1 and thus 0 =  1) particles are produced (in an innite amount).
By inspection, we observe that the integral above displays a close similarity to the corresponding
expression in the calculation of the Unruh eect in Sec. 9. Indeed, the Hawking eect resembles
many features of the Unruh eect and vice versa, see also Sec. 6.1 and Refs. [57, 9]. Hence the
subsequent steps of the calculation are almost the same: In complete analogy to the calculations
in Sec. 9 the integral in Eq. (156) involves generalised eigen functions which do not belong to
the Hilbert space L2 but are distributions. Hence it cannot be interpreted as a well-dened
Riemann integral. But { as demonstrated in Sec. 4.7 { it is possible to approximate locally
the generalised eigen functions with well-dened wave-packets. One way to simulate such an
approximation is to introduce a convergence factor via " expf "g with " # 0.
For @ =  0 the above integral can be solved in terms of  -functions. After insertion of the
convergence factor we can make use of the formula (122)
1Z
0
dx e xy xz 1 = y z  (z) ;
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cf. Sec. 9, and nally we arrive at
  = N Æ@; 0 Æ;0
r
!0
~!
 (2i@!0R) (i~!R + ")2i0!0R

1 +O

1
!

: (157)
In view of Eq. (122) the higher order terms in  { i.e. x { cause increasing arguments z. Ergo
these terms result in higher orders in 1=y { i.e. 1=! { consistently with our approximation and
the arguments at the beginning of this Section. In order to evaluate the absolute value squared
of the -coeÆcient we may again utilise the identity (127)
 (z) ( z) =   
z sinz
to obtain the nal result
j j2 = N
~!
Æ@; 0 Æ;0
expf4!0Rg   1

1 +O

1
!

: (158)
This expression conrms the argumentation at the beginning of this Section. The remaining
integration over ! (or ~!) is indeed UV-divergent. In addition we observe that the terms of
higher order in 1=! (and thus ) that we have neglected in our calculations are not UV-
divergent and hence do not contribute to the Hawking eect. This observation provides an
a posteriori justication of our expansion into powers of 1=! and  and the neglect of the
sub-leading contributions.
In close analogy to Sec. 9 the UV-divergence can be interpreted with the aid of the completeness
relation (129)
PZ
 
 

       = Æ(;) ;
where   again symbolises the initial quantum number. This equality reects the completeness of
the initial modes. Special care is required concerning the derivation of an analogue expression
involving the out-modes since some of those solutions are restricted to the region inside or
outside the horizon, respectively, and these restricted modes are not complete in the full space-
time. In order to apply this relation we have to deduce the -coeÆcients as well. For that
purpose we choose the second possibility of Sec. 9 via the modied Bogoliubov coeÆcients
(!; !0) =
p
!!0!!0 ;
and in analogy the -coeÆcient. The modied Bogoliubov coeÆcients can be analytically
continued to the complex !0-plane where the relations F out(!
0) = Fout( !0) and hence
(!; !0) = (!; !0)
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hold. This enables us to derive the Bogoliubov -coeÆcient for large initial frequencies !.
Substituting !0 !  !0 in Eq. (157) together with the complex conjugation the only dierence
between j j and j j is the sign in front of the term i!R. Dividing the absolute values of
the two coeÆcients all other terms cancel and the convergence factor " determines the side of
the branch cut of the logarithm in the complex plane. Hence we nd for large frequencies !
j j = expf 2!0Rg j j

1 +O

1
!

: (159)
In analogy to Section 9 we insert Eq. (159) into the completeness relation (129) and set  = 
N = h0inj N̂out j0ini =
PZ
 
j j2
= Æ@; 0
Æ (;)
expf4!0Rg   1 + nite
= Æ@; 0
fN 
f
expf4!0Rg   1 + nite : (160)
This expression deviates from its analogue in Sec. 9 in several ways: Firstly, depending on @
either only ingoing or only outgoing particles are created (in an innite amount). Secondly, in
contrast to the calculation of the Unruh eect the contributions to the Hawking eect are not
calculated exactly { only the leading (divergent) terms are derived explicitly. The nite remnant
of the particular initial conditions and the intermediate dynamics remains undetermined.
The third dierence is strongly related to this point: In Sec. 9 the IR/UV-divergence of the
!-integration of the absolute values squared of the -coeÆcients exactly corresponds to the
singular quantity Æ(;) = Æ(!; !) and thus the innite volume divergence fNf of the con-
tinuum normalisation in Sec. 4.8. However, in the case of the Hawking eect the situation is
dierent: If we consider the spherically symmetric gravitational collapse of an object the metric
outside the initial radius of the collapsing object does not change (Birkho theorem, see also
Sec. 10.2). Ergo the behaviour of the modes at very large radial distances r is not aected by
the collapse. Accordingly, this region does not contribute to the !;!0-coeÆcients and generates
a Æ(!   !0)-term for the !;!0-coeÆcients, see also Sec. 10.2 and Refs. [6, 7].
As a result the completeness relation (129) combines several singularities for the scenario of
an unbounded space-time after a complete gravitational collapse: On the one hand the Dirac
Æ-distribution at the r.h.s. Æ(;) = Æ+(;)+ Æ (;) contains the usual spatial innity part
as well as the near-horizon part of the innite volume divergence fNf = fN+f + fN f of the
continuum normalisation, see Secs. 4.8 and 6.1. On the other hand the !-integration of the
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absolute values squared of the Bogoliubov coeÆcients includes the Æ(!   !0)-term discussed
above (due to the Birkho theorem) and is UV-divergent in addition.
Assuming the collapsing object to be enclosed by a nite box the divergencies caused by the
spatial innity disappear and only the singularities caused by the horizon, i.e. Æ (;) and
fN 
f
as well as the UV-divergence remain. Oppositely, in an unbounded space-time without
any horizon the two other divergences persist. Consequently we may identify the UV-divergence
of the absolute values squared of the -coeÆcients with the near-horizon part of the innite
volume divergence fN 
f
on the one hand and the Birkho-term Æ(! !0) with the usual spatial
innity part of the innite volume divergence fN+
f
on the other hand.
In summary we arrive at the conclusion that the number of particles created by the complete
gravitational collapse of an object does not exhibit the complete innite volume divergence but
the near-horizon part only. As explained in Sec. 4.8, the innitely large amount of particles
is necessary for the thermal behaviour in an unbounded volume. Consequently the Minkowski
vacuum is a KMS state with respect to the Rindler observer, but it does not transform into a
KMS state (e.g. the Israel-Hartle-hawking state) during the gravitational collapse of an object,
if we assume the space-time to be asymptotically at and therefore unbounded.
It is also possible to calculate the Bogoliubov coeÆcients for regular and localised modes (wave
packets instead of plane waves), cf. Secs. 4.7 and 9. In this case no divergences occur and all
quantities are nite. Thus the late-time Hawking eect cannot be easily distinguished from the
the collapse-dependent or initially present nite amount of particles via isolating the divergent
part in this situation.
As mentioned before, an initial state %in with a nite number of initial particles does not change
the nal results concerning the Hawking eect. Inserting the Bogoliubov transformation the
expectation value counting the number of Schwarzschild particles equals the Hawking term plus
additional contributions in this situation
%in

N̂out

= NHawking +
PZ
 
(  + 

 ) %in

Ây Â

+
PZ
 

   %in

Ây Â
y


+    %in

Â Â

: (161)
For a state %in that contains a nite number of initial particles the above expectation values
vanish in the high initial frequency limit ! ; ! " 1. As a result the   and  summa-
tions/integrations are not UV-divergent. Hence the additional contributions are nite and do
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not aect the (divergent) Hawking eect.
With the aid of similar arguments one can show that the Hawking eect { i.e. the late-time
radiation { is also independent of the initial metric, as long as it is regular. The number of par-
ticles created during the transition from one to another regular metric is nite. These particles
disperse after some nite period of time and do not aect the late-time part of the radiation in
accordance with the arguments in the previous paragraph. In terms of the Bogoliubov coeÆ-
cients this degree of freedom exactly corresponds to the redenition of the initial frequency !.
We did not need to specify the initial metric fin(r) in Sec. 10.2.
10.5 Energy-momentum tensor
In order to support the conclusions of the previous Sections concerning the evaporation/anti-
evaporation we calculate the late-time expectation value of the relevant component of the
energy-momentum tensor. In contrast to the inherently non-covariant particle concept this
quantity is manifestly covariant. Recalling the remarks in Section 3.2 we may construct a
conserved energy current j out of the the general relativistic energy-momentum tensor T 
by means of the Killing vector  mediating the Schwarzschild time translation symmetry via
j = T  (Noether theorem). Having at hand this ingredient we are able to calculate the
energy ux  out of (or into) the black (white) hole
 =
Z

d j
 =
Z

d h0inj T̂  j0ini  ; (162)
where  denotes the (cylindrical) hyper-surface enclosing the black/white hole. In a 3+1
dimensional space-time one may determine  via the Killing vectors mediating the spherical
symmetry. By virtue of the Gauss law the above quantity is invariant under deformations of
this hyper-surface . Hence we may consider a sphere with a radius which is much larger
than the Schwarzschild radius { where the metric coincides asymptotically (r " 1) with the
Minkowski form. In this region the energy ux simplies to
 =  1
2
Z
dt h0inj
(
@̂
@t
;
@̂
@r
)
j0ini : (163)
The symmetrisation f; g is necessary in order to obtain a Hermitian observable T̂  . The
minus sign arises from g11(r " 1) =  1. For large radial distances (approximately Minkowski)
the expansion of the eld reads
̂(t; r) =
PZ
 
âout  F
out
  (t; r) + h:c: =
PZ
!
Np
!
âout! e
 i!(t+r) + h:c: : (164)
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Insertion of the above expansion into the bilinear form in Eq. (163) generates a sum over  and
0 as well as an integration over ! and !0. The time-integration in Eq. (163) involves terms such
as expfi!t i!0tg and thus generates Æ(!!0)-distributions. In view of the positivity of the
frequencies only ! = !0 contributes. Similarly the remaining spatial dependence expfi!(  
0)rg implies that merely  = 0 yields relevant contributions at large distances r " 1. As a
result only one (!; )-summation/integration survives and the late-time radiation is related to
the number of particles via
 =  jN j2 PZ
!
h0inj N̂out! j0ini!  : (165)
This relation conrms the conclusions of the previous Sections: The divergence of h0inj N̂out! j0ini
exactly corresponds to the time-integration and the resulting singularity of the Æ(!   !0)-
distribution. The Bogoliubov coeÆcients and thus also h0inj N̂out! j0ini contribute (in an innite
amount) only for @ =  . Hence the collapse to a black hole described by the branch @ = +1
of the PGL metric generates an outward ( =  1) ux at late times whereas the collapse to a
white hole corresponding to @ =  1 leads to an inward ( = +1) ux at late times.
11 Summary
Calculating the Bogoliubov coeÆcients which describe the overlap between the Minkowski and
the Rindler eigen functions (as derived in Sec. 5) we exactly recovered the Unruh eect. With
the aid of the KMS condition the correspondence of the IR/UV-divergence of the integration
over the in-frequencies on the one hand and the innite volume divergence on the other hand
has been established. With some modications this correspondence does also apply to the
Hawking eect: The UV-divergence can be identied with the near-horizon part of the innite
volume divergence. In terms of the Painleve-Gullstrand-Lemâtre coordinates it is possible to
model a gravitational collapse of an object and the subsequent formation of an apparent horizon
by means of a manifestly C1-metric. This set of coordinates possesses two separate branches
labelled by @ = 1. Depending on the particular branch, i.e. the sign of @, either only ingoing
or only outgoing particles are created in an innite amount. This innite amount of particles
obeys a thermal spectrum corresponding to the Hawking temperature.
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12 Conclusions
The theorems presented in Section 2 and 10 imply that during every collapse scenario that
can be described by a C1-metric an innite number of particles with a thermal spectrum
corresponding to the Hawking temperature is created. This statement has been veried for a
rather general ansatz for a C1-metric in Eq. (145). For that purpose it is neither necessary to
impose any conditions on the metric beyond the horizon nor to specify the explicit dynamics
of the metric f(t; r) during the collapse { as long as it is regular, i.e. C1, and fast enough,
cf. Sec. 10.3.
So the Hawking eect is not the result of a space-time singularity but a consequence of the
formation of a horizon { strictly speaking, an apparent horizon. For the derivation of the
Bogoliubov coeÆcients no assertions about the metric in the interior region f(t  0; r < R)
are necessary at all. In addition, only the modes that are aected by the horizon (one-way
membrane, cf. [72]) contribute to the late-time Hawking radiation, i.e. the outgoing particles
for the black hole horizon and the ingoing particles for the withe hole horizon, respectively.
Thus the properties of the produced particles crucially depend on the branch of the Painleve-
Gullstrand-Lemâtre metric under consideration. Adopting the Schrodinger representation the
two distinct branches generate completely dierent nal states %@. Only one state represents
the phenomenon of evaporation while the other state corresponds to anti-evaporation.
13 Discussion
Perhaps the most striking outcome of the presented calculations is the fact that { depending on
the particular branch @ of the dynamics during the collapse { the nal state of the quantum eld
does not necessarily represent evaporation but possibly also anti-evaporation. The phenomenon
of anti-evaporation has already been discussed in the literature, see e.g. [51, 58], but in a dierent
context (Schwarzschild-de Sitter geometries, see also [33]). In contrast the calculation in the
previous Sections applies to asymptotically at space-times.
For one branch the nal state coincides { up to a nite number of particles { with the 1+1
dimensional analogue of the Unruh state %U describing evaporation. The other branch generates
the (in some sense) opposite nal state { corresponding to anti-evaporation. In the following
considerations we shall denote this state as the anti-Unruh state %aU for convenience. This state
%aU can be obtained from the Unruh state %U by means of the (Schwarzschild) time inversion T
%aU = T%U ; (166)
if we regard the (Schwarzschild) metric of the space-time as xed. Induced by the time-inversion
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T all outgoing particles turn their direction into ingoing and vice versa. Since the neutral
scalar eld is neither aected by the charge conjugation C nor by the parity transformation
P { in contrast to a pseudo-scalar eld { and we consider a spherically symmetric situation,
both, the Unruh as well as the anti-Unruh state are not CPT invariant: CPT%U = %aU 6= %U.
These considerations are relevant for the investigation of unitarity and time-reversibility, see
e.g. [38, 27].
Searching for the physical implementations of the main result of the presented calculations
there are several possible interpretations:
From a conservative point of view one might argue that the branch causing anti-evaporation is
unphysical and should be excluded. This assertion might perhaps be supported by physically
reasonable constraints on the energy-momentum tensor, such as the energy conditions. The
two branches of the C1-metric in Eq. (145) { after the straightforward generalisation to 3+1
dimensions { can be used to derive the associated Ricci tensor R . Owing to the smoothness
of the metric the curvature tensor always exists and is C1 as well. By virtue of Einstein's
equations the Ricci tensor reveals the corresponding energy-momentum tensor which could be
compared with an appropriate model of the collapsing star or used to test the energy condi-
tions, for example. It is well-known that appropriate energy conditions exclude the existence
of some pathological space-time scenarios, such as certain worm-holes or time-machines, see
e.g. [72]. However, one should be aware that the energy conditions may well be violated if one
incorporates the back-reaction of the quantum eld. Since the Hawking eect is most relevant
for small objects and almost negligible at astrophysical orders of magnitude one would expect
that such quantum eects have to be taken into account.
As another possible interpretation of the result of the previous Sections one may arrive at the
conclusion that black holes evaporate but white holes anti-evaporate. The particle production
by white holes has already been discussed in Ref. [27], but within a dierent context: The
space-time under consideration in Ref. [27] was obtained via the time-inversion of a space-time
representing the collapse of an object to a black hole, i.e. an anti-collapse. In contrast the
space-time investigated in the previous Sections corresponds to the gravitational collapse of
an object, cf. Figs. 4 and 5. Furthermore the initial state in Ref. [27] is determined via a
factorisation assumption which might be questioned in general and does denitely not apply
to the scenario of the present consideration. As a consequence the resulting radiation becomes
singular at the retarded time of the termination of the horizon { a prediction which diers
drastically from the outcome of the previous Sections. Based on similar scenarios in Refs. [13]
and [15] further instabilities and quantum eects connected with white holes are discussed {
before (and independently of) Hawking's discovery. The comparison of black and white holes is
potentially interesting in view of the fundamental question of time-reversibility (unitarity and
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the second law of thermodynamics) of quantum gravity, see e.g. [27].
The predicted anti-evaporation of white holes is certainly relevant for the sonic black/withe
hole analogues, see Section 6.4 and Refs. [28, 50, 62, 63], for example. These ow proles
always possess an eective black hole and white hole horizon, see e.g. Fig. 1 in Ref. [62]. If the
uid accelerates in such a way that its local velocity exceeds the speed of the sound (black hole
horizon) it decelerates below the speed of the sound somewhere (white hole horizon) as well.
Consequently, the presented derivation implies that, if the perturbations of the ow prole of the
liquid obey a quantum eld theoretical description { with the resulting quantum uctuations,
then the associated eective vacuum uctuations are converted into (quasi) particles leading
to evaporation for the black hole horizon and to anti-evaporation for the white hole horizon.
In order to discuss the third opportunity regarding the interpretation of the outcome of the
previous Sections one may recall the fact that the Hawking eect is dominated by arbitrarily
large initial frequencies. But at energies above the Planck scale one expects the breakdown
of the treatment of quantum elds propagating in given externally prescribed space-times. In
the Planck regime the back-reaction, for example, should become important. Assertions about
the metric in this region, e.g., the Planck scale vicinity of the forming horizon, are a very
delicate issue. Hence one is lead to the assumption that the outside observer cannot distinguish
the two branches. As any beholder at a nite spatial distance to the collapsing object merely
experiences the static Schwarzschild metric (Birkho theorem), the only possible way to obtain
informations about the collapse is provided by the quantum radiation itself. If we now assume
that the outside explorer cannot resolve the behaviour of the metric in the Planck scale vicinity
of the forming horizon, he can obtain no information about the particular branch of the metric
a priori. Without any knowledge about the value of @ during the collapse the most natural
ansatz for the state governing the measurements of an outside observer is given by { remember
the convexity of the set containing the states discussed in Sec. 1 {
%0 =
%U + %aU
2
: (167)
Again we adopt the Schrodinger representation. This ansatz complies with the superposition
principle of quantum theory { if one assumes that the back-reaction of the quantum elds onto
the metric yields relevant contributions.
The above introduced state describes some kind of a quasi-thermal equilibrium { it contains the
same innite number of ingoing and outgoing particles with a thermal spectrum corresponding
to the Hawking temperature. Although the state %0 displays in 1+1 dimensions a close similarity
to the 1+1 dimensional analogue of the Israel-Hartle-Hawking state %IHH, in 3+1 dimensions
this quasi-thermal equilibrium state %0 diers drastically from the Israel-Hartle-Hawking state,
which describes at least with respect to the algebra of observables outside the horizon a real
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thermal equilibrium. The expectation value of the number of particles in the Israel-Hartle-
Hawking state %IHH exhibits the complete innite volume divergence, i.e. the near-horizon part
r #  1 as well as the usual spatial innity r " 1. We refer to the remarks at the end of
Section 10. In contrast the analogue expectation value in the states %0, %U, and %aU contains
the near-horizon part only, see Sec. 10.4. As a consequence the renormalised expectation value
of the energy density in the states %0, %U, and %aU decreases for large distances r with 1=r
2
whereas the same quantity approaches a constant value { in view of the Stefan-Boltzmann law
proportional to T 4 { in the Israel-Hartle-Hawking state %IHH.
It might be noted here that { in contrast to the Unruh as well as the anti-Unruh state { the
state %0 is CPT invariant: CPT%0 = %0. Therefore the unitarity and time-reversibility problem
mentioned above in connection with the (anti) Unruh state does not necessarily apply to this
state.
In Sec. 10.4 we have observed that only the region near the horizon generates contributions
that are relevant with respect to the Hawking eect. Exactly the leading terms in 1=! and 
give rise to the UV-divergence accounting for the Hawking eect. The notion of the vicinity
of the horizon as the region that is essential for the Hawking eect may be illustrated via
the following gedanken experiment: Let us imagine a very thin shell of matter with slowly
decreasing radius. As long as the radius of the shell is larger than the associated Schwarzschild
radius the number of created and radiated particles remains nite as a consequence of the
regularity of the metric and the associated eigenmodes. If the shell were to stop shrinking
before it reached its Schwarzschild radius, no Hawking eect would be observed. Accordingly,
the creation of particles accounting for the Hawking eect occurs exactly in the space-time
region of the formation of the horizon.
In order to support the argumentation in Sec. 10.3 concerning the independence and separation
of the dierent branches (e.g. corresponding to ingoing and outgoing components) in Eq. (148)
we may consider a conceptual clear scenario { where the eective boundary condition at r = 0
does not contribute at all { described in the following gedanken experiment: At rst we suppose
a small amount of highly charged matter to collapse at the centre of gravity forming a tiny
extreme Reissner black hole. The surface gravity of such an object vanishes with the result that
there is no Hawking radiation at this stage. After the formation of the small black hole the
point r = 0 is hidden by the corresponding horizon. Consequently, there is no "reection" at
the origin r = 0 in this case. It is possible to dene ingoing and outgoing particles separately,
cf. Sec. 5. If we now suppose the whole object enclosing the tiny black hole to collapse the
origin cannot generate a mixing of the dierent branches (e.g. ingoing and outgoing).
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Part IV
Quantum radiation at nite
temperatures
14 Preliminaries: Hawking eect
So far we have investigated the creation of particles out of the vacuum caused by external con-
ditions. The vacuum state was introduced in Part II as the ground state and thus corresponds
to a vanishing temperature. Accordingly, it might be interesting to examine the inuence of a
nite initial temperature. In Sec. 10 we derived the expectation value of the number of particles
in an arbitrary initial state in Eq. (161)
%in

N̂out

= NHawking +
PZ
 
(  + 

 ) %in

Ây Â

+
PZ
 

   %in

Ây Â
y


+    %in

Â Â

:
If we assume the collapsing object to be enclosed by a nite box with (for example) Dirichlet
boundary conditions the initial K-operator possesses a purely discrete spectrum. Hence the
quantities Ây  and Â accounting for the initial regime are well-dened operators. In this case
one may describe an initial thermal equilibrium state by the canonical ensemble. As a result all
expectation values of the r.h.s. of the above equation are nite and vanish in the limit of high
initial frequencies ! ; ! " 1 owing to the Bose-Einstein distribution. But the l.h.s. is still
innite due to the UV-divergence of the summation over the initial frequencies representing the
(nal) near-horizon part of the innite volume divergence. However, the additional contribu-
tions caused by the nite initial temperature are not UV-divergent { similarly to the remarks
at the end of Section 10 { and thus do not aect the Hawking eect. Hence the nal (Hawking)
temperature is completely independent of the (arbitrary) initial temperature in this case.
Dropping the assumption of the nite box enclosing the collapsing object both singularities
have to be taken into account, the near-horizon part of the innite volume divergence as well
as the usual spatial innity. According to the previous considerations the former part exhibits
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the Hawking temperature whereas the latter part still corresponds to the initial temperature
in this situation.
15 General formalism
In the previous Part we derived the quantum radiation of a scaler eld caused by a particular
background eld { the metric { at zero initial temperature. In this Part we are going to apply
the developed methods to more general scenarios: Firstly, we drop the restriction of a spin-
zero (scalar) eld and include e.g. spin-one (vector) elds as well (see Sec. 18). Secondly, we
generalise the external conditions by considering further background elds { e.g. dielectrics
in Sec. 18 { and (e.g. Dirichlet) boundary conditions in Sec. 16. Thirdly, we investigate the
inuence of a nite initial temperature on the eect of quantum radiation.
In contrast to the Unruh eect, which allows for an explicit calculation of the exact Bogoliubov
coeÆcients, in most of the other scenarios, e.g. for the Hawking eect, a closed expression is not
available. As a consequence one has to employ appropriate approximations. For the example
of the Hawking eect this was possible via an expansion into inverse powers of the initial
frequency and thus in the relative distance to the horizon. For the scenarios described above
other approximations are more suitable. Assuming small deviations from a given reference
conguration one may perform an expansion into powers of the perturbation Hamiltonian,
see Sec. 15.5 below. Furthermore, in the case of resonant disturbances, the rotating wave
approximation (cf. Sec. 17.1 below) allows us to achieve a higher level of accuracy.
Most of the calculations presented in this Part are published in Refs. [65] and [68].
The objective is to investigate quantised bosonic elds obeying linear equations of motion under
the inuence of external conditions. At asymptotic times jtj " 1 the external conditions, which
are treated classically (not quantised), are assumed to approach a static Ĥ0-conguration, where
the asymptotic Hamiltonian Ĥ0 can be diagonalised via a suitable particle denition in analogy
to Section II. Initially the state of the quantum system is supposed to be described by thermal
equilibrium at some given temperature T , which might be realised through the coupling to a
corresponding heat bath. However, the coupling to the heat bath has to be switched o before
the external conditions undergo the dynamical changes in order to avoid relaxation processes
(closed system). In general the time-dependence of the external conditions cause the state of
the quantum system to leave the initial thermal equilibrium. Accordingly, the calculation of
the expectation value of relevant observables, e.g. the number of particles, before and after the
dynamics may display some deviations. These dierences can be interpreted as particles that
are created or even annihilated by the dynamical external conditions.
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15.1 Interaction picture
In contrast to the previous Parts where we have adopted the Heisenberg or Schrodinger picture
the following calculations are most suitably performed in the interaction representation. Ac-
cordingly, the dynamics of all operators X̂ corresponding to observables are governed by the
undisturbed Hamiltonian Ĥ0
dX̂
dt
= i
h
Ĥ0; X̂
i
+
 
@X̂
@t
!
exp
: (168)
This Hamiltonian Ĥ0 describes the complete dynamics of the system at asymptotic times and
can be diagonalised via a suitable particle denition according to Part II
Ĥ(t1) = Ĥ0 =
X
I
!I N̂I + E0 = !I N̂I + E0 ; (169)
where E0 denotes the (divergent) zero-point energy. We assume the K-operator to possess a
purely discrete spectrum, see also Sec. 15.4 below. In most of the following formulas we make
use of a generalised sum convention and drop the summation signs by declaring that one has to
sum over all indices that do not occur at both sides of the equation. Equations with the same
index appearing at both sides are valid for all possible values of this index.
In analogy to Part II the index I contains a complete set of quantum numbers labelling the
dierent particle modes, e.g. I = fkg or I = f!; `;mg etc. The particle energies are given
by !I . For a thermodynamical consideration we have to describe the state of the eld by the
statistical operator %̂. In the interaction picture the time evolution of this density matrix is
given by the von Neumann equation
d%̂
dt
=  i
h
Ĥ1; %̂
i
: (170)
The perturbation Hamiltonian Ĥ1 governs the inuence of the variation of the external condi-
tions upon the quantised eld. Note that this equation describes the time evolution of a closed
quantum system, i.e. no measurements (etc.) take place during the dynamics. It leads to an
unitary time evolution operator and therefore does also not contain relaxation processes, etc.
Measurements and relaxations would change the probabilities wA of the statistical operator
%̂(t) = wA j	A(t)i h	A(t)j ; (171)
and can be incorporated into Eq. (170) via an explicit time derivative (@%̂=@t)exp.
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15.2 Entropy
Without an explicit time-dependence (@%̂=@t)exp Eq. (170) generates a unitary time evolution
and hence, the microscopic entropy remains constant in time
S =  Tr f%̂ ln %̂g = const: (172)
Note that a constant microscopic entropy arises also in classical mechanics where the time
evolution is governed by the Liouville equation. By Liouville's theorem the total time derivative
of the phase space density % vanishes and thus the classical microscopic entropy
R
d % ln %
remains constant as well. But introducing the Boltzmann equation via averaging over multi-
particle correlations it is possible to dene an eective entropy H which increases in general
(H-theorem).
An analogous procedure can be performed in quantum theory: In practice, a complete knowl-
edge about a given quantum system can never be achieved. Formally, this restriction denes
a so-called observation level G = fX̂g  A as a set of possibly relevant observables X̂ (see
[101]), where an averaging over all unknown and possibly irrelevant observables is understood.
With respect to a given observation level G one can introduce an eective statistical operator
%̂fGg such that it yields the correct expectation values
D
X̂
E
= Trf%̂fGgX̂g = Trf%̂X̂g for all
operators X̂ 2 G. The eective statistical operator %̂fGg averages over all irrelevant observables
X̂ 62 G in order to maximise the eective entropy which is dened as SfGg =  Trf%̂fGg ln %̂fGgg.
This eective entropy SfGg referring to a given observation level in general increases with time.
Introducing the internal energy E =
D
: Ĥ0 :
E
as observation level the corresponding eective
entropy SE may increase under the inuence the dynamical external conditions reecting that
particles have been created. The physical meaning of SE respectively its change SE may
become evident, if one assumes some energy-conserving relaxation process, e.g. mediated via a
measurement after the dynamics has taken place, which thermalizes the system again at some
higher, in principle measurable temperature TE = T + T . For a photon gas we nd in the
limit of high temperatures respectively of large volumes f the following relations between the
energy E, the eective entropy SE and the eective temperature TE: E = fT
4
E 
2=15 and
SE = fT
3
E 4
4=45. For small disturbances the relative increase of temperature, energy and
eective entropy behaves as E=(4E)  T=T  SE=(3S).
15.3 Time evolution
Within our approach the dynamics of the external conditions are represented by the perturba-
tion Hamiltonian Ĥ1(t) governing the time-evolution of the statistical operator in Eq. (170).
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By means of the time-ordering operator T this equation can be integrated formally
%̂(t " 1) = Û %̂(t #  1) Û y
= T

exp

 i
Z
dt0 Ĥ1(t
0)

%̂(t #  1) T y

exp

i
Z
dt00 Ĥ1(t
00)

: (173)
The chronological operator T acting on two bosonic and self-adjoint operators is dened by
T
h
X̂(t)Ŷ (t0)
i
= X̂(t)Ŷ (t0)(t  t0) + Ŷ (t0)X̂(t)(t0   t) ; (174)
and so on for more operators. Due to the Hermitian conjugation of the unitary time evolution
operator Û in Eq. (173), where the position of all operators changes, one has to introduce the
anti-chronological operator T y (cf. [102]) as well
T y
h
X̂(t)Ŷ (t0)
i
=

T
h
X̂(t)Ŷ (t0)
iy
= Ŷ (t0)X̂(t)(t  t0) + X̂(t)Ŷ (t0)(t0   t) : (175)
Combining the both equations above one obtains
T
h
X̂(t)Ŷ (t0)
i
+ T y
h
X̂(t)Ŷ (t0)
i
=
n
X̂(t); Ŷ (t0)
o
= Ŷ (t0)X̂(t) + X̂(t)Ŷ (t0) ; (176)
whereas this simplication occurs only for two bosonic and self-adjoint operators. As we shall
see later in this article the above cancellation of the time ordering operators simplies the
calculation of the quadratic response of the number operator.
15.4 Canonical ensemble
As stated in Section 15 we assume the quantum eld to be initially, i.e. for early times, at
thermal equilibrium corresponding to some non-vanishing temperature T = 1= > 0. For
reasons of simplicity we restrict our further consideration to particles, that do not carry another
conserved quantity than their energy. This assumption is correct for photons, but not for
charged pions, for instance. We consider only bosons. For that reason the chemical potential
vanishes and the energy E is the only one observable that has a xed expectation value.
Minimising the microscopic entropy with this constraint generates the canonical ensemble
%̂0 = %̂(t #  1) =
exp
n
 Ĥ0
o
Tr
n
exp
n
 Ĥ0
oo : (177)
There are several examples in quantum eld theory where the canonical ensemble is not capable
for describing the thermal equilibrium correctly, usually in combination with innite volumes.
In order to treat also such cases, we assume the system to be conned into a nite volume where
the canonical ensemble applies, calculate the expectation values (i.e. the trace), and consider
the innite volume limit afterwards.
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15.5 Response theory
In general, the nal expectation value of an observable X̂D
X̂
E
= Tr
n
X̂ %̂(t " 1)
o
= Tr
n
X̂ Û %̂(t #  1) Û y
o
(178)
cannot be calculated explicitly for non-trivial interaction terms Ĥ1 owing to the diÆcult struc-
ture of the corresponding time-evolution operator Û . For that purpose one has usually to
introduce some approximations. One possibility is given by the perturbation expansion with
respect to powers of the disturbance Ĥ1. Assuming the perturbation Hamiltonian Ĥ1 to be
small it is possible to expand the above expression in powers of Ĥ1. Neglecting all terms of
third and higher order in Ĥ1 one obtains the quadratic responseD
X̂
E
= Tr
n
X̂%̂0
o
+ Tr

X̂

%̂0; i
Z
dt Ĥ1(t)

+Tr

X̂
Z
dt Ĥ1(t) %̂0
Z
dt0 Ĥ1(t
0)

 1
2
Tr

X̂ T
Z
dt Ĥ1(t)
Z
dt0 Ĥ1(t
0)

%̂0

 1
2
Tr

X̂ %̂0 T y
Z
dt Ĥ1(t)
Z
dt0 Ĥ1(t
0)

+O
h
Ĥ31
i
: (179)
In view of the investigation of the particle production the relevant observable is the number
operator X̂ = N̂I . Due to [N̂I ; %̂0] = 0 the linear response vanishes and with the aid of Eq. (176)
the quadratic response simplies toD
N̂I
E
= Tr
n
N̂I %̂0
o
+ Tr

N̂I
Z
dt Ĥ1(t); %̂0
Z
dt Ĥ1(t)

+O
h
Ĥ31
i
=
D
N̂I
E
0
+NI +O
h
Ĥ31
i
: (180)
The rst term
D
N̂I
E
0
of the above expression denotes the initial particle content in the canonical
ensemble which is given by the Bose-Einstein distribution. The second term NI describes
the particle creation or annihilation due to the dynamical external conditions and has to be
calculated in the following.
15.6 Particle production
For linear equations of motion the perturbation Hamiltonian can be expressed { up to an
irrelevant constant { as a bilinear form of the elds. Expanding the elds into the time-
independent creation/annihilation operators representing particles in the asymptotic regions
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the disturbance Ĥ1 can be cast into the rather general formZ
dt Ĥ1(t) =
1
2

SJK âyJ âyK + SJK âJ âK

+ UJK âyJ âK + C : (181)
The introduced matrices have to full the conditions SJK = SKJ and UJK = UKJ because Ĥ1 is
self-adjoint. The S-term could be interpreted as a generator for a multi-mode squeezing oper-
ator and the U -term as a hopping operator. Now the matrices S and U contain all information
about the dynamical external conditions that are relevant for the quadratic response. Inserting
the general form of the disturbance in Eq. (181) into Eq. (180) for the quadratic response of
the number operator and evaluating the traces one obtains
NI = jSIJ j2

1 +
D
N̂J
E
0
+
D
N̂I
E
0

+ jUIJ j2
D
N̂J
E
0
 
D
N̂I
E
0

: (182)
Note that there is still a summation over the index J . One observes that the S-term governs
only the production of particles and contains the vacuum contribution. The U -term does not
increase the total number of particles since it has the same structure as a master-equation,
but it transforms particles from one mode into another and thereby also increases the energy.
Investigating the high-temperature expansion of the Bose-Einstein distribution entering the
equation aboveD
N̂I
E
0
=
1
expf!Ig   1 =
1
!I
  1
2
+O[] (183)
one observes that the temperature-independent contributions (the term  1=2) cancel. The
same occurs in the static Casimir eect and may be interpreted as a consequence of the scale
invariance in the classical limit. In the high-temperature limit the expectation value
D
N̂I
E
0
is linear in T . But special care is required for evaluating the number of created particles in
Eq. (182) due to the remaining mode summation. Since the expansion in Eq. (183) has a nite
radius of convergence its insertion into Eq. (182) may cause some problems in performing the
mode summation. Therefore the resulting number of produced particles or the total radiated
energy may possibly display another behaviour as shown in Eq. (183). As we shall see later in
the Sections 16.3 and 18.1, the radiated energy can go with even higher powers in T .
15.7 Correlations
The expectation value
D
N̂I
E
of the number operator after the dynamical period does in general
not display the Bose-Einstein distribution because the eld is no longer in the thermodynamic
equilibrium. But for certain dynamics this expectation value could still behave as a thermal
distribution corresponding to some eective temperature Te . If particles are created during
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the dynamics this eective temperature will be larger than the initial temperature T . Such a
phenomenon may occur even for a vanishing initial temperature T = 0. This eect is connected
with the thermo-eld formalism [79, 80] and can be explained as follows: Measuring only
single-particle observables does not reveal the complete information about the quantum system
under consideration. Formally, this restriction denes an observation level G [101] including
all these single-particle observables (see the remarks in the previous Section). The eective
density matrix %̂fGg may indeed be equal to the statistical operator of a canonical ensemble
corresponding to some eective temperature Te . However, the real density matrix %̂ cannot be
equal to this eective statistical operator %̂fGg because the microscopic entropy S =  Tr f%̂ ln %̂g
is conserved during a unitary time-evolution while the eective entropy SfGg =  Trf%̂fGg ln %̂fGgg
has been increased for T < Te . Within the investigation of only single-particle observables
one can never distinguish between the two statistical operators %̂ and %̂fGg and therefore one
can never nd out whether the temperature is real T or eective Te . For this purpose it
is necessary to consider many-particle observables. One suitable candidate is given by the
two-particle correlation dened as
CJK =
D
N̂JN̂K
E
 
D
N̂J
ED
N̂K
E
for J 6= K : (184)
This quantity is particularly appropriate since it vanishes in the thermodynamic equilibriumD
N̂JN̂K
E
0
=
D
N̂J
E
0
D
N̂K
E
0
for J 6= K : (185)
The quadratic response of the correlation function can be evaluated as follows
CJK =
Z
dt Ĥ1(t)

N̂JN̂K ;
Z
dt Ĥ1(t)

0
 
D
N̂J
E
0
NK  
D
N̂K
E
0
NJ +O
h
Ĥ31
i
: (186)
As a simple example we may consider the vacuum case T = 0
CJK = h0j
Z
dt Ĥ1(t)N̂JN̂K
Z
dt Ĥ1(t) j0i+O
h
Ĥ31
i
; (187)
where the correlation is positive (at least in lowest order in Ĥ1).
But at nite temperatures the correlation may also assume negative values: E.g., assuming a
completely diagonal perturbation Hamiltonian we arrive at
CJK =  
D
N̂J
E
0
NK  
D
N̂K
E
0
NJ +O
h
Ĥ31
i
: (188)
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15.8 Bogoliubov transformation
It might be illuminating to consider the relation of the previous investigations to the formalism
based on the Bogoliubov transformation discussed at the beginning of Part III. The initial and
nal creation and annihilation operators are connected through the Bogoliubov coeÆcients via
Û yâJ Û = JK âK + JK â
y
K : (189)
Switching from the interaction picture to the Heisenberg representation the expectation value
of the number operatorD
N̂J
E
= Tr
n
%̂N̂J
o
= Tr
n
%̂0Û
yN̂J Û
o
=
D
Û yN̂J Û
E
0
(190)
can be expressed in terms of the Bogoliubov coeÆcientsD
N̂J
E
= jJK j2 +
D
N̂K
E
0
 jJK j2 + jJKj2 : (191)
If we assume a completely diagonal Hamiltonian Ĥ = Ĥ0 + Ĥ1 the associated time-evolution
operator Û factorises
Û =
Y
I
ÛI : (192)
Accordingly the Bogoliubov coeÆcients simplify via JK = JÆJK and JK = JÆJK, respec-
tively. Utilising the unitary relation (129), which assumes for the diagonal coeÆcients the
simple form jI j2 = 1 + jI j2, we arrive atD
N̂I
E
=
D
N̂I
E
0
+ jI j2

1 + 2
D
N̂I
E
0

: (193)
Hence { for a diagonal Hamiltonian { the number of created particles at nite temperature is
simply given by the corresponding vacuum expression times a thermal factor
NT! = N
T=0
!

1 +
2
expf!g   1

: (194)
It should be mentioned here that this result is not restricted to a particular order perturbation
theory { it holds for the general case of a diagonal Hamiltonian.
16 Trembling cavities
Now we are in the position to apply the formalism presented in the previous Section to a special
system of a quantum eld under the inuence of dynamical external conditions. We consider
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a scalar eld  conned in a arbitrary and weakly time-dependent domain G(t) (a trembling
cavity) with Dirichlet boundary conditions  = 0 at @G(t), see also Refs. [52] and [54].
The Hamiltonian governing the dynamics of this system can be obtained in the following way:
For every xed time t one may derive a K-operator in pure analogy to Part II employing the
Minkowski metric and the time-dependent domain G(t). Owing to the time-dependence of
the Dirichlet boundary conditions at @G(t) the K-operator becomes time-dependent as well
K = K(t). Hence also the proper eigen functions are time-dependent fI = fI(t). We assume a
nite domain G(t) resulting in a purely discrete spectrum. As a consequence the insertion of
the expansion of the eld
̂(t; r) =
X
I
Q̂I(t)fI(t; r) (195)
into the Lagrangian in Eq. (33) does not lead to the same form as in the static case given
by Eq. (44) but generates additional terms. Since the time-derivative of the eld  may now
also include the time-derivative of the eigen function, we obtain an additional anti-symmetric
inter-mode coupling matrix
MIJ(t) =
Z
G(t)
d3rfI _fJ : (196)
Furthermore, the eigen values of the K-operator may become time-dependent I = I(t) =
!2I (t). Inserting the expansion of the eld in Eq. (195) into the Lagrangian in Eq. (33) yields
L =
1
2

_Q2I   !2I (t)Q2I

+QIMIJ(t) _QJ + 1
2
QIMIJ(t)MJK(t)QK : (197)
By means of the Legendre transformation we obtain the Hamiltonian
H =
1
2
 
P 2I   !2I (t)Q2I

+QIMIJ(t)PJ ; (198)
where PJ andQK are the canonical conjugated variables (in analogy to Part II). In the following
the undisturbed eigen values (frequencies) are denoted by !2I (jtj " 1) = !2I and their variation
by !2I (t) = !
2
I(t)   !2I . After the canonical quantisation (in analogy to Part II) and the
separation of the undisturbed part
Ĥ0 =
1
2

P̂ 2J + !
2
JQ̂
2
J

(199)
the perturbation Hamiltonian may be cast into the form
Ĥ1(t) = Ê(t) + Ŵ (t) =
1
2
Q̂2J(t)!
2
J(t) + Q̂J(t)MJK(t)P̂K(t) : (200)
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The term including !2J(t), i.e. Ê(t), arises from the change of the shape of the domain G(t).
This term Ê(t) is called squeezing contribution. The inter-mode couplingMJK(t) contained
in Ŵ (t) { the velocity contribution { arises from the motion of the boundaries. Of course, the
undisturbed Hamiltonian can be diagonalised through a particle denition Ĥ0 = !J

N̂J + 1=2

employing the usual creation/annihilation operators in complete analogy to Part II
âJ =
r
1
2!J

!JQ̂J + iP̂J

: (201)
With the aid of the equations above it is now possible to calculate the expectation value of the
number operator using the results of the previous Section. The evaluation of the trace Trf: : :g
is most suitably performed in the basis of the Ĥ0-eigen kets. One obtains a non-vanishing trace
only for terms that contain the same number of creation and annihilation operators for every
mode. Inserting the particular interaction Hamiltonian Ĥ1(t) = Ê(t) + Ŵ (t) into Eq. (180)
generates at a rst glance four terms. However, owing to the antisymmetry of the matrix
governing the inter-mode couplingMJJ = 0 the mixing terms vanish
Tr
n
N̂I
h
Ê(t); %̂0
i
Ŵ (t0)
o
= Tr
n
N̂I
h
Ŵ (t0); %̂0
i
Ê(t)
o
= 0 : (202)
Consequently the squeezing and the velocity contribution decouple at the stage of quadratic
response
NI = Tr

N̂I
Z
dtÊ(t); %̂0
Z
dtÊ(t)

+Tr

N̂I
Z
dt Ŵ (t); %̂0
Z
dt Ŵ (t)

= NSI +N
V
I : (203)
Expressing Ĥ1(t) = Ê(t) + Ŵ (t) with the aid of the matrices S and U as done in Eq. (181)
one observes that the squeezing eect manifests in the diagonal elements of the matrices S and
U while the velocity eect generates o-diagonal elements only.
16.1 Squeezing
The diagonal form of the squeezing Ê(t)-part of the perturbation Hamiltonian Ĥ1(t) indicates
the highly resonant character of this contribution. This fact simplies the calculation of NI
because only one mode { the mode I { survives in the trace. With the abbreviation
QSI =
1
2!I
Z
dt!2I (t) exp f2!Itg =
1
2!I
]!2I (2!I) (204)
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the squeezing part of the matrix SS can be cast into the form
SSJK = QSI ÆIJ ÆIK : (205)
Of course, the squeezing part of the matrix US is also strictly diagonal and hence does not
contribute to NI (see Eq. (180)) with the result that only the SS term is responsible for
particle production. Therefore the squeezing contribution to the number of particles reads
NSI =
QSI 2 1 + 2DN̂IE
0

=
QSI 21 + 2expf!Ig   1

: (206)
In accordance to the results of Sec. 15.8 the particle production rate at temperature T equals
the rate at zero temperature times the thermal distribution factor.
16.2 Velocity
Due to the more complicated structure of the velocity term, i.e. the o-diagonal elements, the
calculation of the number of created particles involves an additional summation. Hence the
velocity contribution may not be cast into such a simple form as the squeezing term. The
Ŵ -part of the perturbation Hamiltonian can be expanded with the aid of the matrices
SVJK =
i
2
Z
dtMJK(t) exp fi(!J + !K)tg
r
!J
!K
 
r
!K
!J

; (207)
and
UVJK =
i
2
Z
dtMJK(t) exp fi(!J   !K)tg
r
!J
!K
+
r
!K
!J

: (208)
In this case both terms, the SV and the UV matrices contribute. The UV term may even
decrease the number of particles in a given mode, see Eq. (180). Nevertheless, the total energy
increases.
16.3 Moving mirror
In order to illustrate the velocity eect we consider the most simple example of a single mirror
in 1+1 dimensions. This scenario has already been investigated by several authors, e.g. [10, 12],
at zero temperature. In this case the domain G takes the form G(t) = ((t);1) where (t)
denotes the time-dependent position of the mirror with (t #  1) = (t " +1) = 0. In the
innite volume limit (cf. Secs. 4.8 and 15.4) the index I can be identied with the wave number
I ! k = !I which assumes all positive real numbers. As the shape of the domain G(t) does
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not change only the velocity-eect contributes. The inter-mode coupling matrix is given by
(cf. [52, 54])
MIJ(t)!Mkk0(t) = _(t) 2

P

kk0
k2   k02

; (209)
where P denotes the principal value. The Fourier transform of a time-dependent function is
denoted by a tilde: e = F (see Eq. (204)). Using this notation the matrices for the evaluation
of the particle number read
Skk0 = 1

 r
k
k0
 
r
k0
k
!
kk0
k   k0 e(k + k0) (210)
and
Ukk0 = 1

 r
k
k0
+
r
k0
k
!
kk0
k + k0
e(k   k0) : (211)
Inserting these expressions into Eq. (182) yields the following results for the expectation values
of the number operator
Nk =
1Z
0
dk0
kk0
2
je(k + k0)j2 1 + DN̂k0E
0
+
D
N̂k
E
0

+
1Z
0
dk0
kk0
2
je(k   k0)j2 DN̂k0E
0
 
D
N̂k
E
0

: (212)
Already for the most simple example the velocity contribution cannot be cast into a form which
is as simple as the squeezing term. But the formula above allows us to calculate the number of
created particles within the quadratic response for arbitrary dynamics (t) and temperatures
T . Nevertheless, evaluating the total radiated energy
E =
1Z
0
dk kNk =
Z
dt
Z
dt0 (t) (t0)R(t  t0) ; (213)
where R denotes the quadratic response function, we obtain a more elucidative formula. For
that purpose we have to perform integrations involving Bose-Einstein distribution functions
entering in
D
N̂k
E
0
. If we insert the usual expansion for those functions
D
N̂k
E
0
=
1
expfkg   1 =
1X
n=1
e nk (214)
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the wave number integration leads to Hurwitz zeta-functions
1X
n=1
1Z
0
dk km exp fik(t  t0)  nkg =
1X
n=1
m!
(n   i(t  t0))m+1
=
m!
m+1


m+ 1; 1  it  t
0


: (215)
In terms of these functions the response function R yields after the k- and k0-integrations
R(t) = R(t  t0)
=
2
2

+Æ(4)(t) + P

24i
t5

1
24
+
1
2

 Æ(2)(t)  P

2i
t3

(2; 1  it=)
2
+
2
2

 iÆ(1)(t)  P

1
t2

(3; 1  it=)
3
+
1
2

 Æ(2)(t) + P

2i
t3

(2; 1  it=)
2
+
2
2

 iÆ(1)(t) + P

1
t2

(3; 1  it=)
3
: (216)
The ve terms above correspond directly to the ve terms in Eq. (212). As one can easily
check in Eq. (213) only the symmetric part Rsym(t) = (R(t) +R( t))=2 of the response
function R(t) contributes to the radiated energy. Symmetrising the response function a lot
of cancellations occur and all divergent terms 1=tn disappear. The resulting expression reads
Rsym(t) = 1
12
Æ(4)(t)  2

(2)T 2Æ(2)(t) ; (217)
with the Riemann zeta-function (n) that is related to the Hurwitz zeta-function (n;m) by
(n; 1) = (n). Rewriting this expression into the total radiated energy yields
E =
1
12
Z
dt 2(t) +

3
T 2
Z
dt _2(t) : (218)
The rst term describes the vacuum contribution and was originally obtained by Fulling and
Davies [10] using the conformal invariance of the scalar eld in 1+1 dimensions and later
calculated by Ford and Vilenking [12] via a more exible method of perturbations of Green
functions. The second term is a pure temperature eect and generalises the vacuum results
above to the density matrix corresponding to the canonical ensemble. The relation between
the nite temperature correction to the radiated energy and the vacuum contribution is of the
order O[T 2 2] where  denotes a characteristic time scale of the dynamics of the mirror.
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17 Resonantly vibrating cavity
Let us now investigate the nite-temperature eects on the dynamical Casimir-eect in a res-
onantly vibrating cavity. In order to allow for an experimental verication the number of
motion-induced particles should be as large as possible. One way to achieve this goal is to
exploit of the phenomenon of parametric resonance. It occurs in the case of periodically time-
dependent perturbations characterised by some frequency !. Within the quadratic response
the number NI of created particles is proportional to the Fourier transform of the pertur-
bation function (see Eq. (204)). Assuming a harmonically oscillating disturbance the Fourier
transform possesses a pronounced maximum at the resonance frequency. As a result particles
with a mode frequency corresponding to ! will be produced predominantly. Receiving large
numbers may indicate that one has left the region, where second-order perturbation theory
does apply.
17.1 Rotating wave approximation
In the case of oscillating disturbances, however, it is possible to evaluate the time evolution
operator Û in all orders of Ĥ1 analytically employing yet another approximation, the so-called
rotating wave approximation (RWA, see e.g. [42, 43]). The main consequence of the RWA
consists in the fact that it allows for the derivation of a time-independent eective Hamiltonian
Ĥe1 after performing the integration over timeZ
dt Ĥ1  T Ĥe1 : (219)
Let us assume that the explicit time-dependence of the perturbation Hamiltonian Ĥ1(t) pos-
sesses an oscillatory behaviour like " sin(2!t) during a suÆciently long time T, such that the
conditions !T  1, "  1 and " !T = O[1] hold. Expanding the time evolution operator
Û into powers of " and !T the RWA neglects all terms of order O["n(!T)m] if n > m holds.
Since time integrations over oscillating functions result in smaller powers of T than the same
integrations over time-independent quantities, within the RWA all terms including oscillations
were omitted. Accordingly, only those terms, where the oscillations due to the time-dependence
of the operators (in the interaction picture governed by Ĥ0) and the explicit time-dependent
disturbances cancel { i.e. which are in resonance (n = m) { contribute in the RWA. This approx-
imation enables us to neglect the time-ordering T . The dierence between the time-ordered
and the original expression always contains commutators like [Ĥ1(t); Ĥ1(t
0)]. These quantities
are always oscillating and therefore can be neglected within the RWA.
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17.2 Fundamental resonance
For a harmonically vibrating cavity the eective Hamiltonian Ĥe1 can easily be calculated
from the interaction operator (200). Assuming harmonic time-dependences  " sin(2!t) or
 " cos(2!t) for both, the squeezing (!2I (t)) and the velocity terms (MJK(t)), only those
terms will survive, which match the resonance conditions. These conditions are fullled if the
oscillations of the operators, i.e. Q̂J(t) and P̂K(t), compensate the oscillations of the distur-
bances, i.e. !2I (t) (squeezing) and MJK(t) (velocity). For the squeezing term the resonance
condition reads !I = ! and for the velocity term j!J!K j = 2!, respectively. Accordingly, the
squeezing eect creates always particles with the frequency ! provided this cavity mode does
exist. We restrict our further consideration to the situation, where the oscillation frequency !
corresponds to the lowest cavity mode, i.e. to the fundamental resonance
! = min f!Ig = !1 : (220)
The fundamental resonance frequency !1 is determined by the characteristic size  of the cavity,
e.g. !1 =
p
3= for a cubic cavity. For the lowest mode I = 1 the resonance condition for
squeezing !I = !1 = ! is satised automatically. Although the condition for the S-term of the
velocity eect j!J + !K j = 2! could be satised for J = K = 1 (we assume a non-degenerate
ground state I = 1), this term does not contribute since MJJ = 0 = SJJ . Whether the
resonance condition for the U -term of the velocity eect j!J  !Kj = 2! can be satised or not
depends on the spectrum of the particular cavity under consideration. For a one-dimensional
cavity the eigen frequencies !I are proportional to integers and thus it can be satised leading
to an additional velocity contribution. For most cases of higher-dimensional cavities, e.g. a
cubic one, this condition cannot be fullled. Thus the velocity eect does not contribute within
the RWA (cf. Ref. [47]).
17.3 Squeezing operator
In the following calculations we assume such a case where only the squeezing term contributes.
The eective Hamiltonian can be derived immediately from the only contributing !2I -termsZ
dt Ĥ1 =
Z
dt
!2I (t)
4!I

âyIe
i!I t + âIe
 i!I t
2
=
!I"
2
Z
dt sin(2!t)

âyIe
i!I t + âIe
 i!I t
2
 i!"T
4

(ây1)
2   (â1)2

= T Ĥe1 : (221)
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Therefore the time evolution operator Û coincides in the RWA with a squeezing operator Ŝ1
for the lowest mode I = 1
Û = T

exp

 i
Z
dt Ĥ1(t)

 exp

!"T
4

(ây1)
2   (â1)2

= Ŝ1 : (222)
with a squeezing parameter  = !"T=2. This conrms the notion of the !2I -terms in the
perturbation Hamiltonian (200) as squeezing contribution. Having derived a closed expression
for the approximate time-evolution operator Û  Ŝ1 we are able to calculate the expectation
value for the number operator to all orders in Ĥe1 within the RWAD
N̂I
E
 Tr
n
%̂0Ŝ
y
1N̂IŜ1
o
=
D
N̂I
E
0
+ ÆI1 sinh
2

!"T
2

1 + 2
D
N̂1
E
0

: (223)
This non-perturbative result states that also at nite temperature the number of photons N1
created resonantly in the lowest cavity mode increases exponentially. The vacuum creation rate
NT=01 = sinh
2(!"T=2) (see Ref. [47]) gets enhanced by a thermal distribution factor. Since
the eective Hamiltonian becomes diagonal in the resonance case such a behaviour is consistent
with the results in Sec. 15.8.
17.4 Local quantities
So far we have considered merely the expectation values of global observables such as particle
number and energy. Nevertheless the formalism derived in this thesis is also capable for inves-
tigating local quantities. As an example we may consider the two-point Wightman function
h̂(r)̂(r0 )i = Tr
n
%̂ ̂(r)̂(r0 )
o
: (224)
According to the results of the previous Sections within the RWA the time evolution operator
coincides with a squeezing operator for the lowest mode I = 1. Expanding the eld ̂(r) into
the modes fI yields
h̂(r)̂(r0 )i =
X
IJ
Tr
n
%̂0Ŝ
y
1Q̂IQ̂J Ŝ1
o
fI(r)fJ(r
0 ) : (225)
For I 6= J the trace above vanishes and for I = J 6= 1 it coincides with the undisturbed
(thermal) expression. Hence the only interesting case is I = J = 1. In this situation the
amplitudes Q̂1 are squeezed by the time-evolution operator Ŝ1. As a result the change of the
correlation function induced by the dynamics of the cavity can be cast into the form
h̂(r)̂(r0 )i = (exp(2)  1)Tr
n
%̂0Q̂
2
1
o
f1(r)f1(r
0 )
= (expf2g   1)

1 + 2
D
N̂1
E
0

f1(r)f1(r
0 )=(2!1)
= (expf2g   1)

1 +
2
expf!1g   1

f1(r)f1(r
0 )=(2!1) ; (226)
17.4 Local quantities 95
where  denotes the squeezing parameter. In complete analogy one obtains the change of the
correlation of the eld momenta
h̂(r)̂(r0 )i = (expf 2g   1)

1 + 2
D
N̂1
E
0

f1(r)f1(r
0 )!1=2
= (expf 2g   1)

1 +
2
expf!1g   1

f1(r)f1(r
0 )!1=2 : (227)
These ingredients enable us to calculate the expectation values of the energy-momentum tensor
T = @@  g@@=2. The expression for the change of the energy density reads
hT̂00i = 1
4

1 + 2
D
N̂1
E
0
  
(expf2g   1) (rf1)2=!1 + (expf 2g   1) f 21!1

=
1
4

1 +
2
expf!1g   1

  (expf2g   1) (rf1)2=!1 + (expf 2g   1) f 21!1 : (228)
This expression can be used to deduce the spatial distribution of the energy created by the
dynamical perturbation of the cavity. Since the squeezing parameter  is proportional to the
vibration time T, the rst term at the r.h.s. dominates for large time durations T. In this
situation the produced energy density behaves as (rf1)2. For Dirichlet boundary conditions
the eigen functions vanish at the boundary but their derivatives usually reach their maximum
value there. In the centre of the cavity the lowest eigen function assumes its maximum and {
consequently { its derivative vanishes. Ergo the energy density is concentrated near the bound-
aries of the cavity in the case under consideration. However, this assertion crucially depends on
the imposed boundary conditions. For Neumann conditions the situation is actually opposite.
In order to deduce an according statement concerning the more realistic photon eld one has
to consider the corresponding eigenmodes for this case. The modes of the electromagnetic
eld are more complicated and cannot be reduced to purely Dirichlet or Neumann conditions
in general. As demonstrated in Ref. [103], one may divide the electromagnetic eigen functions
into TE and TM modes. E.g. for a cylinder with perfectly conducting walls the energy in the
lowest TM-mode is concentrated near the shell and vanishes at the symmetry axis, see [103].
In addition, the eigen frequency of this particular mode does not depend on the separation
of the base and the top surface. Hence it cannot be excited resonantly by a vibration of the
piston but only by a change of the radius. In contrast, the lowest TE mode does depend on the
separation and thus may be excited by a vibration of the piston. In summary, the conclusions
concerning the energy distribution of the photon eld crucially depend on the particular mode
that is excited by the cavity vibration.
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17.5 Discussion
In order to indicate the experimental relevance of the calculations above one may specify the
characteristic parameters. For room temperature  290K, which corresponds to thermal wave
lengths of about 50m and considering a cavity of a typical size   1 cm one obtains a thermal
factor (1 + 2
D
N̂1
E
0
) = O[103]. As a consequence the number of photons N1 created by the
dynamical Casimir eect (after the vibration time T) at the given temperature T will be several
orders of magnitude larger in comparison with the pure vacuum eect at T = 0, see Fig. 6.
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Figure 6: Number of Photons N1 produced via the dynamical Casimir eect inside a reso-
nantly vibrating cavity for a xed value of the parameter "!=2 as a function of the time duration
T. The fundamental frequency is chosen to be ! = 146GHz corresponding to a typical size
of the cavity of 1 cm. For the dimensionless amplitude a value of " = 6  10 10 has been
assumed. Finite temperature (T = 290K) can enhance the eect (solid line) by several orders
of magnitudes compared with the pure vacuum eect at T = 0 (dashed line). The variance of
the initial thermal background is indicated by the shadowed area.
This enhancement occurring at nite temperatures could be exploited in experiments to verify
the phenomenon of quantum radiation as long as back-reaction processes (and losses, etc.) can
be neglected. Of course, one has also to take into account the number of photons
D
N̂I
E
0
present
at the temperature T and their thermal varianceq
D20(NI) =
rD
N̂2I
E
0
 
D
N̂I
E2
0
=
rD
N̂I
E
0
+
D
N̂I
E2
0
=
D
N̂I
E
0

1 +O

1
NI

: (229)
The latter quantity reects the statistical uncertainty when measuring the number of photons
at a given temperature. In order to obtain a number of created particles N1 which is not
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much smaller than the corresponding thermal variance
p
D20(N1) one has to ensure conditions
that will lead to a signicant vacuum eect as well. This implies that the argument of the
hyperbolic sine function in Eq. (223), i.e. the squeezing parameter  = !"T=2 should be at
least of order one. An estimate of the maximum value of the of the dimensionless amplitude
of the resonance wall vibration "max < 10
 8 is given in Ref. [47]. For a characteristic size of
the cavity of about 1 cm corresponding to a fundamental frequency !  150GHz the squeezing
parameter  approaches 1 after several milliseconds. It still remains as a challenge whether
or not the requirement  = O[1] could be achieved in a realistic experiment. But { provided
an experimental device for generating a considerable vacuum contribution becomes feasible {
there will be a strong enhancement of the dynamical Casimir eect at nite temperatures.
18 Dielectric media
The previous Sections were devoted to the investigation of a scalar eld conned in a trem-
bling cavity with Dirichlet boundary conditions simulating perfect conductors. Although the
eect of quantum radiation has not been veried rigorously in an according experiment, res-
onantly vibrating cavities are expected to represent good candidates for this aim. Of course,
the assumption of perfectly conducting walls of the cavity is an idealisation. One possible step
towards a more realistic description is to consider a dielectric medium with a nite permittivity
. Of course, one may also take into account the permeability, see e.g. [53]. But for reasons of
simplicity we restrict our further considerations to a purely dielectric medium.
The quantum radiation generated by a moving body with a nite refractive index was studied in
Ref. [40], for example. More generally, one may consider a medium with an arbitrary changing
permittivity (t; r) and a local velocity eld v(t; r). Again these properties of the medium
are treated classically, i.e. as an external background eld. As the quantum eld propagating
in this background we consider the electromagnetic eld. For non-relativistic velocities of the
medium the Lagrangian density governing the dynamics of the electromagnetic eld is given by
L = 1
2
 
E2  B2+ (  1) v  (E B) : (230)
The particle denition for this vector eld requires additional considerations. Since it is de-
scribed by a gauge invariant theory, it possesses primary and secondary constraints, see e.g. [84].
In Ref. [53] these gauge problems are solved by virtue of the reduction of variables. However,
other procedures, e.g. the Dirac quantisation, lead to the same results [104].
There have been various eorts to discover eects of quantum radiation for such dynamical
dielectrics: One interesting idea goes back to Schwinger [37], who suggested to explain the
phenomenon of sonoluminescence by this mechanism. Sonoluminescence means the conversion
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of sound into light. In an according experiment one generates sound waves in a liquid (water)
in such a way that tiny oscillating bubbles emerge. Under appropriate conditions these bubbles
emit light pulses, see e.g. [105] and references therein. In spite of the considerable amount of
work in order to clarify the relevance of quantum radiation with respect to sonoluminescence,
see e.g. [48, 49], [60, 61] and also [73, 77], there are still open questions, since the dynamics of
the bubble and the behaviour in its interior are not suÆciently known. We shall return to this
point later on.
In view of the Lagrangian density in Eq. (230) the dynamical properties of the medium enter
in two terms: In analogy to the cavity example we may distinguish between the squeezing
eect due to a varying permittivity (t; r) and the velocity eect governed by v(t; r). In the
following we consider situations where the squeezing term gives the dominant contribution (see
Ref. [53], Section V) and neglect the velocity eld (v = 0 ). In contrast to the cavity example
the squeezing term of the perturbation Hamiltonian will not be diagonal in general
Ĥ1(t) =
Z
d3r
1
2

1
(t; r)
  1
1

̂
2
(t; r) =
Z
d3r (t; r) ̂
2
(t; r) : (231)
̂ = Ê denotes the canonical momentum density associated to the vector potential Â , see
e.g. [53] and [54]. (t; r) symbolises the deviation of the permittivity (t; r) from its asymptotic
value 1 = (jtj " 1; r) = (t; jrj " 1).
The diagonalisation of the undisturbed Hamiltonian via a particle denition can be achieved
with photons labelled by I = fkg where k denotes the wave vector of the photon and  counts
the two possible polarisations. Within this basis the S and U matrices assume the form
Sk;k00 =  
p
!k!k0
f
(ek  ek00)
Z
d4x (x) exp fi(k + k0)xg
=  
p
!k!k0
f
(ek  ek00) e(k + k0) ; (232)
where f denotes the quantisation volume, and
Uk;k00 =
p
!k!k0
f
(ek  ek00)
Z
d4x (x) exp fi(k   k0)xg
=
p
!k!k0
f
(ek  ek00) e(k   k0) ; (233)
respectively. In complete analogy to the cavity we may calculate of the quadratic response of
the number operator
Nk =
X
k
00
Sk;k002 1 + DN̂k00E
0
+
D
N̂k
E
0

+
X
k
00
Uk;k002 DN̂k00E
0
 
D
N̂k
E
0

: (234)
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It is again possible to recognise the thermal corrections to the vacuum eect
P
k
00
Sk;k002.
In Ref. [53] we gave a general proof that for massless and non-self-interacting bosonic elds at
zero temperature the spectral energy density e(!) created by smooth and localised disturbances
behaves as e(!)  !4 for small !. As one can easily check in the equation above this is no
longer valid in general at nite temperatures due to the Boltzmann distribution function that
becomes singular with 1=! for small !.
18.1 Small R expansion
The structure of Eq. (234) is too complicated for a general discussion of the physical properties
of the induced quantum radiation by means of simple expressions. For that purpose it is
necessary to use some approximations. One possibility is to assume that the region where
the permittivity (t; r) diers from its asymptotic value 1 = (jtj " 1; r) = (t; jrj " 1) is
very small. This assumption can be used to expand the Fourier transform of the perturbation
function (t; r) in powers of R, where R denotes a characteristic length scale of the disturbance
e(k) = Z dt ei!t Z d3r eikr(t; r) = 0 Z dt ei!tfR(t) +O[R4] = 0efR(!) +O[R4] : (235)
For the lowest (volume fR  R3) term of this expansion it is possible to calculate the associated
radiated energy in close analogy to the moving mirror example. But in the case under consid-
eration the evaluations have to be accomplished in 3+1 dimensions which leads to additional
scale factors k2 and k02 due to the d3k- and d3k0-integrations. This results in the occurrence of
Hurwitz zeta-functions of higher order (4; 1  i(t  t0)=) and (5; 1  i(t  t0)=) and therefore
in higher powers of the temperature T . After some calculations the lowest terms in R and T
of the total radiated energy yield
E =
1
2
3 20
3  5  7
Z
dt
::::
f
2
R + (4)
8!
2! 4!
T 4
Z
dt f2R

: (236)
In analogy to the moving mirror example in Sec. 16.3 the rst term describes the (lowest) vac-
uum contribution, which was already obtained in Ref. [53], whereas the second term represents
the (lowest) temperature correction. But in contrast to the moving mirror in 1+1 dimen-
sions the lowest thermal correction increases with T 4 in this scenario owing to the additional
k; k0-integrations.
Having at hand the exact data for the oscillating bubble we were able to evaluate the number
of photons generated by the quantum radiation and so we could estimate the relevance of
this mechanism with respect to the phenomenon of sonoluminescence { under the assumptions
made. But as these data are not known yet with a suÆcient accuracy, this question remains
unsolved at this stage.
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18.2 Large R limit
Now we consider the opposite situation and assume that the permittivity changes over very
large volumes in the same way. In such a scenario the disturbance function  becomes nearly
position-independent (t; r)  (t). In this limit it is also possible to simplify Eq. (234) since
the d3r-integrations in Eqs. (232) and (233) produce Æ3(k k0)-distributions and therefore the
mode integrations break down. As a result the expression for the quadratic response of the
number operator obeys a structure similar to the squeezing term in the cavity example
Nk =
Sk;( k)2 1 + 2DN̂kE
0

: (237)
To establish the analogy once more we note that a perturbation like (t; r) = " sin(2!t) gener-
ates also a generalised squeezing operator
Û() = exp
8>><>>:

2
PZ
k;
(Ây
kÂ
y
( k)   ÂkÂ( k)) Æ(jkj   !)
9>>=>>; ; (238)
similar to the resonantly vibrating cavity, see also [106]. However, there is a crucial dierence
between the medium and the cavity: In a closed cavity there exist only particles with special
discrete frequencies (eigen values of the K-operator). In contrast, for the dielectric medium
without boundary conditions all positive frequencies are occupied by photons. Hence one has
to vibrate a (nite) cavity with a special (resonance) frequency in order to create particles while
in a medium the frequency may be arbitrary.
Investigating the two-photon correlation Ck;k00 at zero temperature one observes that in this
case the photons are most probably emitted back-to-back: Ck;k00(T = 0)  Æ(k + k0)Æ0 . At
nite temperatures the second term in Eq. (186) gives raise to an additional negative correlation
which is isotropic, i.e. it does not depend on the directions of propagation of the two photons.
However, the anisotropic and temperature-independent back-to-back correlation represents one
possibility to distinguish between the photons arising from the quantum radiation and the
purely thermal radiation. This observation (see [61]) might perhaps be used to clarify the origin
of the photons (i.e. the underlying mechanism) within the phenomenon of sonoluminescence.
19 Friedmann-Robertson-Walker metric
In Sec. 14 we have investigated the consequences of a nite initial temperature to the Hawking
eect. Now we are going to apply the formalism developed in the previous Sections to yet
another scenario where the gravitational eld generates quantum radiation. Let us consider
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the minimally coupled massless scalar eld propagating in the conformally at Friedmann-
Robertson-Walker space-time, see e.g. Ref. [25] for a related calculation at zero temperature.
The Friedmann-Robertson-Walker metric represents a solution of Einstein's equations for a
homogeneous and isotropic distribution of matter and describes an expanding (or contracting)
universe. Depending on the density % of the matter (if we omit the cosmological constant) there
exist three dierent branches of this solution: For densities % exceeding the critical density %c
one obtains the closed elliptic universe, which eventually re-collapses. For % < %c one is lead
to the open hyperbolic universe and for % = %c we get the open conformally at Friedmann-
Robertson-Walker space-time. In contrast to the rst case (% > %c) the other scenarios (%  %c)
imply an eternally expanding universe.
In order to specify the correct value of the density % one has to deal with the problem of the
unknown dark matter. In view of the present status of the observations it might well be possible
that the density % is indeed close or equal to the critical value %c, which is connected to the
Hubble constant. Nevertheless, for small space-time domains the conformally at Friedmann-
Robertson-Walker space-time should be a good approximation in any case. In terms of the
conformal coordinates (t; r) the corresponding metric is given by
ds2 = 
2(t)
 
dt2   dr2 ; (239)
where 
2(t) denotes the scale factor governing the Hubble expansion. It describes the change
of the measure of length and time scales during the cosmological evolution, e.g. inducing the
cosmological red-shift.
However, the following calculations will become easier if we introduce a slightly dierent time
coordinate t!  with
d = 
 2dt ; (240)
see also Ref. [25]. In terms of the new time coordinate the metric can be cast into the form
ds2 = 
6()d 2   
2()dr2 : (241)
The action for a minimally coupled massless scalar eld in Eq. (15) propagating in this particular
curved space-time reads
A = 1
2
Z
d
Z
d3r

_2   
4(r)2

: (242)
As the advantage of the new time coordinate  we observe the cancellation of the scale factor
in front of the _2-term. Consequently the equation of motion assumes the simple form
@2
@ 2
= 
4()r2 =  K() : (243)
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Now we apply the canonical quantisation procedure as described in Sec. II. Thereafter, the
Hamiltonian can be cast into the form
Ĥ() =
1
2
Z
d3r

̂2 + 
4()(r̂)2

: (244)
One observes a close similarity to the large R limit in Section 18.2. As we shall see below, this
similarity holds also for the number of created particles.
In complete analogy to Sec. II it is possible to diagonalise this time-dependent Hamiltonian
by an expansion of the eld ̂ into a complete set of orthogonal eigen functions of the K-
operator. Owing to the spatial homogeneity and isotropy of the space-time there is an ambiguity
concerning the selection of such a basis set. Here we choose the eigen functions to be completely
time-independent, f  = f (r). As a consequence, adopting this expansion
̂(t; r) =
PZ
 
Q̂ (t)f (r) ; (245)
the resulting modes Q̂ (t) do not obey any inter-mode interaction due to the spatial inte-
gration and the orthogonality and time-independence of the eigen functions f . Hence the
time-dependent Hamiltonian is diagonal
Ĥ() =
1
2
PZ
 

P̂ 2 () + 

4()!2  Q̂
2
 ()

; (246)
where  !2  denote the time-independent eigen values of the Laplacian. The eigenvalues of the
time-dependent K-operator are given by 
4()!2 .
Now we may use the outcome of Section 15.8 and we arrive at
NT! = N
T=0
!

1 +
2
expf!g   1

: (247)
It should be mentioned here that the particle number above is { strictly speaking { merely a
formal quantity since it does not describe particles in the sense of Section II. The Friedmann-
Robertson-Walker space-time is not time-translationally invariant and thus does not possess a
corresponding Killing-vector. Ergo the denition of energy necessitates additional considera-
tions. It is not possible to dene a physical reasonable and conserved energy. Of course, this
fact is consistent with the permanent particle creation. So the particles considered above match
{ at a rst glance { only two of the three requirements: They can be counted and evolve inde-
pendently { but they do not carry a well-dened amount of energy. Hence the interpretation
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of the above quantity N! is not obvious { at zero as well as at nite temperatures, see also
Ref. [26]. But here we are mainly interested in the inuence of nite (initial) temperatures.
Fortunately, the nite temperature eects factorise out and the problems mentioned above con-
cern the pre-factor NT=0! only. In summary we may draw the conclusion that { unaected
by the problem of the interpretation of the vacuum term NT=0! { the particle creation in
the Friedmann-Robertson-Walker space-time at nite (initial) temperatures gets enhanced by
a thermal factor in analogy to the resonantly vibrating cavity.
It should be mentioned here that the phenomenon of particle creation (quantum radiation) in
the conformally at Friedmann-Robertson-Walker space-time can be observed merely for elds
which are not conformally invariant. As counter-examples we may quote the massless scalar eld
in 1+1 dimensions, the massless and conformally coupled scalar eld in 3+1 dimensions (see
also Sec. 1 and Ref. [25]), and { last but not least { the electromagnetic eld in 3+1 dimensions.
The absence of any mass terms is obviously essential for the conformal invariance. For these
conformally invariant elds the equation of motion does not lead to any mixing of positive and
negative frequency solutions within the conformally at Friedmann-Robertson-Walker metric
and thus no particles are created.
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Part V
Summary
After having set up the basics of a quantum eld theory under the inuence of external con-
ditions in Part I we investigated the possibility of a physical reasonable particle and thereby
vacuum denition in Part II. It turned out that it is possible to accomplish a particle denition
via diagonalisation of the Hamiltonian for a minimally coupled, massless and neutral scalar
quantum eld ̂ propagating in an arbitrary physical complete and causal space-time M that
possesses a static metric of non-degenerated signature. Applying this method to the 3+1 di-
mensional Minkowski space-time we observed the non-existence of radial ingoing and outgoing
particles.
Turning to the Schwarzschild geometry the associated space-time splits up into two independent
domains, inside and outside the horizon, respectively. A particle denition according to Part
II can be accomplished for the exterior region only. The quantum eld inside the black hole
possesses a highly unstable behaviour. The corresponding Hamiltonian is unbounded from
above and below. Accordingly, it is not possible to dene a vacuum as its ground state and
particles as excitations over this ground state. The consequences of this instability to the black
holes as well as their sonic analogues are discussed at the end of Part II.
Having at hand a particle and thereby vacuum denition we were able to calculate in Part
III the quantum vacuum radiation, i.e. the conversion of the virtual vacuum uctuations into
real particles induced by appropriate external conditions. Comparing the particle denitions
accounting for the Minkowski and the Rindler observer we exactly recovered the Unruh eect.
For the scenario of a gravitational collapse of an object the number of created particles crucially
depends on the particular dynamics of the collapse. Only one branch of the Painleve-Gullstrand-
Lemâtre coordinates entails evaporation while the other branch implies anti-evaporation. In
both cases the innite amount of particles produced by the collapse obeys a thermal spectrum
corresponding to the Hawking temperature. Possible implication of this surprising result are
addressed at the end of Part III.
The inuence of initial states that deviate from the vacuum state are investigated in Part IV.
We focused our attention on thermal states. Within the response theory the nite-temperature
corrections to the quantum radiation induced by a single moving mirror are calculated. Em-
ploying the rotating wave approximation we observed a strong enhancement of the number of
particle created inside a resonantly vibrating cavity at nite initial temperatures.
Furthermore the nite-temperature corrections to the quantum radiation generated by a bubble
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with an oscillating radius within a dielectric liquid as well as by the Friedmann-Robertson-
Walker metric are derived.
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Part VI
Outlook
In Parts II and III we focused on the most simple example of a quantum eld theory, i.e. the
neutral, massless, and minimally coupled scalar eld . Further investigations should be de-
voted to elds obeying more complicated equations of motion. For the spin-zero eld example
one may incorporate potential terms including masses M22=2 or conformal couplings R2=6
and consider charged (i.e. non-Hermitian) elds ;, cf. Section 1. Furthermore it would be
interesting to extend the examination to elds with higher spin, e.g. the electromagnetic eld
L =  1
4
FF
 : (248)
The Maxwell theory possesses primary and secondary constraints [84]. These gauge-problems
have to be solved before the quantisation and the particle denition becomes possible. One
way to accomplish this { which seems to be suitable to the canonical approach { is the method
of reduction of variables [53]. Nevertheless there is no obvious reason why the main results of
this article should not persist. The equation of motion of the electromagnetic eld is given by
r F  = 1p g @
 p g g g @A  1p g @  p g g g @ A = 0 : (249)
For a very rough estimate one may drop the second term, which is related to the longitudinal
degrees of freedom. The remaining equation displays a close similarity to the Klein-Fock-
Gordon equation and { for example { possesses unstable solutions in the interior of the black
hole similar to the scalar eld scenario.
The investigation of the Dirac eld
L =  

i
2

$
D  m

 (250)
around charged black holes creates some new kind of problems, see e.g. [56]. Similar to the
Schwinger mechanism in the semi-classical description a tunnelling process is possible. This
tunnelling probability gives raise to the question of whether a stable vacuum in the quantum
eld theoretical treatment exists.
All the examples mentioned above obey purely linear equations of motion. The consideration of
interacting quantum elds under the inuence of external conditions raises conceptual questions
and fundamental problems. For non-linear equations of motion many valuable concepts that
apply to free elds abandon their relevance: A particle denition via diagonalisation of the
Hamiltonian according to Part II is not possible { the notion of particles itself becomes much
107
more involved (infra-particles and Wigner particles, etc.). In accordance the formalism based
on the inner product and the Bogoliubov coeÆcients cannot be applied. Furthermore, the two-
point Wightman functions of interacting elds possess additional singularities { in comparison
with free elds { in general. Hence the imposition of the Hadamard condition in Eq. (14) and
the relations deduced out of it are not justied for these elds. As shown in the Appendix, these
problems become evident already at a very basic stage, namely for the denition of the vacuum.
To show that it is suÆcient to consider the perhaps most simple example of a self-interacting
eld, the massless neutral scalar eld
L = 1
2
(@)(@
)  
4!
4 (251)
in at space-time (with 3+1 dimensions), see the Appendix.
Having obtained a linear instability of the linear equations of motion in the interior of the black
hole in Sec. 6.2 one may ask whether the unstable behaviour persists for non-linear equations of
motion including interaction terms like the one above. One might suspect that the non-linear
terms generate new stable xed points of the equation of motion { i.e. a non-perturbative
stabilisation of the black hole. However, in this case the amplitude of the eld has to be
located at some xed scale while the linear instability exists for arbitrary large scales j j. This
might be an argument for the dominance of the unstable linear contribution in this region. In
order to elucidate this point it is necessary to consider the scale behaviour of the interacting
theory.
The particle denition presented in Part II is restricted to static space-times. This includes
the Schwarzschild and the Reissner metric, but not the Kerr space-time describing a rotat-
ing black hole. Accordingly, further investigations should be devoted to the extension of the
previous results to such stationary metrics. Without any Killing vector generating the time-
translation symmetry it is probably impossible to perform a unique and physical reasonable
particle denition.
Similarly the space-time considered in Part III, Section 10 describes the most simple example
of a black hole. The Schwarzschild solution represents an uncharged and non-rotating black
hole where the Einstein tensor and thereby also the energy-momentum tensor vanish for r > 0.
The extension of the results presented in Section 10 to more general static (i.e. non-rotating)
black holes { e.g. the Reissner solution { seems to be straight-forward, see also Section 6. In
contrast the investigation of the Hawking eect for rotating { i.e. stationary, but not static {
black hole space-times { e.g. the Kerr solution { induces more diÆculties.
Apart from the Painleve-Gullstrand-Lemâtre coordinates there are several other coordinate
sets that describe a black hole space-time by a manifestly C1-metric, e.g. the Eddington-
Finkelstein coordinates (cf. Sec. 6.2). It might be interesting to consider a collapse model in
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terms of these coordinates in analogy to Eq. (145) and to compare the results.
For the calculation of the Bogoliubov coeÆcients in Sec. 10 we have restricted our consider-
ation to the 1+1 dimensional space-time of the (t; r)-sector. Even though the main result of
Sec. 10 should persist also in 3+1 dimensions { including the angular terms, some additional
complications arise. The Klein-Fock-Gordon equation (2) assumes for the 3+1 dimensional
Schwarzschild metric a slightly modied form. After separating the angular dependence by
spherical harmonics the centrifugal barrier and curvature scattering eects can be incorporated
into an eective potential Ve , see e.g. [34]
@2
@t2
  @
2
@r2
+ Ve(r; `)

`;m = 0 : (252)
Ve is strictly positive and approaches zero for r " +1 and for r #  1 with O[1=r2] =
O[1=r2] and O[] = O[expfr=Rg], respectively. Unfortunately, in 3+1 dimensions no closed
expression in terms of well-known functions for the eigenmodes is available. The asymptotic
behaviour can be derived easily. For r #  1 the positive frequency solutions again behave as
expf i!t i!rg or linear combinations of them. These waves are purely ingoing or outgoing,
respectively, for r #  1. But every mode which is purely outgoing near the horizon contains
for r " +1 ingoing components as well owing to the scattering at the eective potential Ve {
inducing transmission and reection coeÆcients { and vice versa. In order to obtain a complete
and orthogonal (with respect to the inner product) set of positive frequency solutions of the
Klein-Fock-Gordon equation one has to combine the dierent opportunities. E.g., within the
notation of Ref. [14] (see Fig. 1 there) a 'down' mode is purely ingoing at innity and therefore
mixed at the horizon. According to the results of Sec. 10 one would expect that an innite
amount of particles are created by the collapse in this mode { independently of the branch of
the metric.
As it became evident in Section 10.4 the properties of the particles created during the collapse
depend on its dynamics, in particular on @. It could be interesting to investigate the properties
of the dierent time-dependent metrics g(t; r;@), for instance via calculating the associated
Ricci tensor R(t; r;@). By virtue of the Einstein equations this quantity reveals the corre-
sponding energy-momentum tensor T(t; r;@) which could be compared with an appropriate
model of the collapsing star. In addition it could be used to test the energy conditions.
However, one should be aware that all of the previous considerations neglect the back-reaction
of the quantum eld onto the metric. To examine how the quantum elds inuence the metric
one has to deal with the back-reaction problem. Within the canonical quantisation formalism
one usually employs the renormalised expectation value of the energy-momentum tensor as the
source of the Einstein equations [22], and within the path-integral approach one may integrate
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out the quantum eld in order to obtain an eective action accounting for the degrees of freedom
associated with the dynamics of the space-time.
But still the quantum eld has to be treated as a test eld propagating on a given externally
prescribed space-time. If one attempts to leave this formalism several problems arise: As
discussed above, the concept of Hadamard states as described in Eq. (14) is restricted to free
elds obeying linear equations of motion. As stated before, the two-point function of interacting
elds possesses additional singularities in general. Consequently { if one regards the treatment
of quantum elds in classical (general relativistic) space-times as a low-energy eective theory
of some underlying theory { the imposition of the Hadamard condition is not obviously justied.
Similarly the requirement of a smooth C1-metric may be questioned from this point of view.
Accordingly, it might be interesting to examine the consequences of collapse dynamics that are
not C1 regarding the Hawking eect.
An exhaustive clarication of these problems probably requires the knowledge of an underlying
law that unies quantum eld theory and general relativity.
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Part VII
Appendix: Interacting elds
As already stated in the previous Part, all of our precedent investigations focused on free elds
obeying linear equations of motion. In order to illustrate the additional complications arising
from the consideration of interacting elds we examine { as the perhaps most simple example
{ the massless neutral 4-theory in at space-time.
Since our main interest lies in the structure of the vacuum together with its uctuations and
their conversion into real particles we shall focus on the vacuum state of the interacting theory.
As it will turn out, the non-linear 4-theory under consideration does not even allow for the
denition of a unique vacuum state { in contrast to the free eld.
The non-uniqueness of the vacuum state of interacting theories has already been subject of
several investigations: E.g., there are indications for a vacuum degeneracy in the non-Abelian
SU(2)-gauge theory [107]. As another example one may investigate the non-linear Liouville
model [108, 109, 110], which does not possess a translationally invariant vacuum.
Based on the Wightman axioms (cf. [83, 85, 111, 112]) the non-existence of a state which
preserves Poincare and scale invariance is demonstrated non-perturbatively for a non-vanishing
self-interaction. We arrive at the conclusion that it is necessary to break the scale invariance in
order to dene a vacuum state. The main part of these considerations is published in Ref. [113].
20 Preliminaries
Let us consider a simple model Hamiltonian possessing no regular unique ground state { and
even no regular ground state at all. A vector of the Hilbert space representing a regular state
has to be normalised according to
h	j	i = 1 : (253)
j	0i is said to be the regular ground state of the Hamiltonian if all other regular states j	i 6=
j	0i respect
h	j Ĥ j	i > h	0j Ĥ j	0i = E0 : (254)
In the Hilbert space L2(R) the operator
Ĥ =   @
2
@2
(255)
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is non-negative and thereby bounded from below. However, it does not possess a regular unique
ground state j	0i: Assuming that such a state j	0i exists we can rescale the corresponding
wave function according to
	
() =
p

	0(
) ; (256)
which implies an analogous scaling of the expectation value
h	
j Ĥ j	
i = 
2 h	0j Ĥ j	0i = 
2E0 : (257)
In view of Eq. (254) the state j	0i may represent the ground state only if the expectation value
of Ĥ vanishes, i.e. E0 = 0. As a consequence, the corresponding wave function 	0() has to be
constant in conict with the L2(R)-normalisation. Ergo, the Hamiltonian in Eq. (255) exhibits
no regular unique ground state due to its scale invariance given by Eq. (257). In contrast the
Hamiltonian of the harmonic oscillator
Ĥ =   @
2
@2
+ 2 (258)
displays no scale invariance and possesses a ground state. The Hamiltonian of the free scalar
quantum eld
Ĥ =
Z
d3r
1
2

̂2 + (r̂)2

; (259)
with ̂ = @t̂ can be decomposed into a sum of independent harmonic oscillators, see Section
4. Therefore a unique ground state can be found (see Section 4), which coincides with the free
vacuum j	0i = j0i.
This is the only state of the quantum eld, which exhibits Poincare invariance. We are con-
sidering at space-times. Conversely one may demand the Poincare symmetry to dene the
vacuum state. The application of this procedure to more general eld theories represents an
underlying idea of the Wightman approach. As for interacting theories it is not clear a priori
whether a well-dened ground state of the Hamiltonian exists or not, a vacuum denition based
on ground states is not appropriate in general.
21 Wightman axioms
For the free eld in at space-time there exist two dierent options to dene the vacuum,
rstly as the ground state of the Hamiltonian and secondly as the state which is Poincare
invariant. For the interacting eld the former possibility does not apply in general. In the
following we present an axiomatic approach to quantum eld theory based on the Wightman
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[83] formalism that utilises Poincare invariance. In an analogue way as in the free theory the
interacting quantum eld ̂ is represented by an operator-valued tempered distribution acting
on a separable Hilbert space F. Again the convolution of these operator-valued tempered
distributions with smooth test functions of compact support yields regular operators which
generate the algebra A. Poincare transformations are mediated via unitary operators Û(L; a)
Û(L; a) 1 ̂(x) Û(L; a) = ̂(Lx + a) : (260)
Furthermore we may introduce scale transformations Ŝ(
) with
Ŝ(
) 1 ̂(x) Ŝ(
) = 
 ̂(x=
) : (261)
The Hilbert space F possesses a cyclic and Poincare invariant Û(L; a) j	0i = j	0i state j	0i
which is called the vacuum. Per denition of cyclicity, all other states j	i of the Hilbert space
F can be created by acting an appropriate functional F	[̂] on the vacuum
j	i = F	[̂] j	0i ; i:e:;
F = A j	0i : (262)
As a consequence, the expectation values of all observables in all states can be expressed in
terms of vacuum expectation values of eld operators { the Wightman functions (reconstruction
theorem). In order to represent a realistic eld theory the Wightman functions have to full
certain properties. These axioms are presented in the following for the example of the two-point
function for a neutral scalar eld ̂, see e.g. [112, 83, 111, 85].
21.1 Denition
To ensure the character of the quantum eld as an operator-valued tempered distribution the
two-point Wightman function
W(x; x0) = h	0j ̂(x)̂(x0) j	0i (263)
has to be a tempered bi-distribution. The property of neutral elds to be described by Hermitian
operators implies
W(x; x0) =W(x0; x) : (264)
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21.2 Covariance
In order to generate a Poincare invariant vacuum the Wightman functions must exhibit the
same feature
W(x; x0) =W(Lx + a; Lx0 + a) (265)
for all translations a and all rotations L of the restricted Lorentz group
L"+ = fL : detL = 1; L00 > 0g ; (266)
which contains all transformations connected continuously to the identity, i.e. no time and/or
space inversion. Translation invariance implies the Wightman function to depend on the dif-
ference of the coordinates x   x0 only. Inside of each light cone merely (x   x0)2 enters the
Wightman functions due to rotational symmetry. However, they may dier in their values
inside the future and the past light cone, respectively.
21.3 Spectral condition
The properties listed above allow for the Fourier transformation of the Wightman function
according to
W(x; x0) = F
fW = Z d4k fW(k) exp f ik(x  x0)g :
(267)
It should be repeated here that all considerations employ the Minkowski metric g =
diag(+1; 1; 1; 1). To ensure the stability of the theory the support of this Fourier transformfW(k) has to be contained in the closed forward cone V+ = fk : k2  0; k0  0g
k0 < 0 ! fW(k) = 0 ;
k2 < 0 ! fW(k) = 0 : (268)
k0 is related to the energy and thus, the rst condition k0  0 prevents the system from
collapsing, cf. Sec. 6.2. Poincare symmetry implies the vanishing of the Fourier transform in
the whole space-like region.
21.4 Locality
By means of Einstein causality space-like separated events cannot interfere. As a result we
require the elds to commute at space-like distances and therefore the Wightman functions to
be symmetric in this case
(x  x0)2 < 0 ! W(x; x0) =W(x0; x) : (269)
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Together with Eq. (264) we arrive at the conclusion that for neutral elds the Wightman
functions are completely real at space-like distances.
21.5 Positivity
The convolution of the (Hermitian) operator-valued distributions ̂(x) with smooth test func-
tions of compact support B(x) 2 C10 yields regular operators (cf. Secs. 1 and 21)
̂(B) =
Z
d4x ̂(x)B(x) : (270)
The absolute value squared of an operator j̂(B)j2 = [̂(B)]y̂(B) = ̂(B)̂(B) and thereby
also its expectation value are non-negative. Therefore the Wightman functions have to obey
the following positivity condition for all test functions BZ
d4x
Z
d4x0B(x)W(x; x0)B(x0)  0 : (271)
Applying the Fourier transformation on this inequality the positivity requirement takes the
very simple form in terms of the Fourier transform of the Wightman function
fW(k)  0 : (272)
22 Proof of non-uniqueness
In this Section we provide a general proof for the non-existence of a unique vacuum in the
case of the massless and neutral 4-theory. For this purpose we construct the rather general
form of the corresponding two-point Wightman function. Utilising the non-linear equation of
motion we derive expectation values of higher powers of the elds. If we assume that a unique
vacuum exists, these expectation values have to vanish. In view of the postulated cyclicity of the
vacuum (see Sec. 21) this zero results in a contradiction for the non-vanishing self-interaction.
Consequently, a unique vacuum cannot exist.
22.1 4-theory
The action of a massless neutral scalar eld possessing a 4 self-coupling is given by
A =
Z
d4x

1
2
(@)(@
)  
4!
4

: (273)
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This theory exhibits two important symmetries. As every realistic eld theory it obeys Poincare
invariance
x ! L x + a : (274)
On the other hand the action remains unchanged under transformations of the following form
x ! 
 1x ;
@ ! 
 @ ;
 ! 
 : (275)
This scale invariance of the action is a result of the dimensionless coupling constant . The
latter property is also essential for the renormalisability of the corresponding perturbation
theory. By means of Legendre transformation we derive the Hamiltonian
H =
Z
d3r

1
2
 
2 + (r)2+ 
4!
4

; (276)
which is non-negative for   0. In situations, where the Hamiltonian is unbounded from
below, no ground state exists at all. For the example of the 3-theory this instability was
proven in Ref. [114]. The occurrence of arbitrarily negative energies for 3 is already present
on the classical level. In the case of the 4-theory the classical ground state is simply given
by   0 for  > 0. Turning to the quantum prescription the situation becomes less clear.
In order to prove the non-uniqueness of the vacuum of the 4-theory we assume that a unique
vacuum exists and analyse the consequences. This ctitious state is denoted by j	i to indicate
the dependence on the coupling strength . It has to obey all symmetries Ŝ(
) and Û(L; a)
of the action. Otherwise there would exist a dierent vacuum, which could be derived via
Ŝ(
)Û(L; a) j	i.
22.2 Dyson argument
In order to investigate the properties of the vacuum one might attempt to utilise perturbation
theory. This powerful method allows the approximate calculation of many observables within
quantum eld theory, e.g. cross sections, etc. However, it can be shown quite generally, that
perturbation theory is not capable of obtaining rigorous assertions concerning the exact vacuum
state. The main argument can be traced back to Dyson [115] who applied it to QED; we shall
present in the following a modied version of the proof regarding the 4-theory.
Within perturbation theory one performs a Taylor expansion with respect to the coupling, in
our case . Especially, the expansion of the exact vacuum j	()i would assume the form
j	()i ?=
1X
n=0
n j	ni : (277)
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The equality sign above is correct if and only if the innite summation converges to the exact
state vector. But if this sum converges for some non-vanishing coupling 0 then it converges
also for all { possibly complex { values of  which satisfy jj < 0 as well. Accordingly, the
expansion above describes an analytic function within the circle of convergence. But in this
situation the exact vacuum could be analytically continued to negative values of the coupling
, where the Hamiltonian is { even classically { unbounded from below. However, in such
a highly unstable scenario a translationally invariant, in particular stationary vacuum cannot
exist. This contradiction leads to the conclusion that the Taylor expansion, i.e. the perturbative
approach, is not suitable for investigating the exact vacuum sate; instead one is led to nd non-
perturbative methods.
22.3 Wightman function
Poincare and scale invariance of the vacuum state impose strong restrictions on the correspond-
ing Wightman functions. Due to the translational symmetry they may depend on the dierence
of the coordinates (x   x0) only. If we restrict ourselves to a region away from the light-cone
(x  x0)2 6= 0 Lorentz invariance implies, that merely the scalar (x  x0)2 enters the Wightman
function. Taking into account the scale invarianceW(
 1x;
 1x0) = 
2W(x; x0) the two-point
function has to adopt the following form
W(x; x0) = const
(x  x0)2 (278)
for (x x0)2 6= 0. By inspection we observe that the action of the d'Alembert operator 2 = @@
on this function yields zero. At rst this holds away from the light cone.
To examine additional contributions on the light cone such as Æ[(x   x0)2] we investigate the
Fourier transform fW. Every positive L"+-invariant distribution e with support in the closed
forward cone supp(e)  V+ has to take the form (see [116, 112] and [85], Theorem IX.33)e(k) = a Æ4(k) + (k0)(k2) ; (279)
with a  0 and a positive measure   0 with supp()  R+ . In view of the Wightman axioms
the Fourier transform of the Wightman function fW(k) has to be represented by a special choice
of e(k). The above theorem allows for the Kallen-Lehmann spectral representation [117, 118]
of the Wightman function
W(x; x0) = a +
Z
d(M2)W free(x; x0;M2) ; (280)
where W free(x; x0;M2) denotes the Wightman function of a free scalar eld with mass M ,
cf. [112] and [85], Theorem IX.34. The imposed scale invariance of the Wightman function
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fW(
2k2) = fW(k2)=
2 implies a = 0 and (
2) = ()=
2. As a consequence, if  contributes
for positive  then it has to behave for  > 0 like () = b= with b  0. However, the resulting
quantity e(k) = (k0)(k2)b=k2 does not represent a well-dened distribution owing to the
singularity at k2 = 0 together with the Heaviside step-function . Equivalently it does not
possess a Fourier transform. This can easily be veried by considering
2(x; x0) =  bF  (k0)(k2) =  8b
(x  x0)4 ; (281)
which yields for (x   x0)2 > 0. But no scale invariant distribution exists which generates the
r.h.s. of the above equation when the d'Alembert operator is applied to. On the contrary {
as we have observed in Eq. (278) { the action of the d'Alembert operator on the Wightman
function yields zero { at least for (x  x0)2 6= 0. As a result, the support of the measure  can
merely contain the point  = 0. There exists only one positive distribution with support at the
origin { the Dirac Æ-function. Ergo, the remaining possibility for the Fourier transform of the
Wightman function is given byfW(k) = (k0) Æ(k2)  const : (282)
This quantity indeed obeys scale invariance. In conclusion assuming a unique vacuum the
d'Alembert operator acting on the Wightman function vanishes everywhere
k2 fW(k) = 0 $ 2W(x; x0) = 0 (283)
and in particular on the light cone.
22.4 Equation of motion
The variation of the action ÆA = 0 leads to the non-linear equation
2̂ =   
3!
̂3 : (284)
The eld ̂(x) is represented by an operator-valued distribution. However, the product of two
or more distributions with the same argument, for example [Æ(x)]3 is not well-dened starting
from rst principles. Consequently, the source term on the r.h.s. of the equation above [̂(x)]3
has at rst glance no denite meaning. Therefore we have to dene the non-linear source term
Ĵ = 2̂ =  ̂3=3! as a local operator-valued tempered distribution that satises the following
properties:
 Covariance:
Û(L; a) 1 Ĵ(x) Û(L; a) = Ĵ(Lx + a) : (285)
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 For a xed time t, for instance t = 0 the source Ĵ(t = 0; r) can be constructed out of
the time-zero [85] elds ̂(t = 0; r) only. Consequently it contains no time-zero momenta
̂(t = 0; r) and commutes with the eldsh
Ĵ(t = 0; r); ̂(t = 0; r0)
i
= 0 : (286)
 The source term Ĵ is represented by the third power of the eld and obeys therefore the
following relation
Ŝ(
) 1 Ĵ(x) Ŝ(
) = 
3 Ĵ(
 1 x) (287)
under rescaling.
If these assumptions do not x the (non-vanishing) source term Ĵ uniquely up to a pre-factor
 then the equation of motion cannot be strictly derived by means of the action. In this
case one might be forced to introduce a renormalisation scale R in order to dene Ĵ(R).
However, then the proof is already complete at this stage, since the vacuum has to depend on
this renormalisation scale as well. Otherwise the dierence of two source terms corresponding
to dierent scales acting on the (supposed to be invariant) vacuum yields zero
Ĵ(R)  Ĵ(0R)

j	i = 0 (288)
according to the equation of motion (284). With the same arguments as used at the end
of the next Section this implies Ĵ(R)   Ĵ(0R) = 0, which contradicts the assumption of a
scale-dependent source.
In summary the possible necessity of introducing a renormalisation scale in order to dene Ĵ
would result in a dependence of the vacuum on this scale. Actually, within the considered
approach the causal connection is rather opposite: The quantum eld theory consists of the
algebra A of all observables and its Hilbert space F representation. Since this Hilbert space is
constructed out of the vacuum via F = A j	i one may regard the renormalisation scale to be
induced by the vacuum.
22.5 Federbush-Johnson theorem
If the denition of the equation of motion in the previous Section xes the source term uniquely
then the proof proceeds as follows: As shown in Sec. 22.3 assuming the existence of a unique
vacuum the two-point Wightman function equals (up to an irrelevant pre-factor) the two-point
function of the free eld. On the other hand, it can be shown quite generally that if the two-
point function coincides with its free-eld analogue then the theory is free { a statement called
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the Federbush-Johnson theorem [119]. In the following we present two alternative proofs of this
theorem which are based on dierent assumptions:
If the action of the d'Alembert operator on the two-point Wightman function yields zero we
may utilise the equation of motion via
22
0W(x; x0) = h	j2̂(x)20̂(x0) j	i
=


3!
2
h	j ̂3(x)̂3(x0) j	i
= 0 : (289)
This equality holds for all x and x0 and especially for x = x0. Accordingly, we obtain
h	j [̂3(x)]2 j	i = 0, which implies ̂3(x) j	i = 0. The last conclusion was possible be-
cause the Hilbert space F possesses a positive denite scalar product, for a Fock space with an
indenite metric additional considerations are necessary.
The time-zero [85] elds ̂(t = 0; r) generate a complete set of commuting and independent
observables. Hence, there exists a complete and orthonormal basis j'i of the separable Hilbert
space with
̂(t = 0; r) j'i = '(r) j'i : (290)
Every state of the Hilbert space and especially the vacuum can be expanded utilising these
basis elements
j	i =
X
'
	['] j'i : (291)
Recalling Eq. (286) we may choose { without any loss of generality { the basis elements j'i to be
eigen vectors of ̂3(t = 0; r) as well. Commuting operators can be diagonalised simultaneously.
In view of the independence of the basis elements the identity ̂3(t; r) j	i = 0 implies that all
eigen values of ̂3(t; r) have to vanish. In other words the source term ̂3 is identically zero,
which indeed results in a free 4-theory.
A second possibility to prove the Federbush-Johnson theorem is based on the postulated cyclic-
ity A j	i = F of the vacuum (see Sec. 21). This property implies that all states of the Hilbert
space can be approximated by polynomials of "smeared" elds (convolution with test func-
tions) acting on the vacuum. Utilising analyticity arguments (theorem of identity for holo-
morphic functions) it can be shown that it is suÆcient to employ test functions with support
in an arbitrary small open domain O. This fact is known as Reeh-Schlieder [120] theorem:
A(O) j	i = F. One consequence of this theorem is the fact that if a local operator annihilates
the vacuum, it is the zero operator, cf. [112] and [111]. As a result the annihilation of the
vacuum ̂3(x) j	i = 0 again implies ̂3 = 0, i.e. a free theory.
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In a similar way one can also show that { if Eq. (289) holds { the eld satises not only the
equation of motion but also the commutation relations of a free eld. This can be demonstrated
via considering the quantity
Ĉ(x; x0) =
h
̂(x); ̂(x0)
i
  h	j
h
̂(x); ̂(x0)
i
j	i (292)
and an argumentation similar to the one above [121].
The original proof in Ref. [119] employs canonical commutation relations and analyticity ar-
guments and displays more similarities to the second version, but it does not refer to the
Reeh-Schlieder property, which was established later.
A completely dierent argument indicating the unphysical consequences of the annihilation of
the vacuum by the source term is based on the natural assumption that the free theory should
be recovered in the limit ! 0. Hence, the independence of the identity ̂3(x) j	i = 0 of the
coupling  is in conict to the fact, that ̂3 j0i = 0 is not valid in the non-interacting situation.
In summary, these contradictions lead to two alternatives: Either the self-interaction vanishes
or the vacuum is not unique. In the former case the vacuum is Poincare and scale invariant, but
the theory is trivial, see e.g. [122]. Assuming a non-trivial self-interacting 4-theory (latter
case) no unique vacuum exists.
23 Discussion
As we have proven rigorously in the above considerations, the non-trivial self-interacting and
massless 4-theory in 3+1 dimensions does not possess a unique vacuum state { in contrast
to the free eld. This observation may be interpreted as a hint for the huge diÆculties that
accompany the generalisation of the calculations in this thesis to non-linear elds.
In order to elucidate the properties and the complex nature of the non-perturbative vacuum,
we may analyse this state by considering e.g. its content of free particles N̂ free
k
. Applying this
number operator to the free vacuum yields zero and it diagonalises the free Hamiltonian Ĥ free =
Ĥ( = 0) =
R
d3r T̂ free00 . The simultaneous ground state of all these non-negative operators N̂
free
k
is unique and coincides with the free vacuum, see Part II. As N̂ free
k
is a bilinear form of the
elds it is suÆcient to know the two-point function in order to calculate its expectation value.
Owing to the deviation of the exact Wightman function of the interacting theory from the free
scale-invariant two-point function (as proven in Section 22) at least one of those expectation
values diers from zero

	
 N̂ free
k
	 > 0 (293)
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indicating that the non-perturbative vacuum contains a non-vanishing amount of "free" scalar
particles.
Traditional scattering theory is based on asymptotically free particles in the in- and out-states.
For energy ranges where


	
 N̂ free
k
	 yields signicant contributions the naive application
of the above formalism is not obviously justied. Instead the propagation of the particles is
similar to that in a medium.
The existence of a unique translationally invariant state (i.e. the vacuum) j	0i is used (cf. [112])
to deduce the cluster property of quantum eld theories
lim
s2! 1
h	0j X̂(x + s) Ŷ (x0) j	0i = h	0j X̂(x) j	0i h	0j Ŷ (x0) j	0i ; (294)
where X̂; Ŷ are operators composed out of elds. This property is crucial for dening the
S-matrix [112]. The existence of more than one translationally invariant state in the Hilbert
space F would imply that the cluster property does not hold in general. However, for oper-
ators associated with physically meaningful events the cluster property should remain valid,
because events at large space-like distances are asymptotically uncorrelated. Recalling the
scale-dependence and thereby non-uniqueness of the vacuum of the considered 4-theory one
is lead to the question of whether the cluster property is satised in this case. Since the Hilbert
space is constructed starting from the cyclic vacuum F(;) = A
	 it may also depend on
the scale. The remaining question then is, whether dierent vacuum states corresponding to
dierent scales belong to the same Hilbert space or not	 ?2 F(;0) : (295)
Indeed, it may be possible that dierent values of the scale  correspond to distinct Hilbert
spaces F(;0), which are not connected by local excitations. Such a situation, where dierent
global features generate distinct Hilbert space representations (super-selection sectors), occurs
for example in eld theories at dierent values of the temperature (in an innite volume f,
cf. Part IV).
The necessity of breaking the scale symmetry in a non-perturbative approach has consequences
to the application of the path-integral formalism. The generating functional
W [J ] =
Z
D exp

i
Z
d4x L+ J

; (296)
if it exists beyond perturbation theory, is scale invariant per denition. So are all expectation
values deduced of it. Usually these expectation values may be identied with the vacuum
expectation values, which are then scale invariant as well. But this is inconsistent with the
scale-dependence of the exact vacuum state. It follows that the usual scale invariant path-
integral formalism is not naively applicable to non-perturbative analytical calculations in the
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case of the 4-theory. Of course, the argument presented above does not apply to lattice
calculations where the lattice spacing induces a scale which may be connected with the intrinsic
scale of the vacuum.
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Part VIII
Notation
Throughout this thesis natural units with
~ = c = GN = kB = 0 = 0 = 1 (297)
are used. Lowercase Greek indices such as ;  vary from 0 (time) to 3 (space) and describe
space-time components. Lowercase Roman indices i; j range from 1 to 3 and label only the
space. (For both we employ the Einstein sum convention.) Uppercase Roman indices I; J 2 N
may assume all natural numbers while uppercase Greek indices like  ; may be more general,
e.g. continuous. The signature of the Minkowski metric is chosen according to g00 = +1 and
gij =  Æij.
List of employed symbols:
A algebra containing all observables
A action functional
A;` amplitude in the eikonal ansatz
A vector potential
Ây ; Â  creation and annihilation operator valued distributions, respectively
âyI ; âI creation and annihilation operators, respectively
Bn n-dimensional smooth test functions of compact support Bn 2 C10 (Rn)
B bounded self-adjoint operator
bI basis elements for spectral Hilbert space L2(;V)
CIJ correlations
C set of all complex numbers
C1 set of all innitely dierentiable functions
C10 set of all innitely dierentiable functions of compact support
Def domain of denition
D2 variance
D rst-order partial dierential operator
det determinant
E energy
E spectral measure
eI basis elements for spatial Hilbert space L2(G; g
00)
e unit vector
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F Fock space
F Fourier transformation
F
()
(I);( ) solutions of the Klein-Fock-Gordon equation
F electromagnetic eld strength tensor
f o-diagonal metric function
fI ; f  proper or generalised eigen functions
G open spatial domain
G observation level
G Green function (distribution)
g; g metric tensor and its determinant
H; Ĥ Hamiltonian
H; Ĥ Hamiltonian density
H one-particle Hilbert space
h diagonal metric function
h` Hankel functions
= imaginary part
i imaginary unit
J scalar source term
j conserved current
j` Bessel function
K Laplace-Beltrami operator
k spatial wave number
k four-dimensional wave vector
L Lagrangian
L Lorentz transformation
L Lagrangian density
L2 Hilbert space of all square-integrable functions
(with respect to a particular measure)
L2(G; g
00) spatial Hilbert space of scalar-valued functions with measure d3r g00
L32(G; g
ij) spatial Hilbert space of vector-valued functions with measure d3r gij
L2(;V) spectral Hilbert space V-isometric to L2(G; g00)
lin linear hull
` angular momentum quantum number
M mass
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M manifold, space-time
M operator corresponding to multiplication by argument
MIJ inter-mode coupling matrix
m projected angular momentum quantum number
N normalisation factor
N set of all natural numbers
N̂  (in general) singular number "operator"
n̂I regular number operator
n` Neumann function
O open space-time domain
O Landau symbol
PI;  canonical momentum
P principal part
P` Legendre polynomials
Pm` associated Legendre polynomials
} label for degeneracy of spectrum
p pressure
Q squeezing factor
QI;  canonical variable (amplitude)
q charge
R Schwarzschild radius, bubble radius
R resolvent, response function
R ;R Ricci tensor, Ricci scalar
< real part
R set of all real numbers
r spatial coordinate
r radial coordinate
r Regge-Wheeler tortoise coordinate
dSi spatial surface element
S eikonal (phase function)
Ŝ scale transformation operator, squeezing operator
S Schwartz/Sobolev space
S  symmetric interaction matrix
S2 two-sphere
s geodesic distance
T temperature
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T energy-momentum tensor
Tr trace
T time ordering operator
T time duration of perturbation
t time coordinate (Minkowski/Schwarzschild)
Û time evolution (and Poincare transformation) operator
U  Hermitian interaction matrix
U unitary transformation
U;V;W Hadamard functions
u outgoing light-ray coordinate
f (innite) volume
V forward and backward light cone, respectively
V quasi-unitary transformation
Ve eective potential
v ingoing light-ray coordinate
v velocity
W Wightman function
Ŵ velocity term of perturbation Hamiltonian
w probability
X̂; Ŷ ; Ẑ operators
x space-time point
x; y; z variables
Y`m (real-valued) spherical harmonics
IJ ;   Bogoliubov coeÆcients
IJ ;   Bogoliubov coeÆcients
 inverse temperature
  factorial function
 Dirac matrix
 dierence, deviation
Æ Dirac distribution or Kronecker symbol
 relative permittivity
" small parameter
 curvature coupling constant, Riemann or Hurwitz zeta-function
 collapse parameter; position of mirror
 Heaviside step function
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 relative angle, permittivity perturbation
# angular variable
 surface gravity
 scale
 scalar coupling constant
  proper or generalised eigen value
 measure
 label for the polarisation of the photon
 squeezing parameter
 label for direction of propagation
 Killing vector
 eld momentum density
 spatial Rindler coordinate
% state of the (quantum) system, density
 Cauchy surface
 spectrum
 modied time coordinate (e.g. Rindler)
 energy ux
 scalar eld
` expanded eld
' angular variable
 relative distance to the horizon, dimensionless variable
j	i state vector
 spinor

 angular manifold, scale factor
! frequency
hji scalar Fock space product
fjg1 scalar product of the Hilbert space L2(G; g00)
fjg3 scalar product of the Hilbert space L32(G; gij)
fjgD graph scalar product
fjg scalar product of the Hilbert space L2(;V)
(: : :)
fjg
? completion with respect to the norm induced by the scalar product fjg?
(j) inner (symplectic) product
 complex conjugate
h:c: Hermitian conjugate
y adjoint
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[; ] commutator [X̂; Ŷ ] = X̂Ŷ   Ŷ X̂
f; g anti-commutator fX̂; Ŷ g = X̂Ŷ + Ŷ X̂
r Nabla operator
r covariant derivative
@ partial derivative
2 d'Alembert operator
@ label for (ingoing or outgoing) branch of metricP
sumQ
productPZ
summation and/or integration (depending on the particular index)
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