Abstract. We study representations of integers n in binary expansions using the digits 0, ±1. We analyze the average number of such representations of minimal "weight" (= number of non-zero digits). The asymptotic main term of this average involves a periodically oscillating function, which is analyzed in some detail. The main tool is the construction of a measure on [−1, 1], which encodes the number of representations.
Introduction
In many public key cryptosystems, raising one or more elements of a given group to large powers plays an important role (cf. for instance [6, 13] ). In practice, the underlying groups are often chosen to be the multiplicative group of a finite field F q or the group law of an elliptic curve (elliptic curve cryptosystems).
Let P be an element of a given group, whose group law will be written additively. What we need is to form nP for large n ∈ N in a short amount of time. One way to do this is the binary method (cf. [19] ). This method uses the operations of "doubling" and "adding P ". If we write n in its binary representation, the number of doublings is fixed by ⌊log 2 n⌋ and each one in this representation corresponds to an addition. Thus the cost of the multiplication depends on the length of the binary representation of n and the number of ones in this representation.
If addition and subtraction are equally costly in the underlying group, it makes sense to work with signed binary representations, i.e., binary representations with digits {0, ±1}. The advantage of these representations is their redundancy: in general, n has many different signed binary representations. Let n be written in a signed binary representation. Then the number of non-zero digits is called the Hamming weight of this representation. Since each non-zero digit causes a group addition (1 causes addition of P , −1 causes subtraction of P ), one is interested in finding a representation of n having minimal Hamming weight. Such a minimal representation was exhibited by Reitwiesner [17] . Since it has no adjacent non-zero digits, this type of representation is often called non-adjacent form or NAF, for short. On average, only one third of the digits of a NAF is different from zero. Morain and Olivos [15] first observed that NAFs are useful for calculating nP for large n quickly.
In this paper we show that in an average sense every integer n has "many" signed binary representations of minimal weight. We give sharp upper bounds for the number f (n) of such representations and study the summatory function of f (n). In order to prove that this summatory function exhibits a periodically fluctuating main term, we develop a new approach to summatory functions of digital functions. This new approach allows to study sums of digital functions without having "nice" explicit formulae for these functions. We construct a purely singular continuous measure, which encodes the distribution of the number of minimal weight expansions after rescaling. This measure is then used to describe the periodic fluctuation in the asymptotic expansion. Furthermore, we describe a method to compute the Fourier coefficients of the periodic fluctuation numerically to high precision.
Counting frequencies
We consider binary {0, ±1}-expansions ε = (ε k , . . . , ε 0 ) of integers. The Hamming weight of ε is defined as the number of non-zero digits ε j . An expansion is said to be optimal or minimal, if it has minimal Hamming weight amongst all expansions of the same integer. One example of a minimal expansion is the non-adjacent form introduced by Reitwiesner [17] : this is the unique binary expansion of an integer which satisfies ε j ε j+1 = 0. The number of minimal expansions of an integer n will be denoted by f (n).
Lemma 1 ([11, Remark 20, Figure 16 ], [10, Theorem 12] ). An expansion ε ∈ {0, ±1} * is optimal if and only if it is accepted by the automaton in Figure 1 (reading the digits from right to left). As a first result we give sharp bounds for the counting function f (n). This estimate will also be useful for the average case analysis in Section 3.
Theorem 1. For all integers ℓ, the number of optimal expansions can be bounded by
where F n denotes the Fibonacci sequence F 0 = 0, F 1 = 1, F n+2 = F n+1 + F n . These bounds are sharp for infinitely many values of ℓ. Less precisely, we have
Proof. By definition f (ℓ) ≥ 1. Since f (2 s ) = 1 this bound is attained for infinitely many ℓ. The automaton in Figure 1 gives rise to four auxiliary functions a j (n), j = 2, . . . , 5 which count the number of admissible runs in the automaton representing n and starting in state j. We set a 1 (n) = f (n). The least significant digit of an even number is always 0; the least significant digit of an odd number is ±1. Using this we observe the relations (using 2n + 1 = 2(n + 1) − 1, where a digit −1 occurs)
Explicitly, we get (2.3)
We claim that for s ≥ 0 and 0 ≤ ℓ < 4 s , there are constants c 1 , c 2 , i 1 , i 2 (depending on s and ℓ) such that for all n,
where i j = 0 means that c j = 0. Furthermore, for each s, there is an ℓ such that (c 1 , i 1 , c 2 , i 2 ) = (F s , 2, F s+1 , 4) and an ℓ such that (c 1 , i 1 , c 2 , i 2 ) = (F s+1 , 2, F s , 4). To prove the claim by induction on s, we consider the relations given in Table 1 . We remark here that the table shows that the function f (n) is 2-regular in the sense of Allouche and Shallit (cf. [1] ). We see that if a 1 (4 s n + ℓ) = c 1 a i1 (n) + c 2 a i2 (n + 1), then we have a 1 (4 s+1 n + m4
) is again one of the pairs considered. Moreover, there are the two pairs where the inequalities are sharp.
Since a j (0) = 1 for j ∈ {1, 2, 3, 4, 5} and a 1 (1) = a 2 (1) = 1 and a j (1) = 0 for j ∈ {3, 4, 5}, the assertion of the theorem follows by setting n = 0.
Proof. The relations (2.3) say that a(n) = (a 1 (n), . . . , a 5 (n), a 1 (n + 1), . . . , a 5 (n + 1)) can be computed from a(⌊n/2⌋).
Corollary 2. For any N there exists n with
Proof. The recurrence relations in Table 1 show that in any interval [⌊N/4⌋, N ] there exists an n such that f (n) = F ⌊log 4 N ⌋+2 .
Construction of a measure and average case analysis
This section is devoted to the precise study of the summatory function n<N f (n), which describes the average behavior of f (n). In order to exhibit the fluctuating main term of this sum we introduce a measure µ on [−1, 1], which will turn out to be purely singular continuous in Section 5. The construction of this measure is similar to the distribution measures of infinite Bernoulli convolutions as studied in [4] . There it encodes the number of representations of integers as sums of Fibonacci numbers.
Let f n (k) denote the number of representations of an integer k of minimal weight and length at most n. Since any representation of minimal weight is at most 1 digit longer than the usual binary expansion, f n (k) = f ⌊log 2 |k|⌋+2 (k) = f (k) for n ≥ ⌊log 2 |k|⌋ + 2. We define a sequence of measures by
where δ x denotes the unit point mass concentrated in x and
We notice that all points k2 −n with f n (k) > 0 lie in the interval [−1, 1]. In order to compute the characteristic function of µ n we consider the weighted adjacency matrix of the automaton in Figure 1 :
In the matrix A(z) a transition with label d is represented by an entry z d . Then we have (using the notation e(t) = e 2πit )
where α and α 2 are the largest and second largest roots of the characteristic polynomial of A (1) given by (x − 1)(x + 1)(x 3 − x 2 − 3x + 1),
We will prove that (µ n ) weakly tends to a limit measure by showing that µ n (t) tends to a limit µ(t).
Lemma 2. The sequence of measures µ n defined by (3.1) converges weakly to a probability measure µ. The characteristic functions satisfy the inequality
The constants implied by the O-symbol are absolute.
Proof. We study the product
, where · denotes the spectral norm. Since the characteristic polynomial of A(e(−t)) T A(e(t)) turns out to be independent of t, if t is real, we have A(e(t)) = α. For |t| ≤ 1 we estimate
Furthermore, we have for m > n > ℓ and 1 ≤ |t| ≤ 2
In the last step we have set ℓ = ⌈(1 − η) log 2 |t| + ηn⌉. The inequality is valid for m > n > log 2 |t|. We now assume that |t| ≤ 1 and m > n > ℓ. Then we have
where we have used
Thus µ n (t) converges uniformly on compact subsets of R to a continuous limit µ(t), and the measures µ n tend to a measure µ weakly. The two inequalities (3.3) are immediate.
In the next lemma we prove continuity of the measure µ. Our study of the Fourier expansion of the periodic main term as well as the remainder term estimate in (3.8) will depend on the modulus of continuity given here. , which is the union of at most two elementary binary intervals, i.e. intervals of the form [a2 −n , (a+1)2 −n ] with a ∈ Z, n ∈ N, such that
For a proof just consider the interval
Thus it suffices to prove (3.5) for elementary binary intervals. We have
Let a2 m−n + k = j≥0 ε j 2 j be an optimal expansion. Then for some ε ∈ {0, ±1},
ε j 2 j and j≥m−n ε j 2 j−m+n are optimal expansions of k − ε2 m−n and a + ε, respectively. Therefore we have
by Theorem 1. Since the last sum is bounded by M m−n+2 we have
Combining this with (3.6) gives (3.5).
In order to give an error bound for the rate of convergence of the measures µ n to the measure µ, we will use the following version of the Berry-Esseen inequality, which was proved in [7] . Proposition 1. Let µ 1 and µ 2 be two probability measures with their Fourier transforms defined by
Suppose that ( µ 1 (t) − µ 2 (t))t −1 is integrable on a neighborhood of zero and µ 2 satisfies µ((x, y)) ≤ c|x − y| β for some 0 < β < 1. Then the following inequality holds for all real x and all T > 0
Lemma 4. The measures µ n satisfy
uniformly for all x, y ∈ R with θ = 2βη η(β+2)+2β = 0.2168 . . .. Proof. We apply Proposition 1 to the measures µ n and µ. For this purpose we use the inequalities (3.3) to obtain
In Section 5 we will prove that µ is purely singular with respect to Lebesgue measure. As a first step we prove the following lemma. Proof. We observe that
The matrices P m (1) converge to a limiting matrix P Theorem 2. The average number of representations of n with minimal weight and n < N satisfies
where Φ denotes a continuous periodic function of period 1 and θ is given in Lemma 4 ( log 2 α−1 = 0.117752540983 . . ., log 2 α − 1 − θ = −0.099 . . .). Furthermore, Φ is Hölder continuous with exponent β = log 2 α − log 4 ϕ = 0.770632 . . .. The function Φ is differentiable almost everywhere and singular in the sense that it is not the integral of its derivative.
Proof. By the definition of µ n in (3.1) we have for 2
) we obtain the desired result. We notice that Φ(0) = lim x→1− Φ(x) by the fact that the measure µ satisfies the relation µ([0, 2x)) = αµ([0, x)) for 0 < x < 
Proof. By the definition of Φ we have
Using µ([0, 2x)) = αµ([0, x)) we obtain the desired bounds. The computation of µ([0, Figure 2) . The derivation of precise upper and lower bounds for oscillating functions related to digital functions is usually rather involved (cf. [14] ).
Dirichlet Series and Fourier coefficients
In order to compute the Fourier coefficients of the periodic function Φ occurring in Theorem 2, we introduce the Dirichlet generating functions
which converge absolutely for ℜ(s) > log 2 α by Theorem 2 (cf. [9] ). Using (2.3) we derive (4.1)
where
The Dirichlet series H ± j (s) are absolutely convergent for ℜ(s) > log 2 α and convergent for ℜ(s) > log 2 α − 1. By general properties of Dirichlet series (cf. [9] ) we have the following growth estimates along vertical lines
From (4.1) we get
which provides the analytic continuation of Ψ 1 (s) to the region ℜ(s) > log 2 α − 1 and shows that the poles of Ψ 1 (s) in this region lie at s = log 2 α + 2kπi log 2 and s = log 2 |α 2 | + (2k+1)πi log 2 (k ∈ Z). We now apply the Mellin-Perron summation formula to obtain
Shifting the line of integration to ℜ(s) = log 2 α − 1 2 , using (4.3), and collecting residues yields
,
and χ k = log 2 α + 2kπi log 2 . The integral and the sum converge by the growth estimate (4.2). We use an argument given in [8] to compute the Fourier coefficients of the periodic function Φ. First we cite a pseudo-Tauberian argument stated in [5, Proposition 2] Proposition 2. Let p be a continuous function and periodic with period 1 and let τ be a complex number with ℜ(τ ) > 0. Then there exists a continuously differentiable function q of period 1 such that
An application of this proposition to p(u) = Φ(u)e(−ℓu) and τ = χ ℓ shows that the c k in (4.4) are indeed the Fourier coefficients of Φ.
In order to obtain the convergence of the Fourier series of Φ, we cite Bernstein's theorem for Fourier series (see [21, p. 240 
for some positive constant K, then the Fourier series of f converges absolutely and uniformly.
We summarize.
Theorem 3. The function Φ defined in (3.8) admits an absolutely and uniformly convergent Fourier series
where c k is given by (4.4).
In [8] a method for the numerical computation of the Fourier coefficients c k , or more generally for the computation of the values of Dirichlet generating functions of digital functions was described. The basic idea is to expand the functions H ± j (s) in terms of function evaluations Ψ j (s+k) (k ≥ 1); this is done by writing (n ± −s as a binomial series. Since Ψ j (s + k) ≈ a j (1) for k large enough, the infinite sum can be computed numerically.
We have computed the first seven Fourier coefficients by this method: In Figure 2 , we compare plots of the function Φ and the trigonometric polynomial formed with the first 7 Fourier coefficients. In this section we study the measure µ introduced in Section 3 in further detail. In particular, we show that it is purely singular continuous. As it is the case for Bernoulli convolutions (cf. [4] ) the measure turns out to be pure as a consequence of the Jessen-Wintner theorem. Q n be an infinite product of discrete spaces equipped with a measure ν, which satisfies Kolmogorov's 0-1-law (i.e. every tail event has either measure 0 or 1). Furthermore, let X n be a sequence of random variables defined on the spaces Q n , such that the series X = ∞ n=0 X n converges ν-almost everywhere. Then the distribution of X is either purely discrete, or purely singular continuous, or absolutely continuous with respect to Lebesgue measure. Remark 2. We notice that in [3] and [12] the additional assumption of mutual independence of the random variables X n is made in the statement of the result instead of the 0-1-law. The proofs however only depend on the 0-1-law.
In the following we will study a measure ν on the space
We define ν on cylinders
We notice that the measure µ studied in Section 3 is the image of ν under the map x → ∞ n=1 x n 2 −n . In order to give an explicit expression for ν([ε 1 , . . . , ε n ]) we introduce the adjacency matrices A ε associated with transitions with label ε in the automaton in Figure 1 : 
Concluding remarks
In [16] and [2] an algorithm for number representation is suggested, which uses a randomized perturbation of the classical Reitwiesner system (cf. [17] ) to prevent differential power attacks on cryptographic devices. All the algorithms presented there increase the weight of the representation.
Our results show that on average there exists a large number of representations of minimal weight. Therefore a countermeasure against power attacks which does not increase the costs of the operation is possible.
