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Abstract
Multiphase flow models and correlations are indispensable tools for the design and
operation of vital flow systems that power various industries. The development,
validation and tuning of these flow models & correlations depend on the availability
of reliable and accurate data. This dissertation reports on an experimental campaign
that not only generated crucial two-phase flow data but also evaluated the effect
of inclination angle on several flow parameters of interest. The report details the
experimental investigation of upward, adiabatic, co-current two-phase (gas/liquid) flow
through a 101.6 mm inner diameter (ID) pipe. Experimental data for the investigation
were acquired using an industrial scale, inclinable test rig designed and commissioned
at the University of South Carolina. The fully instrumented test rig was equipped
with a 7.3 m long, 101.6 mm inner diameter (ID) pipe and outfitted with a range of
flow control devices, measurement instrumentation, flow condition monitoring sensors
and a robust flow supply, transmission and storage system. The test fluids employed
were air (1.2 kg/m3, 2.0 × 104Pa·s ) and water (998 kg/m3, 0.001 Pa·s, 0.072 N/m).
All tests were operated at ambient temperature and pressure, approximately. The
superficial gas and liquid velocities (JL & JG) ranged between (0.311-2.489 m/s) and
(0.622-2.801 m/s), respectively. Two-phase flow regime, void fraction and pressure
drop data were acquired using a high-speed camera, a dual Wire mesh sensor (WMS)
and a differential pressure (DP) gauge, respectively. All data were collected at six (6)
different orientation angles between 0° and 75° (from horizontal). The effect of the
variation of inclination angles on different flow parameters including flow regime, void
fraction and pressure drop were investigated and reported. It was determined that
inclination angle has significant effect on all flow parameters.
vi
The observed variations were found to have been dictated by specific flow conditions
and the effect of several forces including buoyancy, gravity, surface tension, inertia
etc. Flow regime maps were also developed for all orientations investigated, and local
processes within the regime transition zones analyzed. The data acquired provided
insight into the hydrodynamic behavior of two-phase (gas/liquid) flow in relatively
large diameter pipes at various inclinations, extending beyond the near-horizontal and
near-vertical range that are commonplace in literature. The data would also be a
valuable contribution to the two-phase (gas/liquid) database and provide potential
future value for flow model and correlation development/improvement.
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This chapter provides a foundation; builds a background and sets the tune for
this study. It addresses the simple questions about the ”what”, ”why” and ”how”
of the study. Some of the specific items addressed include (a) the motivation and
background of the research, (b) the problem statement, (c) the aims and objectives of
the study (d) the central question/ hypothesis, (e) project novelty and the (f) research
methodology/approach.
1.1 Background
Multiphase flow has been defined as the simultaneous flow of a mixture containing
two or more phases or components. While there are a number of combinations of phases
including liquid/liquid, liquid/solid, gas/solid and gas/liquid, gas/liquid flow probably
occurs more than any other combination of fluid phases. Industry occurrences of these
flows are ubiquitous in nature and across various industrial fields. Multiphase flow in
pipes is a narrow but significant aspect of the overall multiphase flow discipline. They
are frequently encountered in a variety of industrial processes occurring across several
industries including the Chemical, petroleum, process, power generation, refrigeration,
and nuclear industries.
Over the years, research emphasis in this field has been focused on understanding
flow behavior in small diameter pipes, most recently, there has been a burgeoning
interest in achieving better clarity on the hydrodynamic and heat transfer behavior of
flow in large diameter pipes. This shift has been occasioned by economic and technical
1
considerations that have favored an increase in the use of large diameter pipes in
various industries. For example, in the Oil & Gas Industry, there has been a depletion
of near-shore and onshore fields (water depth up to 500m) and an uptick in deep-water
(>2000m) exploration driven mainly by major discoveries of hydrocarbon fields further
offshore . These factors combined with the global cyclical increases in demand for oil
production has altered the economics of production, sometimes necessitating increases
in production rates. While it was initially convenient to use pipes with diameters
around 75mm, the use of larger diameter (200mm and above) pipes has been one of
many effective solutions used to improve the economics of crude transfer from the
reservoir to the pump via several processing and storage facilities. Currently the
hydrodynamic behavior of multiphase flow in small diameter (typically 25mm-75mm)
pipes is fairly well understood and data collected from their study has been the basis
of the development of most of the models and correlations used to simulate multiphase
flow. The focus on large diameter pipes has been necessitated by the realization that
small diameter based models and correlations do nor correctly model flow through
larger pipes, therefore leading to inefficiencies and deign and operation challenges.
More recently, large diameter pipes have been the subject of several well documented
investigations.
Size can be abstract and large diameter as a concept, do fall in a spectrum. The
the large and perhaps the intermediate. While a lot of focus is on the very large pipes,
the relatively large (Intermediate) pipes have not gotten as much attention. Though
they can be equally valuable for targeted application, it is not clear how similar or
differently they behave compared to clearly small and large diameter pipes. As such
their behavior needs to be further interrogated and better understood. Equally as
important is an understanding of their behavior at different inclinations and flow
conditions. This subject is the focus of this study. Using experimental methods,
this researcher investigates the hydrodynamic behavior of two-phase (gas-liquid)
2
flow through a relatively large (intermediate) pipe at various inclinations and flow
conditions.
1.2 Motivation and Background to the research
Multiphase flow results from one pipe size cannot be accurately extrapolated
to a pipe of a different size except the said pipe falls within a pipe range with
characteristically similar hydrodynamic behavior. This is because of the volatile nature
of flow regime and the fact that different flow regimes are encountered in different pipe
sizes for similar flow conditions. Additionally, flow transitions, pressure drop and void
fraction values differ for different pipe sizes under similar flow conditions. For this
reason, accurate description of multiphase flow behavior heavily relies on the accurate
characterization of flow in specific pipe sizes or size-ranges with characteristically
similar behavior. For this reason, most small diameter pipes behave alike. So is the
case with intermediate and large diameter pipes. However, more insight is needed
for flow through intermediate sized pipes, hence the need to further investigate flow
in this size range. For this work, the 101.6mm ID (4-inch) pipe has been used as
a representative size. A second motivation for this work is the need to generate
experimental data to understand the prevalent behavior of flow in an intermediate
sized pipe and further elucidate on any identified two-phase flow phenomenon. This is
necessary because there is currently of a lack of adequate information on the effect of
inclination on multiphase flow in intermediate and large sized pipe. Most inclination
based studies in these pipe ranges are limited to small orientation (0° to 30°), from
horizontal(near-horizontal or from vertical (near-vertical orientation). This lack of
insight leaves a gap in the understanding of the hydrodynamic behavior of multiphase
flow for a considerable swath of inclination range. It is important that this knowledge
gap be filled. The data collected from this study can be a valuable addition to the
global two-phase (gas/liquid) flow database. Development and improvement of flow
models and correlations rely heavily on accurate data from multiple geometric (pipe
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sizes, orientation) and physical (working fluids and flow condition) conditions, thus
additional data can only improve research outcomes and improve out understanding
of multiphase flow.
1.3 Problem Statement
The study seeks to understand the hydrodynamic behavior of intermediate sized
pipes. Including (but not limited to) the effect of pipe orientation on three (3) major
flow parameters (flow regime, pressure drop & void fraction). This would involve
gathering and analyzing experimental data, developing flow regime maps, evaluating
flow transitions, and exploring the effects of inclination on flow. The niche area
involving multiphase flow in inclined, intermediate and large diameter pipelines is one
of the least understood even though there is an increasing number of intermediate and
large diameter, directional (or inclined) wells and pipelines. One of the few known
studies that effectively explores the effect of inclination on a large diameter pipe was
completed by Oddie et al. (2003) [1].
1.4 The objective of the study:
The objective of this study is to advance the fundamental knowledge of the
hydrodynamic behavior of flow in horizontal and inclined, intermediate sized pipes. It
extends the range of the inclination angle from 0° (horizontal) to 75° for a two-phase
flow in a 101.6mm inner diameter (ID) pipe. It will provide further understanding of
the effect of inclination on the hydrodynamics of two-phase flow in intermediate sized
tubes. It also helps advance research (and by extension, knowledge) by extending
the database for multiphase flow into inclination conditions where quality data is
scant. This would be achieved by systematically studying the hydrodynamic behaviour
of two-phase (gas/liquid) flow through a 101.6mm (4-inch) ID pipe inclined at six
different orientations between 0° (horizontal) to 75° under a variety of test conditions.
4
1.5 The goals of the study
Inadequate understanding of the behavior of flow systems can constitute a major
impediment to efficient design and operation of flow equipment, thereby inhibiting
the realization of the cost savings potentials of a project. To achieve the objective of
the study, and hence improve the understanding of the behavior of intermediate sized
pipes, the following goals were pursued.
• Gather flow data (primarily, flow regime, pressure drop and void fraction) for a
variety of flow conditions, at six different orientations (horizontal and inclined).
This data would be a useful addition to the literature and can be valuable for
the validation and verification of numerical and empirical models.
• Using the acquired data, investigate the effect of inclination on two-phase flow
regime, pressure drop and void fraction, for flow at various test conditions.
• Use the experimental data acquired from the study to develop and relevant flow
analysis tools like flow maps for the various inclinations. Compare these maps
with others from flow in a different pipe size.
• Evaluate the characterization and classification of 101.6mm ID (4-inch) ID pipe
as an intermediate size pipe for the given working fluids by comparing their
hydrodynamic behavior with those from small and large diameter pipes.
• Identify and elucidate on all relevant flow mechanisms driving the hydrodynamic
behavior of the flows at the various orientations and test conditions. Report as
appropriate
1.6 Question/Hypothesis
This study seeks to understand the behavior of two-phase (gas/liquid) flow in
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horizontally oriented and inclined relatively large diameter pipe (intermediate sized
pipe) at different flow conditions. And to explore to what extent pipe size (diameter)
and inclination alter the known hydrodynamic behavior (flow pattern/map, void
fraction and pressure drop) of multiphase flow.
1.7 Research/Project Novelty
There are few known studies involving inclinable, intermediate or large diameter
multiphase flows. One goal of the proposed study is to extend the range of the
inclination angle [from 0° (vertical) to 75°]. This should help understand the effect of
inclination on the hydrodynamic behavior of multiphase flow in intermediate sized
tubes. To the best of the knowledge of this researcher, there is no other work that
has generated comparable (flow regime, pressure drop and void fraction) data using
WMS for the combination of the referenced pipe size (101.6mm ID) and inclination
range (0° to 75°). WMS is currently one of the most advanced tomographic tools
used for the study and characterization of void fraction. Thus, this investigator hopes
to expand knowledge by extending the database for multiphase flow into diameter
and inclination conditions where data has not been previously collected. By doing
this, the study provides reference data that can be used to develop, improve and tune
model, correlations and their parameters. Understanding the impact of inclination
on flow parameters is of utmost importance because of its technical and economic
implications. Pressure drop, for example, is arguably the most important parameter
in pipeline hydraulics and facilities design. For accurate pressure drop calculation, the
flow regimes and void fractions of the flow must be accurately predicted in inclined
pipes . A slight change in inclination, even in the order of a tenth of a degree has
been known to have profoundly impacted flow regime behavior, a result that can alter




The experimental research was adopted as the primary research method for the
study. The relative ease of predicting flow phenomenon using experimental data and
the prospects of easily link causes to effects makes the experimental method the most
ideal for this circumstance. It is important to also note that data acquired from the
study were eventually used to validate numerical models.
1.8.1 Experimental Method
This activity or task would involve the design and fabrication of a test loop. The
test loop would then be used to study the hydrodynamic behavior of flow through
pipes in the horizontal and inclined orientations. The project would require a flow
loop with a 7.3m long pipe that is fully inclinable from 0° to 75° from horizontal. The
pipe would contain a test section for flow determination and several state of the art
measurement equipment/apparatus for the capture of data on the required parameters
(viz. Flow regime, void fraction & pressure drop). Using the Multiphase Flow loop
(and accompanying measurement devices), high quality experimental multiphase flow
data would be acquired from the flow at ambient temperature and at six (6) different
pipe inclination angles. This data would be the basis of further analysis.
This study is important because it provides critical data that can be used to
evaluate and analyze the flow through horizontal and inclined relatively large pipes.
Pressure drop is the most important parameter in pipeline hydraulic and associated
facilities design. For accurate pressure drop calculation, liquid holdup and flow regime
must be accurately predicted in the pipeline [2]. As earlier mentioned even a slight
inclination in the order of tenths of a degree can profoundly impact the flow types and
hence the flow regime map [3]. As such getting this part of the task right is critical
to the overall study. This task is also important because it provides reference data




This dissertation reports the results of the experimental study of two-phase
(gas/liquid) flow through a 101.6mm ID pipe oriented horizontally and at various
inclination angles between 0° to 75° (from horizontal). The first five chapters (1,2, 3,
4 & 5) provide background information and context for the study. It provides details
about two-phase flow concepts, a review of literature, the test rig that was used for
the study and information about measurement methods & procedures. The next three
chapters (6,7, 8) discuss the findings from the study and provides analysis of three (3)
two-phase flow parameters and how they are influenced at various flow conditions and
pipe orientations. Several flow mechanisms that were identified were also highlighted
and discussed. The final chapter (9) is a synopsis of all the work and discussions carried
out over the first eight (8) chapters. It includes general discussions, recommendations
and a final conclusion to the dissertation. Below is a chapter-by-chapter summary of
the content of each of each chapter.
• Chapter (1) Introduction: This chapter is focused on such preliminary matters
as the purpose, novelty and motivation of the study. It also sheds some light on the
and methodology that was adopted to achieve the goals and objectives of the study.
The chapter essentially tries to answer the simple questions around the ”what”, ”why”
and ”how” of the study.
• Chapter (2) Two-phase (gas/liquid) flow in pipes: Though useful to all
readers, this chapter is especially directed at readers that are unskilled in the art.
It provides rudimentary information about two-phase flow properties & variables,
including how they are defined, mathematically. Other details provided include
information about the measurement and analysis of important flow parameters
like flow regime, void fraction & pressure drop. Factors affecting the hydrodynamic
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behavior of flow at various flow conditions and orientations were also briefly discussed.
• Chapter (3) Review of literature on multiphase flow in pipes: This chapter
reports the result of a review of literature that was performed prior to the study.
It includes an informed assessment and analysis of why this study is both relevant
relevant and timely.
• Chapter (4) Experimental facility & measurement techniques: Some of
the issues addressed in this chapter include a description of the test facility, the mea-
surement techniques used, the flow instrumentation employed and the experimental
procedure utilized. Information on the test matrix, properties of the working fluids
and experimental parameters were provided. Other issues discussed include safety
considerations and expected sources of error during the experiments.
• Chapter (5) Wire Mesh Sensors: This chapter provides and summarized but
broad evaluation of Wire-mesh sensors. Amongst other issues it provides insight
into what a wire-mesh sensor (WMS) is and what it can do. The different types
of WMS are discussed including the popular categorization based on measurements
(conductivity or permittivity) focus. Other areas of focus include WMS applications,
use, calibration, measurement procedure, accuracy, and data collection & analysis.
• Chapter (6)Flow regimes observed: & their transitions This chapter pro-
vides details on the flow regimes observed in the study at various flow conditions and
pipe inclinations. It also provides flow regime maps for flow at all the aforementioned
conditions. The effect of inclination on flow structure is highlighted and further
information on regime transitions and some of the processes driving them is provided.
• Chapter (7) Pressure gradient in horizontal & Inclined orientations: This
chapter evaluates the pressure drop data acquired from the experimental campaign.
Amongst others the chapter discusses the three (3) main components of two-phase
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pressure drop, the forces acting on a bubble in an inclined two-phase (gas-liquid)
flow, processes drivers & flow mechanisms in an inclined flow and factors affecting
pressure drop in inclined two-phase flow. The pressure drop distribution across all
pipe inclination angles was also evaluated and the effect of inclination on pressure
drop was analyzed, given different flow scenarios.
• Chapter (8) Void fraction in horizontal & Inclined orientations: This
chapter essentially analyses the cross-sectional void fraction data collected from
the experimental campaign. It includes the result of an analysis of a void fraction
distribution across all pipe inclination angles. An evaluation of the effect of inclination
angle on void fraction at different flow conditions was also performed. A comparison
of experimental data from the campaign with a void fraction correlation was reported.
• Chapter (9): General discussions and conclusions This is a general discus-
sion and conclusion chapter that attempts to summarize the findings and several
discussions engaged in, in the last eight (8) chapters. It also provides recommenda-
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Two-phase flow in pipes-Overview
Multiphase flow is a complex phenomenon which is difficult to understand, predict,
model and objectively interpret. Two-phase (gas-liquid) flow is a particular classifica-
tion of multiphase flow. It is primarily characterized by the simultaneous occurrence
of gas and liquids, usually in some channel or conduit. The gas and liquid are typically
separated by deformable interfaces. Other common classifications of multiphase flow
include the solid-gas (fluidized beds, pneumatic conveying), solid-liquid (hydraulic
conveying), and liquid-liquid (Oil and Water) two phase flows. The focus of this work
would largely be on two-phase (gas-liquid) flow in pipelines. Flow regime is one of
the defining characteristics of two-phase (gas-liquid) flow. It is the tendency of its
different components or phases to be distributed in a variety of configurations. The
specific flow regimes occurring at any given point (in time and space) is dependent on
a number of factors. Some of which include the operating conditions of the system
under investigation, the properties of the working fluids, their flow rates and the
geometry and orientation of the containing pipe, channel or conduit. There are also a
number of other parameters useful for two-phase flow characterization. Some of these
include: the flow rates (mass-volumetric), void fraction, wall shear stress, velocity
distribution, film thickness etc. A clear definition of flow parameters enables quick
understanding of basic two-phase flow concepts. In this chapter, some of the most
important two-phase flow parameters are discussed. Amongst several other issues,
this chapter addresses such subjects as two-phase flow variables, two-phase mixture
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properties, and the fundamentals of measurement and characterization of some key
two-phase parameters like flow regime and void fraction. It is the hope of the author
that this discussion lays a good background for the rest of the work in this report.
2.1 Two-phase flow properties & variables
The correct estimation of the flow variables of fluid mixtures and variables of the
individual phases or components where necessary is crucial for a reliable analysis of two-
phase flow. When two different fluids mix, we need to figure out a way of characterizing
the new mixture and this process starts by estimating its likely properties and flow
variables. The decision of whether or not to characterize the properties of the mixture
and of its gross variables as averages or a sum of the partial properties and variables
of each phase or component is the subject two-phase flow properties and variables.
Some of the important two-phase flow properties and variables are discussed below
2.1.1 Void fraction (α) and Holdup HL
In the context of a Gas-Liquid Flow, void fraction otherwise known as gas holdup
can be defined as the fraction of the volume of the pipe or tube that is occupied by
the gas phase. It is the ratio between the area that the gas holds up and the total
area of a cross section of a pipe. This fraction varies along tube length since the gas






Where, Ag and A are the area of pipe occupied by gas and the total area of pipe,
respectively. Conversely, the liquid hold up HL is the fraction of the pipe’s volume
(or cross sectional area) that is occupied by the liquid phase. Taken together, in a
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two-phase flow situation, the liquid holdup and the void fraction should add up to
unity i.e. HL+α=1 where (HL > 0) and (α < HL). For practical purposes, the HL
used here means the average liquid holdup and does not refer to the instantaneous





2.1.2 Mass Flow Rate, W(kg/s):
Mass flow rate refers to the rate at which a mass of fluid passes through a location
per unit time. In two phase flow analysis, the mass flow rates of the two phases are
accounted for. Where, (WL), (WG) and (W) are the liquid mass flow rate, gas mass
flow rate and total mass flow rate, respectively.
W = W L +WG (2.3)
2.1.3 Mass flux, G(kg/m2s):
Flux has been defined as the rate of flow of a property per unit area. With ”mass”
being the property in multiphase flow, mass flux can be defined as the mass flow rate
W(kg/s) per unit area Ap(m


















= GL +GG (2.6)
2.1.4 Volumetric flow rate, q(m/s):
Similarly, Volumetric flow rate refers to the rate at which a volume of fluid passes
through a channel per unit time. In two phase flow analysis, the volume flow rates
of the two phases also usually accounted for. Where, qL & qG are the liquid and gas
volumetric flow rates respectively while q is the Total Volumetric flow rate”.
q = qL + qG (2.7)
2.1.5 Superficial velocity (m/s):
When a fluid share the same conduit, pipe or channel with other fluids (e.g. gas-liquid
flow), there are two ways to describe the fluid velocity. The first is to use the superficial
velocity which is a hypothetical (artificial) fluid velocity that is calculated as if the
phase or fluid under consideration were the only one flowing in a given cross sectional
area (e.g. pipe). It assumes the phase is flowing without any inhibitions or obstruction.
The superficial velocity is clearly not the true/actual velocity of the fluid since the
phase occupies only a fraction of the pipe cross section. It is best described as the
volumetric flow rate per unit area or volumetric flux of the phase. For a gas/liquid flow
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system, the relevant superficial velocities are the gas and liquid velocities represented
as JL & JG(m/s)while the True velocities (liquid and gas) are given as vL and vG










2.1.6 True velocity (m/s):
The true velocity is the actual velocity of the fluid. This is the velocity that would
be measured experimentally if a small region of the fluid was made the focus of
examination. The true velocities for the liquid and gas phases are given as vL and vG
respectively. Mathematically, the True velocity (also known as, phase velocity) for the















Note: Superficial velocity is one of the most widely used parameters in the character-
ization of multiphase flows. It is used in preference to true velocity because regardless
of the complexity of the flow regime, it is conserved; particularly for an incompressible
flow with no phase change. So in practical terms, if the flow regime changes from one
regime to another, (say bubbly to slug flow), the superficial velocity stays constant
even though the true (local) velocity changes. Because true velocity is often variable,
changing from one point to another. Following these changes is difficult and and its
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mean is not easy to determine especially for very complex flow systems. For this
reason, superficial velocity is the preferred parameter for fluid characterization.
2.1.7 Mixture velocity vM(m/s):
The mixture velocity is the total volumetric flow rate of both phases per unit area.
It is also equivalent to the sum of all the superficial velocities of all the phases.




= vSL + vSG (2.12)
2.1.8 Slip/No-Slip:
Slip velocity or velocity ratio is a term used to describe the relative motion between
different phases in a fluid mixture. A slip condition is said to exist when the phases
have different velocities (phase velocities). For a two-phase flow, slip is thus the
difference between the true velocity (actual) gas & liquid velocities. Mathematically,





The slip velocity is negative under certain conditions e.g. downward flow, when
the liquid flows faster than the gas. If the relative velocity between the two phases is
zero, then the flow is characterized as no-slip. In developing the homogeneous model
of two-phase flow, the slip ratio is assumed to be unity (no slip). If this assumption is
applied to the liquid hold-up definition we get:
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In practice, no-slip assumption is not often tenable because the actual velocities of
the liquid and gas phases are usually different. On the contrary, the no-slip boundary
condition implies that the position of the contact line is static and does not move,
which is not practical. It is however very helpful for purpose of analysis, which is one
of the reasons why the homogeneous model is relatively very simple.
2.1.9 Two-phase flow density:
Two-phase flow density is necessary for multiphase flow analysis. For example it is
required for the solution of pressure gradient equations. Like many other two-phase
fluid properties, it can be determined using an averaged equation.
ρM = ρLHL + ρG(1−HL) (2.15)
In the special case where there is a non-slip assumption, the density can be given as
follows:
ρM(No−Slip) = ρLλL + ρGλG (2.16)
2.1.10 Two-phase flow viscosity:
The concept of viscosity in two-phase flow is rather vague, but is nonetheless required
for the determination several dimensionless numbers and particularly, Reynolds num-
ber. Though it are more accurately determined using laboratory data or empirical
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correlations, equation (2.17) suffices in many two-phase flow situations. Note that
α=(1-HL)
µM = µLHL + µG(1−HL) (2.17)
2.2 The fundamentals of flow regimes
When two fluids (say a gas and a liquid) flow through a pipe simultaneously, the two
fluids are distributed in the pipe in a variety of configurations. These configurations
differ from each other in the spatial distribution of their interfaces. Flow regime is
therefore, a description of the geometrical configuration or morphological arrangement
of the phases within the containing conduit or pipe. Different terms have been used
to describe this phenomenon including ”internal phase distributions”, ”flow patterns”
and ”flow regimes”. The primary flow regime identification method is direct physical
observation, which by itself can be subjective. Additionally, because these is no
standard nomenclature, many researchers came up with many descriptive names for
identifying the patterns they had observed. The result was that various researchers
went ahead to give a variety of names to essentially the same geometric flow patterns.
Rouhani and Sohel (1983) [2] referenced a survey which suggested that there were at
least 84 different flow-pattern labels used in the literature. Even though this lack of
accord persisted for a long time, there has been some consensus about specific names
for some very important flow regimes. This is consistent with the suggestion by some
researchers that a careful evaluation of a gas-liquid flow in a pipe (for example) would
show that there are at least seven (7) different geometrical configurations [Note that
this is specific to small diameter pipes (< 70mm).] The prior total lack of agreement
would explain the different flow regimes used in literature.
19
2.2.1 The relevance of flow regime determination
There is a consensus amongst researchers that an understanding of phase distribution
(including flow regime and its transitions) and how it affects the two-phase flow systems
is central to developing scientific approaches to understanding and predicting (gas-
liquid) flows (Hanratty et al., 2003) [3]. It has also been a major area of uncertainty
and a subject of considerable interest within academia and industry. Notable amongst
industries that are major stakeholders in this knowledge are the Oil & Gas, Nuclear
and Process Industry. The burgeoning interest in this subject can be inextricably tied
to the considerable engineering and economic interests that would be served baring
any new technical advances or breakthroughs in this area. Below are some key areas
that benefit from improved understanding of phase distribution.
2.2.2 Equipment design:
At the early phases of projects involving the design of multiphase pipelines and other
field processing equipment (pumps, slug catchers and the like), designers usually need
accurate information about pressure drop, liquid holdup, critical velocity etc. And
because many pressure drop calculation methods are flow regime dependent, there
is a need to be able to predict the anticipated flow regime of the system first before
proceeding with calculation of the parameters which are then used to size pipelines
and design other field processing equipment. The ability to understand and accurately
predict fluid behavior provides Design Engineers and Original Equipment Manufac-
turers (OEMs) with relevant information to make these critical equipment/facility
design decisions. In the Chemical and Process industry, faster and more efficient
chemical reactions or extraction of chemical species is favored by increased surface
contact. In designing equipment for this application, one design focus could be to
increase the surface contact area of the phases in the fluid. One way to do this is
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emphasize conditions favorable to the prevalence of say Dispersed Bubble flow regime
within the control volume [2]. Dispersed bubble flow regime prominently features
small mean-bubble sizes which, for a given volume fraction has a comparatively larger
surface area than other flow regimes (especially those containing larger bubbles) [4].
2.2.3 Optimal operation of production facilities:
The production rates in multiphase flow systems [like hydrocarbon production facilities]
are affected by the predominant flow regime existing within the channel. Each flow
pattern has a set of intrinsic hydrodynamic characteristics that govern the behavior
of flow parameters. Parameters such as pressure loss, mass and heat transfer differ
significantly from one flow pattern to another, and a thorough understanding of the
nature and behavior of these flow regimes is essential to optimal operation of the
systems.
2.2.4 The establishment of safe operating limits:
Each major flow regime type has unique characteristics that are either desirable or
detrimental to specific flow processes or applications. For example slug flow exhibits
unfavorable operational characteristics that cause problems in some gas–liquid systems
like pipelines. Some of the detrimental characteristics of this flow type include: (a) it
causes large pressure drops along the channel, (b) its periodic or cyclic nature can
set of vibrations, fatigue and eventual failure of vital process equipment and (c) it
produces a hammering effect (pressure surge). Armed with the knowledge that slug
flow could be a problem in a specific design, design engineers could decide to change
certain parameters [like pipe diameters] to ensure only certain favorable flow regimes
occur during system operation. While slug flow is undesirable in some instances as
in the case discussed, it has proven useful in other cases. One such instance is in
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Enhanced Oil Recovery when a reservoir is flooded; using gas or water as a driving
force to evacuate gas or liquid petroleum from reservoirs. The average recovery factor
[RF] worldwide from mature oilfields around the world is somewhere between 20°and
50° [5–7]. As a result, this practice is one that is routinely required especially when oil
prices are relatively high. To determine the expected flow regimes in a fluid system, a
priori knowledge of some system parameters and variables is usually necessary. Some
of these include [1] operational parameters (like gas/liquid flow rates), [2] physical
properties of the fluids (densities, viscosities and surface tension) and [3] geometrical
variables (pipe diameters and inclination angle). Given these parameters, a designer
could use one of two flow prediction methods to predict the likely flow regimes.
2.3 Flow regimes in pipes
As noted earlier, flow patterns are very complicated and difficult to describe. And
considering the fact that flow pattern determination in early studies in the subject were
subjective; primarily based on visual observation, a wide variety of flow patterns were
reported. Although many definitions and classifications of flow patterns have been
suggested in literature, the classification proposed by Ovadia Shoham (2005) [8] and
D. Barnea and Taitel (1986) [9] would be used in the present work. This classification
closely aligns with the thinking of the School of Dukler (University of Houston), Y.
Taitel (Tel Aviv University), D. Barnea (Tel Aviv University) and their co-workers.
2.3.1 Flow Patterns in Vertical Pipes
Four main flows have been reported in vertical flows by many researchers. These
include the Bubble Flow (BB), Slug Flow (SL), Churn Flow (CH), and Annular (AN).
While Ovadia Shoham (2005) [8] appears to have introduced a fifth flow [i.e. Dispersed-
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Bubble Flow (DB)], in reality what he really did was sub-divide the Bubble flow
pattern into two sub-patterns. So instead of having just Bubble Flow he introduces
two sub-patterns: Discrete Bubble (Bubble flow) and Dispersed-Bubble Flow. His
classification for vertical upward flow would be discussed in the rest of this section:
2.3.1.1 Bubble flow (BB):
At low gas flow rates bubble flow is the predominant flow regime. In this flow pattern
the gas phase is approximately uniformly distributed in the form of small discrete
bubbles in a continuum of liquid. Though described as small in size, the bubble
in practice could vary widely in size and shape even though most would be nearly
spherical and much smaller in size than the diameter of the tube containing them.
Other characteristics of bubble flow include that it occurs at relatively low liquid flow
rate, low turbulence and slippage between the liquid and gas phases which accounts
for large values of liquid holdup.
2.3.1.2 Slug flow (SL):
With increased gas flow rate, proximity between the bubbles increase sharply, collisions
intensify and eventually the bubbles begin to coalesce. As they coalesce, they begin
to form large bullet shaped bubbles; otherwise referred to as Taylor bubbles. They
are large bullet-shaped gas bubbles that have a diameter almost equal to the pipe
diameter. Given their size (diameter) relative to the diameter of the pipe, they are
therefore able to occupy most of the pipe section and literally bridge the pipe section.
The tiny space between the Taylor bubble and the pipe wall is occupied by what is
referred to as liquid film. The liquid film is simply liquid that flows downwards in
the form of a thin falling film. Successive Taylor bubbles are separated by slugs of
continuous liquid that contain small gas bubbles. In vertical circular pipes, slug flow
is symmetric around the pipe axis. Some researchers make a distinction between plug
23
flow and slug flow. They describe Plug flow (also referred to as Piston flow) as the
flow that occurs when the gas flow rate is relatively slower, has well-defined gas-liquid
boundaries and the liquid slug is free of bubbles. On the other hand Slug flow is more
narrowly defined as the flow that occurs when the gas flow rate is faster, boundaries
are not clearly discerned and froth (a mass of small bubbles in liquid) is generated.
2.3.1.3 Churn flow (CH):
Churn flow is the flow pattern observed with further increase of gas flow rate beyond
the rates in the slug flow. As the gas flow rate increases, its concentration in the slug
between successive Taylor bubbles is destroyed leading to a failure of the liquid slugs.
Almost simultaneously, the Taylor bubbles (in the Slug flow) begin to respond to the
failure of the liquid slugs and unrelated increase in gas concentration by breaking
up into unstable patterns which are more chaotic, disordered and frothy than slug
flow. The flow that finally emerges circulates as if in an oscillatory motion with
predominately large irregularly shaped bubbles laced with smaller bubbles entrained
in the liquid phase. This flow is said to be intermittent with liquid and gas mixing,
churning together, fluctuating up and down in the channel and producing density
waves. Any further increases in the gas flow rate would now give rise to a flow pattern
that is even more disordered. This flow pattern is recognized by some researchers and
is referred to as the froth flow.
2.3.1.4 Annular flow (AN):
As the gas flow rate increases beyond the Churn flow levels, interfacial shear of the
high velocity gas on the liquid film becomes dominant over gravity force this makes
it possible for a liquid film to be supported at the surface of the pipe leaving the
center of the pipe with a core through which gas begins to flow continuously. Usually,
some liquid is entrained as small droplets in the referenced gas core. The interface
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between the liquid film (at the pipe periphery) and the gas phase (at the pipe core) is
disturbed by high frequency waves and ripples. Because of the nature of the forces at
work at this flow rate, this flow regime is particularly stable and is the most desired
flow pattern for two-phase pipe flows. And further increases of the gas flow rate gives
rise to a variant of the annular flow that has been identified by some researchers.
This flow pattern is the Wispy annular flow, and was first identified by Bennett et
al.(1965) [10]. The main difference between this flow and the main annular flow is
nature of the entrained phase. While the entrained phase (gas core) in the annular
flow are said to be small droplets those for the Wispy flow have been characterized as
large agglomerates (resembling ectoplasm). And this transition (from annular flow to
Wispy flow) occurs because as the liquid flow rate goes beyond the annular flow levels,
the droplet concentration in the gas core of annular flow increases and, eventually, the
small droplet begin to coalescence giving rise to large lumps or streaks (wispy liquid)
in the gas core.
2.3.1.5 Dispersed-bubble flow (DB):
In Dispersed-Bubble Flow most of the cross-sectional area of the pipes the gas-phase
is occupied by dispersed discrete bubbles in a continuous liquid-phase. The flow is
considered homogeneous no-slip since gas bubbles are carried by a dominant liquid
phase. And while Bubble flow (B) occurs at low liquid flow rate, the dispersed bubble
(DB) flow regime appears at high liquid rate.
2.3.2 Flow patterns in horizontal pipes
There are various classifications of horizontal flow regimes. One the most popular
classifications includes the flowing flow regimes Stratified Flow (ST), Intermittent
Flow (I), Annular Flow and Dispersed Bubble Flow (DB). These flow regime types
25
Figure 2.1: Vertical 2-phase flow regimes. Source: Weisman [1983] [11]
Figure 2.2: Horizontal 2-phase flow regimes (Source: Kadri,U. (2009) [12])
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are further discussed below:
2.3.2.1 Stratified flow (ST):
The stratified flow pattern is a flow regime that typically occurs at relatively low gas
and liquid flow rates in horizontal or near-horizontal pipes and wells. It is influenced
by the combination of gravity and density gradient. The main physical characteristic
of this flow regime is the gravitational separation of the fluid into different distinct
layers by a continuous interface with the lighter fluid flowing above the heavier fluid.
In the specific case of gas-liquid flow; the gas-phase flows on the top section of the pipe
while the liquid-phase flows at the bottom with an interface which may be smooth
or wavy depending on the prevailing gas flow rate. The flow is referred to as [1]
Stratified-Smooth (SS) flow when the interface between the gas and liquid is smooth,
and [2] Stratified-wavy (SW) flow, when the interface is wavy. This second flow
category occurs with increasing gas flow rates. As the gas velocity increases, waves
develop at the surface through a Kelvin-Helmholtz Instability mechanism forming
a wavy interface between the gas and liquid. It is also important to point out that
momentum transfer between phases is ineffective as a mechanism for the gas to drive
the liquid because in stratified flow, the difference between the velocities of the phases
can be high.
2.3.2.2 Intermittent flow (I):
Increasing the gas velocity beyond the levels experienced in the Stratified flow regime
leads to a distortion of the continuous interface that divides the phases as the interfacial
waves become larger. This results in the emergence of a flow profile with non-uniform
distribution of fluids along the pipe. This non-uniformity is expressed by alternate
flow of liquid and gas; liquid slugs are intermittently separated by large gas pockets
with a stratified liquid layer flowing along the bottom of the pipe. While some workers
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like Taitel and Dukler (1976) regrouped the Intermittent-flow pattern into it into
three sub-categories i.e. slug, plug and elongated flow, others have grouped it into
two sub-categories only i.e. Plug and Slug flow. Plug has well-defined gas-liquid
boundaries, its elongated bubbles move at the same velocity as the liquid and the
liquid slug is free of small bubbles. With further increase in gas velocity, the magnitude
of the wave increases and Slug flow emerges. The buildup of the waves continues
until they reach the upper wall of the tube forming liquid packets, otherwise referred
to as liquid slugs. These liquid slugs are then transported by the faster flowing gas.
Unlike plug flow, the boundary in slug flow is not clearly discerned but is frothy-with
a steady generation of a mass of small bubbles in liquid. A major distinction between
plug flow and slug flow is the medium of transportation: while elongated bubbles of
gas are transported by the liquid phase, the liquid slugs are transported by the faster
moving gas flow. Ovadia Shoham (2006) [8] in his case restricts this classification to
Slug and Elongated flows. While the mechanisms of these two sub-categories are one
and the same, their physiologies vary slightly. The Elongated-Bubble pattern occurs
at a relatively lower gas rate and looks in every way like slug flow except that the
liquid slug in it is free of entrained bubbles. On the other hand, Slug flow is composed
of large gas bubbles (Taylor Bubble) which occupy most of the pipe cross section; a
liquid film on the wall of the Taylor Bubbles and alternate liquid slugs (with little gas
bubbles) separating the Taylor bubbles. It occurs at higher gas-flow rates, where the
higher velocity gas picks up the slow moving liquid film (off the walls of the pipe) and
projects it as eddies with entrained bubbles in front of the liquid slug.
2.3.2.3 Annular Flow:
This flow type occurs at very high gas-flow rates and is characterized by slow moving
liquid traveling as a film on the pipe walls while the gas-phase (which may contain
entrained liquid droplets) flows in a high velocity core. A distinction is made between
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Figure 2.3: Horizontal 2-phase flow regimes. Source: Kamyar et al.(2015) [13]
a fully developed annular flow and wavy annular flow. In the fully developed annular
flow, the interface between the phases is regular and the film around the pipe periphery
is stable while in Wavy Annular flow, the interface between the phases is wavy, irregular
and somewhat distorted. This irregularity in the interface is a consequence of the high
velocity of the gas core and results in high interfacial shear stress. Though the wavy
annular flow pattern can easily be confused as Stratified-Wavy, Slug or Annular flow,
it is neither of those. Instead it occurs somewhere in the transition boundary between
them. The difference between stratified wavy flow and wavy annular flow is that in
stratified wavy flow, a wavy interface creates a clear stratification of the two phases,
while in wavy annular flow; liquid is swept around the pipe cross section and wets
the upper pipe wall with a thin liquid film. Wavy annular flow is also different from
Slug flow because liquid bridging of the pipe across section though present in Slug
flow is absent in Wavy annular flow. And it is also not a fully developed annular flow,
since it lacks the stable liquid film around the pipe periphery which is a key feature of
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annular flow. Finally, annular flow typically occurs in both vertical and horizontal
wells and pipes. And depending on the relative magnitudes of the gas-and-liquid
flow rates, the liquid film at the bottom of annular flow in horizontal flows is usually
thicker than that at the top. So while the liquid-film thickness around the pipe wall is
approximately uniform in vertical flow, it is non-uniform in horizontal and inclined
pipes.
2.3.2.4 Dispersed Bubble Flow (DB):
Dispersed flow is characterized by the flow where one phase is dispersed in the other
continuous phase. In gas/liquid flow (at very high liquid-flow rates), the gas phase is
distributed as discrete bubbles within a continuous liquid phase. At the transition
boundary, following the destruction of gas pockets as they touch the top of the pipe,
most bubbles are located near the upper pipe wall. As the liquid rate increases even
further, the bubbles are dispersed more uniformly through the entire cross-sectional
area of the pipe. Dispersed Bubble Flow is considered homogenous no-slip since the
two phases move at the same velocity, with no slip between them [at high liquid flow
rates].
2.3.3 Flow Patterns In Inclined Pipes
The flow morphology in an inclined pipe is markedly different from the flow regimes
in the vertical and horizontal pipes. When the pipe is inclined the effect of gravity
sets in and begins to alter the process of the fluid transport and the nature of the
flow regimes.
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Figure 2.4: Flow Identification Techniques
2.4 Flow Regime identification techniques
Several flow regime identification techniques exist in literature. In this section, some
of these methods are discussed. These would be discussed under the flow prediction
and flow determination categories..
2.4.1 Flow regime prediction Methods
There are at least two main methods for predicting flow regimes [a] Flow Regime
Maps [b] Mechanistic Models. These two methods are discussed below.
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2.4.1.1 I. Flow Regime Maps:
Flow regime maps are commonly used to predict flow patterns in pipes based on
local system parameters/variables. No universally accepted map has been developed;
therefore their application is still restricted to the conditions covered by the limits of
the experimental data set on which they are based. Flow regime boundaries delineate
parts of the mapped area into specific flow patterns. Knowledge of the X and Y
coordinates of the map can help a designer immediately predict the flow regime of
a system given specific conditions. Flow regime along the boundaries are less clear
because they are not distinct lines as they area in some figures but poorly defined
transition zones. These boundaries occur because a regime becomes unstable as the
boundary is approached and growth of the resulting instability causes transition to
another flow regime. So at the boundaries there is sometimes no clear verdict of the
exact flow regime that would be expected.
A large number of flow regime maps have been developed over the years. Some of
these would be discussed later in this chapter. Developing Flow regimes Maps: Flow
regime maps are developed using experimentally determined flow regime data. After
the flow regimes have been determined and classified, data obtained from the process
is mapped to a two-dimensional (2D) plot in terms of particular system parameters
to create empirical flow regime plots or maps. The maps show different flow regimes
and the boundaries that separate them. They are very important tools in the analysis
of multiphase flow in pipes. Two flow parameters (one for the ordinate and another
for the abscissa) are usually required for creating the flow maps. The choice of these
two parameters has been a source of debate for decades-dating back to the 1940’s
when Kosterin (1949) [14] ; Bergelin and Gazley (1949) [28] first proposed some of
the earliest known flow-regime maps. Typical flow regime maps could have such
parameters pairs as gas mass flow rate and liquid mass flow rate or superficial gas
velocity and superficial gas velocity. The downside of Flow regime maps is that they
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Table 2.1: Published vertical (gas-liquid) flow regime maps
Author Pipe size (cm)4 System Map coord.










Galegar [16] 1.2, 5.1 Air/water/k1 GG, GL
Govier et al. [17–19] 2.54 Air/water WG,WL


















Sterling [22] 2.54 Air/water uLS, uGS
Wallis [1] 2.54 Air/water uLS, uGS





Govier & A. 2.54 Air/water XuLS, Y ∗ uGS








































1 k=kerosene, g=glycerin, st=stream
2 Various gas-liquid systems
3 Data from other sources
4 Pipe inner diameter
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are reliable only within the narrow range of conditions under which they were created
because there are no known physical basis for the selection of the mapping coordinates.
Over the years, different researchers have experimented with different sets of
parameters or coordinate types. There are at least three (3) main coordinate types have
been used: [1] Dimensional Coordinates: Containing only dimensional parameters like
mass-flow rates, as used by Bergelin and Gazley (1949) ; superficial velocities, as used
by Abou-Sabe and Johnson (1952) [29] [2] Dimensionless Coordinates like Two phase
Reynolds and Weber numbers as used by Eaton et al (1967) and [3] Mixed coordinates
which are essentially a combination of dimensional and non-dimensional parameters.
For this and were used as proposed by Kosterin (1949) & Hoogendorn(1959) [33]].
While these parameter choices for the coordinates have produced promising results,
what clearly stands out in all cases is that there is a lack of theoretical basis for their
choice. Some examples of mapping coordinates that have been used in the past can
be seen in Tables (2.1 & 2.2).
2.4.1.2 II. Mechanistic Models:
Mechanistic models can be very resourceful tools for the prediction of flow regimes.
The approach of Mechanistic models is to model the transition boundaries between
the flow regimes. This involves understanding the behavior of the flow around the
boundary region and the identification of the transition mechanism for each pair of
flow patterns (Taitel 1990) [42]. Unlike empirical models, they can produce accurate
results for conditions beyond those based on which the model was developed. The first
realistic two-phase flow regime transition model mechanistic model was developed by
Taitel & Dukler (1976) [43] . This model has been the benchmark for the comparison
of all subsequent models .
While the analytical methods (Flow maps and Mechanistic models) have been
important tools for the prediction of flow regimes, there are some important issues to
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Table 2.2: Published horizontal (gas-liquid) flow regime maps
Author Pipe size(cm)4 System Mapping co-ord.
Kosterin [14] Many3 Air/water uGS, uM
Bergelin & G. [28] 2.54 Air/water WG,WL
Johnson, A.S [29] 2.21 Air/water WG,WL
Alves [30] 2.54 Air/water/Oil uGS, uLS






White & H. [32] 2.54, 3.8, 5.1 Various1 GG, GL




Govier, Omer [34] 2.54 Air/water GG, GL
Eaton et al. [35] Three Various1 ReTP ,WeTP
Al-Sheikh et al. [36] Data Bank Gas/Liquid 10 diff. coord.
Govier, Azziz [19] Others2 Air-water XuLS, Y ∗ uGS
Mandhane [37] Data Bank Air/water uLS, uGS
Simpson et al. [38] 12.7, 21.6 Air/water uLS, uGS
Weisman, et al. [39] 1.2, 2.54, 5.1 Gas/Liquid GG, GL
Spedding & N. [40] 0.455 Air/Water
Spedding & C. [41] Others2 Gas/Liquid
1 Water, Crude Oil and Natural gas
2 Data from other sources
3 (2.54, 5.1, 7.62, 10.16) cm
4 Pipe inner diameter
5 (5.1, 10.16, 43.18) cm
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note about them:
(i) Involves a modeling of Transition boundaries: They involve the modeling
of transition boundaries where transition mechanisms are identified for each pair of
flow patterns
(ii) Reliability Issues: Results are generally unreliable when the flow conditions are
close to the transition boundaries. This is because flow structure generally becomes
very unstable in the vicinity of the transition between different flow regimes. Usually,
as the transition boundaries are approached, flow becomes unstable and continued
growth of the instability triggers the transition from one flow pattern to another.
The flow mechanism around the boundaries is at variance with the design basis of
the models. The models are based on the assumption that the flow is steady and
developed, which is rarely the case in practice (especially) around the boundaries.
Thus experienced designers are usually wary of the reliability of model results around
transition boundaries
(iii) A flow stability requirement: Though it is rarely possible to attain in prac-
tice, as noted earlier, there is a requirement that the flow is steady and fully developed
if the models are to be applied.
(iv) A prior knowledge of flow parameters is required: They can only be used
if there is prior knowledge of flow parameters. There are also reliability issues for
flow around the transition boundaries between the flow regimes.
2.4.2 Flow Regime Determination Methods
There are several flow regime determination methods and a variety of ways to
group the available techniques. While no single technique has delivered excellent
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results, having a variety of options and sometimes using one to validate the other
improves confidence in the results. In this study, these methods have been classified
into two broad categories: Visualization Methods and Statistical Analysis Methods.
The methods are further discussed:
I. Visualization Methods:
These methods are visualization techniques used to visually reconstruct the internal
structure of the flow. The two main visualization techniques include [A] Direct visual
observation (e.g. High speed video and still cameras), [B] Radiation Absorption (e.g.
X-ray and Gamma Densitometer). They are further discussed.
(i) Direct Visual Observation: The most common method for two-phase flow
determination is through visual observation using high speed (still/video) cameras.
Though simple, the method is characterized as having a relatively higher level of
subjective. The result is that several researchers have ended up with variations of
interpretations for similar phenomenon. The implication is that interpretation of
observed phenomenon is sometimes largely dependent on a researcher’s judgment.
Generally, transparent or clear pipe sections are required in test facilities to make
it possible for the flow to be observed directly or indirectly. Illuminating the flow
is required especially if photography is used. This method is mostly applicable to
low-speed flows. High speed flows give rise to complex interfacial structures which
obscure the view. Thus, visual capture of high quality images of certain elements
of the flow might be impractical using direct visual observation since relevant flow
mechanisms might be obscured. In these cases alternative methods must be sort.
Furthermore, the use of this method can also prove impractical when conditions
dictate the use of opaque pipes, e.g. when conditions fall outside the realm of
normal operation as is the case in extreme temperature or pressure conditions, where
there are concerns about the integrity of the system or its test section. One other
disadvantage of this technique is that it can be more difficult to analyze and interpret
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the large volume of data that it usually collected.
(ii) Radiation Absorption: The techniques under this category includes all radia-
tion attenuation measurements or methods that ionizing or non-ionizing radiation to
determine the hydrodynamic behavior of flows. They help researchers understand in
detail, transient flow structures. Information about void fraction can also be obtained
non-intrusively. Some examples of this technique include such methods that use
instrumentation like Gamma densitometers [44,45], X-rays [46] test facilities, Real-
Time Neutron Radiography (RTNR) and High speed X-ray Computed Tomography
(High Speed X-CT) [47]. Generally they can be successful with non-transparent or
opaque pipes though they require pipes with thin walls in order to ensure a reasonable
limit on the absorption of the rays and increase the time resolution. While they are
good at achieving good space and time resolution they carry a high risk of exposure
to radiation.
2.4.2.1 II. Statistical Analysis:
Aside from the Visualization (visual inspection) method, the other technique for
determining flow regime is by measuring and quantifying fluctuations of natural flow
parameters such as the void fraction or differential pressure which have been widely
shown in literature to reflect the prevailing flow patterns in pipes under differing
conditions. The fluctuation of these natural parameters can be captured and modelled
or described heuristically by a process otherwise referred to as Statistical pattern
recognition. This method is relatively more objective. It is based on the interrelations
between observed waveform of signal and the spatial distribution of the flowing phases.
Some of the devices used for data collection for some of the techniques include hot-wire
anemometry, X-ray, pressure transducers, conductance probes and the like. The
method measures and quantifies the fluctuation of natural flow parameters such as
differential pressure (Tutu 1982 [48]; Matsui 1984, 1986 [49]), and void fraction (Jones
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and Zuber 1975 [50]; Barnea et al. 1980 [51] ; Vince & Lahey 1982 [46]; Costigan
and Whalley 1997 [52]; Tsoukalas et al. 1997 [53] ). When the fluctuations of these
two important quantities are captured and evaluated, it is possible to determine
the structure of a flow. After time series signals are collected using a variety of
instrumentation [e.g. Electrical Impedance meter] in flow experiments, they are
then analyzed using statistical measures like Probability Density Function [PDF] and
Power Spectral Density [PSD] functions. This is based on the understanding that
temporal variation of void fraction signals and their distribution are characteristics
of flow regime. The peak values and shape characteristics of the time series are used
to predict flow regimes at various flow conditions. At the core of the decision to
use statistical analysis for flow determination is the fact that there are significant
or observable differences in the statistical measures [PDF & PSD] for different flow
regimes. Flow stability is critical during flow signal data collection because the signal
must have sufficient length for it to produce statistically significant estimates of the
void fraction.
(i) The probability density function (PDF): The probability density function
(PDF) of the void fraction fluctuations has been used by many researchers as a
quantitative flow pattern discriminator for the various flow regimes, including bubbly,
slug, and annular flows. Barry J. Azzopardi elucidates this concept in his book:
Gas-Liquid Flows [54]. He discussed the techniques for the discrimination of various
flow regimes from pipeline flow data sampled at 2.5 KHz and a liquid flow superficial
velocity of 0.65(m/s) and gas superficial velocities of 0.14(m/s), 0.534(m/s) and
9.68(m/s). After auto-correlation of the signals, it was observed that the temporal
variation of the signals was very periodic. Three (3) main cases were identified in
the referenced study [Refer to Fig. 3.1]. There are subsequently discussed:
Case 1: [Gas Superficial Velocity=0.140(m/s)]: The signals from this case showed
regular fluctuation. And the PDF of this case was characterized by a narrow single
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peak at low void fraction. And shape characteristic was identified as Bubbly Flow.
Case 2: [Gas Superficial Velocity=0.534 (m/s)]: The shape characteristic identified
in this case was referred to as SLUG flow. It was by a bimodal (double peak) PDF
with a high-void peak corresponding to the Taylor (or Demitrescu) bubble and a
low-void peak corresponding to the liquid slug passage.
Case 3: [Gas Superficial Velocity=9.680(m/s)]: This case involved a gas flow rate
that was significantly higher than the previous two. It occurred at a higher void
fraction. The resulting shape characteristic was referred to as Churn flow. Its PDF
was single peaked at the high void fraction end but was characterized by a long tail
at the lower void end.
Though Barry J. Azzopardi does not explicitly discuss the shape characteristic of
Annular flow, T. Elperin & M. Klochko (2002) [55] suggest that annular flow like
Bubbly flow is characterized by a single peak corresponding. The only difference
between the PDF shape characteristic of the Bubbly flow and the annular flow is
that the former exhibits a low-void peak while the later exhibits a high-void peak.
[Refer to Fig. 1.0 for more details].
(ii) Power Spectral Density (PSD): Power Spectral Density is the Fourier Trans-
form of the auto-correlation function of a signal. It describes how the power of a
signal or time series is distributed with frequency. To get the PSD of a signal, its auto
correlation function is computed, and then the Fourier Transform of this function
is determined. Thus PSD is the Fourier transform of the auto-correlation function,
R(τ), of the signal being processed. Time series signals and PSD distribution can be
used as an objective flow regime indicator. MATHWORKS Inc. has documentation
on its site showing how to obtain nonparametric power spectral density (PSD) es-
timate equivalent to the periodogram using Fast Fourier transform (FFT) [56]. T.
Elperin, M. Klochko (2002) [55] discussed PSD signals associated with three types
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of flow regimes. These include Bubbly flow which is characterized by a wide-band
low-amplitude spectrum; Slug flow which is characterized by a low frequency peak of
large amplitude; and Annular flow which is characterized by a medium-width band
spectrum.
Another study involving a new method for flow pattern identification was performed
by Budi Santoso et al.(2012) [57]. The study highlighted the use of the characteristics
of the PSD of different flow pattern in their identification. Three different flow
patterns (Stratified, Plug and Slug flow) were identified in this study using PSD.
Some relevant details are rehearsed below:
(a) Stratified Flow: No bubble) exists between the two (air/water) phases. The
time series of stratified flow shows low mean pressure difference with a small fluctua-
tion. PSD of the stratified flow is characterized by one peak and spreads over a wide
frequency range (8-27)Hz. The flow pattern occurs at low superficial velocity and
has a distinct interface between the two phases. This suggests that no bubble exists
between the two (air/water) phases.
(b) Plug Flow: Time series or time variation of pressure for this flow pattern plug
has a larger fluctuation than the time series of Stratified flow. The large fluctuation
occurs due to the compressive effect of the air bubbles present in the flow. The
shape characteristic of the PSD is bimodal, with the first within a frequency range
of (0-11)Hz and another between (11-27)Hz.
(c) Slug Flow: The time series signal for this flow pattern has peak values which
are probably caused by the high water velocity pushing the elongated bubbles. PSD
of slug flow includes a peak that decreases steadily with increasing frequency.
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2.5 Factors that affect flow behavior in pipes:
Flow regime and its transition to its various types depends on a number of factors
including the properties of the fluid (i.e., densities, viscosities and surface tension),
the Inclination of the tube, Flow geometry (the size/shape of the tube, and Inlet
design), and operational parameters like the temperature, pressure and the flow rates
of the phases. The flow regime can also show some dependence on whether or not
measurements are taken before the full development of the flow. In cases where the
pipe size is constant and the fluid properties are assumed to be fixed, the flow rates of
the phases are considered the independent variables which lead to changes in the flow
regime when adjusted. The effects of these parameters are discussed subsequently.
2.5.1 Fluid Properties
The literature contains a litany of studies about the effect of fluid properties on
two-phase flow phenomena by a wide range of investigators spanning a period of over
five decades. Some of the parameters that have been studied include the density
of the phases, viscosity, liquid surface tension, and wetting/contact angle. Of all
of these, liquid viscosity is perhaps the most systematically studied fluid property.
In their study on the prediction of flow regime transitions in horizontal and near
horizontal gas-liquid flow, Taitel and Dukler (1976) [43] developed models for the
prediction of the flow regime transition lines. The study considered intermittent (slug
and plug), stratified smooth, stratified wavy, dispersed bubble, and annular-annular
dispersed liquid flows. The models were able to highlight variations in the flow regime
boundaries with changing fluid properties. The work showed that there were significant
shifts in the transition from stratified smooth to stratified wavy flow regimes and
in the transition to annular flow with change in fluid properties (from air/water to
Oil/Natural gas systems). Thus an increase in fluid properties (e.g. liquid viscosity)
decreased the gas velocity required for the transitions.
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This finding is in variance with the results reported by Weisman et al.(1979) [39]
who determined that the properties of the liquid had moderate effects on the flow
regime boundaries.
2.5.1.1 Viscosity:
Hoogendoorn(1959) [33], in his study of fluid properties of two-phase flow in horizontal
pipes also concluded that liquid viscosity did not significantly affect the transitions
between flow regimes for horizontal pipes of 0.024 to 0.140 m diameter. Russell et al.
(1959) [58], Charles et al. (1961) [59] and Arirachakaran et al. (1989) [60] determined
that the sequence and the number of observed flow regimes remained unaffected by
the fluid viscosity though they also acknowledged that the transitions from one flow
regime to another occurred at different superficial velocities when oils of different
viscosities are used.
2.5.1.2 Density:
Hoogendoorn, C.J. (1959) [33] also studied the effect of gas density using superheated
Freon-11 as gas phase. His findings show that an increase in gas density had no effect
on the transition to slug or plug flow, but on the contrary significantly decreased the
onset of atomization. Some researcher findings also suggest that in two-phase flows
systems involving high density difference between the phases, stratified flow generally
exist for a wider range of water fractions and mixture velocities as compared to cases
involving low density differences.
2.5.2 Inclination of the Flow Channel
The inclination of the flow channel is another parameter that is well studied because
of the prevalence of inclined flow in a variety of applications including in oil/gas
drilling and transportation. Barnea et al. (1980, 1986, and 1987) is among a large
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number of researchers who have focused on this subject. For upward inclinations, the
transition to intermittent flow was found to occur at a lower gas flow rate and the area
covered by the intermittent flow region is prominent. Taitel and Dukler (1976)’s [43]
semi-theoretical models predicted that the effect of inclination on low pressure flow
in a 50mm diameter pipe was very significant. In downward inclination, the liquid
tended to flow more quickly (perhaps due to gravity), developing thinner liquid film
and giving rise to a situation where transition away from wavy flow occurs at a higher
gas flow rate. The result is that the wavy flow occurs over a wider range of flow
conditions, leaving the area of the intermittent flow region less prominent. Though the
behavior of upward and downward and transition between the regimes in horizontal
and vertical flows differ, a unified model for predicting the flow-pattern transitions
for the whole range of pipe inclinations was proposed by Barnea(1987) [61]. It covers
a wide range of inclinations including horizontal, vertical up-flow and vertical down
flows.
2.5.3 Flow Geometry:
Soleimani et al.(1997)’s work [62] shows that flow geometry including pipe diameter
and inlet design affect flow regime . These two parameters are discussed in more
details subsequently.
• Tube Diameter: In the study of the effect of tube size (diameter), a distinction
is made between small diameter pipes and large diameter pipes. Studies show
that very small diameter tubes of diameters 1.10 and 2.01 mm show strong
“small tube characteristics” as reported by L. Chen et al (2006) [63].Flow regime
maps for these sizes of pipes show that the transition boundaries of slug-churn
and churn-annular have a strong dependence on diameter, though the dispersed
bubble to churn and bubbly to slug boundaries are less affected. A different flow
regime maps for a study involving tubes with diameters 12.5mm, 25mm, 50mm
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and 300mm also showed dependence on tube diameter. Refer to Fig. 2.3 below.
However, Weisman et al. (1979) [39] reported only a moderate effect of tube
diameter on the locations of the boundaries of the flow. This was based on a
study of flow in tube of diameter between 20mm and 50 mm. Other studies on
large diameter horizontal pipes (up to 300mm) by such researchers like Jepson
and Taylor (1993) show that pipe diameter has a significant effect on the regime
transitions. For vertical pipes, not only do large diameter tubes show strong
variation on regime transition but slug flow is absent altogether. Essentially flow
characteristics and mechanisms in small diameter pipes differ significantly from
those found in larger diameter pipes. It is for this reason that two phase flow in
small diameter pipes is not scalable to larger pipes.
• Inlet Design:Over the years, a wide variety of inlet devices have been used to
admit fluids in flow sections during multiphase flow experiments. Some inlets
have been shaped in a way that tends to keep flow stratified while others have
been designed to disperse the flow e.g. injecting finely dispersed bubbly flow
into the channel using a sparger. Examples of inlet devices that have been used
for multiphase flow experiment in channels include the T-junction and Reducer
inlets used by M. Kawaji et al (2009) [64], the shear-cutting gas/liquid mixer used
by Shen et al. (2005) [65]; the needle-injecting gas/liquid mixer used by Hibiki
and Ishii (2001) [66]. The location of fluid introduction on the channel can also
be of some consequence. Some researchers like Bennett and Thornton(1961) [67]
and Collier and Hewitt (1961) [68] introduced the liquid (water) through a
number of jets at the entrance while Gill et al. (1963, 1964) and Hall- Taylor
et al. (1963) did the same through porous sections of the wall of the channel.
Depending on the length required for the flow to become fully developed, this
prior effect of the inlet device could propagate and affect the downstream flow
pattern under investigation. Because of the likely impact differences in inlet
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flow geometries could have on flow development and structure, many researchers
have conducted studies in this area. On such study was performed by M. Kawaji
et al (2009) [64] who investigated the effect of gas-liquid inlet geometry on an
adiabatic two-phase (gas-liquid) flow in a 100µm diameter micro-channel of
using a T-junction inlet and Reducer inlet. He determined that that the flow
characteristics (including flow patterns) generated using both inlets were very
different. He attributed these variations to the differences in the gas bubble
& slug generation mechanisms. However, T. Hibiki et al (2001) [66] observed
that generally, gas injection method has only a small effect on small diameter
channels but on the contrary has significant effects on flow in large diameter
pipes even for relatively low flow rates.
2.5.4 Operational Parameters:
The fluid temperature and pressure only have an effect on the flow regime by
virtue of their ability to alter or influence all the other fluid properties like viscosity,
density, surface tension etc.
2.5.5 Wetting Properties and Contact Angles:
The ability (or otherwise) of a fluid phase to preferentially wet a solid surface like
a tube wall in the presence of a second immiscible phase, is defined as Wettability.
Various fluids have wetting properties. The wetting properties of a fluid mixture can
influence the flow patterns in two-phase flow systems. The investigation of researchers
like Clark (1949) [69], Angeli (1996) and Angeli & Hewitt(2000) [70] have provided
clarity some clarity on this subject. Furthermore it would be difficult to talk about
wetting without a mention of contact angles this is because contact angle data is a
necessary input in wettability studies. Generally, large contact angles correspond to
low wettability while small contact angles correspond to high wettability. A contact
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angle of 90 degrees or greater indicates the surface is hydrophilic. While a contact
angle of 90 degree or less indicates that a surface is hydrophobic.
Using different types of tube materials Barajas(1993) [71] investigated the effect
of contact angle on the flow regime boundaries in a 1.6mm(I.D) capillary tube. For
partially non-wetting systems he observed that contact angle had significant effect on
the location of the transition boundaries, but conversely, it had marginal effect on the
location of the transition boundaries for wetting systems . While there seems to be
limited data on the effect of contact angle on flow regimes (and their transition) in
large diameter pipes, it is expected that their effect would be marginal.
2.6 Void Fraction measurement
Though one of the most important flow parameters in multiphase flow, it is perhaps
one of the most difficult to accurately measure. Over the years, several techniques
have been developed for this purpose, Hewitt (1978 & 1982) [72,73] and, Leblond &
Stepowski(1995) [74] performed an extensive review of these. Some of the popular
methods include:
2.6.1 Impedance Probes:
This technique takes advantage of the fact that all fluids present certain electrical
properties. It then utilizes these differences to determine which phase is in contact with
the probe or measuring cell at a given time and then uses that information to obtain
the local void fraction through time averaging. The probes can be based on optical or
electrical impedance principles. On the other hand, the electrical impedance probes
can be based on capacitive, resistive or conductive effects. Examples of techniques
based on the impedance principle includes: [I] Impedance void meters; [II] Resistance
probe method; [III] Conductivity Probe Method
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• Impedance void meters: The Impedance void meter is a non-intrusive technique
based on the measurement of electrical impedance. They have been successfully
used to measure area-averaged and volume averaged void fractions. Impedance void
meters with electrodes mounted to the channel walls have been used by Asali et
al. (1985) [75] , Andreussi et Al. (1998) [76] , Tsochatzidis et al. (1992) [77] ,
Fossa (1998)and Mi et al. (1998) [78]. A theoretical basis for this design is given in
Coney(1973) [79]. Other researchers that have used similar techniques include H. C.
Yang et al (2003) [80] and Y. Mi 1998 [81].
• Resistance Probe Method: This technique relies on the probes ability to detect
the variation in resistance between two electrodes following the passage of bubbles
through the gap between them. The Resistance probe was used by Butterworth, D.
& G.F. Hewitt (1977) [82].
• Conductivity Probe Method: This method is very suitable for gas-liquid sys-
tems; it relies on its ability to sense the differences in the conductivities of the phases.
Example of researchers that used this technique include L. G. Neal and S. G. Bankoff
(1963) [83] and S. Kim et al.(2000) [84].
2.6.2 Optical Methods:
Typical used in transparent systems, this technique exploits the differences in refraction
index between the phases. But in order to be able to discriminate between the phases,
the contact between the probe/s and the gas bubbles must be very good. It is however
important that the size of the bubbles are not too small because if they are too small,
the probe will not be able to detect changes in the flow. Some optical methods are
used for gas/liquid systems where the bubble size is fairly large and the concentration
of the gas phase is small. De-Lasa et al. (1984) [85] experimented with an optical
method involving a U-shaped optical fiber in a multiphase experiment .
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2.6.3 Densitometry Methods:
This method refers to the measurement of the density of a material or fluid by taking
advantage of the attenuation characteristics of the said material or fluid on contact
with electromagnetic radiation (viz. γ-rays or X-rays). The Densitometry Methods
was used by K. Mishima et al. (1997 & 1998). [86,87]
2.6.4 Ultrasonic methods:
This is a non-invasive method. It has high temporal resolution and can penetrate
opaque pipes. L. J. Xu et al. (1997) [88] and M. D. Supardan et al. (2007) [89] are
examples of researcher that have this method in their work.
2.6.5 X-ray Technique:
The X-ray method is a powerful technique that has already been tested, proven and
extensively used in the medical profession, and more recently in multiphase flow
visualization and measurement. In multiphase flow study, the technique relies on
the fact that the X-ray absorption of fluid and gas differ enormously. Based on this
difference it is possible to determine some parameters including void fraction. Some
of the advantages of this technique include [i] It is a non-intrusive technique and
therefore, the flow is not disturbed by a protruding device like a probe, [ii] it can be
used to analyse any opaque material and medium since X-ray is capable of passing
through opaque media, [iii] its application is not limited by a large void fraction or a
lack of an optical access. A typical application of high-intensity x-ray beam for an
experimental study was performed by Jones and Zuber(1975) [50].
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2.6.6 Image Analysis/Processing Technique:
This technique relies on information that can be extracted from flow images. Digital
images of flow containing two-dimensional projection of the three-dimensional space
are usually captured and processed. The goal being the extraction of important area
information about the bubbles in the fluid mixture to help determine the total area
of the plane covered by the void created by the bubbles . This is achieved by using
algorithms or other methods to sum the areas of all bubbles found in the image.
Generally, in determining the properties of a flow, bubbles are typically defined as
spheres because of their relative mathematical simplicity. However because, non-
spherical bubbles are often encountered in many pipeline flows (especially in large
diameter flows), they are sometimes described in terms of an equivalent spherical
diameter, which in terms of size is equal to the diameter of a sphere with an area
equivalent to that of the bubble. The Direct Imaging technique, which includes the
Particle Image Velocimetry (PIV)) technique has been effectively used to measure
irregularly shaped objects with high accuracy. The Image Analysis method was used
by K. H. Chien et al. (1997) [90], T. Okawa et al.(2007) [91] and M. P. Pujara et
al.(2013) [92].The main downside to this technique is that it does not perform well in
high void fraction situations. Some researchers have suggested that in bubbly flows
the gas void-fractions should not exceed 2° [93].
2.7 Flow modeling strategies:
The modeling of most two-phase flows has their basis in the general conservation laws
of mass, momentum and energy. The set of equations that emerge from these laws
(partial differential or integral forms) are “closed” using constitutive laws and relations
such as equations of state, general laws of nature or rate equations and semi-empirical
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relations. (Ref here: Geoffrey F. Hewitt and George). These closure terms specify how
the phases or components of a flow behave and interact with each other. Mamori Ishii
and Takashi work is an excellent resource which delves into important details about the
thermos-fluid modeling of two-phase flow. It is important to discuss these strategies
because experimental data is sometimes used for their development, improvement or
validation. The main modeling can be loosely divided into five (5) different categories.
These categories would be briefly discussed subsequently.
• Homogeneous Model: The homogeneous model is a simple yet very important
and widely used model for the prediction of two-phase flow behavior. It assumes
that no slippage occurs between the phases (both phases travel at the same
velocity) which is why it is sometimes referred to as a zero-slip model. The
model combines the two phases into a well-mixed single phase that share average
fluid properties and velocity, making it possible for the model to be solved
using single-phase methods. The model assumes transfer of mass between the
phases occurs. Though it is a simple model, there have been indications that it
sometimes under estimates pressure drop, especially at moderate pressure range.
Though the homogeneous model assumes no-slip, in practice, relative motion
between the gas and liquid phases in a two-phase flow is a fact of life. So, a
more realistic flow solution to the two-phase flow is to formulate solutions that
account for the two flow velocity fields. Separated models account for the slip
between phases. Two popular separated models that do this the best are the (a)
two fluid model and the (b) drift flux model
• Separated Flow Model: Commonly referred to as the slip model because
phases/components are modeled separately with each phase assigned its own
mass, momentum and energy equation. The equations also provide for interfacial
interaction between the phases. One of the earliest and very successful separated
models was developed by Lockhart and Martinelli in 1949. The Lockhart and
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Martinelli model is flow-regime independent and simple. Its inherent simplicity
also comes with relatively lower accuracy and it application in pipe flow analysis
is restricted to prediction of frictional pressure loss. While the Lockhart and
Martinelli model is a very simplified version of a separated model, the drift flux
and two-fluid model are more advanced and robust separated models.
• Drift flux: The drift model is a special type of the separated model. However,
the two-phases are considered as a mixture instead of two different phases or
components. It was original set up as a fix for the homogeneous model. Though
the model assumes constant slippage between the phases, its focus is more on
the relative motion of the phases than on the individual motion of each phase.
The relative motion between the phases is managed by the kinetic constitutive
equation while the mixture is expressed by a mixture momentum equation. The
derivation of the drift flux model can be traced to Wallis (1969) and Zuber
(1967).
• Two-fluid model:The two-fluid model is sometimes dubbed the six-equation
model. This appellation is because the two-fluid model treats each phase or
component as a separate fluid and therefore assigns it, its own distinct set of
three (3) governing equations (mass, momentum and energy). This adds up
to six (6) equations for the two-phases. Because the model also considers the
interfacial interaction between the phases, considering that the phases interact
at their interface, either exchanging mass or energy (or both), the conservation
equations written for each phase includes terms which account for the interaction
between the phases, thus raising the prospect for ”closure relations” that are
required to complete or close the set of equations. The ability of the two-fluid
model to model not just the phases separately but also as an interpenetrating
pair is the reason why the techniques used is sometimes referred to as the
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interpenetration media approach. It us this degree of robustness that not only
makes the two-fluid model one of the most accurate models but also creates a
high level of practical difficulties which include mathematical complexities and
the need to keep track of a large array of constantly evolving variables.
• Phenomenological Models: Phenomenological models are flow regime depen-
dent. The implication is that they implicitly accommodate all the conditions
that gave rise to the prevalent flow regimes. The downside to these models is
that they involve a two-step process of first determining the existing flow regime
before performing regime-specific calculations. The two-step process makes the
model prone to error because of the double instance of error exposure. While
this model might be complicated, given the two-step process and the challenge




[1] G. Wallis, One Dimensional Two-Phase Flow. McGraw-Hill, 1969. pages 13, 33
[2] M. S. S.Z. Rouhani, “Two-phase flow pattern: A review of research result,”
Progress in Nuclear Energy, vol. 11, pp. 217–259, 1983. pages 19, 21
[3] T. Hanratty, T. Theofanous, J. Delhaye, J. Eaton, J. McLaughlin, A. Posperetti,
S. Sundaresan, and G. Tryggvason, “Workshop on scientific issues in multiphase
flow,” Intl. Journal of Multiphase Flow, vol. 29, pp. 1042–1116, 2003. pages 20
[4] R. A. Herringe and M. R. Davis, “Structural development of gas-liquid mix-
ture flows,” Journal of Fluid Mechanics, vol. 73, no. 01, pp. 97–123 M3 –
10.1017/S0 022 112 076 001 274, 1976. pages 21
[5] H. of Communication and I. Office, “2008 world energy outlook,” International
Energy Agency, Report, 25th September 2008. pages 22
[6] A. R. International, “Underdeveloped domestic oil resources: The foundation for
increased oil production and a viable domestic oil industry,” Report, February
2006. pages 22
[7] S. I. and S. R., “Recovery factors leave vast target for eor technologies,” Oil &
Gas Journal, vol. 105, p. 44–47, 2007. pages 22
[8] O. Shoham, Mechanistic Modeling of Gas-Liquid Two-phase Flow in Pipes. So-
ciety of Petroleum Engineers (SPE), 2006. pages 22, 28
[9] D. B. Taitel and Y., “Flow pattern transition in two-phase gas-liquid flows,” pp.
403–474, 1986. pages 22
[10] A. Bennett, G. Hewitt, H. Kearsey, R. Keeys, and P. Lacey, “Flow visualization
studies of boiling at high pressure,” Journal Name: Proc. Inst. Mech. Eng.
(London), 180: Pt 3C, 260-70(1965-66).; Other Information: From Symposium on
Boiling Heat Transfer in Steam-Generating Units and Heat Exchangers, London,
Sept. 15–16, 1965. See CONF-650988. Orig. Receipt Date: 31-DEC-67, p. Medium:
X, 1967. pages 25
54
[11] J. Weisman, “Two-phase flow patterns,” in Handbook of Fluids in Motion, N.P.
Cheremisinoff and R. Gupta, Ed. Ann Arbor Science Publ., 1983, ch. 15, pp.
409–425. pages xiv, 26
[12] U. Kadri, “Long liquid slugs in stratified gas/liquid flow in horizontal and slightly
inclined pipes,” Ph.D. dissertation, Delft University of Technology, 2009. pages
xiv, 26
[13] S. C. Kamyar Najmi, Brenton S., McLaury, Siamack A. Shirazia, “Experimental
study of low concentration sand transport in wet gas flow regime in horizontal
pipes,” Journal of Natural Gas Science and Engineering, vol. 24, pp. 80–88, 2015.
pages xiv, 29
[14] S. Kosterin, “An investigation of the influence of diameter and inclination of a
tube on the hydraulic resistance and flow structure of gas-liquid mixtures,” pp.
1824–1830, 1949. pages 32, 33, 35, 76
[15] B. Kozlov, “Forms of flow of gas-liquid mixtures and their stability limits in
vertical tubes,” Zhur.Tech., vol. 24, pp. 2285–2288, 1954. pages 33
[16] W. S. W.C. Galegar and R. Huntington, “More data on two-phase vertical flow,”
Petroleum Refiner, vol. 33, pp. 208–217, 1954. pages 33
[17] R. B. Govier, C.W. and J. Dunn, “The upward vertical flow of air-water mixtures:
l. effect of air and water rates on flow pattern holdup and pressure drop,” Can.
J. Chem. Eng., vol. 35, pp. 58–70, 1957. pages 33
[18] G. Govier and W. L. Short, “The upward vertical flow of air-water mixtures: Ii.
effect of tubing diameter on flow pattern, holdup and pressure drop,” Can. J.
Chem. Eng., pp. 195–202, 1958. pages 33
[19] G. W. Govier and K. Aziz, The flow of complex mixtures in pipes [by] G. W.
Govier and K. Aziz. New York: Van Nostrand Reinhold Co, 1972. pages 33, 35
[20] P. Griffith and G. Wallis, “Two phase slug flow,” J. Heat Trans., pp. 307–320,
1961. pages 33
55
[21] J. H. Duns and N. Ros, “Vertical flow of gas and liquid mixtures from boreholes,”
Proc. 6th World Petroleum Congress, 1963. pages 33
[22] C. V. Sterling and L. E. Scriven, “Interfacial turbulence: hydrodynamic instability
and the marangoni effect.” AIChE J., vol. 5, no. 4, pp. 514–523, 1959. pages 33
[23] G. Hewitt and D. Roberts, “Studies of two-phase flow patterns by simultaneous
x-ray and flash photography,” United Kingdom Atomic Energy Authority, Report,
1969. pages 33
[24] T. Oshinowo and M. Charles, “Vertical two-phase flow: Part i: Flow pattern
correlations and part ii: Holdup and pressure drop,” Can. J. Chem. Eng., 52,,
pp. 438–448, 1974. pages 33
[25] T. Gould, “Vertical two-phase stream water flow in geothermal wells,” J. Pet.
Tech, pp. 833–842, 1974. pages 33
[26] T. M. Gould, T.L. and D. Katz, “Two-phase flow through vertical, inclined or
curved pipe,” J . Pet. Tech., pp. 915–926, 1974. pages 33
[27] R. Wisman, “Analytical pressure drop correlation for adiabatic vertical two-phase
flow,” App. Sci. Res., vol. 30, pp. 367–380, 1975. pages 33
[28] O. Bergelin and C. Gazley, “Co-current gas-liquid flow in horizontal tubes,” Proc.
Heat Trans. and Fluid Mech. Inst., vol. 29,, pp. 5–18, 1949. pages 32, 35
[29] A. Abou-Sabe and H. Johnson, “Heat transfer and pressure drop for turbulent flow
of air-water mixtures in a horizontal pipe,” Trans. ASME, vol. 74, pp. 977–987,
1952. pages 34, 35
[30] G. E. Alves, “Concurrent liquid-gas flow in a pipeline contactor,” Chem. Eng.
Progress, vol. 50, pp. 449–456, 1954. pages 35
[31] O. Baker, “Simultaneous flow of oil and gas,” Oil and Gas Journal, vol. 53, no.
185, 1954. pages 35
[32] P. White and R. Huntington, “Horizontal co-current two-phase flow of fluids in
pipe lines,” Petro. Eng., vol. 27, no. 9, p. 40, 1955. pages 35
56
[33] C. Hoogendorn, “Gas-liquid flow in horizontal pipes,” Chem. Eng. Sci., vol. 9,
pp. 205–217, 1959. pages 34, 35, 43, 178, 208
[34] G. Govier and M. Orner, “The horizontal pipeline flow of air-water mixtures,”
Can. J. Chem. Eng., vol. 40, pp. 93–104, 1962. pages 35
[35] A. D. K. C. S. I. Eaton, B.A. and K. Brown, “The prediction of flow patterns,
liquid holdup and pressure losses occurring during continuous two phase flow in
horizontal pipeline,” Journal Petrol. Tech., vol. 19, pp. 815–828, 1967. pages 35
[36] S. D. AI-Sheikh, J.N. and R. Brodkey, “Prediction of flow patterns in horizontal
two-phase pipe flow,” Can. J. Chem. Eng., vol. 48, no. 21, 1970. pages 35
[37] G. G. Mandhane, J.M. and K. Aziz, “A flow pattern map for gas liquid flow in
horizontal pipes,” Intern. J. Multiphase Flow, vol. 1, no. 4, pp. 537–553, 1974.
pages 35
[38] R. D. G. E. Simpson, H.C. and F. AI-Samarrae, “Two phase flow in large diameter
horizontal lines (paper a6),” June 1977. pages 35
[39] D. D. G. J. Weisman, J. and T. Crawford, “Effects of fluid properties and
pipe diameter on two-phase flow patterns in horizontal lines,” Intl. Journal of
Multiphase Flow, vol. 5, pp. 437–462, 1979. pages 35, 43, 45
[40] P. L. Spedding and V. T. Nguyen, “Regime maps for air-water two-phase flow,”
Chemical Engineering. Science, vol. 35, 1980. pages 35
[41] P. L. Spedding and J. J. J. Chen, “A simplified method of determining flow
pattern transition of two-phase flow in a horizontal pipe,” International Journal
of Multiphase Flow, vol. 7, no. 6, pp. 729–731, 1981. pages 35
[42] T. Y., “Flow pattern transition in two-phase flow,” in 9th International Heat
Transfer Conference, vol. 1, Conference Proceedings, pp. 237–253. pages 34
[43] Y. Taitel and A. Dukler, “A model for predicting flow regimen transitions in
horizontal and near horizontal gas liquid flow,” AIChE Journal, vol. 22, no. 1,
pp. 47–55, 1976. pages 34, 42, 44
57
[44] A. Chan and S. Banerjee, “Design aspects of gamma densitometers for void
fraction measurements in small scale two-phase flow,” Nuclear Instruments &
Methods in Physics Research, vol. 190, pp. 135–148, 1981. pages 38
[45] A. Chan and D. Bzovey, “Measurement of mass flux in high temperature pressure
steam-water two-phase flow using a combination of pitot tubes and a gamma
densitometer,” Nuclear Engineering and Design, vol. 122, pp. 95–104, 1990. pages
38
[46] L. R. J. Vince M. A., “On the development of an objective flow regime indicator,”
Intl. J Multiphase Flow, vol. 8, p. 93–124, 1982. pages 38, 39
[47] K. K. G.D Harvel, K. Hori and J. Chang, “Real-time cross-sectional averaged void
fraction measurements in vertical annulus gas-liquid two-phase flow by neuron
radiography and x-ray tomography techniques,” Nuclear Instruments and Methods
in Physics Research A., vol. 371, pp. 516–523, 1993. pages 38
[48] T. N.K., “Pressure fluctuations and flow pattern recognition in vertical two-phase
gas–liquid flows,” Int J Multiphase Flow, vol. 8, p. 443–447, 1982. pages 38
[49] M. G., “Automatic identification of flow regimes in vertical two-phase flow using
differential pressure fluctuations,” Nucl Eng Des, vol. 95, p. 221–231, 1986. pages
38
[50] O. C. Jones Jr and N. Zuber, “The interrelation between void fraction fluctuations
and flow patterns in two-phase flow,” International Journal of Multiphase Flow,
vol. 2, no. 3, pp. 273–306, 1975. pages 39, 49, 124
[51] B. D., S. O., and T. Y., “Flow pattern characterization in two-phase flow by
electrical conductance probe,” Intl. Journal of Multiphase Flow, vol. 6, p. 387–397,
1980. pages 39
[52] G. Costigan and P. Whalley, “Slug flow regime identification from dynamic
void fraction measurements in vertical air-water flows,” International Journal of
Multiphase Flow, vol. 23, no. 2, pp. 263–282, 1997. pages 39, 124
58
[53] L. H. Tsoukalas, M. Ishii, and Y. Mi, “A neurofuzzy methodology for impedance-
based multiphase flow identification,” Engineering Applications of Artificial
Intelligence, vol. 10, no. 6, pp. 545–555, 1997. pages 39
[54] B. J. Azzopardi, “Thermal and fluid physics and engineering,” in Gas-Liquid
Flow. NY: Begell House, Inc.,, 2009, pp. 36–38. pages 39
[55] T. Elperin and M. Klochko, “Flow regime identification in a two-phase flow using
wavelet transform,” Experiments in Fluids, vol. 32, no. 6, pp. 674–682, 2002.
pages 40
[56] M. Documentation, “Power spectral density estimates using fft,” 2014. pages 40
[57] D. Budi Santoso, Indarto and T. S. W., “The identification of gas-liquid co-current
two phase flow pattern in a horizontal pipe using the power spectral density and
the artificial neural network (ann),” Modern Applied Science, vol. 6, no. 9, 2012.
pages 41
[58] R. T.W.F., H. G.W., and G. G.W., “Horizontal pipeline flow of mixtures of oil
and water,” The Canadian Journal of Chemical Engineering, 1959. pages 43
[59] M. E. Charles, G. W. Govier, and G. W. Hodgson, “The horizontal pipeline
flow of equal density oil-water mixtures,” The Canadian Journal of Chemical
Engineering, vol. 39, no. 1, pp. 27–36, 1961. pages 43
[60] S. Arirachakaran, K. D. Oglesby, M. S. Malinowsky, O. Shoham, and J. P. Brill,
“An analysis of oil/water flow phenomena in horizontal pipes,” 1 January 1989.
pages 43
[61] D. Barnea, “A unified model for predicting flow pattern transitions for the whole
range of pipe inclinations,” Int. J. of Multiphase Flow, vol. 13, pp. 1–12, 1987.
pages 44
[62] S. A., L. C.J., and H. G.F., “Effect of mixers on flow pattern and pressure drop
in horizontal oil-water pipe flow,” 1997. pages 44
59
[63] L. Chen, Y. S. Tian, and T. G. Karayiannis, “The effect of tube diameter on
vertical two-phase flow regimes in small tubes,” International Journal of Heat
and Mass Transfer, vol. 49, no. 21–22, pp. 4220–4230, 2006. pages 44
[64] K. M. M. Kawaji and D. Bolintineanu, “The effects of inlet geometry and gas-
liquid mixing on two-phase flow in micro-channels,” Journal of Fluids Engineering,
vol. 131, 2009. pages 45, 46
[65] H. N. X. Shen, K. Mishima, “Two-phase phase distribution in a vertical large
diameter pipe,” Int. J. Heat Mass Transf., vol. 48, p. 211–225, 2005. pages 45, 69
[66] M. I. T. Hibiki, “Effect of inlet geometry on hot-leg u-bend two-phase natural
circulation in a loop with a large diameter pipe,” Nucl. Engng. Des., vol. 203, p.
209–228, 2001. pages 45, 46
[67] J. Bennett and J. Thornton, “Data on the vertical flow of air–water mixtures in
the annular and dispersed flow regions. part i: preliminary study.” Transactions
Inst. of Chem. Eng., vol. 39, p. 101–126, 1961. pages 45
[68] J. Collier and G. Hewitt, “Data on the vertical flow of air–water mixtures in
the annular and dispersed flow regions. part ii: film thickness and entrainment
data and analysis of pressure drop measurements,” Transactions Institution of
Chemical Engineers, vol. 39, p. 127–136, 1961. pages 45
[69] S. A. Clark K.A., “Method of pumping viscous petroleum,” 31 May 1949. pages
46
[70] P. Angeli and G. F. Hewitt, “Flow structure in horizontal oil–water flow,” Inter-
national Journal of Multiphase Flow, vol. 26, no. 7, pp. 1117–1140, 2000. pages
46
[71] B. A.M and P. R.L, “The effects on contact angle on two-phase flow in capillary
tubes,” Intl’ Journal of Multiphase Flow, vol. 19, pp. 337–346, 1993. pages 47
[72] G. F. Hewitt, Measurement of Two-Phase Flow Parameters. London: Academic
Press, 1978. pages 47
60
[73] G. Hewitt, Void Fraction. Washington: Hemisphere, 1982. pages 47
[74] J. Leblond and D. Stepowski, Some non-intrusive methods for diagnostics in
two-phase flows, ser. Multiphase Science and Technology. Begell House, New
York, 1995, vol. 8. pages 47
[75] J. C. Asali, T. J. Hanratty, and P. Andreussi, “Interfacial drag and film height for
vertical annular flow,” AIChE Journal, vol. 31, no. 6, pp. 895–902, 1985. pages 48
[76] P. Andreussi, A. Di Donfrancesco, and M. Messia, “An impedance method for
the measurement of liquid hold-up in two-phase flow,” International Journal of
Multiphase Flow, vol. 14, no. 6, pp. 777–785, 1988. pages 48, 124
[77] N. Tsochatzidis, T. Karapantios, M. Kostoglou, and A. Karabelas, “A conductance
method for measuring liquid fraction in pipes and packed beds,” Int. J. Multiphase
Flow, vol. 5, p. 653–667, 1992. pages 48
[78] Y. Mi, M. Ishii, and L. H. Tsoukalas, “Vertical two-phase flow identification
using advanced instrumentation and neural networks,” Nuclear Engineering and
Design, vol. 184, no. 2–3, pp. 409–420, 1998. pages 48
[79] M. Coney, “The theory and application of conductance probes for the measurement
of liquid film thickness in two-phase flow,” J. Phys. E (Scientific Instruments), p.
903–911, 1973. pages 48
[80] H. C. Yang, D. K. Kim, and M. H. Kim, “Void fraction measurement using
impedance method,” Flow Measurement and Instrumentation, vol. 14, p. 151–160,
2003. pages 48
[81] Y. Mi, Two-phase Flow Characterization Based on Advanced Instrumentation,
Neural Networks, and Mathematical Modeling. Purdue University, 1998. pages
48
[82] D. Butterworth and G. Hewitt, Two-Phase Flow and Heat Transfer. New York:
Oxford Univ. Press, 1977. pages 48
61
[83] L. G. Neal and S. G. Bankoff, “A high resolution resistivity probe for determination
of local void properties in gas-liquid flow,” AIChE Journal, vol. 9, p. 490–494,
1963. pages 48
[84] S. Kim, X. Y. Fu, X. Wang, and M. Ishii, “Development of the miniaturized
four-sensor conductivity probe and the signal processing scheme,” International
Journal of Heat and Mass Transfer, vol. 43, no. 22, pp. 4101–4118, 2000. pages
48, 66
[85] H. De Lasa, S. L. P. Lee, and M. A. Bergougnou, “Bubble measurement in
three-phase fluidized beds using a u-shaped optical fiber,” The Canadian Journal
of Chemical Engineering, vol. 62, no. 2, pp. 165–169, 1984. pages 48
[86] K. Mishima, T. Hibiki, and H. Nishihara, “Visualization and measurement of
two-phase flow by using neutron radiography,” Nuclear Engineering and Design,
vol. 175, no. 1–2, pp. 25–35, 1997. pages 49
[87] K. Mishima and T. Hibiki, “Development of high-frame-rate neutron radiography
and quantitative measurement method for multiphase flow research,” Nuclear
Engineering and Design, vol. 184, no. 2–3, pp. 183–201, 1998. pages 49
[88] L. J. Xu and L. A. Xu, “Gas/liquid two-phase flow regime identification by
ultrasonic tomography,” Flow Measurement and Instrumentation, vol. 8, no. 3–4,
pp. 145–155, 1998. pages 49
[89] M. D. Supardan, Y. Masuda, A. Maezawa, and S. Uchida, “The investigation of
gas holdup distribution in a two-phase bubble column using ultrasonic computed
tomography,” Chemical Engineering Journal, vol. 130, no. 2–3, pp. 125–133, 2007.
pages 49
[90] K. H. Chien, T. T. Chen, B. S. Pei, and W. K. Lin, “Void fraction measurement
by using the side-tube method,” Flow Measurement and Instrumentation, vol. 8,
no. 2, pp. 103–112, 1998. pages 50
[91] T. Okawa, H. Kubota, and T. Ishida, “Simultaneous measurement of void frac-
62
tion and fundamental bubble parameters in subcooled flow boiling,” Nuclear
Engineering and Design, vol. 237, no. 10, pp. 1016–1024, 2007. pages 50
[92] M. P. Pujara, L. Kumar, and A. Mogra, “Two phase flow void fraction measure-
ment using image processing technique,” Int’l Journal of Mechanical Engineering
and Technology, vol. 4, no. 3, 2013. pages 50
[93] P. Saarenrinne, M. Honkanen, T. Pärssinen, and H. Eloranta, “Digital imaging




Multiphase flow in pipes: A review of literature
3.1 Introduction
The study of Multiphase flows is of great importance in the design of flow systems
in a variety of industries including the nuclear, chemical, process, petroleum and
petrochemical industries. A comprehensive understanding of the hydrodynamic
behavior of flow has long been central to the efficient design of pipelines, especially
those carrying multiphase mixtures over relatively long distances. Some of information
required for the successful design of a multiphase flow system include flow regime, liquid
hold-up or void fraction, expected pressure-drop, and likely effects of the perturbation
that could be caused by various components and fittings. These parameters have
been traditionally estimated using hundreds of correlations and models available in
literature.
However, most of these correlations and models were developed on the basis of
experimental data acquired from small diameter (typically 25-75mm) pipes. It is
therefore not surprising that their results have been found to be doubtful when applied
to larger diameter pipes [1]. Many researcher in literature [2–9] have highlighted these
issues or have since elaborated on some of the major distinctions in flow behavior
between small and large diameter pipes. One of the salient points that these studies
highlight is that pipes size does matter. It was widely determined that size can have a
significant effect on as flow structure and behavior even for the same flow conditions.
Hence the need for new tools, models and correlations for larger diameter pipes. It
64
is against this background that the interest to investigate two-phase flow through a
101.6mm I.D pipe, a rather a unique pipe size was developed. Further details, including
characteristics and dynamics of flow through this pipe size are discussed in Section
(3.6). The scope of the study would include experimental investigation of void fraction,
flow regime and pressure drop at horizontal and inclined orientations. Horizontal flow
studies are important because there is a shortage of quality, high-fidelity experimental
data from two-phase (gas-liquid) flow through horizontal pipes of the intermediate
and large diameter sizes. Most available data were acquired from small (10-50)mm
diameter pipes. The asymmetric distribution of the gas phase due to buoyancy forces
makes the study of horizontal flow more challenging. Notwithstanding the drawbacks,
this database needs to be extended and this study provides that opportunity. Inclined
flow and its effect on critical flow parameters is a second subject of interest. Inclined
pipes are a common feature in Oil & Gas offshore fields, finding application in such
diverse areas as offshore drilling, directional wells, crude/waste water transportation
and subsea piping/storage (due to seabed topology and riser connection). They also
feature prominently in geothermal applications, hydraulic & pneumatic transport,
process, power generation and the heating, ventilation, and air conditioning (HVAC)
industries. Their use has primarily been driven by economic interests and technical
considerations. Unfortunately, there are relatively fewer (in fact, by a large margin)
studies in this domain especially for larger (intermediate and large)diameter pipes,
compared to pipes of other orientations (horizontal and vertical). Given the complexity
and scale of the challenges in this domain, there is a cogent need to further explore the
issues around two-phase flow behavior in horizontal and inclined 101.6mm ID pipes.
The rest of this chapter would focus on the motivation for this study and a reviewing
of the literature on two-phase flow in inclined pipes with particular emphasis on flow
system directly related to the subject of interest.
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3.2 Small and large diameter pipes in literature
Though significant gaps in knowledge persist, several differences in the behavior
of small and large diameter pipes are well documented. These differences are related
to flow mechanisms including flow regimes, bubble size and gas/liquid interfacial
interactions. Several studies have determined that slug flow is absent in large diameter
pipes [2]. Differences in flow regime transitions have also be identified [9–11]. A
first step towards understanding the differences in the variation between the flow
mechanisms of small and large diameter pipes is is understand general two-phase
(gas/liquid) flow behavior. Generally, two-phase flow mixtures contain continuous
and dispersed phases. The dispersed phase include discrete particles (in this case,
bubbles). Though a simplifying assumption is made that these discrete particles
(bubbles, droplets or solid particles) have the same shape and size, in practice, this
is not the case. In reality, they have different shapes and sizes, depending on the
prevalent flow regime. There differences dictate the magnitude and direction of the
drag forces, influence bubble-to-bubble interaction (like collisions) and eventually
dictate the global transport mechanisms. Bubbles range in shape from spherical
to spherical cap. The descriptive names used to identify them including spherical,
distorted, cap, slug and churn-turbulent bubbles. The differences in the size, shape,
coalescence and break-up mechanisms can determine the difference in the fluid particle
interactions [like drag force] and the emergent flow structure. For purposes of brevity,
these bubbles have been classified by Kim et al. (2000) [12] into two categories
(Group-1 and Group-2) based on the drag behavior of bubbles in each group. Group 1
generally refers to small spherical and ellipsoid (or distorted) bubbles while Group 2
refers to the larger cap-shaped or irregularly shaped bubbles.
According to Sidharth Paranjape et al. (2010) [13] bubbles in the two-group
formulation, exist within three (3) size limits: (a) the minimum bubble size (Dmin)
(b) the maximum distorted bubble size (Dd,max) and (c) the maximum stable bubble
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size (Dmax).
• Group-1 bubbles: Operate within the size boundaries: [minimum bubble size
(Dmin) to maximum distorted bubble size(Dd,max)]. This size range spherical
and distorted bubbles.
• Group-2 bubbles: Exist within the size boundaries: [maximum distorted
bubble size (Dd,max) and maximum stable bubble size (Dmax)]. This size range
covers spherical cap, Taylor (slug), and churn-turbulent bubbles
The duo of maximum distorted bubble size and maximum stable bubble size can be











Where, g, σ, and ∆ρ are the gravitational acceleration, surface tension and density
difference respectively. (∆ρ ≡ ρf − ρg). These bubble size boundaries or size limits
were determined by Ishii and Zuber (1979) [14]. Small diameter pipes tend to be
dominated by Group-1 bubbles while Group-2 bubbles are more prevalent in large
diameter bubbles. Based on equation (3.1) Mamoru Ishii et al. (2003) [15] determined
that the maximum distorted bubble limit Dd,max of an adiabatic air-water system
under atmospheric condition (20° C) is approximately 10mm.
3.3 Flow Mechanisms in small and large diameter pipes
In small diameter pipes, bubbles sometimes coalesce and grow until they become
large, eventually developing into long ‘Taylor’ bubbles (gas slugs) that nearly fill
the pipe cross-section and have lengths greater than the tube diameter. They are
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intermittently separated by liquid slugs and their further growth is limited by the walls
of the containing pipe. In contrast, in large diameter pipe flow, small spherical bubbles
“bumping” into each other at increasing superficial gas flow rate tend to coalescence
to form larger bubbles referred to as “spherical cap bubbles”. The process of the
coalescence is similar to that described by Crabtree and Bridgewater (1971) [16], and
de Nevers and Wu (1971) [17]. In the said process, when a “following bubble” enters
the wake region of a “preceding bubble”, it accelerates and collides with the preceding
bubble. The collision is followed by the thinning of the liquid film between the bubbles
until complete coalescence occurs, giving rise to larger bubbles here referred to as
“spherical cap bubbles”. These spherical cap bubbles grow unrestrained to become
very large but eventually break up due to size limits on spherical cap bubbles. D.J.
Peng et al. (2010) [2] suggest that the growth of these bubbles beyond a diameter
of around 50mm is unlikely since the growth is inhibited by the shedding of bubbles
from around the “skirt” of the spherical cap bubble. This breakup mechanism also
referred to as shearing-off [shedding-off of small group 1 bubbles from the skirt region
of group 2 bubbles] [18] . More group 2 bubbles means that even more shearing-off is
occurring leading to quicker production of smaller bubbles (group 1). The result is
that a larger proportion of the void is composed of smaller bubbles (group 1) making
this break-up mechanism (shedding-off), the most important source of small bubbles in
large diameter pipes [19]. Another factor that contributes to the breakup of this larger
bubble is the growth of Taylor instabilities arising from dramatically increased bubble-
induced turbulence. The increase in bubble-induced turbulence in large diameter pipe
flow is a direct consequence of the rise in the number of Group 2 bubbles (larger
cap-shaped or irregularly shaped bubbles) which translates to additional interfacial
surface area in the flow and an increase in surface distortion. The four (4) factors
(i) bubble size limits, (ii) taylor instability, (iii) shedding of bubbles from around
the “skirt” of the spherical cap bubble and (iv) the eventual break-up of the bubbles
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probably are why slug flow appears not to exist in vertical flow in large diameter
pipes. Further details about these mechanisms can be traced back to the the work of
Xiuzhong Shen et al. (2014) [20].
3.4 Practical implications of pipe classification
Similar to the risks involving the use of unsuitable flow models & correlations,
there are also indications that results from small diameter (typically 25-75 mm) pipes
cannot be accurately extrapolated for use in larger diameter pipe applications because
of the differences in observed flow regimes and their transition characteristics [21–24].
This difficulty associated with accurately extrapolating results between small and
large diameter pipes, could be correlated to fundamental differences in their flow
characteristics including basic interfacial structure, flow regimes, transition mechanisms
and their global hydrodynamic behavior.
The understanding and thorough analysis of two-phase flow is heavily dependent on
accurate characterization of the interfacial structure, flow regimes and their transitions.
Thus one of the key reasons why it is difficult to extrapolate or accurately appropriate
results based on flow data from small diameter pipes (typically 25-75 mm) for use in
larger diameter pipes (>100mm) is because of differences in their respective interfacial
interactions, flow structures and transition mechanisms even at similar flow conditions.
[21–24]. Section (3.3) highlights some of these differences. The issue that this brings to
light is the fact that the accurate characterization of the multiphase signatures of each
pipe size can best be achieved by experimental studying that specific pipe size. While
this option might offer cerebral comfort, it is nonetheless an impractical or at best
expensive proposition. A smarter option has been to categorize pipes around commonly
shared hydrodynamic characteristics. One o0f such groupings is around miniature-sized
channels. They are grouped by their hydraulic diameter, beginning from the very
miniscule nanochannels to the much larger conventional channels as follows: molecular
nanochannels (0.1µm ≥ Dh), microchannels (200µm ≥ Dh > 10µm), minichannels
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(3mm ≥ Dh > 200µm) and conventional channels (Dh > 3mm) [25,26]. Most of these
channels or tubes serve as the workhorse of a variety of industries, helping transport
a wide range of fluids through a network of industrial systems. Because channels in
each category share common characteristics, it is unnecessary to study each pipe size
but to rely on group dynamics. The challenge however is to be able to fit the subject
channel in an appropriate category. While it is easy in this case, that is not always
the case.
3.5 Classification of conventional pipes
Over the years two main schools of thought have emerged in the multiphase
flow reaserch field around the attempt to classify pipes for ease of analysis. These
classification schemes are implicitly or explicitly designed to link pipe size to flow
behavior for the purpose streamlining the challenges encountered in flow analysis.
These schools of thought and the schemes they promote are further discussed in
sub-section (3.5.1 & 3.5.2) below.
3.5.1 First (1st) school of thought: Classification based on
the presence or absence of slug flow regime
Proponents of this school of thought have defined the presence or otherwise of of
slug flow as the benchmark for deciding if a pipe is considered a small or large diameter
pipe. Researchers like D.J. Peng et al. [27] and Xiuzhong Shen et al. [28] have classified
large diameter pipes as pipes with inner diameter ID ≥ 100mm. Almabrok A.A (2017)
also refers to pipes with internal diameter (≥ 100mm) as large diameter pipes and
those with I.D (≤ 50 mm) as small diameter pipes [29, 30]. Small diameter pipes
are defined by the presence of stable taylor bubbles forming long, but intermittent
gas slugs which occupy the entire cross sections of the pipe. Slug flow is absent in
large diameter pipes. Over the years, many studies have supported this hypothesis.
Examples include studies conducted by Cheng et al.(1998) [11] who used a 150mm
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pipe in an air-water experiment; Omebere-Iyari et al (2007) [31] who experimented
with a 189mm diameter, 50m tall pipe using nitrogen and naphta as working fluids
and Kytömaa & Brennan (1991) [32] who experimented with a 102mm diameter
pipe. The common theme amongst these investigators is that they did not observe
the traditional slug flow seen in small diameter pipes (≤ 50mm) or (≥ 70mm) by
some classifications. Researchers also report a gradual transition from normal bubble
flow to a regime some refer to as “churn-turbulent flow”. These studies indicate that
the two-step transition from bubble-to-slug flow and then slug-to-churn flow seen in
small dimaeter pipe is replaced by a single direct transition from bubble to churn
flow in large diameter pipes [33] owing to the absence of slug flow in large diameter
pipes. However, some researchers have opined that some pipes with diameter (<
100mm) can be considered large diameter pipes because of the absence of slug flow.
In their experiment, Lammers and Biesheuvel (1996) observed that the bubble to slug
transition did not occur in an 80mm pipe (an indication of the absence of slug flow).
There therefore suggested that the 80mm ID pipe fit the large diameter category. In
their own work, Y. Anoda et al. [34] also referred to pipes of inner diameter (ID) as
low as 80mm as large diameter pipes suggesting that there were indications in their
work that pipes of that size mimicked the mechanisms observed in large diameter
pipes.
3.5.2 Second (2nd) school of thought: Classification based on
non-dimensional hydraulic diameter
An alternative school of thought on multiphase pipe classification was influenced
by Kataoka and Ishii [7]. In 1987, they postulated that the behaviour of elements of
the dispersed phase (like bubbles) was associated with the non-dimensional hydraulic
diameter D̂H of the channel in which they flowed. In line with this postulation,
J.P. Schlegel et al (2010) [35] proposed three distinct categories for conventional
channels based on their non-dimensional hydraulic diameter D̂H . These categories
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include: (a) large diameter pipes: D̂H ≥ 40; (b) intermediate (transition) diameter
pipes: D̂H=18.5-40 and (c) small diameter pipes: D̂H <18.5. Mathematically, the






where, D̂H , DH , ∆ρ, σ,σ and g are the dimensionless hydraulic diameter, hydraulic
diameter, density difference between the liquid and gas, surface tension, absolute
viscosity and acceleration due to gravity respectively.
Based on this classification system, and using air-water, as working fluids, the
101.6mm ID. pipe would be classified as an “Intermediate (transition) diameter pipe”,
since D̂H=37.26 for this specific flow system. See Table 3.1
Table 3.1: Air-water pipe classification by Kataoka & Ishii (1987)
DH DH ∆ρ σ α g D̂H Category
(Inch) (mm) (kg/m3) (N/m) (N/m) (m/s2)
10.00 254.0 996.79 1.00 0.073 9.81 93.15
9.00 228.6 996.79 1.00 0.073 9.81 83.84
8.00 203.2 996.79 1.00 0.073 9.81 74.52 Large
diameter7.00 177.8 996.79 1.00 0.073 9.81 65.21
6.00 152.4 996.79 1.00 0.073 9.81 55.89
5.00 127.0 996.79 1.00 0.073 9.81 46.58
4.00 101.6 996.79 1.00 0.073 9.81 37.26 Intermediate
diameter
(Transition)
3.00 76.2 996.79 1.00 0.073 9.81 27.95
2.00 51.8 996.79 1.00 0.073 9.81 18.63
1.50 38.1 996.79 1.00 0.073 9.81 13.97
1.00 25.4 996.79 1.00 0.073 9.81 9.32 Small
diameter0.50 12.7 996.79 1.00 0.073 9.81 4.66
0.25 6.4 996.79 1.00 0.073 9.81 2.33
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3.6 Classification of 101.6mm (4-inch) I.D pipes in literature
Based on the ”no slug” criterion referenced in subsection 3.5.1 150mm, 200mm
and larger ID pipes have be classified as ”large diameter pipes” in several studies.
Xiuzhong Shen et al. (2014) [28]. This has also been the case in a study [32] involving
a two-phase (air/water) flow through a vertical, 102mm ID pipe. Other researcher
like Aliyu M. A. et al. (2017) [30], Seungjin Kim et al. (2016) [36] have also labeled
the 101.6mm ID pipe as a large diameter pipe. This contradicts the classification
determined for 102mm in the subsection 3.5.2 on the basis of the second school
of thought. Even X. Sun et al. (2002) [37] who obviously subscribes to the more
analytical approach (second school of thought) advocated by Kataoka and Ishii (1987)
and other researchers [28, 32, 38, 39], seemed to sound a more cautious tone in his
work [37] by referring to the 101.6mm ID pipe as a ”relatively large pipe”. These
variations clearly suggests that there is a lack of clarity about the behavior of flow in
pipes within the ”transition” or ”Intermediate” pipe diameter category. Studies to
further interrogate flow in this pipe category could prove a valuable contribution to
literature.
The classification of pipes, though seemingly mundane is significant as a practical
matter because small diameter specific models will not be applicable to nor produce
accurate results for large diameter pipe application, and vice versa. And in the cases
where they have been used nonetheless, results have been fraught with avoidable errors.
Thus, being able to make an educated assessment about the accurate classification of
a pipe based on experimental knowledge can be very useful for modeling purposes.
Further to this, understanding the hydrodynamic behaviour of flow in the ”transition”
region would add an extra layer of awareness that could be valuable for both design
and operation of pipelines.
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3.6.1 Inclined pipe flow: A review of literature
Although extensive research in two-phase flow have been conducted during the
last 65 years, most of this research have concentrated on either horizontal or vertical
flows. Several good correlations exist for predicting pressure drop and liquid holdup
in both horizontal or vertical flow, but these correlations have not been successful
when applied to inclined flow [40]. Some of the earliest work related to experimental
two-phase pipe flow in the inclined orientation were performed as far back as the
early 1900’s [41–48]. Real breakthrough never really began to show up until the
1970’s when some breakthrough finding began to provide crucial early insight in the
hydrodynamic behavior of two-phase flow (especially flow regimes and their transitions)
for the entire range of pipe inclinations (−90° to +90°). Two of the most popular
inclined flow studies of that era include those by Beggs [49] and Beggs and Brill [40]
were published. These studies have remained benchmarks for current research in
multiphase flow through pipes. The correlations developed as a result of these studies
provide empirical correlations for the prediction of holdup and pressure drop and have
been used extensively in the Oil and Gas industry. It is important to highlight that
these studies and the time-served correlations that were eventually developed from
them were based on two-phase (gas-liquid) flow through small diameter pipes (ID:
25.4mm and 38.1mm).Following the successful second wave of research finding and
these seminal studies, a plethora of studies on two-phase flow would follow [50–59].
Several models and correlations were also developed [51,60–65]. A notable correlation
that performs about as well as the Beggs and Brill [40] model was developed by
Hasan and Kabir’s [66]. It is based on deviations up to 32° from vertical. Most of the
data involved in these studies were based on air-water experiments. What is notable
however is that most of the studies were based on gas & liquid flow through small (ID:
25-75mm) diameter pipe. A large part of these used air & water as working fluids.
Unfortunately, studies involving inclinable, large diameter multiphase flows are
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not common. Oddie et al. (2003) [67] is one of the more recent additions to the
scant database. They conducted steady-state and transient experiments of water-gas,
oil-water and oil-water multiphase flow experiments using a transparent 11m long,
150mm diameter, inclinable pipe with pipe inclination varied from 0° (vertical) to
92°, over a wide range of flow rates. Plat A. et al (2002) work is an example of
inclined large diameter flow at at high pressure conditions. Nitrogen and water were
used as working fluids in a 106.4mm diameter inclined pipe test loop with inclination
angles varying between 0°, 1° and 3° at 2060kPa. The study was meant to observe
the hydrodynamic behavior of the flow [68]. Another relatively large diameter study
involved a 316 stainless steel inclinable pipeline with a 97mm diameter pipe (high
pressure conditions). Three component oil/water/gas mixtures with water cuts of 80°
and 100° were examined. At a temperature of 40°C, flow regime data were acquired
and slug characteristics were determined at 0° and 5°. Superficial liquid velocities of 0.1
to 1.5 m/s, superficial gas velocities of 1.0 to 11m/s and system pressures of 0.27, 0.45,
0.79, and 1.13 MPa were used [69]. As earlier indicated, experimental study of inclined
two-phase flow in intermediate and large diameter pipes are relatively uncommon.
In cases where they do exist, they are performed within a narrow inclination range
(typically 0° to 30°). One of the only exceptions is the earlier references work done
by Oddie et al. (2003) [67] in with the backing of Schlumberger Oil Services and
other stakeholders. The inclination of the test rig used not only varied between 0°
(vertical) and 92° but the main line was also based on a large diameter pipe (150mm).
Refer to Table (3.2 for some studies on two & three phase flow through intermediate
and large diameter pipes. It is obvious more research in this area is needed and
this study provides that opportunity. The study would help extend knowledge in
this area by generating data for an inclination range and pipe size, for which there
is currently a need for credible data. This data can be useful for the development,
improvement of models and correlations, including parameter tuning. In turn these
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models and correlations will have potential implications in the design of pipelines
for hilly terrains, directional wells and related applications in the nuclear, chemical
processing, petroleum, geothermal and related industries.
Table 3.2: Experimental flow studies-inclined, intermediate & large ID pipes
Fluid & Geometric properties
Year Author Working Fluid I.D.(mm)1 Angle (°)
1996 R. Wilkens & J. [70] Oil, gas & H2O
3 97.0 0° to 5°
1998 A. Hasan & C. K. [71] Air & H2O
3 127.0 0° to 32° 2
2003 K. Plat et al. [72] N2 & H2O
3 106.4 0°, 1° & 2°
2003 G. Oddie et al. [67] H2O, N2 or oil
3 150.0 0° to 92° 2
2014 M. Basha et al. [73] Air & H2O
3 102.0 ±(0°, 15°, 30°)
1 Pipe inner diameter
2 Referenced from vertical
3 H2=water, N2= nitrogen gas
3.7 Vertical flow in intermediate and large diameter pipes:
Though vertical flow is not the focus of this study, it is important to highlight
some of the studies performed in this flow orientation. Most two & three studies
flow studies that have been performed both for small and large diameter are in this
orientation. Perhaps one of the reasons for this is because asymmetry issues that arise
in horizontal and inclined flows are not prevalent in vertical flow. These studies have
almost been used as a baseline for studies in other flow orientation. Table 3.3
3.8 Horizontal flow in intermediate and large diameter pipes:
Horizontal flow is probably the most common flow configuration and is widely
encountered in practical engineering application across various industries. Though
it doesnt seem like it is the most widely researched. Notwithstanding, horizontal
two-phase flow has been widely researched over the decades [74–88], though they
have received less attention when compared to vertical flow through intermediate
and large diameter pipes. This is probably due to the difficulty in evaluating the
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Table 3.3: Experimental multiphase, vertical, (I & L) flow studies
Fluid & Geometric properties
Year Author Working Fluid Pipe I.D.(mm)
1976 Hill Air & water 150.0
1984 Shipley Air & water 457.0 1
1985 Vander Welle Air & water 100.0
1986 Clark & Flemmer Air & water 100.0
1986 Hirao et. al. Steam & water 102.3 & 19.7
1986 Hashemi et. al. Air & water 305.0
1993 J.H. Hill Air & water 150.0
1995 Ohnuki et. al. Air & water 480.0
1996 Ohnuki A. & Akimoto H. Air & water 480.0
1997 Hasanein et. al. Steam & water 508.0
1998 Cheng et. al. Air & water 150.0
2000 Ohnuki A. & Akimoto H. Air & water 200.0
2002/3 M.Shoukri et.al. Air & water 100.0 & 200.0
2002 Sun et. al. Air & water 112.5
2003 Oddie et. al (N2,H20,K)
3 150
2002 Prasser et. al. Air & water 200.0
2007 Prasser et. al. Air & water 195.0
1 Most widely used horizontal flow regime map. Based on semi-theoritical method
2 (I & L)=Intermediate & large diameter
3 (N2,H20,K)=Nitrogen, Water & Kerosene
asymmetry of the gas distribution within the channels. The strong influence of
buoyancy causes asymmetrical internal distribution of the phases particularly the
asymmetric distribution of plugs/elongated bubbles and slugs in horizontal flow.
Buoyancy also results in the migration of dispersed air bubbles to the top of the pipe
wall. Dealing with asymmetry introduces an extra layer of complexity in dealing
with experimental study and modeling of two-phase flow. However, closure relations
developed using experimental data generated from vertical flow have been know to have
been applied to simulations codes designed for horizontal flow applications advertently
or inadvertently ignoring the likely impact of asymmetry which is certain to have an
effect especially in flow regime based models.
One of the reasons for a resort to the use of outputs from studies of mismatched
configurations or pipe orientations, particularly for use in intermediate and large
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Table 3.4: Horizontal multiphase flow experimental studies (I & L)
Fluid & Geometric properties
Year Author Working Fluid Pipe I.D.(mm) Remark/s
1958 Lester Air & water 150.0 0.7 Mpa 2
1974 Harrison Air & water 200.0 1 1.3Mpa 2
1974 Freeston Air & water 100.0 1.1 Mpa 2
1981 Simpson, H.C et. al. Air & water 216.0 & 125
1987 M. Kawaji et. al Steam & water 180.0 3-12 Mpa 2
1989 Y. Anoda et. al. Air & water 300.0 3-11.9 Mpa
1993 Jepson & Taylor Air & water 102.3 & 19.7 60m 3
1 Most widely used horizontal flow regime map. Based on semi-theoritical method
2 Operating pressure
3 Length of test line
4 Air/water & Natural gas/oil.
5 (I & L)=Intermediate & large diameter
diameter pipe applications is the fact that most relations and correlations constructed
using horizontal flow data were based on small diameter horizontal flow studies,
which on their own cannot also correctly predict intermediate and large diameter
horizontal flow, since it is not practical to extrapolate small diameter pipe results
for large diameter applications-a particular consequence of two-phase flow structure
and behavior. These problem make the study of horizontal, large and intermediate
diameter pipe flow not only imperative but a necessity and priority if confidence is to
be improved in the results of existing simulation codes.
To contribute towards remedying this challenge, the study of horizontal flow was
included as a significant part investigation. Reliable flow regime, pressure drop and
void fraction data applicable for the current and future development of two-phase flow
analysis tools would be generated.
3.9 General discussions and conclusions
Several issues have been discussed in this chapter in the light of findings from
literature in respect of this study. This section provides a synopsis of the most
important points. They are laid out below as follows:
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• The behavior of two-phase (gas/liquid) flow is largely dependent on the size of
the pipe through which it flows. Flow behavior is a function of the interaction
between the dispersed and continuous phases of the two-phase flow, on one
hand, and their separate interactions with the pipe wall. The growth and
motion of bubbles is more restricted in small pipes. As a result, differences
abound in the interfacial structure, flow regime (and their transitions) and
overall hydrodynamic behavior in small versus large diameter pipes.
• Currently most models and correlations are based on data acquired from flow
through small diameter pipes. It has been determined that these models &
correlations do not produce accurate results for large diameter applications.
Therefore, there is a need for ”larger diameter” based experimental data for
model and correlation development & validation. Such data would also be
helpful for parameter tuning. Recently a lot of large diameter (101.6mm, 150mm,
200mm & larger) flow research has been performed especially for vertical flow.
Considerable gaps still exist especially for horizontal and inclined flow research.
• Two main schools of thought have emerged around pipe classification in the
two-phase pipe flow research domain. The first is largely empirical and based on
experience. Adherents consider the absence of ”slug” flow in small diameter pipes
as the defining difference between small and large diameter pipes usually citing
the inability of bubbles to grow large enough to form slugs in large diameter
pipes. The second school of thought is largely conceptual. Using mathematical
reasoning, they determined that pipes can be classified in three categories based
on their dimensionless hydraulic diameters D̂H :(a) large diameter pipes: D̂H
≥ 40; (b) intermediate (transition) diameter pipes: D̂H=18.5-40 and (c) small
diameter pipes: D̂H <18.5.
• Based on a review of literature, it is clear that there is a lack of consensus about
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the characterization of the 101.6mm (4-inch) ID pipe. While some have referred
to it as ”intermediate” size, others have called it ”large”. The ”relatively large”
appellation has also been used for it. There is a need to further investigate
flow through this pipe size to elucidate on the hydrodynamic behavior of two-
phase (gas-liquid) flow through this pipe size especially at horizontal (θ=0°) and
inclined (θ=(0°, 15°, 30°, 45°, 60° & 75°) orientations.
• Quality data from horizontal two-phase (gas-liquid) flow in 101.6mm ID pipe
is scare. Very few studies exist. The asymmetric distribution of the gas phase
due to the gravity effect in the horizontal orientation make research in this area
even more difficult. There are relatively more studies in vertical flow.
• Finally flow data from 101.6mm, inclined flow is also required. Most inclined
flow studies in intermediate and large diameter pipes have been restricted to
the (0° to 30°) range. Data beyond this range is necessary for a full perspective.
This study offers that that data. One of the only known large diameter studies
that covers the(0° to 92°) inclination range was performed by ( [67])
The information derived from this literature review serves as the basis for advancing the
experimental study reported in this dissertation which involves two-phase (air/water)
flow through horizontal and inclined (0°, 15°, 30°, 45°, 60° & 75°) pipes.
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The experiments for this study were performed at the Multiphase Flow laboratory in
the Mechanical Engineering department at the University of South Carolina, Columbia.
The experiments were conducted using a newly developed, Industrial scale test rig
designed for the study of two-phase, two-component (gas-liquid) flow. The fully
instrumented test rig is scalable and can easily be re-purposed for the study of a
variety of flow configurations. The experimental set-up, measurement techniques and
procedures used in the study is the focus of this chapter.
4.1 Introduction
Experimentation is the oldest and perhaps the most important technique for
studying multiphase flow behavior. Though the accurate prediction of flow parameters
can be difficult, the use of appropriate techniques, careful experimental design and
meticulous adherence to best practices can significantly improve the accuracy of
results. The ability to accurately predict flow parameters is central to the successful
achievement to the objectives of most multiphase flow studies, experimental and
numerical, alike. Flow behavior is dependent on a variety of factors including but not
limited to: (i) Fluid properties (Density, viscosity, surface tension and contact angle);
(ii) Flow condition (Flow rate, static pressure, and temperature); [iii] Geometric factors
(The shape, size and orientation of the test section); and (iv) Flow structure. Flow
structure determines the void fraction of the flow: a key flow parameter that directly
and indirectly affects flow behavior, mass and heat transfer rates, pressure drop in
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the line. The accurate measurement of multiphase flow is an admittedly difficult task
because of the transient and sometimes chaotic nature of the flow. Therefore a careful
and informed choice of appropriate instrumentation and the disciplined and skilled
deployment of correct techniques is necessary. Some of the earliest assessment of the
available techniques used for the study of two phase flow parameters were reviewed
by G.F Hewitt, a one-time leader of the Harwell Laboratories and a foremost expert
in two-phase measuring techniques. His book [1] on the subject provides extensive
review of several two-phase flow techniques. Several other notable sources [2–5] exist
in the open literature, including a more recent addition by M.A. Rahman et. al [6].
4.2 Description of the test facility
The test rig consists of a closed flow-loop, fluid (gas & liquid) management and
control systems, measurement instrumentation and data acquisition systems. The
test rig was outfitted with state of the art sensors and data acquisition systems to
support the rapid acquisition of pressure drop and void fraction data, as well as
simultaneous recording of flow regimes using high speed cameras. Using several flow
condition monitoring sensors, the system is also able to support independent control
and continuous observation of several flow conditions including gas flow rates, liquid
flow rates and static mixture temperature and pressure. All of these are supported by
a very robust, inclinable steel frame with vertical motion provided by an overhead
crane. These capabilities assisted in the furtherance of one of the most important
goals of the experimental campaign, which was the collection of as much credible flow
data as practically possible. The first published description of the test rig was in the
2018 conference proceedings of the American Society of Thermal and Fluids Engineers
(ASTFE). The publication is entitled, The effect of inclination on pressure drop in a
two-phase (gas-liquid) pipe system [7] and is available in in the ASTFE Digital Library.
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Figure 4.1: Flow Loop (Iso-view) Figure 4.2: Flow Loop (Front view)
A schematic diagram of the test rig is shown in Figure 4.3 on page 94.
4.2.1 The flow loop
The flow loop is a network of ”(water & air)” tight Polyvinyl chloride (PVC) and
transparent Plexiglas pipe sections connected using sets of 4-inch, 150 psi, schedule
80, PVC flanges. The main pipe has a total length of 7.3 m, and maintains a constant
inner diameter of (ID)101.6 mm throughout its length. It also includes a 180° joint
that connects to a return line that transports the used fluid to a separator where the
gas is vented out and the recycled liquid is returned to a storage tank from where it is
recycled back into the system for re-use. Over time the water in the storage tank is
either topped up or completely cleaned out.
The parts of the flow loop as identified in Figure (4.3) are given as follows: [1]
Air inlet, [2] Swirvel joint, [3a & 3b]Pressure transducer ports, [4a & 4b] Differential
pressure transducer ports, [5a & 5b] LED Continuous lighting panels, [6] High speed
camera, [7] Test section (Transparent plexiglas), [8] Wire-mesh sensor, [9] Overhead
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Figure 4.3: Schematic diagram of the test rig showing
crane, [10] Downcomer, [11] Separator, [12] Water inlet to storage tank, [13a & 13b]
Butterfly valves,[14] Ball valve, [15] Storge tank (Water), [16] Centrifugal pump, [17]
Flow meter (water), [18] Steel frame base
• Angle change & the lifting mechanism:
The flow loop rests atop an inclinable steel beam that supports the weight of the
structure while achieving a deviation of 75° from horizontal (0°). The beam is
supported at one end (short edge stationary end) by a joint that operates like a
pivoting foot and at the longer end by a movable support enables pipe inclination
angle variation. A one (1) tonne crane hanging overhead is connected to an anchor
at the edge of the longer end of the beam using a metal chain. This crane facilitates
the inclination change by supporting and hauling the flow loop and supporting frame.
The otherwise rigid frame is rendered movable by the pivoting action at the swivel
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joint at the short end.
Figure 4.4: The swivel joint used
Source: OPW Engineered systems
Figure 4.5: Swivel joint internal
mechanisms .
Source: OPW Eng. systems
The swivel joint which was connected to the PVC piping using two sets of the 4-inch,
150 psi, schedule 80, PVC flanges made it possible for the pipe to maintain its flow
transport characteristics while at the same time maintaining the advantage of a 90°
rotation, per the design of the flow loop. The particular swivel joint used was the
OPW 3420F-0401 3400 series model from OPW Engineered systems.
• Mixing chamber: Air and water are admitted into the the flow loop though a
mixing chamber constructed from a tee pipe fitting made from PVC. The T-shaped
mixing chamber has two horizontally aligned inlets, 5.72 cm separated from each
other, and an outlet that is perpendicular to, but equidistant from the two inlets.
The two inlets were redesigned to admit air and water into the flow loop with the
air inlet re-purposed, to admit air via a one-way valve and an air fitting while the
water inlet was connected to a water source through a butterfly valve. The fluids are
received at the two inlets, mixed within the core of the tee pipe and are then guided
downstream of the test section where most of the measurements occur.
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Figure 4.6: Swivel joint location
• Test section: The test section is a very important segment of the flow loop. Unlike
most segments of the flow loop, the centrally located 1 m long test section was
constructed from transparent acrylic tube (Plexiglas) because of the need for the
optical clarity of the flow images. The test section is connected to other segments of
the flow loop at its two flanged ends. It not only serves as a transit conduit for fluids
flowing upstream of the loop but also as a measurement and data collection hub
hosting instrumentation (like differential pressure transducer, wire-mesh sensor and
high-speed camera) for the acquisition and transmission of flow data like pressure
drop, void fraction and flow regime data, respectively. Other instruments and devices
like the flow meters, thermocouples and pressure gauges were connected to other
sections; downstream and upstream of the flow loop.
• Fluid outlet: After the relevant measurements are performed, the fluid flows
downstream of the flow loop and is discharged into the two-phase (Liquid/Gas)
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Figure 4.7: Wire-mesh sensor and transparent test section connection
Separator though a flow loop outlet, at which point the gas is vented to the atmosphere.
The recycled liquid is then transported back into the liquid tank for reuse.
4.2.2 Fluid management and control system:
Fluid management and control system includes all the components, devices and
mechanisms that ensure the efficient and safe supply, control, separation and storage
of the working fluids. The two working fluids used for the study were air and water.
• Gas (Air) handling: Air was supplied to the flow-loop through a high-pressure
line connected to filtered air, supplied from individual 2000 psi & 4000 psi compressed
air cylinders. The compressed air flows into the mixer through an inlet port at the
one of the tee pipe inlets equipped with a one-way valve and a gas fitting. The air
flow rates were measured using two Omega FLR (D series) flow meters, one for low
(2-25 SCFM) flow rates and the second for high flow rates (10-100 SCFM), each
maintained at approximately 100 psi pressure. The flowmeters are each positioned
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between a ball and check valve. The check valve serves as a non-return valve (one-way
valve) that ensures the gas flows in only one direction: away from the flow meter
towards the mixing chamber. The temperature of the gas is monitored between the
Flow meter and pressure regulator using a type-K thermocouple connected to the
National Instrument data acquisition system (NI DAQ). Air metering and appropriate
control of the pressure of the incoming air was achieved by interchangeably using
low(0-250 psi) pressure and high (0-750 psi) pressure air regulators fitted with multi-
turn stainless steel diaphragm valves. A ball valve is connected just after the pressure
regulator/gauge as a first line control of the flow. Air coming from the gas fitting
flows through a short 300 psi (maximum pressure) hose, into a 316-stainless steel
sparger. The 16.75-inch sparger has a 1.5-inch ID, 12-inch long porous tip that
features thousands of 20 µm openings. As the compressed air flows into the sparger,
it is forced through thousands of the 20 µm pores on the porous sparger tip, giving off
fine bubbles with very small diameters of between 0.5 µm and 20 µm. These bubbles
are dispersed into the flowing water, leading to increased gas/liquid contact, good
mixture formation and a very bubbly flow.
• Liquid (Water) handling: Liquid circulation through the closed-loop system was
performed using a 20-horse power [HP] B4EP, Berkeley Pump (Close Coupled Motor
Drive Series) that can deliver up to 550 gpm (124.9 m3/hr.) at a head of 180 ft
(54.864 m) from a 1.041 m3 (250 gallons) tote tank. Control of the flow rate was
achieved using butterfly valves positioned at the tank outlet and after the pump. A
bypass line was installed parallel with the pump so that at full load, some of the
fluid recirculates through the bypass line back to the pump inlet or suction end of
the pump, easing pressure from line connecting the pump, the butterfly valve and
the liquid flow meter. In a limited sense, the by-pass line also serves as a flow control
device. An AG2000 liquid flow meter, placed just after the butterfly valve was used
to measure the liquid flow rate. A check valve was installed just after the liquid
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Figure 4.8: Sparger for bubble supply to liquid
flow meter (AG 2000) to restrict likely back-flow of the liquid. The AG2000 is a
rugged spool-type electromagnetic flow meter with a built-in rate and total indicator.
Flanged on both ends with no moving parts, it also has a built-in pulse output for
data logging or telemetry but has no connections for a digital data acquisition (DAQ)
system, for this reason all of the readings were manually collected.
Pressure-rated (working pressure) to 150 psi (10.3 bar), it is also battery-powered,
making it desirable for most field applications. Because of the space constraints
specific to this project, we were compelled to replace the early planned use of the
GF Signet 2551 Magmeter with the AG2000. The AG2000 has the advantage of
being functional and producing good result in piping configurations where there is
very limited space between the meter and pipe fitting (like elbows), because of its
ability to quickly steady or smoothen-out flow. On the contrary, the GF Signet 2551
Magmeter requires a relatively longer distance between it and the next pipe fittings
in order for the flow to be fully straightened out (steady flow). Straightening out the
flow is necessary for eliminating errors in the flow meter readings.
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Figure 4.9: The AG2000 liquid flow meter
4.2.3 Other notable features of the flow loop:
• Air vent: Sometimes the separator does not do an effective job of completely
evaluating air from the recycled liquid at other times the re-circulation pump causes
air bubbles to be introduced into water lines. Either way air bubbles get in the
line, it is not helpful when the goal is to run a 100% liquid only experiment. To
get as much of the trapped air out of the liquid, an air vent was designed using a
Compression Angle Needle valve. The valve was installed on a port at top side of
the pipe wall, upstream of the test section. While the liquid is transported in the
horizontal orientation, the entrained air bubbles would usually rise to the top side
of the pipe creating venting opportunities. The valve is periodically opened to vent
the air out, therefore expediting the removal of trapped air in the water line. Figure
(4.10) shows the Compression Angle Needle valve and its placement location on the
flow loop.
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Figure 4.10: The brass angle needle valve used for venting trapped air
• Strainer: One of the problems encountered in fluid re-circulation is that sometimes
construction debris get carried along with the working fluids in the line. At other
times, fragments from the system components or corrosion products dislodge from
metallic parts and get carried along in the flow. At high flow rates, these debris
and other particles can constitute a high risk of potential damage to important flow
control devices like valves, pump and flow meters. They are also often responsible
for the breakage of sensor wires which can sometimes be hard to replace and require
expert help. To guard against this problem, strainers are provided in the suction lines,
just before the pump. Strainers provide an effective option for sieving out foreign
objects from the line. The strainer mesh screen helps trap and remove the foreign
object, eliminating the damage risk. In the case of this project, a last minute design
change resulted in the installation of the Hayward 4 inch pipe, PVC Y-Strainer (with
threaded ends). Though an excellent choice for a strainer, it was eventually removed
because of the high pressure drop sustained. This pressure loss was unsustainable
because of the available pump power. As a consequence, the uncomfortable choice
of periodically disassembling of the flow loop for cleaning and removal of trapped
debris and particulate was adopted.
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Figure 4.11: A sample Y-Strainer.
Credit: Hayward Flow Control
Figure 4.12: Sectioned Strainer show-
ing mesh screen. Credit: Spears Mfg.
The removal of debris is essential because debris trapped in the mesh of the wire-mesh
sensor results in erratic readings. In order to tackle the problem of debris, it is
still preferable to use strainers, however meticulous design calculations and careful
selection of pump & strainers are recommended for future workers in this area. It
is important to realize that the strainer, on final analysis, is not an expense but an
investment in the protection of the wire-mesh sensor and other critical downstream
equipment like the pump. The strainer is best installed in the lowest possible position
in the discharge side of the pump. The location should also account for the need for
periodic short down for strainer replacement or cleaning. It is preferred that a safety
release valve be installed between the pump and the Y-Strainer. Straining of the
pipeline flow is accomplished using a internal mesh lined screen. Figure (4.12 shows
a sectioned image of a Y strainer showing the wire mesh screen.
4.3 Flow instrumentation:
The key parameters of interest in this investigation include the flow regime, pressure
drop and void fraction. The flow-loop was equipped with instrumentation to capture
data on the subject parameters at various flow conditions and pipe orientations.
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Ancillary flow parameters necessary for monitoring the stability of the system were
also measured. Table (4.4) shows the parameters of interest and the device/s or
instrumentation used for their measurement. A layout of the instrumentation is shown
in Figure (4.13). A fuller description of the individual devices/instrument follows,
hereafter.
Figure 4.13: Flow loop instrumentation layout
4.3.1 Data acquisition and control system:
A national Instruments data acquisition system was used to capture and store data
from the various test devices and sensors. Signals from most of the devices and sensors
were wired to appropriate bridge modules and then connected to a National instrument
(NI) compactDAQ for onward processing. A application specific LabVIEW virtual
Instrument program was developed for this experimental campaign. Some elements of
the experiments were also performed using the NI SignalExpress application.
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4.3.2 Wire-mesh sensors:
The WMS is a state of the art, imaging tool used for high-speed visualization of
multiphase flow. The WMS used for this study is a dual (32 × 32) conductivity-type
wire-mesh sensor (WMS). The height, inner diameter, maximum operable pressure,
and temperature of the WMS were 65 mm, 101.6 mm, 2 bars (29 psi) and 60°C
respectively.
Figure 4.14: A Wire-mesh sensor
Each sensor consists of two planes of perpendicularly oriented wire grids axially
separated by a 2 mm space, center-to-center in the stream-wise direction forming a
mesh with a 32×32 measuring matrix. The two layers are fitted in a circular frame
that matches the inner diameter of the test pipe. Of the 1024 nodes (crossing points)
on each WMS sensor, most are within the wet area of the pipe cross section. The
local conductivity of the fluid is measured at these points and subsequently processed
to determine void fraction. The wire-mesh sensors (WMS) stack was connected to a
104
WMS200 electronic system for signal generation and data acquisition. A picture of the
sensor is shown in Figure 4.14, and the accompanying electronic unit (WMS2000) is
shown in Figure 5.5 on page 134. The system can achieve a temporal resolution of up
to 10,000 frames per second. The system was designed, built and supplied by the Fluid
Mechanics Institute at the Helmholtz-Zentrum Dresden-Rossendorf (HZDR), Germany.
Table 4.1 shows the characteristics of the wire-mesh sensor and data acquired. It can
be used to determine void fraction (local/cross-sectional) [8], distinguish flow patterns,
perform fluid visualizations [9, 10], measure bubble size [11] and estimate bubble size
distributions [12]. It has also been effectively used for flow rate prediction [13]. A
more extensive discussion on wire-mesh sensors (WMS) can be found in Chapter (5).
Figure 4.15: The Wire-mesh sensor electronic (WMS2000) box
Table 4.1: Wire-mesh sensor (WMS) characteristics
Properties Characteristics
Description Value Description Value
Axial pitch 0.5mm Maximum sampling rate 10kHZ
Lateral pitch 2.6mm Maximum Temperature 286°C
Sensor configuration 32×32 Maximum Pressure 7Mpa
Grid wire diameter 0.125mm Time resolution 10,000 fps
Grid wire material Stainless steel Conductivity range 0.05-500µS
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4.3.3 Pressure sensors/Differential pressure gauge:
Pressure drop occurs as a result of flow resistance as a fluid flows through a pipe.
To keep abreast of the gauge pressure at different points along the flow loop, pressure
transducers were connected to ports on the line, upstream and downstream of the flow
loop. Data from these pressure transducers were used primarily for the monitoring
of the health of the system. A Dwyer 629C wet/wet differential pressure transmitter
was also used to measure the pressure drop between two points on the test section.
This differential pressure (DP) transmitter converts pressure variations into standard
4 to 20mA output signals, which are then transmitted to a National Instrument (NI)
compactDAQ for onward processing via a bridge module. The two-phase pressure
drop analyzed in this work was based on the data acquired from this source.
4.3.4 Temperature Sensors/Measurement:
The temperature dependence of some properties like conductivity, necessitate
the constant monitoring of fluid temperature, in order to detect and respond to
temperature fluctuations which pose the risk of the introduction of systemic errors
to sensor readings. The temperature of the incoming compressed air was monitored
using a K-type thermocouple or temperature sensors. Two (2) similar temperature
sensors were attached to temperature taps on pipe sections, upstream and downstream
of the main test section. All three (3) of the temperature sensors were connected to
the National Instrument (NI) compactDAQ and the data logged through the Signal
express application.
4.3.5 High speed visualization system:
The flow visualization system includes a high-speed camera (for image capture), two
(2) LED panels (for lighting), diffusers (to provide diffuse light) and a non-reflective
white backdrop behind the transparent pipe. For this experimental campaign, a
Phantom high-speed camera (Phantom v7.1) was used for video and photo capture of
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flow regimes. Though dated, the camera allows for continuous color video output.
Figure 4.16: Visualization system: High-speed camera & lightening system
Its continuously adjustable resolution (CAR) is structured in 16×8 pixel increments,
recording up to 4,800 pictures per second, when its 800×600 pixel SR-CMOS imaging
sensor array is fully engaged. The high-speed video technique has the distinction of
being both non-intrusive and relatively reliable except at very high flow rates. To
ensure that the images captured were clear, illumination was provided by a set of
dial-adjustable Fovitec StudioPRO 600 LED panels. These were mounted on the side
of the flow visualization window of the test section and oriented within 15° to 45°
angles to the test section. Visual data collected in the camera were transmitted to a
computer hosting the Phantom camera control (PCC) application. The application
manages basic measurement function, remotely controls most functions of the camera
of the camera (including video capture, triggering capabilities, playback etc.), and
carries out advanced image processing functions including saving and converting files
between various formats. Using the visual data collected from the camera, the flow
behavior can be grouped into different flow regimes which are then used as a reference
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for comparing results collected from other sources. Visual data from the camera
were backed up alongside data accumulated from direct visualization and eventually
compared against results from statistical analysis of signals. The signals reflect the
fluctuant characteristic of the various flow regimes.
4.3.6 Angle finder:
A significant part of the measurements in this experimental campaign were per-
formed at a variety of orientations. Hence, an angle finder was necessary to keep track
of the inclination angles. It was attached to the rotatable/inclinable frame and used
to measure the angular displacements or tilt angles of objects with respect to the
horizontal position. Readings for were measured at six (6) different inclination angles,
including 0° (horizontal), 15°, 30°, 45°, 60°, and 75°.
Figure 4.17: Angle finder for inclination change
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4.4 Fluid properties and experimental parameters:
The working fluids used in all experiments were water and air. Table (4.2) shows
the properties of these fluids. The table also shows the range of temperatures, pressures
and superficial velocities at which the experiments were performed.
Table 4.2: Fluid properties & Experimental parameters
Fluid Experimental Parameters
Property Air Water Parameter Range
Density (kg/m3) 1.29 998.00 Sup. vel.[water] (m/s) 1 0.622-2.801
Velocity (m/PaS) 0.02 1.00 Sup. vel.[air] (m/s) 2 0.311-2.489
Pressure (kPa) 50-100
Surface tension (N/m)=0.072 Temp. (K) 295-304
1 Superficial Liquid (water) velocity (m/s)
2 Superficial Gas (air) velocity (m/s)
4.5 Test matrix
Test conditions for the experiments performed are shown in Table (4.3). Each
run involved a combination of different liquid (water) and gas (air) flow rates. The
experiment is commenced by dropping the test pipe at a 0° orientation. Water is
introduced at a fixed flow rate, followed by the gas. After steady state is attained,
readings are taken. Still holding the liquid rate constant, the gas flow rate is increased,
step-wise and readings again taken. These increments continue until the maximum gas
flow rate is attained. Readings are taken after each increment. After readings for run
with the maximum gas flow rate is taken, the air is turned off, and the system is run
for a while to get rid of the gas from the system. Next, the liquid flow rate is increased
one-step higher. Like before air is introduced again and its flow rate incremented
step-wise from minimum to maximum, while subsequently taking readings after each
increment. Beginning with increasing the liquid flow rate, the cycle is repeated again
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until all liquid flow rates within the liquid flow rate range are used. Once this is done,
the pipe orientation is increased by 15°. The process is repeated until all experimental
runs in each of six (6) pipe orientations are completed. The test matrix shows the
water (w) and air (A) flow rates at which the experiments were performed. The same
flow rates were used at all pipe orientations: 0°, 15°, 30°, 45°, 60° & 75°.
Table 4.3: Test matrix showing air-water combinations
Test matrix
Qair
Qwater 0.00 2.52 5.05 7.57 10.09 12.62 15.14 17.67 20.19
5.05 X X X X X X X X X
7.57 X X X X X X X X X
10.09 X X X X X X X X X
12.62 X X X X X X X X X
15.14 X X X X X X X X X
17.67 X X X X X X X X X
20.19 X X X X X X X X X
22.71 X X X X X X X X X
1 Qwater=QW×10−3(m3/s)
2 Qair=QA×10−3(m3/s)
4.6 Data reduction & analysis:
During the experiments, pressure drop data for single-phase flow was measured
first and used as the bases for the two-phase flow analysis. Listed below are some of
the important two-phase flow measures of value and the formulae used to reduce the
experimental data.
4.6.1 Measured two-phase pressure drop:
The experimentally measured pressure drop (∆PTP ) between any two points in
a two-phase flow pipe is equivalent to the sum of three (3) components: Frictional
pressure drop (∆PF ), gravitational pressure drop (∆PP ), and accelerational pressure
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drop (∆PA). In this experiment, the pressure reading were taken at two ports located


























4.6.2 Superficial gas & liquid velocity:
The superficial velocity is the velocity calculated as if the given phase it represents
were the only one flowing within the pipe. The given velocities JL, JG & JM represent







and JM = JL + JG (4.2)
where, QG, QL are the gas and liquid volumetric flow rates while AG and AL are
cross-sectional areas of the pipe containing the phases, where (AL ≡ AG). Refer to
Chapter (2) for more details on these variables.
4.6.3 Reynolds number:
The Reynolds number is a dimensionless value that represents the ratio of the
inertial forces and the viscous forces. The Reynolds number can be defined for different







Where, µTP , ρTP , JM are the two-phase viscosity, two-phase density and superficial
mixture velocity, respectively. Three of these are further defined below:






and µTP = µLλL + µG(1− λL)
(4.4)
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(HL) was calculated from the quadratic equation that emerged from:






Where, υSLIP , λL, (HL), (HL),
Note: Pipe diameter d is used as the length scale while the superficial mixture velocity
JM stands for the characteristic velocity of the fluid (υ) as used in an equivalent single
phase Reynold’s number calculation.
4.7 Experimental procedure & data acquisition:
Experiments were performed at six (6) inclination angles including 0° , 30°, 45°,
60°, and 75°. For each pipe inclination, a fixed liquid flow rate was chosen, and the
gas flow rate varied step-wise from lowest to highest value. The liquid flow rate is
then incremented one step up, and the gas flow rates is varied step-wise, as in the first
cycle. The procedure was repeated until all liquid flow rates and their corresponding
gas flow rates were tested. One hundred and forty-four (144) runs were conducted for
each inclination angle, totally, 864 data points for all pipe inclinations. At every data
point, differential pressure, gauge pressure, temperature, and void fraction data were
collected. Visual data (Video and still pictures) of each run were also captured, at
high frame rates using a high-speed camera. Because of the limited internal memory
of the camera, image files initially stored in the limited internal memory of the camera
during video capture are routinely transferred to the computer storage to free up
space for subsequent runs, following each preceding run.
The experimental procedure employed for the campaign was developed to ensure a
consistent and repeatable process that can improve the prospects of the collection of
accurate and high-quality data. This procedure was instrumental in the collection of
data at different pipe inclinations and flow conditions. It was designed to ensure user
safety and the integrity of the flow-loop and host facility. The procedure was broken
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down into four (4) sub-categories (i.e. Preliminary system checks, System warm-up,
Data collection, and System Shut Down) and briefly discussed below:
4.7.1 Preliminary (pre-operation) system checks:
Pre-operation checks as the name implies include all the checks necessary prior
to System warm up and eventual data collection. Following these procedures serves
as a precautionary measure against future failure and makes early detection and
remediation of system malfunction possible. Some of the necessary checks that were
relevant part of the experimental campaign include:
• Water Leaks: A large volume of water is expected to flow through the flow loop
during the experiment. For this reason, water leak is a major operational concern. As
such it is of critical importance that a system integrity check to ensure no leakages are
occurring is performed. High risk areas include pipe fittings, joints, and connections.
Replacement of parts with visible or anticipated cracks should be performed.
• Electrical and Cable Connections: Prior to startup, it is important to ensure all
loose electrical ends are connected, strapped in place and/or welded where necessary.
It is important to check for any signs of deterioration and/or cracking of wires. The
connections between the sensors and the loops, and those between the sensors and
the data acquisition system should be confirmed.
• Inclination Mechanism Checks: The mainframe of the flow loop and the Inclination
Sensor (Digital encoder) that make inclination adjustment and its tracking possible
should be tested for accuracy.
• Inline Filters: The inline filters for both the Air and water delivery systems should
be checked prior to start-up to ensure that there is no buildup of debris, and if these
exist, it is important that necessary filters/driers are replaced.
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4.7.2 System Warm-up
The system warm-up procedure includes all the activities that occur after the
preliminary system checks but before actual data collection This includes, initiation
of flow through the system, metering checks (fluid flow rates) and start-up and
preparation of the data acquisition system. Step-by-step activities for this part of the
process group include:
• Adjust the inclinable steel frame to achieve appropriate inclination of the pipe. The
desired inclination can be determined using the attached angle finder.
• Ensure that all valves for both the water and air delivery systems are shut-off.
• Turn on power to the laptop and the desktop hosting the phantom camera con-
trol software and the National Instrument Signal Express software/ LabVIEW®
Application respectively.
• Initiate the LabView data acquisition program to open the LabVIEW® software
for monitoring the system conditions. To achieve this goal, specify a file name for
the test file that opens. Ensure that data is not being recorded at this stage. The
purpose of the LabVIEW® software is the monitoring, operation and control of the
system. It would also eventually be used to record incoming data from the various
sensors.
• Power up the centrifugal pump and open the valves on the main line that control
water flow to the flow loop.
• Check all the bypass valves and ensure that they are functional. The bypass valves
are important because they provide an alternative flow path that allows the pump
to circulate water when the main line valve is closed thereby reducing strain on the
main water pump.
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• Open the inlet and exit valves of all branches of the flow loop to start circulation.
Adjust the water line control valve until the desired mass flow rate is achieved. Open
the valves to bleed all trapped air within the loop.
• Open the air regulator on the compressed air tank and gently turn on the valve
controlling the main air-line. Adjust the air regulator as appropriate until the desired
air mass flow rate has been achieved. Keep an eye on the pressure regulator.
• With the flow loop filled with the two-phase (air-water), inspect for any sign of
leaks. Shut-down the system immediately for repairs if any signs of leakages are
observed.
• If no leaks were observed and the flow through the system runs well, stop running
the Data Acquisition System, shut down air supply from the compressed air cylinder
and then turn of power supply to the pump.
4.7.3 Data collection
The data collection procedure is discussed in this section. It includes a step-by-step
process of the data collection.
• Ensure that the flow loop is set to the appropriate inclination and that the flow
is occurring at the desired air and liquid flow rates. Allow 3 to 8minutes flow time
to ensure that the flow is fully developed (steady state) before commencing data
collection.
• The phantom camera control software running on a separate laptop was used for
acquiring, storing and post-processing the visual data (videos and photos). In the
software, an exposure of 209micro-sec, a sample rate of 4700 pictures per second (pps)
and a resolution of 800x600 were found to be sufficient for the measurements reported
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in this thesis. Once steady state had been reached, initialize the data acquisition
program is initiated by clicking the “Record” button on the application.
• Similarly, the Signal Express software and LabVIEW application running on a
laptop were used to trigger the collection of pressure drop, pressure, temperature and
void fraction data. These parameters were respectively sourced through a differential
pressure transducer, two (2) pressure gauges, three (3) K-type thermocouples and
a dual stack wire-mesh sensor. These devices were all connected to a National
Instrument CompactDAQ using different bridges subsequently wired to a computer
running the Signal Express software and LabVIEW applications.
• Data from all instrumentation routed through the NI CompactDAQ plus visual data
from the high-speed camera were collected simultaneously following the attainment
of steady flow.
• Calibration of all instruments used was a general requirement for the experimental
campaign. All instruments and devices were factory-calibrated except the WMS which
required a specific type of calibration. The calibration of the WMS system requires
the collection and processing of specific calibration data. Calibration measurements
involve the measurement of 100% water-filled (air-free) pipe flow using the WMS. It
is important to wait for between 8-10min prior to data collection, to ensure that the
flow has attained steady flow before taking any measurements. Data collection or
measurement time is pegged at 60 seconds measurement, this was deemed sufficient
time to gather the required signal information for useful calibration data. The
calibration files contain raw sensor signals and have a *.mes file extension. This
should be correctly labeled and saved for use in further processing. The collection
of calibration data must be performed at the beginning of each day’s experiment
and/or whenever a significant change in operating conditions (temperature, pressure
or liquid conductivity) is observed. It is important to know that the calibration data
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is specific to the condition at which it was collected, hence a radical change from
those conditions can lead to measurement errors. Further information about the
calibration process can be found in Chapter 4: Wire-mesh sensors.
• Upon completion of a session of data collection, all instances of the collected data
collection application are stopped, and the acquired data saved using appropriate
labeling. It was the practice to ensure prompt saving and correct labeling of data to
avoid data mismatch later.
• The three prior steps are repeated for every new data point. The test matrix is
referenced for appropriate increments in air/water flowrate. Valve openings for each
of the control valves is adjusted to achieve the necessary flow rates before proceeding
to acquire data for the next data point. The data acquisition applications do not
have to be restarted for each session, they can be simply adjusted, and the acquired
readings recorded.
4.7.4 System shut-down
On completion of a full test session, the following steps are taken to completely
shut down the system.
• Turn on power to the laptop and the desktop hosting the phantom camera con-
trol software and the National Instrument Signal Express software/ LabVIEW®
Application respectively
• Turn off air supply to the system from the compressed air tank using the air regulator
and allow the system to run for 2-5min more minutes to vent out the air.
• Power down the centrifugal pump and then ensure that all valves for both the water
and air delivery systems are shut-off.
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• Inspect for any leaks and ensure that all power supply to the system is turned off.
4.8 Safety Considerations
To ensure safe operation of the flow loop (two-phase flow unit), standard laboratory
protocols were followed. Particular focus was placed on the flow-loop location, its
piping and instrumentation, operational procedure and safety systems. Because the
working fluids are faucet water and compressed air, no major health or safety risks
were envisaged. However regular inspection of the piping system was conducted to
ensure against leaks and to maintain the integrity of the piping system. All spills/leaks
were cleaned to avoid accidental slips and electrical hazards. Relevant aspects of the
power system were grounded (secure connection to earth)and loose wires guarded. All
live and exposed wires were decommissioned to avoid risk of shock hazard. It was
standard practice not to leave the equipment running unattended.
4.9 Sources of experimental error:
Error is a fact of ”experimental life”. And the sources can literally be unlimited.
Vigilance is the only way to minimize (not eliminate) them. These errors are well
documented in literature. Often broadly categorized as systematic and random errors,
they can arise from a wide variety of sources and be labeled in a variety of ways
such as instrumentation, environmental, observational, and theoretical errors. In this
section however, attention is removed from the general experimental errors in other to
shine a light on some of the important sources of errors specific to this experimental
campaign. Some of these are discussed below:
• Visualization system errors: For capture of quality images and videos, effort
was made to eliminate possible sources of error from the visualization system. For
example, to ensure the minimization of glare and the elimination of shadows and
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hot-spots, the following steps were taken: One, the light source (LED panels) were
equipped with filters that manage diffusion changes. The diffuser spreads out or
scatters the light, providing further help in eliminating shadows and glares. Two,
the positioning of the light and the diffusers were optimized to ensure the reduction
or elimination of shadows and glares. Finally, a M55 × 0.75 mounted linear glass
polarizing filter with a 2 mm male rotatable threaded mount was mounted on the
camera lens. Polarizers help to minimize distortions by reducing light reflections and
increasing the saturation of the colors on the images.
• Flow regime visualization error: Visual inspection results of flow regime are
subject to moderate uncertainty due to the highly unstable nature of some flow
structures especially at moderate to high flow rates. The image analysis procedure for
exclusive reliance on visual inspection is a real-time, time consuming subjective process
by which an individual must continually make an educated judgment of the current
flow structure. This risk is mitigated by real-time visual inspection complimented
by visual data (image and video) capture of the flows using a high-speed camera.
The videos were subsequently retrieved, and their flow motion sequences studied
in detail using different video analysis techniques including slow motion playback,
time remapping, time lapse (fast motion), and frame by frame analysis, all with a
view to ensuring that very salient details in the flows are meticulously captures. The
visual inspection records were then compared with the still images and video analysis
results before a final judgment was made.
• Entrance length errors Performing measurements before flow is fully developed
could result in significant errors. To ensure full flow development, a minimum pipe
length (Entrance length) is required before the test section. Different researchers have
reported the minimum pipe length requirement for full development of single phase
flow. Constant-Machado et al. [14] reported 50-100 pipe diameters as a requirement
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for the full development of a single flow at the low Reynold’s number (Re) of 2500.
On the other hand, Christopher E. Brennen (2005) [15] reported that it is well
established that entrance length of 30 to 50 diameters were sufficient to establish
a fully developed single phase flow. Finally, W.P Jepson (2000) [16] demonstrated
that an entrance length of 50 pipe diameters at a high Reynold number (Re) was
sufficient to establish a fully developed a multiphase flow.
• Calibration errors (systematic): These are errors related to the calibration of
the devices.
4.10 Uncertainty of experimental measurements:
There will always be uncertainty about the value of experimental results because
all experiments, inherently have errors: human, procedural, instrumentation e.t.c.
These errors can undermine confidence in these results. Uncertainty estimates are
helpful in the assessment of how much confidence can be ascribed to any result. They
help quantify the uncertainty of important variables, assigns credible limits to the
accuracy of a reported value and provides some general perspective on the reliability
of the result. Before proceeding any further,find listed in Table 4.4 the uncertainties
of the instruments used for the experimental campaign.
Table 4.4: Instruments, parameters, ranges, and uncertainties
Measurement means Parameter Approx. range % Max.U.1
Wire-mesh sensor (WMS) Void fraction 0.019 to 0.580 ±0.50
Diff. Pres. transducer Pres. drop (kN/m2) 0.000 to 2.400 ±0.5
Liquid flow meter Flow rate (m3/s) 0.62 to 2.80 ±0.50
Gas flow meter Flow rate (m3/s) 0.31 to 2.49 ±0.50
Thermocouple Temperature◦C 22 to 31 ±0.40
Tape measure Length (m) 0 to 7.3 ±0.11
Angle finder Orientation(Deg.) 0 to 75 ±0.25
1 % Maximum Uncertainty
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Apart from the measured parameters listed in Table: (4.4), other derived quantities
like liquid and gas superficial velocity (JL & JG) were computed using the Kline and
McClintock′s equation. The McClintock′s [17] technique is a widely used technique for
the estimation of uncertainty. According to this technique, when several variables are
involved, i.e.
R = f (x1, x2, ...xn) (4.6)





















Thus, the maximum uncertainty of superficial gas velocity (JG) and superficial
liquid velocity (JL) were determined to each be equal to ±0.13mm.
4.11 Discussions, summary & conclusions
The experimental facilities, measurement techniques and operating procedures
for the experimental campaign are reported in this chapter. A fully instrumented,
inclinable, industrial scale test rig was designed, constructed and commissioned for
the experiments. The three main parameters and the devices used to measure them
include: Pressure drop (Differential pressure gauge), Flow regime (High-speed camera)
and Void fraction (Wire-mesh sensor). A test matrix of several combinations of the
working fluids (air and water) was developed to help simulate various flow condition
flows intended to flow through 101.4mm ID pipe at six (6) different inclination
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One of the most important parameters that was measured in this investigation
was the cross-sectional void fraction if the fluid. A variety of techniques, spanning a
wide range of physical principles, have been used for the measurement of void fraction.
A partial listing of some of the measurement techniques that have been employed
would include: Electrical [1–12], ultrasonic [13,14] light emission [15], optical [16,17],
Image Analysis [18], radiation attenuation methods [19–23], and the like. Of all
the techniques referenced above, WMS has emerged as a plausible alternative to
some of the most popular techniques because of its high accuracy and fast data
acquisition rates. However, one major downside of WMS is that it is invasive (in the
path) of the flow, but this disadvantage is more than compensated by the its high
temporal resolution, outstanding precision, low cost and zero radiation risk. It has
been applied to various channel shapes and a wide variety of electrodes configurations
have been successfully developed for different applications. It currently comes in
two main categories: the conductance and capacitive systems making it applicable
for the measurement and study of electrically conducting and non-conducting fluids,
respectively. The wire-mesh sensor was adopted for this study because of these unique
characteristics. To the best of the knowledge of these researchers, the current study
is the only known work involving the study of two-phase flow in an inclined (0°-75°),
intermediate sized (101.6mm ID) pipe using the wire-mesh sensor technique. The
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only other study that is closely related was performed using Gamma Densitometers.
WMS is a reliable, state-of-the-art, but intrusive imaging technique that measures the
instantaneous distribution of the various phases in a multiphase mixture, often with
high spatial and temporal resolution. The measurement principle of the wire-mesh
sensor relies on a matrix-like arrangement of nodal measuring points. The void fraction
is estimated from measured electrical signals by taking advantage of the relationship
between the electrical properties of the fluids and the electrical impedance and the
instantaneous local volumetric ratio of a phase at the crossing points.
One of the earliest versions of the wire-mesh measurement sensor was developed by
Prasser and his teams [24] in 1998 based on an older U.S. patent by Johnson (1987).
It was essentially an expanded version of the conductivity measurement probe used
by Taylor (1954), the fundamental difference being that Taylor’s conductivity probe
measured conductivity at a point while the WMS measured the same property, not
only at a point but at multiple points on a plane. A review of literature shows that
WMS has been widely used in the study of both two and three-phase flows. Studies
of gas/liquid (two-phase) flow dominate the space [24–45] while work on liquid/liquid
(two-phase) flows [25,46–48] are less common. Though more complicated, interest in
three-phase flow studies [49,50] is beginning to grow.
5.2 Description of the wire-mesh sensor (WMS):
Tomography techniques have been very instrumental and popular in the mea-
surement and characterization of multiphase flow systems. The two most common
types are the radiation tomography techniques and the electrical process tomography
techniques. Common examples of radiation tomography techniques include X-ray,
gamma-ray, magnetic resonant imaging (MRI), and ultrasound while examples of
electrical tomography systems including the invasive electrical resistance tomography
(ERT) and the non-invasive electrical resistance tomography (ERT), and electrical
capacitance tomography (ECT). Several studies involving electrical tomography sys-
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tems are reported in literature [51–56]. Each of the tomography techniques have their
unique advantages and disadvantages. Though electrical tomography systems are
generally affordable, convenient and safe compared to other radiation tomography
techniques, their main shortcomings (notwithstanding constantly improving hardware
quality and data processing modalities) include their low sensitivity (relatively low
spatial resolution), the reconstruction problem (inverse problem) [57–60] and the fast
forward problem [61].
Figure 5.1: Schematic diagram of 32×32 sensor. Credit: HZDR, Germany
The WMS has become a credible alternative to electrical tomography systems. It
combines the optical advantages of tomographic cross-sectional imaging with the
precision of intrusive electrical probe. They have also managed to overcome many of
the drawbacks of electrical tomography techniques, while at the same time providing
advantages of lower cost and zero-radiation hazard over radiation-based tomography
systems [50]. As a state-of-the-art but intrusive, high-speed flow imaging technique,
the wire-mesh sensor can reliably measure the instantaneous distributions of the phases
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in a multiphase fluid mixture at high temporal and spatial resolutions. Consequently,
it can simultaneously visualize and measure transient flows at frame rates as high as
10,000 images per second with spatial resolutions of up to 2mm, making it possible
for prior unresolved details of a flow to be reasonable well captured. The measuring
principle of the WMS relies on taking advantage of the physical properties of the
different phases in a mixture and using that information to predict important flow
properties and characteristics. Though WMS have been primarily used for the analysis
of two-phase (gas-liquid and liquid-liquid) flows, the development of techniques for
distinguishing more than two fluid components is beginning to gain traction [49,50]
for a variety of industrial and research applications. Very important flow parameters
including mean void fraction, mixture density, relative average velocity of the phases
(interfacial average velocity), gas velocity distributions, bubble size distributions,
and void fraction profiles can all be extracted from raw data acquired from WMS
measurements. WMS with multiple (two or three) plane wire units are required for
the determination of the phase velocity of multiphase fluids. The more commonly
used type of WMS used for this application is the dual WMS unit, of the type used
in this study. The phase velocity is determined by estimating the delay between the
results acquired from the different wire planes using cross-correlation techniques.
5.2.0.1 Major components of the wire-mesh sensor (WMS) system:
The two main components of the WMS system are the acquisition sensor and the data
acquisition unit (measuring electronics). In general, the sensor is the physical mesh
arrangement that helps detect and measure the physical property of the fluids while
the electronic system includes the hardware, firmware and software that make this
possible. The two components are further discussed below:
• The sensor: The data acquisition sensor and accompanying electronics make up
the wire-mesh sensor system. The sensor typically consists of two parallel wire grids
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(or three, in rare instances), offset by a small axial distance but aligned perpendicular
to each other, forming a uniform grid of virtual crossing points. The wires made from
stainless-steel are typically thin: approximately 0.1mm in diameter. The distance
between adjacent wires within the grid is usually between (0.5-15.0)mm while the
axial offset for the perpendicularly aligned grids, range between (0.35-3.00)mm.
Figure 5.2: A Wire-mesh sensor connected to the flow loop
There are several sensor configurations including the (4×4) and (8×8) configura-
tions [62] with the most common being the (32×32), (64×64) and the (128×128)
configurations [63]. In the specific instance of flow through a circular pipe, a square
grid is embedded in a circular frame or body, providing support and making it
possible for the sensor to fit and be firmly anchored into the pipe cross-section. The
sensor frame/body is typically made from stainless steel, acrylic or plastic. The
framed sensor is usually placed in the cross-section by bolting it between two flanges,
making it possible for the sensors to be mounted at different axial locations. Once
firmly anchored into the pipe cross section, transmission and receiver amplifiers are
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on-boarded to the sensors using available slots. These are then connected to the data
acquisition unit (electronic box) using electrical leads. The transmission and receiver
amplifiers are considered part of the data acquisition unit (electronic system).
• Electronic system: The electronic system used for this work was developed
and supplied by Helmholtz-Zentrum Dresden-Rossendorf (HZDR). It consists of a
basic unit (electronic box) and transmission/receiver amplifiers and performs the
dual function of signal generation/excitation and data acquisition. Amongst several
others, this would include tasks like the amplification of signal strength, control
of measurement duration/frequencies and data routing and storage management.
While the sensors might be similar for the conductivity and capacitive WMS, their
electronic specifications are quite different. The electronic system is connected to
the sensors and a computer using electrical leads high-speed and USB interface,
respectively.
Figure 5.3: The Wire-mesh sensor electronic (WMS2000) box
The WMS system is usually shipped with a data acquisition application (software)
that supports the acquisition, management, transfer and storage of the acquired data.
The application dashboard provides users with controls for all instructions to the
device electronics including the control of signal strength, frequency and measurement
duration. It also provides an at-a-glance awareness of current system performance,
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making it possible for users to monitors the measurement progress. The electronic
system used for this experimental campaign is the WMS2000.
5.2.0.2 Categories of wire-mesh sensors (WMS):
There are different ways in which wire-mesh sensors can be categorized. It can be
categorized in terms of shape, design, and what electrical property they measure etc.
Following its development and subsequent step-wise maturation, the WMS sensor
and its electrodes [26, 49, 64, 65, 65–67] have assumed different shapes, geometries
and configurations appropriate to a variety of applications and case-uses, though the
underlining principle behind the device and accompanying electronics have remained
largely unchanged. Regarding the electrical property they measure, WMS can be
broadly categorized into two types: The conductivity WMS and the capacitance [or
permittivity] WMS.
• The conductivity WMS: The original WMS were designed to measure conductiv-
ity hence their name: conductivity WMS. They are best suited for the measurement
flow in multiphase mixtures with at least one electrically conductive phase, such as
in (air/water) and (steam/water) mixtures. For this application, at least one phase
must have an electrical conductivity of k>0.5muS/cm. Because of this requirement,
conductivity WMS have been adjudged to be most suited for the study of flow
mixtures involving electrically conductive phases like steam/water and air/water
systems [24, 44, 68, 69]. For this same reason a dual (32×32) wire grid sensor version
of the conductivity WMS was chosen for this study. The design and geometry of the
dual sensor WMS is shown in figure (5.4) below:
• The capacitance WMS: The conductivity WMS was the precursor of the ca-
pacitance WMS; however, the downside of the conductivity WMS, as earlier noted
is that it requires at least one continuous phase have an electrical conductivity of
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Figure 5.4: A Wire-mesh sensor
k>0.5muS/cm. This is clearly not the case with a lot of fluid mixtures. To cater
to this class of multiphase fluids, it became necessary to create a companion device
that can characterize flow based on a different property, rather than conductivity.
This challenge gave rise to the development of the capacitance WMS. One of the
earliest versions of the capacitance WMS was developed by Da Silva et al. [25,70].
The introduction of the capacitive WMS expanded the range of fluids that can be
experimentally analyzed-beyond just electrically conducting fluids to non-conducting
fluids like organic liquids and oils. Capacitance WMS are based on capacitance
(permittivity) measurements and discriminate between fluids based on a difference in
relative permittivity (dielectric constant) values. Unlike conductivity WMS, they
apply to instances where electrically non-conductive phases are involved i.e. oil/water.
131
5.2.0.3 Validation of the WMS:
In the literature there are several studies that document attempts to validate the results
obtained using the WMS techniques. These studies compare WMS-based experimental
results with those from experiments based on alternative techniques and computational
models, which have proven to be reliable within acceptable limits of accuracy, over time.
Some of these include comparisons with X or γ-rays tomography [71, 71–74, 74–78],
electrical capacitance tomography (ECT) [38, 41, 79], needle probes [64, 68, 80–82].
They have also been used for the validation of CFD models [42, 82–88] and other
mathematical models [89]. An evaluation of these validation studies demonstrates
a consistent pattern of high degrees of agreement between the WMS based results
and those acquired from alternative techniques, establishing WMS as a reliable
measurement technique. One of the more commonly referenced concerns about the
WMS is the intrusive effects of its sensors. This has also been a subject on several
studies. They have been evaluated against gamma-ray densitometers [78], high-speed
photography [72] and fast x-ray tomography [72]. In all cases it was determined that
the wires in the path of the flow had insignificant effect on the results and relatively
undisturbed flow was observed in the acquired tomographic images.
5.3 Applications & use cases
Though WMS has been primarily used for measuring flow characteristics in pipes
and columns, application-specific designs that have allowed the development of non-
circular configurations and cross-sections including planar, square, rectangular, radial,
cylindrical, thermos-resistive (TMS), three planes [30, 69, 80, 90], field-focusing [49]
etc. have emerged in recent years. In their recent paper, H.F. Velasco Peña & O.M.H.
Rodriguez [91] provided a review of some of the most common sensor geometries and
some pertinent applications of WMS.
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5.4 Wire-mesh sensors-Capabilities & Limitations:
The wire-mesh sensor is a fast imaging device with high spatial and temporal resolution
characteristics that is primarily used for the measurement of the instantaneous conduc-
tivity or permittivity of fluids. The resolution of the wire-mesh sensor is so good that
it is able to recognize small individual bubbles. Several parameters can be extracted
or calculated from the raw data acquired from wire-mesh sensor measurements. Some
of these include the local void fraction, mean void fraction, radial void fraction, and
cross-section averaged void fraction. Void fraction profiles, bubble velocities, bubble
size distributions can also be determined from the raw data. From the data extracted,
flow regimes can be determined and instantaneous mapping of the different phases
in a fluid mixture within a conduit can be performed alongside the prediction of the
degree of dispersion of various phases. The WMS has the distinction of relatively
lower cost in contrast to comparable high-resolution techniques like x-ray and γ-ray
tomography. In some instances, the wire-mesh sensor has shown better resolution
characteristics [72]. The main limitation of the wire-mesh sensor is that it is intrusive.
5.5 Measurement principles and procedure:
The WMS employs an electrical measurement principle that differentiates the individual
phases in solids-free multiphase/multi-component mixtures like water-gas, water-steam,
oil-water and oil-gas flows. It involves the direct measurement: without the need
for any inverse reconstruction algorithm) of a specific physical property; typically,
the conductivity or conductance (permittivity) of a phase in a multiphase mixture.
The problem with systems that require inverse reconstruction algorithm is that
their results are sensitive and sometime replete with measurement and modeling
errors. Measurements in a WMS are typically performed at wire crossings which
are typically discrete points between two parallel grids of wires, rotated 90° between
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planes and separated by a short axial distance. The grid of wires on one plane serve
as transmitters while those on the perpendicular grid serve as receivers. The time-
multiplexed excitation-probing scheme makes it possible for the transmitter wires to
be sequentially activated using switch-controlled, voltage excitation signals generated
by a multiplex circuit. In other words, only one transmitter electrode is active or
connected to the voltage source within each excitation time interval. All the other
non-activated wires are maintained at ground potential.
Figure 5.5: (4×4) WMS circuit.Credit: Prasser (1998) [24]
The signals (which contain information about the local electrical properties of
the fluid) are relayed to the receiver wires where they are sampled in parallel, simul-
taneously. The current at the receiver wire represents a measure of the electrical
property (permittivity or conductivity) of the fluid the area around the crossing point
i.e. the signal is a proportional measure of each crossing-point’s electrical conductivity.
The process is repeated with each transmitter wire in a fast-multiplexed way. When
the complete sequence of switching for the entire set of transmitters is complete, an
(Nx×Ny×Nt) data matrix showing local conductivity or permittivity values at each
transmitter/receiver crossing point emerges and is stored in the computer memory
where (Nx×Ny) represent the number of transmitter and receiver electrodes, respec-
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tively, while Nt refers to the number of time steps. These values are obtained directly
through measurement without the assistance of any inverse reconstruction algorithm.
Important flow parameters like the local instantaneous void fraction can then be
calculated from the measured conductance/capacitance at the crossing points, yielding
local parameter values at the various nodes across a 2-dimensional x-y plane. These
calculations are performed using calibration models specific to the characteristics
of each unique flow system, with the linear model being the simplest of the models
because it assumes a simple linear relationship between the measured values of the
electrical properties (i.e. conductivity) and the desired flow parameter (viz. void
fraction) in a representative sample of the fluid volume. A reconstruction of these
values in a time sequence also yields high-speed visualization of the distribution of
the parameters. For further details on the operating principles of conductive and
capacitive wire-mesh sensors, respectively, refer to the work of Damsohn & Prasser [64]
and Da Silva et al. [25]. Electronic circuits in the conductivity WMS (ConWMS)
measure the local conductivity of the fluid at the crossing points by applying a bipolar
voltage pulse to the transmitter wires, at one sensor plane while keeping the remaining
transmitter wires grounded. (Note that the voltage pulses are applied one wire at a
time, in quick succession). The resulting current is received and measured at all the
receiver wires at the other wire plane, in parallel.
5.6 Data analysis and processing
The goal of this section is to provide insight into the theoretical and practical
considerations and processes of translating the sensor raw signals obtained from the
WMS200 measurement system into flow parameters that are both meaningful and
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actionable.
5.6.1 Calibration techniques & processing of data:
The calibration of the WMS is necessary for the generation of accurate experimental
data. It is to be expected that there would be intrinsic variations in the instantaneous
values measured at the individual cross points in the sensor because of the variation
in the electrical characteristics (e.g. op-amp gains, resistor tolerances and the like)
of some of the components in the electronic system [25]. Calibration is thus the
process of compensating for these variations or averaging out the signal values across
the measurement nodes with a view to achieving a baseline from which to then
calculate the void fraction. The calibration routines employed for the conductivity
(ConWMS) and capacitive (CapWMS) wire-mesh sensors are very similar. In either
case, calibration is primarily performed using calibration data acquired from the flow of
two substances with different fluid properties (e.g. conductivity or permittivity) values.
The calibration files typically contain raw signals and are usually saved as (*.mes)
data files. It is required that a routine that involves the calibration of the system at
the start of day and whenever any significant change in experimental conditions is
observed, be maintained. This ensures that the correct values of the output voltages:
VL(i, j) & VH(i, j) for capWMS and Va(i, j) & Vw(i, j) for conWMS, respectively.
Significant changes in operating conditions like temperature, pressure, conductivity
can result in errors if appropriate calibration files are not used. An unexpected upsurge
in temperature conditions should be grounds to stop experimentation and restore the
system to acceptable temperature ranges or re-calibrate the system. Further details
about the calibration of the two WMS types are discussed below:
• ConWMS Calibration: Two main methods are used for used for the calibration
of conductivity WMS (ConWMS). These include the Water and Histogram calibration
methods. The water method is the main calibration method for conductivity wire-
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mesh sensors. It is a two-step process that involves the collection of calibration data
(measurement files) and the conversion of the said files with a view to averaging out
the signal values across the measurement nodes. These converted files are then used
as reference data to calibrate the actual measurement files for each experimental run.
An important feature of this method is that it requires that calibration measurements
be performed at the onset of each measurement cycle. Ideally two calibration files are
required: one containing data acquired from air-free, 100% water, and a second from
air-only flow. Once the average of the raw data over a reasonable time range (i.e.
calibration data matrix) is obtained, the conductivity values (linearly dependent on
the output voltage, Vo) are converted to the local phase fraction (or void fraction)
using the following mathematical relation.
α(i, j, k) =
V o(i, j, k)− V w(i, j)
V a(i, j)− V w(i, j)
(5.1)
Where, Vo(i, j, k) is the voltage matrix in frame k, while Vw(i, j) & Va(i, j) are
the air and water calibration matrices, respectively. And the i and j are spatial
coordinates representing the transmitter and receiver wires while k represents the
frame number or discrete time (time step). k depends on the frequency and duration
of the measurement. A constant frequency 2500 Hz was used for all measurement in
this experimental campaign and the total duration per data point was 60 sec. For
the 32×32 sensor used, the total number of crossing points are 1024. The number of
frames or voltage values (k) measured at each crossing point can be calculated as:
k = (Frequency × Duration) = 2500(Hz)× 60(sec), which would equal 60,000 frames
or voltage values per crossing point. The matrices, Vw(i, j) and Va(i, j), are obtained
from measurements performed on (100%) water and air calibration experiments,
respectively. Since the electrical conductivity of air is negligibly small, it is typically
ignored. Only water calibration experiments are typically performed.
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The histogram method is an alternative calibration method that can be used
for the calibration of conductivity WMS. Unlike the alternative method (water
method), it does not require any calibration files. It is a straightforward method that
involves the simple click of a few buttons. The method involves a process where the
histograms of the digitized voltage signals of all frames from the measurement files are
numerically analyzed for each grid cross-point. The main advantage of this method
is that the calibration values can be directly determined from the measurement files
without the need for the gas-free, 100% water-based calibration files. Hence concerns
about change in flow conditions during the experiment are unnecessary. On the
contrary, the method is limited in scope and application since it can only be used on
occasions when the user is sure that each crossing point is covered in water during
the measurement. Hence, the method is unlikely to be useful for analyzing flow
regimes where no clear water maximum can be determined along the cross section of
the pipe as is apparent in annular and stratified flows. Histogram analysis of files
from such flows return incorrect calibration values.
• CapWMS Calibration: In the case of the capacitive (CapWMS) wire-mesh
sensor, data from the flow of two substances: one of high permittivity and the
second, of low permittivity characteristics are required. M.J DaSilva et al. dealt
with important elements of this procedure in their paper [25]. The calibration of the
capWMS starts with the calibration of the low permittivity fluid. The average of the
raw data over a reasonable time range i.e. calibration data matrix is mathematically
represented as follows:





V o(i, j, k) (5.2)
Where, i, j and k represent the transmitter wire index, receiver wire index and the
temporal sampling point index respectively. The same procedure is repeated for the
138
higher permittivity fluid resulting in a second calibration data matrix denoted by
VH.





V o(i, j, k) (5.3)
To determine the local phase fraction α(i,j,k) (local void fraction, in this case), a
linear relationship is assumed between the phase fraction and the measured voltage,
as follows:
α(i, j, k) =
V H(i, j)− V o(i, j, k)
V H(i, j)− V L(i, j)
(5.4)
This assumes a linear relationship between the output voltage (Vo) and the crossing
point capacitance. It is important to note that it is simplification to assume a linear
relationship between the local phase fraction and the output voltage (capacitance).
More elaborate calibration models are recommended for complex flow situations.
5.6.2 Area weight co-efficient & cross-sectional void fraction







α(i, j, k) (5.5)
To calculate the cross-sectional averaged void fraction, α(k) , a good
knowledge of the weight coefficients a(i,j) is required. For easy analysis, the cross
sectional area of the pipe is geometrically divided into several pixel areas.
Each pixel area is related to a wire crossing point (measuring point) with unique
indexes (i,j). The weight co-efficient represents the contribution of each pixel area to
the total cross sectional area. Figure (5.6) shows the cross point (measuring point)
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Figure 5.6: Area weighting of cells within the pipe cross-section
relative to the mesh wire and pixel area. Each full pixel area has an area equal to
a(i,j)×Asensor= (∆x ·∆y), where, ∆y≡ ∆x. So that the weight co-efficient a(i,j) for a





Accurately characterizing the weight co-efficient is necessary because the area of
the pixels closer to the boundary node differs from that around the central nodes.
From Figure (5.7), it can be seen that boundary nodes are those nodes close to the
walls of the pipe and the central nodes are those fully within the the cross-section of





5.7 Measurement accuracy of wire-mesh sensors
High accuracy and precision are two desirable attributes of every measurement
device. The expectation is that the measurements take with the device are within very
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Figure 5.7: Area weighting of cells within the pipe cross-section
close proximity and preferably clusters around the true value. This section explores
issues to the measurement accuracy and precision of wire-mesh sensors.
5.7.1 Sources of error in wire-mesh sensors
There are several sources of error in when using wire-mesh sensors. Some of these
errors are inherent to the design of the sensor while others are within the control of
the user. Some of these errors are discussed below
• Cross talk: One of the problems of the earliest versions of the WMS was cross-
talk which resulted in the undesirable blurring of signals between the electrodes
in the WMS sensor. This problem was eventually addressed in 1988 by Prasser
et al. [24]. Their work demonstrated a strategy for suppressing crosstalk between
wires or electrodes. The designed the wire-mesh in such a way that the driving
potential difference between wires was eliminated by ensuring that the cross-wires
had significantly lower impedance than the fluid between them.
• Disturbance caused by the WMS wires: One drawback of the WMS is that it
is intrusive by design, hence the sensor grid would be in the fluid flow path. Hypothet-
ically this can result in flow disruption, a deceleration of bubbles and consequently an
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undesirable drop in flow pressure. In practice however, flow disturbance is negligible
for single sensor systems because the electrodes (wires) used for most sensors are very
thin (typically 0.25mm) and therefore have negligible impact on the flow. However,
the situation quickly gets problematic for dual sensor systems because the second
sensors (usually a short axial distance away from the first) are essentially measuring
disturbed flow from the first sensor.
• Calibration errors: It is important that calibration be performed every time a
new batch of measurements are performed. If this is not done, and a calibration
file from an unrelated measurement is used, the likelihood of error rises. It is also
important to maintain the system within appropriate or recommended pressure and
temperature bands. A significant change in temperature, even if within the allowable
range can affect alter the usefulness of an existing calibration file.
• Quantization & stochastic error: These are errors associated with the digital
differentiation of signals and are related to the signal processing of sensor outputs.
5.7.2 Uncertainty Analysis, accuracy & Error Estimation
The total error emanating from the wire-mesh sensor can be attributed to four
main sources i.e. calibration error, error due to electronic noise, quantification error
and error induced by the disturbance of the flow. John L. Kickhofel reported a
±3.62% measurement error using a WMS operating at up to 10 kHz [92]. The total
error he reported does not include the error induced by the disturbance of the flow.
Compared to other errors, the flow disturbance error is more difficult to quantify.
This distrurbance or intrusion error, results from the presence of wires (electrodes)
in the path of the flow. Contact between the mesh wires and the fluid, can result in
bubble deceleration [45,92–94] and bubble fragmentation [45,92]. Many researchers
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have taken a more global view by trying to capture the total error by simply resorting
to comparative analysis of results between two measurement techniques, typically the
wire-mesh sensor (WMS) and an alternative measurement technique. In their work
Prasser et al. [95] determined an accuracy of ±5% for the WMS. When WMS results
were compared to those of a gamma densitometer using the gamma-device (0.13 mCi
Cs-137), the WMS results fell within the ±5% error band [96]. The results of other
studies have not been as close. For example a comparison of WMS and densitometer
results, for a study conducted by Sharaf et al. [78] showed that the agreement of
both results was within a ±10% error band at the pipe center but deteriorated
as the difference was evaluated for flow closer to the wall. This is understandable
given the mathematical and structural limitations of the sensors in the wall regions.
Furthermore, Da Silva, M.J [50] reported the accuracy investigation of a novel (16×16)
wire-mesh sensor, using several substances (including air, silicone oil, 2-propanol, glycol
and de-ionized water), an excitation frequency of 5 MHz and an input amplitude of
3Vpp. A linear least square regression analysis was performed for every crossing point.
Following all accuracy estimation, it was determined that all results fell within a 10%
deviation.
5.8 Conclusion
The wire-mesh sensor is a special purpose device that has was developed for the
investigation of fluid flows. Measurements can be performed at high spatial resolution
and relatively high sampling rates. There are many application areas of the wire-
mesh sensor. By design, wire-mesh sensors are made of two main parts: sensors and
the electronic systems that drive them. A typical sensor is made of wire-meshes or
electrodes arranged on two perpendicularly aligned planes, separated by a small axial
distance. All measurements occur at the crossing points between individual wires on
both planes. With the wires on one plane dubbed transmitter wires and those on the
second place referred to as receiver wires. Measurements are performed as pulses are
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sent between these wires in a predetermined sequence. The raw data that is acquired
from the sensors via the electronic systems carry so much information that after being
processed, it is possible to extract information with enough structure and texture that
it is possible to reconstruct the hydrodynamic and thermal behavior of a flow and
predict its expected future performance.
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Detailed analysis of two-phase flow regimes is available in literature [1–6]. Flow
regimes are a function of void fraction and play vital roles in the estimation of
pressure drop. They are very important elements of research in the two-phase flow
domain because of their role in understanding the hydrodynamic behavior of flow
and characterizing two-phase flow in general. They have played a crucial role in the
development of hundreds of multiphase flow models and correlations. An important first
step to their use and/or implementation is their determination and classification. More
details about flow regimes including the various types, their relevance, identification
techniques, determination methods and factor that affect their behaviour have been
extensively discussed in Chapter (2) of this report. For this experimental campaign,
flow regime data (video and still pictures) were collected for horizontal: (0°) flow and
upward, inclined flows: (15°, 30°, 45°, 60° & 75°, from horizontal). Flow regime was
seen to have changed with changing inclination angles. Studies involving two-phase
flow in inclined pipes are relatively less common than horizontal and vertical flows. In
inclined flows, inclination angle and flow direction (upward or downward) are very
important factors. Upward flow in inclined pipes are far more difficult to observe and
analyze compared to horizontal flow, often because of their more chaotic nature. The
rest of this chapter would focus on the flow data acquisition process, a description of
the observed flow regimes, a summary of the flow data at different flow conditions
158
and orientations followed by their classification and analysis. Flow regime models
were also discussed and flow regime maps were also developed and discussed for the
different flow conditions/orientations.
6.2 The importance of flow prediction and classification
All flow regimes have desirable and undesirable intrinsic characteristics especially
as relates their ability to transfer mass, momentum and energy between constituent
phases (gas & liquid) or components within the flow. The severity of this effect is to a
large extent dependent on the interfacial area per unit volume of the fluid elements
in the mixture. The interfacial area required for mass, momentum and energy is
determined by void fraction and bubble size. Both of these depend on operating
conditions and operating conditions determine flow regimes.
Bubble flow is of great interest in certain industrial applications because of its
combined advantage of substantial interfacial area by unit of volume and the potential
ability to facilitate liquid agitation, which is beneficial for solute mixing and acceleration
of chemical reactions [7]. On the other hand, slug flow regime has been cited for
its potential to help in improving reaction performance due to its narrow residence
time distribution, accompanying uniformly dispersed gas bubbles, fixed (gas-liquid)
interface and its ability to efficiently transfer heat and mass because of its inner
re-circulation of liquid slugs. It also exists at flexible operating conditions: occurring
over a wide range of intermediate gas/liquid flow rates [8]. The downside to slug flow is
that it is unsteady and can create operational challenges and unique design problems.
The high momentum of it’s liquid slugs can generates considerable force as they make
there way through the system, sometime creating catastrophic events when they pass
through uneven geometry like tee-junctions, bends or even machinery. On the other
hand, the low frequency generated by the flow itself can get result in serious piping or
equipment damage due to resonance. For two-phase pipe flow it can result in sever
pressure fluctuations and high pressure losses. Flow regime investigations provides
159
the system operators and designers the opportunity to predict and choose the proper
flow patterns that helps them achieve intended operational objectives including for
example, the minimization of pressure losses during the transportation of multiphase
flows through long distance pipelines [9].
6.3 Data collection and classification techniques
Data collection was achieved by using a visualization system that includes a high-
speed camera (equipped with lenses), a two-way LED lightening system, a computer
with a data acquisition & processing application plus a local storage system. As an
aside, data was also collected and recorded, real-time by simple visual observation.
This was used to complement and cross-check the digital data acquired using the
visualization system. The schematic of the flow visualization system is shown in
Figure (6.1). Further details about specifics related to the visualization system can be
found in Chapter (??).
Figure 6.1: The visualization system used for flow regime data collection
Video was a significant resource for data collection. It is a great data collection
method. Unlike direct observation, it is blind to the nature of the study and there-
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fore reduces bias. However, the flow regime classification was performed by visual
observation. Though in very few instances, it was difficult to specify with certainty
which regime a particular flow belonged, classification of most of the flow was easy
because their specific morphology were ”self-evident”. Refer to the description of the
various flow regimes in section (6.4). Access to hundreds of hours of video recordings
and the ability to critically analyze them using video motion analysis methods (like
slow-motion playback, frame by frame playback, instant replay and the like) and
serial analysis by different (unbiased) analysts simplified the classification process.
Though several classification schemes exist in literature and scientists do not agree on
an unique set of flow regimes, the classification used by Oddie et. al. (2003) [10] was
the basis of this evaluation.
6.4 Analysis of flow Regimes Observed
This section deals is an overview or brief discussion of the observed flow regimes. It
includes a description and tabulation by inclination angle of the observed flow regimes.
6.4.1 An overview of observed flow regimes
The flow regimes discussed in this section are jointly defined for horizontal and inclined
co-current flow. The combined assessment of the orientation is because they jointly
experience gravitational effects that cause asymmetric distribution of the phases.
The observed flow regimes include: Stratified smooth (SS), Stratified wavy (SW),
Elongated bubble(EB), Slug (SL) and Churn(CH). The last four (4) are loosely
considered Intermittent flows. However, for the range of phase flow rates investigated,
only four (4) of the referenced flow regimes were observed in horizontal flow. These
include Bubble (BB), Elongated Bubble (EB), Stratified smooth (SS) and Stratified
Wavy (SW) flow regimes.
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Figure 6.2: The various flow regimes observed for the 101.6mm ID pipe
• Stratified smooth (SS) flow: Stratified smooth flow is characterized by the
tranquil motion of a liquid and gas phase separated by a smooth interface (no
waves!). The combined effect of gravity and density variations in the vertical
direction means that the lighter fluid always flows above the heavier one. This
segregation of fluids under the influence of gravity typically occurs in horizontal
or near horizontal orientations and is typically observed in two-phase (gas-
liquid) flows at low gas and liquid velocities. As the phases flow through the
pipe, they are not only subject to the gravitational force behind the phasial
stratification but are also affected by other forces (static and dynamic, alike)
including viscosity, surface tension, buoyancy etc. These forces are generally
more dominant in the denser phase (liquid), however the dynamic components
like frictional and inertia forces tend to progressively increase and eventually
dominate at higher gas flow rates. In the study, the Stratified smooth (SS)
flow was only present in flows at the lowest fixed superficial liquid velocity JL=
0.623(m/s) and the relatively low-to-medium superficial gas velocities JG=0.934
162
to 1.556(m/s). The flow is relatively calm and the interface between the two
phases remained smooth through the gas increase. This flow regime was not
observed at any other superficial liquid flow rate except JL= 0.623(m/s).
• Stratified wavy (SW) flow: The consequence of gas flow rate increase in
stratified smooth (SS) flow is the emergence of stratified wavy (SW) flow.
This transition occurs beyond a given threshold when waves gradually develop
on the previously smooth (gas-liquid) interface through a Kelvin-Helmholtz
Instability mechanism. This transition leads to the formation of waves on the
fluid boundaries with the waves traveling in the direction of flow. This results
in an increase in interfacial stress and turbulence energy at the fluid boundary.
About 75% of the flow regimes observed for the flow conditions investigated were
identified as Stratified wavy (SW) flow. When the superficial liquid velocity was
held constant at the following values i.e. JL=1.245(m/s), 1.556(m/s) and 1.867
(m/s) and superficial gas velocities (JG) increased from minimum (0.311m/s) to
maximum (2.490 m/s) values in step-wise increments, the Stratified wavy (SW)
flow regime was observed in each case. It was also observed when the liquid
phase was introduced at all the other superficial liquid velocities (fixed) and the
gas incrementally varied as before, stratified wavy flow was observed in only
50% of the gas/liquid combinations.
Figure 6.3: Stratified Smooth (SS)
flow
Figure 6.4: Stratified Wavy (SW)
flow
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• Elongated Bubble (EB) flow: Elongated bubble flow share similarities with
plug flow, though somewhat distinct in characteristic. They also share some
physical similarities with slug flow though they are characteristically different
in respect to their velocity and effect on pressure drop [11]. The elongated
bubble has been characterized as having three regions: the bubble front (nose),
the bubble tail, and the bubble body [12]. These elongated bubbles appear
irregularly though intermittently between liquid slugs. The combination of the
bubbles and continuous (liquid) phase above which it is floating in is what is
here referred to as Elongated Bubble flow. Unlike the traditional plug flow where
plugs of the dispersed phase cover a large portion of the pipe, the elongated
bubble is spread wider and floats higher above the liquid below. The continuous
phase (liquid) under the elongated bubble is tranquil. This contrasts with slug
(SL) flow where a stream of turbulent and chaotic small diameter bubbles is
generated within the continuous (liquid) phase below and travel under the tail
and nose of the gas slug, i.e. the liquid the liquid slugs entrain a stream of small
gas bubbles. Elongated bubble was observed only at a few flow conditions in
the study. It was present only at a combination of low superficial liquid and
low superficial gas velocities:JL= 0.622 (m/s) and JG=(0.311 to 1.245) m/s and
JL=0.934 (m/s) and JG=(0.311 to 0.623)m/s
Figure 6.5: Parts of an Elongated bubble [JL=0.62 m/s & JG=0.31 m/s]
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• Slug (SL) flow: Slug flow is one of the most prevalent flow regimes in gas-liquid
flow. It occurs in all pipe orientations (horizontal, inclined and vertical). It exists
over a wide range of flow rates in the horizontal orientation. It is characterized
by relatively large gas pockets(also known as Taylor bubbles), separated by
intermittent liquid slugs. A unique characteristic of the slug flow observed in
this study (at certain flow rates) was the presence of small bubbles coalescing in
front of the large gas pockets. These break-away bubbles appear to be residuals
from the wake of preceding large gas pocket. Another notable feature of this
flow is the entrained turbulent gas bubbles twirling in the liquid slug below
the gas pocket. Unlike what obtains in vertical flow where slug flow features
axially symmetrical, bullet shaped gas pockets, the gas pockets in horizontal and
inclined flows are asymmetric, usually rising to the upper part of the pipe, with
the degree of asymmetry dependent on the effect of gravity, with rise in pipe
inclination. Another very common feature of slug flow in pipes is the presence
of pulsating pressure oscillations, which when sustained for a reasonable time
often result in considerable damage to industrial equipment and facilities. In
horizontal flow, flow transition follows the following order: stratified smooth
(SS) to stratified wavy (SW) and then onto slug flow.
• Churn(CH)flow:Churn flow is an unstable, oscillatory and roiling flow pattern
that is characterized by the chaotic upward movement of irregular slugs of gas.
Though one of the least understood flow regimes, it is bounded by the slug and
the annular flow regimes. It usually appears following an increase in superficial
mixture velocity, an increase that potentially leads to instability in the structure
of the slug flow. Further increase would usually lead to a destruction of the
slug flow signaling full transition. Typically observed in vertical flow, it is also
present in near vertical flows.
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• Bubble(BB)flow: The bubble flow regime observed in this study is like the
dispersed bubble flow regime described variously in literature. It consists of
mostly small, identical, spherical bubbles that are randomly distributed in
the continuous phase. Bubble flow was observed at seven of the data points
investigated.
Figure 6.6: Bubble (BB) flow regime step-wise transformation.
Bubble flow was observed when superficial liquid velocity JL=2.801(m/s) was
kept constant and gas was varied between JG=(0.311 and 0.623). Beyond this
point a transition to Stratified wavy (SS) flow occurred. The flow transition
back to bubble flow at JL=2.801(m/s) and JG= (2.178 to 2.490)m/s. The next
sighting of bubble flow occurred at JL=2.490(m/s) and JG= (0.311(m/s) and
0.623 (m/s). The final occurrence was at a combination of JL=2.179 (m/s) and
JG=0.311(m/s). Refer to the flow transition map in Figure 6.8 for more context.
These observations show that Bubble flow occurred for this pipe diameter at a
combination of high superficial liquid velocities and high superficial gas velocities
or a combination of high superficial liquid velocities and low superficial gas
166
velocities. It was observed that at lower gas flow velocities, the bubbles seemed
to converge at the upper half of the horizontally oriented pipe. The packing
density of the bubbles increased with increasing gas flow velocities. At a flow
conditions involving a combination of high superficial liquid velocities and high
superficial gas velocities, it was observed that not only did the packing density
proportionally increase, the bubbles became indistinguishable and more dispersed
within the flow. Refer to Figure 6.6.
6.5 Flow regimes by orientation angles & flow velocity
An analysis of all the flow regimes observed was performed. Slug (SL) and Bubble
(BB) flows were found to be the most dominant flow regimes. The analysis shows
a snap-shot of the flow regimes and at what orientations and superficial gas/liquid
velocities (JL & JG) at which they occurred.
Table 6.1: Break-down of flow regimes at all orientations (0° to 75°)
Typical vel.(m/s)
Regime No.1 Angle2 Air Water
Stratified smooth (SS) 3 0° 0.93-1.56 0.62
Stratified wavy (SW) 53 0° to 15° 0.31-2.49 0.62-2.80
Elongated Bubble (EB) 20 0° to 15° 0.31-1.245 0.62-1.56
Slug (SL) 121 15° to 60° 0.31-2.49 0.62-2.80
Churn (CH) 17 15° to 30° 0.31-2.49 0.62-2.49
Bubble (BB) 170 0° to 75° 0.31-2.49 0.62-2.80
1 Number of observations
2 Angle of orientation (from horizontal)
6.6 Flow regime mapping
The flow regime map is a simple yet very powerful tool for predicting expected
flow regimes for different flow conditions. It has important implications for both the
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design and operation of multiphase flow systems. The flow regime maps discussed in
this section are based on the experimental visual data (videos & pictures) collected
for the two-phase (air/water) flow through a 101.6mm pipe at different orientations.
This is important to reiterate because flow regimes maps are generally not applied
across a wide range of flow conditions because they are usually developed under
specific experimental conditions. Hence they are most useful for flow conditions that
mirror those of conditions under which they were developed. They are generally not
all-encompassing or generic. The flow regime maps discussed in this section provide
insight into the effect of pipe orientation on the emergence of flow regimes and the
transitions that occurs between different them. It also demonstrates under what
conditions these transitions occur. The flow regimes that appear at the various flow
conditions are a function of the superficial gas/liquid velocities (or flow rate, as the
case may be), their direction (upward flow in this case), the pipe size and finally, the
pipe orientation.
6.6.1 Flow regime maps for horizontal & inclined pipes
For completeness, flow regime maps for all the inclined orientations were developed
using Superficial gas & liquid velocities (JG & JL) as mapping parameters. The
morphology of each flow regime is dependent on the interaction between some of the
forces that have been discussed earlier: gravity, buoyancy and inertia. These forces
re-align with increase in orientation angle. A case in point is that gravitational forces
increases with increasing orientation angle, eventually attaining its highest magnitude
at the vertical orientation. These changes lead to flow regime transitions and the
result is the flow regime map depicted in figure (6.8).
Horizontal Flow: It was found that Stratified Smooth (SS) flow regime existed at
very low superficial liquid velocity (JL). A transition to Stratified Wavy (SW)flow
occurred with increasing gas and liquid velocities. Though slug (SL) flow was not
observed at for horizontal flow, the stratified wavy (SW) flow dominated for most flow
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conditions tested as shown in Figure (6.7).
Figure 6.7: Flow regime map for the 0° (horizontal) orientation
Inclined Flow: A shift in the observed flow regimes was observed with increasing
inclination angle. At 15° much of the Stratified flow regimes had shifted to Slug (SL)
flow. This shift was sustained up to 30° inclination at which point all of the elongated
bubble (EB) and Stratified wavy (SW) had completely disappeared and ceded ground
to Slug (SL) flow. Intermittent (Elongated bubble, stratified wavy and Slug) flow
regimes were found to be dominant in all pipe orientations between 0° and 45° (from
horizontal). This finding agrees with the conclusions of Kokal, S.L and Stanislave
(1989) [13]. However at higher inclination angles (60° & 75°), dispersed (Bubble) flow
was found to be dominant. Transition from elongated bubble (EB) to slug (SL) flow
regime was observed almost exclusively at low superficial gas and liquid flow velocities
and only at pipe orientations (0° to 15° from horizontal). For practical application,
these results suggests that a pipe of this size carrying a two-phase (water/gas) mixture
is best operated outside the (15° to 45°) window. This is because of the expected
pressure loss due to the dominance of slug (SL) flow at almost all flow conditions
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within that inclination range. Slug (SL) flow is reputed for generating relatively high
pressure losses and potential damage to equipment [14–16]. If a consideration is to
be given to the pipe at the 45° orientation, then the two-phase fluid needs to be
transported at a combination of high superficial liquid velocities (JL) and at any
superficial gas velocity (JG).
Figure 6.8: Flow regimes observed at different pipe orientations
6.7 Comparisons with published flow regime maps
To highlight the effect of pipe size on flow regime, the flow regime maps of a 101.6mm
ID (developed from this study) and that of a 150mm ID pipe study by Oddie et al [10]
were compared. In the first case a water-air mixture was used as working fluid. In
the second case, a water-nitrogen mixture was used. Give that nitrogen gas (density
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1.251 g/L at STP) is approximately 3% lighter than air, the expected variation in the
(water-nitrogen) mixture characteristics would ideally be negligible compared to that
of a (water-air) mixture.
Figure 6.9: Horizontal gas-liquid
flow regime map, 101.6mm ID pipe
Figure 6.10: Horizontal gas-liquid
flow regime map,150mm ID pipe
Figure (6.7 & (6.102003) illustrate the how a step change in pipe size can result in
completely different flow regimes in a pipe. With these changes in flow regime come
changes in void fraction, pressure drop and several other parameters linked to the
hydrodynamic and thermal characteristics of a flow system.
6.8 Conclusions
The distribution of the different phases in a fluid mixture within a pipe, channel
or conduit is one of the most important defining characteristics of the flow. In this
chapter, flow regimes for different flow conditions and were determined based on
experimental data. Six (6) main flow regimes were identified: Stratified Smooth (SS),
Stratified Wavy (SW), Elongated Bubble(EB), Slug(SL), Churn(CH)and Bubble(BB)
flows. The specific flow regimes present in at different pipe orientation were also
determined and a flow regime map was developed to graphically present them.
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Pressure drop is simply the difference in fluid pressure between any two points along
a pipe. It is one of the most consequential two-phase flow parameters. An in-depth
knowledge of two-phase pressure drop is helpful for the analysis, design and operation
of many industrial flow systems. Experiments are necessary for the characterization of
two-phase flow. They are also helpful for the development, improvement and parameter
tuning of predictive tools like models and correlations. A large number of these have
been developed over the years. Experimental study of two-phase pressure drop can
be complicated by the transient nature and sometimes, insidious characteristics of
the flow. The modeling of two-phase flow is not any easier either since it requires
the introduction and tracking of twice as many fluid properties and flow variables as
compared to those required in the modeling of an equivalent single phase flow. In
this chapter, the experimental two-phase (gas-liquid) pressure data collected for flow
through the 101.6mm ID pipe at horizontal and inclined orientations are analyzed
beginning with an inventory of some of the forces acting on the flow elements at
different orientations. The three (3) main components of the total pressure drop
(frictional, gravitational and accelerational) are also evaluated. And finally the effect
of inclination on two-phase pressure gradient is appraised including some discussion
on some of the observed phenomenon in the flow that had noticeable impact on the
magnitude of pressure drop.
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7.2 Forces acting on an inclined gas-liquid flow:
The observed variation in two-phase pressure drop in pies with different orientations
can best be described by first analyzing the flow dynamics of two-phase mixtures. For
this experiment, compressed air and water were introduced into the pipe inlet through
different ports in a fluid mixer. The air stream was broken up while flowing through a
sintered porous sparger before being released into the moving water as a stream of
identical, small spherical bubbles.
Figure 7.1: Forces acting on an air bub-
ble in upward, inclined flow
Figure 7.2: Free body diagram of an air
bubble in an inclined two-phase flow
The future predicted behavior (formation, coalescence, breakup or dissolution) of
these bubbles would depend of the balance between several forces. Of the several
forces involved, three (3) are of utmost importance: gravity (Fg), buoyancy (Fb) and
inertia (Fi).
• Gravity: For upward flow, gravity is the downward directed force that constantly
attempts to counter the rise of both the bubbles and the continuous phase.
• Buoyancy: Buoyancy is the upward directed (upthrust) force exerted by the fluid
on the bubble.
• Inertia Inertia is the force that resists a change in the current velocity of the
bubbles. Its overall intent is to maintain the speed and direction of the bubbles and
175
if at rest to resist any motion and maintain the state of rest. It affects the fluid’s
momentum and is generally oriented in the mean direction of the flow. Inertia exerts
a lot of influence in larger pipes because the Reynolds number for equivalent flow is
relatively smaller in smaller pipes.
As the pipe inclination (θ) varies, the balance of these forces change. The degree of
these changes depend on several factors including fluid density, viscosity, geometric
factors (like pipe size, orientation and roughness) etc. The difference between the
density of the two phases can also have a significant impact for example in this study,
it is apparent that the density of water (ρw=998 kg/m
3) is about seven hundred
and seventy-four (≈ 800) times bigger than the density of air (ρa=1.29 kg/m3) at
approximately 25° C. Drag force (Fd) is another force worth mentioning. Its effect
on a moving bubble are two-fold. The first is an opposition to or restraint to bubble
motion due to frictional drag.It represents the resistance to the rise of the bubble due
to interfacial contact between the bubble and the surrounding fluid (i.e the continuous
phase & other bubbles in close proximity) and contact between the bubble and the
pipe wall. The second is the pressure increase that is generated in front of the bubble.
The magnitude of which is dependent on the bubble size, shape and velocity. For
example a fast-moving small spherical bubble of the sort found in bubble flow would
be affected differently than say the much slower moving elongated bubble with a front
(nose) that is less roundly shaped.
7.3 Components of the two-phase pressure drop:
The measured two-phase pressure drop is considered equivalent to the total pressure
drop. A component based analysis around precipitating factors driving the pressure
losses is a more perceptible approach to understanding the dynamics of two-phase
pressure drop. Based on insight from literature [1–3], total pressure drop is a sum
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of three main components: frictional (∆PF ), gravitational (∆PP ) and accelerational
(∆PA) pressure drop.
The components have been mathematically represented below in equation (7.1):
in terms of pressure gradient, which provides perspective about the rate of pressure






, obtained by applying
the del ∇(φ) operator to the pressure function of position, can then be expressed in
terms of the three components as below in equation (7.1). Pressure gradient provides


























The three (3) components of the total pressure drop are further analyzed below:
• Frictional pressure drop accounts for irreversible pressure losses due to fluid
friction. It is primarily the result of interfacial contact between the two phases (liquid
& gas) and the interaction between each phase with the surrounding wall (wall-gas &
wall-liquid contact). Frictional pressure loss occurs at every pipe inclination since the
referenced interaction occur at all pipe orientations. Because of these interactions,
two-phase flow tends experience considerably higher frictional pressure drop than
single phase flows operated at equivalent flow conditions using the same working
fluids. The losses occur due to the energy expended or dissipated in a bid to overcome
shear stress arising from the contacts. Many correlations have been developed for the
prediction of frictional pressure drop. Some of the factors that affect frictional drop
include geometric factors or pipe characteristics (including shape, size, roughness),
relative motion between phases and the fluid properties (viscosity, density, specific





















Where, the mixture Reynolds number (ReM) and mixture density (ρM) are used to







and ρM = {αρG + (1− α)ρL} (7.3)
• Gravitational(hydrostatic) pressure gradient is a result of elevation. It is at
it′s minimum or zero (usually ignored) in horizontal flow. It becomes proportionally







• Accelerational pressure gradient is a result of change in the momentum or
kinetic energy of the flow which is proportional to the change in the fluid veloc-
ity. It applies in all transient flow directions and can be significant in some flow
regimes. Some researchers consider the accelerational component negligible in certain
circumstances including flow through short pipe lengths and adiabatic or non-boiling
two-phase flow situations [4]. Decisions about the magnitude of accelerational pres-
sure gradient must be carefully matched to the characteristics of the flow and the
prevailing system dynamics because researchers like Hoogendorn, C.J [?] and Ma-





















Note: The pressure gradient equations listed in Eqns. (7.2), (7.4) and (7.5) are specific
to the special case of a steady state, homogeneous flow in a constant cross-sectional
area tube. This would equate to an idealized, well-mixed flow with no slippage at the
gas/liquid interface.
7.4 Pressure drop at inclined orientations
Since pressure in a pipe depends on the weight of the overlying fluid and is affected
by the changes in the elevation of the fluid, it is to be expected that any change in the
inclination angle would result in a proportional change in pressure at various points
within the pipe. While these changes might be predictably linear in a single-phase
flow (like water), the situation is a little more complicated in two-phase (gas-liquid)
flow where the pressure changes might sometimes be incongruous with change in
inclination angle. This incongruity is can be linked to the change in flow regime that
occurs in gas-liquid flows. These changes in flow regime with changing pipe inclination
angle is discussed in Chapter (6). Figure (6.8) also provides a graphical summary.
Furthermore, void fraction is a function of flow regime. Thus, the fact that void
fraction is required for the estimation of pressure drop in most pressure drop models
emphasizes the point that flow regime and void fraction have an impact on pressure
drop as pipe inclination varies. This section focuses on factors that affect pressure
drop in inclined flow and discusses the mechanisms that drive the chances in pressure
drop.
7.4.1 Factors that affect pressure drop in inclined flow:
There are several factors that affect pressure drop in the inclined orientation. Some
of these include the prevailing flow regime, void fraction, the flow rates of the phases,
the gas-liquid ratio, and the density difference between the two phases. As earlier
discussed flow regime affects void fraction. Very high void fraction would mean less
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liquid. And since pressure depends on the weight of the underlying fluid, the total
pressure in the system undergoes changes in magnitude as the void fraction changes.
Furthermore, some flow regimes types (e.g. slug flow), generate high acceleration
and deceleration of the liquid slugs leading up to steep pressure fluctuations which
sometimes results in abrupt pressure changes and instability. Changes in the flow
dynamics, driven mainly by changes in flow regime configuration also contributes to
pressure drop variations. For example, in bubble flow, bubbles tend to accumulate at
the upper part of the wall, sometimes increasing their packing density with increasing
inclination angle. The gas slugs in slug flow also become more asymmetrical and
migrate almost fully to the upper part of the pipe wall. At the same time the residence
time of the liquid becomes higher as there is more pressure on the flow to reverse its
upward direction. In concert, these factors affect void fraction and slip velocity and
have a effect on the pressure in the pipe.
7.4.2 Processes drivers & flow mechanisms
Based on the analysis of the pressure drop data, observation of the flow at various
inclination angles and information in the open literature, a number of process drivers
and flow mechanisms influencing two-phase pressure drop in inclined pipes were
identified. Some of these are discussed below:
• Frictional pressure losses: Generally, increase in gas flow rate results in friction
at the gas-liquid, gas-wall and liquid-wall interfaces, which drives up shear stress and
results in an increase in frictional pressure drop. On the other hand, gravitational
pressure drop, otherwise referred to as elevation pressure drop is a result of change in
pipe orientation angle. In theory, gravity helps downhill flow but opposes uphill flow.
These dynamics result in gravitational pressure drop decreasing in downward flow but
increasing in upward flow. It is negligible (or zero) for horizontal flow but changes
steadily with increasing pipe inclination angle. Thus at low superficial velocities in an
inclined orientation, the common net effect is the dominance of gravitational pressure
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gradient. As the flow rate increases, the net effect of the increase in frictional losses
arising from interfacial shear stress is the dominance of frictional pressure gradient.
• Flow reversal: When gas flow rate is increased steadily (at a given fixed liquid
flow rate) in a co-current flow, net upward gas & liquid flow is observed. However, as
the gas flow rate is further increased, a point (generally referred to as the flow reversal
point) is approached where the gas phase looses its ability to continue to support or
carry the liquid along with it in the upward direction. At this point, the gas sustains
its upward flow but the liquid, under the influence of the now dominant gravity force
begins to oscillate and partially fall as films around the pipe wall, creating a pseudo
counter-current flow. This momentary aberration or counter-current phenomenon
within the co-current flow is referred as as flow reversal. The penalty for flow reversal
is an observed decrease in pressure gradient (-dp/dz). Sustained increase in gas flow
rate beyond the flow reversal point can lead to a restoration of the up-flow support of
the liquid. This point of restoration is referred to as the pressure gradient minimum
point. Refer to section (7.5.2 for further emphasis and graphical illustration.
• Residence time:Depending on the prevailing flow regime at any one time, the
velocity of the liquid and gas phases can be significantly different. This difference
usually leads to slippage between the two phases. Slip ratio (or velocity ratio) is a
means of expressing the ratio of these velocities, i.e. ratio of the velocity of the gas
phase to that of the liquid phase. The slippage of one phase relative to the other can
lead to differences in the residence time of either phases in the pipe. Usually, the
velocity of the gas is nigher, consequently when in motion the gas phase tends to
lead while the liquid lags behind. In the study, it was observed that the residence
time of the liquid phase was comparatively longer than that of the gas phase at low
liquid flow rates. At high gas flow rates, the residence time of the liquid was reduced,
effectively reducing the liquid volume, hence increasing the void fraction.
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7.5 The effect of Inclination on pressure drop
This section highlights the effect of inclination angle on pressure gradient. It also
evaluates the influence of related flow factors like superficial velocity and Reynolds
number in the analysis of these effects. The analysis relies on pressure drop data
acquired at six different inclination angles between 0° and 75° and over a wide range
of flow conditions. Some of these data have been used to plot several graphs and the
results of these plots are discussed below.
7.5.1 Impact of changing superficial gas velocity (JG):
It was determined that pressure gradient at various pipe orientations has a superfi-
cial gas velocity (JG) dependency. To explore the effect of this dependency, several
sub-plots (each showing different fixed superficial gas velocities, JG) were embedded
in a plot of Pressure gradient versus Inclination angle shown in Figure (7.3). Each
point on the sub-plots represents a data point acquired at a combination of the given
fixed superficial gas velocity (JG) on that subplot and any one of the superficial liquid
velocities (JG) on the legend, by the right hand side of the plot.
The sub-plots each show the fixed superficial gas velocity (JG) at which readings
were taken for that plot. The superficial gas velocity (JG) values increased step-wise
from (JG=0.00 m/s or no gas present) to (JG=2.490 m/s). The first plot (JG=0.00 m/s)
represents a single-phase flow condition where the pipe contained liquid (water) only.
The second plot shows when gas is introduced and supplied at a superficial gas flow
rate of JG=(0.311 m/s). By the third subplot, the superficial gas flow rate had been
increased. This step-wise increase continued till the last subplot with fixed superficial
gas flow rate (JG=2.490 m/s). All pressure drop readings were taken at six different
inclinations between 0° and 75°. The orientation angles were plotted on the x-axis
while the pressure gradient was plotted on the y-axis. Refer to Figure (7.3).
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Figure 7.3: Pressure gradient dependency on Superficial vel. (JG)
• Pressure gradient at inclined single-phase flow: The first subplot in Figure
(7.3)where (JG=0.00 m/s) involves a single phase (water-only) flow. In this plot, the
total pressure gradient for all combinations of superficial velocities over the entire
pipe orientations experienced a steady but continuous decline.
The likely explanation for this is that the in situ frictional pressure drop which
was initially present at the horizontal orientation would have begun to reduce with
increasing inclination angle. This kind of decrease in frictional pressure drop is
typically driven by a tendency for liquid back-flow due to gravitational effects
resulting from pipe tilt. This damping of the fluid motion results in longer liquid
residence times and a net gain in frictional pressure drop. This net gain then
gradually counteracts gravitational pressure losses as the pipe inclination angle
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Figure 7.4: Single phase (water-
only) flow at various inclinations
Figure 7.5: Plot at minimum
(JG=0.31m/s) and various JL
increases, resulting in a pressure gradient decline with increasing inclination. (Note:
The first subplot is expanded in Figure (7.4).
• Low superficial gas velocity (JG):
A similar trend is observed in the second subplot (JG=0.311 m/s)following the intro-
duction of compressed gas into the liquid at a superficial gas velocity of JG=0.311 m/s.
But a slight variation (bumps in the otherwise smooth curve) is seem in the pressure
drop profile. This signals the presence of bubbles. However, it is clear that that
the buoyancy forces that are present with the introduction of the bubbles are not
sufficient to counteract the gravitational forces. Therefore gravitational pressure
gradient continues to dominate.
• Medium and high superficial gas velocity (JG): As the superficial gas velocity
(JG) is further increased, the dominance of gravitational pressure gradient begins to
wane due to increasing frictional pressure losses. These losses as indicated earlier
arise from growth in shear stress at the interface between the (gas-liquid) fluids
and at between the fluids (gas-wall & liquid-wall) and the pipe walls. The rise in
the dominance of the frictional pressure gradient can be seen in remaining subplots
showing (JG=0.623 m/s to 2.490 m/s ) in Figure (7.3). The full dominance of
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frictional pressure gradient can be observed at JG=2.179 m/s & 2.490 m/s. At these
subplots, pressure gradients for almost all points are trending upward.
7.5.2 Impact of changing superficial liquid velocity (JL):
When the superficial gas velocity (JG) was held constant and the superficial liquid
velocity (JL) was varied at different inclination angles, the dependence of pressure
gradient on liquid flow rate was observed.
Figure 7.6: Shows pressure gradient dependency on superficial liq. vel. (JL)
Figure (7.6) provides a graphical illustration of the observed trends. The observed
trends are further discussed in below.
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• Low-to-medium superficial liquid velocities (JL & JG): At a combination
of low-to-medium superficial liquid velocities (JL) and high superficial gas velocities
(JG), it was observed that pressure gradient increased with increasing pipe inclination
angle in the first six (6th) subplots. This increase in pressure gradient is a result
of increase in shear stress at interfacial boundaries, leading to the dominance of
frictional pressure gradient. In all of these cases, it can be implied that the dispersed
phase (bubbles) in the mixture, flowing at high superficial gas velocities (JG) provided
the necessary support to maintain the upward flow of the continuous phase through
transfer of kinetic energy.
• Flow reversal at high superficial liquid velocities: It has been suggested that
the phenomenon at play in the seventh (7th) sub-plot (JL=2.490 m/s) is most likely
flow reversal. To understand this phenomenon it would be important to note that
for each gas flow rate, there is a maximum liquid flow required to maintain the
upward co-current flow of the liquid. Beyond this equilibrium, there is a partial
fall of the liquid as films around the pipe walls. In the said seventh (7th) sub-plot
(JL=2.490 m/s) it was observed that the pressure gradient was decreasing instead of
increasing as can be seen in subplots 1 to 6. The decrease in the seventh (7th) plot
occurs because the superficial liquid velocity (JL) has risen beyond the equilibrium
point where the dispersed phase (bubbles) is unable to provide enough support to
sustain its sustained upward flow. The result (as described earlier) is that the liquid
begins to experience a partial fall in the form of films around the fluid/wall interface,
leading to a drop in pressure gradient. This is a form of pseudo-counter-current flow
that momentarily occurs in a co-current system. As the superficial liquid velocity
increases a little higher to (JL=2.801 m/s) it can be seen that the pressure gradient
begins to trend up again due to a restoration of the equilibrium due to a combined
rise in kinetic energy resulting from a higher superficial liquid velocity and support
from the dispersed phase.
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• Low superficial gas velocities (JG): It can be also be observed in all the subplots
that at low superficial gas velocities (JG), that the pressure gradients were decreasing.
These instances represent situations where the velocities of the mixtures were not
high enough to scale the frictional pressure gradient due to low shear stress at phase
interfaces leading to the dominance of gravitational pressure gradient. In each of
these cases, it is apparent that the gas velocity was insufficient to overcome the
influence of gravitational forces.
7.6 The effect of dimensionless flow rate
The total pressure gradient was plotted against the dimensionless flow rate (QL/QG)
to explore the effect of flow rate on the pressure gradient in Figure (7.7) below. The
plot highlights the pressure fluctuation experienced in a two-phase flow through a
pipe oriented at 15°. The mixture flows at a fixed liquid flow rate QL of 5.047 ×
10−3 (m/s) and variable gas flow rate in seven (7) different increments between 2.524
× 10−3(m3/s) and 2.019 × 10−2(m3). Based on experimental observation and flow
regime data collected during the experiment, two flow regime zones were demarcated
on the plot using a vertical dotted line viz. slug zone and elongated bubble zone. An
evaluation of the plot shows that at the lowest gas flow late i.e. 2.524 × 10−3(m3/s)
and four (4) subsequent data points, the elongated bubble flow regime was observed.
From the plot it can be observed that the slope is gradual. With further increase in
gas flow rate, a spike in pressure gradient characterized by a sharp slope indicative of
a steep pressure drop is observed. This characteristic is synonymous with slug flow
regime.
7.7 Pressure drop distribution across all inclination angles:
This section takes a global view of the pressure drop distribution for all flow
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Figure 7.7: Plot shows pressure variation during flow regime transition
conditions across the various inclination angles (θ=0°, 15°, 30°, 45°, and 60° and
75°). Details of this distribution are provided in Table (7.1). Two of the relevant
distributions (maximum & minimum pressure drops are addressed).
7.7.1 Maximum pressure drop:
The maximum pressure drop occurred at a combination of the highest superficial
gas velocity (JG=2.490 m/s) and the lowest superficial liquid velocity (JL=0.623 m/s):
a point with a bubble (BB) flow regime. Generally in co-current flow, the gas normally
flows much faster than the liquid. Typically air bubbles traveling in a two-phase
(gas-liquid) mixture possesses total kinetic energy (E). As this energy is injected into
the continuous phase (liquid), it is converted and transferred into the potential energy
of the fluid and quickly transformed into kinetic energy. During its passage through








Where, ρL, VL, g, α and h are the density of the liquid, volume of the liquid, acceleration
due to gravity, void fraction and height of the pipe, respectively
Table 7.1: Pressure drop distribution across all pipe inclination angles
Pipe orientation angle













Maximum 0.755 0.989 1.640 2.047 2.415 2.317
Minimum 0.066 0.025 0.002 0.000 0.000 0.000
Mean 0.347 0.371 0.406 0.478 0.513 0.551
Median 0.319 0.301 0.229 0.254 0.192 0.184
STD 0.177 0.279 0.444 0.565 0.658 0.677
With even higher velocity at source, the gas expands faster, transfers energy and
helps further accelerate the liquid. One of the consequence of the high gas and low
liquid flow rates, respectively is that the interfacial (gas-liquid) stress and fluid-wall
(gas-wall & liquid-wall) stress rises exponentially. The result is a very high frictional
pressure loss. Similarly, a high gravitational (hydrostatic) pressure drop is attained
because of the rather high inclination angle (75°). The combined effect of these two
pressure drop accounts for the high total pressure drop observed at the referenced
data point.
7.7.2 Minimum pressure drop:
Minimum pressure drop is observed at low superficial liquid flow rates: JL=0.623
(m/s) and 0.934 (m/s) single phase (water-only flow). It was observed that pressure
drop decreased with increasing inclination, until the minimum pressure drop (No
pressure) drop was attained at 45°, 60° and 75°. Because of the low flow rate, the
frictional pressure drop is expected to be low. Though the gravitation pressure drop is
expected to increase with increasing inclination, it seems obvious that the static head
of the liquid, would lead to some falling liquid films on the pipe walls and a damping
of the frictional pressure drop given that the the kinetic energy typically available for
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transport support of the liquid in a two-phase (gas-liquid) flow is absent in this case
(no bubble: single phase flow). The summation of the interaction of all these forces is
what would have led to a net pressure drop of zero at the data points.
7.8 Conclusion
Pressure drop, like flow regime and void fraction is a very important parameter that
shapes two-phase flow behavior. All three factors affect one another and jointly
determine the characteristics, performance and attributes of two-phase flow systems.
Frictional, gravitational & accelerational pressure drops were identified as three distinct
components of total two-phase pressure drop. Gravity, buoyancy, and inertia were
also identified as the three main forces that influence flow behavior in an inclined pipe.
The effects of velocity, flow rate and inclination on pressure drop were explored. It was
determined that the effects of these factors are not always linear. Several mechanisms
that drive pressure drop changes were discussed. Frictional pressure losses result from
shear stresses at the interfacial boundaries between the phases (gas-liquid) and the
phases and the pipe wall (gas-wall & liquid-wall). Increase in these stresses leads to the
dominance of frictional pressure drop. On the other hand, gravitational pressure drop
dominates with increasing inclination angle at low gas & liquid velocities. A sudden
reversal in the direction of the liquid phase (flow reversal) at given flow conditions can
result in a decrease in pressure gradient. Other factors that can play a role in pressure
gradient changes include gas/liquid residence time within the channel as well as the
prevailing flow regime. Flow regimes like slug can trigger sudden pressure fluctuations
that are not common with other flow regimes.
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Aside from flow regime, void fraction is perhaps the next most important factor central
to gaining the most knowledge about two-phase flow behavior. It features prominently
in engineering and industrial decision making around pipe and equipment sizing for
two-phase flow applications. It plays a crucial role in calculations central to the
metering, transportation and storage of multiphase mixtures. Serious loss of revenue
can result from inaccurate product measurements due to incorrect void fraction values.
Because of its relevance for everything “two-phase flow”, the quantification of void
fraction and its overall behavior in different geometric configurations can be of great
significance. The Wire-mesh Sensor (WMS) was used for the measurement of the
cross-sectional void fractions. This was carried out at different pipe inclinations
(horizontal and Inclined) by systematically varying the gas flow rate for different liquid
flow rates.
The rest of this chapter would be dedicated to analyzing the data acquired from the
wire-mesh sensor (WMS) during the experimental campaign. The analysis would focus
on evaluating the effect of variations in phase (air & water) flow rates, flow regime
and pipe inclination on gas void fraction. The nexus between the three parameters
would also be further explored.
192
8.2 Void fraction measurement & data analysis:
A (32× 32) electrode, conductivity-type wire-mesh sensor (WMS) was applied for
the measurement of void fraction characteristics of the subject two-phase flow through
horizontal and inclined orientations. Further information on the Wire-mesh technology
including its origins, how it works and the calibration procedure were discussed in
Chapter (5). During the experiments, measurements were carried out at different
gas/liquid (air/water) combinations as listed in Test matrix in Chapter (4). The WMS
signals are acquired using the WMS200 electronics. they are then transferred to a
desktop computer where the data is processed and stored. The output data comes in
the form of a 3D matrix V(i,j,k) of digital signals that is proportional to the local
fluid conductivity at each element. Recall that the indexes i & j refer to the sensor
transmitter and receiver wires, respectively, while k represents the time index. This
data is encoded with a rich cache of information (including void fraction , bubble size
distribution, time history etc.) that can be used to characterize the flow. However, this
information must be extracted with the relevant post-processing application before
the data can be of any relevance. The Wire-Mesh Sensor Framework application was
the post-processing application of choice in this study. As part of the post-processing,
the measurement data and calibration data were used to estimate different elements of
the measured void fraction including the Instantaneous local and cross sectional void
fraction, the time averaged cross-sectional void fraction as well as the void fraction
time series.
The local instantaneous void fraction is calculated from:
α(i, j, k) =
V ∗(i, j, k)− 1
a(i, j)
+ 1 (8.1)
Where a(i,j) represents the geometrical weight factor. The average local void fraction
determined from the time history is given by
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α(i, j, k) (8.2)











α(i, j, k) · a(i, j) (8.3)
(kT) is the total number of measured frames. The data is usually acquired at a given
frequency. All data acquired from the WMS during the experimental campaign were
acquired at an acquisition frequency facq and fixed observation time, TT of 2500(Hz)
and 60sec., respectively. Given that (kT)=facq · TT. It follows that a total of 150,000
measured frames were acquired per data point.
8.3 Void fraction distribution across all pipe inclination an-
gles:
As can be seen in table (8.1) the maximum void fraction was observed at the
horizontal orientation (0°). It begins to decrease steadily until at (60°) when it begins
to increase again. Unlike what occurs in inclined orientation, where the residence
time of liquid increases, it is normal in the horizontal orientation, since there is no
back-flow of the liquid phase due to gravity. Furthermore, due to density difference,
and the effect of gravity, the liquid phase is continually experiencing a downward pull
which promotes the lower residence time for the gas phase. It is for the same reason
that most flow regimes in the horizontal orientation are stratified. For all of these
reasons, it is therefore understandable that the void fraction values are higher at the
horizontal orientation. But at higher inclination angles, i.e. (60° and 75°), the void
fraction begins to increase because the flow regimes are predominantly bubble, the
liquid residence time reduces and and the dominance of the gravitational effect is
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Table 8.1: Void fraction distribution across all pipe inclination angles
Pipe orientation angle







on Maximum 0.580 0.474 0.481 0.474 0.499 0.514
Minimum 0.019 0.028 0.029 0.032 0.050 0.045
Mean 0.219 0.204 0.215 0.212 0.224 0.248
Median 0.172 0.169 0.192 0.193 0.205 0.239
STD 0.154 0.114 0.119 0.118 0.115 0.112
greatly diminished.
8.4 The effect of Inclination on void fraction:
The effect of inclination on void fraction was analyzed under different conditions. It
was determined that inclination has significant effects on void fraction. The difference
in density between the two phases and gravitational effects were key factors. Some of
the conditions evaluated a discussed below.
8.4.1 Variation in phase (gas/liquid) flow velocities:
In upward flow, the liquid at the base of the pipe moves slower than that for a
corresponding flow condition in the horizontal orientation because of density variations
and gravitational effects. This results in a higher residence time for the more dense
liquid phase giving rise to liquid accumulation (high liquid holdup, and therefore lower
void fraction) in the channel.
While the gas phase would attempt to push the liquid forward, the current
operational condition would determine what happens to the liquid. If the gas phase is
not high enough, the liquid is most likely to stagnate. Figure 8.1 shows conditions
where the superficial velocity of the gas phase (JG) was held constant and the superficial
liquid velocity (JL) was increased, step-wise. It can be seen that generally, increase in
the superficial liquid velocity results in even more liquid accumulation and consequently,
lower void fraction at almost all flow conditions and inclinations studied. Higher
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Figure 8.1: Plot of void fraction (α) vs superficial vel.(JL) at fixed (JG) ( 0° to 75°)
superficial liquid velocities (JL) showed even steeper decline in void fraction values
( high liquid accumulation or liquid-hold up values). The penalties for high liquid
accumulation are high slippage energy dissipation and large hydrostatic pressure losses.
Conversely, when superficial liquid velocity (JL) was held constant and superficial
gas velocity (JG) was steadily increased, it was observed that the void fraction (less
liquid accumulation) increased for almost all flow conditions and inclinations observed.
Refer to Figure 8.2 for a graphical illustration of the findings. In this figure it can be
deduced that the inertia of the liquid would be overcome by increasing gas velocity
resulting in lower liquid accumulation and therefore higher void fraction. Observe
that at the void fraction was highest at the combination of the lowest fixed superficial
liquid velocity (JL=0.623 m/s) and steadily increasing superficial gas velocity (JL=
0.311 m/s to 2.490 m/s). As the superficial liquid velocity (JL) increased, a decline in
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Figure 8.2: Plot of void fraction(α) vs Superficial vel. (JG) at fixed (JL) (0° to 75°)
void fraction values can be observed.
8.4.2 The effect Inclination angle on void fraction:
Variations in void fraction values were observed with change in pipe inclination
angle. Figure 8.3 highlights the sensitivity of void fraction to tilt. The void fraction
decreased with increasing Superficial liquid velocity (JL). This can be explained by
the fact that increase in JL would result in more liquid volume in the pipe and higher
residence time and consequently less void fraction.
8.5 Void fraction models and correlations
Void fraction is a very important parameter for two-phase flow modeling. Because
experiments cannot be routinely performed to acquire void fraction data for every
design need, various correlations and models that can instantly predict or estimate
expected void fraction have been developed and are available in the open literature.
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Figure 8.3: Plot of void fraction (α) versus Superficial vel. (JL) (0° to 75°)
There are literally hundreds of models and correlations available in the open literature.
Most correlations have operational restrictions that limit their application to a narrow
set of conditions. Some of these limitations are related to fluid properties, flow
conditions, geometric parameters (pipe shape, size or orientation) and related factors.
While a lot of void fraction correlations are flow regime independent, many flow
regime dependent void fraction models & correlations exist. Further more, issues of
accuracy also exist within each correlation or model category. Because of these realities
researchers and engineers alike, are faced with the onerous challenge of choosing the
right correlations among several competing alternatives. Because of the obvious need
for guidance and clarity on the strengths and weaknesses about various correlations,
it has been a standing practice for various correlations to be compared with each
other against available experimental data. Results from such comparisons are usually
available in the open literature for quick decision-over the years.
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8.5.1 Case study: Comparison of void fraction correlations
One of the more recent excellent comparisons of void fraction correlations was the
one performed by Woldesemayat and Ghajar [1]. Their goal was to find simple yet
powerful void fraction correlations that can acceptably predict most of the openly
sourced experimental data without resorting to any mathematical complexity. As a
necessary condition, the void fraction data to be evaluated must have been collected
at a variety of inclination angles and flow regimes. In their work, they compared 68
void fraction correlations against 2845 experimental data points from a variety of
sources [2–9].
Table 8.2: Woldsemayat & Ghajar’s data sources
Source ID(mm) Orientation Data Fluids Method2
Eaton 52.5 & 102 H 237 Nat.gas-water QCV3
Beggs 25.4 & 38.1 H,V,I1 291 Air-water QCV
Spedding & N. 45.5 H,V,I 1383 Air-water QCV
Mukherjee 38.1 H,V,I 558 Air-water C.Probe5
Minami & Brill 77.9 H 54 & 57 (A-W),(A-K)3 QCV
Franca & Lahey 19.0 H 81 Air-water QCV
Abdul-Majeed 50.8 H 83 Air-water QCV
Sujumnong 12.7 V 101 Air-water QCV
1 Pipe orientations: Horizontal(H), Vertical(H) and Inclined(I)
2 Measurement method or technique
3 (Air-water), (Air-Kerosene)
4 Quick closing valves.
5 Capacitance probe
The choice of void fraction correlation was spread around four different type
categories (viz. Slip ratio correlations, KεH correlations, Drift flux correlations and
General void fraction correlations) based on the recommendations of Vijayan et al
(2000) [10]. Experimental data, openly available in literature was also collected.
A breakdown of the data by sources, pipe size & orientation, working fluids used
and data collection technique or method is given in Table (8.2). After extensive
comparison, six (6) [11–16] of the sixty-eight (68) correlations emerged as the best
performing and ideal match based on the study criteria (viz. total number of data
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points accurately predicted and relative consistency in performance). Table (8.3)
highlights the percentage of accurate data point predictions (within three error bands)
for the correlations against the 2845 experimental data points. Please note that all
the data in this table were sourced from the work of Woldesemayat and Ghajar [1].
Five (5) of the six (six) best performing correlations were developed based on the
drift flux model. A general expression for void fraction correlations based on drift flux
model is given in Equation (8.4) below.
Table 8.3: Accurately predicted data points within error bands
±5% error ±10% error ±15% error
Data1 (%)2 Data1 (%)2 Data1 (%)2
Morooka et. al. [11]3 1065 37.4 2137 75.1 2427 85.3
Dix [12]3 1597 56.1 2139 75.2 2363 83.1
Rouhani [13]3 1082 38.0 2059 72.4 2395 84.2
Hughmark [14]3 1082 43.7 2003 70.4 2322 81.6
Premoli [15]3 1244 57.8 2084 73.3 2304 81.0
Filimonov [16]3 1643 48.1 1953 68.6 2294 80.6
W. and Ghajar [1]4 1718 60.4 2234 78.5 2436 85.6
1 Number of data points used
2 Percentage (%) of data points correctly predicted
3 One of six (6) recommended void fraction correlations
4 The new, improved, recently developed void fraction correlation
Woldesemayat and Ghajar [1] recommended three (3) of the five (5) Drift flux based,
best performing correlations. They also improved on one of the better performing
correlations by Dix [12] through systematic tuning of some parameters.
The result was that an additional 121 points were captured within the 5% error
band, making this improved correlation (we can now call this the Woldesemayat and
Ghajar correlation), the best performing of all sixty-eight (68) correlations. This new




Co(JG + JL) + vGM
(8.4)
Where (Co) in eqn. (8.5) and (vGM ) in eqn. (8.6) represent the two-phase distribu-
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The analysis of the performance of the Woldesemayat & Ghajar correlation [1]
compared with the other six (6) top performing correlations can be seen in Table (8.3).
8.5.2 Correlation validation using experimental data
Though experimental void fraction data from flow through a horizontal 101.6mm
(4-inch) ID pipe was used in the improvement of this model [Refer to Table (8.2)], no
data from inclined flow from the same pipe size was used.
Thus, given the impressive results recorded by Woldesemayat and Ghajar [1], in
their improved correlation, it was decided that a comparison of the experimental
data (inclined flow) from in this study against the correlation results would be
useful in determining how accurately the correlation is able to predict the given
data. The comparisons were performed at performed at three (3) different pipe
inclination angles (15°, 30° & 75°). Figure (8.4) shows the results for the comparisons
of the 15° experimental data (cross-sectional void fraction) against the calculated
results from Woldesemayat and Ghajar’s correlation [1]. The plots show that the
correlation predicted the data reasonably well with some considerable deviations at
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Figure 8.4: Experimental vs. calculated void fraction data (θ=15°) [1]
higher superficial flow rates (JL). The correlation seemed to have predicted the data
better at medium superficial liquid flow rates: JL=1.556(m/s) & 1.868(m/s).
Similar results were observed in Figure (8.5) where cross-sectional data from the
30° inclination angle were compared with correlation data. The best performing results
can be observed at fixed superficial liquid flow rates: JL=1.245(m/s) & 1.556(m/s).
The best overall performance was observed in the correlation data comparison with
experimental (cross-sectional void fraction) data from flow at 75° inclination angle.
Refer to Figure (8.6) for a plot of the experimental versus calculated data. The
calculated data appears to have correlated well with experimental data at almost all
flow conditions.
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Figure 8.5: Experimental vs. calculated void fraction data (θ=30°) [1]
Figure 8.6: Experimental vs. calculated void fraction data (θ=75°) [1]
203
8.6 Conclusion
Void fraction is one of the most consequential flow parameters required for the
characterization of two-phase (gas/liquid flow). In this study, the wire-mesh sensor,
which is an advanced high-speed imaging instrument and measuring device that has
been used by several researchers to acquire void fraction data was used to determine
the void fraction of two-phase flow at various flow conditions and six (6) different
inclination angles. The void fraction data was interrogated and its behavior under
different orientation angles and flow conditions was analyzed. Increase in superficial
liquid velocity resulted in liquid accumulation in the pipe and consequently, lower void
fraction at almost all flow conditions and inclinations studied. Conversely increase
in superficial gas velocity resulted in increase in void fraction for almost all flow
conditions and inclinations observed. The experimental data was also used to validate
the Woldesemayat and Ghajar [1] void fraction correlation. Good agreement was
observed between the correlation results and the experimental data for the different
pipe orientation angles investigated.
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Chapter 9
General discussions & summary
In this report, an experimental campaign was conducted with the goal of better
understanding the behavior of two-phase flow through a pipe at different orientations
(horizontal & inclined) and flow conditions. As part of this mission quality data
of different flow parameters were collected and analyzed. To achieve this a test rig
was designed, fabricated and commissioned. By careful selection of appropriate flow
instrumentation and appropriately designed protocols and procedures, the experimental
campaign was successfully completed. This chapter provides the summary of the work
and some of the results.
9.1 Summary of Findings:
• Flow regimes: Flow regimes are usually specific to the systems that produce them.
For this study six (6) main flow regimes were observed. The flow regimes include:
Bubble (BB), Elongated bubble (EB), Stratified smooth (SS), Stratified wavy (SW),
Slug (SL) and Churn (CH) flows.
• Flow regimes affect behavior of systems: Flow regimes affect the hydrody-
namic and thermal (if applicable) behavior of two-phase flow systems. They achieve
this because of their influence on key flow parameters like void fraction and pressure
drop. Throughout out this report the influence of flow regime was can be seem in
the several changes in void fraction nd pressure gradient profile.
• The influence of two-phase pressure drop components: Gravitational pres-
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sure drop dominates at low gas flow rate. Frictional pressure drop dominates with
increase in gas flow rate. Accelerational pressure drop is a result of phase change or
momentum change but its exact magnitude can be more complicated to determine. In
literature most researchers [1] working on adiabatic systems have mostly considered
it negligible, given certain conditions: short pipe lengths and adiabatic or non-boiling
two-phase flow. However, it is the view of this author that its impact would likely
be large in slug flow for the 101.6mm ID pipe due to the piston-like compressive
effect that occurs when gas is trapped between liquid slugs. Hoogendorn, C.J [?] and
Magiros and Dukler (1961) [2] reported accelerational pressure drops as high as 14%
and 50% respectively. Further investigation is required in this area.
• Support of upward liquid transport: The maximum pressure drop occurred at
a combination of the highest superficial gas velocity (JG=2.490 m/s) and the lowest
superficial liquid velocity (JL=0.623 m/s) investigated. At the highest superficial gas
velocity, the gas possesses total kinetic energy (E) which it eventually transfers to
the liquid. As this energy is injected into the continuous phase (liquid)it is converted
and transferred into the potential energy of the fluid and quickly transformed into
kinetic energy which sustains the upward flow of the liquid. This high in kinetic
energy leads to friction at the interfaces of the phases and increases pressure drop.
At a superficial (gas-liquid) velocity where the gas is unable to support the liquid,
flow reversal occurs.
• The dynamics of inclined two-phase flow In co-current flow gas moves faster
than liquid and supports liquid transport. The amount of time a phase spends in
the channel (Residence time) can depend on fluid property, flow rate or inclination.
Generally at fixed liquid flow rate, pressure gradient increases as gas flow rate
increase. However, (as discussed earlier) at a given combination of gas and liquid
superficial velocity, the kinetic energy transferred from the gas to the liquid is
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unable to adequately support continued upward transport of the liquid leading to the
domination of the gravitational pressure drop and a decrease in the pressure drop in
a phenomenon identified as flow reversal.
• Pressure gradient at various inclinations: The response of pressure gradient
to change in inclination angle is not linear or uniform. Its increase or decrease is
dependent on the prevalent combinations of superficial velocities or flow rates of
the gas and liquid phases. Specific details about these variations can be found in
Chapter (7)
• Void fractions at various inclinations Void fraction decreased with increasing
superficial liquid velocity (JL) at all pipe orientations investigated. Further details
available in Chapter (8)
• Void fraction at various superficial velocities At fixed superficial liquid ve-
locity, void fraction increased with increasing superficial gas velocities. The reverse
was the case when superficial gas velocity was held constant and superficial liquid
velocity was steadily increased. These trends were sustained at all inclination angles
investigated.
9.2 Key contributions:
• Generated data: One of the most critical contributions of this work is the
generation of quality two-phase flow data. Data was collected for three (3) main flow
parameters (i.e. Pressure drop, void fraction & flow regime). Data was collected
at six (6) pipe orientations [0°, 15°, 30°, 45°, 60°, 75°]. All the given inclination
angle were referenced to the horizontal. Details about the test matrix, properties
of the working fluids and the flow conditions are all provided in Chapter (4). Good
results were obtained when the experiential void fraction data was compared with
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data from the Woldesemayat & Ghajar correlation [3]. The data collected can be
of useful practical application in the development and improvement of two-phase
flow correlations and models. They can also be used for parameter tuning and the
validation of numerical models.
• Developed flow regime maps: As part of this work, flow regime maps specific
to two-phase (water-air) flow through a 101.6 mm (4 inch) ID pipes were developed.
Regime maps for all pipes orientations studied were created. These maps can be found
in (6). Flow regimes are generally system specific. They vary with pipe geometry
(size & orientation), the physical properties of the fluids, the flow orientation, the
energy condition (adiabatic or diabatic) and the flow parameters. Though the
author is aware of some flow regime maps for upward two-phase (water-air) flow
through a 101.6 mm ID pipe, he has no knowledge of the existence of flow regime
maps for inclined orientations spanning the inclination angles for which flow regime
maps were developed in this study. Notwithstanding their technical and industrial
relevance, there are relatively much fewer experimental studies focused on flow regime
observation in inclined tubes.
• Behavior of flow parameters at various inclination angles: The study pro-
vided new insight into the behavior of two-phase flow parameters (pressure drop, flow
regime & void fraction) at various inclination angles. Details of these findings are
provided in Chapters (6, 7, 8) where the variation of the different flow parameters
are analyzed. These findings might be of interest to system designers and operators
interested in upward, two-phase, horizontal and inclined flow.
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9.3 Recommendations and future work:
• Numerical modeling: It would be useful to develop numerical models (CFD-
based analysis) around the hydrodynamic behavior of two-phase flow through the
various pipe inclinations investigated. Results from the experiment can then be used
to validate these. It would be interesting to see how accurately the models are able
replicate the results obtained from the experimental work.
• Validation of two-phase flow correlations & models: Though a limited
validation work was performed in Chapter (8), it would be useful work to perform a
an extended validation work on several correlations and models using the experimental
data to see which of the models and correlation best predict the data. This can
be useful work as it might provide help for researchers and practitioners looking to
make informed decision about choice of correlations or models for their work. Thus
validation of various two-phase flow models and correlations would be useful future
work.
• Model development A follow-up work after validation of models & correlations
would be the potential development of new or improved models using the experimental
data. The validation of existing models can provide insight into areas of improvement
as was the case with the development of the Woldesemayat & Ghajar [3] correlation.
This model development effort started with the validation of several correlations but
culminated in the development of a new and improved correlation.
• WMS based flow studies: More in-dept study of two-phase flow using exper-
imental WMS data would be useful. Recommended areas of future study would
include flow visualization studies, in-depth study of local flow processes at transition
boundaries and study of interfacial structures. Other subjects of interest would
include study of bubble size measurement, bubble velocity & bubble distributions,
void fraction profile studies and evelauation of the effectiveness of Dual sensor WMS
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as a useful flow meter or velocity measurement device.
• Accelerational pressure drop: Contrary to several claims in the literature, it
does appear that it might indeed by incorrect to assume that Accelerational pressure
drop is negligible especially in intermediate and large diameter pipe. Further experi-
mental investigation to determine the actual magnitude or approximate percentage
contribution of accelerational pressure drop to the total pressure drop in a two-phase
(gas-liquid) system would be a useful study.
• Local process identification: The next leg of the study will provide insight into
local processes involved in the dynamics of gas-liquid interfaces including flow regime
transitions and the development of interfacial structures in two-phase flow as applied
to 101.6mm ID pipes. It has been determined in some quarters that reliance on
flow regime maps and static transition criteria is hardly enough for two-phase flow
modeling. Some of this information available from this study might be of value to
model developers.
9.4 Conclusion:
The understanding of the hydrodynamic behavior of two-phase (gas-liquid) flow and
the collection & analysis of flow data at various orientations is important for the
development of flow analysis tools, protocols, models and correlations useful for the
design and operation of two-phase flow systems. The experimental campaign conducted
in this study was directed at these goals. This dissertation provide the findings from
that campaign. It is hoped that the data collected from this study would be a valuable
addition to the two-phase flow data base and that the results achieved will be both
useful and valuable to researchers, designers and operators of two-phase flow systems.
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