Observers categorized perceptual stimuli when the category costs and benefits were manipulated across conditions, and costs were either zero or non-zero. The cost-benefit structures were selected so that performance across conditions was equivalent with respect to the optimal classifier. Each observer completed several blocks of trials in each of the experimental conditions, and a series of nested models were applied to the individual observer data from all conditions. In general, performance became more nearly optimal as observers gained experience with the cost-benefit structures, but performance reached asymptote at a sub-optimal level. Observers behaved differently in the zero and non-zero cost conditions, performing consistently worse when costs were non-zero. A test of the hypothesis that observers weight costs more heavily than benefits was inconclusive. Some aspects of the data supported this differential weighting hypothesis, but others did not. Implications for current theories of cost-benefit learning are discussed.
Everyday we make important decisions based on uncertain information. For example, we might decide to "bring" or "not bring" an umbrella to work based solely on uncertain predictors of rain, like the degree of overcast. This is a categorization problem because there are many degrees of overcast that one might observe, but only two potential decisions. There might be no or a few clouds, and we might decide "not to bring" an umbrella to work, or there might be many or a sky full of clouds, and we might decide "to bring" an umbrella to work. Often the costs and benefits associated with each categorization decision are different. If we bring an umbrella and it rains we benefit by staying dry; the benefit might be greater if we are wearing a suit than if we are wearing a t-shirt and jeans. If we fail to bring an umbrella and it rains we get wet. This cost might be greater if we are wearing expensive clothes. Costs and benefits can strongly impact the decisions we make. For example, we might decide to "bring" an umbrella if wearing expensive clothes, or "not bring" an umbrella if wearing a t-shirt and jeans, even though the degree of overcast is nearly identical in both cases.
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One popular approach has been to compare human performance with that of the optimal classifier-a hypothetical device whose categorization decisions maximize longrun reward. When observed performance is suboptimal, the goal has been to identify the locus of the performance sub-optimality.
Despite anecdotal evidence that suggests differential costs and benefits have a strong impact on everyday categorization decisions, few categorization studies have manipulated systematically costs and benefits. The few studies that have examined costs and benefits have focused only on unequal benefits while holding costs fixed at zero (e.g., Bohil & Maddox, 1999; Maddox & Bohil, 1998b ; however see Busemeyer & Myung, 1992) . The effects of non-zero costs have been examined in the decision-making literature, and a common finding is that costs are weighted more heavily than benefits (e.g., Kahneman & Tversky, 1979 ; see also Higgins, 1987) . Nearly all of this work used word problems in which the relevant information was presented explicitly (Kahneman & Tversky, 1973; Tversky & Kahneman, 1974 , whereas a large body of categorization research suggests that categories are better learned implicitly through trial-by-trial experience with category members, and trial-by-trial feedback (e.g., Estes, Campbell, Hatsopolous, & Hurwitz, 1989; Holyoak & Spellman, 1993; Koehler, 1996; . We propose a formal model that instantiates this differential weighting of costs over benefits. We test this Differential Weighting Hypothesis (DWH) by applying the model to the categorization data collected in the current study.
The goals of the current study were many. First and foremost, we attempted to bridge the gap between categorization and decision-making research by manipulating systematically both costs and benefits within the framework of a single categorization task. Although categorization is our primary interest, we tried to draw parallels between these two important areas of research. In particular, when appropriate we tried to relate the different terminology used in the two areas. Second, we examined performance in zero-cost and nonzero-cost conditions, and compared performance with that of the optimal classifier. To facilitate a comparison with the optimal classifier, the costs and benefits were constrained in such a way that the performance of the optimal classifier was identical across conditions. Third, we studied the time-course of cost-benefit learning by having observers complete several blocks of trials in each experimental condition, and by analyzing the data from each block of trials separately. The details of these analyses are reported in the Appendix, and should provide a rich database for testing current and future models of cost-benefit learning in categorization. Finally, we provided an initial test of the DWH as applied to categorization.
The next (second) section describes briefly the optimal classifier, and the theoretical framework (decision bound theory) within which the current study operates. The third and fourth sections review briefly the relevant categorization and decision-making literature. The fifth section outlines the experiment and the methods, and the sixth section is devoted to the results and theoretical analyses. Finally, we conclude with some general comments.
Decision Bound Theory and the Optimal Classifier
Consider the situation facing a medical doctor who must classify a patient into one of two disease categories, A or B. Suppose the patient is given medical test X, which is diagnostic of the two diseases. In addition, suppose that the outcomes of test X for diseases A and B are normally distributed with means µ A and µ B , and variances σ 2 A and σ 2 B , as depicted in Figure  1a . The optimal classifier records perfectly the test result, denoted x. [In the decision-making literature, the optimal classifier is derived from the "expected utility rule" (e.g., Stevenson, et al, 1991; Yates, 1990 ). Once we outline the details of the optimal classifier, we will detail its relation to the expected utility rule and other constructs from the decision-making literature.] In other words, given a fixed physical input, the optimal classifier will show no variability in the perceptual representation 1 . The optimal classifier has perfect knowledge of the distribution of test results for each disease category (i.e, the form and parameters of the distribution). This information is used to construct the optimal decision function, which is computed from the likelihood ratio of the two category distributions,
( 1) where f(x|i) denotes the likelihood of test result x given disease category i. If test result x is more likely to result from disease B than disease A, then the likelihood ratio will be greater than one. Conversely, if the test result is more likely to result from disease A than disease B, then the likelihood ratio will be less than one. The optimal classifier has perfect knowledge of the costs associated with incorrect diagnoses, and the benefits associated with correct diagnoses. This information is used to construct the optimal decision criterion
where V aA and V bB denote the benefits associated with correct diagnoses, and V bA and V aB denote the costs associated with incorrect diagnoses (Letters in lowercase denote responses, and letters in upper-case denote categories). The costs and benefits might vary depending on the severity of the disease. For example, suppose that disease A is life threatening, whereas disease B is not. If the doctor correctly diagnoses the patient as suffering from disease "A", the benefit could be large, such as an early diagnosis that saves the patient's life. A correct disease "B" diagnosis, on the other hand, might yield a smaller benefit. Incorrectly diagnosing the patient as suffering from disease "B" (non-life threatening) instead of disease "A" (life threatening) could have a large cost, such as a loss of life. Although potentially "nerve racking", the cost of an incorrect disease "A" diagnosis would likely be less severe.
The optimal classifier (e.g., Green & Swets, 1966) uses l ο (x) and β ο to construct the optimal decision rule (derived from expected utility theory):
If l ο (x) > β ο , then respond "B", otherwise respond "A".
When the costs and benefits lead to no bias, β ο = 1. In other words, the diagnosis would be driven completely by the likelihood ratio, as depicted by the β ο = 1 decision criterion in Figure 1a . If the likelihood of disease A exceeds that of disease B, then the patient will be diagnosed with disease "A". If the likelihood of disease B exceeds that of disease A, then the patient will be diagnosed with disease "B". When V aA -V bA > V bB -V aB , β ο > 1. For example, suppose β ο = 3, as depicted in Figure 1a . Under these conditions, the likelihood of disease B would have to be at least 3 times larger than the likelihood of disease A for the patient to be diagnosed with disease "B". This is a possible scenario if disease A is life-threatening, and disease B is not. It would be much worse to incorrectly diagnose the patient as suffering from a non-life-threatening disease (when their life was actually in danger), than it would be to incorrectly diagnose the patient as suffering from a lifethreatening disease (when their life was not actually in danger). The partition between the "A" and "B" response regions [where l o (x) = β ο ] is called the optimal decision bound. The optimal decision bound is constructed from the "objective" or "true" category information. For example, the optimal classifier has knowledge of the "objective" costs and benefits. A large body of decisionmaking research suggests that people do not use the objective costs and benefits, but rather base their decisions on subjective costs and benefits that are directly related to the objective values (e.g., Stevenson, et al, 1991; Yates, 1990) . To distinguish the subjective values from the objective values, decision theorists use the term utility, to denote the subjective worth of an objective value. Thus, within the framework of decision theory, each of our V iJ terms (where i = a or b, and J = A or B) should be converted into a subjective utility denoted u(V iJ ), where u describes the functional relationship between the subjective and objective values. When the costs and benefits are quantitative, as is the case with money, it is reasonable to assume that more is always preferred to less. In other words, the utility of a given outcome is monotone increasing with the objective value of the outcome. This is a fairly weak constraint on the functional relationship between utilities and objective values. As a result many functions are possible. However, decision theorists have focused on only a few. In particular, concave, convex, and linear relationships have been investigated. Although a detailed examination of these functional relations and their implications for decisionmaking and categorization problems is beyond the scope of this article, the linear function is most directly relevant to the current study. Because the optimal decision criterion, β o , is derived from the ratio of intervals, it is invariant under any linear transformation. In other words, as long as the utility function, u, is linear, then the optimal decision criterion is equivalent to the expected utility criterion. Thus, within the framework of decision theory, the focus of the current article is on linear utility functions. This is a strong assumption, but one that should hold (approximately) for the small range of monetary values in the present studies. For ease of exposition we will generally use the term optimal decision criterion, but when relevant and informative we will relate the discussion back to decision theory. The optimal classifier decision rule (Equation 3) has been rejected as a model of human performance, but in many cases, performance approaches that of the optimal classifier as the observer gains experience with the task. Ashby and colleagues argued that the observer attempts to respond in accordance with the optimal classifier, but fails because of various sub-optimalities in perceptual and cognitive processing (Ashby, 1992; Ashby & Lee, 1991; Ashby & Townsend, 1986; Thomas, 1995) . Ashby (1992; see also proposed a series of decision bound models that can be used to test specific hypotheses about the locus of performance sub-optimalities. Two suboptimalities that are inherent in humans (and other organisms), are perceptual and criterial noise. Perceptual noise exists because there is trial-by-trial variability in the perceptual information associated with each stimulus. Thus, the observer's percept of Stimulus i, on any trial, is given by x pi = x i + e p , where x i is the observer's mean percept, and e p is a random variable that represents the effects of perceptual noise. At the cognitive level, there is trial-by-trial variability in the observer's memory for the decision criterion (termed criterial noise) 2 . Because of criterial noise, the decision criterion used on any trial is given by β c = β + e c , where β is the observer's average decision criterion, and e c is a random variable that represents the effects of criterial noise (assumed to be univariate normally distributed).
Because perceptual and criterial noise exist, the human observer can not attain the level of performance reached by the optimal classifier (i.e., can not maximize long-run reward). Even so, decision bound theory assumes that the observer attempts to use the same strategy as the optimal classifier, but with less success due to the effects of perceptual and criterial noise (and other possible sub-optimalities). Hence, the simplest decision bound model is the optimal decision bound model. The optimal decision bound model is identical to the optimal classifier (Equation 3) except that perceptual and criterial noise are incorporated into the decision rule. Specifically, 2 Throughout this article, it is assumed that the perceptual variance, σpi = σp.
In many cases these assumptions are incorrect (e.g., Ashby & Lee, 1991 , 1993 Maddox & Ashby, 1996 Maddox & Bogdanov, 1999) , but with high contrast, response-terminated displays, and fairly simple stimuli, as in the current study, this is often a reasonable assumption. With stimulus dimensions that yield complex perceptual representations, such as hue, saturation, and brightness, or with brief stimulus displays, these assumptions would be unsatisfactory.
If l ο (x pi ) > β ο + e c then respond "B", otherwise respond "A".
Besides perceptual and criterial noise, other sub-optimalities might exist.
For example, suboptimalities might exist in category distribution knowledge. Continuing with our medical diagnosis example, the doctor may not know the distribution parameters that describe the relation between medical test X and the two diseases (i.e., µ A , µ B , σ 2 A , and σ 2 B ). Thus, instead of using the optimal decision function l o, the observer might use a sub-optimal decision function.
Sub-optimalities might also exist in knowledge of the costs and benefits, or in the way this information is combined. For example, the utility function might not be linear, or the doctor might underestimate the true costs associated with misdiagnoses. Thus, instead of using the optimal decision criterion, the observer might use a suboptimal decision criterion.
Recently Maddox and Bohil (1998b; Bohil & Maddox, 1999) examined performance in simple analogs of the medical decision making problem outlined above. The focus was on an examination of categorization performance when the benefit associated with a correct response for one category was larger than the benefit associated with a correct response for the other category. In all cases, the cost associated with an incorrect response was zero. Simple two-dimensional stimuli were utilized, and observers completed a large number of sessions to ensure performance had reached asymptote. The analyses were conducted at the level of the individual observer, and centered on the application of three decision bound models, each of which made a different assumption regarding sensitivity to the benefit manipulation. The optimal decision bound model (OPT; Equation 4) assumed that the observer had accurate knowledge of the category benefits, and thus used the optimal decision criterion, β o (albeit in the presence of criterial noise) in an attempt to maximize long-run reward. The payoff neglect model (PON) assumed that the observer ignored the true category benefits, and instead behaved as if the benefits were equal (i.e., assumed β = 1). An interesting facet of cost-benefit manipulations is that they require the observer to trade off accuracy maximization (which is always driven by the equal likelihood criterion), and reward maximization. Thus, another way to think of the PON model is as an accuracy-maximization model.
Within the framework of decision theory, the PON is equivalent to a situation in which the utility function is equal to one for correct responses, and is equal to zero for incorrect responses. We elaborate on this issue in the General Discussion. [Throughout this article we will use the term "payoff" to denote the global effects of a costbenefit manipulation. For example, if the cost-benefit structure is such that the observer is biased toward response "A", then we refer to category A as the High Payoff category. Thus, if the observer is ignoring the cost-benefit structure, then they are defined as showing payoff neglect.] The sub-optimal payoff model (S-O Payoff) assumed that the observer was sensitive to the difference between category benefits, but used a suboptimal decision criterion. [There are several possible interpretations of this model within the framework of decision theory. One possibility is that the utility function is piecewise linear but the slope and intercept differs for costs and benefits. Another possibility is that the utility function is nonlinear.] In this model, the value of β was estimated from the data. Because β was a free parameter in the S-O Payoff model, but was fixed a priori in the OPT and PON models, the OPT and PON models are "nested" under the S-O Payoff model. The models are "nested" because the OPT and PON models can be derived from the S-O Payoff model by setting the β parameter to a fixed value. Likelihood ratio tests (Ashby, 1992; Wickens, 1982) were used to identify the most parsimonious model for each observer. [Single observer analyses were performed because Maddox (1999) showed that averaging can alter the structure of the data in such a way that the correct model of individual performance can provide a poor account of averaged performance.] The most parsimonious model is defined as the model with the fewest number of free parameters that is not "significantly" improved upon by a more general model. The same procedures were used in the current study.
To summarize, in Maddox and Bohil (1998b) all of the observers showed some sensitivity to the category benefit difference (i.e., the PON model was rejected for every observer), but few used the optimal decision criterion. An examination of the β estimates from the S-O Payoff model suggested that observers tended to use a decision criterion that was more conservative than the optimal decision criterion. For example, when the benefits were such that β o = 3, observers tended to use a β between 1 and 3. This is termed conservative cutoff placement, and is depicted in Figure 1a by the shaded area. This is a common finding in the literature (e.g., Busemeyer & Myung, 1992; Green & Swets, 1966; Healy & Kubovy, 1981) .
Cost and Benefit Manipulations in Categorization and Decision-Making
Categorization studies that manipulate the category benefits while setting the category costs to zero indicate that observers tend to show conservative cutoff placement. Unfortunately, with one exception (Busemeyer & Myung, 1992) , no studies have examined the effects of non-zero costs on human categorization performance. This is an important issue because a large body of decision-making research suggests that observers are not only sensitive to costbenefit manipulations, but also that observers tend to place more weight on costs than on benefits (e.g., Kahneman & Tversky, 1979 ; see also Higgins, 1987) . As stated earlier, most of these studies used word problems in which the relevant information was presented explicitly. One goal of the present study will be to formalize this DWH and to test it in a traditional categorization task where the relevant information is learned implicitly through experience with the category members. Several instantiations of the DWH are possible, but we thought that a reasonable approach was to generalize the equation for the optimal decision criterion (Equation 2). Specifically, we assumed that a decision weight, w A , was assigned to the benefit of a correct "A" response, and 1-w A was assigned to the cost of an incorrect "B" response to an exemplar from Category A. Analogously, a decision weight, w B , was assigned to the benefit of a correct "B" response, and 1-w B was assigned to the cost of an incorrect "A" response to an exemplar from Category B. In other words, where 0 ≤ w A ≤ 1 and 0 ≤ w B ≤ 1. Of course, it is reasonable to suppose that w A = w B .
Several comments are in order. First, when w A < .5 and w B < .5 the costs are being weighted more heavily than the benefits, and the DWH is supported. Second, when w A = .5 and w B = .5, β = β o , and so the optimal decision criterion is a special case of the differential weighting decision criterion (c.f., Equation 2 with Equation 5). Third, within the framework of decision-making theories, the differential weighting rule is a
generalization of expected value theory, but it is still a special case of expected utility theory.
As an initial test of the DWH we compared performance across a number of cost-benefit conditions for which the DWH predicted qualitatively different patterns of responding. Specifically, we constructed "equivalent" cost-benefit conditions for which the DWH predicted conservative cutoff placement in some conditions, and extreme cutoff placement in other conditions. [Extreme cutoff placement results when the decision criterion is larger than the optimal value.] By "equivalent" we mean conditions for which the predictions of the optimal classifier (i.e., the optimal decision criterion and the optimal long-run reward) are identical. The details will be discussed shortly.
EXPERIMENT
The goals of the present research were threefold. First, we hoped to bridge the gap between the fields of categorization and decision-making by examining several categorization problems in which the cost-benefit structure was manipulated. Second, we compared and contrasted decision criterion learning across situations for which the cost of an incorrect response was either zero or non-zero. These learning data should provide a rich database for current and future model testing. Finally, we provided an initial test of the DWH in categorization. To achieve these goals we had observers complete several categorization problems, each with a unique cost-benefit structure. Although the costs and benefits differed across conditions, the category structures (i.e., the category means and variances), optimal decision criterion (β o = 3), and maximum (optimal) reward were held fixed across conditions.
The costs and benefits, and DWH predictions (whether conservative or extreme cutoff placement) for different combinations of w A and w B for each of the five experimental conditions are outlined in Figure 2 .
Notice that the optimal decision criterion, β o , is equal to 3 in each condition. This can be verified by applying Equation 2 to each of the five cost-benefit structures, or by examining the DWH predictions when w A = w B = .5. Notice also that each cost-benefit condition has an associated multiplicative scalar, α. The value of α for each condition was selected in such a way that the maximum (optimal) reward was (approximately) equal in each condition. We thought it important to equate the maximum reward to ensure that observers were equally motivated in each experimental condition. Figure 2a displays the costs and benefits and DWH predictions for the "Zero Cost" condition. This served as a control condition against which the four "Non-zero Cost" conditions (Figure 2b -2e) were compared. In this condition, the DWH predicts conservative cutoff placement anytime w A < w B . Notice that the costs and benefits for the Figure 2b 2e conditions are related systematically. For example, in Figure 2b the cost of an incorrect response was equal across both categories (-2α) but the benefit of a correct category "A" response (4α) was higher than the benefit of a correct category "B" response (0α). The Figure 2c cost and benefit entries are very similar to those from Figure 2b except that the numerical values in each column (excluding the sign) were switched. This leads to an important change in the predictions from the DWH. Specifically, when costs are weighted more heavily than benefits (i.e., when w A < .5, and w B < .5), conservative cutoff placement is predicted in the Figure 2b Figure 2d , conservative cutoff placement results when the cost of an incorrect response to category A is weighted less heavily than the benefit of a correct category "A" response, and when the costs of an incorrect response to category B is weighted more heavily than the benefit of a correct category "B" response (i.e., when w A > .5, and w B < .5). The opposite pattern holds in Figure 2e (i.e., conservative cutoff placement results when w A < .5, and w B > .5). A comparison of performance across these four conditions will provide a test of the DWH, and will allow us to examine how the different cost-benefit structures influence performance. If the DWH is correct, and observers weight costs more heavily than benefits, then conservative cutoff placement should be observed in some conditions, and extreme cutoff placement should be observed in other conditions. A reasonable approach, and one we have taken in the past (Maddox, 1995; Maddox & Bohil, 1998a , 1998b , Experiment 1) is to utilize a between-observer design, apply the models to the individual observer data, and make comparisons across conditions. This approach would allow us to determine whether observers respond optimally, sub-optimally, or show payoff neglect. This approach also allows us to test the DWH by examining the β estimates from the S-O Payoff model. More recently, though, we have adopted a within-observer approach. This approach has several advantages. First, it minimizes between-
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Response Response group variability which increases statistical power. Second, it allows us to test all of the hypotheses described above, as well as to test a number of other hypotheses about possible relations among the observer's decision criteria across experimental conditions. This goal is achieved by developing nested decision bound models, each of which is applied to the data from all five experimental conditions simultaneously from a single observer. Each model instantiates a different set of hypotheses about the relations among the observer's decision criteria in each condition.
For example, suppose we apply the optimal, sub-optimal and payoff neglect decision bound models separately to each experimental condition for a single observer, and find conservative cutoff placement in each condition. This is an interesting finding in its own right, but it would also be useful to determine whether the "conservative" decision criterion is identical in each condition (i.e., is unaffected by the presence of non-zero costs), or is different for zero and non-zero cost conditions. It is straightforward to develop models to test these and other hypotheses at the level of the individual observer. Finally, a within-observer design allows us to reduce the number of free parameters. For example, whereas separate fits of the five experimental conditions with the decision bound models would require five criterial noise parameters, simultaneous fits can be obtained in which the criterial noise is assumed to be constant across all five conditions (an assumption that is reasonable in the present case). In this article we used both approaches. First, we modeled the data from each condition separately (Separate Model Fits), then we applied a series of models simultaneously to the data from all five experimental conditions (Simultaneous Model Fits). The procedures for the separate fits have already been outlined. We detail the simultaneous model fit procedures in the section devoted to the Results and Theoretical Analyses.
All of the models tested in this article assume that the observer had knowledge of the category structures, and used the optimal decision function [i.e., l(x pi ) = l o (x pi )]. This was an important assumption because we were interested in studying observers' sensitivity to cost and benefit manipulations, and not potential sub-optimalities in category distribution knowledge. To ensure that this was a reasonable assumption, the first session of the experiment was a baseline condition in which no cost-benefit manipulation was present. In addition, all observers completed a minimum of 60 baseline trials at the beginning of each of the five experimental conditions to ensure accurate knowledge of the category structures, and to minimize any within-observer carryover effects from one experimental condition to the next. If the observer obtained a pre-determined performance criterion of 84% (only 2% below optimal) during the initial 60 baseline trials, they were allowed to begin the experimental trials. If the performance criterion was not met, they continued receiving baseline trials until the performance criterion was reached.
Method
Observers. Eight observers were solicited from the University of Texas community. All observers claimed to have 20/20 vision or vision corrected to 20/20. Observers were paid based on their day-to-day performance in the task. Stimuli and Stimulus Generation. The stimulus was a horizontally varying dot that was presented within a 500 X 500 pixel square that was centered on a 1024 X 768 resolution computer screen. The vertical position of the dot remained unchanged, and the dot was centered vertically on the screen. There were two categories, A and B, each defined by a specific univariate normal distribution (Ashby & Gott, 1988) . The Category A and B means were 45 pixels to the left and right of the center of the square, respectively, and the standard deviation for each category was 42 pixels. A representative stimulus from each category is depicted in Figure 1b . The category means and standard deviations resulted in a category level d' of 2.155. This values was chosen because previous research suggests that a category level d' in the range of 2 to 3 yields a fairly steep function relating the objective reward to the decision criterion (this is called the objective reward function; von Winterfeld & Edwards, 1982) . Some have argued that shallow objective reward functions may adversely affect the optimality of observers' performance (Bohil & Maddox, 1999; Busemeyer & Myung, 1992; Maddox & Bohil, 1998b) . The goal of the present research was to use a very steep objective reward function to improve observers' chances of responding optimally.
Prior to the experiment, a set of 60 stimuli was sampled randomly from each category distribution, yielding a total of 120 unique stimuli. In each block of 120 trials, every stimulus was presented once. Each session consisted of five blocks of trials in which the presentation order was randomized within each block. The first four blocks denoted the training phase. Trialby-trial feedback was provided during the training phase (see details below). The final block of trials comprised the transfer phase. No feedback was provided during the transfer phase.
In the baseline condition the cost of an incorrect response was zero (i.e., V aB = V bA = 0), and the benefit of a correct response was 2 points (i.e., V aA = V bB = 2). The costs and benefits associated with A and B responses in each of the five experimental conditions are displayed in Figure 2 . In all conditions, each point earned the observer $0.005. The point totals predicted by the optimal classifier (i.e., the classifier that maximizes long-run reward) for a block of 120 trials were 206, 213, 213, 213, 216, 216 in the baseline, and Figure 2a -2e experimental conditions, respectively. The optimal accuracy was 86% in the baseline condition, and was 83% in all five experimental conditions. In the baseline condition, β o = 1, and in all experimental conditions, β o = 3. Procedure. Observers were told that perfect performance was impossible. However, an optimal level of performance was specified as a goal (in the form of desired point totals). Observers were informed that the dot would vary only in horizontal position, and that their goal was to maximize points in each session. They were informed that these point totals would be converted into monetary values that they would receive at the end of the experiment. On each day of the experiment, observers were given a 3-by-5 note card depicting the cost-benefit structure in effect for that day's condition. Observers were instructed to maximize points, and not worry about speed of responding. A typical trial proceeded as follows. A stimulus was presented on the screen, and remained until a response was made. The observer's task was to classify the presented stimulus as a member of Category A or Category B by pressing the appropriate button. During the training phase, the observer's response was followed by 750ms of feedback. Three lines of feedback were presented. The top line indicated the number of points the observer earned for the response. The next line indicated the potential point earnings for a correct response on each trial (i.e., if an observer responded incorrectly, this line indicated the amount that could have been earned had they chosen the correct response). The third line indicated the amount of money that the observer had accumulated up to that point in the session. The feedback was followed by a 125ms inter-trial interval in which the screen was blank. During the transfer phase, the observer's response was followed by an 875ms inter-trial interval in which the screen was blank. Observers were given periodic breaks during the training and transfer trials. At each break, the observer's accumulated point total was displayed.
During the first session, each observer completed five blocks in the baseline condition. The baseline condition was completed first to ensure that each observer had accurate knowledge of the category structures before being exposed to the cost-benefit manipulations. The five experimental conditions were completed, one session per day, on subsequent days starting with the Figure 2a condition and concluding with the Figure 2e condition.
Before each experimental session, the observer completed a minimum of 60 baseline trials. If the observer reached a criterion of 84% correct (2% below optimal), then they were allowed to begin the experimental condition. If the observer did not reach criterion, they continued in the baseline condition until criterion was reached. Once they reached criterion, they were allowed to begin the experimental condition. Including these baseline trials prior to each experimental condition ensured that each observer had accurate knowledge of the category structures before exposure to the costbenefit manipulation, and minimized the possibility of within-observer carry-over effects from one experimental condition to the next.
The first experimental condition for all observers was the Zero cost condition (Figure 2a ). For half of the observers, Category A was the high payoff category, and for half of the observers, Category B was the high payoff category. The high payoff category then alternated between Category A and B across the subsequent conditions. The "A" and "B" response buttons were counterbalanced across observers. To simplify the analyses, all data were reorganized so that Category A was the high payoff category.
Results and Theoretical Analysis
All model-based and other analyses were performed on the four blocks of training data, and on the transfer data. For completeness, and to facilitate future model testing, hit and false alarm rates (relative to the high payoff category) for each observer by block and condition are presented in Tables A-1 and A-2. We begin with a discussion of baseline condition performance and provide evidence that observers were able to learn the category distributions and use the optimal decision rule. We then turn to a discussion of the experimental conditions.
Baseline Condition
The baseline condition was included to ensure that observers had accurate knowledge of the category distributions prior to any cost-benefit manipulations. Two approaches were taken to determine whether we achieved this goal. First, we examined the accuracy rates, point totals, and the β estimates from the S-O Payoff model across the five blocks of baseline trials. Averaged across observers, the accuracy rates, point totals, and β estimates for each block are displayed in Figures 3a -3c , respectively.
Although not monotonic, performance approached that of the optimal classifier across blocks, and was nearly optimal during the final block of trials. Second, we fit the OPT, PON, and S-O Payoff models to the transfer block (block 5). For 6 of the 8 observers, the OPT model provided the most parsimonious account of the transfer data. For the remaining two observers the sub-optimal model provided the most parsimonious account of the transfer data, however the OPT model provided the most parsimonious account of the fourth block of training for these two observers. Restricting attention to the (averaged) S-O Payoff model β estimates, they steadily decreased from 1.15 during the first block to 1.028 by the final block of trials. In addition, the (averaged) OPT model fit accounted for 95.3% of the responses during the transfer block. Finally, averaged across observers, 85.2% accuracy (optimal = 86%), and 204.5 points (optimal = 206 points) were obtained during the transfer phase. Taken together, the model-based analyses, accuracy rates, and point totals suggest that observers learned the category distributions, and used the optimal decision rule by the end of the baseline condition.
Experimental Conditions Summary Statistics and S-O Payoff Model Fits By Block
Tables A-1 and A-2 display the hit rate and false alarm rates (where a hit was defined as a correct category "A" response, and a false alarm was defined as an incorrect category "B" response to a Category A exemplar) for each of the five Figure 2 conditions by observer and block. The (averaged) accuracy rates (derived from the hit and false alarm data), point totals, and S-O Payoff model β estimates are displayed in Figures 4a -4c, respectively. [The β value for Observer 5, block 3, condition 2b was removed from Figure 4c because it was several standard deviations removed from the rest of the data.] The thick solid line denotes the Figure 2a , zero cost condition data. The data averaged across the four non-zero cost conditions are also included in each figure and are denoted by the thick broken line. This facilitates a comparison of the zero and non-zero cost conditions. The data are variable across blocks, but a focus on the first and last training blocks (Blocks 1 and 4) and the transfer block suggests several interesting findings. First, there was a small increase in the point totals across blocks with a slight advantage for the zero cost over the (averaged) non-zero cost condition. The true zero vs. non-zero cost difference is potentially larger as the optimal point total was slightly higher in the Figure 2d and 2e conditions--both non-zero cost conditions.
Second, accuracy showed a general decline from the first to the last training block, but then increased from the last training block to the transfer block. [Recall that the optimal classifier maximizes long-run reward, and thus, when costs and benefits are manipulated, must sacrifice accuracy to attain this goal.] In addition, during the final training block and during the transfer block, accuracy in the zero cost condition was lower than in any of the nonzero cost conditions, suggesting that observers were more willing to sacrifice accuracy when there were no costs associated with an incorrect response. Third, the S-O Payoff model β estimates showed a general increase from the first to the last training block, and were closer to the optimal value (β o = 3) in the zero cost condition. Interestingly, though, the β value continued approaching the optimal value during the transfer block for the zero cost condition, but became less optimal (i.e., decreased toward 1) during the transfer block in the non-zero cost conditions. Finally, there was little support for the DWH. The strongest test of the DWH requires a comparison of the β estimates from the Figure 2b and 2c conditions. Specifically, if the DWH is supported, then conservative cutoff placement should result in the Figure 2b condition, and extreme cutoff placement should result in the Figure 2c condition. This was not the case; conservative cutoff placement was prevalent in both conditions. Although these data do not support a strong version of the DWH, a weaker version of the DWH can be formulated. Whereas the strong version requires extreme cutoff placement in Figure 2c , and conservative cutoff placement in Figure 2b , a weaker version would require only that the decision criterion be larger in Figure 2c than in Figure 2b . This version received some support. During the transfer block, the weak version of the DWH was supported for 5 of the 8 observers, but was supported for only 2 of the 8 observers during the final training block.
At this stage, a few comments are in order regarding the qualitative shift in performance across the training and transfer blocks. Within the framework of the S-O Payoff model there are two factors that affect accuracy. One is the placement of the decision criterion β. In the current study, as β approaches the optimal value, accuracy should decrease. Thus, it is not surprising that accuracy decreased during training while the β estimate increased. The second is the trialby-trial variability in the placement of the decision criterion (termed criterial noise). In general, the larger the criterial noise (for a fixed decision criterion), the lower the accuracy. The criterial noise estimates from the S-O Payoff model showed a moderate (although non-monotonic) decline across the training blocks followed by a sharp decline during the transfer block 3 . Observers were instructed to use a fixed decision criterion during the transfer block, and the noise estimates suggest that observers followed this instruction. One possibility is that the increase in accuracy during the transfer block for the zero cost condition was due to the reduction in criterial noise, and not to a decrease in the β value since the β estimates increased. In the non-zero cost condition on the other hand, the increase in accuracy was likely due to both a decrease in criterial noise, and a decrease in the β value associated with a greater emphasis on accuracy. Although speculative, it appears that the withdrawal of feedback (during the transfer trials) led to a greater emphasis on accuracy when non-zero costs were incurred, but to a continued emphasis on reward when the cost of an incorrect response was zero. Clearly further research is needed to test this speculative hypothesis. Even so, the remaining modelbased analyses will be performed on the final training block, and on the transfer block.
Separate Model Fits of the Final Training Block, and the Transfer Block
Tables 1a and 1b present the most parsimonious model, percent of responses accounted for by the most parsimonious model and the β estimates from the most parsimonious model by observer and condition for the separate model fits. Table 1a presents the data for the final training block, and Table 1b presents the data for the transfer block. Several interesting results emerge. First, there was little evidence of extreme cutoff placement. In fact, in only 6 of the 40 cases (8 observers X 5 cost-benefit structures) during the final block of training, and only 2 of 40 cases during transfer was extreme cutoff placement observed, and 6 of these were shown for the same Observer (Observer 6). Second, the remaining cases were fairly evenly distributed between optimal cutoff placement (final block of training: 14 of 40; transfer: 11 of 40), conservative cutoff placement (final block of training: 10 of 40; transfer: 14 of 40), and payoff neglect (final block of training: 10 of 40; transfer: 13 of 40). Third, the average β value was closer to the optimal value in the zero cost condition than in the non-zero cost conditions during the final block of training and during transfer. Finally, based on the β values from the most parsimonious model we again find some support for the weaker version of the DWH, but not for the stronger version. Specifically, the averaged β values are larger in the Figure 2c condition than in the Figure 2b condition, but only during the transfer block. During the final block of training the opposite holds. We turn now to the simultaneous model fits.
Simultaneous Model Fits of the Tranfer Data for All Experimental Conditions
The nested structure of the simultaneous fit models is outlined in Figure 5 . The arrows point to a more general model. Two 1-parameter models were tested. The optimal decision bound model (OPT) assumes that the observer's decision criterion was optimal in each condition, and the observer attempted to maximize long-run reward. The only free parameter was the noise parameter. The payoff neglect model (PON) assumes that the observer was completely insensitive to, and neglected, the payoff differences, which is equivalent to maximizing categorization accuracy. Again the only free parameter was the noise parameter. Two 2-parameter models were tested. The sub-optimal payoff model (S-O Payoff) assumes that the observer was sensitive to the cost-benefit manipulation, but used a sub-optimal decision criterion that was identical in all experimental conditions. This model instantiates the hypothesis that performance is unaffected by the presence (or absence) of non-zero costs. The sub-optimal zero cost; payoff neglect nonzero cost model (S-O, Zero; PON, Non-zero) assumes that the observer was sensitive to the cost-benefit manipulation when the costs were zero, but showed payoff neglect when the costs were non-zero. The idea here is that the presence of non-zero costs leads the observer to maximize accuracy and sacrifice reward. One 3-parameter model was tested. The sub-optimal zero cost; sub-optimal non-zero cost model (S-O Zero; S-O Non-zero) assumes that the observer was sensitive to the cost-benefit manipulation, but allows the zero cost decision criterion to be different from the nonzero cost decision criterion, all of which are assumed to be equal. This model instantiates the hypothesis that non-zero costs have a different effect on decision criterion placement than zero costs. However, this model makes the simple assumption that the presence of any non-zero cost, regardless of its magnitude, leads to the same decision criterion. Three 4-parameter models were tested. Each of these models generalizes the sub-optimal zero cost; sub-optimal non-zero cost model by assuming that one pair of non-zero cost conditions yield one decision criterion, and that the other pair of non-zero cost conditions yield a different decision criterion. We will refer to these as the suboptimal zero cost; sub-optimal non-zero cost, differential pair models. One version of this model assumes a single decision criterion in the Figure 2b and 2d conditions, and a different decision criterion in the Figure 2c and 2e conditions. Because this model pairs the non-zero cost conditions that have the same cost-benefit structure for the low payoff category (i.e., the "B" column of each cost-benefit structure), we refer to this as the sub-optimal zero cost; sub-optimal non-zero cost, low payoff pairing model. A second version of this model assumes a single decision criterion in the Figure 2b and 2e conditions, and a different decision criterion in the Figure 2c and 2d conditions. Because this model pairs the non-zero cost conditions that have the same cost-benefit structure for high payoff cost-benefit structures are switched, we refer to this as the sub-optimal zero cost; sub-optimal non-zero cost, switched payoff pairing model. Each of these 4-parameter models contradicts the strong the high payoff category (i.e., the "A" column of each cost-benefit structure), we refer to this as the suboptimal zero cost; sub-optimal non-zero cost, high payoff pairing model. The third version of this model version of the DWH because each assumes the same assumes a single decision criterion in the Figure 2b and 2c conditions, and a different decision criterion in the Figure 2d and 2e conditions. Because this model pairs the non-zero conditions for which the low and decision criterion in conditions for which the strong version of the DWH would predict qualitatively different decision criteria (i.e., extreme cutoff placement in one case, and conservative cutoff placement in another case). One 6-parameter model was tested. The general sub-optimal payoff model assumes that the observer was sensitive to the costbenefit manipulation, but this model allowed the decision criterion in each condition to differ from that in every other condition. If the strong version of the DWH is supported, then this model should provide the most parsimonious account of the data, and the Figure 5 . Nested relationship among the decision bound models applied simultaneously to the data from all five experimental conditions. The arrow points to a more general model. resulting decision criterion estimates from each condition should be in line with those outlined in Figure 2 .
Each of the Figure 5 models was applied to the data from each individual observer.
The most parsimonious model, percent of responses accounted for by the most parsimonious model, and β estimates from the most parsimonious model by condition and observer are summarized in Tables 2a and 2b. Table 2a presents the data for the final training block, and Table  2b presents the data for the transfer block.
Recall that the simultaneous modeling procedure allowed us to test several hypotheses about cost-benefit knowledge that we could not test with the separate model fits, and allowed us to accomplish this with fewer free parameters. However, this is an advantage only if the simultaneous modeling approach provides a nearly equivalent account of the data. We compared the overall performance of the simultaneous and separate modeling procedures by computing the percent of responses accounted for by the most parsimonious simultaneous and separate fit models. For both the final training and the transfer block, the percent of responses accounted for were 94% or higher, and never differed by more than 1% when comparing separate with simultaneous fits. Clearly the simultaneous models provided a good, and nearly equivalent, description of the data.
Several interesting results emerge from an examination of Tables 2a and 2b . First, 5 of the 8 observers (Observers 1-5) showed conservative cutoff placement in all five experimental conditions for both the final training (Table 2a ) and transfer block (Table  2b) . Two of these observers (Observers 3 and 5 during the final training block, and Observers 4 and 5 during the transfer block) treated the zero and non-zero cost conditions equivalently, and used the same suboptimal decision criterion in all conditions (i.e., the most parsimonious model was the S-O Payoff model). The remaining three observers used different decision criterion in the zero and non-zero cost conditions. Second, Observer 8 used the same decision criterion in all conditions, and used a decision criterion that was close to optimal. In fact, during the final training block, the optimal decision bound model provided the most parsimonious account of this observer's data. Third, Observers 6 and 7 showed a very different pattern of responding from the other 6 observers. Observer 6 showed extreme cutoff placement in all conditions, but a more extreme cutoff in the zero cost condition (Figure 2a ). Perhaps this observer invoked a response bias toward the "high payoff" category (see Maddox & Bohil, 1998b , for a discussion of response biases in categorization). Observer 7's pattern of responding is unique in many ways, and is quite different during the final training block as compared with the transfer block. Most importantly, Observer 7 is the only observer to show support for the strong version of the DWH. Specifically, during the transfer block this observer showed extreme cutoff placement in the Figure 2c condition, and conservative cutoff placement in the Figure 2b condition. Unfortunately, the same pattern was not observed during the final training block. Finally, some support for the weak version of the DWH was again obtained. Specifically, the average β value for the Figure 2c condition was larger than for the Figure 2b condition, but only during the transfer block. Even so, this was due mainly to the results from Observer's 1 and 7. For the remaining observers, the β estimates from the most parsimonious model were identical in these two conditions.
General Discussion
This article reports the results of an experiment that attempts to bridge the gap between categorization and decision-making research by examining human categorization performance when the costs and benefits associated with each categorization response are manipulated. The costbenefit structures differed across conditions, but were selected so that the performance of the optimal classifier (derived from the expected value rule) was identical across conditions. Each observer completed several blocks of trials with each of the cost-benefit structures. This allowed us to capture the time-course of cost-benefit learning, and provides a rich database for current and future model testing. One focus was to compare performance when the cost of an incorrect response was zero versus non-zero. A second focus was to provide a test of the hypothesis that observers weight costs more heavily than benefits during categorization. This hypothesis has received some support in the decision-making literature, but to date has not been tested in categorization.
In general, observers showed sensitivity to the cost-benefit structures in both the zero and non-zero cost conditions. As the observers gained experience with the cost-benefit structures, model-based estimates of the decision criterion and point totals increased toward the optimal values, and accuracy rates declined. Observers' performance was consistently better in the zero cost condition than in the non-zero cost conditions. In addition, during the transfer block, in which trial-by-trial feedback was removed, observers' continued to show improved performance in the zero cost condition, but show decrements in performance in the non-zero cost conditions. Across all conditions, the most common finding was conservative cutoff placement (the use of a decision criterion more conservative than that used by the optimal classifier). Finally, only modest support was found for the differential weighting hypothesis. We now turn to a more detailed discussion of the more salient findings.
Prevalence of Conservative Cutoff Placement
Across a number of studies that focused on base-rate and/or category benefit learning, the most common finding was that observers were sensitive to the manipulation, but that they tended to use a decision criterion that was more conservative than that predicted by the optimal classifier (Busemeyer & Myung, 1992; Bohil & Maddox, 1999; Maddox & Bohil, 1998a , 1998b . This is commonly referred to as conservative cutoff placement. The current study included several conditions in which both the costs and benefits were manipulated. Again the most prevalent finding was conservative cutoff placement. Several explanations for conservative cutoff placement have been offered in the literature. We briefly review these and offer another explanation.
Distribution Misconception Hypothesis
One hypothesis is that conservative cutoff placement is caused by a systematic misconception of the shape of the underlying distributions (e.g., Kubovy, 1977; Kubovy & Healy, 1980; Maloney & Thomas, 1991) . This hypothesis predicts correctly the use of a conservative decision criterion, but fails on two accounts. First, Healy and Kubovy (1981) and Maddox and Bohil (1998b) provide evidence that responding is more nearly optimal when base-rates, as opposed to costs and benefits, are manipulated. To account for this finding, the systematic misconception hypothesis would have to predict different misconceptions when base-rates versus costs and benefits are manipulated. It is unclear why decisional variables, such as base-rates and costs and benefits, would differentially affect knowledge of the distributions (however, see Kruschke, 1996) . Second, Maddox and Bohil (1998b; see also Busemeyer & Myung, 1992) provided preliminary evidence that the category-level d' also affects the magnitude of conservative cutoff placement. Specifically, d' values near 1 yield conservative cutoff placement of a large magnitude, whereas d' values near 2 yield conservative cutoff placement of a smaller magnitude. Again, it is unclear how the category-level d' would affect the perceived shape of the category distributions, when d' can be manipulated without affecting the shape of the distributions.
Generalized Probability-Matching Hypothesis
Another hypothesis that has received some discussion is the generalized probability-matching hypothesis (Healy & Kubovy, 1981; Thomas & Legge, 1970) . In short, it assumes that the observer selects a decision criterion that matches their response probabilities to the base-rates plus a constant where the constant is determined from the cost-benefit structure. T-tests were performed to determine whether the observed P("A") in each of the five experimental conditions were significantly larger than .50. For the final training block these values, averaged across observers, were .594, .585, .572, .561, and .583 in the Figure 2a -2e conditions, respectively. For the transfer block these values, in the same order and again averaged across observers, were .586, .560, .570, .555, and .565. All 10 t-tests were significant at the .05 level providing evidence for the generalized probability-matching hypothesis.
To determine whether the constant from the generalized probabilitymatching hypothesis was affected by the presence of non-zero costs, we performed one-way ANOVAs on the observed P("A") for the five experimental conditions separately for the final training and transfer blocks. The ANOVAs were non-significant [final training block: F(4, 28) = .966, p > .40; transfer block: F(4, 28) = 1.427, p > .20] suggesting that the constant predicted by the generalized probability-matching hypothesis is unaffected by the presence of non-zero costs.
It is worth mentioning that the generalized probability-matching hypothesis is non-committal about the mechanism used to construct the decision criterion, it assumes only that the decision criterion is selected so that the P("A") is equal to the base-rate plus a constant.
Thus, the hypothesis is not constrained to predict that the observer uses a strategy similar in spirit to that of the optimal classifier (i.e., compute the ratio of the difference between the costs and benefits). In fact, because probability matching is often non-optimal, it is likely that the generalized probability-matching hypothesis would involve a very different set of processes underlying construction of the decision criterion. Decision bound theory assumes that observers use the same strategy as the optimal classifier (albeit in the presence of various potential sub-optimalities, such as perceptual and criterial noise), and so is fundamentally at odds with the generalized probability-matching hypothesis. Because the generalized probability-matching hypothesis assumes that the observed P("A") is affected only by the base-rates and the cost-benefit structure, other factors such as category-level d' should have no effect. The optimal classifier, on the other hand, is strongly affected by the category-level d'. For example, when d' = 2.155 (as in the current study), the optimal classifier will respond "A" with probability .62. However, when d' = 1, the optimal classifier will respond "A" with a larger probability equal to .83. Healy and Kubovy (1981) conducted a study that was similar in spirit to ours, and included a condition like our zero cost condition except that the category-level d' = 1. In their zero cost condition, they observed a P("A") = .665. Our study used a d' = 2.155, and in the zero cost condition we observed P("A") = .586. Unfortunately, Healy and Kubovy (1981) did not report the probabilities for individual observers, so we are unable to determine whether this difference is statistically significant 4 . Although tentative at this point, we feel that the generalized probabilitymatching hypothesis is insufficient because it predicts no effect of category d'. Kubovy and Healy (1980) briefly reported the results of a pilot study in which d' was manipulated, and found that d' affected the β estimates [and thus the P("A")] in a way predicted by the optimal classifier. Future research should address the relationship between category-level d' and the optimality of performance. Maddox and Bohil (1998b) recently proposed an alternative to the generalized probability-matching hypothesis that accounts for the prevalence of conservative cutoff placement, and the effects of d' on P("A") when costs and benefits (and/or base-rates) are manipulated. Unlike the generalized probabilitymatching hypothesis, Maddox and Bohil's proposal assumes that the observer uses the same strategy as the optimal classifier, but that there is a COmpetition Between Reward and Accuracy (COBRA) maximization. The idea is that observers attempt to maximize reward, as instructed, but also place some importance on the accuracy of their responding. When costs and benefits are manipulated, as in the present study, both goals cannot be achieved simultaneously because the decision rule that maximizes accuracy is different from the decision rule that maximizes reward (see Figure 1a ). An observer who places importance on both goals will use an intermediate decision criterion, and will show conservative cutoff placement. With experience, the observer might learn to adjust the weighting function in favor of reward maximization which would lead to a shift in the observed decision criterion toward that of the optimal value. Even so, as long as some importance is assigned to accuracy maximization, conservative cutoff placement will be observed. In addition, because COBRA is driven by the goals of reward and accuracy maximization, the observed probability of responding "A" will generally be affected by the probability of responding "A" predicted by each goal, and thus should be affected by such factors as d'. The notion that there is a competition, or trade-off, between the accuracy of categorization responses and long-run reward likely affects nearly all categorization problems. For example, a medical doctor faces two (potentially competing) goals. One is to accurately diagnose each patient. The second is to achieve the first without adversely affecting the profit margin. The profit margin is driven by the goal to maximize long-run reward, whereas accurate diagnosis is driven by the goal to maximize long-run accuracy. When the pattern of symptoms is such that the correct diagnosis is obvious, few costly tests are needed and high levels of accuracy and reward can be achieved simultaneously. On the other hand, when costly tests are necessary to secure an accurate diagnosis, it is possible that longrun reward may need to be sacrificed. The rise in health care costs and the proliferation of Health Maintenance Organizations (HMO's) have increased the likelihood of this sort of accuracy-reward competition in medical decision making.
Competition Between Reward and Accuracy (COBRA)
Effects of Non-Zero Costs
A major finding of the current study was that observers were closer to optimal in the zero cost than in the non-zero cost conditions, even though the performance predicted by the optimal classifier was identical across all conditions. One possibility is that the objective reward function was steeper in the zero cost, than in the non-zero cost conditions. Although the category-level d' was chosen to maximize the steepness of the objective reward function, this holds only relative to a fixed cost-benefit structure. Because the cost-benefit structures differ across conditions, the objective reward functions differ, although they all peak at the same β value with the same maximum objective reward. Interestingly, the objective reward function for the zero-cost condition is the shallowest, not the steepest. Thus, if performance is driven solely by the steepness of the objective reward function, then performance should be worst, not best, in the zero-cost condition. Bohil and Maddox (1999; see also Maddox & Bohil, 1998b) provide evidence in support of the claim that steeper objective reward functions lead to superior performance, but the present study suggests the nature of the costs has a separate, perhaps independent, effect.
An explanation that we feel has merit is that the presence of non-zero costs leads the observer toward a greater emphasis on accuracy. Within the framework of COBRA, the weight assigned to accuracy maximization would be larger when non-zero costs are present. This is a sort of differential weighting hypothesis, but instead of postulating differential weight to the costs over the benefits, we postulate differential weight to accuracy maximization when costs are non-zero. There are at least two aspects of our data that support this claim. First, performance was worse (in terms of reward maximization) in the non-zero cost conditions. Specifically, β values and point totals were lower, and accuracy was higher. Second, performance declined in the non-zero cost conditions when feedback was removed, but continued to improve in the zero cost condition. Clearly this hypothesis is tentative and awaits more rigorous testing. Even so, it does provide a reasonable account of the qualitative aspects of the data.
Implications for Decision Theory
A major goal of this research was to bridge the gap between decision-making and categorization. We have made some inroads toward this goal, but primarily focused our discussion on categorization. Even so, our hope is that decision theorists will take advantage of the database offered by this study, and detailed in the Appendix, and will begin to apply their models to categorization data. Promising approaches are offered by Busemeyer and Myung's (1992) HillClimbing model, Erev's (1998; see also Erev, Wallsten, & Budescu, 1994) Cutoff Reinforcement Learning Model, and Wallsten and Gonzalez-Vallejo's (1994) Stochastic Judgment Model. One possibility would be to use the Hill-Climbing or Cutoff Reinforcement Learning models as a learning mechanism for COBRA.
In conclusion, the present study extends our understanding of the use of cost-benefit knowledge in perceptual categorization to several situations in which the costs of incorrect responses were zero or non-zero. The cost-benefit structures were constrained in such a way that the performance of the optimal classifier was identical in each condition. In general, performance became more nearly optimal as the observers gained experience with the cost-benefit structures, but performance was consistently worse when non-zero costs were present. One possibility is that observers placed some importance on accuracy maximization as well as reward maximization, and that the presence of non-zero costs increased the emphasis on accuracy maximization. 
