The Hales numbered n-dimensional hypercube and the corresponding adjacency matrix exhibit interesting recursive structures in n. These structures lead to a very simple proof of the well-known bandwidth formula for hypercube, whose proof was thought to be surprisingly difficult. A related problem called hypercube antibandwidth, for which Harper proposed an algorithm, is also reexamined in the light of the above recursive structures, and a close form solution is found.
Introduction
The problem of graph bandwidth has been extensively studied [1, 2] , and has found many applications such as parallel computations, VLSI circuit design, etc. In this paper we are particularly interested in the bandwidth of hypercubes. The study of hypercube bandwidth can guide the design of communication codes for error resilient transmission of signals over lossy networks such as the Internet [3] .
First, we restate the definitions of vertex numbering and graph bandwidth, most of which are adopted from [4] .
Definition 1 A numbering of a vertex set V is any function η : V → {1, 2, · · · , |V |},
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which is one-to-one (and therefore onto).
A numbering η uniquely determines a total order, ≤ η , on V as: u ≤ η v if η(u) < η(v). Conversely, a total order defined on V uniquely determines a numbering of the graph.
Definition 2
The bandwidth of a numbering η of a graph G = (V, E) is bw(η) = max {u,v}∈E |η(u) − η(v)|.
Definition 3 The bandwidth of a graph G is the minimum bandwidth over all numberings, η, of G, i.e.
bw(G) = min
The graph of the n-dimensional cube, Q (n) , has vertex set {0, 1} n , the n-fold Cartesian product of {0, 1}. Thus |V
n . Q (n) has an edge between two vertices (n-tuples of 0s and 1s) if they differ in exactly one entry.
Definition 4 The Hales order
and u is greater than v in lexicographic order relative to the right-to-left order of the coordinates, where w(·) is the Hamming weight of a vertex of Q (n) . This total order determines a numbering, H (n) : V Q (n) → {1, 2, · · · , 2 n }, which is called Hales numbering.
Theorem 5 (Harper, [4] ) The Hales numbering minimizes the bandwidth of the n-cube, i.e.
bw(H
PROOF. See Corollary 4.3 in [4] . 2
Theorem 6 (Harper, [4] ) For the n-cube Q (n) , we have
Although the above result has been known for forty years, no proof seemed to appear in the literature. Harper posed the proof of Theorem 6 as an excise in his recent book [4] , and noted "it is surprisingly difficult". In the following section we present a rather simple proof. The proof also reveals some interesting effects of the Hales numbering on hypercubes.
Proof of the Bandwidth Formula for Hypercubes
To prove Theorem 6, we first need a lemma and some definitions.
Lemma 7 We define a 2 n × n (0, 1)-matrix S (n) as
where
× n (0, 1)-matrix satisfying the following recursive formula
where 0 and 1 are column vectors containing only 0s and 1s respectively. As the base case, we have A We prove by induction on n. The above assertion is trivially true for n = 1. Assume the assertion holds for n − 1 ≥ 1. Now for n, A k are distinct, of Hamming weight k, and sorted in the decreasing lexicographic order as well. Combining the above facts and (7) concludes that the row vectors of A (n) k are distinct, of Hamming weight k, and in the decreasing lexicographic order. 2 Definition 8 Given a graph G = (V, E), for two vertex subsets V 1 ⊆ V and V 2 ⊆ V numbered by numberings η 1 and η 2 respectively, the adjacency matrix
The bandwidth of an s × t matrix M is the maximum absolute value of the difference between the row and column indices of a nonzero element of that matrix, i.e.
Remark 10 The bandwidth of a numbering η of a graph G is equal to the bandwidth of the adjacency matrix of G numbered by η.
The bandwidth of a square matrix is obviously the maximum Manhattan distance from a nonzero element to the main diagonal of the matrix. Let M (n) be the 2 n × 2 n adjacency matrix of Q (n) numbered by H (n) . Recall from Lemma 7 that matrix S (n) has as rows all vertices of Q (n) sorted by
Definition 11 For an s × t matrix M, its Manhattan radius r(M) is defined by
, and let the
′ ≤ n, form the 2 n × 2 n adjacency matrix of the Hales numbered hypercube:
Therefore, we have
The bandwidth of M (n) equals to the maximum Manhattan distance from a nonzero element of M (n) to the main diagonal of M (n) . Because of the symmetry of M (n) , the bandwidth of M (n) is equal to the maximum Manhattan distance from a nonzero element of M
k,k+1 are all on the main diagonal. Therefore, by Definition 11 the bandwidth of M (n) can be expressed in terms of Manhattan radii of M
A pleasing recurrence structure of the Manhattan radius r(M Rewrite (7) as,
Then M . Namely,
Because A It follows from (14) that the Manhattan radius r(M (n) k,k+1 ) equals to the maximum Manhattan distance from a nonzero element in submatrices M (n−1) Figure 2 . From the property of Manhattan distance and the fact that r(·) > 0, we have for
and r(M
Now we prove Theorem 6 by induction on n. It is trivial that when n = 1, r(M ⌋. Assume that
where equality holds if
in which the equality holds if k = ⌊ n 2 ⌋, because when n is even, ⌊ n 2
k,k+1 ) also achieves equality in (16). From (4), (12) and (17), Theorem 6 follows. 2
Antibandwidth problem
Another vertex numbering problem related to graph bandwidth is what we call antibandwidth problem. It is posed by reversing the objective of vertex numbering in that we now want to maximize the minimum distance between any adjacent pair of vertices.
Definition 12 The antibandwidth problem of a graph
where η is a numbering of G.
The antibandwidth problem has applications in code design for communications [3] . On hypercubes the antibandwidth problem has a very simple solution due to Harper [5] .
Corollary 13 (Harper, [5] ) For the n-cube, first number the vertices with even Hamming weights and then number the vertices with odd Hamming weights, in the Hales order. The resulting numbering achieves f (G).
In this section, we provide a close form formula for the solution of the antibandwidth problem on n-cubes, which is a new result.
Theorem 14 For the n-cube Q (n) , we have
PROOF. The numbering described in Corollary 13 determines a new ordering of verticesS
. . .
Similar to the proof of Theorem 6, we have the adjacency matrix of Q (n) with the vertices numbered in the order of (20)
(21) From the symmetric structure ofM (n) , we only take into account the lower part of the matrixM (n) . Then we have f (H (n) ) = min min k=1,3,··· ,2⌊
n−1 2
⌋+1
δ k,k−1 , min k=1,3,··· ,2⌊
where δ k,k ′ is the minimum Manhattan distance from a nonzero element in the submatrix M 
where equality holds when k = ⌊ n−1 2 ⌋ + 1 or ⌊ n−1 2 ⌋, whichever being odd.
Combining (22), (28) and (29) completes the proof. 2
