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CAPI´TULO 1
INTRODUCCIO´N Y MOTIVACIO´N
Aunque el despliegue de sistemas de comunicaciones 4G se esta´ iniciando hoy en dı´a, ya
se esta´n poniendo todas las miras en el desarrollo de la tecnologı´a 5G y de sus servicios.
La evolucio´n hacia 5G se plantea como un modo de superar los retos ya existentes en las
actuales redes celulares: tasas de datos ma´s elevadas, mejor funcionamiento extremo a ex-
tremo, menor latencia en hotspots y a´reas muy pobladas, o menor consumo de energı´a. Para
abordar estos retos, sera´ necesario mejorar las soluciones de acceso radio ya existentes y
complementarlas con otras nuevas. De esta forma, se espera que los sistemas 5G adopten
una arquitectura multinivel heteroge´nea que permita servir a usuarios con distintos requer-
imientos de calidad de servicio (QoS) de un modo eficiente tanto desde el punto de vista
energe´tico como a nivel de espectro. En concreto, la gestio´n de recursos radio y de las in-
terferencias sera´ uno de los puntos clave en 5G ya que los me´todos empleados hasta ahora,
tales como la asignacio´n de canal, el control de potencia o la compensacio´n de carga, no
sera´n eficientes en estos nuevos entornos [Hossain et al., 2014].
Aunque au´n no se han especificado los para´metros que deben cumplir los sistemas 5G,
algunos organismos ya han empezado a establecer algunos objetivos, lo que terminara´ in-
fluyendo en los futuros procesos de estandarizacio´n. Algunos de los requisitos que se pro-
ponen son los siguientes [Andrews et al., 2014]:
• Tasa de datos: la necesidad de soportar un alto nivel de tra´fico de datos sera´ algo
incuestionable en 5G. Esta tasa puede medirse de distintas formas que pasamos a
1
enumerar:
– Capacidad: entendida como la cantidad total de datos que la red puede servir, se
preve´ que sea 1000 veces superior a la existente actualmente en 4G.
– Tasa de datos de pico: se espera que la mejor tasa de datos que un usuario puede
alcanzar bajo una determinada configuracio´n de red sea del orden de 10Gbps.
– Tasa al borde de la celda: definida como la peor tasa de datos razonable que un
usuario puede recibir dentro del alcance de la red; se plantea que sea del orden
de 100Mbps, lo que supone una mejora de dos o´rdenes de magnitud respecto a
4G, aunque el valor final dependera´ de diversos factores como el taman˜o de la
celda o la carga de la misma.
• Latencia: aunque los 15ms de latencia existentes hoy en dı´a son suficientes para la
mayorı´a de los servicios actuales, las nuevas aplicaciones previstas para 5G (por ejem-
plo, aplicaciones de realidad virtual) necesitara´n soportar tiempos de latencia menores
a 1ms.
• Energı´a y coste: aunque idealmente, el coste y el consumo de energı´a en 5G deberı´an
disminuir, lo que sı´ se debe buscar es que al menos no aumente a nivel de cada enlace.
De todos estos requerimientos, el que recibe mayor atencio´n es el que tiene que ver con
la capacidad del sistema. La mejora en tres o´rdenes de magnitud prevista se puede alcanzar
fundamentalmente mediante la combinacio´n de tres estrategias [Andrews et al., 2014] (ver
Figura 1.1):
• Mejora de la eficiencia espectral: se obtendra´ principalmente mediante avances en
tecnologı´a MIMO (Multiple Input-Multiple Output) y a trave´s de la gestio´n de la in-
terferencia mediante cooperacio´n entre estaciones base.
• Uso optimizado del espectro: esto se consigue movie´ndonos a la banda milime´trica y
haciendo un mejor uso del espectro sin licencia de WiFi de los 5GHz.
• Densificacio´n extrema: es decir, incrementar el nu´mero de estaciones base an˜adiendo
ma´s nodos activos por unidad de a´rea y Hz.
Centra´ndonos en este aspecto, pasamos a describir los objetivos a estudiar en esta tesis.
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Figure 1.1: Procedimientos para aumentar la capacidad [Sanneck, 2012].
1.1 OBJETIVOS
Como hemos dicho anteriormente, una de las posibles tecnologı´as que permite mejorar la
eficiencia espectral de los sistemas inala´mbricos es la tecnologı´a MIMO, la cual ya ha sido
incorporada a los actuales esta´ndares emergentes como es el caso de LTE (Long Term Evo-
lution) [Li et al., 2010]. A trave´s de ella, es posible un incremento en la capacidad pro-
porcional al nu´mero de elementos radiantes [Goldsmith et al., 2003]. Ba´sicamente, cuantas
ma´s antenas disponga el transmisor y/o receptor y ma´s grados de libertad proporcione el
canal, mejor funcionamiento en te´rminos de tasa de datos o fiabilidad se alcanzara´.
Sin embargo, la ganancia en eficiencia espectral que se puede alcanzar usando MIMO
viene limitada por el menor nu´mero de antenas desplegadas en el transmisor y en el receptor,
hasta tal punto que un sistema formado por dos antenas en ambos extremos supera a un
sistema con un gran nu´mero de antenas en el transmisor y una so´la antena en el receptor
[Papadias, 1999] (ver Figura 1.2).
Debido a las limitaciones de taman˜o existentes en los terminales mo´viles, el factor que
habitualmente condiciona la eficiencia espectral es el nu´mero de antenas que se pueden de-
splegar en ellos. Ası´, para poder aprovechar los beneficios de la tecnologı´a MIMO en cuanto
a eficiencia espectral se refiere, es necesario buscar estrategias que permitan superar dichas
limitaciones de taman˜o. Una posible forma es la implementacio´n de terminales compactos.
Este sera´ uno de los objetivos de esta tesis: estudiar, en te´rminos de eficiencia espectral, las
3
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Figure 1.2: Capacidad de un sistema MIMO con diferente nu´mero de antenas.
prestaciones de un sistema MIMO con un so´lo usuario basado en terminales compactos. Di-
chos terminales estara´n formados por antenas multimodo tipo parche y permitira´n combinar
hasta tres tipos de diversidad: diversidad espacial, diversidad por polarizacio´n y diversidad
por diagrama de radiacio´n. Para modelar este sistema, se propondra´ un modelo de canal lo
ma´s cercano posible a la realidad que permita estudiar la influencia que tienen la combi-
nacio´n de ciertas caracterı´sticas de antena, como el diagrama de radiacio´n o la polarizacio´n,
en la eficiencia espectral del modelo propuesto.
Otro de los factores que influyen en la eficiencia espectral de un sistema MIMO es
la relacio´n sen˜al a ruido interferencia o SINR (Signal-to-Interference-plus-Noise Ratio).
Mediante te´cnicas de mitigacio´n de interferencia es posible mejorar la SINR aumentando
ası´ la eficiencia espectral del sistema. Estas te´cnicas de mitigacio´n se suelen clasificar en
tres estrategias [Boudreau et al., 2009] [Cho et al., 2010]:
• Coordinacio´n, que incluye te´cnicas como Reuso Fraccional de Frecuencia (Fractional
Frequency Reuse FFR), Reuso Suave de Frecuencia (Soft Frequency Reuse SFR),
FFR Flexible (Flexible Fractional Frequency Reuse FFFR), FFR Adaptativo (Adap-
tive Fractional Frequency Reuse AFFR), Asignacio´n Dina´mica de Canal (Dynamic
Channel Allocation DCA), etc.
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• Aleatorizacio´n, mediante esquemas basados en Co´digo de aleatorizacio´n especı´fico
de celda Cell-Specific Scrambling, Entrelazado Especı´fico de Celda (Cell-Specific In-
terleaving) o Acceso Mu´ltiple por Divisio´n de Entrelazado (Interleaved Division Mul-
tiple Access IDMA), Salto en Frecuencia en OFDMA (Frequency-Hopping OFDMA),
Asignacio´n Aleatoria de Subportadora (Random Subcarrier Allocation), etc.
• Cancelacio´n, que incluye te´cnicas IRC (Interference Rejection Combining) o esque-
mas basados en Deteccio´n Multiusuario IDMA (IDMA Multiuser Detection).
En los u´ltimos an˜os, han recibido una especial atencio´n los esquemas de trans-
misio´n/recepcio´n Coordinados Multipunto (Coordinated Multi-Point transmission/reception
CoMP). Dichos esquemas han sido considerados por los organismos de estandarizacio´n
como una herramienta para mitigar la interferencia entre celdas. La idea principal de CoMP
es la siguiente: cuando se usan los mismos recursos espectrales un usuario puede recibir,
de las BTSs (Base Transceiver Station) situadas en las celdas vecinas, sen˜ales con similar
potencia a la de su sen˜al deseada. Si la sen˜alizacio´n transmitida desde dichas BTSs es co-
ordinada, la interferencia puede ser mitigada consiguie´ndose una mejora significativa en el
funcionamiento del enlace. En esta tesis, nos centraremos en en te´cnicas CoMP basadas en
esquemas de diagonalizacio´n por bloques.
Resumiendo, la aportacio´n de esta tesis sera´ la siguiente:
1. Estudiar, en te´rminos de eficiencia espectral, las prestaciones de un sistema MIMO
basado en terminales compactos con antenas tipo parche. Para ello se propondra´ un
modelo de canal lo ma´s cercano posible a la realidad que permita estudiar la influencia
que tienen la combinacio´n de ciertas caracterı´sticas de antena, como el diagrama de
radiacio´n o la polarizacio´n, en la eficiencia espectral del modelo propuesto.
2. Formular el procesamiento cooperativo para la cancelacio´n de la interferencia medi-
ante te´cnicas de diagonalizacio´n por bloques, extendiendo dicha formulacio´n a sis-
temas de banda ancha.
3. Definir un heurı´stico que permita obtener la asignacio´n de potencia a transmitir por
cada BTS de tal forma que se maximice la tasa suma ponderada del sistema re-
speta´ndose siempre las limitaciones de potencia ma´xima impuestas por BTS.
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1.2 ORGANIZACIO´N DE LA TESIS
La tesis esta´ organizada de la siguiente forma:
• En el Capı´tulo 2 se hara´, en primer lugar, una introduccio´n a los sistemas MIMO que
incluira´ las distintas clasificaciones de dichas te´cnicas multiantena. A continuacio´n
se presentara´ el modelo general de un sistema MIMO formado por varios usuarios,
para poder particularizar ma´s adelante en los diferentes escenarios posibles. Seguida-
mente se estudiara´n las diferentes estrategias de transmisio´n y recepcio´n existentes,
analiza´ndose la estructura que adquieren las matrices de precodificacio´n y confor-
mado en los distintos escenarios MIMO. Finalmente, se analizara´n las restricciones
de potencia establecidas en el disen˜o de un sistema general MIMO formado por varios
usuarios.
• En el Capı´tulo 3 se analizara´ la capacidad de sistemas MIMO. Para ello, se estudiara´
en primer lugar la teorı´a de descomposicio´n de matrices en valores singulares que
nos permitira´ paralelizar el canal MIMO en subcanales independientes por los que
multiplexar los datos a transmitir, mejorando ası´ la velocidad del sistema. A partir
de esta teorı´a de matrices, presentaremos la capacidad en canales MIMO de un so´lo
usuario, tanto si el canal es determinista, como cuando es aleatorio con desvaneci-
miento en frecuencia. Por u´ltimo, mostraremos la capacidad de un sistema MIMO
gene´rico formado por varios usuarios.
• En el Capı´tulo 4 se llevara´ a cabo el modelado de canal. En esta tesis se estudiara´n dos
tipos de canales. El primer modelo, para sistemas MIMO de un so´lo usuario, permitira´
estudiar la influencia que tienen la combinacio´n de ciertas caracterı´sticas de antena,
como el diagrama de radiacio´n o la polarizacio´n, en la eficiencia de un sistema con
terminales compactos. El segundo permitira´ modelar un canal MIMO multiusuario
realista, el cua´l sera´ empleado en posteriores capı´tulos para analizar las te´cnicnas de
cancelacio´n de interferencias y asignacio´n de potencia propuestas en esta tesis.
• En el Capı´tulo 5 se expondra´n brevemente las distintas te´cnicas de mitigacio´n de in-
terferencia existentes hoy en dı´a. De todas ellas, nos centraremos en los esquemas de
cancelacio´n, concretamente en los esquemas de transmisio´n/recepcio´n Coordinados
6
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Multipunto basados en diagonalizacio´n por bloques. En este capı´tulo, se formulara´ el
procesamiento cooperativo para la cancelacio´n de la interferencia mendiante te´cnicas
de diagonalizacio´n por bloques, extendiendo dicha formulacio´n a sistemas de banda
ancha. Seguidamente, se definira´ un heurı´stico que permita obtener la asignacio´n de
potencia a transmitir por cada BTS de tal forma que se maximice la tasa suma ponder-
ada del sistema respeta´ndose siempre las limitaciones de potencia ma´xima impuestas
por BTS.
• En el Capı´tulo 6 se presentara´n las distintas simulaciones realizadas junto con los
resultados obtenidos. En primer lugar se estudiara´ la influencia que tiene la com-
binacio´n de ciertas caracterı´sticas de antenaen la eficiencia espectral de un sistema
MIMO de un so´lo usuario donde lo que se busca es disponer de terminales com-
pactos. Seguidamente pasaremos a estudiar las prestaciones de un sistema MIMO
multiusuario basado en CoMP-BD OFDM. Dicho modelo incluira´ tanto el proce-
samiento cooperativo para la cancelacio´n de la interferencia como el heurı´stico en-
cargado de realizar la asignacio´n de potencia presentados en el capı´tulo anterior. Los
modelos de canal empleados sera´n los propuestos tambie´n en el capı´tulo previo.
• Por u´ltimo, en el Capı´tulo 7 se expondra´n las conclusiones alcanzadas en esta tesis y
las posibles lı´neas futuras.
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CAPI´TULO 2
SISTEMAS MIMO (Multiple
Input-Multiple Output )
La demanda de velocidades de transmisio´n cada vez ma´s elevadas por parte de los sistemas
de comunicaciones wireless y de las nuevas aplicaciones mo´viles ha hecho necesario en-
contrar me´todos de transmisio´n ma´s avanzados capaces de mejorar el funcionamiento del
sistema. Una posible solucio´n son los denominados sistemas MIMO que, mediante el em-
pleo de mu´ltiples antenas en el transmisor y/o receptor, permiten aumentar la capacidad
del sistema sin necesidad de incrementar ni el ancho de banda ni la potencia con la que
se transmite [Foschini, 1996][Telatar, 1999]. Los sistemas MIMO aprovechan la dimensio´n
espacial para repartir la potencia total entre las distintas antenas y conseguir ası´ ganancia
de array (mejora la eficiencia espectral del sistema) o ganancia de diversidad (mejora la
fiabilidad del enlace)
Las te´cnicas multiantena pueden clasificarse en dos grandes categorı´as
[Golden et al., 1999]:
• Te´cnicas de multiplexado espacial: varios flujos de datos independientes son transmi-
tidas simulta´neamente desde distintas antenas, aumentando ası´ la velocidad de trans-
misio´n del sistema.
• Te´cnicas de diversidad espacio-tiempo: la misma informacio´n se envı´a y/o recibe por
mu´ltiples antenas mejorando ası´ la fiabilidad del sistema.
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Empleando te´cnicas de multiplexado espacial es posible conseguir tasas de transmisio´n
iguales a la capacidad de canal definida para ese sistema MIMO. Sin embargo, las veloci-
dades alcanzables usando te´cnicas de diversidad pueden llegar a ser mucho menores que la
capacidad establecida para dicho canal [Sandhu and Paulraj, 2000].
Atendiendo al escenario, es posible distinguir entre:
• SU-MIMO (Single User MIMO): escenario MIMO ma´s sencillo formado por un so´lo
transmisor (M = 1 y t antenas transmisoras) y un so´lo receptor (N = 1 y r antenas
receptoras).
• MU-MIMO (Multi User MIMO) o MIMO colaborativo: escenario representativo de
un esquema donde una sola BTS (Base Transceiver Station) sirve a varios usuarios.
Pueden darse dos casos:
– Escenario multisuario descendente donde un so´lo transmisor (M = 1 y t antenas
transmisoras) sirve a varios usuarios (N > 1).
– Escenario multiusuario ascendente donde varios usuarios (M > 1) transmiten
al mismo receptor (N = 1 y r antenas receptoras).
• MU-MIMO distribuı´do: es el caso ma´s general y complejo donde varios transmisores
(M > 1) sirven a varios usuarios (N > 1) simulta´neamente. Este sera´ el caso que
estudiaremos a lo largo de esta tesis.
En este capı´tulo, se presentara´ en primer lugar el modelo general de un sistema MU-
MIMO distribuı´do, para poder particularizar ma´s adelante en los diferentes escenarios posi-
bles. A continuacio´n se estudiara´n las diferentes estrategias de transmisio´n y recepcio´n
analiza´ndose la estructura que adquieren las matrices de precodificacio´n y conformado en
los distintos escenarios MIMO. Finalmente se analizara´n las restricciones de potencia es-
tablecidas en el disen˜o de un sistema MU-MIMO distribuı´do.
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2.1 MODELO GENERAL DE SEN˜AL MIMO
Consideremos un sistema general formado por M BTSs y N usuarios1, con t antenas trans-
misoras y r antenas receptoras respectivamente2 (ver Figura 2.1). Se trata de un sistema
MU-MIMO distribuı´do compuesto por Mt antenas transmisoras y Nr antenas receptoras,
con Mt > Nr para no perder flujos de datos transmitidos.
Figure 2.1: Sistema MIMO general: MU-MIMO distribuı´do.
Asumiremos un medio de propagacio´n con reflectores y dispersores y sin interferen-
cia entre sı´mbolos (ISI). Esta suposicio´n, va´lida para sistemas de banda estrecha afectados
por desvanecimientos lentos y planos, es aplicable a cualquier sistema OFDM donde cada
portadora se comporta como un subsistema de banda estrecha. Ası´, el canal vendra´ repre-
sentado por una matriz H ∈ CNr×Mt donde cada elemento hjki representa el canal desde
la antena transmisora j (j = 1 . . .Mt) a la antena receptora i (i = 1, . . . , r) del usuario k
(k = 1, . . . , N ).
En el caso ma´s general, el procesamiento de sen˜al es llevado a cabo tanto en el lado del
transmisor como en el lado del receptor. Con el fin de alcanzar un compromiso entre com-
plejidad y funcionamiento, a lo largo de este trabajo supondremos que los filtros presentes
en el sistema son filtros lineales.
Llamaremos d ∈ CK al vector aleatorio que contiene los datos de los usuarios y cuya
matriz de autocorrelacio´n vendra´ dada por Rd ∈ CK×K . El nu´mero ma´ximo de tramas en
1Aunque a lo largo de esta tesis vamos a estudiar el caso descendente, el modelo MIMO general presentado
en este capı´tulo es extrapolable al caso ascendente
2Por simplicidad, se supondra´ que todas las BTSs estara´n formadas por el mismo nu´mero de antenas trans-
misoras t. Igualmente, se supondra´ que todos los terminales mo´viles constara´n de r antenas receptoras.
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paralelo que se pueden transmitir debe ser igual al rango de la matriz de canal H. Por ello
se debe cumplir K ≤ min(Mt ,Nr) que, por la hipo´tesis inicial de Mt ≥ Nr , implica que
K ≤ Nr . Dado que no suele ser habitual que el rango de la matriz de canal sea inferior
a Nr, supondremos por simplicidad que K = Nr. Este vector de datos es precodificado
mediante un filtro lineal de matriz WTX ∈ CMt×Nr dando lugar al conjunto de sı´mbolos a
transmitir por las M BTSs y que agruparemos en el vector x ∈ CMt:
x = WTXd (2.1)
Ası´, la sen˜al recibida y ∈ CNr vendra´ dada por
y = Hx + n = HWTXd + n (2.2)
donde n ∈ CNr es el te´rmino de ruido aditivo blanco Gaussiano de matriz de autocor-
relacio´n Rn ∈ CNr×Nr. Finalmente, esta sen˜al recibida es procesada por el receptor me-
diante un filtro lineal de matriz WRX ∈ CNr×Nr, obtenie´ndose a la salida del mismo una
estimacio´n dˆ ∈ CNr de los datos originales:
dˆ = WRXy = WRXHWTXd + WRXn (2.3)
A continuacio´n pasamos a analizar en detalle cada uno de los vectores y matrices in-
volucrados en el sistema MIMO. El vector de sı´mbolos d puede escribirse como:
d =

d1
...
dk
...
dN

(2.4)
siendo dk ∈ Cr el vector que contiene los r sı´mbolos del usuario k:
dk =

dk1
...
dki
...
dkr

(2.5)
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La matriz de precodificacio´n puede escribirse como:
WTX =

(WTX)1,1 · · · (WTX)1,k · · · (WTX)1,N
...
. . .
...
. . .
...
(WTX)m,1 · · · (WTX)m,k · · · (WTX)m,N
...
. . .
...
. . .
...
(WTX)M,1 · · · (WTX)M,k · · · (WTX)M,N

(2.6)
La submatriz (WTX)m ∈ Ct×Nr representa la parte del precoficador encargada de
obtener los t sı´mbolos a transmitir por la BTS m (m = 1, . . . ,M ):
(WTX)m =
[
(WTX)m,1 · · · (WTX)m,k · · · (WTX)m,N
]
(2.7)
De igual forma, la submatriz (WTX)
k ∈ CMt×r es la parte de WTX encargada de obtener
la sen˜al a transmitir con la informacio´n de los r sı´mbolos del usuario k:
(WTX)
k =

(WTX)1,k
...
(WTX)m,k
...
(WTX)M,k

(2.8)
A trave´s de esta matriz (WTX)
k, la informacio´n correspondiente al usuario k (contenida en
el vector dk) es repartida entre todas las BTSs.
Finalmente, (WTX)m,k ∈ Ct×r es la submatriz que contiene los vectores de precodifi-
cacio´n de la BTS m correspondientes a los r sı´mbolos del usuario k. Esta submatriz define
la contribucio´n de los r sı´mbolos del usuario k en los t sı´mbolos enviados por la BTS m:
(WTX)m,k =

w
(m−1)t+1
k1 · · · w(m−1)t+1ki · · · w(m−1)t+1kr
...
. . .
...
. . .
...
w
(m−1)t+j′
k1 · · · w(m−1)t+j
′
ki · · · w(m−1)t+j
′
kr
...
. . .
...
. . .
...
wmtk1 · · · wmtki · · · wmtkr

(2.9)
donde j′ = 1 . . . t es el superı´ndice que permite hacer el barrido a lo largo de las t antenas
de cada BTS. No´tese que el ı´ndice j engloba las t antenas transmisoras de las M BTSs, esto
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es, j = 1 . . .Mt mientras que el ı´ndice j′ engloba las t antenas de una determinada BTS, es
decir, j′ = 1 . . . t.
Cada sı´mbolo de usuario dki, llevara´ asociado un vector de precodificacio´n wki ∈ CMt
que determinara´ la contribucio´n de cada antena transmisora sobre dicho sı´mbolo:
wki =

w1ki
...
wmki
...
wMki

donde wmki =

w
(m−1)t+1
ki
...
w
(m−1)t+j′
ki
...
wmtki

(2.10)
Ası´, podemos reescribir la submatriz (WTX)
k en funcio´n de dichos vectores como:
(WTX)
k =
[
wk1 · · · wki · · · wkr
]
(2.11)
y la matrix completa de precodificacio´n WTX como:
WTX =
[
(WTX)
1 · · · (WTX)k · · · (WTX)N
]
(2.12)
El vector correspondiente a la sen˜al transmitida puede escribirse en funcio´n de la matriz
de precodificacio´n WTX y de los sı´mbolos de datos d como:
x =

x1
...
xm
...
xM

= WTXd (2.13)
donde xm ∈ Ct es el vector que contiene el conjunto de sı´mbolos enviados por la BTS m:
nxm =

x(m−1)t+1
...
x(m−1)t+j′
...
xmt

= (WTX)m d =
N∑
k=1
(WTX)m,k dk (2.14)
14
CAPI´TULO 2. SISTEMAS MIMO (MULTIPLE INPUT-MULTIPLE OUTPUT)
Como puede verse en (2.14), cada antena transmisora llevara´ informacio´n de todos y cada
uno de los usuarios.
De la misma forma que se hizo con la matriz de precodificacio´n WTX , la matriz de canal
H puede descomponerse en un conjunto de submatrices, teniendo en cuenta que, en este
caso, la dimensiones esta´n invertidas:
H =

(H)1
...
(H)k
...
(H)N

=

(H)1,1 · · · (H)1,m · · · (H)1,M
...
. . .
...
. . .
...
(H)k,1 · · · (H)k,m · · · (H)k,M
...
. . .
...
. . .
...
(H)N,1 · · · (H)N,m · · · (H)N,M

(2.15)
La submatriz (H)k ∈ Cr×Mt contiene los canales vistos desde las t antenas transmisoras
de las M BTSs a las r antenas receptoras del usuario k:
(H)k =

h1k1 · · · hjk1 · · · hMtk1
...
. . .
...
. . .
...
h1ki · · · hjki · · · hMtki
...
. . .
...
. . .
...
h1kr · · · hjkr · · · hMtkr

(2.16)
donde hjki es el canal desde la antena transmisora j a la antena receptora i del usuario k. Por
otro lado, la submatriz (H)m ∈ CNr×t contiene los canales desde las t antenas transmisoras
de la BTS m a las r antenas receptoras de los N usuarios. Por u´ltimo, (H)k,m ∈ Cr×t
contiene los canales vistos desde las t antenas transmisoras de la BTS m a las r antenas
receptoras del usuario k:
(H)k,m =

h
(m−1)t+1
k1 · · ·h(m−1)t+j
′
k1 · · · hmtk1
...
. . .
...
h
(m−1)t+1
ki · · ·h(m−1)t+j
′
ki · · · hmtki
...
. . .
...
h
(m−1)t+1
kr · · ·h(m−1)t+j
′
kr · · · hmtkr

(2.17)
donde h(m−1)t+j
′
ki es el canal desde la antena transmisora j
′(j′ = 1 . . . t) de la BTS m a la
antena receptora i del usuario k.
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El vector n contiene los vectores de ruido AWGN de cada usuario:
n =

n1
...
nk
...
nN

(2.18)
siendo nk ∈ Cr el ruido en las r antenas receptoras del usuario k.
De igual forma, el vector y, que contiene las sen˜ales recibidas por cada usuario, puede
escribirse como:
y =

y1
...
yk
...
yN

(2.19)
donde yk ∈ Cr es la sen˜al recibida por las r antenas receptoras del usuario k:
yk = (H)k x + nk =

yk1
...
yki
...
ykr

(2.20)
Al asumir que el nu´mero de tramas de usuario es igual al nu´mero de antenas receptoras,
la matriz WRX correspondiente al filtro receptor sera´ una matriz cuadrada de dimensiones
Nr ×Nr que podremos escribir como:
WRX =

(WRX)1,1 · · · (WRX)1,k · · · (WRX)1,N
...
. . .
...
. . .
...
(WRX)k,1 · · · (WRX)k,k · · · (WRX)k,N
...
. . .
...
. . .
...
(WRX)N,1 · · · (WRX)N,k · · · (WRX)N,N

(2.21)
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La submatriz (WRX)k ∈ Cr×Nr es la parte de WRX empleada para estimar los r sı´mbolos
del usuario k:
(WRX)k =
[
(WRX)k,1 · · · (WRX)k,k · · · (WRX)k,N
]
(2.22)
De igual forma, la submatriz (WRX)
k ∈ CNr×r representa la contribucio´n de la sen˜al yk
recibida por las r antenas del usuario k en la estimacio´n completa de d:
(WRX)
k =

(WRX)1,k
...
(WRX)k,k
...
(WRX)N,k

(2.23)
Por u´ltimo, (WRX)k,k′ ∈ Cr×r es la submatriz de WRX que define la contribucio´n de los r
sı´mbolos recibidos por el usuario k en la estimacio´n de los r sı´mbolos del usuario k′.
El vector dˆ con los sı´mbolos estimados puede escribirse como:
dˆ =

dˆ1
...
dˆk
...
dˆN

(2.24)
donde dˆk ∈ Cr contiene los r sı´mbolos estimados del usuario k.
Como dijimos anteriormente, el vector dk contiene los r sı´mbolos correspondientes al
usuario k. Supondremos que dicho vector tiene una matriz de correlacio´n gene´rica Rdk ∈
Cr×r y que los vectores dk y dk′ esta´n incorrelados para todo k 6= k′. De esta forma, la
matriz de correlacio´n Rd sera´ una matriz diagonal de la forma:
Rd = E
{
ddH
}
=

Rd1 · · · 0 · · · 0
...
. . .
...
. . .
...
0 · · · Rdk · · · 0
...
. . .
...
. . .
...
0 · · · 0 · · · RdN

(2.25)
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Cada vector dk es codificado mediante la matriz de precodificacio´n (WTX)
k asignada a
dicho usuario, de modo que el vector x se obtendra´ como la suma de las contribuciones de
dichos sı´mbolos precodificados:
x =
N∑
k=1
(WTX)
k dk =
N∑
k=1
r∑
i=1
wkidki (2.26)
A partir de la expresio´n anterior podemos apreciar que para calcular, en un caso gene´rico,
el vector xm con las sen˜ales a enviar por las antenas de la BTS m es necesario conocer los
sı´mbolos de datos y las matrices de precodificacio´n de todos los usuarios.
Como se puede ver en (2.20), el usuario k so´lo se vera´ afectado por la parte del canal
que e´l ve, es decir, por (H)k. Sin embargo, para su ca´lculo en un caso general donde la
matriz WTX no es diagonal bloque, es necesario conocer las sen˜ales enviadas desde todas
las antenas transmisoras. El vector nk contiene el ruido presente en cada una de las r
antenas del usuario k. Viene caracterizado por su matriz de autocorrelacio´n Rnk ∈ Cr×r,
correspondiente a la submatriz k-e´sima de la diagonal de la matriz de autocorrelacio´n de n,
Rn.
Por u´ltimo, la estimacio´n del sı´mbolo del usuario k se obtendra´ como:
dˆk = (WRX)k y (2.27)
Esta expresio´n muestra que para que el receptor k-e´simo estime el sı´mbolo dˆk en un esce-
nario donde WRX no sea diagonal bloque, es necesario tener acceso a la sen˜al recibida por
todas las antenas del sistema, incluso las correspondientes a otros usuarios.
Si no se aplicase ningu´n tipo de procesamiento de sen˜al, todas las tramas de datos es-
tarı´an acopladas debido a la matriz de canal H. Por ello, es necesario encontrar aquellas
matrices WTX y WRX que hagan que la cadena WRXHWTX se comporte como un conjunto
deNr subcanales paralelos independientes permitiendo ası´ desacoplar a los diferentes usua-
rios. Sin embargo, las expresiones (2.14) y (2.27) muestran que para calcular xm y dˆk hace
falta conocer los vectores d e y al completo. De ello se deduce que, para obtener el vec-
tor x con las sen˜ales a transmitir por todas las BTSs y el vector dˆ con todos los sı´mbolos
estimados, sera´ necesario algu´n tipo de coordinacio´n entre las BTSs y/o los usuarios. De-
bido al elevado coste que supondrı´a una coordinacio´n entre terminales, y dado que en los
transmisores se puede tener acceso fa´cilmente a la informacio´n del canal, lo que se hace
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habitualmente es implementar en las BTSs una precodificacio´n coordinada de las sen˜ales de
los distintos usuarios. De esta forma se consigue que el procesamiento complejo se realice
en la BTS, simplificando de manera significativa a los terminales de usuario.
2.2 ESTRATEGIAS DE TRANSMISIO´N Y RECEPCIO´N
El modelo presentado anteriormente es una representacio´n gene´rica de un sistema MIMO
con procesado lineal tanto en el trasmisor como en el receptor. Incluye diferentes esce-
narios, desde sistemas con un so´lo transmisor y un so´lo receptor con mu´ltiples antenas en
ambos extremos, hasta esquemas formados por varios transmisores y varios receptores con
mu´ltiples antenas en ellos. La principal diferencia entre ellos radica en el nu´mero de grados
de libertad de los que se dispone a la hora de disen˜ar las matrices WTX y WRX y en las
restricciones sobre la potencia transmitida impuestas al sistema. En esta seccio´n vamos a
particularizar este modelo para los escenarios descendente ma´s habituales estudiando la es-
tructura que adquieren las matrices de precodificacio´n y filtrado en cada uno de los casos3.
Para ello asumiremos reuso universal de frecuencia, con todos los elementos del sistema
trabajando a la misma frecuencia.
Como mencionamos en la introduccio´n de este capı´tulo, el esquema MIMO ma´s sencillo
es el denominado “Single User” formado por un so´lo transmisor y un so´lo receptor (M =
N = 1), cada uno de ellos con varias antenas (t ≥ 1, r ≥ 1). En este caso, el disen˜o de la
matriz de precodificacio´n y el filtro en recepcio´n esta´ completamente resuelto en la literatura
[Palomar et al., 2003][Scaglione et al., 2002][Joham et al., 2005]. Siguiendo la notacio´n de
(2.6), la estructura de WTX sera´ la de una matriz donde (WTX)m,k = 0 para todo m 6= 1 y
k 6= 1:
WTX = (WTX)1,1 (2.28)
donde la submatriz (WTX)1,1 define la contribucio´n de las r tramas del usuario en los t
sı´mbolos enviados por la BTS. De igual forma, la matriz en recepcio´n WRX seguira´ una
estructura equivalente que vendra´ dada por:
WRX = (WRX)1,1 (2.29)
3Este mismo estudio de matrices puede extenderse al caso ascendente aplicando dualidad
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Aumentando un grado la complejidad, el siguiente escenario a considerar es el caso
“Multi User” donde una sola BTS (M = 1 y t antenas transmisoras) sirve a varios usuarios
(N > 1). La matriz de precodificacio´n en este caso tendra´ la forma:
WTX = (WTX)1 =
[
(WTX)1,1 · · · (WTX)1,k · · · (WTX)1,N
]
(2.30)
donde (WTX)1 es una matriz fila bloque que representa la parte del precoficador encargada
de obtener los t sı´mbolos a transmitir por la BTS del sistema. Por otro lado, teniendo en
cuenta que nunca habra´ intercambio de informacio´n entre los terminales mo´viles, la matriz
en el receptor sera´ una matriz diagonal bloque expresada como
WRX =

(WRX)1,1 0 · · · 0
0 (WRX)2,2 · · · 0
...
...
. . .
...
0 0 · · · (WRX)N,N
 (2.31)
donde cada submatriz (WRX)k,k′ define la contribucio´n de los r sı´mbolos recibidos por el
usuario k en la estimacio´n de los r sı´mbolos del usuario k′.
Por u´ltimo, el caso ma´s complejo y a su vez ma´s general es aquel donde varias BTSs
(M > 1) sirven a varios usuarios (N > 1) simulta´neamente, ambos extremos con una o
ma´s antenas transmisoras/receptoras. Aunque es posible otros escenarios, por simplicidad
supondremos M = N , donde cada usuario es servido por una BTS. En este escenario
pueden darse dos situaciones: que cada BTS trabaje de forma independiente, o que por el
contrario, exita coordinacio´n entre BTSs. En el primer caso, la matriz de precodificacio´n
WTX sera´ una matriz diagonal bloque de la forma:
WTX =

(WTX)1,1 0 · · · 0
0 (WTX)2,2 · · · 0
...
...
. . .
...
0 0 · · · (WTX)M,M
 (2.32)
donde la submatriz (WTX)m,k define la contribucio´n de los r sı´mbolos del usuario k en los t
sı´mbolos enviados por la BTS m. Por su parte, WRX sera´ una matriz diagonal bloque como
la de la expresio´n (2.31).
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En el segundo caso, conocido como “Multi User” distribuı´do, la informacio´n de canal
disponible en las BTSs permitira´ una precodificacio´n coordinada de las sen˜ales de cada uno
de los usuarios. Este escenario sera´ con el que trabajaremos a lo largo de esta tesis. En este
caso, la matriz WTX sera´ una matriz completa expresada por (2.6) mientras que WRX sera´
una matriz diagonal bloque como la indicada por (2.31).
Como dijimos en la seccio´n anterior, la expresio´n (2.14) indica que, para calcular los
sı´mbolos a transmitir por la BTS m, es necesario conocer los Nr sı´mbolos de todos los
usuarios. Cuando el sistema consta so´lo de una BTS (M = 1), no existe ningu´n problema
ya que el transmisor tendra´ acceso a los sı´mbolos de todos los usuarios. Sin embargo, cuando
estamos ante un escenario formado por varias BTSs y el nu´mero de transmisores es elevado,
puede resultar inviable coordinarlas a todas. Es por este motivo por lo que a veces es nece-
sario establecer restricciones a dicha coordinacio´n. El caso ma´s sencillo y a su vez ma´s res-
trictivo consiste, como hemos dicho anteriormente, en imponer que no exista coordinacio´n
entre BTSs. En este caso, WTX sera´ una matriz diagonal bloque donde (WTX)m,k = 0 ∀k 6=
m, es decir, WTX = diag
(
(WTX)1,1 . . . (WTX)M,M
)
. Una restriccio´n ma´s suave consiste
en permitir la coordinacio´n entre un cierto nu´mero L de BTSs que formara´n un cluster. En
este caso (WTX)m,k = 0 para aquellas BTSs m y k que pertenezcan a clusters diferentes.
Por comodidad, numeraremos a todas las BTSs pertenecientes al mismo cluster con ı´ndices
consecutivos de forma que la matriz WTX volvera´ a ser una matriz diagonal bloque de la
forma WTX = diag
((
W(c)
TX
)
1,1
. . .
(
W(c)
TX
)
S,S
)
donde cada
(
W(c)
TX
)
m,m
∈ CLt×Lr rep-
resenta la matriz de precodificacio´n coordinada para el cluster m y donde S corresponde al
nu´mero total de clusters existentes en el sistema.
2.3 RESTRICCIONES DE POTENCIA
La potencia a transmitir es un para´metro fundamental a la hora de disen˜ar un sistema de
comunicaciones ya que siempre habra´ algu´n tipo de restriccio´n sobre ella que sera´ necesario
satisfacer. Como ya se menciono´ anteriormente, d es un proceso estoca´stico modelado por
su matriz de autocorrelacio´n Rd (ver expresio´n (2.25)). De (2.13) se tiene que la potencia
media transmitida por la antena j de la BTS m vendra´ dada por la entrada diagonal j-e´sima
de la matriz de autocorrelacio´n Rxm del vector xm, donde Rxm es la submatriz m-e´sima
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de la diagonal de Rx:
Rx = E
{
xxH
}
=

Rx1 Rx1,x2 · · · Rx1,xM
Rx2,x1 Rx2 · · · Rx2,xM
...
...
. . .
...
RxM ,x1 RxM ,x2 · · · RxM
 (2.33)
siendo los te´rminos Rxm,xm′ los correspondientes a la correlacio´n cruzada entre xm y xm′ ,
la cua´l no influye en el ca´lculo de la potencia a transmitir.
Ası´, la potencia a transmitir por la BTS m vendra´ dada por:
Pm = Tr (Rxm) (2.34)
y la potencia total transmitida por las M BTSs sera´:
Ptot =
M∑
m=1
Pm = Tr (Rx) (2.35)
En nuestro caso, supondremos una potencia ma´xima por BTS igual a Pmax,m por lo que
los sı´mbolos a transmitir debera´n cumplir
Pm ≤ Pmax,m ⇔ Tr (Rxm) ≤ Pmax,m ∀m = 1 . . .M (2.36)
Sustituyendo (2.13) en (2.33), podemos reescibir la matriz de autocorrelacio´n Rx en
funcio´n de la matriz de preocodificacio´n como:
Rx = WTXRdW
H
TX
(2.37)
de donde se deduce que las restricciones de potencia impuestas al sistema van a afectar en
el disen˜o de las matrices de precodificacio´n.
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(Multiple Input-Multiple Output )
La creciente demanda que experimentan dı´a a dı´a las comunicaciones inala´mbricas ha hecho
imprescindible determinar los lı´mites de capacidad que soportan este tipo de canales. Estos
lı´mites son los que establecen la tasa de datos ma´xima a la que se podra´ transmitir sobre
ellos con una probabilidad de error asinto´ticamente pequen˜a, sin que existan restricciones
ni en el retardo ni en la complejidad del codificador y/o decodificador empleados. La ca-
pacidad de canal fue estudiada inicialmente por Claude Shannon a finales de 1940 a partir
de una teorı´a matema´tica basada en el ca´lculo de la informacio´n mutua entre la entrada y
al salida del canal [Shannon, 1948][Shannon, 1949][Shannon and Weaver, 1949]. Shannon
definio´ la capacidad como la informacio´n mutua maximizada sobre todas las distribuciones
de entrada posibles y establecio´ que, mediante esquemas de codificacio´n adecuados, es posi-
ble conseguir tasas de datos cercanas a la capacidad de canal con una probabilidad de error
arbitrariamente pequen˜a.
Comparado con los sistema SISO (Single Input-Single Output), la capacidad de canal en
sistemas MIMO con t antenas transmisoras y r antenas receptoras puede incrementarse en
un factor min(t, r) sin tener que aumentar para ello ni la potencia con que se transmite ni
el ancho de banda del sistema [Foschini and Gans, 1998][Telatar, 1999]. Esto, junto con la
alta demanda de servicios inala´mbricos a velocidades de transmisio´n cada vez ma´s elevadas,
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ha hecho de los sistemas MIMO una tecnologı´a ido´nea para este tipo de sistemas.
La capacidad de canal de un sistema MIMO depende fuertemente de las propiedades es-
tadı´sticas del canal y de la correlacio´n entre los elementos de antena [Goldsmith, 2005]. En
general, dependiendo de las suposiciones que se hagan sobre el CSI (Channel Side Informa-
tion) y la distribucio´n estadı´stica que sigan las entradas de H, la capacidad de canal obtenida
sera´ diferente. Para un canal esta´tico se suele asumir que el CSIR (Channel Side Information
at the Receiver) es conocido, ya que las ganancias de canal pueden obtenerse fa´cilmente
enviando una secuencia de pilotos que permita estimar el canal [Paulraj et al., 2003]. Si
adema´s se dispone de un camino de realimentacio´n hacia el transmisor, el CSIR puede reen-
viarse a e´ste proporciona´ndole ası´ conocimiento del CSIT (Channel Side Information at the
Transmitter). Cuando el canal no se conoce ni el transmisor ni en el receptor, es necesario
asumir una cierta distribucio´n para la matriz de canal. Lo ma´s habitual es suponer que el
canal sigue un modelo de distribucio´n ZMSW (Zero-Mean Spatially White), donde las en-
tradas de H son variables aleatorias i.i.d. Gaussianas complejas (partes real e imaginarias
independientes), circularmente sime´tricas1 de media cero y varianza unidad. De esta forma
se consigue modelar un entorno con desvanecimiento Rayleigh con suficiente separacio´n
entre las antenas en recepcio´n y en transmisio´n como para asumir que los desvanecimientos
entre cada par de antenas transmisora-receptora son independientes entre sı´.
En este capı´tulo, se estudiara´ en primer lugar la capacidad de canales SU-MIMO. Para
ello se presentara´ la teorı´a de matrices involucrada en su ca´lculo para posteriormente derivar
las expresiones de capacidad tanto en canales deterministas como aleatorios. Por u´ltimo,
se extrapolara´ el ca´lculo al estudio de la capacidad en un sistema gene´rico MU-MIMO
distribuı´do.
1Un vector Gaussiano complejo x es circularmente sime´trico si
E
{
(x− E {x}) (x− E {x})H
}
= 0.5
 Re(Q) − Im(Q)
Im(Q) Re(Q)

para alguna matriz Q definida no negativa y Hermı´tica.
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3.1 TEORI´A DE MATRICES: DESCOMPOSICIO´N DE CANALES
MIMO EN VALORES SINGULARES
Consideremos un canal MIMO formado por t antenas transmisoras y r antenas receptoras
cuya matriz de ganancia H es conocida tanto en transmisio´n como en recepcio´n. Sea RH
el rango de dicha matriz H. Dado que RH no puede exceder ni el nu´mero de filas ni de
columnas de H, se cumple
RH ≤ min(t, r) (3.1)
Si la matriz de canal H es de rango completo, lo que ocurre en canales altamente dispersivos,
entonces RH = min(t, r). De igual forma, entornos con una alta correlacio´n entre las
entradas de su matriz H, dara´n lugar a canales con un bajo rango que puede incluso llegar a
la unidad.
La teorı´a de matrices establece que toda matriz H puede descomponerse en valores
singulares (SVD Singular Values Descomposition) como [Goldsmith, 2005]
H = UΣVH (3.2)
donde U ∈ Cr×r y V ∈ Ct×t son matrices unitarias2 y donde Σ ∈ Rr×t+ es una matriz
no negativa y diagonal cuyas entradas corresponden a los valores singulares {σi} de H. A
partir de la descomposicio´n SVD de H, es posible escribir HHH como
HHH = UΣΣHUH = QΛQH (3.3)
donde Q = U de modo que QHQ = I ∈ Rr×r, y donde Λ es una matriz compleja diagonal
de dimensio´n r × r cuyas entradas vienen dadas por
λi =
 σ2i , para i = 1, 2, ...,min(t, r)0, para i = min(t, r) + 1, ..., r (3.4)
Como los elementos de la diagonal de Λ son los autovalores {λi} de HHH, se deduce que
los valores singulares de H coinciden con la raı´z cuadrada de los autovalores de la matriz
2Una matriz unitaria A es una matriz compleja cuadrada de dimensio´n n× n, que satisface
AAH = AHA = I ∈ Rn×n
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sime´trica Hermı´tica HHH, o del mismo modo, de HHH. De igual forma, las columnas de
U corresponden a los autovectores de HHH, y las columnas de V a los autovectores de
HHH.
Esta descomposicio´n en valores singulares es lo que va a permitir paralelizar el canal
MIMO en subcanales independientes por los que multiplexar los datos a transmitir, mejo-
rando ası´ la velocidad del sistema.
3.2 CAPACIDAD DE CANALES SU-MIMO
En esta seccio´n se estudiara´ la capacidad de Shannon de un canal SU-MIMO. Esta capacidad
depende del conocimiento que el transmisor y/o receptor tengan de la matriz de canal o de su
distribucio´n. A lo largo de toda la seccio´n se presupondra´ que el receptor conoce la matriz
H. De hecho, en canales deterministas es posible obtener una buena estimacio´n de la matriz
de canal de forma relativamente sencilla mediante el envı´o de pilotos.
En primer lugar se estudiara´ el caso de un canal determinista, para seguidamente pasar
a calcular la capacidad de canales aleatorios con desvanecimientos.
3.2.1 Canal determinista
La capacidad de un canal MIMO con entrada x y salida y puede expresarse, en te´rminos de
informacio´n mutua, como [Foschini, 1996][Telatar, 1999]:
C = max
p(x)
I (x; y) = max
p(x)
[H (y)−H (y|x)] bps/Hz (3.5)
siendo H (y) y H (y|x) la entropı´a de y y la entropı´a condicionada de y dado x respectiva-
mente, y donde p(x) es la distribucio´n de probabilidad del vector de entrada x.
En un sistema MIMO, donde la relacio´n entre las variables x e y viene dada por (2.2),
y donde las variables x y n son estadı´sticamente independientes, se obtiene que
H (y|x) = H (n) (3.6)
siendo H (n) la entropı´a del ruido presente en el sistema. Dado que el ruido n tiene una
entropı´a fija independientemente de la entrada del canal, maximizar la informacio´n mutua
sera´ por tanto equivalente a maximizar la entropı´a de y. Esta entropı´a H (y) sera´ ma´xima
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cuando y sea una variable Gaussiana compleja circularmente sime´trica (ZMCSCG) que, a
su vez, so´lo sera´ ZMCSCG si la entrada x tambie´n es ZMCSCG [Telatar, 1999]. En este
caso, su entropı´a vendra´ dada por
H (y) = log2 det [pieRy] (3.7)
donde Ry es la matriz de covarianza de y. En un modelo MIMO de banda estrecha, la
matriz de covarianza de la sen˜al de salida y se calcula como
Ry = E
{
yyH
}
= E
{
(Hx + n)
(
xHHH + nH
)}
= HRxH
H + Rn (3.8)
donde Rx es la matriz de covarianza de x y Rn = σ2nIr la matriz de covarianza del ruido.
Sustituyendo (3.8) en (3.7) y teniendo en cuenta que la entropı´a del ruido es H (n) =
B log2 det
[
pieσ2nIr
]
, la informacio´n mutua entre la entrada y la salida del canal vendra´
dada por
I (x; y) = log2 det
[
I +
1
σ2n
HRxH
H
]
bps/Hz (3.9)
La capacidad MIMO se calculara´ maximizando la expresio´n (3.9) sobre todas las matrices
de covarianza de entrada Rx que satisfacen la restriccio´n de potencia dada por (2.36)3,
obtenie´ndose ası´
C = max
Rx:Tr(Rx)≤Pmax
log2 det
[
I +
1
σ2n
HRxH
H
]
bps/Hz (3.10)
De la expresio´n (3.10) se deduce que la maximizacio´n en te´rminos de Rx dependera´ del
conocimiento que el transmisor tenga de la matriz de canal H.
CSI desconocido en el transmisor: Asignacio´n Uniforme de Potencia
Cuando el transmisor no tiene ningu´n conocimiento del canal o de su distribucio´n estadı´stica,
no es posible realizar un reparto o´ptimo de potencia en el transmisor. En este caso, parece
intuitivo pensar que la mejor estrategia serı´a repartir la potencia ma´xima disponible, Pmax,
entre los distintos sı´mbolos de entrada y transmitirlos de forma independiente por las t
antenas transmisoras. Esto se traduce en una matriz de covarianza de entrada proporcional
a la identidad y expresada como
Rx =
Pmax
t
I (3.11)
3Al tratarse de sistemas SU-MIMO (1 BTS - 1 MS), el ı´ndice correspondiente a la BTS es eliminado
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En [Telatar, 1995] se demustra, que esta matriz de covarianza maximiza la informacio´n
mutua del canal. Con esta suposicio´n, la capacidad de un sistema formado por t antenas
transmisoras y r antenas receptoras viene dada por
C = log2 det
[
I +
Pmax
tσ2n
HHH
]
bps/Hz (3.12)
Sustituyendo la descomposicio´n SVD de H en (3.12), se obtiene
C =
RH∑
i=1
log2
(
1 +
γi
t
)
bps/Hz (3.13)
donde γi =
Pmax
σ2n
σ2i se define como la SNR asociada al subcanal i-e´simo cuando se le
asigna la ma´xima potencia disponible Pmax, siendo σ2n y σi la varianza total de ruido del
sistema y los valores singulares del canal respectivamente, y donde RH es el nu´mero de
valores singulares de H distintos de cero, es decir, el rango de la matriz H. Como se puede
ver en (3.13), el canal MIMO se ha convertido en RH subcanales SISO virtuales cada uno
de ellos con una potencia de transmisio´n igual a
Pmax
t
y una ganancia de σi para el canal
SISO i-e´simo. Se observa tambie´n que la capacidad en este caso depende de las distintas
realizaciones del canal, y, ma´s concretamente, de sus valores singulares {σi}.
CSI conocido en el transmisor: Waterfilling
Como se indico´ al comienzo de este capı´tulo, cuando tanto el transmisor como el recep-
tor disponen de varias antenas, es posible mejorar el funcionamiento del sistema usando
te´cnicas de multiplexado espacial. A partir de la SVD presentada en la Seccio´n 3.1, es
posible descomponer el canal MIMO H en RH subcanales paralelos independientes por los
que multiplexar los datos a transmitir. A trave´s de esta multiplexacio´n se logra aumentar la
tasa de datos en un factor RH en comparacio´n con sistemas formados exclusivamente por
una antena transmisora y otra receptora. Este aumento en la tasa es lo que se conoce como
ganancia por multiplexacio´n.
Cuando el CSI es conocido en el transmisor, esta descomposicio´n del canal se consigue
aplicando precodificacio´n sobre la entrada del sistema y un conformado sobre la salida del
canal. La precodificacio´n consiste en una transformacio´n lineal sobre la sen˜al de entrada d
del tipo x = Vd, siendo V la matriz cuyas columnas contienen los autovectores de HHH.
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De igual forma, el conformado en recepcio´n se realiza multiplicando la salida del canal y
por la matriz UH, donde las columnas de U corresponden a los autovectores de HHH (ver
Figura 3.1)
Figure 3.1: Precodificacio´n en Transmisio´n y Conformado en Recepcio´n.
Aplicando la SVD a H, se obtiene:
dˆ = UHy = UH (Hx + n) = UH (HVd + n) = UH
(
UΣVHVd + n
)
= Σd + n˜
(3.14)
donde n˜ = UHn y Σ es la matriz diagonal con los valores singulares σi de H. Como la
multiplicacio´n de un vector por una matriz unitaria no modifica la distribucio´n de dicho
vector, las distribuciones de n˜ y n sera´n ide´nticas. De esta forma, la precodificacio´n en
transmisio´n y el conformado de recepcio´n transforman el canal MIMO en RH subcanales
SISO paralelos (ver Figura 3.2), donde el subcanal i tiene di como entrada, dˆi como salida,
un ruido n˜i y una ganancia σi:
dˆi = σidi + n˜i, i = 1, 2, ..., RH (3.15)
El envı´o de datos independientes a trave´s de estos subcanales virtuales hace que el canal
MIMO pueda soportar RH veces la tasa de un sistema formado solamente por una antena
transmisora y otra receptora, dando lugar a una ganancia por multiplexacio´n de RH . Si la
potencia de transmisio´n de la antena i-e´sima es Pi, la capacidad del subcanal SISO i-e´simo
vendra´ dada por:
Ci (Pi) = log2
(
1 +
σ2i
σ2n
Pi
)
, i = 1, 2, ..., RH , bps/Hz (3.16)
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Figure 3.2: Descomposicio´n del canal MIMO en subcanales paralelos.
Suponiendo como en los casos anteriores una restriccio´n sobre la potencia total a transmi-
tir de Pmax, la capacidad total del canal MIMO se obtendra´ maximizando la suma de las
capacidades de los RH subcanales SISO virtuales:
C = max
Pi:
∑
i
Pi≤Pmax
RH∑
i=1
Ci (Pi) = max
Pi:
∑
i
Pi≤Pmax
RH∑
i=1
log2
(
1 +
σ2i
σ2n
Pi
)
, bps/Hz (3.17)
o en te´rminos de los autovalores {λi} de HHH
C = max
Pi:
∑
i
Pi≤Pmax
RH∑
i=1
Ci (Pi) = max
Pi:
∑
i
Pi≤Pmax
RH∑
i=1
log2
(
1 +
λi
σ2n
Pi
)
, bps/Hz (3.18)
Definiendo γi = σ2i Pmax/σ
2
n = λiPmax/σ
2
n como la SNR asociada al subcanal i-e´simo
cuando se le asigna la ma´xima potencia disponible Pmax, la expresio´n (3.17) puede expre-
sarse como:
C = max
Pi:
∑
i
Pi≤Pmax
RH∑
i=1
log2
(
1 +
Pi
Pmax
γi
)
, bps/Hz (3.19)
Resolviendo el problema de optimizacio´n sobre las potencias Pi, se obtiene:
Pi
Pmax
=

1
γ0
− 1
γi
, γi ≥ γ0
0 γi < γ0
(3.20)
para un cierto valor umbral γ0, que se calcula a partir de la restriccio´n de potencia (2.36)
como ∑
γi≥γ0
Pi
Pmax
=
∑
γi≥γ0
(
1
γ0
− 1
γi
)
= 1 (3.21)
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Como se puede ver, la solucio´n dada por (3.20) que satisface (3.21) es la conocida solucio´n
de Waterfilling. De acuerdo a este algoritmo se asignara´ ma´s potencia a los subcanales o
modos con mayor SNR. Adema´s, si una SNR esta´ por debajo del nivel umbral fijado, los
correspondientes modos no sera´n utilizados. En la Figura 3.2 se puede ver el funcionamiento
del algoritmo. Sustituyendo (3.20) en (3.19) se obtiene
C =
∑
i:γi≥γ0
log2
(
γi
γ0
)
, bps/Hz (3.22)
Figure 3.3: Algoritmo Waterfilling de asignacio´n de potencia.
3.2.2 Canal aleatorio con desvanecimiento plano en frecuencia
En la Seccio´n 3.2.1 se ha analizado la capacidad MIMO para un canal determinista. Sin
embargo en la pra´ctica, el canal sufre cambios aleatorios que se traducen en una capacidad
de canal tambie´n aleatoria. Para analizar la capacidad en estos casos, suelen emplearse dos
tipos de medidas estadı´sticas: capacidad ergo´dica, donde la capacidad del sistema se calcula
promediando todas las realizaciones de la matriz de canal, y capacidad outage, que se define
como la capacidad mı´nima garantizada durante un largo porcentaje de tiempo.
En este apartado supondremos que el canal H varı´a con el tiempo de un modo tal que las
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entradas {hij} de su matriz experimentan desvanecimiento plano. Como en el caso del canal
esta´tico, la capacidad dependera´ del conocimiento que el transmisor y/o receptor tengan del
canal. A continuacio´n pasamos a analizar cada uno de los casos.
CSI desconocido en el transmisor
Supongamos un canal MIMO aleatorio y variante en el tiempo cuya matriz H es conocida
por el receptor pero no por el transmisor. En primer lugar, supondremos que el transmisor
asume que H sigue una distribucio´n ZMSW (Zero Mean Spatially White). La capacidad
ergo´dica define la ma´xima tasa, promediada sobre todas las realizaciones del canal, que se
puede alcanzar basa´ndose solo en la distribucio´n de H. Esto conduce a encontrar la matriz
de covarianza o´ptima de la sen˜al de entrada que maximiza la capacidad del sistema bajo la
restriccio´n sobre la ma´xima potencia a transmitir, Pmax. Matema´ticamente, esto se traduce
en encontrar el valor o´ptimo de Rx que maximiza
C = EH
{
max
Rx:Tr(Rx)≤Pmax
log2 det
[
I +
1
σ2n
HRxH
H
]}
bps/Hz (3.23)
donde el ca´lculo de la esperanza E {·} se realiza respecto a la distribucio´n de la matriz
H, que para un modelo ZMSW es i.i.d. de media cero, varianza unidad y circularmente
sime´trica [Goldsmith, 2005].
Como en el caso de canales deterministas, la matriz de covarianza de entrada o´ptima que
maximiza la capacidad ergo´dica para un modelo ZMSW es la matriz identidad escalada:
Rx =
Pmax
t
I (3.24)
es decir, la potencia transmitida se divide por igual entre todas las antenas transmisoras y los
sı´mbolos se transmiten por cada antena de forma independiente. Ası´, sustituyendo (3.24) en
(3.23) y aplicando la SVD de H, la expresio´n de la capacidad ergo´dica vendra´ dada por
C = EH
{
log2 det
[
I +
Pmax
tσ2n
HHH
]}
= EH
{
RH∑
i=1
log2
(
1 +
γi
t
)}
bps/Hz (3.25)
donde γi =
Pmax
σ2n
σ2i se define como la SNR asociada al subcanal i-e´simo cuando se le
asigna la ma´xima potencia disponible Pmax y donde RH es el rango de H. Cuando el canal
es Gaussiano pero no i.i.d. la media y la matriz de covarianza del canal podra´n usarse en
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el transmisor para aumentar la capacidad del sistema. En general, cuando el canal no es
ZMSW, la capacidad dependera´ de la distribucio´n de los valores singulares de la matriz de
canal [Goldsmith, 2005].
Otra medida estadı´stica que suele emplearse es la capacidad outage. En este caso, el
transmisor fija una cierta tasa de transmisio´nR junto con la probabilidad de outage asociada
a la misma. La probabilidad de outage o de fallo para una cierta tasa de transmisio´n R se
define como la probabilidad de que la informacio´n mutua del canal H caiga por debajo de
esa tasa R:
Pout (R) = Pr (I ≤ R) = Pr
(
EH
{
log2 det
[
I +
1
σ2n
HRxH
H
]}
≤ R
)
(3.26)
La capacidad outage al q%, Cout,q, se definira´ como la tasa por debajo de la cual se trans-
mitira´ el q% de las ocasiones (caso peor) [23]:
Pr (I < Cout,q) = q% (3.27)
es decir, la mayor tasa que se puede garantizar con una probabilidad de outage menor de
q%.
CSI conocido en el transmisor
Cuando tanto el transmisor como el receptor disponen del CSI, es posible optimizar la es-
trategia de transmisio´n en cada realizacio´n del canal de forma ana´loga a cuando estamos
ante un canal MIMO determinista (ver Seccio´n 3.2.1). En este caso, la capacidad del sis-
tema pasara´ a calcularse como el promedio de las capacidades asociadas a cada realizacio´n
optimizando las potencias de cada antena transmisora. Esta capacidad media se conoce con
el nombre de capacidad ergo´dica y se calcula como
C = EH
{
max
Rx:Tr(Rx)≤Pmax
log2 det
[
I +
1
σ2n
HRxH
H
]}
bps/Hz (3.28)
y aplicando la SVD sobre H como se hizo en 3.2.1 se obtiene
C = EH
 maxPi:∑
i
Pi≤Pmax
RH∑
i=1
log2
(
1 +
Pi
Pmax
γi
) , bps/Hz (3.29)
siendo γi = σ2i Pmax/σ
2
n = λiPmax/σ
2
n la SNR asociada al subcanal i-e´simo cuando se le
asigna la ma´xima potencia disponible Pmax, y Pi la potencia de transmisio´n por el subcanal
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virtual SISO i-e´simo. Como puede verse, las potencias o´ptimas Pi que maximizan la ex-
presio´n (3.29) corresponden a la solucio´n de Waterfilling y se calculan de forma ide´ntica a
como se explico´ para una canal determinista con conocimiento del canal tanto el transmisor
como en el receptor (ver 3.2.1 para ma´s detalles).
3.2.3 Canal aleatorio con desvanecimiento selectivo en frecuencia
Hasta ahora hemos supuesto que el canal MIMO era o bien determinista o bien aleatorio con
desvanecimiento plano. La presencia de desvanecimiento plano es una suposicio´n realista
en sistemas de banda estrecha donde el ancho de banda de la sen˜al es mucho ma´s pequen˜o
que el ancho de banda de coherencia del canal. Pero los sistemas de banda ancha involucran
canales que experimentan desvanecimientos selectivos en frecuencia lo que da lugar a una
interferencia intersimbo´lica (ISI) similar a la existente en canales SISO. Existen dos formas
de manejar la ISI en sistemas MIMO. La primera de ellas consiste en utilizar un ecualizador
de canal. Sin embargo, su complejidad en el caso de canales MIMO es elevada ya que
la ecualizacio´n es necesario realizarla tanto en el dominio temporal como en el espacial.
Adema´s, cuando se combina con co´digos espacio-tiempo, la naturaleza no lineal y no causal
de los co´digos complica au´n ma´s el disen˜o del ecualizador.
Una alternativa a la ecualizacio´n en este tipo de entornos consiste en dividir la banda de
frecuencia de ancho de bandaB enNOFDM subcanales paralelos de ancho de bandaB/NOFDM .
Si NOFDM es suficientemente grande, se puede asumir que cada subcanal experimenta des-
vanecimiento plano (ver Figura 3.4). Denominando Hi a la matriz r × t correspondiente
al subcanal i (i = 1, 2, ..., NOFDM), la relacio´n entre la entrada xi y la salida yi de dicho
subcanal vendra´ dada por
yi = Hixi + ni (3.30)
donde yi ∈ Cr es el vector con la sen˜al recibida, xi ∈ Ct es el vector de la sen˜al a transmitir
y ni ∈ Cr el vector correspondiente al ruido del subcanal i. La matriz de canal total serı´a,
por tanto, una matriz diagonal bloque donde cada entrada de la diagonal corresponderı´a a
las matrices Hi. De esta forma, la capacidad total del sistema vendra´ dada por el promedio
de la capacidad de cada uno de estos subcanales, la cua´l se calculara´ de forma independiente
aplicando las te´cnicas explicadas en los apartados anteriores.
Ası´, cuando el canal es desconocido en el lado del tranmisor, la potencia total Pmax se
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Figure 3.4: Divisio´n de un canal MIMO selectivo en frecuencia en NOFDM subcanales con
desvanecimiento plano.
asignara´ uniformemente en espacio (a lo largo de las t antenas transmisoras) y en frecuencia
(entre los NOFDM subcanales). Como ocurrı´a con canales aleatorios planos, las medidas
estadı´sticas que se emplean son la capacidad ergo´dica y la capacidad outage. La capacidad
ergo´dica vendra´ dada por
C = EHi
 1NOFDM
NOFDM∑
i=1
log2 det
[
I +
Pmax
tNOFDMσ
2
n
HiH
H
i
] bps/Hz (3.31)
Por su parte, la capacidad outage se calculara´ del mismo modo que en canales con desvane-
cimiento plano obtenie´ndose valores ma´s altos de capacidad debido a la diversidad en fre-
cuencia que presentan este tipo de entornos [Paulraj et al., 2004]. En [Bo¨lcskei et al., 2002]
se estudia en detalle la influencia en la capacidad ergo´dica y outage de para´metros fı´sicos
como el delay spread.
Cuando el canal es conocido en el transmisor el reparto de potencia debe optimizarse
tanto en espacio como en frecuencia. Esta forma de Waterfilling se conoce con el nom-
bre de Waterfilling espacio-frecuencia [Raleigh and Cioffi, 1998] y se emplea u´nicamente
cuando los subcanales son ortogonales. Eso se consigue mediante te´cnicas OFDM que or-
togonalicen canales con ISI y mediante descomposicio´n en valores singulares que permiten
ortogonalizar cada canal MIMO. Ası´, un canal H selectivo en frecuencia conocido por el
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transmisor puede descomponerse en RH modos espacio-frecuencia de forma que su capaci-
dad podra´ expresarse como
C =
1
NOFDM
max
Pi:
RH∑
i=1
Pi≤Pmax
RH∑
i=1
log2
(
1 +
Pi
σ2n
λi
)
, bps/Hz (3.32)
donde λi representa los autovalores positivos de HHH, y donde Pi es la potencia asignada
al modo espacio-frecuencia i-e´simo.
3.3 CAPACIDAD DE CANALES MU-MIMO GENE´RICOS
En esta seccio´n se estudiara´ la capacidad para el modelo general MU-MIMO expuesto en la
Seccio´n 2.1. En este tipo de sistemas, la expresio´n (3.9) so´lo tiene sentido como medida de
las prestaciones generales del sistema, pero no da informacio´n de las calidades de servicio de
cada uno de los usuarios. Por este motivo, vamos a definir una nueva medida de capacidad
basada en la informacio´n mutua asociada a cada usuario, es decir, la informacio´n mutua
entre los datos del usuario k (k = 1 . . . N), dk, y los sı´mbolos yk recibidos por e´l. Como
en SU-MIMO, esta informacio´n mutua puede calcularse como:
I (dk; yk) = H (yk)−H (yk|dk) bits/sı´mbolo (3.33)
En un escenario gene´rico donde las matrices de precodificacio´n son no diagonales, x y
en consecuencia yk (ver (2.26) y (2.20) respectivamente) llevan informacio´n de todos los
usuarios presentes en el sistema. Para calcular la informacio´n mutua asociada al usuario k,
resulta conveniente separar la parte de informacio´n correspondiente a dicho usuario de la
del resto de terminales, los cuales sera´n considereados como interferentes. Ası´, podemos
reescribir x como:
x =
N∑
k=1
(WTX)
k dk = (WTX)
k dk +
N∑
k′=1
k′ 6=k
(WTX)
k′ dk′ (3.34)
Sustituyendo (3.34) en (2.20):
yk = (H)k
(WTX)k dk + N∑
k′=1
k′ 6=k
(WTX)
k′ dk′
+ nk (3.35)
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Ası´, en (3.35) podemos distinguir tres componentes: la asociada a los datos del usuario k, la
asociada a la interferencia procedente de los datos del resto de usuario y que denominaremos
Ik , y el ruido:
yk = (H)k (WTX)
k dk︸ ︷︷ ︸
Informacio´n usuario k
+
N∑
k′=1
k′ 6=k
(H)k (WTX)
k′ dk′
︸ ︷︷ ︸
Ik
+ nk︸︷︷︸
Ruido
(3.36)
Una vez obtenida yk, pasamos a calcular las entropı´as H (yk) y H (yk|dk). Asumiendo
sen˜alizacio´n Gaussiana, H (yk) se obtiene como:
H (yk) = log2 det
[
pieRy
k
]
(3.37)
donde Ry
k
es la matriz de autocorrelacio´n de yk. Esta matriz se calcula como:
Ry
k
= E
{
yky
H
k
}
(3.38)
Sustituyendo (3.36) en (3.38):
Ry
k
= E
{
(H)k (WTX)
k dkd
H
k
(
(WTX)
k
)H
(H)Hk
}
+
+ E

N∑
k′=1
k′ 6=k
N∑
k′′=1
k′′ 6=k
(H)k (WTX)
k′ dk′d
H
k′′
(
(WTX)
k′′
)H
(H)Hk
+
+ E
{
nkn
H
k
}
(3.39)
En (3.39), el te´rmino E
{
dkd
H
k
}
corresponde a la matriz de correlacio´n de dk que de-
notaremos como Rdk , el te´rmino E
{
dk′d
H
k′′
}
es la matriz de correlacio´n entre dk′ y dk′′
que llamaremos Rdk′ ,dk′′ , y el te´rmino E
{
nkn
H
k
}
es la matriz de correlacio´n de nk y que
denotaremos como Rnk . De esta forma, (3.39) puede reescribirse como:
Ry
k
= (H)k (WTX)
k Rdk
(
(WTX)
k
)H
(H)Hk +
+
N∑
k′=1
k′ 6=k
N∑
k′′=1
k′′ 6=k
(H)k (WTX)
k′ Rdk′ ,dk′′
(
(WTX)
k′′
)H
(H)Hk+
+ Rnk
(3.40)
Como ocurrı´a en (3.35), la matriz de correlacio´n Ry
k
esta´ formada consta de tres compo-
nentes: la asociada a los datos del usuario k, la asociada a los datos del resto de usuarios que
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generan interferencia en el usuario de intere´s y que denotaremos como RIk , y la asociada al
ruido. Ası´, podemos reescribir (3.40) como:
Ry
k
= (H)k (WTX)
k Rdk
(
(WTX)
k
)H
(H)Hk + RIk + Rnk (3.41)
La informacio´n mutua asociada al usuario k sera´:
I (dk; yk) = log2 det
[
Ry
k
RIk + Rnk
]
= log2 det
I +
(H)k (WTX)
k Rdk
(
(WTX)
k
)H
(H)Hk
N∑
k′=1
k′ 6=k
N∑
k′′=1
k′′ 6=k
(H)k (WTX)
k′ Rdk′ ,dk′′
(
(WTX)
k′′
)H
(H)Hk + Rnk

(3.42)
Ası´, la capacidad asociada al usuario k se calculara´ maximizando la expresio´n (3.42) sobre
todas las distribuciones de entrada posibles.
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El entorno de propagacio´n es uno de los elementos fundamentales que determinan el fun-
cionamiento y las prestaciones de los sistemas inala´mbricos. Su ca´racter dina´mico e im-
predecible hace que un ana´lisis exacto de este tipo de sistemas sea a menudo complicado.
Sin embargo, es necesario encontrar modelos de canal que nos permitan simular su compor-
tamiento de la forma ma´s realista posible para poder optimizar ası´ el disen˜o de los sistemas
y mejorar sus prestaciones en te´rminos de eficiencia, potencia o ancho de banda.
Junto a la degradacio´n que sufre la sen˜al debido a ruido presente en el sistema, la ampli-
tud de la sen˜al transmitida experimenta variaciones a lo largo del tiempo y la frecuencia; es
lo que se conoce como desvanecimiento o fading. Este desvanecimiento puede deberse, en-
tre otros factores, a la propagacio´n multitrayecto, al movimiento del terminal o a las sombras
provocadas por los obsta´culos que interfieren en la propagacio´n de la sen˜al. El desvaneci-
miento puede clasificarse en dos grandes grupos [Goldsmith, 2005]:
a) Desvanecimiento a gran escala: tiene lugar cuando la sen˜al se transmite a distancias
elevadas, del orden del taman˜o de celda. Es originado por las pe´rdidas por distan-
cia (pathloss PL) y por el efecto “sombra” (shadowing) debido a obsta´culos grandes
como edificios o vegetacio´n. Dicho efecto es causado por los obsta´culos existentes
entre transmisor y receptor que atenu´an la potencia de la sen˜al debido a las absor-
ciones, reflexiones, difracciones o dispersiones provocadas por los mismos. Se trata
de un proceso de desvanecimiento lento caracterizado por la variacio´n respecto del PL
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medio entre transmisor y receptor en posiciones fijas. Existen varios esquemas que
modelan ambos feno´menos:
◦ Modelo de PL en espacio libre.
◦ Modelos de trazado de rayos, precisos cuando el nu´mero de componentes mul-
titrayecto es pequen˜o y el entorno conocido. Dependen de la geometrı´a y
propiedades diele´ctricas del medio.
◦ Modelos empı´ricos basados en medidas en interiores y exteriores. Algunos
ejemplos son el modelo de Okumura, el modelo de Hata, la extensio´n del COST
231 al modelo Hata o el IEEE 802.16d.
◦ Modelo log-normal para simular el efecto “sombra”, etc.
b) Desvanecimiento a pequen˜a escala: se debe a las variaciones ra´pidas que experi-
menta la sen˜al debido a las interferencias constructivas y destructivas entre las dis-
tintas re´plicas generadas por el multitrayecto cuando el terminal se mueve distan-
cias pequen˜as, del orden de la longitud de onda. Dependiendo del alcance del multi-
trayecto, el cual viene caracterizado por la dispersio´n temporal (delay spread DS), el
desvanecimiento del canal se clasifica en selectivo en frecuencia (frequency-selective
fading) o plano en frecuencia (frequency flat fading). De igual forma, segu´n la veloci-
dad del terminal, la cual viene caracterizada por la dispersio´n Doppler, el desvaneci-
miento se puede clasificar en ra´pido (fast fading) o lento (slow fading). En la Figura
4.1 se pueden observar los distintos tipos de desvanecimientos de canal.
En la Figura 4.2 se puede observar la relacio´n entre los desvanecimientos a pequen˜a y a
gran escala.
A la hora de analizar las prestaciones de un sistema inala´mbrico, es necesario en-
contrar modelos de canal lo ma´s realistas posibles. En el caso particular de sistemas
MIMO, es necesario que esos modelos sean capaces de capturar las caracterı´sticas espacio-
temporales del medio de propagacio´n. Adema´s, en muchas ocasiones, aspectos impor-
tantes como el impacto de la polarizacio´n o la disposicio´n de las antenas no son tenidos
en cuenta. En este capı´tulo se van a presentar dos modelos de canal MIMO. El primero
de ellos es un modelo SU-MIMO de banda estrecha que nos permitira´ analizar el efecto
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Figure 4.1: Pe´rdidas, efecto “sombra” y multitrayecto como funcio´n de la distancia.
que tienen ciertas caracterı´sticas de antena, como el diagrama de radiacio´n o la polar-
izacio´n, en la eficiencia de un sistema donde lo que se busca es la compacidad del terminal
[Pablo-Gonza´lez et al., 2014][Sa´nchez-Ferna´ndez et al., 2008]. Se trata de un modelo es-
tadı´stico basado en geometrı´a, con desvanecimientos a pequen˜a escala y sin multitrayecto
ni variacio´n temporal. A continuacio´n, se pasara´ a estudiar el caso multiusuario. Para ello
se presentara´ un nuevo canal MU-MIMO implementado por el 3GPP junto con el 3GPP2 y
que recibe el nombre de SCM (Spatial Channel Model). Se trata de un canal estandarizado
de banda ancha que incluye tanto desvanecimientos a pequen˜a escala como los provocados
por el multitrayecto y/o la variacio´n temporal del entorno de propagacio´n. El SCM es un
modelo estoca´stico basado en rayos que permite modelar de forma realista las caracterı´sticas
de canales MU-MIMO incorporando para´metros importantes como perfiles retardo-potencia
estadı´sticos, dipersio´n temporal, dispersio´n angular, desvanecimiento por efecto “sombra”’,
a´ngulos de salida y llegada (Angle of Departure AoD y Angle of Arrival AoA respectiva-
mente), o efecto Doppler.
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Figure 4.2: Clasificacio´n de canales con desvanecimiento.
4.1 MODELO DE CANAL SU-MIMO
Todo sistema MIMO dispone para transmitir de unos grados de libertad que dependen del
nu´mero de elementos de antena existentes en transmisio´n y recepcio´n. Inicialmente, los
sistemas MIMO explotaban principalmente la diversidad espacial, de forma que para alcan-
zar una eficiencia espectral elevada era necesario el uso de muchos elementos radiantes.
Sin embargo, desde el punto de vista de implementacio´n, es algo complicado de conseguir
en el lado del terminal debido a las limitaciones de espacio existentes en e´l, no so´lo por
el nu´mero y taman˜o de los elementos radiantes utilizados sino tambie´n por el espaciado
necesario entre ellos. Esto es lo que ha motivado el empleo de nuevas formas de diver-
sidad, como son la diversidad por polarizacio´n [Perez et al., 2004, Dong et al., 2005]
o la obtenida a trave´s de los diagramas de radiacio´n de las antenas uti-
lizadas [Dietrich et al., 2001][Svantesson, 2002][Sa´nchez-Ferna´ndez et al., 2008],
me´todos que resultan muy u´tiles en escenarios con limitaciones de espa-
cio. Una forma de conseguir este u´ltimo tipo de diversidad consiste en uti-
lizar antenas con varios modos (cada modo alimentado por un puerto difer-
ente), donde cada uno de ellos presentara´ un determinado diagrama de radiacio´n
[Dietrich et al., 2001][Svantesson, 2000][Lee et al., 1996][Forenza and Heath, 2006]. Ası´,
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en [Sa´nchez-Ferna´ndez et al., 2008] se propone un sistema MIMO compacto formado por
antenas multimodo tipo parche [Rajo-Iglesias et al., 2008] que combina, en el lado del
terminal, tanto diversidad espacial como diversidad mediante diagrama de radiacio´n. En
te´rminos de eficiencia, estos esquemas combinados presentan tres tipos de limitaciones:
• Correlacio´n espacial [Lee, 1973][Shiu et al., 2000][Chizhik et al., 2000].
• Correlacio´n modal [Svantesson, 2002].
• Acoplo mutuo [Fletcher et al., 2003][Kildal and Rosengren, 2004][Wallace and Jensen, 2004][Lau et al.,
La ortogonalidad o separabilidad de los diagramas es fundamental a la hora de conseguir una
diversidad completa. A medida que aumenta el nu´mero de modos, el solapamiento entre los
diagramas es mayor, aumentando la correlacio´n de la matriz de canal y disminuyendo, por
tanto, la eficiencia espectral del sistema. Una forma de resolver este problema consiste
en buscar la perpendicularidad de los diagramas an˜adiendo polarizaciones ortogonales a
cada uno de ellos. En [Pablo-Gonza´lez et al., 2014] se extiende el modelo propuesto en
[Sa´nchez-Ferna´ndez et al., 2008] para incluir diversidad de polarizacio´n a los dos tipos de
diversidad ya existentes en el terminal. El modelo de antena empleado puede verse en la
Figura 4.3
Figure 4.3: Antena ideal con diversidad por diagrama de radiacio´n y por polarizacio´n.
El objetivo de esta seccio´n es proponer un modelo de canal SU-MIMO lo ma´s cercano
posible a la realidad que permita estudiar la influencia que tienen la combinacio´n de ciertas
caracterı´sticas de antena, como el diagrama de radiacio´n o la polarizacio´n, en la eficiencia
de un sistema con terminales compactos. A continuacio´n pasamos a detallar el modelo de
canal empleado en el esquema SU-MIMO propuesto en [Pablo-Gonza´lez et al., 2014].
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La mayorı´a de los modelos de canal SU-MIMO presentes en la literatura especifican
el canal entre las antenas del transmisor y del receptor asumiendo que so´lo se emplea un
diagrama de radiacio´n por antena. De hecho en muchas ocasiones ni siquiera se tiene en
cuenta al suponerse antenas omnidireccionales. En un esquema multimodo, donde el ele-
mento ba´sico ya no es la antena en sı´, sino los diferentes modos, el modelo de canal debe
especificar el fading existente entre los modos de las antenas transmisoras y los modos de
las antenas receptoras. Como hemos dicho anteriormente, el modelo de canal que vamos a
detallar en esta seccio´n presenta tres tipos de diversidad:
• Diversidad espacial, dada por las diferentes posiciones de las antenas multimodo.
• Diversidad por diagrama de radiacio´n, ya que los modos disponibles en cada antena
pueden tener un diagrama de radiacio´n diferente e, idealmente, sin solapamiento entre
ellos.
• Diversidad por polarizacio´n, ya que cada diagrama puede incorporar una polarizacio´n
distinta para aumentar la ortogonalidad entre modos.
En este modelo, el elemento ba´sico del canal sera´, por tanto, el diagrama de radiacio´n junto
con su polarizacio´n. Es lo que se denominara´ modo. El nu´mero de antenas multimodo en
el transmisor y en el receptor es t y r respectivamente. Por simplicidad supondremos que
todas las antenas en el transmisor tienen Dt modos y Dr modos para las antenas del lado
del receptor. Suponiendo desvanecimientos plano, el canal SU-MIMO vendra´ definido por
una matriz H de dimensiones rDr × tDt, donde hj(b)i(a) describe el fading desde el puerto b
(b = 1 . . . Dt) de la antena transmisora j al puerto a (a = 1 . . . Dr) de la antena receptora
i.
El coeficiente hj(b)i(a) se puede modelar como una funcio´n de Green [Chizhik, 2004]
muestreada en la posicio´n de la i-e´sima antena receptora, r′i, dado que la antena transmisora
j esta´ esta´ situada en la posicio´n rj :
h
j(b)
i(a) =
∫
G′i(a)(k
′) · Er(k′, rj , b)ejk′·r′idk′ (4.1)
donde G′i(a)(k
′) es el diagrama de campo del modo a-e´simo de la antena receptora i en la
direccio´n dada por el vector k′, y donde Er(k′, rj , b) es el campo ele´ctrico recibido origi-
nado en el puerto b-e´simo de la antena transmisora j que se encuentra situada en la posicio´n
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rj . Hay que destacar que el diagrama de campo lleva informacio´n tanto de la polarizacio´n
como del diagrama de radiacio´n de las antenas multimodo. Por otra parte, el campo ele´ctrico
recibido Er(k′, rj , b) se puede modelar como la superposicio´n del campo transmitido dis-
persado Et(k, rj , b):
Er(k
′, rj , b) =
∫
S(k′,k) · Et(k, rj , b)dk (4.2)
donde S(k′,k) es la transformacio´n dyad que cambia aleatoriamente la direccio´n del campo
transmitido de k a k′ [Svantesson, 2001]. Como el campo transmitido Et(k, rj , b) es una
superposicio´n de ondas planas con direccio´n k, originadas por la antena situada en rj y
diagrama de campo Gj(b)(k), la expresio´n (4.2) puede reescribirse como:
Er(k
′, rj , b) =
∫
S(k′,k) ·Gj(b)(k)e−jk·rjdk (4.3)
El vector de espacio puede muestrearse en L ondas planas en el transmisor, dando lugar
a los vectores de direccio´n kl con l = 1 · · ·L, y en L′ ondas planas en el receptor, generando
los vectores k′l′ con l
′ = 1 · · ·L′, y cubriendo ası´ todo el espacio. Ası´, de las ecuaciones
(4.1) y (4.3), la matriz de canal se puede descomponer como el producto de tres matrices:
H =

(H)TX1
RX1
· · · (H)TXjRX1 · · · (H)TXtRX1
...
. . .
...
. . .
...
(H)TX1
RXi
· · · (H)TXjRXi · · · (H)TXtRXi
...
. . .
...
. . .
...
(H)TX1
RXr
· · · (H)TXjRXr · · · (H)TXtRXr

= BHRX · S ·BTX (4.4)
donde (H)
TXj
RXi
∈ CDr×Dt es la submatriz de canal entre los modos de la antena transmisora
j y los modos de la antena receptora i definida como
(H)
TXj
RXi
=

h
j(1)
i(1) · · · h
j(b)
i(1) · · · h
j(Dt)
i(1)
...
. . .
...
. . .
...
h
j(1)
i(a) · · · h
j(b)
i(a) · · · h
j(Dt)
i(a)
...
. . .
...
. . .
...
h
j(1)
i(Dr)
· · · hj(b)i(Dr) · · · h
j(Dt)
i(Dr)

(4.5)
donde BRX ∈ CrDr×L′ y BTX ∈ CL×tDt son matrices de beamforming rectangulares de-
terministas que dependen ba´sicamente de la geometrı´a y de los diagramas de radiacio´n de
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las antenas, y donde S ∈ CL′×L contiene las transformaciones dyad que definen el cambio
de amplitud y polarizacio´n que experimenta la onda incidente debido a los dispersores. La
matriz de beamforming en transmisio´n, BTX, puede escribirse como:
BTX =
[
(BTX)1 · · · (BTX)j · · · (BTX)t
]
(4.6)
donde (BTX)j ∈ CL×Dt es la submatriz de BTX correspondiente a la antena transmisora j
y que viene dada por:
(BTX)j =

Gj(1) (k1) e
−jk1rj · · · Gj(b) (k1) e−jk1rj · · · Gj(Dt) (k1) e−jk1rj
...
. . .
...
. . .
...
Gj(1) (kl) e
−jklrj · · · Gj(b) (kl) e−jklrj · · · Gj(Dt) (kl) e−jklrj
...
. . .
...
. . .
...
Gj(1) (kL) e
−jkLrj · · · Gj(b) (kL) e−jkLrj · · · Gj(Dt) (kL) e−jkLrj

(4.7)
Por su parte, la matriz en recepcio´n, BRX, viene dada por:
BRX =

(BRX)1
...
(BRX)i
...
(BRX)r

(4.8)
donde (BRX)i ∈ CDr×L
′
es la submatriz de BRX correspondiente a la antena receptora i
definida como:
(BRX)i =

G′i(1) (k
′
1) e
−jk′1rj · · · G′i(1)
(
k′l′
)
e−jk
′
l′rj · · · G′i(1) (kL′) e−jk
′
L′rj
...
. . .
...
. . .
...
G′i(a) (k
′
1) e
−jk′1rj · · · G′i(a)
(
k′l′
)
e−jk
′
l′rj · · · G′i(a)
(
k′L′
)
e−jk
′
L′rj
...
. . .
...
. . .
...
G′i(Dr) (k
′
1) e
−jk′1rj · · · G′i(Dr)
(
k′l′
)
e−jk
′
l′rj · · · G′i(Dr)
(
k′L′
)
e−jk
′
L′rj

(4.9)
46
CAPI´TULO 4. MODELADO DE CANAL
La matriz S, por su parte, viene dada por:
S =

S (k′1,k1) · · · S (k′1,kl) · · · S (k1,kL)
...
. . .
...
. . .
...
S
(
k′l′ ,k1
) · · · S (kl′ ,kl) · · · S (kl′ ,kL)
...
. . .
...
. . .
...
S
(
k′L′ ,k1
) · · · S (kL′ ,kl) · · · S (kL′ ,kL)

(4.10)
siendo S (kl′ ,kl) el dyad que define la amplitud y polarizacio´n de la onda que, incidiendo
en la direccio´n kl, se propaga en la direccio´n kl′ debido al dispersor.
Como se puede ver en las expresiones anteriores, los elementos de las matrices de beam-
forming no son escalares sino vectores, mientras que las transformaciones dyad de la matriz
S pueden verse como matrices de las mismas dimensiones que los elementos de BTX y BRX
donde cada columna corresponde a las coordenadas de un vector. Ası´, el producto de matri-
ces definido en (4.4) es en realidad un artificio matema´tico donde los productos involucrados
son en realidad productos escalares entre vectores. Ası´, de las ecuaciones (4.1) y (4.3) se
obtiene:
h
j(b)
i(a) =
∑
l,l′
G′i(a)(k
′
l′) · S(k′l′ ,kl) ·Gj(b)(kl)e−jkl·rjejk
′
l′ ·r′i (4.11)
En la Figura 4.4 se puede observar el modelo de sistema dado por la ecuacio´n (4.11).
Para caracterizar la transformacio´n dyad S(k′l′ ,kl) de (4.2) se asumira´ que las entradas
del canal son Gaussianas y que los dispersores son independientes y cambian la direccio´n de
la onda incidente de kl a k′l′ . Adema´s, se asumira´ un modelo de espectro angular de potencia
(PAS) separable [Xu et al., 2004], esto es P (k′l′ ,kl) = P ′ (k′l′)P (kl), y un a´ngulo entre
el diagrama de campo en el transmisor/receptor y el campo ele´ctrico dispersado denotado
por δl and δ′l′ respectivamente.
Como hemos dicho anteriormente, el diagrama de campo G (en recepcio´n G′) de cada
antena multimodo puede proporcionar dos fuentes de diversidad, por diagrama y por polar-
izacio´n, ya que cada diagrama de campo llevara´ asociado un diagrama de radiacio´n G (G′
en recepcio´n) con una determinada polarizacio´n en la direccio´n de radiacio´n ma´xima. La
introduccio´n de estas polarizaciones permitira´ evitar los solapamientos que dan lugar a las
altas correlaciones de canal [Sa´nchez-Ferna´ndez et al., 2008], o disminuir la distancia entre
antenas multimodo. Ası´, dependiendo del tipo de polarizacio´n (horizontal o vertical), la
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Figure 4.4: Modelo de sistema SU-MIMO con antenas multimodo.
expresio´n (4.11) puede reescribirse como:
h
j(b)
i(a) =
∑
l,l′
G′i(a)(k′l′)
 cos
(
δ′l′
)
sin
(
δ′l′
)
P ′ (k′l′) gl′lP (kl)
 cos (δl)sin (δl)
Gj(b)(kl)e−jkl·rjejk′l′ ·r′i
(4.12)
donde gl′l es una variable aleatoria Gaussiana compleja de media cero y varianza unidad.
Dependiendo de las distintas combinaciones de diversidad que se realicen (espa-
cial/polarizacio´n/diagrama), tendremos una serie de particularizaciones en (4.12) que dara´n
lugar a los siguientes escenarios1:
• Escenario I (espacial/diagrama):
– El nu´mero de antenas es N > 1.
– Todos los modos tienen la misma polarizacio´n.
1Por simplicidad nos centraremos en estudiar la diversidad en el lado del terminal, aunque las mismas con-
clusiones pueden extrapolarse en el lado del transmisor
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– El nu´mero de modos es Dr > 1 por lo que cada diagrama de campo G′i(a)(k
′
l′)
tendra´ un diagrama de radiacio´n asociado G′i(a)(k′l′) diferente para cada modo.
• Escenario II (espacial/polarizacio´n):
– El nu´mero de antenas es N > 1.
– Se asumen dos polarizaciones ortogonales en cada antena, por lo que, al no
existir diversidad por diagrama de radiacio´n, el nu´mero de modos sera´ Dr = 2.
– Los diagramas de campo de ambos modos, G′i(1)(k
′
l′) y G
′
i(2)(k
′
l′), tendra´n un
u´nico diagrama de radiacio´n comu´n denotado como G′i(1)(k′l′) = G′i(2)(k′l′) =
G′i(k′l′).
• Escenario III (diagrama/polarizacio´n):
– El nu´mero de antenas es N = 1.
– El nu´mero de modos vendra´ dado por las distintas combinaciones de diagrama
de radiacio´n y polarizacio´n. Ası´, si suponemos dos posibles diagramas de ra-
diacio´n, esto es G′i,1(k′l′) y G′i,2(k′l′), cada uno con dos polarizaciones distintas y
ortogonales, el nu´mero de modos sera´ Dr = 4.
• Escenario IV (espacial/diagrama/polarizacio´n): este escenario tiene dos posibles im-
plementaciones, en ambos casos con N > 1.
a) Si reducimos el nu´mero de posibles diagramas de radiacio´n a 2, esto es G′i,1(k′l′)
y G′i,2(k′l′), cada uno con una polarizacio´n distinta, tendremos que los diagramas
de campo G′i(1)(k
′
l′) y G
′
i(2)(k
′
l′) sera´n ortogonales y que el nu´mero de modos
sera´ Dr = 2.
b) Si como en el caso a) reducimos el nu´mero de posibles diagramas de radiacio´n a
2, esto es G′i,1(k′l′) y G′i,2(k′l′), pero en cada uno implementamos las dos posibles
polarizaciones, tendremos que Dr = 4 donde G′i(1)(k
′
l′) y G
′
i(2) compartira´n el
mismo diagrama de radiacio´n G′i,1(k′l′) pero cada uno con diferente polarizacio´n,
mientras que G′i(3)(k
′
l′) y G
′
i(4) tendra´n G′i,2(k′l′) como diagrama de radiacio´n
cada uno tambie´n con distinta polarizacio´n.
En las Figuras 4.5 se muestran los cuatro escenarios propuestos.
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A continuacio´n, presentamos las expresiones de algunos de los coeficientes hj(b)i(a) para
los distintos escenarios, asumiendo el mismo tipo de diversidad tanto en transmisio´n como
en recepcio´n.
Escenario I hj(b)i(a) =
∑
l,l′ G′i(a)(k′l′)P ′
(
k′l′
)
gl′lP (kl)Gj(b)(kl))e−jkl·rjejk
′
l′ ·r′i
Escenario II hj(1)i(1) =
∑
l,l′ G′i(k′l′) cos
(
δ′l′
)P ′ (k′l′) gl′lP (kl) cos (δl)Gj(kl)e−jkl·rjejk′l′ ·r′i
h
j(2)
i(2) =
∑
l,l′ G′i(k′l′) sin
(
δ′l′
)P ′ (k′l′) gl′lP (kl) sin (δl)Gj(kl)e−jkl·rjejk′l′ ·r′i
h
j(1)
i(2) =
∑
l,l′ G′i(k′l′) sin
(
δ′l′
)P ′ (k′l′) gl′lP (kl) cos (δl)Gj(kl)e−jkl·rjejk′l′ ·r′i
h
j(2)
i(1) =
∑
l,l′ G′i(k′l′) cos
(
δ′l′
)P ′ (k′l′) gl′lP (kl) sin (δl)Gj(kl)e−jkl·rjejk′l′ ·r′i
Escenario III y IVb)2 hj(1)i(1) =
∑
l,l′ G′i,1(k′l′) cos
(
δ′l′
)P ′ (k′l′) gr,lP (kl) cos (δl)Gj,1(kl)e−jkl·rjejk′l′ ·r′i
h
j(2)
i(2) =
∑
l,l′ G′i,1(k′l′) sin
(
δ′l′
)P ′ (k′l′) grlP (kl) sin (δl)Gj,1(kl)e−jkl·rjejk′l′ ·r′i
h
j(3)
i(3) =
∑
l,l′ G′i,2(k′l′) cos
(
δ′l′
)P ′ (k′l′) grlP (kl) cos (δl)Gj,2(kl)e−jkl·rjejk′l′ ·r′i
h
j(4)
i(4) =
∑
l,l′ G′i,2(k′l′) sin
(
δ′l′
)P ′ (k′l′) grlP (kl) sin (δl)Gj,2(kl)e−jkl·rjejk′l′ ·r′i
Escenario IVa) hj(1)i(1) =
∑
l,l′ G′i,1(k′l′) cos
(
δ′l′
)P ′ (k′l′) gl′lP (kl) cos (δl)Gj,1(kl)e−jkl·rjejk′l′ ·r′i
h
j(2)
i(2) =
∑
l,l′ G′i,2(k′l′) sin
(
δ′l′
)P ′ (k′l′) gl′lP (kl) sin (δl)Gj,2(kl)e−jkl·rjejk′l′ ·r′i
h
j(1)
i(2) =
∑
l,l′ G′i,2(k′l′) sin
(
δ′l′
)P ′ (k′l′) gl′lP (kl) cos (δl)Gj,1(kl)e−jkl·rjejk′l′ ·r′i
h
j(2)
i(1) =
∑
l,l′ G′i,1(k′l′) cos
(
δ′l′
)P ′ (k′l′) gl′lP (kl) sin (δl)Gj,2(kl)e−jkl·rjejk′l′ ·r′i
(4.13)
Hay que mencionar que en nuestro modelo no se considera el acoplo mutuo entre modos.
Sin embargo, podrı´a incluirse fa´cilmente mediante una matriz de acoplo C como se muestra
en [Fletcher et al., 2003].
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(a) Escenario I para N = 2.
(b) Escenario II para N = 2. (c) Escenario III.
(d) Escenario IVa para N = 2.
(e) Escenario IVb para N = 2.
Figure 4.5: Escenarios propuestos con antenas multimodo en SU-MIMO.
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4.2 MODELO DE CANAL ESPACIAL SCM
Con el fin de modelar de forma realista las caracterı´sticas del canal MIMO, el 3GPP
desarrollo´, junto con el 3GPP2, un modelo basado en geometrı´a denominado SCM
[TR25.996, 2012]. El SCM incluye sencillos modelos retardo-potencia, basados en reg-
istros de desplazamiento, para tareas de calibracio´n, y un modelo estoca´stico basado en
geometrı´a para simulaciones a nivel de sistema. En este capı´tulo nos centraremos en este
u´ltimo caso ya que sera´ el que empleemos en la parte de simulaciones. Se trata de un
modelo estoca´stico que permite modelar de forma realista la correlacio´n espacial tanto en
la BTS como en el terminal. El ana´lisis de prestaciones, como por ejemplo la tasa, se ll-
eva a cabo sobre D realizaciones. Durante cada realizacio´n, donde se prefijan el nu´mero
de sectores/celdas, BTSs, terminales y tramas sobre las que realizar la simulacio´n, el canal
experimenta desvanecimientos ra´pidos segu´n el movimiento de los terminales. Dichos ter-
minales pueden realimentar el CSI de forma que las BTSs aprovechen dicha informacio´n
para realizar la asignacio´n de recursos y determinar ası´ el usuario al que transmitir. A lo
largo de estas D realizaciones, el disen˜or celular y el despliegue de las BTSs se mantienen
fijas mientras que las posiciones de los terminales se van variando de forma aleatoria al
comienzo de cada realizacio´n.
El objetivo de esta seccio´n es definir los para´metros y la metodologı´a a seguir para
generar los coeficientes de canal espaciales y temporales entre las BTSs y los terminales,
con el fin de emplearse en simulaciones a nivel de sistema. Para ello, supondremos un
escenario descendente formado por varios sectores/celdas, varias BTSs y varios terminales.
Las BTSs y los terminales esta´n formadas por arrays de t y r antenas respectivamente.
Ası´, los coeficientes de canal para la componente multitrayecto l-e´sima (l = 1, . . . , Npath)
vendra´n dados por una matriz r× t de amplitudes complejas que denotaremos como Hl(t).
Se trata de una funcio´n que depende del tiempo ya que los coeficientes experimentan un
desvanecimiento ra´pido en funcio´n del movimiento del terminal. El procedimiento para
generar estas matrices de canal consta de tres pasos:
1. Especificar un entorno.
2. Obtener los para´metros asociados a cada entorno.
3. Generar los coeficientes de canal basa´ndose en esos para´metros.
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El SCM incluye tres entornos de propagacio´n: Urban Micro, Urban Macro y Suburban
Macro. Adicionalmente, estos escenarios ba´sicos pueden modificarse an˜adiendo ma´s op-
ciones como componente LOS (Line Of Sight) al caso Urban Micro, y modelado de edificios
elevados (canyon urban) en el caso Urban Macro. La Figura 4.6 muestra en un diagrama
de bloques los pasos a seguir a la hora de generar la matriz de canal SCM. A continuacio´n,
pasamos a describir ma´s en detalle dicho proceso.
Figure 4.6: Generacio´n del canal SCM: diagrama de bloques.
4.2.1 Para´metros generales del modelo
Debido al multitrayecto presente en el sistema, la sen˜al recibida en el terminal estara´ for-
mada por Npath re´plicas de la sen˜al transmitida. Estos Npath rayos, constan a su vez de
Nspath subrayos, y se definen mediante una serie de potencias y retardos elegidos de forma
aleatoria segu´n el procedimiento de generacio´n del canal que ma´s adelante describiremos.
El SCM se basa en los modelos SISO de la ITU [ITU-R M.1225, 1997] (ITU Pedestrian A,
ITU Pedestrian B, ITU Vehicular A) por lo que el nu´mero de rayos en cada entorno sera´ 6.
En la Figura 4.7 se muestran los para´metros angulares empleados en el modelo y que
pasamos a describir a continuacio´n:
ΩBS Orientacio´n del array en la BTS: diferencia entre la direccio´n broadside de
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de dicho array y el Norte de referencia (N).
θBS A´ngulo formado entre la direccio´n LOS y la direccio´n broadside de la BTS.
δl,AoD A´ngulo de salida AoD del rayo l-e´simo (l = 1, ..., Npath) con respecto a θBS .
∆l,s,AoD Offset del subrayo s-e´simo (s = 1, ..., Nspath) del l-e´simo rayo respecto a δn,AoD.
θl,s,AoD A´ngulo AoD total del subrayo s-e´simo del rayo l-e´simo de la BTS respecto a la di-
reccio´n broadside de la misma.
ΩMS Orientacio´n del array en el terminal: diferencia entre la direccio´n broadside de
dicho array y el Norte de referencia (N).
θMS A´ngulo formado entre la direccio´n LOS y la direccio´n broadside del terminal.
δl,AoA A´ngulo de llegada AoA del rayo l-e´simo (l = 1, ..., Npath) respecto a θMS .
∆l,s,AoA Offset del subrayo s-e´simo (s = 1, ..., Nspath) del rayo l-e´simo con respecto a
δl,AoA.
θl,s,AoA A´ngulo AoA total del subrayo s-e´simo del l-e´simo rayo del terminal respecto a la
direccio´n broadside del mismo.
v Vector velocidad del terminal.
θv A´ngulo del vector velocidad respecto a la direccio´n broadside del terminal.
Figure 4.7: Para´metros angulares del canal SCM.
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Para simulaciones a nivel de sistema, el desvanecimiento ra´pido en cada rayo variara´ con
el tiempo, pero para´metros como la dispersio´n angular (angular spread AS), la dispersio´n
temporal (delay spread DS), el desvanecimiento por sombra (shadowing fading SF) y la
posicio´n del terminal permanecera´n fijos durante cada realizacio´n.
Independientemente del entorno, se tendra´n en cuenta las siguiente suposiciones:
a) Reciprocidad ’Enlace ascendente - Enlace descendente’: los valores AoD/AoA son
ide´nticos tanto en el enlace ascendente como en el descendente.
b) El DS, el AS y el SF son variables aleatorias con distribucio´n lognormal. Los
desvanecimientos debido ellos, que dependiendo del escenario pueden estar corre-
lados, se aplican a todos los sectores o a todas las antenas de una determinada BTS.
c) El AS esta´ formada por 6 × 20 subrayos cada uno de ellos con un cierto a´ngulo de
salida desde la BTS. A cada a´ngulo le correspondera´ una ganancia de antena distinta.
d) El SF es comu´n entre todas las antenas o sectores de la BTS.
e) Para simplificar el modelo, se presupone que el SF entre diferentes terminales esta´
incorrelado. En la pra´ctica, si los mo´viles estuviesen muy cerca, esta suposicio´n no
podrı´a realizarse.
f) Las direcciones de los dispersores son variables aleatorias con distribucio´n normal.
g) La dispersio´n en elevacio´n no se modela.
h) En sistemas FDD, las fases aletorias de los subrayos para el enlace ascendente y el
descendente esta´n incorreladas. En sistemas TDD en cambio, la correlacio´n es total.
i) El modelo SCM permite cualquier configuracio´n de antena (su taman˜o ha de ser ma´s
pequen˜o que la distancia de coherencia por SF). Se asumen arrays lineales, aunque el
procedimiento puede generalizarse a cualquier otro tipo de configuracio´n de array.
A continuacio´n, pasamos a describir los distintos entornos de simulacio´n que permite
este modelo.
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4.2.2 Entornos de simulacio´n
Como hemos dicho anteriormente, el modelo SCM incluye tres entornos de propagacio´n:
a) Suburban Macrocell: aproximadamente 3 Km de distancia entre BTSs.
b) Urban Macrocell: aproximadamente 3 Km de distancia entre BTSs.
c) Urban Microcell: menos de 1 Km de distancia entre BTSs.
La tabla 4.1 describe los para´metros usados en cada uno de dichos entornos de simu-
lacio´n. En los entornos Macrocell se asume que las antenas de las BTSs esta´n situadas por
encima de los tejados, mientras que en el caso Microcell, las antenas de las BTSs se encuen-
tran a una altura igual a los tejados del escenario a simular. En nuestro caso, dado que la
mayorı´a de los estudios se han realizado para un entorno Microcell, so´lo vamos a centrarnos
en explicar la generacio´n de los para´metros de canal correspondiente al mismo. Los detalles
para los otros dos entornos pueden verse en [TR25.996, 2012].
Para el caso Microcell se parte de las siguientes suposiciones:
a) Las pe´rdidas por distancia para el caso NLOS (Non Line Of Sight) se basa en el mod-
elo NLOS COST 231 Walfisch-Ikegami. Los para´metros empleados son los sigu-
ientes:
• Altura de antena en BTS: 12.5 m
• Altura de edificios: 12 m
• Distancia entre edificios: 50 m
• Anchura de la calle : 25 m
• Altura de antena en el terminal: 1.5 m
• Orientacio´n de 30◦ para todos los rayos
• Seleccio´n de centro metropolitano
Con estos valores, el modelo de PL queda simplificado a:
PL(dB) = −55.9 + 38 log10(d) + (24.5 + 1.5fc/925) log10(fc)
donde d es la distancia entre la BTS y el terminal (debe ser al menos de 20 metros) y
fc la frecuencia de portadora.
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Para el caso LOS, el PL se basa en el modelo street canyon del NLOS COST 231
Walfisch-Ikegami, empleando los mismos para´metros que en el caso NLOS:
PL(dB) = −35.4 + 26 log10(d) + 20 log10(fc)
b) Los diagramas de antena en las BTS son los mismos que los empleados en el esta´ndar
para tareas de calibracio´n (clau´sula 4.5.1. en [TR25.996, 2012])
c) La correlacio´n celda a celda (site-to-site) es ζ = 0.5. Este para´metro es empleado en
el ca´lculo de las variables correspondientes al AS, al DS y al SF.
d) Se supone un despliegue formado por celdas hexagonales.
4.2.3 Generacio´n de para´metros de usuario
A continuacio´n pasamos a describir los pasos a seguir para generar los para´metros de
usuario, tales como las potencias y retardos de los rayos, o los a´ngulos de salida y llegada
de cada subrayo.
• PASO 1. Determinar los para´metros de distancia y orientacio´n:
− La posicio´n del terminal con respecto a cada BTS viene determinada por el
disen˜o del escenario, a partir del cual se calculan la distancia entre el terminal
y la BTS (d) y las direcciones LOS con respecto a la BTS y al terminal (θBS y
θMS respectivamente).
− A partir de d, se calcula el PL asociado.
− La orientacio´n del array en el terminal 3 sigue una distribucio´n i.i.d. uniforme
entre 0◦ y 360◦: ΩMS ∼ U(0◦, 360◦).
− El a´ngulo del vector velocidad v del terminal sigue una distribucio´n uniforme
entre 0◦ y 360◦: θv ∼ U(0◦, 360◦).
• PASO 2. Determinar el DS, el AS y el SF: tanto el DS como el AS y el SF siguen
una distribucio´n log-normal existiendo adema´s correlacio´n entre los tres factores
3La orientacio´n del array en la BTS, ΩBS , no se ha tenido en cuenta en el desarrollo de este modelo
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[TR25.996, 2012]. Dicha correlacio´n esta´ formada por dos te´rminos: correlacio´n
intra-celda (intra-site) y correlacio´n inter-celda (inter-site). La matriz intra-celda
viene dada por:
A =

1 ραβ ργα
ραβ 1 ργβ
ργα ργβ 1
 =

1 0.5 −0.6
0.5 1 −0.6
−0.6 −0.6 1

donde
ραβ es la correlacio´n intra-celda entre DS y AS.
ργβ es la correlacio´n intra-celda entre SF y AS.
ργα es la correlacio´n intra-celda entre SF y DS.
Por otra parte, la matriz inter-celda viene dada por:
B =

0 0 0
0 0 0
0 0 ζ
 =

0 0 0
0 0 0
0 0 0.5

donde ζ es la correlacio´n inter-celda correspondiente al te´rmino de SF.
El objetivo es calcular los valores de DS, AS y SF correpondientes a la BTS m-
e´sima (m = 1 . . .M ) respecto a un determinado usuario mo´vil. Estos valores, dados
por σDS,m, σAS,m y σSF,m respectivamente, son funcio´n de una serie de variables
aleatorias Gaussianas correladas αm, βm y γm generadas a su vez a partir de dos
conjuntos de variables aleatorias Gaussianas independientes denotadas por ωm =
[ωm1 ωm2 ωm3]
T y ξ = [ξ1 ξ2 ξ3]
T. La relacio´n entre los tres conjuntos de variables
aleatorias viene dada por:
αm
βm
γm
 =

1 ραβ ργα
ραβ 1 ργβ
ργα ργβ 1− ζ

1/2 
ωm1
ωm2
ωm3
+

0 0 0
0 0 0
0 0
√
ζ


ξm1
ξm2
ξm3

A partir de estas variables aletorias αm, βm y γm, la distribucio´n del DS para la BTS
m-e´sima viene dada por:
σDS,m = 10

DS
αm+µDS
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donde µDS es la media logarı´tmica de la distribucio´n del DS, y DS la desviacio´n
esta´ndar logarı´tmica de la distribucio´n del DS.
De igual forma, la distribucio´n del AS es generada como:
σAS,m = 10

AS
βm+µAS
donde µAS es la media logarı´tmica de la distribucio´n del AS, y AS la desviacio´n
esta´ndar logarı´tmica de la distribucio´n del AS.
Por u´ltimo, la distribucio´n del SF viene dada por:
σSF,m = 10
σ
SF
γm/10
donde σSF es la desviacio´n esta´ndar del SF en dB.
• PASO 3. Determinar los retardos aleatorios de cada uno de losNpath rayos: estos
retardos son generados como variables aleatorias segu´n la siguiente expresio´n:
τ ′l = −rDSσDS ln(zl) l = 1, . . . , Npath
donde el valor de rDS viene dado en la Tabla 4.1, σDS es el para´metro obtenido en el
paso 2 y zl (l = 1, . . . , Npath) son variables aleatorias i.i.d. con distribucio´n uniforme
U(0, 1). A continuacio´n, se ordenan de mayor a menor, se les resta el retardo de
menor valor y se cuantifican al intervalo de chip 1/16-e´simo ma´s cercano:
τl =
Tc
16
· floor
(
τ ′l − τ ′1
Tc/16
+ 0.5
)
, l = 1, ..., Npath
donde floor(x) es la parte entera de x, y Tc es el intervalo de chip (Tc =
1/
(
3.84 · 106) s en LTE). La cuantificacio´n a 1/16 es el valor por defecto, pero
puede modificarse cuando las implementaciones requieren unos valores de cuantifi-
cacio´n ma´s elevados. Por otra parte, cuando se emplea el model LOS, el retardo de la
componente directa ha de ser igual al primer rayo con retardo τ1 = 0
• PASO 4. Determinar las potencias medias aleatorias de cada componente mul-
titrayecto: dependiendo del escenario, su ca´lculo sera´ diferente. Ası´, en el caso
Microcell, dichas potencias sin normalizar, vienen dadas por la siguiente expresio´n:
P ′l = 10
−(τl+zl/10), l = 1, ..., Npath
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donde τl son los retardos sin cuantificar en microsegundos y zl(l = 1, ..., Npath) son
variables aleatorias Gaussianas i.i.d. de media 0 y desviacio´n esta´ndar 3dB. Estas
potencias medias son normalizadas a la potencia media total de los Npath rayos:
Pl =
P ′l∑j=1
Npath
P ′j
En el caso LOS, la normalizacio´n de las potencias P ′l tiene en cuenta adema´s la poten-
cia correspondiente a la componente directa, PD, de forma que entre el rayo directo y
los reflejados exista una relacio´n de K:
Pl =
P ′l
(K + 1)
∑j=1
Npath
P ′j
, donde K =
PD
1− PD
• PASO 5. Determinar los AoDs de cada componente multitrayecto: como en el
paso anterior, dependiendo del escenario, la generacio´n de estos a´ngulos de salida se
realiza de forma diferente. Para el caso Microcell, los a´ngulos de salida respecto a la
direccio´n LOS se obtienen como variables aleatorias i.i.d. uniformes entre -40 y 40
grados:
δl,AoD ∼ U(−40◦, 40◦), l = 1, ..., Npath
A continuacio´n, el a´ngulo de salida correspondiente al rayo l-e´simo es asignado a la
potencia Pl de ese mismo rayo. En entornos Microcell no es necesario ordenar los
a´ngulos antes de realizar la asignacio´n. En escenarios LOS, el AoD de la componente
directa ha de ser igual a la direccio´n del trayecto LOS.
• PASO 6. Asociar los retardos de cada uno de los rayos con los AoDs: en escenarios
Microcell, la asignacio´n τl ⇔ δl,AoD se hace de forma aleatoria.
• PASO 7. Determinar las potencias, fases y desfases angulares de los Nspath sub-
rayos que componen cada rayo en la BTS:
− A los 20 subrayos asociados a cada rayo se les asigna la misma potencia, esto
es, Pl/20 donde Pl es la potencia del rayo l-e´simo calculado en el paso 4.
− Las fases de cada subrayo, φl,s, son variables aleatorias i.i.d. uniformes entre 0
y 360 grados:
φl,s ∼ U(0◦, 360◦), l = 1, ..., Npath; s = 1, ..., Nspath
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− Los desfases angulares de cada subrayo se obtienen de la Tabla 4.2.
− En el modelo LOS, no exite AS por rayo.
• PASO 8. Determinar los AoAs de cada componente multitrayecto: Los AoAs son
variables aleatorias i.i.d. Gaussianas,
δl,AoA ∼ η(0, σ2l,AoA)
donde σl,AoA = 104.12 [1− exp (−0.265 |10 log10 (Pl)|)] siendo Pl la potencia rel-
ativa del rayo l-e´simo obtenido en el Paso 4. Cuando se emplea el modelo LOS, el
AoA de la componente directa ha de ser igual a la direccio´n LOS.
• PASO 9. Determinar los desfases de los AoAs en el terminal para cada uno de los
subrayos de cada trayecto: En la recomendacio´n del 3GPP, estos desfases, definidos
en la Tabla 4.2, so´lo esta´n especificados para un AS de 35◦.
• PASO 10. Asociar los rayos y subrayos de las BTSs y de los terminales: El rayo
l-e´simo de cada BTS (definido por su retardo τl, su potencia Pl y su AoD δl,AoD) se
asocia al rayo l-e´simo de su terminal (definido por su AoA δl,s,AoS). A continuacio´n,
dentro de cada pareja, se asocia aleatoriamente cada uno de los Nspath subrayos de
la BTS (definidos por los desfases ∆l,s,AoD) con uno de los subrayos del terminal
(definidos por los desfases ∆l,s,AoA). Cada subpareja de subrayos se realiza de forma
que se obtengan las fases Φl,s definidas en el Paso 7.
• PASO 11. Definir las ganancias de antena en la BTS y en el terminal como una
funcio´n dependiente de sus respectivos AoDs y AoAs: Para el rayo l-e´simo, el AoD
del subrayo s-e´simo (con respecto a la direccio´n broadside de la antena de la BTS)
viene dado por:
θl,s,AoD = θBS + δl,AoD + ∆l,s,AoD
De igual forma, el AoA del subrayo s-e´simo del rayo l-e´simo (con respecto a la di-
reccio´n broadside de la antena del terminal) es:
θl,s,AoA = θMS + δl,AoA + ∆l,s,AoA
Ası´, las ganancias de antena tanto en la BTS como en el terminal sera´n funciones
dependientes de estos AoDs y AoAs: GBS (θl,s,AoD) y GMS (θl,s,AoA)
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• PASO 12. Aplicar el PL calculado en el Paso 1 y el SF obtenido en el Paso 2 a las
potencias de cada uno de los subrayos.
4.2.4 Generacio´n de los coeficientes de canal
Para un array lineal en la BTS formado por t antenas transmisoras y un arrary lineal en el
terminal con r antenas receptoras, los coeficientes de canal para la componente del multi-
trayecto l-e´sima (l=1,...,Npath) vienen dados por una matriz compleja de dimensio´n r × t
que denotaremos como Hl(t) y cuyos elementos (i,j) (j=1,...,t, i=1,...,r) se calculan como:
hi,j,l(t) =
√
PlσSF
M
Nspath∑
s=1

√
GBS (θl,s,AoD) exp [j (kdjsin (θl,s,AoD) + Φl,s)]×√
GMS (θl,s,AoA) exp [jkdisin (θl,s,AoA)]×
exp [jk ‖v‖ cos (θl,s,AoA − θv) t]

donde
Pl potencia del l-e´simo rayo (Paso 4).
σSF SF (Paso 2) aplicado a los Npath rayos.
Nspath nu´mero de subrayos por rayo.
θl,s,AoD AoD correspondiente al subrayo s-e´simo del l-e´simo rayo.
θl,s,AoA AoA correspondiente al subrayo s-e´simo del l-e´simo rayo.
GBS (θl,s,AoD) ganancia de antena de cada elemento del array de la BTS.
GMS (θl,s,AoA) ganancia de antena de cada elemento del array del terminal.
k nu´mero de onda 2pi/λ donde λ es la longitud de onda de portadora
expresada en metros.
dj distancia, en metros, de la antena transmisora j desde la antena de
referencia j = 1 de la BTS. Para dicha antena de referencia d1 = 0.
di distancia, en metros, de la antena receptora i del terminal desde la an-
tena de referencia i = 1. Para dicha antena de referencia d1 = 0.
Φl,s fase del subrayo s-e´simo del rayo l-e´simo.
‖v‖ mo´dulo del vector velocidad del terminal.
θv a´ngulo del vector velocidad del terminal.
Los te´rminos de PL y de SF se aplican de forma conjunta a todos los subrayos de los
Npath rayos que forman el canal.
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Como dijimos anteriormente, en el caso de escenarios Urban Microcell el modelo SMC
incluye la opcio´n LOS, basada en distribucio´n Ricean. Para ma´s detalles sobre su gen-
eracio´n, ver [TR25.996, 2012].
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Table 4.1: Para´metros del entorno.
ESCENARIO Suburban Macro Urban Macro Urban Micro
Nu´mero de rayos (Npath) 6 6 6
Nu´mero de subrayos (Nspath) 20 20 20
Media del AS en la BTS E(σAS) = 5◦ E(σAS) = 8◦, 15◦ NLOS: E(σAS) = 19◦
AS en la BTS es una v.a. lognormal µAS = 0.69 8◦ : µAS = 0.810 N/A
σAS = 10
(ASx+µAS), x ∼ η(0, 1) AS = 0.13 AS = 0.34
15◦ : µAS = 1.18
AS = 0.210
rAS = σAoD/σAS 1.2 1.3 N/A
AS por rayo en la BTS 2◦ 2◦ 5◦ (LOS y NLOS)
Distribucio´n de AoD por rayo en la
BTS
η(0, σ2AoD) donde η(0, σ
2
AoD) donde U(−40◦, 40◦)
σAoD = rASσAS σAoD = rASσAS
Media del AS en el terminal E(σAS,MS) = 68◦ E(σAS,MS) = 68◦ E(σAS,MS) = 68◦
AS por rayo en el terminal 35◦ 35◦ 35◦
Distribucio´n de AoA por rayo en el ter-
minal
η(0, σ2AoA(Pr)) η(0, σ
2
AoA(Pr)) η(0, σ
2
AoA(Pr))
DS es una v.a. lognormal µDS = −6.80 µDS = −6.18 N/A
σDS = 10
(DSx+µDS), x ∼ η(0, 1) DS = 0.288 DS = 0.18
Media del DS E(σDS) = 0.17µs E(σDS) = 0.65µs E(σDS) = 0.251µs
rDS = σdelays/σDS 1.4 1.7 N/A
Distribucio´n de los retardos de los rayos U(0, 1.2µs)
Desviacio´n esta´ndar del SF lognormal 8dB 8dB NLOS: 10dB
σSF LOS: 4dB
Modelo PL en dB 31.5 + 35 log10(d) 34.5 + 35 log10(d) NLOS: 34.53 + 38 log10(d)
(fc = 1.9GHz, d en metros) LOS: 30.18 + 26 log10(d)
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Table 4.2: Offsets de los AoD y AoA.
No subpath Offset para AS = 5◦ en BS Offset para AS = 35◦
(s) en BS (Microcell) en MS
∆l,s,AoD (grados) ∆l,s,AoA (grados)
1, 2 ±0.2236 ±1.5649
3, 4 ±0.7064 ±4.9447
5, 6 ±1.2461 ±8.7224
7, 8 ±1.8578 ±13.0045
9, 10 ±2.5642 ±17.9492
11, 12 ±3.3986 ±23.7899
13, 14 ±4.4220 ±30.9538
15, 16 ±5.7403 ±40.1824
17, 18 ±7.5974 ±53.1816
19, 20 ±10.7753 ±75.4274
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CAPI´TULO 5
TE´CNICAS DE MITIGACIO´N DE
INTERFERENCIA EN SISTEMAS
MU-MIMO
Debido a la demanda de tasas de datos cada vez ma´s elevadas y de mayor movilidad en
las redes inala´mbricas, OFDM (Orthogonal Frequency Division Multiplexing) se ha con-
vertido en una posible solucio´n al problema de transmisio´n sobre canales inala´mbricos con
alta dispersio´n temporal [Bingham, 1990]. Esta tecnologı´a ha sido adoptada por numerosos
esta´ndares como DAB (Digital Audio Broadcasting), DVB-T (Digital Video Broadcasting-
Terrestrial), IEEE 802.11a, IEEE 802.16a y ha resultado fundamental en el enlace descen-
dente de sistemas 4G como LTE (Long Term Evolution) y LTE-A (Long Term Evolution
Advanced).
En canales selectivos en frecuencia, OFDM puede combinarse con arrays de antenas
tanto en el transmisor como en el receptor con el fin de aumentar la capacidad del sis-
tema y/o conseguir una diversidad adicional sin aumentar para ello el ancho de banda nece-
sario [Ku¨hn, 2006][Foschini and Gans, 1998]. Sin embargo, conseguir en las actuales redes
celulares un aumento de capacidad empleando te´cnicas MIMO obliga a unos importantes
requisitos de relacio´n sen˜al-a-ruido-interferencia (Signal-to-Noise-plus-Interference Ratios
SINR), del orden de 15dB, que so´lo pueden alcanzarse en las proximidades de las BTSs.
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Adema´s, en redes celulares basadas en OFDM, los usuarios de celdas vecinas reusan el
espectro de frecuencias con el fin de mejorar la tasa del sistema. Esto conlleva a que usua-
rios de celdas vecinas con la misma asignacio´n de frecuencia experimenten una elevada
interferencia entre celdas (Inter-Cell Interference ICI), en particular en los bordes de la
misma, dando lugar a una disminucio´n de la capacidad. Por este motivo, al ser la ICI el
factor que ma´s limita el funcionamiento de los sistemas inala´mbricos basados en OFDM,
es necesario encontrar te´cnicas que consigan disminuir dicha interferencia mejorando ası´ el
procesamiento MIMO en estos entornos.
En los u´ltimos an˜os se han realizado numerosos estudios sobre te´cnicas de mitigacio´n
de interferencia con el fin de mejorar la capacidad en redes 4G. De acuerdo a la liter-
atura y a los esta´ndares, las te´cnicas de mitigacio´n de ICI incluyen [Boudreau et al., 2009]
[Cho et al., 2010]:
• Coordinacio´n de la ICI, que incluye te´cnicas como Reuso Fraccional de Frecuen-
cia (Fractional Frequency Reuse FFR), Reuso Suave de Frecuencia (Soft Frequency
Reuse SFR), FFR Flexible (Flexible Fractional Frequency Reuse FFFR), FFR Adap-
tativo (Adaptive Fractional Frequency Reuse AFFR), Asignacio´n Dina´mica de Canal
(Dynamic Channel Allocation DCA), etc.
• Aleatorizacio´n de la ICI, mediante esquemas basados en Co´digo de aleatorizacio´n
especı´fico de celda Cell-Specific Scrambling, Entrelazado Especı´fico de Celda (Cell-
Specific Interleaving) o Acceso Mu´ltiple por Divisio´n de Entrelazado (Interleaved Di-
vision Multiple Access IDMA), Salto en Frecuencia en OFDMA (Frequency-Hopping
OFDMA), Asignacio´n Aleatoria de Subportadora (Random Subcarrier Allocation),
etc.
• Cancelacio´n de la ICI, que incluye te´cnicas IRC (Interference Rejection Combining
IRC) las cuales pueden verse como una generalizacio´n del MRC (Maximum Ratio
Combining) al que incorpora las caracterı´sticas espaciales de la sen˜al recibida para
eliminar la interferencia en el receptor, o los esquemas basados en Deteccio´n Mul-
tiusuario IDMA (IDMA Multiuser Detection).
A continuacio´n pasamos a describir brevemente algunas de ellas.
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La estrategia cla´sica para manejar la interferencia en sistemas celulares ha sido el FFR,
consistente en dividir el espectro utilizable en un cierto nu´mero de subbandas y asignar, de
forma coordinada, cada subbanda a una parte de la celda de forma que se minimice la inter-
ferencia entre celdas. Ası´, a usuarios situados en el borde de celdas vecinas se les asignara´n
fracciones no solapadas del ancho de banda disponible, mientras que a los usuarios dentro de
una celda se le asignara´n las mismas fracciones solapadas de ancho de banda. Sin embargo,
esta mejora en cuanto al manejo de la interferencia se lleva a cabo a expensas de una pe´rdida
de eficiencia espectral. Para mejorar dicha eficiencia, se pueden asignar distintos niveles de
potencia a las diferentes subbandas dependiendo de la posicio´n del usuario: potencias altas
a las subbandas asignadas a usuarios situados en el contorno de la celda, y potencias bajas a
las subbandas de usuarios posicionados en el centro de la celda, mantenie´ndose siempre la
ortogonalidad entre subbandas como en FFR. Esta te´cnica se conoce como SFR. Se pueden
lograr mayores mejoras en la SINR adaptando las asignaciones de FFR en funcio´n de los
niveles de interferencia y asignando las subbandas a los usuarios en funcio´n de las medidas
de calidad de canal enviadas a las BTSs por los terminales. Es lo que se conoce como AFFR.
En general, a cada celda se la asigna un nu´mero fijo de subbandas. Este nu´mero puede asig-
narse de forma dina´mica dependiendo del tra´fico y de la variacio´n que experimenta el canal.
Es lo que se conoce como DCA. El inconveniente de estas te´cnicas reside en el alto coste de
implementacio´n debido a la elevada sen˜alizacio´n entre BTSs y al alto coste computacional
necesario (no so´lo hay que estimar el canal de banda ancha sino que es necesario una ra´pida
reasignacio´n del mismo). Sin embargo, el hecho de que en OFDM la informacio´n de canal y
los niveles de interferencia en cada subportadora pueden medirse fa´cilmente, hace de DCA
una te´cnica eficiente para sistemas celulares basados en OFDM.
Siempre que en sistemas celulares basados en OFDM se pueda mantener la sin-
cronizacio´n dentro de cada celda y entre celdas, cada subcanal puede considerarse indepen-
diente del resto debido a la ortogonalidad entre subportadoras. Sin embargo, las interferen-
cias provenientes de celdas adyacentes, pueden provocar una importante degradacio´n en el
funcionamiento del sistema. Para solucionar este problema es posible introducir un c¸o´digo
especifico de celda que permita aleatorizar la sen˜al interferente. El proceso es el siguiente:
la sen˜al transmitida desde cada celda se multipleca por un co´digo de aleatorizacio´n que es
asignado de forma unı´voca a cada celda. Multiplicando la sen˜al recibida por este mismo
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co´digo, es posible blanquear las interferencias provenientes de celdas vecinas. La ventaja
de estas te´cnicas es que la eficiencia espectral no se ve afectada. Otra forma de blanquear
la interferencia consiste en utilizar entrelazados especı´ficos de celda. Es lo que se conoce
como te´cnicas IDMA. Cuando se utiliza deteccio´n multiusuario, esta´s te´cnicas son ma´s efi-
cientes que las que emplean co´digos ya que las interferencias se ira´n cancelando de forma
iterativa. Otras alternativas son las te´cnicas basadas en Salto en Frecuencia o en Asignacio´n
Aleatoria de Subportadora. Todos estos esquemas de aleatorizacio´n para blanquear la ICI
pueden no resultar muy efectivos en entornos de alta carga.
En esta tesis nos centraremos en los esquemas de cancelacio´n, propuestos como
estrategia para mejorar la tasa y el funcionamiento en situaciones de alta ICI (quitar
la sig frase: al borde de la celda del sistema). La idea ba´sica consiste en detec-
tar las sen˜ales interferentes y a continuacio´n cancelarlas de la sen˜al deseada. En
[Mikami and Fujii, 2008][Mikami and Fujii, 2009][Mikami et al., 2010] se presentan es-
quemas de transmisio´n para el enlace descendente con procesamiento de cancelacio´n ICI
basado en la deteccio´n conjunta de la sen˜al deseada y de las interferentes en sistemas MIMO-
OFDM. El inconveniente de estos esquemas es la enorme carga computacional que necesitan
los terminales de usuario debido a la no linealidad de los algoritmos que se emplean. La de-
codificacio´n por esferas (Sphere Decoding) y las te´cnicas Dirty Paper son dos algoritmos
de decodificacio´n potencialmente aplicables a sistemas 4G [Boudreau et al., 2009]. La de-
codificacio´n por esferas basa su proceso de decodificacio´n en la bu´squeda a lo largo de una
hiper-esfera N -dimensional. Su intere´s radica en el hecho de conseguir resultados cercanos
a la decodificacio´n ML (Maximum Likelihood) con una complejidad mucho menor que la
que tienen este tipo de decodificadores. Dirty Paper Coding (DPC) es otra estrategia de
eliminacio´n de interferencias en sistemas donde la decodificacio´n conjunta no es posible.
La idea es precodificar cada transmisio´n de modo que la sen˜al deseada sea mapeada en un
espacio co´digo conocido por el receptor lo que le permitira´ decodificar la sen˜al deseada en
presencia de ICI. El inconveniente de esta estrategia reside en su elevada complejidad de
implementacio´n.
En los u´ltimos an˜os, han recibido una especial atencio´n los esquemas de trans-
misio´n/recepcio´n Coordinados Multipunto (Coordinated Multi-Point transmission/reception
CoMP). Dichos esquemas han sido considerados por el 3GPP como una herramienta para
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mitigar la ICI mejorando la cobertura, la tasa al borde de celda, y/o la eficiencia del sis-
tema en redes 4G [TR36.814, 2010]. La idea principal de CoMP es la siguiente: cuando
se usan los mismos recursos espectrales (reuso de frecuencia uno), un usuario situado al
borde de una celda puede recibir sen˜ales con similar potencia de las BTSs situadas en las
celdas vecinas. Si la sen˜alizacio´n transmitida desde dichos emplazamientos es coordinada
(intercambio entre las BTSs de indicadores sobre la calidad o el estado del canal, CQI y
CSI respectivamente), la ICI puede ser mitigada consiguie´ndose una mejora significativa
en el funcionamiento del enlace descendente. Esta coordinacio´n puede realizarse de forma
sencilla, como sucede con las te´cnicas enfocadas simplemente a anular la interferencia, o
ma´s compleja cuando los datos de los usuarios son transmitidos de forma coherente desde
mu´ltiples celdas que cooperan obtenie´ndose en este u´ltimo caso mayores mejoras de fun-
cionamiento. Dependiendo del tipo de informacio´n intercambiada entre las BTSs, el 3GPP
clasifica las te´cnicas CoMP en el enlace descendente en dos categorı´as:
• Conformado de haz/Asignacio´n de recursos coordinado (Coordinated Beamform-
ing/Scheduling CS/CB): compartiendo so´lo datos de control como el CQI o el CSI, las
BTSs son capaces de ajustar, de forma coordinada, la asignacio´n de recursos o el con-
formado de haz reduciendo ası´ la interferencia entre celdas adyacentes. En CS/BS, los
datos destinados a un determinado usuario esta´n so´lo disponibles en un sector/celda
llamada celda servidora. Eson datos son transmitidos de forma instanta´nea desde una
de las BTSs, mientras que las decisiones de de asignacio´n de recursos se llevan a cabo
de forma coordinada con el fin de controlar la interferencia generada en el conjunto
de celdas que cooperan.
• Procesamiento conjunto (Joint Processing JP): cuando adema´s de los datos de con-
trol, las BTSs comparten los datos de usuario, las BTSs coordinadas forman, junto
con los usuarios que comparten recursos, un sistema MIMO virtual (if eNBs share
user data, JP can be applied, where coordinated eNBs form a virtual MIMO system
together with the users that are assigned to the same transmission resources**). En
este caso, BTSs de diferentes sectores/celdas transmiten conjuntamente los datos al
usuario de forma que las sen˜ales procedentes de otras celdas dejan de considerarse ICI
para poder ser tratadas como sen˜ales u´tiles al usuario en cuestio´n. Como resultado de
este procesamiento conjunto, las sen˜ales recibidas en el terminal sera´n combinadas de
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forma coherente o no-coherente segu´n el caso.
CoMP es similar a los esquemas MU-MIMO explicados en la Seccio´n 2.1; la principal
diferencia radica en que la cancelacio´n de la interferencia se lleva a cabo de forma coor-
dinada. Esto implica el disen˜o conjunto del precodificador por parte de todas las BTS que
cooperan (matriz WTX completa; ver (2.6)) y un disen˜o individual de la matriz receptora
(matriz WRX diagonal bloque; ver (2.31)). Adema´s, la gestio´n de potencia es, en conse-
cuencia, mucho ma´s compleja ya que involucra a todas las BTSs que cooperan en el sis-
tema. En [Foschini and Gans, 1998] [Karakayli et al., 2006] se proponen varios esquemas
coordinados JP basados en DPC y en algoritmos de diagonalizacio´n por bloques (Block Di-
agonalization BD). En ellos se lleva a cabo la cancelacio´n de la ICI para, posteriormente,
obtener las potencias o´ptimas de cada BTS que maximizan la tasa de todos los usuarios. Esta
asignacio´n de potencia se calcula mediante te´cnicas de optimizacio´n convexa, obtenie´ndose
importantes mejoras en te´rminos de eficiencia espectral.
En esta tesis nos centraremos en te´cnicas CoMP-JP basadas en BD. Los estudios estara´n
centrados en el enlace descendente de un sistema MU-MIMO distribuı´do basado en OFDM
con reuso de frecuencia unidad. El objetivo que se persigue es la maximizacio´n de la tasa
suma ponderada (Weighted Sum Rate, WSR) en este tipo de sistemas. Para ello, en esta tesis
haremos dos aportaciones :
• Formular el procesamiento cooperativo para la cancelacio´n de la ICI mendiante
te´cnicas BD, extendiendo dicha formulacio´n a sistemas de banda ancha.
• Definir un heurı´stico que permita obtener la asignacio´n de potencia a transmitir por
cada BTS de tal forma que se maximice la WSR del sistema y se respete las limita-
ciones de potencia ma´xima impuestas por BTS.
5.1 ESQUEMA DE CANCELACIO´N DE ICI MEDIANTE BD
El proceso de cancelacio´n de ICI se va a llevar a cabo aplicando te´cnicas BD: la matriz de
precodificacio´n WTX debe ser tal que cada usuario consiga transmitir en un espacio ortog-
onal al espacio generado por los canales del resto de usuario. Por otro lado, en cuanto al
problema de optimizacio´n de potencia, se derivara´n dos esquemas de asignacio´n basados en
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el conocido modelo de Waterfilling. Estos esquemas fueron propuestos inicialmente para
modulaciones de banda estrecha en [Armada et al., 2009]. Uno de los objetivos de esta tesis
ha sido extender dichos modelos, junto con la formulacio´n BD, a sistemas OFDM.
El modelo de sistema propuesto asume un escenario celular CoMP OFDM donde M
BTS coordinadas sirven aN usuarios. Cada BTS tiene t antenas transmisoras y cada usuario
r antenas receptoras, siendo tambie´n r el nu´mero de tramas de informacio´n dirigidas a cada
terminal (una trama dirigida a cada antena receptora). Se presupone que cada BTS lleva
asociado un so´lo terminal, por lo que M = N . Como es sabido, el principio de OFDM
consiste en dividir una trama de datos de alta tasa en tramas de tasa ma´s baja, las cuales son
transmitidas simulta´neamente sobre un determinado nu´mero de subportadoras ortogonales.
De esta forma, cada subportadora experimentara´ un desvanecimiento plano en frecuencia
pudiendo ser tratada de forma independiente respecto a las otras. Vamos a considerar que
el canal completo es conocido por todas las BTSs. Este suele ser la situacio´n habitual en
un sistema de transmisio´n bidireccional donde el CSI, tras una estimacio´n en recepcio´n,
esta´ disponible tanto en el lado del receptor como en el del transmisor gracias al reenvı´o
del mismo mediante un canal de sen˜alizacio´n. Asumiremos un canal lineal invariante en
el tiempo con desvanecimiento selectivo en frecuencia y ruido aditivo blanco Gaussiano
AWGN. Siempre que la longitud elegida para el prefijo cı´clico sea mayor que la respuesta
al impulso del canal ma´s largo, el canal visto por cada usuario k (k = 1 . . . N ) puede
descomponerse enNOFDM subcanales planos independientes con respuesta en frecuencia H
p
k,
siendo p (p = 1 . . . NOFDM) el ı´ndice del subcanal. Dicho subcanal serı´a el equivalente a la
submatriz (H)k expuesta en la Seccio´n 2.1 para un canal de banda estrecha (ver expresio´n
(2.16)).
A pesar de parecer que, al estar cada BTS emparejada con un so´lo terminal, cada BTS
so´lo sirve a ese usuario, en esquemas CoMP donde se emplea la cooperacio´n para eliminar
la ICI, todas las BTSs prestan servicio a todos los usuarios. Ası´, consideraremos que la sen˜al
transmitida por un determinada BTS llega, despue´s de experimentar diferentes condiciones
de propagacio´n (pe´rdidas por distancia y desvanecimiento), a todos los usuarios del sistema.
Bajo esta premisa, el canal sobre cada subportadora p, al que denominaremos Hp (su equiva-
lente en banda estrecha serı´a (2.15)), puede modelarse mediante una matrizNr×Mt donde
cada coeficiente de la matriz representa el desvanecimiento desde cada antena transmisora
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de todas las BTSs a cada antena receptora de todos los usuarios. Con este planteamiento, la
sen˜al recibida en la portadora p-e´sima vendra´ dada por:
yp = Hpxp + np (5.1)
donde yp es el vectorNr×1 que contiene las sen˜ales recibidas en lasNr antenas receptoras,
xp es el vector Mt× 1 con las sen˜ales transmitidas por las antenas de las M BTSs, y np el
vector Nr × 1 con las componentes i.i.d. complejas de ruido Gaussiano de varianza σ2np ,
todos ellos sobre la portadora p-e´sima. Si definimos Hpk como la submatriz de canal r×Mt
vista por el usuario k en la subportadora p, entonces
Hp =

Hp1
...
Hpk
...
HpN

(5.2)
De forma equivalente a lo presentado en la Seccio´n 2.1 para sistemas de banda estrecha,
el vector xp con las sen˜ales a transmitir sobre la portadora p se define como:
xp = Wp
TX
dp =
N∑
k=1
r∑
i=1
wpkid
p
ki (5.3)
donde dpki es el sı´mbolo de la trama i-e´sima (i = 1 . . . r) sobre la portadora p del usuario k,
con potencia P pki, y donde w
p
ki son los vectores de precodificacio´n para la trama i-e´sima del
usuario k en la portadora p:
wpki =

wp,1ki
...
wp,mki
...
wp,Mki

donde wp,mki =

w
p,(m−1)t+1
ki
...
w
p,(m−1)t+j′
ki
...
wp,mtki

(5.4)
siendo wp,(m−1)t+j
′
ki el peso de la antena transmisora j
′ (j′ = 1 . . . t) de la BTS m para el
sı´mbolo i-e´simo del usuario k transmitido sobre la portadora p.
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La matriz de precodificacio´n Wp
TX
, que puede escribirse en funcio´n de los vectores de
precodificacio´n como:
Wp
TX
=
[
(wp11, . . . ,w
p
1r) . . .
(
wpk1, . . . ,w
p
kr
)
. . .
(
wpN1, . . . ,w
p
Nr
)]
(5.5)
se obtendra´ mediante el criterio BD como en [Karakayli et al., 2006][Foschini et al., 2006],
de forma que se cumpla 1:
Hpk
[
wpq1 w
p
q2 · · · wpqr
]
=
 0 : k 6= qUpkΣpk : k = q ,
‖ wpki ‖2= 1, k = 1, . . . , N, i = 1, . . . , r, p = 1, . . . , NOFDM
(5.6)
donde Upk es una matriz unitaria y Σ
p
k es una matriz diagonal que contiene las raı´ces
cuadradas de los autovalores no nulos de la matriz QpkQpHk , siendo Qpk la parte de la ma-
triz Hpk ortogonal al subespacio generado por las matrices del resto de usuarios, esto es, H
p
q
siendo q 6= k:
Σpk =

(
λpk1
)1/2
0 · · · 0
0
(
λpk2
)1/2 · · · 0
...
...
. . .
...
0 0 · · · (λpkr)1/2
 (5.7)
Tanto Upk como Σ
p
k se obtienen de la SVD de la matriz Qpk (ver Seccio´n 3.1).
Ası´, la sen˜al recibida en la portadora p vendra´ dada por:
yp =

Up1Σ
p
1 0 · · · 0
0 Up2Σ
p
2 . . . 0
...
...
. . .
...
0 0 · · · UpNΣpN
d
p + np (5.8)
y, en concreto, la recibida por el usuario k:
ypk = U
p
kΣ
p
kd
p
k + n
p
k (5.9)
Observando la expresio´n (5.8) se deduce que, mediante un filtro receptor WRX adecuado,
cada usuario podra´, de manera independiente del resto de usuarios, rotar la sen˜al recibida
1Para ma´s detalles sobre el ca´lculo de los pesos BD ver Anexo 5.3
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y desacoplar las diferentes tramas. Ası´, tomando como filtro para el usuario k la matriz
unitaria UpHk , la sen˜al estimada por dicho usuario en la portadora p sera´:
y˜pk = U
pH
k y
p
k = U
pH
k U
p
kΣ
p
kd
p
k + n˜
p
k =

(
λpk1
)1/2
dpk1
...(
λpkr
)1/2
dpkr
+ n˜pk (5.10)
donde el ruido n˜pk se mantiene AWGN con la misma varianza debido a que la transformacio´n
es unitaria. Ası´, de la expresio´n (5.10) se deduce que, empleando te´cnicas CoMP basadas en
BD, el sistema completo presentado en esta tesis se comporta como un conjunto de canales
paralelos no interferentes.
5.2 ESQUEMAS DE ASIGNACIO´N DE POTENCIA
Como hemos dicho anteriormente, el objetivo de disen˜o sera´ maximizar la WSR del sis-
tema propuesto. De la expresio´n (5.10) se obtiene que, en un escenario MU-MIMO-OFDM
basado en te´cnicas BD, las tasas alcanzables por cada usuario vendra´n dadas por:
Rk =
1
NOFDM
NOFDM∑
p=1
r∑
i=1
log2
(
1 +
λpkiP
p
ki
σ2np
)
(5.11)
Ası´, la WSR podra´ expresarse como
WSR =
N∑
k=1
αkRk =
1
NOFDM
N∑
k=1
αk
NOFDM∑
p=1
r∑
i=1
log2
(
1 +
λpkiP
p
ki
σ2np
)
(5.12)
donde los pesos αk, que han de cumplir
N∑
k=1
αk = 1, αk ∈ [0, 1] , (5.13)
pueden verse como indicadores de la prioridad que tiene cada usuario: cuanto ma´s cercano
este´ αk de 1, mayor sera´ la prioridad del usuario k. En el caso particular en el que αk = 1/N
para todo k, la WSR alcanzable sera´ la mayor posible***.
La maximizacio´n de la WSR implica resolver, en te´rminos de la potencia P pki asignada
a cada trama i del usuario k, el siguiente problema de optimizacio´n:
max
P pki
WSR = max
P pki
 1NOFDM
N∑
k=1
αk
NOFDM∑
p=1
r∑
i=1
log2
(
1 +
λpkiP
p
ki
σ2np
) (5.14)
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bajo la siguiente restriccio´n sobre la potencia ma´xima disponible por BTS2:
Pm =
t∑
j′=1
NOFDM∑
p=1
N∑
k=1
r∑
i=1
P pki
∣∣∣wp, ((m−1)·t+j′)ki ∣∣∣2︸ ︷︷ ︸
Potencia de la antena transmisora j′ de la BTS m
≤ Pmax, ∀m = 1 . . .M
(5.15)
El problema dado por (5.14) es un problema de optimizacio´n convexo ya que la funcio´n
logaritmo es co´ncava en las asignaciones de potencia, la operacio´n suma mantiene la con-
cavidad y las restricciones (5.15) con lineales. Por tanto, puede resolverse aplicando te´cnicas
esta´ndar de optimizacio´n convexa como las utilizadas en [Boyd and Vandenberghe, 2004].
Sin embargo, es aconsejable encontrar soluciones cerradas (closed-form**) que, aunque
subo´ptimas, permitan reducir el tiempo computacional y los recursos necesarios para la opti-
mizacio´n. Una posible alternativa consiste en el empleo de los multiplicadores de Lagrange
(ver [] para ma´s detalles). Mediante la aplicacio´n de esta te´cnica se llega a la siguiente
solucio´n general: 
P pki = σ
2
np
[
αk
ln(2)Lpki
− 1
λpki
]+
Lpki = −
M∑
m=1
t∑
j′=1
µm
∣∣∣wp, (m−1)t+j′ki ∣∣∣2
t∑
j′=1
NOFDM∑
p=1
N∑
k=1
r∑
i=1
P pki
∣∣∣wp, (m−1)t+j′ki ∣∣∣2 = Pmax
(5.16)
donde µ = [µ1, . . . , µM ] es el vector que contiene los multiplicadores de Lagrange. Esta
solucio´n es similar a la obtenida mediante Waterfilling. Sin embargo, en este caso el nivel
de agua viene dado por
σ2npαk
ln(2)Lpki
(5.17)
es decir, el nivel de agua es diferente para cada sı´mbolo i transmitido hacia cada usuario k
sobre cada portadora p. Auqnue los valores de nivel de agua puedan encontrarse de nuevo
aplicando te´cnicas de optimizacio´n convexa, la complejidad computacional seguirı´a siendo
elevada, por lo que es deseable encontrar nuevas soluciones que reduzcan dicha carga.
2Supondremos que la potencia ma´xima disponible en cada BTS es la misma. Siguiendo la notacio´n de (2.36)
esto implica Pmax,m = Pmax
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5.2.1 Waterfilling modificado
Considerando en la expresio´n (5.15) la condicio´n ma´s restrictiva, podemos reducir el pro-
blema a una BTS “equivalente” donde los pesos correspondientes a cada sı´mbolo i de cada
usuario k se calculara´n como:
Ωpki = maxm=1,...,M
 t∑
j′=1
∣∣∣wp, (m−1)t+j′ki ∣∣∣2
 (5.18)
Aplicando el multiplicador de Lagrange, obtenemos una nueva solucio´n al problema de
optimizacio´n dada por:
P pki =
[
K
αk
Ωpki
− σ
2
np
λpki
]+
con K =
−σ2np
ln(2)µ
(5.19)
donde [·]+ denota el ma´ximo entre 0 y el argumento. Esta expresio´n corresponde de nuevo a
una distribucio´n Waterfilling con nivel de agua variable. Sin embargo, para unas prioridades
de usuario αk dadas, y unas determinadas realizacio´n de canal λ
p
ki y Ω
p
ki, el problema se
reduce a encontrar una constante K que puede resolverse con los mismos algoritmos que
resuelven el problema Waterfilling esta´ndar (ver por ejemplo [Cioffi, ]).
5.2.2 Waterfilling
Para simplificar au´n ma´s la solucio´n al problema de optimizacio´n, es posible considerar el
hecho de que en la pra´ctica los valores de Ωpki son similares para todo k, i y p. Ası´, podemos
simplificar la solucio´n dada por (5.19) dando lugar a:
P pki =
[
Kαk −
σ2np
λpki
]+
(5.20)
que corresponde a la solucio´n Waterfilling donde el nivel de agua so´lo depende de la prior-
idad de los usuarios. En particular, para usuarios con la misma prioridad (αk = 1/N ) se
obtiene la solucio´n Waterfilling esta´ndar.
En el siguiente capı´tulo, pasamos a presentar los estudios realizados junto con los resul-
tados obtenidos.
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5.3 ANEXO: BD
En un sistema CoMP basado en BD, la sen˜al xp transmitida por todas las BTSs viene dada
por (5.3). Dicha sen˜al puede descomponerse en dos partes: una correspondiente a los datos
del usuario k bajo test, y otro te´rmino correspondiente al resto de usuarios q (q = 1 . . . N ;
q 6= k):
xp =
r∑
i=1
wpkid
p
ki +
∑
q 6=k
r∑
i=1
wpqid
p
qi (5.21)
Ası´, la sen˜al recibida por el usuario k sera´:
ypk = H
p
kx
p + npk = H
p
k
 r∑
i=1
wpkid
p
ki +
∑
q 6=k
r∑
i′=1
wpqi′d
p
qi′
 (5.22)
A partir de esta expresio´n podemos ver que, para anular la interferencia, se debe cumplir: H
p
kw
p
qi′ = 0, ∀k 6= q
‖ wpqi′ ‖2= 1
, (5.23)
para todo k = 1, . . . , N , q = 1, . . . , N , con q 6= k, i = 1, . . . , r, i′ = 1, . . . , r y
p = 1, . . . , NOFDM . Esto es equivalente a decir que los vectores de pesos asignados a un
cierto usuario tienen que ser ortogonales al subespacio generado por los canales del resto
de usuarios. Llamaremos hpki a la fila i-e´sima de la matriz H
p
k. Dicho vector representa el
canal que va desde todas las antenas transmisoras a la antena receptora i del usuarios k:
Hpk =

hpk1
...
hpki
...
hpkr

con hpki =
[
hp,1ki · · · hp,jki · · · hp,Mtki
]
(5.24)
Vamos a expresar este vector como la suma de dos componentes ortogonales qpki y q
′p
ki:
hpki = q
p
ki + q
′p
ki (5.25)
donde q′pki es la proyeccio´n de h
p
ki sobre el subespacio generado por los canales del resto de
usuarios. Ası´, podemos reescribir la matriz Hpk como:
Hpk = Qpk +Q′pk (5.26)
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donde qpki y q
′p
ki son las filas i-e´simas de Qpk y Q′pk respectivamente. Con BD, las transmi-
siones del usuario k tienen que estar confinadas en el subespacio generado por las filas de la
matriz Qpk. Mediante su descomposicio´n SVD, podemos expresar Qpk como:
Qpk = UpkΣpkVHpk (5.27)
donde Vpk es una matriz cuadrada unitaria cuyas r primeras columnas son los vectores sin-
gulares del subespacio fila de Qpk. Estos vectores forman la base del subespacio fila de Qpk
en el que tienen que estar confinadas las transmisiones hacia el usuario k. Por tanto, estos
vectores base sera´n los vectores peso asociados a dicho usuario k, wpki.
Los pasos para calcular dicha matriz Qpk son los siguientes:
1 Dada la matriz completa de canal Hp, construı´mos la matriz Hpq con las filas de Hp que
no corresponden al usuario k.
2 Calculamos la base que genera el espacio formado por las filas de Hpq .
3 Proyectamos las filas de Hpk sobre la base calculada anteriormente. Cada proyeccio´n sera´
una fila de la matriz Q′pk.
4 Calculamos Qpk como:
Qpk = Hpk −Q′pk
5 Por u´ltimo, calculamos la SVD de Qpk, obtenie´ndose la matriz Vpk y de ella los vectores
peso correspondientes al usuario k.
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A continuacio´n pasamos a presentar los estudios realizados en esta tesis. En primer lugar se
estudiara´ la influencia que tiene la combinacio´n de ciertas caracterı´sticas de antena, como el
diagrama de radiacio´n o la polarizacio´n, en la eficiencia espectral de un sistema SU-MIMO
donde lo que se busca es disponer de terminales compactos. Para ello, se utilizara´ el modelo
de sistema presentado en la Seccio´n 4.1 (ver Figura 4.4) que incluye tres tipos de diversidad:
diversidad espacial, diversidad por diagrama de radiacio´n y diversidad por polarizacio´n.
Seguidamente pasaremos a estudiar las prestaciones de un sistema MU-MIMO basado en
CoMP-BD OFDM. Dicho modelo incluira´ tanto el procesamiento cooperativo presentado
en la Seccio´n 5.1 para la cancelacio´n de la ICI, como el heurı´stico definido en la Seccio´n 5.2
encargado de realizar la asignacio´n de potencia. Con el fin de conseguir un modelo lo ma´s
cercano posible a la realidad, se empleara´ el modelo de canal SCM descrito en la Seccio´n
4.2.
6.1 ESTUDIO DE TERMINALES COMPACTOS EN SISTEMAS
SU-MIMO
El objetivo de esta seccio´n es estudiar, en te´rminos de eficiencia espectral, las prestaciones
de un sistema SU-MIMO cuando se combinan en el mismo terminal tres tipos de diversi-
dad, diversidad espacial, diversidad por polarizacio´n y diversidad por diagrama de radiacio´n,
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permitiendo ası´ el disen˜o de terminales compactos, objetivo principal de esta subseccio´n.
Enfoca´ndonos en el enlace descendente, cualquier simulacio´n de capacidad necesita varias
realizaciones del canal H. Esto implica muestrear los vectores de espacio k y k′ dando lugar
a los vectores de direccio´n kl (l = 1 · · ·L) y k′l′ (l′ = 1 · · ·L′). Dado que las medidas de
dispersio´n angular en elevacio´n son mucho menores que las correspondientes a la dispersio´n
azimutal [Xu et al., 2001], so´lo se van a tener en cuenta en las simulaciones el a´ngulo az-
imutal el cua´l sera´ muestreado uniformemente entre 0 y 2pi. Se considerara´n tambie´n arrays
lineales con una separacio´n entre antenas de dt = dr = 0.5λ, a no ser que se especifiquen
otros valores. Las simulaciones evaluara´n la eficiencia espectral como:
C = E
{
log2 det
[
I +
SNR
tDr
HHH
]}
bps/Hz (6.1)
donde I es la matriz identidad de dimensio´n rDr. Las simulaciones se han llevado a cabo
generando 5000 muestras independientes de la matriz de canal y promedia´ndolas. Los re-
sultados muestran el funcionamiento de los diferentes escenarios de diversidad propuestos
en la Seccio´n 4.1 (ver Figura 4.5). Estos escenarios so´lo son implementados en el lado del
receptor, que es donde se persigue la compacidad. En el transmisor se han empleado ante-
nas omnidireccionales (Dt = 1) con t = 4. En algunas de las figuras se incluira´n tambie´n
dos escenarios de referencia en el lado del receptor: el esquema MIMO cla´sico con r = 4
antenas omnidireccionales y el mismo esquema pero con r − 1 antenas (Dr = 1 en ambos
casos).
Asumiremos un primer caso en el que las antenas disponen de dos puertos, ambos con
el mismo diagrama de radiacio´n broadside pero con polarizaciones ortogonales (Escenario
II en la Figura 4.5). Estas antenas pueden implementarse fa´cilmente combinando dipolos y
ranuras de anillo***. Para reducir au´n ma´s el taman˜o de antena, se propone otro esquema
con una so´la antena multimodo de 4 puertos con dos diagramas de radiacio´n diferentes y
polarizaciones ortogonales en cada uno de los puertos (Escenario III en la Figura 4.5). Los
resultados se muestran en la Figura 6.1. Se puede observar que para las dos propuestas se
consigue un funcionamiento similar al obtenido con el escenario de referencia de 4 antenas
onmidireccionales y un importante incremento de tasa respecto al esquema con 3 antenas,
sin olvidar la importante disminucio´n de taman˜o conseguida en el terminal al emplear so´lo
r = 2 o r = 1 antenas en recepcio´n.
A continuacio´n, vamos a estudiar el efecto de incluir diversidad por diagrama de ra-
82
CAPI´TULO 6. SIMULACIONES Y RESULTADOS
Figure 6.1: Eficiencia espectral con antenas multimodo y diversidad por polarizacio´n.
diacio´n en el modelo. Estos resultados son presentados en la Figura 6.2. En e´sta gra´fica
estudiamos el caso de dos antenas con dos diagramas de radiacio´n distintos pero con la
misma polarizacio´n (Escenario I en la Figura 4.5) y el mismo esquema pero an˜adiendo po-
larizaciones ortogonales a cada puerto (Escenario IVa en la Figura 4.5). El an˜adir, en este
segundo caso, polarizaciones ortogonales permite eliminar la correlacio´n debida al sola-
pamiento entre diagramas. Adema´s, es el esquema ma´s completo al combinarse los tres
tipos de diversidad: diversidad espacial, diversidad por diagrama y diversidad por polar-
izacio´n. En la gra´fica se puede apreciar un funcionamiento similar entre el esquema con
diversidad por diagrama y el caso de cuatro antenas con el mismo espaciado entre ellas
consiguiendo de nuevo una reduccio´n en el taman˜o del terminal. Adema´s, comparando los
dos esquemas de antenas multimodo, se verifica que el an˜adir diversidad por polarizacio´n
mejora las prestaciones del sistema en te´rminos de tasa.
Cuando uno de los requisitos es la simplicidad, el empleo de antenas multimodo puede
no resultar adecuado. En ese caso, el disen˜o de terminales compactos se puede conseguir
disminuyendo la distancia entre elementos en lugar de reducir el nu´mero de elementos radi-
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Figure 6.2: Eficiencia espectral con antenas multimodo y diversidad por diagrama.
antes. Con esta finalidad, pasamos a estudiar si el uso de antenas monomodo con distintas
polarizaciones puede suponer alguna ventaja. En concreto, proponemos alternar dos polar-
izaciones ortogonales manteniendo el mismo diagrama de radiacio´n en todas las antenas las
cuales estara´n alimentadas exclusivamente por un so´lo puerto (ver Figura 6.3). Para este es-
tudio hemos trabajado con diagramas de radiacio´n broadside y con dos valores de distancia
entre elementos: dt = dr = 0.3λ y dt = dr = 0.5λ. Los resultados se muestran en la Figura
6.4. A partir de e´sta gra´fica podemos concluir que es posible reducir significativamente la
distancia entre elementos radiantes y que, an˜adiendo diversidad por polarizacio´n, se pueden
conseguir valores de capacidad ma´s elevados. Para distancias dt = dr ≥= 0.5λ, el empleo
o no de diversidad por polarizacio´nno aporta ninguna ventaja ma´s.
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(a) Misma polarizacio´n
(b) Alternando polarizacio´n
Figure 6.3: Esquema con diversidad espacial (r = 4) y antenas monomodo.
Figure 6.4: Eficiencia espectral cuando se emplean elementos monomodo con el mismo
diagrama de radiacio´n y polarizaciones alternas.
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A partir de estos resultados se observa que la introduccio´n de ma´s de un tipo de diver-
sidad permite reducir el nu´mero de elementos radiantes consiguiendo ası´ terminales mucho
ma´s compactos.
6.2 ESTUDIO DE LA GESTIO´N DE INTERFERENCIAS EN ES-
QUEMAS MU-MIMO COORDINADOS
En esta seccio´n, analizaremos el funcionamiento de los esquemas de asignacio´n de poten-
cia propuestos en la Seccio´n 5.2 (Waterfilling WF y Waterfilling modificado MWF). Lo
compararemos con la solucio´n o´ptima obtenida mediante te´cnicas de optimizacio´n convexa
(CVX) y con las tasas alcanzadas cuando se realiza una asignacio´n uniforme de potencia
(UP). Adema´s, estudiaremos en que´ situaciones resulta adecuado coordinar las BTSs con el
fin de cancelar la interferencia y mejorar ası´ las prestaciones del sistema. Para ello simulare-
mos el enlace descendente de un sistema MU-MIMO distribuı´do basado en OFDM. Como
te´cnica de coordinacio´n para cancelar las interferencias se empleara´ el esquema CoMP
basado en BD presentado en la Seccio´n 5.1. Los estudios se llevara´n a cabo sobre dos
escenarios de despliegue BTS-MS diferentes:
a) Escenario de celdas hexagonales formado por 2 pares BTS-MS (M = N = 2), con
una so´la BTS centrada en cada celda. En este caso, los usuarios se podra´n distribuir
por la celda siguiendo cuatro posibles configuraciones, lo cual nos permitira´ estudiar la
influencia que tiene la posicio´n del terminal dentro de la celda1 (ver Figura 6.5):
• Configuracio´n 1: en este caso los terminales estara´n situados alrededor de la BTS
asignada. Para ello, se definira´ un disco centrado en cada BTS dentro del cua´l
estara´n situados los usuarios de forma que la sen˜al dominante recibida por cada
usuario procedera´ de la BTS asignada. Los radios de dicho disco dependera´n del
modelo de canal empleado. Ası´, el radio externo Rext se ha elegido de tal forma
que sea igual al 20% del radio de la celda R, mientras que el radio interno Rint
dependera´ de la distancia mı´nima a la que podra´ estar situado el terminal de su
1La posicio´n del terminal dentro de la celda so´lo se va a estudiar con canales SCM.
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(a) Configuracio´n 1 (b) Configuracio´n 2
(c) Configuracio´n 3 (d) Configuracio´n 4
Figure 6.5: Configuraciones de escenario 2BTS-2MS con canal SCM.
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BTS2.
• Configuracio´n 2: en esta configuracio´n, uno de los terminales estara´ situado en-
torno a su BTS (como en la configuracio´n 1), mientras que el segundo terminal
estara´ situado cerca de la frontera entre celdas, a una distancia  de la misma. Conc-
retamente, se ha elegido un valor para  igual al 1% del radio de la celda.
• Configuracio´n 3: en este caso, ambos terminales estara´n situados cerca de la fron-
tera entre celdas (1%R).
• Configuracio´n 4: en esta u´ltima configuracio´n, los terminales se distribuira´n aleato-
riamente por la celda, respetando siempre la distancia mı´nima a la que tiene que
estar situado el usuario de su BTS de acuerdo al modelo de canal empleado.
b) Escenario general de celdas hexagonales formado por 16 pares BTS-MS (M = N = 16),
con una so´la BTS centrada en cada celda (ver Figura 6.7). En este caso los usuarios
estara´n distribuı´dos aleatoriamente por toda la celda. Como uno de los objetivos sera´
analizar la interferencia intercelular, se supondra´ que cada celda tendra´ un so´lo anillo in-
terferente conce´ntrico. Esto hace que surja el siguiente problema: los usuarios situados
en las celdas de los extremos tendra´n menos interferencia al no estar rodeados comple-
tamente por BTSs. Para solucionarlo y evitar los problemas que pueden surgir a la hora
2Sobre los valores de Rext y Rint en SCM: El radio de la celda R y la distancia mı´nima a la que el ter-
minal puede estar situado de su BTS, dependen del entorno SCM empleado [TR25.996, 2012]. Por un lado,
observando la Figura 6.6 se puede ver que R es funcio´n de la distancia entre BTSs (ISD). En entornos Micro,
la ISD debe ser menor a 1Km, mientras que en entornos Macro, dicha distancia es aproximadamente de 3Km.
Teniendo en cuenta que, en una celda hexagonal, la relacio´n entre su apotema3 a y su radio R viene dada por:
R =
2a√
3
los radios de celda para cada entorno sera´n:
Rmicro < 577m; Rmacro ∼= 1732m
A partir de (2), hemos tomado para las simulaciones los siguientes valores de radio de celda:
Rmicro = 300m; Rmacro = 1700m
En cuanto a la distancia mı´nima a la que el terminal debe estar situado de su BTS, en [TR25.996, 2012] se
especifica que, en entornos Micro, esa distancia tiene que ser al menos de 20m mientras que en entornos Macro
debe ser de 35m.
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de estudiar los bordes de la red, se plegara´ el escenario en forma toroidal hasta formar
una esfera. De esta forma, todas las estaciones base tendra´n el mismo nu´mero de BTSs
contiguas tal y como se muestra en la Figura 6.7.
Figure 6.6: Relacio´n entre el radio de la celda (R), la apotema (a) y la distancia entre celdas
(ISD).
Figure 6.7: Escenario hexagonal formado por 16 BTSs.
Los modelos de canal que se van a emplear son los siguientes:
• Canal selectivo en frecuencia con perfil retardo potencia (PDP) de tipo exponencial.
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Este modelo simplificado, que nos dara´ una idea general del comportamiento de los
algoritmos de potencia propuestos, consta de Npath = 6 rayos y no tiene en cuenta ni
la correlacio´n espacial ni la temporal. Cada rayo l-e´simo se modela como una matriz
de variables aleatorias Gaussianas complejas i.i.d. donde su potencia viene dada por:
PDP(l) =
e−βl(∑Npath
c=1 e
−2βc
)1/2 = ( 1− e−2β1− e−2βNpath
)1/2
e−βl (6.2)
siendo β es el factor que indica la velocidad de disminucio´n de la potencia del rayo.
• Canal selectivo en frecuencia SCM (ver Seccio´n 4.2). Como dijimos, se trata de un
modelo de banda ancha mucho ma´s completo que incorpora para´metros importantes
como perfiles retardo-potencia estadı´sticos, dipersio´n temporal, dispersio´n angular,
desvanecimiento por efecto “sombra” o efecto Doppler. Las potencias y retardos de
cada rayo, ası´ como las propiedades angulares en ambos lados del enlace son mode-
ladas como variables aleatorias con correlacio´n cruzada entre ellas. Consta de 6 rayos
formados, a su vez, por 20 subrayos. Como ya dijimos, el SCM permite modelar tres
posibles entornos: Urban Micro LOS y NLOS, Suburban Macro y Urban Macro. La
mayorı´a de los estudio presentados en esta tesis se han llevado a cabo para el canal
SCM Urban Micro NLOS.
Otros para´metros generales empleados en las simulaciones son:
- Nu´mero de portadoras OFDM: 8.
- SNR: 10 y 20dB 4.
4Sobre el ca´lculo de la SNR para canal SCM: para realizar las simulaciones y poder comparar los resultados
con equidad (de una manera justa), se ha seleccionado para todas las configuraciones aquella varianza de ruido
por portadora que, en la configuracio´n 4 (distribucio´n uniforme de los usuarios por la celda), genera una SNR
igual a 10 o 20dB segu´n el caso. Esta SNR se ha calculado como:
SNR = Ek {SNRk}
SNRk = 10 log10
Pmax Ep,iter
{
Tr
(
Hpk,kH
pH
k,k
)}
rtσ2np

donde Ek {·} es la media realizada en el dominio de los usuarios, SNRk es la SNR media en dBs correspondiente
al usuario k, Pmax la potencia ma´xima por BTS, Ep,iter {·} es la media realizada en el dominio de las portadoras
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- Potencia ma´xima por BTS: Pmax,m = Pmax = 10dB.
- Para el canal exponencial: β = 0.1.
- Para el canal SCM:
o Frecuencia de portadora: 2GHz.
o Velocidad del MS: 10m/s.
o Se presuponen arrays lineales tanto en la BTS como en el terminal, con una sep-
aracio´n entre antenas igual a 0.5λ. Los diagramas de campo en ambos extremos
son constantes en todo el a´ngulo azimutal, con una ganancia de 0dB en la BTS
y de 10.3dB en el MS [Foschini et al., 2006].
o El resto de para´metros necesarios para generar el canal SCM se han seleccionado
de acuerdo a lo especificado en la Seccio´n 4.2.
A continuacio´n, pasamos a describir los distintos estudios realizados y a analizar los
resultados en cada uno de los casos.
6.2.1 Escenario con M = N = 2 y canal selectivo en frecuencia con
PDP exponencial
En este apartado, vamos a simular un escenario formado por 2 BTSs y 2 MSs (M = N = 2)
con canal selectivo en frecuencia y PDP exponencial para una SNR de 10dB. No se tendra´
en cuenta ni la posicio´n del terminal respecto a su BTS ni la geometrı´a del entorno. El
objetivo es tener una visio´n general del comportamiento de los algoritmos explicados en el
Capı´tulo 5.
En primer lugar, vamos a calcular el contorno de la regio´n de tasas alcanzables para cada
esquema propuesto. En nuestro caso, dicha regio´n es un conjunto convexo en el cuadrante
positivo limitado por hiperplanos y que puede expresarse como:
R =
{
(R1, R2) ∈ R+2 : αR1 + (1− α)R2 ≤ B (α) ,∀α ∈ [0, 1]
}
(6.3)
y de las realizaciones de canal, Tr {·} es la traza de la matriz, Hpk,k es el canal entre el usuario k y su BTS en la
portadora p, r el nu´mero de antenas receptoras existentes en cada terminal, t el nu´mero de antenas transmisoras
por BTS y σ2np la varianza de ruido por portadora. La varianza de ruido por portadora en el caso de distribucio´n
aleatoria de usuarios, sera´ aquella que garantice la SNR de 10 o 20dB para el 90% de los usuarios.
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Para calcular esta regio´n, asignaremos a cada usuario distintas prioridades αk, de forma que
α1 + α2 = 1. Para cada pareja de valores (α1, α2) calcularemos la tasa alcanzable por cada
usuario con los distintos esquemas de asignacio´n de potencia propuestos (CVX, MWF y
WF) y la compararemos con la obtenida empleando asignacio´n uniforme de potencia (UP).
Figure 6.8: Tasas medias alcanzables con canal exponencial (β = 0.1), M = N = 2,
distintos valores de t× r y SNR = 10dB.
En la Figura 6.8 se ha representado cada pareja (R1, R2) para distintos valores de t y r.
En ella se muestra que las tasas alcanzables con WF y MWF son muy cercanas a la solucio´n
o´ptima CVX y, en la mayorı´a de los casos, esta´n alejadas del funcionamiento con UP. Sin
embargo, es interesante destacar el comportamiento de UP en los escenarios en los que r <
t. Para ello, vamos a representar los autovalores y la asignacio´n de potencia realizada por
cada algoritmo en las configuraciones (t = 2, r = 2) (Figura 6.10), (t = 4, r = 2) (Figura
6.11), (t = 4, r = 4) (Figura 6.12), (t = 6, r = 2) (Figura 6.13) y (t = 6, r = 6) (Figura
6.14).
Como se puede ver, en las configuraciones en las que r < t, (ver Figuras 6.11 y 6.13), los
resultados con WF y MWF son similares al caso UP. Esto se debe a que, en estas situaciones,
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las magnitudes de los autovalores del canal, λpki, tienen el mismo orden de magnitud, esto
es, λpk1 ≈ λpk2 ≈ . . . ≈ λpkr, por lo que la asignacio´n de potencia que lleven a cabo los
algoritmos basados en WF sera´ similar a una distribucio´n uniforme obtenie´ndose, por tanto,
valores de tasa similares. Sin embargo, cuando r ≥ t (ver Figuras 6.10, 6.12 y 6.13), existen
claramente autovalores dominantes a los cuales, los algoritmos WF y MWF les asignara´n
ma´s potencia, no desperdicia´ndose ası´ potencia en autovalores pra´cticamente inactivos.
Por otro lado, vamos a representar, para usuarios con la misma prioridad (α1 = α2 =
0.5), la tasa media alcanzable con los distintos esquemas en funcio´n de t y r (ver Figura
6.9). La compararemos con la tasa conseguida en un esquema de ma´xima potencia con
transmisio´n individual (Full Power Single Base Transmission, FP-SBT) donde no se realiza
ningu´n tipo de coordinacio´n entre las BTSs para mitigar la interferencia. En este modelo
FP-SBT cada BTS transmite, a su usuario asignado, con la ma´xima potencia permitida. Ası´,
cada usuario recibira´ la sen˜al proveniente de su BTS asignada junto con la sen˜al interferente
proveniente de todas las dema´s BTSs situadas en celdas contiguas. Para calcular dicha tasa
sin coordinacio´n, escribimos la expresio´n correspondiente a la sen˜al recibida por el usuario
k como:
yk = (H)k x + nk = (H)k,k xk +
 N∑
k′=1
k′ 6=k
(H)k,k′ xk′
+ nk (6.4)
donde (H)k,k es el canal existente entre el usuario k y su BTS asignada, xk la sen˜al trans-
mitida por la BTS asignada al usuario k, (H)k,k′ es el canal existente entre el usuario k y las
BTSs asignadas al resto de usuarios k′, y xk′ la sen˜al transmitida por las BTSs asignadas al
resto de usuarios. El primer te´rmino del sumatorio corresponde a la parte de informacio´n del
usuario k mientras que el te´rmino entre pare´ntesis representa las interferencias que llegan
al usuario k provenientes de las BTSs vecinas. En este sencillo modelo, las estaciones base
desconocen tanto el estado del canal como la informacio´n transmitida por las celdas vecinas.
Esto, junto con la condicio´n de ma´xima potencia en transmisio´n, convierte a la sen˜al xk en
una Gaussiana de covarianza PmaxI/t, dando lugar a una tasa de usuario que viene dada por
[Foschini et al., 2006]:
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Rpk,sc = log2
{
det
[
I +
Pmax
tNOFDM
Hpk,kH
p,H
k,kI−1
]}
donde I =
N∑
k′=1
k′ 6=k
Pmax
tNOFDM
Hpk,k′H
p,H
k,k′ + Iσ
2
np
(6.5)
En la Figura 6.9, se puede apreciar con mayor claridad co´mo cuando r ≥ t, las tasas
medias que se alcanzan con los esquemas basados en WF son similares al CVX y muy
alejadas del caso UP. Si comparamos los resultados con el caso sin coordinacio´n, podemos
ver tambie´n como las tasas medias alcanzables usando coordinacio´n son muy superiores a
las conseguidas si no se emplea ningu´n me´todo de cancelacio´n de interferencia.
Figure 6.9: Tasa media alcanzable en funcio´n de t× r con y sin coordinacio´n para un canal
exponencial, M = N = 2 y SNR = 10dB.
A continuacio´n, pasamos a estudiar las prestaciones del sistema cuando estamos ante un
canal ma´s realista como es el SCM.
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6.2.2 Escenario con M = N = 2 y canal SCM
En este caso, vamos a estudiar las prestaciones de un sistema formado por 2 BTSs y 2 MSs
en presencia de un canal SCM. En primer lugar, y como hicimos en la seccio´n 6.2.1, vamos a
estudiar las tasas medias alcanzables por cada algoritmo en funcio´n de la prioridad asignada
a cada usuario. Para ello, simularemos un escenario con M = N = 2 y canal SCM Urban
Micro NLOS y una SNR de 10dB. Supondremos adema´s que los usuarios se distribuyen
aleatoriamente por la celda (Configuracio´n 4). En la Figura 6.15 se representan dichas tasas
para distintos valores de t y r.
Como se puede apreciar en la Figura 6.15, las caracterı´sticas del canal hacen que, mien-
tras α1 < 0.5, la tasa media del MS 1 conseguida con los algoritmos basados en Waterfilling
permanece pra´cticamente constante y similar a la conseguida con el CVX5****. Por otro
lado, si nos fijamos en el comportamiento de los algoritmos cuando ambos usuarios tienen la
misma prioridad, podemos extraer las mismas conclusiones que las obtenidas en la seccio´n
6.2.1 con canal selectivo en frecuencia y PDP exponencial: cuando r < t, las magnitudes
de los distintos autovalores del canal tienen el mismo orden de magnitud entre sı´, por lo que
la asignacio´n de potencia realizada por los algoritmos WF y MWF sera´ similar a la de UP,
obtenie´ndose, por tanto, valores de tasa similares.
A continuacio´n, vamos a representar la tasa media obtenida por cada usuario con cada
algoritmo para distintos valores de t y r y distintas configuraciones. Se presupone la misma
prioridad para los dos usuarios y una varianza de ruido tal que, en la configuracio´n 4, genera
una SNR de 10dB. Como se puede ver, las mayores tasas se alcanzan cuando los usuarios
esta´n situados cerca de su BTS. Si nos fijamos en la gra´fica correspondiente a la configu-
racio´n 2, se puede apreciar que las peores tasas las tendra´n los usuarios situados cerca de
la frontera entre celdas. Esto se debe a que los autovalores del canal visto por los usuarios
en la frontera son mucho ma´s pequen˜os que los del canal visto por el resto de usuarios,
por lo que los algoritmos les asignara´n menos potencia, obtenie´ndose por tanto tasas ma´s
pequen˜as***.
A continuacio´n, pasamos a estudiar por separado las gra´ficas correspondientes a cada
configuracio´n (ver Figuras 6.17, 6.18, 6.19 y 6.20). Conjuntamente representaremos
tambie´n la tasa obtenida cuando no existe coordinacio´n entre las BTSs para cancelar las
5Conclusio´n extrapolable al MS 2
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interferencias. Esto nos permitira´ estudiar en que´ casos sera´ conveniente o no realizar co-
ordinacio´n. En las cuatro configuraciones se puede ver que las tasas alcanzables con los
algoritmos basados en WF propuestos son muy similares a las obtenidas con el esquemas
o´ptimo CVX. Si comparamos los resultados con WF con los conseguidos con UP se puede
observar lo siguiente:
- En la Configuracio´n 1 (Figura 6.17), donde los dos usuarios esta´n situados cerca de su
BTS asignada, las tasas con WF y MWF son similares a las obtenidas con UP cuando
r < t excepto en el caso 2× 2****.
- En la Configuracio´n 2 (Figura 6.18), donde el usuario 1 esta´ situado cerca de su BTS
asignada mientras que el usuario 2 esta´ cerca de la frontera comu´n a las dos celdas, las
tasas del usuario 1 con WF y MWF son similares a las obtenidas con UP cuando r < t,
mientras que las tasas del usuario 2 con WF y MWF son similares a las obtenidas con
UP cuando r < t salvo en el caso 2× 2****.
- En la Configuracio´n 3 (Figura 6.19), donde ambos usuarios esta´n siatuados cerca de la
frontera comu´n a las dos celdas, los resultados con WF y MWF son siempre mejores
que en el caso de UP.
- En la Configuracio´n 4 (Figura 6.20), donde ambos usuarios esta´n situados aleatoria-
mente por la celda, las tasas con WF y MWF son similares a las obtenidas con UP
cuando r < t.
El motivo por el que los resultados con WF y MWF son iguales a los obtenidos con UP
cuando r < t radica en la distribucio´n de los autovalores activos, tal y como se explico´ en
la seccio´n anterior para el canal exponencial. Como ejemplo, en las Figuras 6.21 y 6.22
se muestran los autovalores del canal y las potencias asignadas por cada algoritmo para la
Configuracio´n 2 en un esquema 4× 2, mientras que en las Figuras 6.23 y 6.24 se muestran
los autovalores del canal y las potencias asignadas por cada algoritmo para la Configuracio´n
2 en un esquema 4× 4.
Si comparamos ahora los resultados obtenidos con WF y MWF, con las tasas alcanzadas
cuando no se emplea ningu´n tipo de cancelacio´n de interferencias, podemos extraer las
siguientes conclusiones:
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- En la Configuracio´n 1: cuando r < t es mejor coordinar, mientras que para el resto de
configuraciones de antenas no se aprecia ninguna mejora en cuanto a tasa alcanzable
por el hecho de cancelar la interferencia.
- En la Configuracio´n 2: para el usuario 1, cuando r < t no hay mejora por coordinar,
mientras que cuando r ≥ t resulta ma´s adecuado no coordinar. Para el usuario 2,
en cambio, cuando r < t es mejor coordinar, mientras que cuando r ≥ t no existe
ninguna mejora por cancelar la interferencia.
- En la Configuracio´n 3: cuando r < t resulta adecuado coordinar, mientras que cuando
r ≥ t es ma´s conveniente no coordinar. En el caso 2× 2 no se aprecia realmente una
mejora por el hecho de cancelar la interferencia.
- En la Configuracio´n 4: cuando r < t resulta ma´s adecuado cancelar la interferencia.
Para los casos 4× 4 y 6× 6 es ma´s conveniente no cancelar ICI, y en los casos 1× 1
y 2× 2 no hay una mejora apreciable por realizar coordinacio´n.
Una conclusio´n que se puede extraer de estos resultados es que cuando el nivel de inter-
ferencia que un usuario recibe es similar al nivel de seln˜al deseada, puede resultar adecuado
gastar recursos en cancelar la interferencia para tratar de mejorar la tasa. Este serı´a el caso
por ejemplo del usuario 2 en la Configuracio´n 2 o de la Configuracio´n 3.
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(a) Autovalores
(b) Potencias asignadas
Figure 6.10: Autovalores y potencias medias asignadas con canal exponencial: t = 2, r = 2.
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(a) Autovalores
(b) Potencias asignadas
Figure 6.11: Autovalores y potencias medias asignadas con canal exponencial: t = 4, r = 2.
99
6.2. ESTUDIO DE LA GESTIO´N DE INTERFERENCIAS EN ESQUEMAS MU-MIMO
COORDINADOS
(a) Autovalores
(b) Potencias asignadas
Figure 6.12: Autovalores y potencias medias asignadas con canal exponencial: t = 4, r = 4.
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(a) Autovalores
(b) Potencias asignadas
Figure 6.13: Autovalores y potencias medias asignadas con canal exponencial: t = 6, r = 2.
101
6.2. ESTUDIO DE LA GESTIO´N DE INTERFERENCIAS EN ESQUEMAS MU-MIMO
COORDINADOS
(a) Autovalores
(b) Potencias asignadas
Figure 6.14: Autovalores y potencias medias asignadas con canal exponencial: t = 6, r = 6.
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Figure 6.15: Tasas medias alcanzables con canal SCM Urban Micro NLOS, configuracio´n
4, M = N = 2, distintos valores de t× r y SNR = 10dB.
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Figure 6.16: Tasa media alcanzable en funcio´n de t × r para las distintas configuraciones,
con canal SCM Urban Micro NLOS, M = N = 2 y SNR = 10dB.
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Figure 6.17: Tasa media alcanzable en funcio´n de t × r con y sin coordinacio´n, con canal
SCM Urban Micro NLOS, M = N = 2 y SNR = 10dB: Configuracio´n 1.
105
6.2. ESTUDIO DE LA GESTIO´N DE INTERFERENCIAS EN ESQUEMAS MU-MIMO
COORDINADOS
Figure 6.18: Tasa media alcanzable en funcio´n de t × r con y sin coordinacio´n, con canal
SCM Urban Micro NLOS, M = N = 2 y SNR = 10dB: Configuracio´n 2.
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Figure 6.19: Tasa media alcanzable en funcio´n de t × r con y sin coordinacio´n, con canal
SCM Urban Micro NLOS, M = N = 2 y SNR = 10dB: Configuracio´n 3.
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Figure 6.20: Tasa media alcanzable en funcio´n de t × r con y sin coordinacio´n, con canal
SCM Urban Micro NLOS, M = N = 2 y SNR = 10dB: Configuracio´n 4.
Figure 6.21: Autovalores de canal SCM Urban Micro NLOS para configuracio´n 2 con t = 4
y r = 2.
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Figure 6.22: Potencias medias asignadas con canal SCM Urban Micro NLOS para configu-
racio´n 2 con t = 4 y r = 2.
Figure 6.23: Autovalores de canal SCM Urban Micro NLOS para configuracio´n 2 con t = 4
y r = 4.
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Figure 6.24: Potencias medias asignadas con canal SCM Urban Micro NLOS para configu-
racio´n 2 con t = 4 y r = 4.
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A continuacio´n pasamos a representar las CDFs (Cumulative Distribution Function) de
todos los entornos SCM propuestos en [TR25.996, 2012]6 (ver Figura 6.25). Las gra´ficas
se han obtenido para M = N = t = r = 2 y una varianza de ruido tal que, la SNR
obtenida con una configuracio´n 4, serı´a de 10 y 20dB. Los usuarios esta´n distribuı´dos sigu-
iendo la configuracio´n 2 por lo que las CDFs representadas corresponden u´nicamente a las
del usuario 1. En dicha Figura se puede ver de nuevo que los esquemas de asignacio´n de
potencia propuestos en esta tesis tienen un comportamiento muy pro´ximo al CVX.
6.2.3 Escenario M = N = 16 con canal SCM
Por u´ltimo, vamos a considerar un escenario ma´s realista formado por M = N = 16 celdas
hexagonales organizadas en forma toroidal como se explico´ al comienzo de esta seccio´n.
Esta forma evita los efectos de contorno que harı´an que las celdas situadas en los bordes
del despliegue recibiesen menos interferencia. Para este u´ltimo caso, los usuarios estara´n
desplegados aleatoriamente por el escenario y se asegurara´ una SNR de 10dB para al menos
el 90% de los usuarios. En la Figura 6.26 se muestra la CDF de las tasas alcanzables en dis-
tintas configuraciones de antenas para un canal SCM Urban Micro NLOS. Como se puede
ver, los algoritmos propuestos tienen un comportamiento muy cercano al o´ptimo y alcanzan
mejores resultados que el esquema UP.
6Para el caso Urban Macro se ha seleccionado el AS de 8◦
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(a) Suburban Macro (b) Urban Macro (AS = 8◦)
(c) Urban Micro LOS (d) Urban Micro NLOS
Figure 6.25: CDF de las tasas alcanzables en los diferentes entornos SCM (Suburban Macro,
Urban Macro y Urban Micro), con configuracio´n 4, M = N = t = r = 2 y SNR = 10 y 20
dB.
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Figure 6.26: CDF de las tasas alcanzables en un entorno SCM Urban Micro NLOS, con
M = N = 16, distribucio´n aleatoria de los usuarios, SNR = 10dB y distintos valores de t y
r.
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CONCLUSIONES Y L I´NEAS
FUTURAS
Aunque au´n no se han especificado los para´metros que deben cumplir los sistemas 5G,
esta´ claro que uno tendra´ que ver con mejorar la capacidad del sistema entendida como la
cantidad total de datos que la red puede servir, la cua´l se preve´ que sea 1000 veces superior
a la existente actualmente en 4G. Existen diversos me´todos para tratar de conseguir esta
mejora, entre los cuales se encuentran:
• Conseguir mejoras en lo que a tecnologı´a MIMO se refiere, por ejemplo, incorpo-
rando terminales mo´viles compactos que permitan aumentar el nu´mero de elementos
radiantes en esquemas con limitaciones de taman˜o.
• Gestionar la interferencia mediante cooperacio´n entre estaciones base mejorarando
ası´ la SINR y, en consecuencia, la eficiencia espectral del sistema.
Con este fin, la aportacio´n de esta tesis ha sido la siguiente:
• Estudiar, en te´rminos de eficiencia espectral, las prestaciones de un sistema SU-
MIMO basado en terminales compactos con antenas tipo parche. Para ello se propuso
un modelo de canal lo ma´s cercano posible a la realidad que permitise estudiar la influ-
encia que tienen la combinacio´n de ciertas caracterı´sticas de antena, como el diagrama
de radiacio´n o la polarizacio´n, en la eficiencia espectral del modelo propuesto.
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• Estudiar, en te´rminos de eficiencia espectral, las prestaciones de un sistema MU-
MIMO basado en CoMP-BD OFDM. En este punto se han llevado a cabo dos con-
tribuciones:
− Formular el procesamiento cooperativo para la cancelacio´n de la interferencia
mediante esquemas de transmisio´n/recepcio´n Coordinados Multipunto basados
en diagonalizacio´n por bloques, extendiendo dicha formulacio´n a sistemas de
banda ancha.
− Definir un heurı´stico que permita obtener la asignacio´n de potencia a transmitir
por cada BTS de tal forma que se maximice la tasa suma ponderada del sistema
respeta´ndose siempre las limitaciones de potencia ma´xima impuestas por BTS.
El modelo de canal empleado en este caso ha sido el SCM.
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Nomenclatura
M : Nu´mero total de BTSs.
m: I´ndice de la BTS: m = 1 . . .M .
t: Nu´mero de antenas transmisoras por BTS.
j: I´ndice total de la antena transmisora: j = 1 . . .Mt.
N : Nu´mero total de usuarios/MSs.
k: I´ndice del usuario/MS: k = 1 . . . N .
r: Nu´mero de antenas receptoras por usuario/MS.
i: I´ndice de la antena receptora: i = 1 . . . r.
b: I´ndice del modo en la antena transmisora: b = 1 . . . Dt.
a: I´ndice del modo en la antena receptora: a = 1 . . . Dr.
Dt: Nu´mero total de modos por antena transmisora.
Dr: Nu´mero total de modos por antena receptora.
d: Vector con los r sı´mbolos de los N usuarios (Dimensio´n: Nr × 1).
dk: Vector con los r sı´mbolos del usuario k (Dimensio´n: r × 1).
dki: Sı´mbolo i del usuario k.
WTX : Matriz de precodificacio´n (Dimensio´n: Mt×Nr).
(WTX)m,k: Submatriz de WTX que contiene los vectores de precodificacio´n de la BTS m
correspondientes a los r sı´mbolos del usuario k (Dimensio´n: t× r). Define la
contribucio´n de los r sı´mbolos del usuario k en los t sı´mbolos enviados por la
BTS m.
(WTX)m: Submatriz fila de WTX que permite obtener los t sı´mbolos a transmitir por la
BTS m (Dimensio´n: t×Nr).
(WTX)
k: Submatriz columna de WTX correspondiente a los r sı´mbolos del usuario k
(Dimensio´n: Mt× r).
wki: Vector de precodificacio´n asociado al sı´mbolo dki (Dimensio´n: Mt× 1)
wjki Elemento j del vector wki. Corresponde al peso de precodificacio´n en la an-
tena transmisora j asociado al sı´mbolo dki
x: Vector que contiene los sı´mbolos a transmitir por todas las BTSs (Dimensio´n:
Mt× 1).
xm: Vector con los t sı´mbolos a transmitir por la BTS m (Dimensio´n: t× 1).
xj : Sı´mbolo transmitido por la antena transmisora j.
H: Matriz de canal (Dimensio´n: Nr ×Mt).
(H)k,m: Submatriz de H que contiene los canales vistos desde las t antenas transmiso-
ras de la BTS m a las r antenas receptoras del usuario k (Dimensio´n: r × t).
(H)k: Submatriz fila de H que contiene los canales desde las t antenas transmisoras
de las M BTSs a las r antenas receptoras del usuario k (Dimensio´n: r ×Mt).
(H)m: Submatriz columna de H que contiene los canales desde las t antenas trans-
misoras de la BTS m a las r antenas receptoras de los N usuarios (Dimensio´n:
Nr × t).
hjki: Canal desde la antena transmisora j a la antena receptora i del usuario k.
h
j(b)
i(a): Canal desde el modo b de la antena transmisora j al modo a de la antena
receptora i en un sistema SU-MIMO.
y: Vector que contiene los sı´mbolos recibidos en las r antenas receptoras de los
N usuarios (Dimensio´n: Nr × 1).
yk: Vector con los sı´mbolos recibidos en las r antenas del susuario k (Dimensio´n:
r × 1).
yki: Sı´mbolo recibido en la antena i del usuario k.
WRX : Matriz del filtro receptor (Dimensio´n: Nr ×Nr).
(WRX)k,k′ : Submatriz de WRX que define la contribucio´n de los r sı´mbolos recibidos por
el usuario k en la estimacio´n de los r sı´mbolos del usuario k′ (Dimensio´n:
r × r).
(WRX)k: Submatriz fila de WRX empleada para estimar los r sı´mbolos del usuario k
(Dimensio´n: r ×Nr).
(WRX)
k: Submatriz columna de WRX que representa la contribucio´n de yk en la esti-
macio´n completa de d (Dimensio´n: Nr × r).
dˆ: Vector con los r sı´mbolos estimados de los N usuarios.
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dˆk: Vector con los r sı´mbolos estimados del usuario k.
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