Abstract. This paper generalizes to the nonlinear case a standard way to solve general sparse systems of linear equations. In particular, Duff [J. Inst. Math. Appl., 19 (1977), pp. 339-342] has suggested that row and column interchanges be applied to permute the coefficient matrix of a linear system into block lower triangular form., The linear system then can be solved by using the associated block Gauss-Seidel or forward block substitution scheme. This is the approach taken in the Harwell MA28 routine. If more than one matrix with the same sparsity pattern is to be factored, then the reordering need not be redone. In extending this approach to nonlinear problems, it is necessary to assume as in the linear case that component equations can be evaluated separately from equations in other blocks. The algorithm for doing the reordering is very fast, and if the equations can be put into block lower triangular form with each block size much less than the dimension of the system, then a large savings is in order because only the diagonal blocks need to be factored. In the nonlinear variants considered here, there are additional advantages. Not only are just the diagonal blocks of the Jacobian matrix computed and factored, but the off-diagonal partial derivatives need not even exist. Numerical tests and analytic results affirm the intuition that these variants are superior locally to Newton's method. Current work is concerned with globalizing these methods and with variants especially suited to parallel implementations.
1. Introduction. This paper will consider the problem of solving the large-scale nonlinear system of equations (1.1) F(x) =0, where F" R n R n and the Jacobian J(x) is sparse. We will assume we know the structural sparsity pattern of the Jacobian matrix J(xk). By this we mean that we will assume we have encoded which components of x affect the value of each component f of F. We admit that there may be some incidental additional sparsity in J(x) at some particular x caused by some of the partial derivatives happening to be zero at that x, but we do not attempt to exploit incidental sparsity. One way to determine structural sparsity would be to use finite differences to compute the jacobian at some point, and assume that any exact zero in the result is a structural zero. Of course, it is possible to foil this scheme, but it is highly unlikely to fail in practice.
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We will analyze a rather large class of methods. They are decomposition methods, and they share the congenital advantages and disadvantages of this class. Among them, if a problem can be decomposed in the requisite way, it will be rather obvious that the correct choice of a method from this class would be a sensible way to attack the problem. On the other hand, the choice of a particular member of this class for a particular problem is always going to depend on some properties of the function, but we think there are many hints here as to how to make this decision. However, there are some basic assumptions we make in order to be reasonably confident that one should choose one of the methods discussed here rather than a straightforward Newton's method, which is in fact one of the methods considered here when the sparsity is sufficiently random.
The main assumption we make in order to use effectively one of the methods considered here, is that the components of F should be able to be partitioned into blocks of components that can be evaluated each at different points in a total time roughly equivalent to the evaluation of F at a single point. This is a strong assumption which is by no means always correct, but it is true for many large problems, where it is not at all unusual to have difficulty in applying library versions of Newton's method because they usually assume that the user at least will furnish a routine that accepts x and returns F(x). In many cases, the user assembles and encodes the residual calculations in blocks and never thinks in terms of computing the entire vector F(x) at one time. To make things simple, we make our presentation here as if each component could constitute such a block.
The second assumption is that Tarjan's algorithm [16] applied in the usual way Duff [6] to the sparsity structure of the Jacobian F'(x) would result in a set of row and column permutations P and Q that would give PF (x)Q a nontrivial block lower triangular structure. This actually goes somewhat with the first assumption in practice, but when the decomposition gives the entire Jacobian as a single block, then all the methods given here reduce to Newton's method with various strategies for when to reevaluate the Jacobian.
In large engineering systems, these properties are very common. To see this, consider the simulation of a large system of roughly sequential processes like a chemical plant. It is standard in chemical engineering to have a library of equation models of component processes (distillation columns, catalytic crackers, etc.) and, for a specific design problem, to pull these off the shelf and connect them by additional equations that set the outputs from a certain process to the inputs to its daughter processes. Of course, there can be feedback loops that complicate the Jacobian structure, but that is dealt with cheaply by Tarjan's algorithm, and the resulting block lower triangular decomposition of such structures generally is found to be very useful in solving for the Newton step.
The last difficulty we mention is again common to decomposition methods. These methods generally are more difficult to implement in such a way as to ensure convergence from poor initial guesses. For example, no one has yet published a convincing way to globalize any of the Brown-Brent methods. And yet, Brown-Brent methods and Gauss-Seidel methods, which include the ones proposed here, are used regularly in practice. There are at least two reasons for this. The first is that these decomposition methods seem to be able to converge unmodified from worse initial guesses than methods that make more superficial use of structure. (See Mor and Cosnard [12] .) The It is worth noting here that the fact that the lower triangular parts of the Jacobian do not appear in the algorithm has the effect that the local quadratic convergence analysis given below does not require the lower triangular parts of the Jacobian even to exist. In contrast, for Newton's method, they must exist and be smooth so that the Taylor approximation (3.4) is sufficiently accurate not to impede convergence.
Finally, let us set some more terminology. The methods fit the general framework of p. 214 of Ortega and Rheinboldt [14] . Our methods are only for the block lower triangular case. But, we were unable to find a naming scheme to reflect that which did not eventually get out of hand when we applied it to the variants given in the next section. Thus, we will base our notation on Ortega and Rheinboldt [14] , but we will not use the word "block" in any of the names, since it would have exactly the same obvious meaning in all the names. Notice that for (3.1), Newton's method and the Newton-Gauss-Seidel method are both given by (3.4) , and so they are identical.
The reason for such attention to names is that things are about to get complicated in the next section. 4 . Variants of nonlinear Gauss-Seidel. In this section, we will look at some modifications of the Gauss-Seidel-Newton method given by (3.5 ). These will consist in using modifications of Newton's method on each block.
First note that for all these variants, besides the obvious advantages of not needing to compute the strict lower triangle of the Jacobian, it would be possible to apply only to the diagonal blocks graph coloring heuristics to compute the derivatives by finite differences or automatic differentiation. And so, based again on the assumption that the Fi can be evaluated independently and assuming also that the cost of F (x) is the same as the sum of the costs of an evaluation of each Fi, one could not do worse than the result of coloring the entire graph. On a parallel machine, there are obvious possibilities for savings by considering coloring, derivative calculations, and factorizations independently for each diagonal block. 4 .1. Nonlinear Gauss-Seidel. Steward [15] and Erickson [9] suggest the limiting case of the class of methods we will consider. It is the block version of what Ortega and Rheinboldt [14] call the nonlinear Gauss-Seidel method. In this method, one solves the block systems successively starting from the top left corner and using the newest values as they are found: 
Note that there is no inner iteration; in order to obtain x k+l from xk, one solves the m independent linear blocks. The same argument is used for all the Jacobian blocks and function blocks. Besides the simple structure for implementation, the Jac0bi method also exhibits a high degree of parallelism. Its main drawback is its slow rate of convergence. We will see this in the analytical convergence results and the experimental results in the following two sections.
5. Convergence results. In this section, we will give some convergence theorems for (4.5) . At first, they may seem surprisingly strong, but this is the power of putting the system in block lower triangular form before starting the nonlinear solution process. In all cases, the diagonal blocks were fairly large, which again means that Newton's method does not have to do as much extraneous differentiation in computing the strict lower triangular part of the Jacobian as if the diagonal blocks were small. But the diagonal blocks were the same size, which our intuition says might favor a GaussSeidel method because it would maximize the average amount of new information available to each block iteration. However, all diagonal blocks of the same size would minimize the extra linear algebra needed by Newton's method for correcting the righthand sides in computing the Newton step.
The computer we used is a single processor of Inte180386 in the Sequent Symmetry system.
We wanted to avoid having to code Tarjan's algorithm [16] just to test our ideas, and so we used systems already in block triangular form with known solutions. The test problems we used were generated in a simple way from some variabledimension problems in Mor, Garbow, and Hillstrom [13] . Given In all ces, to keep things simple the starting value of x w reonably close to the solution, and no globMizing strategy w used. The stopping criterion was to reduce the total function g2 norm below 10-12.
First, we compare the performance of the five methods on a 600 600 polynomial block triangular system with six blocks of 100 variables (see Fig. 1 ).
As expected, the Jacobi-Newton method took the most time to converge. The nonlinear Gauss-Seidel method took 13 iterations for each block, and total computing time w impressively small. The Gauss-Seidel-Newton method used one iteration less than the Newton's method, but the computing time was about 27% because of less time spent in Jacobian evaluation. We do not compute the strict lower triangle, and in doing linear algebra, Newton must correct the right-hand sides in solving for the Newton step.
The Gauss-Seidel-Newton method with more than one inner iteration w the most effective one among all the methods for this problem. The experimental results show that the number of outer iterations is sharply decreed from 13 to 5 .when the number of inner iterations is increased to 2. However, the number of outer iterations decrees more slowly the inner number of iterations increes further. The optimal number of stationary inner iterations is problem dependent. Our experiments show that when q 4, then k 3 w needed, and this minimized the computing time for this system.
Next we tested a 1600 x 1600 polynomial block triangular problem with 16 blocks of 100 variables (see Fig. 2 ). Unfortunately, the Jacobi-Newton method could not converge to a solution from the same x as the other methods used. We modified the initial value so that it w closer to a solution, and we found the solution by the Jacobi-Newton method. This group of experiments also showed that the nonlinear Gauss-Seidel method and the Gauss-Seidel-Newton with stationary inner iterations converged fter than the Newton's method.
We also tested the five methods on the second group of nonlinear block triangular The best way to handle this situation is to adaptively choose the number of inner iterations for each block by some easily imagined strategies, such as reaching a target percentage reduction in the block function norms. It is not our purpose in this paper to complicate the basic idea with such implementational details, however important to a production version they might be. But to illustrate the point, we did some experiments to show how convergence can vary with the choice of qi.
For example, the best result we got for the 800 800 problem with eight blocks of 100 variables was to use in the first and second outer iterations, respectively, 1, 2, 3, 2, 2, 2, 3, 3 inner iterations. In the third outer iteration, 2 inner iterations were applied to the first block, and 3 to the other blocks. We obtained convergence with five more outer iterations, with 3 inner iterations applied to each of the blocks.
This sums to 8 total outer iterations and 1024 seconds spent, which reduced the computing time approximately 25% over the solution by the Gauss-Seidel-Newton method with the best uniform number of inner iterations. Similarly, for the 1600 1600 problem with 16 blocks of 100 variables, 10 outer iterations and 1995 seconds were used with varying numbers of inner iterations, which was approximately a 30% reduction in computing time over the best performance by applying a fixed number of inner iterations to each block.
7. Summary and future research. We have shown that Gauss-Seidel-Newton algorithms can be much more effective than Newton's method applied to nonlinear systems put into block triangular form by standard graph algorithms used to permute general sparse linear systems to block lower triangular form.
We have introduced the notion of allowing stationary inner iterations in the Gauss-Seidel-Newton method, and we have seen that the Jacobi-Newton method, which has the highest degree of parallelism among the methods, has the slowest convergence rate, and seems less effective.
The development of secant approximations to the diagonal blocks of a block triangular Jacobian is an attractive research topic, since it would allow cheap approximations and it would allow the factorization of the Jacobian approximation to be updated efficiently. We have done some analytical studies on quasi-Newton methods in which the block diagonals are approximated by different updates such as the Broyden update (see Broyden [1] 
