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PUBLICATION DISSERTATION OPTION
This dissertation has been prepared in publication format. Section 1.0, pages 1-16, has
been added to supply background information for the remainder of the dissertation.
Paper 1, pages 17-28, is a paper prepared in the style used by the Journal of
Remediation and is titled “Groundwater circulation well operation using wind turbinegenerated energy” as published in volume 18, number 3 in 2008. Paper 2, pages 29-52,
is a paper prepared in the style used by the Practice Periodical of Hazardous, Toxic
and Radioactive Waste Management and is titled “Using regional climate data to
predict small wind turbine performance” as published in volume 13, issue 1 in January
2009. Paper 3, pages 53-77, is a paper prepared in the style used by Wind Engineering
and is titled “Monte Carlo simulations of wind speed data” as submitted for peer review
in December 2008. Appendix A, pages 78-95, is a paper prepared in the style used by
Journal of Remediation and is titled “Using wind to power a groundwater circulation
well – preliminary results” as published in volume 14, number 4, in 2004.
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ABSTRACT
The use of renewable energy systems to power groundwater remediation systems
seems like an inherently good idea because of potential cost savings and environmental
benefits associated with reduced greenhouse gas emissions. Small wind turbine
systems marketed for single residence applications may be the appropriate size for
remediation systems, and such wind turbines are readily available at reasonable cost.
Another benefit of using domestic wind turbine systems is that they are straightforward to install and operate with minimal training. One of the major drawbacks
associated with using wind turbines at remediation sites is that site-specific wind
velocity data is typically used to predict the quantity of energy that will be generated,
and the time and cost of site-specific data collection may be prohibitive given the
overall cost of a small wind turbine system. The four papers presented in this
dissertation describe the collection of wind turbine performance data at the former
Nebraska Ordnance Plant Superfund site. Wind velocity data collected at nearby
weather stations associated with a regional climate database were used to predict the
wind velocity at the wind turbine and the associated wind turbine performance. The
wind turbine was operated in both grid inter-tie mode and off-grid mode. Stochastic
analysis using Monte Carlo models was used to account for the inherent variability
associated with wind velocity and other inherently random variables. Economic
analyses were performed, energy efficiency (EE) was identified as another energy
source, and weather station selection criteria were evaluated. Energy analysis has
revealed that significant energy is consumed in non-pumping activities such as heating
of the equipment shelter for operator comfort. Economic analysis has also shown the
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value of groundwater remediation processes that use little or no electricity (which
enhance the use of green power). Monte Carlo models of the wind and energy
generated reveal that for the study site a remote metrological site downwind of wind
turbine site produces a most accurate simulation of wind and energy. The Monte Carlo
model was also operated using 1, 12, 20 or 24 years of data and found to give an
accurate simulation of wind and energy using only one year of off-site weather data.
This indicates the potential for using regional climate weather stations in a MCP
(Measure – Correlate – Predict) that employs a Monte Carlo procedure.
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1. PREVIOUS AND PRELIMINARY WORK
1.1 INTRODUCTION
Dr. Elmore initially acquired a Federal EPA grant in 2003 to investigate the use of
wind generated electrical power to operate a groundwater circulation well (GCW1).
This GCW is part of the water treatment equipment that removes Trichloroethylene
(TCE) from groundwater at a Superfund site at the Former Nebraska Ordnance Plant
(FNOP) near Mead, Nebraska (Exhibit 1). In this grant a 10kW Bergey wind turbine
was purchased and erected adjacent to the GCW1 (Exhibit 2, Appendix B). This wind
turbine was to assist a grid power source to operate two pumps and an air-stripper
blower motor. Energy production and energy consumption of the water treatment
equipment was continuously recorded using Campbell 21X. Approximately every 21
to 30 days from January 2004 to August 2006 a field visit to the study site was
conducted to download data from the data logger and perform TCE water quality
testing of influent and effluent well water. After nearly 19 months of data collection, in
2005 additional funding was obtained from the U.S. Army Corps of Engineers to add
battery storage, make process equipment modifications, install a new data logger
(Campbell CR1000), and install a wind speed data logger (NRG Wind Explorer).

1.2 PURPOSE
The function of this document is to fulfill the requirements for the Ph.D. degree and to
present for faculty review the areas of research and subsequent peer-reviewed papers.
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1.3 PRELIMINARY RESEARCH WORK
1.3.1

Selection of study site. The research site was selected because:
1) Presence of a groundwater circulation well pilot system and access to
installation to make modifications;
2) U.S. Army Corps of Engineers research grant for modification of the
existing power source;
3) Relative location to Rolla Missouri;
4) Local cooperation of treatment plant operators;
5) Favorable wind conditions for wind turbine research.

1.3.2

Wind turbine installation. The wind turbine selection was based on electrical

system requirements. A Bergey wind turbine was selected based upon size and the
desire of Bergey owners to assist in this research. The initial design was conducted by
a Missouri University of Science and Technology (MST) Geological Engineering class
in the fall of 2003. Actual construction was performed in December of 2003. Initial
instrumentation of the equipment was in January 2004. In August 2005 the wind
turbine was converted from grid-intertie to battery charging mode with the purchase of
24 large 6 volt lead-acid cell batteries.
1.3.3

Instrumentation for research measurements. At the start-up (January 2004)

of wind turbine operation the instrumentation consisted of three watt transducers and
data logger. The wind turbine energy output was measured using an OSI (Ohio
Semitronics Inc) P-5-059E transducer. Energy consumption of the air stripper blower
motor was monitored using an OSI PC5-113E and the water well pump motor using an
OSI PC5-014E transducer. All three transducers were connected to a previously used
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Campbell 21X logger. In 2005 the instrumentation was upgraded by replacement of
the watt transducers with watt-hour transducers and the addition of a OSI P133X5SY60 transducer to monitor battery current output/input (Exhibit 3, Appendix
B). The data logger was also upgraded to a new Campbell CR1000 having larger
memory and more input channels (with a solar panel/battery power supply). Also a
NRG Wind Explorer anemometer system was installed at 25 meters above the ground
on the 30.48 meter high wind turbine tower.
1.3.4

Calibration of measurement devices. Calibration of the new CR1000 and

OSI devices was performed in the MST Electrical Engineering Power Laboratory. The
basic calibration procedure followed was to connect the OSI device in the same manner
that they were used in the field (Exhibit 4, Appendix B). The electrical load was
simulated by use of large decade resistance boxes (Exhibit 5 and 6, Appendix B). All
measurements were conducted at the same voltage (240VAC) and in three phases as
found in the field application. Test results are summarized in Exhibit 7, Appendix B.
Nearly all transducers were found to be within the manufacturer’s limits of 5% and
only a few at 7% from true values. Detailed summaries of the testing procedures and
results are provided in Appendix C with photos of the testing procedure.
1.3.5

Selection of HPRCC weather stations. Three weather stations were selected

for use in initial portion of this research project. All three stations are part of the High
Plains Regional Climatic Center (HPRCC) network of automated data collection
platforms. The station selection criteria were based upon proximity to the study site.
Extensive data and photographs of the three stations which are called Mead,
Meadgrofarm and Meadturfarm are presented on the HPRCC web site.

4
1.3.6

Measurement of TCE content. Monthly measurement of TCE concentration

was done to enable the calculation of mass of contaminate removed. The measurement
technique for TCE content was a field measurement procedure developed by Strategic
Diagnostics Incorporated and called “VOH (TCE/PCE) in Water Test Kit”. Reliability
of this field procedure was demonstrated by Elmore, Travaglin and Triplett (2002).
1.3.7

Initial findings. Initial findings were published as “Using wind to power a

groundwater circulation well”, in the Journal of Remediation, volume 14, number 4 in
2004. Appendix A is a copy of this paper.

1.4 RESEARCH TOPICS
1.4.1 Overview. The first area of research analysis work was to increase the ability to
predict wind speed and associated wind turbine energy output. Raw wind data from
nearby weather stations and statistical probability functions of the random variables of
wind speed and energy predication were combined to form a model. This first model
used the three geographically closest weather stations. The model employed a Monte
Carlo technique to calculate 10,000 solutions to the model to form an output assembly
of wind speeds and wind turbine energy outputs. The major advantage of a Monte
Carlo model is that the analysis provides a quantification of uncertainty or risk of wind
turbine project investment money and the suitability of the wind turbine power.
Furthermore it is popular modeling technique that many are familiar with in other
simulation applications (especially the petroleum industry). This research aim falls
under two of guidelines found in the section titled Mid-term (4-10 year) Technology
Goals and Actions of the American Wind Energy Association as promulgated in their
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“Roadmap – A 20 Year Industry Plan for Small Wind Turbine Technology (June
2002).
Excellent starting references for general to detailed wind energy principles
are Wind Characteristics (Rohatgi, 1994), Wind Energy Systems (Johnson, 1985), Wind
Energy Explained (Manwell, et al., 2002) or Wind Turbine Technology (Spera, 1994).
1.4.2 Wind energy maps. The simplest way to obtain wind speed for predicting wind
turbine energy output is by using wind energy maps. Wind energy maps are available
for many areas of the world and provide a quick and approximate estimate of the wind
power in a general area. In most formats the map scale allows good estimates for large
scale “wind farm” projects but does not permit accurate wind energy for a single wind
turbine site because of highly variable site specific characteristics such as elevation,
terrain and wind shear. The classic wind set of wind energy maps is presented in Wind
Energy Resources Atlas of the United States (Elliott, et al., 1986). Exhibit 1, Appendix
B is the Nebraska map from Elliott, et al. (1986). An updated source of wind maps
covering the United States is available from the United States Department of Energy,
National Renewable Energy Laboratory (NREL) web site at www.eere.energy.gov.
Some states may have their own wind map and a listing of those and other
miscellaneous sources can be found on the “Wind Energy Resource Information” on
the NREL web page. Exhibit 8, Appendix B is the new NREL map for Nebraska. For
outside the United States, Rohatgi (1994) presents large scale maps of many countries
while for more detailed information one is referred to the WAsP 8 manual (Mortensen,
et al., 2004). For example, Russian wind speeds are derived by selecting a weather
station that is linked to a data analysis page of wind data. Examples of such stations
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and a step-by-step application procedure are presented in a conference paper (Gallagher
and Elmore, 2007) presented in Perm Russia in June 2007 (Appendix D).
1.4.3 Energy equations. A simple and widely accepted equation to calculate the
instantaneous output of a wind turbine is given in Manwell (2002). The power density,
P/A, (W/m2) is a function of air density, ρ, (kg/m3), and the wind velocity (assumed
uniform), U, (m/s). Most wind turbine manufacturers will use a sea-level air density
(1.225 kg/m3) at 15oC.

P
A

1 3
ρU
2

( 1)

Note that:
i)

The wind power density is directly proportional to the density of the air.

ii)

Power for the wind is proportional to the area swept by the wind turbine
rotor

iii)

Power for the wind turbine is directly proportional to the cube of the wind
speed (at standard conditions of a constant wind speed of 5m/s will
produce 80W/m2 while doubling the wind speed to 10m/s will yield
610W/m2).

If wind speed is constant, the calculation of total energy (without any mechanical
losses) would simply be the integration with time. German Physicist Albert Betz (Betz,
1926) proved mathematically that only 16/27 or 59.2% of the wind’s kinetic energy can
be converted into mechanical energy (without any regard to system’s mechanical losses
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such as friction, bad bearings, poor wind turbine blade design, etc). Integration using
hours will result in the standard power units of kilowatt-hours (kWh).
Unfortunately wind speed is rarely constant especially for time periods beyond
several hours (that is days, weeks and months). Although use of average (“mean”)
wind speed can be found in some manufacturer’s literature as a way to calculate long
term wind power output a more accurate representation of long term wind speed has
been found by wind researchers. When considering the compilation of many hours or
days of wind speed velocities the distribution will follow a Weibull distribution.
Exhibit 9, Appendix B illustrates the general curve mean skewing characteristic of the
Weibull distribution (especially in the right portion of the distribution). Therefore if
one calculates the normal mean value of the set of wind speeds to represent the data set,
there will be in error since the mean value of a Weibull distribution is to the right. This
difference in mean locations will result in error being increased in cubic fashion (see
Equation 1) or 16.5 times (Danish Wind Industry Association, 2006) for in wind power
energy values (using a difference in means of 2.55 m/s).
The Weibull distribution size has two very important parameters that describe the
height and base dimensions of various curves. Shape (k) is a height description (see
Exhibit 9, Appendix B) and scale (c) for base or magnitude (Bain, 1992). Exhibit 9,
Appendix B is also illustrates the various sizes of Weibull curves with typical wind
speed Weibull shape values from the 2 to 4. Since some wind turbine studies will lack
on-site gauging the analysis will default to use the average shape of k=2. A Weibull k
= 2 is so commonly employed that it is as known as the Rayleigh distribution (Bain,
1992). Many values of wind speed are needed to form a Weibull distribution since
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only few monthly (12 values) or single yearly averages will form a normal distribution
(Johnson, 1985).
1.4.4 Power equation applied to wind turbine long term energy output. Equation 1

is used to calculate the instantaneous wind turbine power output and a modified version
is used for long term power calculations by incorporating the Weibull distribution of
velocity. Reviewing Exhibit 9, Appendix B, the total wind turbine energy greatly
increases as the curve moves to the right (Danish Wind Industry Association, 2005).
Elmore, et al., (2004) presents an equation used to establish the occurrence
probabilities of a given wind speed. This function will calculate the probability f that a
certain wind speed x will occur given the average turbine hub wind speed u and a
Weibull shape factor k according to the following equation:

f ( x)

0.89k ⎛ 0.89 ⋅x ⎞
⋅⎜
⎟
u ⎝ u ⎠

k −1

⎡ ⎛ 0.89 ⋅x ⎞ k⎤
exp⎢−⎜
⎟⎥
⎣ ⎝ u ⎠⎦

( 2)

Equation 2 will yield the wind turbine energy for a range of wind speeds that
are experienced at the wind turbine site. For example, a given period of wind records
indicates a range of speeds from 1 to 20 m/s. The probabilities calculated from
Equation 2 are then used to calculate the discrete values of wind turbine energy output
for consecutive 1, 2, 3, to 20 m/s intervals using the manufacture’s turbine power
curve. Additional factors such as wind shear, turbulence, elevation air temperature, etc.
are needed to improve the estimate of energy by Equation 2, and these factors are
discussed later. Therefore, using Equation 2 with the turbine power rating curve for
given period of wind speeds will yield the energy output for that period of time.
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The largest time interval for the calculation of power using a Weibull
distribution of mean wind speeds is recommended at one month (Rohatgi, 1994). If the
time interval or grouping of ten or sixty minute average wind speeds is larger than one
month the distribution may become a normal distribution. Hence the use of the Weibull
k and c values to calculate short term wind speeds will not be accurate using
excessively large intervals. For example, the largest time interval found in the
literature for combining wind speeds is yearly averages (Bowden, et al. 1983). Exhibit
10, Appendix B is from Bowden, (1983) and shows the effect upon Weibull k and c
values when the time intervals are seasonal and yearly values.
No matter what data interval is selected the resulting accuracy of energy output
from Equation 2 will also depend upon the total length of record for that selected time
period. For example, to calculate the wind speed value for January the data base can be
from one to several years of January values. Most consulting projects do not permit the
collection of many months or years of wind data prior to the start of the project. This is
why simulation was developed and tested as part of this dissertation. The specific
effects of length of weather records was examined in a research paper titled “Monte
Carlo simulation of wind speed data” (see Section 4.0).
1.4.5 Introduction to the modeling of wind speed and energy output. The use of a

Monte Carlo model will enable prediction of wind speed and wind turbine energy. The
random variability of wind speed, wind shear, turbulence factor, air density, etc. can be
input into the model to calculate probable wind speeds and energy output. Another
major advantage is that a range of risk is calculated with each wind speed and energy
value. The present state of the art in wind turbine modeling falls into two classes. The
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first class is the large megawatt wind farm models used in WAsP or WindPRO
computer software. The second class of models is that provided by government
agencies or equipment manufacturers for small (1kW) to medium (10kW) sized
turbines. Examples of government models are HOMER by NREL (U.S. National
Renewable Energy Laboratory) or RETScreen (Canada Minister of Natural Resources).
Several wind turbine manufactures have developed models such as Bergey Wind
Turbine’s WindCad computer software. WAsP computer software is a utility grade
model costing thousands of dollars while HOMER and WindCad software are free.
Capabilities are different along with the level of support and associated learning curve
for each model.
1.4.5.1 Models for large sized wind turbines. Modeling of large sized wind turbines

is vital a component to estimating the viability of a huge mega-kilowatt wind farm
having dozens or hundreds of wind turbines. Models of this type will contain a high
level of detail that is easily justified given the very large costs associated with the
development of major utility grade wind farms frequently shown by the media. WAsP
and other such software can even provide short (hours or perhaps days) term
forecasting of future wind speeds. This is extremely useful to utilities that need turn on
or off coal fired boilers and turbines to meet near future demand system loads. The cost
of such software packages are typically tens of thousands of dollars and require the user
to attend training classes. For a wind farm projects the modeling and software costs are
only a small fraction of the millions spent on site development and equipment.
Obtaining the start-up money for large wind farm installations require wind speed
studies (lasting from one to several years) to justify the spending of millions for a wind
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farm. For the average environmental practitioner large and detailed models and
software are not applicable to typical consulting work situations. This research
addressed the development of a model to predict the operational success of small to
medium sized wind turbine. For example, successful wind turbine operation in the
groundwater remediation field may mean the operation of two or three small
horsepower motors (one to five horsepower). This is when the new wind turbine model
of this study can be useful to the environmental practitioner.
1.4.5.2 Models for small to medium sized wind turbines. Some wind turbine

manufacturers and government agencies have developed several software packages that
model the energy output from a single wind turbine unit. Such models can range from
only providing an energy output for a given time period to more detailed analysis that
considers the total energy consumption of the building. Data input requirements range
from just average wind speed to actual Weibull shape and scale numbers. The price of
these models is generally free, but there is little technical support available. Training
classes are absent along with any help files to aid the user. Some software packages
use standard and well known base programs such as Excel to provide a computational
framework. These simpler models are the most useful for the typical environmental
practitioner working with small to medium sized wind turbines.
Present workers are approaching this problem in one of two ways. The first
method is analyzing the forecast in a purely statistical manner. A statistical approach
solves the forecasting problem by using the past record of wind speeds and employing
a statistical technique predict what wind speeds will occur in the future. Usually only
the wind records at the wind turbine are used to calculate future wind speeds. There are
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several variations of this statistical technique. Representing the Monte Carlo approach
is Bhaduri, 1992. Time series autocorrelation is used by Chou, 1981. A time series
using autogressive moving average (ARMA) was employed by Milligan, 2003;
Blanchard, 1984; Brown, 1984; and Daniels, 1991. Ito and Fujino in 1979 approached
the problem of forecasting using a probabilistic technique. Several investigators have
formulated Markov process time series approaches – see Kirchhoff, 1989; McNerney,
1985. The second approach is the use of weather data (wind speed, barometric pressure,
etc) from the wind turbine site and perhaps from adjacent weather stations to supply
data to a numerical model to calculate the future wind speed (Milligan, 2003). This
method leads to real time forecasting of future wind speeds. This is different from
several large wind turbine computer models that forecast wind turbine power output for
a period of months or years. There are two models (WAsP and WindPRO) that use
existing wind records to calculate future turbine output in kW/year. A typical type of
forecast using both models is presented by Ozerdem, 2004. The WAsP model was
developed by Riso Institute in Denmark (www.risoe.dk). This institute is active in the
area of wind turbine research and lists many research projects on their web site. They
are partially supported by the Elsam Engineering of Denmark (www.elsam.com) and
have provided several research topics back to Riso Institute. Specific to this proposed
research is the modeling of wind turbine power output by Dosiek (2004) in “Modeling
of a Stand Alone Horizontal Axis Wind Turbine”. This research focused on modeling
(using Mathlab Simulink) the electrical output of a single wind turbine. This research
resulted in a “physically improbable graph” of wind speeds. Of interest is the use of
theVan der Hoven model (Nichita, 2002) and the Shinazuka wind model (Jeffries,
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1991). Another wind related Mathlab Simulink model is presented in “Real Time
Simulation of Wind Parks” (Johnsen, 2004).
1.4.6 Research aims. One research aim was to address the use of existing and adjacent

weather station data to model and provide risk analysis of wind speeds and wind
turbine output. To act as a test case, more than 42 months of data collected at GCW1
site was used in the development of a test model.
This new and unique model uses Equation 2 and a Monte Carlo model to
calculate wind speed and wind turbine energy. Using Equation 2 to calculate wind
probability values will enable the use of more accurate Weibull shape and scale
numbers that reflect various short term wind characteristics. Unique in the wind
industry is the application of Monte Carlo modeling to predict probability of a given
wind speed and wind turbine energy output. The risk factors are especially new and
unique in the modeling of small and medium sized wind turbines. This will enable
better decisions about cost –benefits and operational capability of the wind turbine
system. This new procedure does not provide any forecasts of future wind velocities
(i.e. what speed will the wind be blowing 7 hours from now). The large scale models
such as WAsP or WindPRO can provide such forecasting values.
Collection of wind data for a large turbine – wind farm project is usually done
using custom constructed metrological towers containing multiple anemometers. The
vast majority of environmental practitioners will not be able to justify the cost or have
sufficient time to collect months or years of wind data at the project site. In this
research the modeling will use existing data sources. In the United States such existing
data is available from the US Weather Service, local, state or city agencies or regional
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climatic data centers. It is the last one, regional climatic data centers that offer the best
source of wind speed data for most environmental practitioners. This research used the
three High Plains Regional Climatic Center (HPRCC) metrological stations. The data
from this HPRCC is downloadable in Excel compatible format that is also reasonably
priced. Furthermore, there is extensive quality control controls to assure accurate data.
These detailed quality control measures would probably be better than what most
environmental practitioner could employ at their job site. Finally the length of record
for nearly all stations are greater than 5 years and in some cases may be over 20 years
in length. Such site-specific observational time periods are nearly never available to
the usual environmental consulting project.
1.4.7 Methodology. Three HPRCC weather stations were selected since they are the

closest stations to the GCW1 wind turbine site. Since we are attempting to forecast
future speeds selection of the adjacent stations will also depend upon other factors
(elevation, wind shear, azimuth form wind turbine site, etc.) and will be addressed in
later research papers. Greater distances (especially in the prevailing wind direction)
may be of more value. It is uncertain how far from GCW1 will affect accuracy but
increasing distances may decrease the model ability to calculate wind speed and energy
output. Furthermore, other criteria as cited above, stations that have differing lengths
of observation, and orientation to the prevailing wind direction in the area was
examined in a research paper “Monte Carlo simulation of wind speed data (see Section
4.0).
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Abstract

An investigation was conducted regarding the potential economic benefits associated
with using a wind turbine to power a groundwater circulation well (GCW) at the former
Nebraska Ordnance Plant Superfund site. The first phase of the investigation used a 10
kilowatt-rated grid inter-tie wind turbine to partially offset the purchase of electricity
from the utility company. The second phase consisted of the conversion of the grid
inter-tie system to an off-grid system which stored energy using batteries. During the
second phase, the GCW system was operated using either wind turbine power or utility
power and the other system components were operated using utility power. The study
showed that a significant amount of power purchased from the utility company was
used for non-essential purposes (other than operating the GCW pump and essential
treatment components). One non-essential power consumer was the continuous heating
of the equipment shelter for operator comfort during their 10 minute visit every few
days. Wind-turbine reduction in utility power consumption was evaluated, and the
operating time of a hypothetical system powered solely by the wind turbine was
compared to the actual GCW operating time. This study indicates that retrofitting this
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GCW system did not economically offset power costs from a cheap, readily available
grid system. Perhaps at a remote location, a more energy efficient design and operation
and the inclusion of green power benefits (in some monetary amount) the wind turbine
results will be more favorable. The study of a renewable energy application at the site
highlighted opportunities for significant electrical energy savings regardless of the
source of the electricity.
Introduction

Some of the most critical environmental challenges currently facing the United States
include restoring contaminated properties to environmental and economic vitality and
reducing air emissions including greenhouse gases associated with fossil fuel electricity
generation. Applying renewable energy systems to power environmental remediation
systems is one way to simultaneously address these challenges. Rossman et al. (2006)
describe the use of a hybrid renewable energy system consisting of a wind turbine and
a photovoltaic (PV) solar panel array to power a soil heating system. The U.S.
Department of Energy has developed remediation systems which are powered by
conventional and nonconventional renewable energy including the Microblower™
system and the Baroball™ system (Rossabi et al., 1998). However, the application of
renewable energy systems to full-scale groundwater remediation systems is in its
infancy. This technical note evaluates the potential for using a wind turbine to power a
groundwater circulation well (GCW) using data collected at the former Nebraska
Ordnance Plant Superfund site located in east-central Nebraska.
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Methods

Groundwater conservation efforts described by Elmore and Graff (2001) resulted in the
construction of a GCW system to remove trichloroethylene (TCE) from groundwater at
the study site. The GCW system and its performance are described in Elmore and
Hellman (2001), Elmore and Graff (2002), Elmore and DeAngelis (2004), and Miller
and Elmore (2005). The GCW system consists of in-ground components including the
well and the 1.2 kW submersible pump, and above-ground components including an air
stripper powered by a 3.7 kW blower. Elmore et al. (2004) describes the installation of
a Bergey Wind Company Model Excel S grid inter-tie wind turbine system on a 33 m
tower to supply power to the GCW system. The wind turbine system was converted to
an off-grid configuration during the second phase of the project. The conversion
consisted of removing the grid inter-tie 110 volt alternating current (VAC) power
center from service, and replacing it with: a direct current (DC) source center Bergey
Model No. VCS-10/400; a Nova Magnetics 10 kilovolt ampere (kVA) transformer;
three Xantrex inverters Model No. SW40483H; 24 Trojan Battery Co. 6 volt direct
current (VDC) lead acid batteries Model No. L16H; a Dongan Electric Manufacturing
12 kVA transformer Model No. 63-6615SH; and a Syncom phase monitor Model No.
MS777. The 10 kVA transformer converted the variable wind turbine output from 170
VAC to 52 VAC. The output from the transformer was transmitted to the DC source
center which inverted the alternating current to direct current, and regulated the current
flow to the batteries to prevent over-charging. The DC source center output was
connected to the inverters and the battery banks in parallel. Each inverter converted
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nominal 48 VDC power to 120 VAC single phase power. The 12 kVA transformer
converted the 120 VAC output to 230 VAC.
The phase monitor monitored the individual inverter outputs, and if the unit detected an
out-of-phase condition, the unit removed the inverters from service. Each inverter was
connected to a bank of 8 batteries, and each bank was rated at a nominal 48 VDC.
Each inverter was programmed to go off-line when low voltage conditions were
detected in the battery banks, and the system is returned to service when the battery
bank voltages were recharged to 52 VDC.
The off-grid system could be operated in three modes: 1) continuously using utility
power; 2) intermittently based on the availability of wind turbine-generated power for
the submersible pump; and 3) continuously by automatically switching the submersible
pump to the utility line when there was insufficient wind turbine energy. The utility
powered air stripper was automatically operated on the same cycle as the pump.
Wind velocity data were collected using an NRG Systems, Inc. datalogging
anemometer Wind Explorer Model 2333 which was installed at a height of 25 m on the
wind turbine tower. The anemometer recorded average wind velocities measured over
10 minute intervals. The wind turbine energy generation was measured using an Ohio
Semitronics, Inc. (OSI) watt transducer Model No. PC5-059E, the submersible pump
energy consumption was measured using an OSI Model No. W-014E watt transducer,
the energy consumption of the air stripper blower was measured using an OSI Model
No. W-113E watt transducer, and the data were recorded using a Campbell Scientific,
Inc. Model No. CR 1000 datalogger.
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Results and Discussion

Elmore et al. (2004) found that prior to the installation of the wind turbine there was no
correlation between the total power consumed and either the quantity of groundwater
treated or the mass of TCE removed from the aquifer. This apparent lack of correlation
is attributed to the large amounts of energy of 1) the energy used to heat the above
ground structures to prevent freeze damage to the air stripper; 2) the operation of the
GCW at flowrates approximately 40 percent below the design rate (due to the
decreased efficiency of the aging well) which meant that the submersible pump did not
operate at the desired electrical efficiency; and 3) a 0.75 kW pump was used during the
grid inter-tie part of the investigation to transfer treated water back to the GCW instead
of allowing the water to drain back to the well via gravity. Therefore the direct
correlation of energy consumption and quantity of water treated is masked by the costs
of items 1, 2 and 3 above. The excess consumption of energy continued during the
wind turbine study because 29,300 kWh of energy were purchased from the utility
company beyond what was consumed by the submersible pump and the air stripper.
This is notable because the wind turbine provided 16,500 kWh of energy to the GCW
system in addition to the energy purchased from the utility company.
The two-sample t procedure was used to compare the monthly mean utility energy
consumption before and after the wind turbine installation. The results indicated that
there was a statistically significant decrease in the utility energy consumption when the
wind turbine was in grid inter-tie operation; however, there is no statistically significant
decrease in the monthly utility energy consumption during off-grid wind turbine
operation. The lack of utility energy consumption reduction during the off-grid
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operation is attributed to: 1) conducting the off-grid phase of the project in the winter
months when the electrical use rates were at their highest as a result of heating the
above ground structures; and 2) the off-grid wind turbine configuration is less efficient
due to losses associated with battery charging and the subsequent conversion of energy
stored in the batteries to a form used by the submersible pump. In fact, the wind
turbine manufacturer decreases the wind turbine rating from 10 kW for grid inter-tie to
7.5 kW to account for the off-grid inefficiency. A comparison of inter-tie and off-grid
heating costs reveals that the number of degree days is within 2% of being equal in
value. The number of gallons of water pumped during the inter-tie operation versus
off-grid indicates a 22% reduction. This reinforces the explanation that much of the
electrical costs are not directly related to hours that the GCW system operates.
The average monthly reduction in utility energy consumption during the grid inter-tie
phase was 0.223 kWh per 1,000 L of treated groundwater, and the average volume of
water treated during that phase was 3.75 million liters per month. A present worth
analysis shows that less than $9,000 would be recovered during the 20 yr estimated life
of the wind turbine system at 5 percent interest rate. This is less than 25 percent of the
$40,950 estimated installed cost of the wind turbine system.
The monthly wind turbine energy generation values are shown on Exhibit 1. The grid
inter-tie data reflect the season wind velocity pattern characterized by GEC (1999) for
an anemometer site in nearby Wahoo, Nebraska where the winds were highest during
the fall and winter, decrease during the spring, and are lowest in the summer months of
July and August. The data record for the off-grid configuration is too short to show a
seasonal pattern. The monthly data collected during the investigation indicated that the
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submersible pump energy consumption ranged between 1.30 x 10-4 and 2.40 x 10-4
kWh per liter pumped with an average of 1.94 x 10-4 kWh/L. The monthly quantity of
water treated ranged between 1.49 x 106 and 5.85 x 106 L with an average of 4.04 x 106
L, while the GCW flowrates ranged between 1.79 and 2.79 L/s with an average of 2.18
L/s.
The hypothetical quantity of water that could be pumped using only wind turbine
energy was calculated as the product of the wind turbine energy generated for the
subject month and the energy consumption of the pump normalized for the quantity of
water pumped. The ratio of that hypothetical quantity of water to the average flowrate
for the subject month resulted in an estimate of the hypothetical number of days that
the submersible pump could be operated using only the wind turbine output. These
hypothetical operational times are plotted with the actual operational time on Exhibit 2.
The GCW system was designed to operate continuously but the data show that percent
of time that it operated each month ranged between 100 and 7 percent with an average
of 73 percent during the grid inter-tie phase. The intermittent operation was caused by
brownouts, blackouts, and other quality issues associated with the utility-supplied
power; shutting the system down to adjust the GCW flowrate to account for changing
production and recharge rates related to varying hydrogeologic conditions and
decreasing well efficiency; and routine maintenance issues. The estimated operational
time based solely on wind turbine output (for the same time period) ranged between 24
and 91 percent of each month with an average of 62 percent which gives the 11 percent
supplied by the grid to equal the actual operation. The actual operational range of 6 to
65 percent and an average of 44 percent during the off-grid phase was lower because of
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experiments to evaluate battery charging and discharging rates issues associated with
the wind turbine system. Even with the lower seasonal winds and lower efficiencies
associated with the off-grid system, the potential operational time based on off-grid
wind turbine output ranged from 33 to 84 percent with an average of 58 percent which
was comparable to the values estimated from the grid inter-tie data.
Conclusions

The utility energy consumption data do not indicate that there is an overall economic
benefit to retrofitting the subject GCW system with a wind turbine to offset low power
costs. Present economic analysis methods do not allow the crediting of green power
benefits. At another site that is remote from grid power and takes into account the
following designs improvements would lead to better economic analysis. However, the
wind turbine energy generation and submersible pump energy consumption data
indicate that the GCW pump has the potential to be operated intermittently using wind
energy for periods of time approaching the actual GCW operational time. Such a
hypothetical system would require 1) that a low or no energy treatment technology (for
example, bioremediation) be substituted for the air stripper; 2) the above ground GCW
system components be designed to self-draining or otherwise protected from freeze
damage; 3) the intermittent operation of the GCW be evaluated with respect to
attaining the site-specific remedial action objectives relative to a GCW assumed to
operate continuously; and 4) a variable discharge pump that could automatically adjust
for varying well production and recharge rates.
While this paper has focused on the economic aspects the wind turbine applications,
there are tangible environmental benefits associated replacing electricity purchased
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from a utility company with the wind turbine energy. USDOE/USEPA (2000) cites the
1999 national average carbon dioxide output rate as 0.608 kg per kWh of utility system
electricity generated. Multiplying that value by the energy generated by the wind
turbine, it is estimated that the generation of more than 10,000 kg of carbon dioxide
was mitigated during the investigation.
Perhaps the most important preliminary finding of the investigation was the
identification of the apparent insensitivity of the existing GCW system operation to
power consumption. Implementing the four requirements listed for a hypothetical
system would result in significant energy and operation cost savings for the GCW
regardless of the electrical power source.
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Abstract
The use of renewable energy systems may be attractive to environmental professionals

who are designing and operating groundwater cleanup systems because of potential
cost savings and reduced greenhouse gas emissions. The energy demands of many
remediation systems are relatively small, and wind turbines marketed for domestic use
may be suitable for such applications. Collecting site-specific wind velocity data
necessary for performance modeling may be cost-prohibitive compared to the cost of
the small wind turbine system. The feasibility characterization is also complicated by
siting the wind turbine according to the location of the groundwater contamination
rather than the location of the optimum wind resource. The use of non site-specific
wind velocity data such as that available from a regional database may be a cost
effective means for predicting wind turbine performance. Monte Carlo models were
developed to compare wind turbine performance predictions calculated using remote
wind velocity data to actual wind turbine performance at a Nebraska Superfund site.
The Monte Carlo models may have applications at other sites and for wind turbines
used to power other types of loads such as groundwater pumping or remote households.
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Introduction
There is an increasing interest in the use of renewable energy systems at remediation

projects to reduce greenhouse gas emissions associated with fossil fuel-based electricity
generation and to reduce costs. For example, USEPA (2007) describes several
environmental remediation projects which used renewable energy including a solarpowered bioreactor for treating groundwater, barometric pumping of soil gas, solarpowered soil vapor extraction, and groundwater treatment using gravity-driven
siphoning to create flow through a granular iron treatment cell. Rossman et al. (2006)
describe the use of a hybrid renewable energy system consisting of a wind turbine and
a photovoltaic (PV) solar panel array to power a soil heating system.
The potential for using wind turbines may have broad appeal to both the public and
professionals practicing in the remediation field. Like other renewable energy systems,
wind turbines may be perceived to be greener sources of energy relative to fossil-fuel
electric plants. However, there are several issues that need to be evaluated prior to
installing a wind turbine at a remediation site, and a potential list of questions to be
answered includes:
•

Which size/model wind turbine is appropriate given the energy demands of the
remediation system?

•

Is the temporal variability of the wind-generated energy acceptable given the
remediation system demands? Should a grid inter-tie or an off-grid wind
system be considered?

•

Is the wind turbine application competitive in terms of costs?
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A design analysis to address these and other project-specific objectives requires a
reliable characterization of the wind velocity at the project site. A siting study involves
the installation of anemometers to collect velocity data for a given period of time. The
data from these studies can be used to characterize average monthly wind velocities,
monthly wind velocity frequency distributions, diurnal wind graphs, seasonal wind
graphs, and wind direction. The collection of wind data requires at least one year to
characterize seasonality, and it is estimated that a minimum study cost would be $5,000
for a 3 m weather station and $8,000 for labor and other direct costs. It is reasonable to
assume that planners interested in developing utility-grade wind energy installations
with capacities exceeding 1 megawatt and that cost $1 million or more are prepared to
spend more than $13,000 for a single siting study. However, smaller demand
installations such as single-family residences and environmental remediation projects
can use wind turbine systems that cost on the order of $40,000 installed, and paying an
additional 30 percent for a siting study may be cost-prohibitive to many.
Therefore, practitioners considering small wind turbine installations may be interested
in using non-site specific wind velocity data which are available at little or no cost.
State wind resource maps are available free of charge from the U.S. Department of
Energy – Energy Efficiency and Renewable Energy (EERE) website. These maps
show the wind speed estimates categorized as wind power classes at 50 meters above
the ground. For example, areas designated as Wind Power Class 4 (which includes 50
m wind speeds ranging from 7.2 to 7.8 m/s) and higher classes are classified as areas
that may be appropriate for utility-scale energy production. While wind resource maps
are free, major drawbacks to using the maps include the lack of detail at the micro-site
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scale and the single range of wind velocity values which do not provide information
about diurnal or seasonal variability.
Detailed wind data are publicly available from regional climate databases such as those
listed in Table 1. Wind velocities are measured at a series of weather stations, and the
data are automatically uploaded to the databases. The data are available to the public
for a cost on the order of $100, and there is the potential that these data could be used
to evaluate the potential performance of wind turbine system. The wind velocity data
are typically available as 10 minute averages and the total length of the data records
vary between sites. These detailed wind velocity records may appeal to persons
interested in evaluating wind turbine performance and who find that wind maps provide
insufficient detail while site-specific data collection is cost and/or time prohibitive.
This paper presents an analysis of the use of wind velocity records obtained from a
regional climate database to predict the wind velocities at a remote groundwater
circulation well (GCW) located on the former Nebraska Ordnance Plant Superfund site.
Those remote data records are then used to estimate the electricity production of a 10
kW wind turbine installed at the GCW site, and the estimates are compared to the
actual energy production. The variability of the database wind records and the
variation in the observed wind and energy values lended themselves to Monte Carlo
analysis.
Methods
The equation used to predict wind turbine power energy production (E) for a given time

period of length T is
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n

E

∑ (f

i= 1

V ⋅P
i

( vi) ⋅T)

(1)

where power output of the wind turbine, P, has been discretized into n bins according
to the wind velocity v where vi is the effective velocity for bin i, and fVi is the
percentage of time (frequency) that the wind velocity was between vi and vi+1, and P(v)
is the effective wind turbine power output. The state of the practice is to use an
average wind velocity to estimate the wind frequency using a two parameter Weibull
probability distribution (Manwell, et al. 2002). Haldar and Mahadevan (2000) give the
two parameter Weibull probability density function (pdf) as

fV( v)

k ⎛ v⎞
⋅⎜ ⎟
c ⎝ c⎠

k−1

⎡ ⎛ v ⎞ k⎤
⋅exp⎢−⎜ ⎟ ⎥
⎣ ⎝ c⎠ ⎦

( 2)

where k is the shape factor and c is the scale factor. The mean wind velocity μ is a
function of the Weibull parameters according to

μ

⎛
⎝

c ⋅Γ ⎜ 1 +

1⎞

⎟

k⎠

( 3)

where Γ( ) is the gamma function. Through substitution, Equation 2 may be rewritten
as a function of the mean wind velocity and Weibull shape factor as

fV( v)

k−1
k
⎡⎢ ⎛ ⎛
1⎞ ⎛
1 ⎞ ⎞ ⎤⎥
1⎞ ⎞
⎛
⎛
k ⋅Γ ⎜ 1 + ⎟ ⎜ v⋅Γ ⎜ 1 + ⎟ ⎟
v⋅Γ 1 + ⎟ ⎟
⎢ ⎜ ⎜⎝
k⎠
k⎠ ⎥
k⎠
⎝
⎝
⋅⎜
⎟ ⋅exp⎢−⎜
⎟⎥
μ
μ
μ
⎝
⎠
⎣ ⎝
⎠⎦

( 4)
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Frost and Aspliden (1994) gives a typical range of wind velocity k values as 1.5 to 3.0,
and 2.0 is frequently assumed to be the default value for wind velocity predictions.
Thus equations 1 and 4 can be used to predict wind turbine output as a function of μ for
time periods as short as one month (Rohatgi 1994). The relationship between a wind
velocity v1 measured by anemometer at a height h1 above the ground surface and the
wind velocity v2 at a wind turbine hub height h2 is given by Johnson (1985) as

v2
v1

⎛ h2 ⎞
⎜ ⎟
⎝ h1 ⎠

α

( 5)

where α is the wind shear exponent. Wind shear is a function of ground surface
roughness, and Elliott et al. (1986) gives a range of α values from 0.1 to 0.32 for
various ground terrains. Ideal wind turbine power functions PT are prepared for sea
level conditions and the ratings are adjusted for different elevations H to account for
atmospheric air density. The ideal power ratings are derated for turbulence caused by
site-specific conditions, product variability, and other performance influencing factors
using a variable called turbulence factor TF. The relationship between the effective
and ideal power functions is given by

P ( v)

( 1 − TF) ⋅( 1 + A) ⋅PT ( v)

where

A

0.0000918

H

( 6)

Wind turbine manufacturers may recommend a typical TF value such as 10 or 15
percent if a site-specific value is not known prior to the wind turbine installation.
Elmore et al. (2004) describe the installation of a Bergey Windpower Co. (BWC) Excel
S wind turbine system on a 30 m tower to supply power to a GCW at the former
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Nebraska Ordnance Plant Superfund site. The Excel S wind turbine is a grid inter-tie
configuration designed to reduce utility bills at locations where utility connections are
present, and the system is rated by the manufacturer at 10 kW. The grid inter-tie wind
turbine system was in operation from January 2004 through July 2005. The system
was subsequently converted to what BWC designates as the 7.5 kW Excel R off-grid
configuration which used the same wind turbine and tower to supply power to a battery
storage system. The off-grid wind turbine configuration began supplying power to the
GCW submersible pump in December 2005.
An NRG Systems, Inc. Wind Explorer Model 2333 datalogging anemometer was
installed on the wind turbine tower at a height of 25 m in March 2005. The ground
elevation at the base of the tower is 357 m above mean sea level (MSL). Beginning in
January 2004, the wind turbine energy generation was measured using an Ohio
Semitronics, Inc. watt transducer Model No. W-059E, and the data were recorded using
a Campbell Scientific, Inc. Model No. CR 1000 datalogger.
The site is located in the region served by the High Plains Regional Climate Center
(HPRCC), and three HPRCC weather stations were identified in the general vicinity of
the wind turbine site. Each of the stations included a MET-One (014A) cup
anemometer, and the locations of the stations relative to the wind turbine are described
in Table 2. The table also includes the length of wind velocity record available at each
station and the stations’ elevations.
Spreadsheet models are available on the BWC website to predict the energy generation
of Excel S and Excel wind turbine configurations. The models use variants of
Equations 1, 4, 5, and 6 and configuration-specific power curves to predict wind
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turbine performance. The BWC spreadsheets were modified using Equation 3 to
accept k and c instead of μ and k. The modified spreadsheets were used to develop
Monte Carlo models where k, c , and α were simulated as random variables to predict
the average wind velocity at 25 m at the wind turbine. A second set of Monte Carlo
models was developed by adding TF as a random variable.
Results and Discussion
The EERE Nebraska 50 m Wind Power map was used to identify the site as Class 3

with average annual velocities in the 6.5 to 7.2 m/s range. Using the wind turbine
manufacturer’s recommended default values of k=2.0, α=0.143, and TF=0.10, the
estimated energy generation is 1,465 to 1,784 kWh/month for the grid inter-tie system
and 1,421 to 1,710 kWh/month for the off-grid system. Table 3 presents the wind
velocity data collected at the wind turbine, and Figure 1 gives the wind turbine energy
production. The data show a seasonal wind velocity pattern with the highest values in
the fall and winter and the lowest values in July and August. This was consistent with
the pattern reported by GEC (1999) for the nearby village of Wahoo, Nebraska. The
average wind velocity measured at the study site was 5.36 m/s which was 16 percent
less than the average annual wind velocity of 6.4 m/s measured at Wahoo. The average
wind velocity adjusted to 50 m falls in the lower portion of the Wind Power Class 1
range. The predominant wind direction was northwest for the Wahoo station and the
other seven stations included in the GEC (1999) study.
The wind velocity shape and scale factor was calculated for each month for each
HPRCC station. Probability plot analyses indicated that the k values fell within the 95
percent confidence interval for a Weibull probability distribution and the c values
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typically fit a Gamma distribution at the 95 percent confidence interval. The pdf
parameters calculated for k and c are given in Tables 4 and 5. The Pearson correlation
test was performed on the k and c values, and the correlation factors ranged between 0.172 and 0.102 which indicated that there was little correlation between k and c.
Therefore, k and c were simulated as random independent variables.
Wind shear is typically characterized using a weather station that includes multiple
anemometers installed at different heights on a single tower. The HPRCC stations
include a single anemometer at 3 m, and there was a single anemometer installed on the
wind turbine tower. So there were insufficient data to quantitatively characterize α.
Instead, tabulated α values presented in Spera (1994) were used to estimate that a range
of α values from 0.110 to 0.180 was reasonable given the land use. Those values were
used as the limits of a triangular pdf with 0.143 as the most likely value based on BWC
recommendations. The 0.143 value is based upon the early fluids dynamics studies of
von Karman and also represents a daily average for most sites (Manwell, et al. 2002).
The wind velocity data and the energy production data collected at the wind turbine site
were used to develop a pdf for TF. Assuming that α=0.143, the monthly wind velocity
k and c values calculated from the wind turbine velocity record were input into the

spreadsheet model, and TF was evaluated iteratively until the predicted energy
generation value matched the measured value shown on Figure 1. Figure 2 is a plot of
the c versus TF values for the grid inter-tie phase of the study, and the best fit line is
included in the plot. A probability plot analysis showed that the data fit a normal pdf
where the conditional mean was given by the equation of the best fit line
TF

2.18 ⋅c + 29.2

( 7)
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and the standard deviation was 3.50. Data collected during the off-grid phase resulted
in a conditional mean of
TF

11.2 ⋅c − 3.17

( 8)

and a standard deviation of 10.3.
Figure 3 shows the wind velocity frequencies measured at 25 m during May 2007 and
the wind velocity frequencies simulated using the parameters calculated from the May
Mead, Meadgrofarm, and Meadturfarm data records. Visual inspection of the right side
of the graphs indicates that the modeled results approached the measured velocities.
This is significant because wind power increases with the square of the wind velocity.
The measured and simulated wind velocity distributions were compared using the
Mann-Whitney nonparametric significance test. For example, the wind velocity
distributions measured in May 2005, 2006, and 2007 as well as the aggregate of those
three records were compared against each other and against the distributions simulated
using the parameters calculated from the three weather stations’ May data records. The
p values exceeded 0.10 which indicates that there is no significant evidence that the

distributions are different. The predicted average velocities at 25 m were compared to
the wind velocities measured at the wind turbine tower by plotting the cumulative
probabilities which corresponded to the monthly measured average wind velocities on
Figure 4. A low cumulative probability value indicates that the model tended to overpredict the average wind velocity while a high cumulative probability value indicates
that the model tends to under-predict the average wind velocity. Figure 4 shows that
average wind velocities were consistently under-predicted by the Monte Carlo models
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which used data from the Mead and Meadturfarm HPRCC stations. The Meadgrofarmbased model gave better results because 17 of the 24 measured points were between the
25 and 75 percent cumulative probability levels which indicated that the model did not
consistently over- or under-predict average wind velocities. The majority of the points
outside of the central range occurred during the seasonally low-wind late summer
months when the model tended to under-predict the average monthly wind velocities.
The comparison of the predicted to measured grid inter-tie energy generation values
shown on Figure 5 was similar to the wind velocity results. However, there was greater
variability in the results which can be attributed to the simulation of TF as a random
variable. For example, only 10 of the 19 cumulative probabilities were in the 25 to 75
percent range for the Meadgrofarm-based model. Figure 6 shows that the results of the
off-grid model included significantly more variability relative to the velocity and grid
inter-tie results. The Mead and Meadgrofarm-based models tended to over-predict the
wind turbine performance especially during the seasonally higher wind months during
the late winter and spring. All three models tended to under-predict wind turbine
energy production during the low wind season in the late summer. The models did not
tend to perform well relative to the 25 to 75 percent probability range. Of the 18
measured monthly energy outputs, only 5 were in the central range each for the Mead
and Meadgrofarm-based models while 7 were in that range for the Meadturfarm. The
poorer performance of the off-grid models may have been due to significantly more
variability in the simulated TF values. The slope of the line defining off-grid TF
conditional mean given by equation 8 is approximately five times greater than the grid
inter-tie value making the off-grid TF simulations significantly more sensitive to
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changes in c. Likewise, the off-grid TF standard deviation is approximately triple the
grid inter-tie value. The differences in TF are attributed to the different modes of wind
turbine operation. The grid inter-tie mode allowed all of the energy generated by the
wind turbine to be consumed by the GCW components or returned to the utility grid
when the wind turbine supply exceeded the GCW demand. The potential exists for an
under-use of wind turbine generated energy in the off-grid configuration because the
power generation is intentionally reduced when the supply is greater than the demand
and the battery banks are charged. For this study, the stock off-grid system was
customized from the typical single phase 120 VAC configuration to provide three
phase 230 VAC electrical power to the GCW pump. This modification may have had a
negative impact on the wind turbine energy production.
Conclusions
The use of the wind power map resulted in an overestimation of the average wind

velocity and the monthly energy generation. The actual monthly energy generation
was always below the lower end of the estimated range for both the grid inter-tie and
off-grid systems. In addition, the wind power map estimates do not provide any
information regarding temporal variability, and we conclude that the estimates are not
reliable for the study site. The Monte Carlo models provided reasonable predictions of
average wind velocity and energy generation using data from the three remote
anemometers because the measured velocity and energy values corresponded to finite
cumulative probabilities between 0 and 100 percent. However, Meadgrofarm-based
models for average velocity and grid inter-tie energy generation better matched
measured values relative to the other weather stations. While the Meadgrofarm station

41
was the closest to the wind turbine site, distance does not appear to be the
differentiating factor. The Meadturfarm station is approximately 15 percent further
away from the wind turbine relative to the Meadagrofarm station while the Mead
station is nearly double the distance, yet the performance of the Meadturfarm and
Mead-based models was approximately the same. The Meadgrofarm station elevation
was 6 m lower than the site elevation while the other two stations were 9 m higher, so
the smaller difference in elevations may have been a factor in the better performance of
the Meadgrofarm-based model. However, the Meadgrofarm station was essentially
directly downwind from the wind turbine site given the predominant northwest winds
in the region while the other two stations were almost directly normal to the prevailing
winds given the location of the wind turbine site. It is inferred that the selection of a
weather station for velocity prediction should rely on the direction of the prevailing
winds and as well as the distance from the weather station to the site of interest.
The derating term in the performance equations, TF, had higher variability based on the
performance of the off-grid wind turbine configuration relative to the equivalent grid
inter-tie term. That greater variability contributed to the poor performance of the offgrid energy production models which did match measured values regardless of the
weather station dataset.
The results of this study indicate that non-site specific wind velocity data may be more
useful relative to the use of velocities from a wind resource map. This study benefited
in that there were three anemometers located within a 6,400 m radius of the wind
turbine, and that the maximum difference in elevation between any of the anemometers
and the GCW site was 9 m. At sites where existing weather stations are not present or
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where there is little similarity in terms of geomorphology and potential wind
interference between the existing anemometer sites and potential remediation system
locations, environmental engineers may want to consider installing anemometers early
in the project prior to the selection of the remediation systems locations to characterize
wind seasonality. The results of this study suggest that, in addition to distance and
elevation, the direction of the prevailing winds is a critical siting consideration.
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Table 1. Regional climate databases
Name
High Plains
Regional
Climate
Center
Midwestern
Regional
Climate
Center
Northeast
Regional
Climate
Center
Southeast
Regional
Climate
Center
Southern
Regional
Climate
Center
Western
Regional
Climate
Center

States covered
CO, KS, NE,
ND, SD, WY

Web address
www.hprcc.unl.edu

IA, IL, KY, MI,
MO, MN, OH,
WI

http://mcc.sws.uiuc.edu

CT, DC, MA,
MD, ME, NH,
NJ, NY, RI,
VT, WV
AL, FL, GA,
NC, SC, VA

www.nrcc.cornell.edu

AL, AR, LA,
MS, OK, TN,
TX

www.srcc.lsu.edu

AZ, CA, ID,
MT, NM, NV,
OR, UT, WA

www.wrcc.dri.edu

www.sercc.com
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Table 2. Weather station locations relative to
wind turbine location
HPRCC station
designation
Distance from
wind turbine (m)
Azimuth from
turbine to station
(degrees)
Ground surface
elevation (m above
MSL)
Length of wind
velocity record (yr)

Mead

Meadgrofarm

Meadturfarm

6,372

3,231

3,720

236

155

241

366

351

366

25

12

20

46

Table 3. Wind velocity
data
Month
Mar-05
Apr-05
May05
Jun-05
Jul-05
Aug05
Sep-05
Oct-05
Nov05
Dec-05
Jan-06
Feb-06
Mar-06
May06
Jun-06
Aug06
Sep-06
Oct-06
Nov06
Dec-06
Mar-07
Apr-07
May07
Jun-07

Wind velocity
measured at wind
turbine
μ
k
c
(m/s)
6.27
2.15
7.05
6.10
2.34
6.86
5.83
2.20
6.59
5.21
4.68
3.56

2.45
2.19
1.88

5.86
5.28
3.95

5.26
5.09
6.04

2.19
1.90
1.80

5.92
5.72
6.78

4.97
5.91
5.51
6.32
5.99

2.10
2.02
2.19
2.27
2.06

5.62
6.67
6.23
7.15
6.78

5.07
4.09

2.05
2.38

5.74
4.59

4.74
5.16
5.18

2.01
2.16
1.84

5.33
5.83
5.82

4.90
5.86
6.39
5.70

2.47
2.39
2.22
2.27

5.52
6.60
7.22
6.43

4.83

1.94

5.46

47

Table 4. Weibull parameters for k
Month
January
February
March
April
May
June
July
August
September
October
November
December

Mead
Shape Scale
5.00
3.05
5.23
2.80
6.22
2.98
8.10
3.08
6.12
3.44
5.15
3.25
7.76
3.73
7.40
4.21
7.76
3.62
4.37
3.14
8.43
2.83
5.00
3.07

Meadgrofarm
Shape Scale
8.02
2.99
9.99
2.89
6.67
2.95
6.28
3.30
6.66
3.83
6.82
3.51
10.1
3.94
6.55
3.91
6.43
3.56
5.93
3.16
4.86
3.22
11.6
2.96

Meadturfarm
Shape Scale
7.60
3.03
5.30
2.89
7.62
2.99
9.94
3.20
6.38
3.50
5.18
3.42
4.51
4.18
6.22
4.26
5.79
3.45
5.45
2.96
8.28
2.84
12.3
2.94

Table 5. Gamma parameters for c
Month
January
February
March
April
May
June
July
August
September
October
November
December

Mead
Shape Scale
58.0 0.0699
83.7 0.0488
72.4 0.0642
98.8 0.0493
121.0 0.0355
73.7 0.0513
38.4 0.0764
30.3 0.0858
33.8 0.0910
57.8 0.0611
77.3 0.0505
38.2
0.100

Meadgrofarm
Shape Scale
84.7 0.0513
105.9 0.0428
124.0 0.0408
139.0 0.0387
101.0 0.0464
116.0 0.0354
63.9 0.0514
103.0 0.0291
99.5 0.0355
111.0 0.0378
38.4
0.107
39.5
0.103

Meadturfarm
Shape Scale
68.2 0.0534
65.9 0.0555
82.5 0.0511
167.0 0.0268
61.3 0.0650
87.9 0.0411
99.0 0.0300
130.0 0.0209
96.6 0.0323
83.2 0.0408
114.0 0.0327
68.1 0.0515
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Abstract
A new Monte Carlo simulation procedure and nearby regional weather station data are
used to predict wind speed and turbine energy. The evaluation of the predication
values was by cumulative distribution function (CDF) graphs. The predication process
used Weibull shape and scale values developed from 1, 12, 20 and 24 years of record
for each weather station. Simulation using one year of wind speed data of a weather
station located downwind of the wind turbine site resulted in the greatest match of
simulation results to the measured values. Most simulations of energy values were a
closer match to the measured values than those of wind speed. A closer match means
there were more simulated values in the CDF central range of 10 to 75 percent which is
also a 25 to 75 percent risk factor.

Keywords: Wind Energy; Environmental Engineering; Groundwater Management;

Economic Factors; Monte Carlo Simulation; Wind Turbines.
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1. INTRODUCTION
Groundwater remediation powered by a green energy source has the potential to reduce
the trading of pollutants in the groundwater for pollutants created by the generation of
fossil-fueled electricity generation. The use of wind power is limited to locations
where there are sufficient wind resources. There are several computer programs
created for the design of large scale wind farms. The purchase of these programs may
be too expensive ($1000’s) and operation too complex (requiring training classes) for
application to the modest power requirements of the typical groundwater remediation
site. Any potential customer of small (less than 10 kW) and medium (10 to 100 kW)
wind turbines faces the same problem of determining the economic success (or risk
factors) of a wind turbine at their location. The NREL [1] state-wide wind maps display
a wide range of wind conditions some of which are not suitable for economical wind
turbine operation. Therefore wind turbine energy production predictions based upon
the NREL wind map may be too uncertain to warrant the construction of a wind
turbine.
This paper will build on earlier work regarding the use of low cost and readily
available wind velocity data from regional climate center weather stations to predict
wind turbine performance. Elmore et al. [2] showed that the use of a regional wind
map resulted in the over estimation of energy production for a Bergey Wind Company
(BWC) 10 kW wind turbine used to partially power a groundwater circulation well
(GCW) system at the former Nebraska Ordnance Plant (FNOP) Superfund site.
The use of regional climate center data to predict the wind velocity and wind
turbine energy production at the GCW location was further explored in Gallagher and
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Elmore [3]. That study included the use of wind velocity data from three weather
stations that were within 6,500 m radius of the GCW, and it was concluded that the best
weather station for prediction purposes may be the one that is located in a general down
wind direction from the wind turbine as opposed to selecting the station that is closest
to the turbine. One of the limitations of that study was that the length of the wind
velocity record varied between the three stations and the study did not evaluate the
impact of the data record length on the predictions. Our wind analysis indicates that a
10 kW grid inter-tie BWC wind turbine can partially power an existing groundwater
remediation site [2].
The research test site at the FNOP (near Mead, NE) was used to provide
measured test data. After two years of study, it has shown that wind turbine power can
power a groundwater remediation site that incorporates energy saving steps in the total
design [4]. A major conclusion was the need to replace energy consuming water
treatment devices with alternate methods of remediation that require little or no
electrical energy. Another research task was the first use of Monte Carlo simulation to
predict the risk factors to provide power of small wind turbine power [5]. In an effort
to reduce the weather data needed and how the raw data should be grouped (e.g.
seasons or high-low periods) was examined in Gallagher [4].
The specific objectives of this paper are to determine if using one year of onsite wind measurements and subsequent correlation to a long term off-site weather
station can be replaced with a Monte Carlo simulation that is based upon a nearby
weather station.

The elimination of one year on-site weather data collection offers

56
many benefits to those evaluating the potential use of small and medium wind turbines
that lack the time and money to conduct 12 months of on-site measurements.

2. WIND ENERGY CALCULATIONS
Standard wind power equations were used to calculate the energy output from the
average wind speed over a given time period. To calculate the wind turbine power
energy production (E) for a given time interval T is found

( 1)

Where the power output, P, is calculated using a number, n, of bins based on the wind
velocity, v, where vi is the effective velocity for bin i, and fVi is the percentage of time
that the wind velocity was between vi and vi+1, and P(v) is the wind turbine power
output.
The wind frequency is calculated using the two parameter Weibull probability
distribution function described by Manwell [6]. The Weibull probability distribution
function is described by use of a shape factor, k, and mean velocity is scale factor, c,
[7], and the frequency function in equation 1 can be expressed as:

(2)

Where Γ( ) is the gamma function. The typical values of k for most wind site
conditions will range from 1.5 to 3.0 as found in [8] but for this paper we calculated the
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values for the selected time periods using actual wind speed data. Equation 2 can be
simplified since there is a very small variation of the gamma term, Γ( ), value when
compared to changes in corresponding values of k. Rohatgi and Nelson [9] provides a
table of k versus Γ( ) in which the value of k =1.5 equals a Γ( ) value of 0.932 which
then reduces to a minimum of 0.886 at k =2.2 and then increases to 0.892 at k =3.0.
Therefore, the Γ( ) term is replaced with an average value of 0.89 and results in the
following equation.

Because our study site anemometer, wind turbine and reference weather stations have
anemometers at different heights the usual power law (briefly described later in this
paper) was used to factor the wind speeds prior to data analysis. The reader is referred
to our earlier paper Elmore and Gallagher [4] or Johnson [10] for a complete
presentation of the formula.
As with any electro-mechanical device there are additional factors that
influence the output of the device. Factors such product variability, wind turbine blade
wear, wet versus dry blades, barometric pressure, and wind turbulence are accounted
for by the turbulence factor (TF). Typical industry recommended values range from 10
to 15%. The idea power formula has been modified to directly include the TF
values.

(4)
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P ( v)

( 1 − TF) ⋅( 1 + A) ⋅PT ( v)

where

A

0.0000918

H

Equation accounts for the reduction of air density (A) due to an increase in elevation
(H) and PT is the barometric pressure.

3. RESULTS AND DISCUSSION
3.1 Test Site description and Previous Results
Some of the results of this study are part of the previously described wind turbine study
at the former Nebraska Ordnance Plant Superfund. The wind turbine was installed on a
30m tower and it was initially operated in grid inter-tie mode from January 2004
through July 2005. In August 2005, the grid inter-tie components were replaced by offgrid energy storage components. This off-grid configuration used the same wind
turbine generator and tower to supply power to the remediation equipment and a 48
volt battery storage system. The off-grid system became operational in December
2006. The energy storage components reduced the power generation efficiency relative
to the grid inter-tie system. Therefore, the analysis presented in this paper use only the
grid inter-tie data.
An NRG Systems, Inc. (Wind Explorer Model 2333) data logging anemometer
was installed on the wind turbine tower at 25 m height to provide on-site wind speed
measurements. The elevation of the wind tower base was taken from US Geological
Survey maps and was found to be 357 m above mean sea level (1929 National
Geodetic Vertical Datum). To measure the electrical consumption of major GCW
motors, Ohio Semitronics, Inc. watt and later watt-hour transducers (Model No. W059E) were used with a Campbell Scientific, Inc. Model No. CR 21X then later a
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CR1000 data logger. Consistent with previous studies [4] wind velocity data from
three High Plains Regional Climate Center (HPRCC) weather stations were used to
predict energy production for comparison to the measured data at the wind turbine.
Figure 1 lists the three HPRCC stations called Mead, Meadgrofarm, and Meadturfarm.
The table also includes ancillary data used in the simulation. All HPRCC stations have
a MET-One (014A) cup anemometer mounted 3m above the ground.
Essential to this study and past work is the wind turbine power output, P(v),
which is publically available on the BWC website. The BWC energy predicting model
was modified for Monte Carlo simulations using Crystal Ball by Decisioneering
software. A Weibull shape, k, and scale, c, were used along with a wind shear function
α and TF and were described as random values in the Monte Carlo simulation program.
Figure 2 presents the wind velocity (µ) and other data collected at the GCW site and
Figure 3 presents the energy generated by the wind turbine during this study’s time
period. At the GCW site an average wind velocity of 5.36 m/s was measured which is
similar to the average 6.4 m/s wind velocity measured at the Wahoo, NE station
(located approximately 12 miles away). The Wahoo, NE weather station wind rose
displays a strong wind pattern coming from the northwest throughout the year.

3.2 Data Analysis and Modeling Parameters
Prior to the start of the simulation process it was necessary to calculate monthly
Weibull shape k and scale c values. In previous studies we found reasonable values of
shape and scale derived from the use of daily average wind speed values (generally 30
or 31 values per month). A major objective of this study was to determine the
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minimum number of measured wind speeds that are needed to produce reasonable
statistical and simulation results for the inclusion in the MCP procedure.
The simulation calculation process requires the inputting of probability
distribution functions (pdf) values for each random variable. In our simulations we
treated Weibull k and c values (derived from the monthly grouping of average daily
wind speeds) as random values. Elmore [4] conducted a Pearson correlation tests of k
and c which indicated less than 55 percent confidence of correlation between the two
values. In past studies statistical analysis has shown that analysis of the Weibull k
values follow a second Weibull pdf while analysis of the Weibull c values will follow a
gamma pdf. The same procedure was employed for this procedure but resulted in a
small data set that had very large shape and scale values. To correct this problem of
unreasonably large values the average daily wind speeds were replaced with hourly
average values. This provided more data values per month (720 versus 30) for second
round of shape and scale value determinations. For example, in January using daily
average wind speeds will provide 30 data points for the determination of January value
for initial Weibull k and c. But to determine the second Weibull pdf for k and Gamma
pdf for c values there will only one original Weibull value per month if one only
consider one year as used in the usual MCP procedure. It was found that when only
few data values (i.e. 3 years having 3 data points) are used the second pdf’s become
very large for that data set. Furthermore the p values drop below 0.95 used in previous
studies. For our simulation process these large k and c values are not acceptable since
the simulation process outcome is directly related to these random value parameters.
The solution to this problem was to devise more original data points but still maintain
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sufficiently number of days of observation. But a sufficient number of days are needed
since other researchers [10] have found that the basic pdf for wind speed values will
change from a Weibull to a normal distribution for smaller data sets. It was found that
wind data from the HPRCC regional climate center is also available in hour averages.
Since more data points are needed to calculate the second level of pdf (Weibull and
Gamma) a 4 day grouping of hourly data (instead of 30 days of daily averages) would
provide 7 to 8 Weibull k and c values per month. A problem with using 4 days intervals
instead of 30 days is that some p values will drop to 0.90. At 90% this still matches
what Maunsell [11] has reported as expected accuracy of the MCP analysis. Figures 4
and 5 displays the final Weibull and Gamma values (based on hourly 4 day intervals)
for entry into the simulation program.
The other modeling parameters are wind shear α and the turbulence factor TF.
A wind shear factor is necessary since the reference HPRCC stations measure wind
speed at 3 m but at the wind turbine site the anemometer mounted on the side of the
wind turbine tower at 25m. Therefore to adjust the wind speeds for height the power
law formula used the range of tabulated α values as presented in Spera [8] (ranging
from 0.110 to 0.180). For this study 0.143 was selected and is for “farmland and grassy
plains” [8]. The simulation pdf for the wind speed gradient was described as a
triangular shaped distribution with 0.143 peak value and the two extreme values of
0.110 and 0.180. The peak value 0.143 is the commonly accepted default value of 1/7
as suggested by National Renewable Energy Laboratory [12]. Cattin [13] provides an
excellent discussion about wind speed profiles. An analysis of the wind velocity data
and the energy production data collected at the wind turbine site were used to develop a
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pdf for TF. The monthly wind velocities (µ) in Figure 2 were entered into a
spreadsheet and then used to solve for an equation that generated matching values. A
normal pdf was found for grid inter-tie operation data with the equation for the line of
best fit was determined as:
TF

2.18 ⋅c + 29.2

(5)

This normal distribution has a standard deviation of 3.50.

3.3 General Simulation Principles and Results
A Monte Carlo simulation computer program was used to calculate the cumulative
distribution frequency (CDF) curves for wind speed and energy output for various
varies of percent probability. A sample CDF for January 2004 at Meadgrofarm is
shown in Figure 6. Instantaneous wind turbine energy output (in Kw) is based upon the
Bergey “WindCad” energy spreadsheet. This spreadsheet is available for review at the
Bergey web site (www.bergey.com). In many predictive procedures (MCP) the major
objective is to calculate wind and energy at a proposed wind turbine site by correlating
a short term (one year) on-site wind records to an adjacent long term weather station.
By adding the simulation procedure to the MCP procedure will provide valuable risk
factors along with the calculated wind speeds and wind turbine energy output values.

3.4 Wind Simulation Results
Figure 7 lists the number of monthly simulation runs for Meadgrofarm, Mead and
Meadturfarm that produced CDF curves in which the measured average monthly wind
speeds that are in the 25 to 75% range. Upon review one can see that the Meadgrofarm
produced the largest number simulation runs falling within that range for for all time
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periods. Also note that for 2004 the simulations are excellent considering that only one
year of gauging data was used. Reviewing the 1, 12, 20 and 24 years there appears to
be little gained by using the additional years for data. The value of simulation and a
suitable reference station is displayed by the results. Graphically, Figure 8 illustrates
how Meadgrofarm wind simulation process based upon one year of data produced more
runs that were near the measured values of 0.5 or the 50% range of the CDF curve.
Meadturfarm and Mead simulation runs tended to produce values that under predicted
what was measured at the wind turbine site. If the simulation values have pattern of
low probability then the model is over predicting the wind speed. While a pattern of
simulation values of high probability values is under predicting the values. Using only
one year of data did not conflict with the results found in our previous study [4] that
Meadgrofarm produced a better match than Meadturfarm or Mead. The above also
reinforces what Elmore [4] found in that the station downwind of the proposed site
(Meadgrofarm in both studies) will result in better match. Figure 1 indicates only
minor differences in elevation (aside from the down wind position of Meadgrofarm) for
the other stations. Furthermore, the distance criteria from the proposed wind turbine to
the reference stations should be less than 200 km [14] which is easily met in this study
(see Figure 1).

3.5 Energy Simulation Results
Figure 9 lists the number of monthly energy simulation runs for Meadgrofarm, Mead
and Meadturfarm that produced CDF curves which the measured average monthly
energy values in the 25 to 75% range. Meadgrofarm produced the largest number
simulation runs in that range for all time periods. The energy simulation process has
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increased the percentage of values in the central range. Similar to wind simulation
values the one year of data simulation yielded excellent results. Graphically, Figure 10
illustrates how Meadgrofarm values are far more centered about the measured values of
0.5 (50% on the range from 25 to 75%). Also note Meadturfarm and Mead simulation
runs are under predicting since they plot above the 0.5 or 50 % value.

4. Conclusions
Meadgrofarm station continues to yield the best simulation for wind speed and energy
output when the data base is shorten from the full record (12, 20 and 24 years) to only
one year. With one year of data, the wind speed rate was at 79% while for energy
simulation values were at 74% of the corresponding CDF. Application of the results of
this study to the MCP procedure can occur in two ways. Firstly, one year of gauging
data from a weather station on site or a suitable regional climate center station
employed with a Monte Carlo simulation procedure will enable the calculation of CDF
for wind and energy output. These two CFD curves will provide wind speed and energy
output and also risk values for calculated wind and energy values. The risk values are
not part of the present MCP and will greatly assist in the evaluation of proposed sites.
Secondly, if no on-site data is available (typical in most small wind turbine projects) a
regional climate center station that is located preferably down wind of the proposed
wind turbine can be employed. Climate stations not directly down wind can also be
used but an increase in predication errors was found in this study. The use of these off
– site climate stations should be restricted to stations less that 100 to 200km from the
proposed wind turbine site.
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Figure 6: January simulation based upon one year (2004) data at
Meadgrofarm HPRCC station
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Figure 8: Comparison of predicted grid inter-tie monthly wind
speeds
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Figure 9: Number of energy simulation runs in the central (25
to 75%) range for various years of record.
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Figure 10: Comparison of predicted grid inter-tie monthly values
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Using Wind To Power a Groundwater
Circulation Well—Preliminary Results
Andrew Curtis Elmore
Ron Gallagher
K. David Drake

In areas of the country where the U.S. Department of Energy has classified the available wind resources as Class 3 or greater, the use of wind turbines to provide power to relatively small remediation systems such as groundwater circulation wells may be technically and economically feasible.
Groundwater circulation wells are a good candidate technology to couple with renewable energy,
because the remediation system removes contamination from the subject aquifer with no net loss of
the groundwater resource, while the wind turbine does not create potentially harmful air emissions.
Wind data collected in the vicinity of the former Nebraska Ordnance Plant Superfund site were used
to select a wind turbine system to provide a portion of the energy necessary to power a groundwater circulation well located in an area of high trichloroethylene groundwater contamination. Because
utility power was already installed at the remediation system, a 10 kW grid inter-tie wind turbine system supplements the utility system without requiring batteries for energy storage. The historical data
from the site indicate that the quantity of energy purchased correlates poorly with the quantity of
groundwater treated. Preliminary data from the wind turbine system indicate that the wind turbine
provides more energy than the remediation system treatment components and the well submersible
pump require on a monthly average. The preliminary results indicate that the coupling of wind turbines and groundwater circulation wells may be an attractive alternative in terms of the system operation time, cost savings, and contaminant mass removal. © 2004 Wiley Periodicals, Inc.

INTRODUCTION

The general trend in groundwater remediation is to focus on resource-conservative
methods, which treat contamination without reducing the quantity of groundwater
available for use. Resource conservative technologies include:
•
•

•
•
•
•

permeable reactive barriers (PRBs), which treat groundwater in situ, using zerovalent iron or other treatment media;
biologically active zone enhancement, which involves the periodic introduction of
an electron donor substance or other amendment to stimulate bacterial activity in
the subject aquifer;
phytoremediation, which relies on plant uptake and biotreatment of relatively
shallow groundwater;
monitored natural attenuation, which does not require supplemental treatment;
some pump-and-treat systems, which involve the reinjection or recharge of
treated groundwater to the subject aquifer; and
other systems that do not significantly modify the preremediation water balance.

© 2004 Wiley Periodicals, Inc.
Published online in Wiley Interscience (www.interscience.wiley.com). DOI: 10.1002/rem.20021
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The use of pump-andtreat systems with reinjection options may address
some of the challenges
associated with the in situ
systems.

One of the major challenges associated with the in situ PRB and biodegradation
technologies is that significant monitoring of intermediate and final degradation
products is required to manage any increase in human health-risk levels associated
with the generation of toxic daughter products. Another challenge is that the effectiveness of these technologies requires a good understanding of the groundwater flow
regime so that the treatment materials may be placed in the appropriate locations.
These challenges are often outweighed by the typically low operation and maintenance (O&M) costs of the technologies. For example, a well-designed and constructed PRB may not require any maintenance outside of routine groundwater monitoring for several years after construction. However, accessibility may hamper the
implementation of PRBs at some sites. Unlike active systems, such as pump-andtreat, which can be “offset” to accommodate land use and still be effective to some
degree, PRBs require relatively precise placement.
The use of pump-and-treat systems with reinjection options may address some of
the challenges associated with the in situ systems. For example, the treatment component of such a system may be engineered to effectively treat contamination without
the generation of any toxic byproducts in the treated water. Furthermore, the design
of pump-and-treat systems may be somewhat more robust relative to PRBs and other
in situ systems, because the contaminated water is actively moved to the extraction
well through pumping. However, the operation costs of pump-and-treat systems may
be significant due to both costs directly related to treatment and the cost of conveying
groundwater from the aquifer to the treatment unit, from the treatment unit to the
reinjection location, and back into the aquifer. The Underground Injection Control
(UIC) regulations may require that the groundwater undergo treatment for the project contaminants of concern and any other unacceptable chemicals prior to reinjection. Additionally, wells require periodic maintenance and eventual replacement in
order to maintain design production levels.
The combination of a groundwater circulation well (GCW) with a renewable energy source may present a combination of benefits that will be attractive at sites where:
•
•

the aquifer will support a GCW system and
sufficient renewable energy resources are available.

The GCW/wind turbine system may be especially attractive at sites where the cost of
installing and/or the purchasing of utility power are high.
A GCW is a quasi-in situ treatment technology that uses a single well with hydraulic
isolated multiple-screened sections to extract and recharge groundwater.The systems include a component to treat the groundwater prior to recharge. A GCW variant includes
the use of pairs of multiple screen wells to set up horizontal circulation wells instead of
the vertical circulation cells associated with single GCW systems.Typically, the systems
are exempt from UIC regulation, or a UIC waiver may be obtained, because the intent
of the system is to improve the groundwater quality at the GCW location.The treatment component may be designed for virtually any contaminant, while PRBs and
biodegradation systems may be limited to specific contaminants. For example, Elmore
and Graff (2002) describe the application of best-available technology design applied to
a GCW located in an area of trichloroethylene (TCE) contamination and a GCW system
located in an area of contamination by the explosive compound hexhydro-1,3,5-trinitro50

© 2004 Wiley Periodicals, Inc.
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1,3,5-triazine, known as RDX. Groundwater monitoring and modeling may also be used
to characterize the area of the aquifer treated by a GCW as described in Elmore and
DeAngelis (2004) and Elmore and Hellman (2001).
The operation and maintenance costs for a GCW should be lower compared to a
comparable pump-and-treat system with remote reinjection simply because energy is
not required to transfer groundwater from the extraction wells to the treatment facilities to the recharge wells. GCWs still require periodic well rehabilitation, as with any
well, and the overall O&M cost of a GCW system should be expected to be higher relative to a well-designed and -constructed PRB system. However, the use of a renewable
energy source has the potential to significantly reduce the annual O&M cost of a GCW
system while potentially reducing air emissions associated with the generation of fossil
fuel–based power. Gipe (1995) summarizes emissions offset associated with the use of
renewable energy in the place of fossil fuel energy.That summary gives a range of average emissions for power generation in the United States as 0.07 to 4 g/kWh of nitrogen
oxides and 487 to 940 g/kWh for carbon dioxide.
PROJECT BACKGROUND
The former Nebraska Ordnance Plant (NOP) occupied more than 17,000 acres in
east-central Nebraska near the village of Mead in Saunders County. The facility produced ordnance from 1942 to 1956 during World War II and the Korean Conflict. The
plant was used for munitions storage and ammonium nitrate production. The prevalent explosive compound released into the environment is RDX. In 1959 and 1964,
the facility was used to construct and maintain Atlas missiles. TCE was used as a degreaser during the missile construction. Spent TCE was released to the ground and
entered the unconfined groundwater aquifer, which is used regionally for water supply. The former NOP site was included on the National Priorities List under the
Comprehensive Environmental Response, Compensation, and Liability Act (CERCLA,
or Superfund) on August 30, 1990. Since then, investigations have identified two RDX
groundwater contamination plumes and two TCE plumes (United States Environmental Protection Agency [US EPA], 1990). In April 1997, a pump-and-treat groundwater remedy was selected for the site. Currently, 11 groundwater extraction wells
have been constructed along the leading edge of the plumes. The purpose of these
wells is to use hydraulic containment to prevent contamination from migrating to uncontaminated areas. The combined design flow from these wells is 2,650 gallons per
minute (gpm). The groundwater Record of Decision included focused remediation
with the hydraulic containment to balance the objective of decreasing remediation
time with the needs of the local community to use groundwater for agricultural irrigation, domestic, and other uses. The community interest in groundwater conservation, as described by Elmore and Graff (2001), led to the pilot-testing of two GCW
systems, beginning in May 2000.
One of the pilot GCWs, known as GCW-1, was installed in an area where there
were TCE concentrations in the groundwater on the order of 5,000 μg/L or greater
and there are no other contaminants present.The former NOP site cleanup goal for
TCE is 5 μg/L.The GCW-1 pilot study results are described in Elmore and Graff
(2002). GCW-1 was left in service after the completion of the pilot study, and it currently remains in service.
© 2004 Wiley Periodicals, Inc.

The operation and maintenance costs for a GCW
should be lower compared
to a comparable pumpand-treat system with
remote reinjection. . .
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Exhibit 1. Nebraska average annual wind power classes (after Elliott et al., 1986)

SYSTEM DESIGN AND CONSTRUCTION
In 2003, work was initiated to demonstrate the use of wind power using GCW-1 at the
former NOP site. Specific project objectives include:
•

•

characterization of the reduction in the consumption of utility power by comparing the quantity of wind power consumed during the demonstration to the historical energy consumption and
characterization of the mass quantity of TCE removed from groundwater during
the demonstration period.

The University of Missouri–Rolla (UMR) Geological Engineering Capstone Design
class performed the system design during the fall 2003 semester.
The U.S. Department of Energy (DOE) categorizes wind resources using wind
power classes ranging from Class 1 to Class 7 (Elliott et al., 1986). Each class represents a range of mean wind power density (in units of W/m2) or equivalent mean
wind speed at a specified height(s) above ground. Areas designated Class 3 or greater
are suitable for most wind turbine applications, whereas Class 2 areas are deemed
marginal by Elliott et. al. (1986). The study site location shown in Exhibit 1 was classified as a Class 3 area by Elliott et al. (1986). The Class 3 wind power density range
is 150 to 200 W/m2 at a height of 10 m, and the range of mean wind speeds is 5.1 to
52
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5.6 m/s (or 11.5 to 12.5 mph). The Class 3 wind power designation for the study
site indicated that the site was an appropriate candidate for a wind turbine installation. In fact, the Lincoln (Nebraska) Electric System operates two 750 kW wind turbines approximately 30 miles from the study site as a part of the utility’s Renewable
Energy Program.
The GCW system consists of the following primary electrical machinery:
•
•
•

a 1.5 hp submersible well pump used to extract water from the aquifer to the air
stripper;
a 5 hp blower used to circulate air through the stripper; and
a 1 hp centrifugal pump used to return treated water from the stripper sump to
the well.

Additional equipment includes an electrical control panel and small chemical
feed pump to add a buffering agent to the groundwater after treatment. The electrical loads created by this equipment are assumed to be negligible relative to the
equipment listed above, which has an aggregate power rating of 7.5 hp or 5.6 kW. In
addition to the treatment-related electrical equipment, GCW-1 includes additional
equipment for climate control. The original purpose of GCW-1 was to serve as a
pilot system to generate data to be used for the design of additional systems at the
site. The pilot system included a thermostat-controlled ventilation fan to provide
cooling of the building that housed the air stripper blower, the control panel, and the
chemical feed system. An electric radiant heater was subsequently added to the vault
containing the air stripper and the centrifugal pump, and a second heater was installed in the GCW-1 building.
The GCW was designed to operate continuously, and neglecting the heating and
cooling energy demands, the maximum monthly demand for the treatment system was
estimated to be the product of 6 kW (7 hp) and 720 hr/month, or approximately 4,000
kWh/month.This estimate does not include any energy costs associated with heating
and cooling. During the period of June 2000 through December 2000, a total of 19,032
kWh of electricity were purchased from the local utility resulting in an average monthly
consumption of 2,718 kWh/month. Based on the maximum monthly demand estimated
for the treatment system calculated above, the seven-month maximum demand was estimated as 30,000 kWh. Assuming that all other electrical demands are negligible, it was
estimated that the system operated approximately 60 percent of the time based on the
quantity of electricity consumed. During this same period, 12,120,000 gallons of water
were treated by the system. Assuming that the system operated at an average flowrate of
50 gpm, the system was in operation approximately 80 percent of the time, based on
the quantity of water treated.The GWC-1 flowmeter readings were manually recorded
between 48.9 and 50.1 gpm (Elmore & Graff, 2002); thus, the operation time estimate
of 80 percent appears to be reliable.The practice of using motor power ratings and utility power consumption records to estimate operation time appears to be less reliable.
The Nebraska Power Association conducted a four-year study to identify potential
locations for wind energy development from 1995 to 1999 as described by Global
Energy Concepts, Inc. (GEC; 1999).The study consisted of the monitoring of eight stations across Nebraska including a station at Wahoo, Nebraska, that is approximately 11
miles from the former NOP site. Over the four-year monitoring period associated with
© 2004 Wiley Periodicals, Inc.
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the GEC (1999) study, the following data were collected using a 40 m anemometer at
the Wahoo station:
•
•
•

Seasonal data showed that
the highest wind speeds
occurred during the fall
and winter, with the lowest
winds in July and August.

average wind speed—6.4 m/s
wind shear exponent—0.27
turbulence intensity—0.17 to 0.21

Seasonal data showed that the highest wind speeds occurred during the fall and
winter, with the lowest winds in July and August. The diurnal wind pattern indicated
that the wind speeds decreased slightly in the early morning and evening hours.
Several wind turbine performance models are available on the Internet, including a
spreadsheet model at www.bergey.com/Technical/ExcelS.xls.The models use a modified version of the Weibull probability density function to estimate the probability f that
a given wind speed x will occur given the average turbine hub wind speed u and a
Weibull shape factor K according to the following equation:
0.89 ⭈ K

冢

0.89 ⭈ x

f(x) = ᎏ ⭈ ᎏ
u

u

冣

k–1

冤冢

0.89x

exp – ᎏ
u

冣冥
K

[1]

The total energy output for a wind turbine is found by calculating discrete probabilities of wind speed across a range of values, such as 1 to 20 m/s.The product of those
probabilities and discrete values from the specific wind turbine power curve are
summed to estimate the energy output.The wind shear exponent is used to correct for
height differences between the anemometer and the wind turbine.The spreadsheet at
the Web site given above was used to estimate the total average annual energy output of
a Bergey Windpower Company Excel S 10kW wind turbine using the Wahoo data with
the following results:
•
•

15,600 kWh for a 30.48 m (100 ft) tower
18,100 kWh for a 40 m (130 ft) tower

GEC (1999) estimated energy production using the wind speed distribution at the
Wahoo monitoring site and the power curve for a 750 kW wind turbine on a 40 m
tower as 6,134 MWh per year. Assuming that the power curve is proportional according
to the wind turbine ratings, the corresponding annual value for a 10 kW system would
be 20,500 kWh, which is about 12 percent more than the value estimated above using
the modified Weibull model.
Exhibit 2 summarizes the energy supply-and-demand estimates calculated during
the system design. A 10 kW wind turbine would supply approximately 50 percent of the
energy needs of the GCW system. Exhibit 2 also provides estimates of the cost savings
associated with using the 10 kW wind turbine system.The wind turbine could be operated in two manners:
•
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Independent of any other power source—In this configuration, the GCW system
would only operate using the energy generated by the wind turbine system.This
configuration would probably require intermittent operation of the GCW sys© 2004 Wiley Periodicals, Inc.
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Exhibit 2. Estimated annual energy values

•

tem.The potential present value energy cost savings would be between $29,000
and $43,000 for 20 years at a 5 percent interest rate.
Inter-tied with an existing utility energy supply—This would operate the system
when there were insufficient wind resources.The potential present value energy
cost savings would be between $14,000 and $18,000 for 20 years at a 5 percent
interest rate.

The cost of an independent 10 kW wind turbine system is approximately $45,000,
including installation.This cost appears to be very competitive given the power savings
estimated above.The wind turbine costs may be more competitive for rural sites where
the installation of utility lines to a GCW may range from $5,000 to $10,000.
The cost analysis appears less attractive for the grid inter-tie system, considering the
wind turbine system estimated installed cost of $35,000.
The wind turbine project at the former NOP site was originally scoped for an installation independent of utility energy connections at a GCW system designed to be
energy-efficient. However, administrative delays in constructing new GCW systems resulted in the installation of a Bergey Windpower Company 10 kW Excel S Gridtek 10
system on a 100-foot guyed lattice tower for connection to GCW-1.The system is a
grid inter-tie system, which means that energy is supplied by the local utility company
as well as the wind turbine system. In the event that the wind turbine generates more
energy than required by the GCW, the excess energy is transmitted back to the utility
grid.Typically, the GCW is operated using a combination of utility and wind turbine
energy, but the system is operated only by utility power during periods of low wind. In
the event that there is an outage of utility power, the wind turbine system is automatically taken off-line as required by utility company regulations.Therefore, the wind turbine is a supplement to the utility system as opposed to being a replacement during
blackout conditions.
© 2004 Wiley Periodicals, Inc.
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The wind turbine tower was erected in December 2003, and the system was put into
service in January 2004 (Exhibit 3). Exhibit 4 provides details of the electronic monitoring
system used to collect power generation and power consumption data. It is important to
note that the centrifugal pump, which returns water from the air stripper sump to the
recharge screen in the well, is not monitored. It is also assumed that the period of operation
of this pump is equal to the period of operation of the submersible pump and the air stripper blower, and that the power demand is equivalent to the motor rating, which is 1 hp.
Water samples are collected before and after the air stripper on a monthly basis to
estimate the mass of TCE removed from the groundwater.
. . .electrical demands such
as system heating and cooling apparently contribute
to significant energy costs.
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HISTORICAL PERFORMANCE
Utility billing records were reviewed to develop Exhibit 5, which shows the quantity of
energy purchased for the GCW. Operational records provided the treated groundwater
data. Exhibit 6 summarizes the monthly energy purchases. Inspection of the data suggests that the quantity of energy purchased is not closely correlated to the quantity of
water treated by the system. For example, the second highest quantity of energy was
purchased in February 2003 when the treatment system was inoperable.Therefore, electrical demands such as system heating and cooling apparently contribute to significant
energy costs. Exhibit 7 shows the energy purchased versus the water treated.The bestfit line through the origin shows a relatively poor correlation between energy purchase
and water treated with an R2 value of 0.29.
Exhibit 8 shows the energy cost for the system.The unit cost for energy ranged
from $0.06/kWh to $0.08/kWh, and service charges were not included in the costs
shown on the exhibit. Again, there is poor correlation between energy costs and the
quantity of groundwater treated.
Exhibit 9 presents the history of the system flowrate and percentage of system
operation time. During the first two years, the system operated 65 to 100 percent of
the time on a monthly basis. Operational records indicate that a common reason for
system shutdown was related to irregular power supply events associated with the energy purchased from the local utility. Other causes of shutdowns included declining
well yields, recharge pump failures, system imbalances, and other events. The system
operated at approximately 50 gpm for two years before there was an indication that
well efficiency was declining. In November 2002, the system was temporarily taken
out of service so that the rehabilitation of the well-extraction screen could be evaluated. The system was put back on line in December 2003 after the rehabilitation of
both the extraction and recharge screens, but the original yield could not be restored,
and the yield began to decline almost immediately.
Exhibit 10 summarizes the estimated mass of TCE removed by the GCW system.
Inspection of the graph shows that there is a wide range of removal rates from less than
2 mg/kWh to almost 16 mg/kWh.This wide range of removal rates is the result of
varying influent concentrations entering the GCW and the widely variable energy consumption rates.
The overall conclusion drawn from the historical data is that there is little correlation between the quantity of energy purchased and the mass of contaminant removed
from the aquifer. Furthermore, the GCW was designed to operate continuously, and the
data indicate that the system typically operates between 65 and 100 percent of the time.
© 2004 Wiley Periodicals, Inc.
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Exhibit 3. Erection of the wind turbine in December 2003

© 2004 Wiley Periodicals, Inc.
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Exhibit 4. Power generation and consumption monitoring schematic

WIND TURBINE PERFORMANCE
Data regarding power generation by the wind turbine system and power consumption by
the GCW treatment components have been collected continuously since January 21,
2004. Exhibit 11 shows the energy generated and energy consumed in March 2004.The
energy curves for the other months are relatively similar. Exhibit 12 summarizes the energy data as well as the contaminant mass removal data for the time period beginning
with the initiation of wind turbine service.
58

© 2004 Wiley Periodicals, Inc.

89
REMEDIATION Autumn 2004

Exhibit 5. Historic purchase of energy and volume of water treated

Exhibit 6. Monthly summary of purchased energy
© 2004 Wiley Periodicals, Inc.
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Exhibit 7. Correlation analysis of energy purchased versus volume of water treated

Using Wind To Power a Groundwater Circulation Well
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Exhibit 8. System energy costs

Exhibit 9. System operational time
© 2004 Wiley Periodicals, Inc.

61

92
Using Wind To Power a Groundwater Circulation Well

Exhibit 10. Estimated TCE mass removal

The average monthly energy production can be estimated from the annual value estimated from the modified Weibull model value of 1,300 kWh (Exhibit 2).This is almost double the average monthly value presented in Exhibit 12 for the first four
months of wind turbine operation. Although the actual production is significantly lower
than the design estimate, the estimated energy consumption is much less than that estimated in Exhibit 2. In terms of the overall energy balance, the preliminary results indicate that the wind turbine energy production exceeds the treatment system demand.
The Exhibit 12 summary indicates that the system is removing approximately 21 mg
of TCE per kWh of energy generated by the wind turbine. Examination of the flowrate
data presented in Exhibit 9 shows that the average flowrate of the system has been declining since October 2003.Therefore, if the mass of TCE is proportional to the
flowrate, the current operational status of the system at flowrates less than 50 gpm depresses the rate of TCE mass removal per unit of energy generated by the wind turbine.
Exhibit 11 shows that energy production is a highly variable, random event, while
the energy consumption is relatively constant. Although the treatment system operational period is a random variable because it cannot be predicted a priori, the magnitude of the treatment power demand is relatively constant at 4.7 kW.The Exhibit 12
energy balance indicates that the wind turbine generates more energy than that required by the treatment system during the preliminary months of the project.
However, timing of the energy delivery does not match the energy demand. For the
grid inter-tie system, other electrical processes for the GCW system either use the excess energy or, if the supply exceeds the total GCW demand, the excess enters the utility grid. Net metering refers to the practice of giving utility customers who deliver
62
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Exhibit 11. Energy curves for March 2004

generated power in excess of demand to the utility compensation for that power.This
practice makes the grid inter-tie systems more economically attractive. Unfortunately,
net metering is not practiced in Nebraska. Given an estimated price of $0.07/kWh,
the average monthly value of the wind-generated energy is $57/month. In theory, this
should represent a cost savings for the system. However, a reduction in energy consumption is not obvious from an inspection of the data presented in Exhibit 5. In fact,
more than 6,500 kWh of electricity were purchased during February 2003, which is
the maximum monthly use given the available data.The wind turbine system contributed an additional 770 kWh during the same period.
The GCW continues to remove contaminant mass from the aquifer without removing water from the aquifer. Estimated monthly mass removal quantities of 10 kg are not
unusual, and almost 21 mg of TCE are being removed with each kWh of energy generated by the wind turbine system.
© 2004 Wiley Periodicals, Inc.
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Exhibit 12. Wind turbine performance summary

CONCLUSIONS AND RECOMMENDATIONS
To the best of our knowledge, this is the first application of a wind turbine to power a
groundwater remediation system.The system was well received by the public, and efforts are underway to provide an outreach program with local schoolchildren.The wind
turbine has no known negative impact on wildlife, the environment, or land use.The
historical data collected for the system indicate that there is a poor correlation between
the quantity of energy purchased and the quantity of water treated at the GCW system.
The subject GCW system was constructed as a prototype for the collection of data to be
used during the design of subsequent systems.This subject system may be relatively inefficient in terms of energy used to heat and cool the treatment system components.
Although the wind system generates sufficient energy to satisfy the needs of the treatment system, including the submersible well pump, the wind energy supply falls far
short of matching the quantity of energy purchased for the system. It is concluded that
the cost efficiency of future systems would greatly benefit if one of the bases of design
was energy efficiency. Furthermore, the preliminary results indicate that it may be possible to operate the GCW system using solely wind power if the only energy demands
were those required for circulating and treating groundwater.
The data indicate that the GCW, which was designed for “continuous” operation, operates, on average, approximately 75 percent of the time. It may be concluded that this
time period would be appropriate for the design of an off-grid renewable energy system.
That is, it would only be necessary to specify energy storage capabilities, which would result in system operation 75 percent of the time instead of 100 percent of the time.
The preliminary data collected from this study also encourage the development of a
remedial system that uses wind energy without storage. A significant quantity of groundwater could be pumped if a variable frequency drive pump matched to the wind turbine
was employed at the study site or a site with similar or greater wind resources.
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Exhibit 1 – Nebraska Wind Map (Elliott, D.L., et al., 1986)
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Exhibit 2 – GCW1 Diagram

Exhibit 3 – Campbell CR1000 data logger
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Exhibit 4 – Calibration testing set-up
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Exhibit 5 – Calibration power supply
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Exhibit 6 – Calibration 3 phase testing loads

Device
OSI Model W-014E
OSI Model W-059E
OSI Model W-113E

Percentage Error Range
0.01 to 2.6%
0.4 to 6.8%
0.0 to 15.6%

Exhibit 7 – Calibration test results

Power Level
240VAC, 3 phase
240VAC, 3 phase
240VAC, 3 phase

Exhibit 8 – New NREL Nebraska wind energy map (NREL, 2005)
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Exhibit 9 - Weibull distributions (Bowden, 1983)
Seasonal Averages
Yearly Averages
c
k
k
C
3.95
1.59
1.54
3.80
4.22
1.51
3.65
1.63
3.46
1.55
5.19
2.06
4.25
1.67
4.77
1.79
Dayton Ohio
3.11
1.58
3.89
1.59
5.11
1.94
4.86
1.85
Des Moines Iowa
5.63
2.03
4.04
1.92
4.72
1.76
6.87
2.17
6.05
2.06
New York City
6.49
2.23
5.31
2.31
5.70
1.97
7.41
2.39
6.71
2.38
Boston Massachusetts
7.26
2.49
6.02
2.81
6.25
2.42
6.06
1.86
5.28
1.80
Providence Rhode Island
6.08
2.14
4.67
2.24
4.65
1.84
Exhibit 10 – Seasonal and yearly Weibull shape k and scale c values (Bowden, 1983)
Denver Colorado
Winter
Spring
Summer
Fall
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Missouri University of Science and Technology
Geological Engineering Department
Calibration Test Results
Sheet 1 of 2
Device: Watt hour transducer
Manufacturer: Ohio Semitronics Inc.
Model: W-014E
S/N: 2395
Calibration Date: OSI Calibration 2/05
UMR Calibration 6/05
Run A
Input Volts = 225.7VAC
Input Power = 3.116 kw
Input Power Quantity = 3.116kwh
Length of Test = 60 minutes
Measured power rate = 3.131 (pulsed) Percentage Difference = 0.5%
Measured power rate = 3.088 (rate) Percentage Difference = 0.9%
Measured power rate = 3.138 (integration) Percentage Difference = 0.7%
Measured power quantity = 3.131 (pulsed) Percentage Difference = 0.5%
Measured power quantity = 3.088 (rate) Percentage Difference = 0.9%
Measured power quantity = 3.138 (integration) Percentage Differ = 0.7%
Run B
Input Volts = 224.6VAC
Input Power = 3.14kw
Input Power Quantity = 0.419kwh
Length of Test = 8 Minutes
Measured power rate = 3.06 (pulsed) Percentage Difference = 2.6%
Measured power rate = 3.09 (rate) Percentage Difference = 1.5%
Measured power rate = 3.137 (integration) Percentage Difference = 0.01%
Measured power quantity = 0.408 (pulsed) Percentage Difference = 2.6%
Measured power quantity = 0.412 (rate) Percentage Difference = 1.7%
Measured power quantity = 0.418 (integration) Percentage Differ = 0.2%
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Missouri University of Science and Technology
Geological Engineering Department
Calibration Test Results
Sheet 2 of 2
Device: Watt hour transducer
Manufacturer: Ohio Semitronics Inc.
Model: W-014E
S/N: 2395
Calibration Date: OSI Calibration 2/05
UMR Calibration 6/05
Run C
Input Volts = 223.5VAC
Input Power = 2.09kw
Input Power Quantity = 3.169kwh
Length of Test = 91 Minutes
Measured power rate = 2.09 (pulsed) Percentage Difference = 0.0%
Measured power rate = 2.04 (rate) Percentage Difference = 2.4%
Measured power rate = 2.084 (integration) Percentage Difference = 0.3%
Measured power quantity = 3.164 (pulsed) Percentage Difference = 0.2%
Measured power quantity = 3.094 (rate) Percentage Difference = 2.4%
Measured power quantity = 3.161 (integration) Percentage Differ = 0.3%
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Missouri University of Science and Technology
Geological Engineering Department
Calibration Test Results
Sheet 1 of 2
Device: Watt hour transducer
Manufacturer: Ohio Semitronics Inc.
Model: W-059E
S/N: 87445
Calibration Date: OSI Calibration 2/05
UMR Calibration 6/05

Run A
Input Volts = 220.6VAC
Input Power = 2.97kw
Input Power Quantity = 0.446kwh
Length of Test = 9 Minutes
Measured power rate = 3.00 (pulsed) Percentage Difference = 1.0%
Measured power rate = 2.82 (rate) Percentage Difference = 5.0%
Measured power rate = 2.90 (integration) Percentage Difference = 2.3%
Measured power quantity = 0.45 (pulsed) Percentage Difference = 0.9%
Measured power quantity = 0.423 (rate) Percentage Difference = 5.0%
Measured power quantity = 0.435 (integration) Percentage Differ = 2.4%
Run B
Input Volts = 217VAC
Input Power = 10.39kw
Input Power Quantity = 2.08kwh
Length of Test = 12 Minutes
Measured power rate = 11.1 (pulsed) Percentage Difference = 6.8%
Measured power rate = 10.0 (rate) Percentage Difference = 3.7%
Measured power rate = 10.35 (integration) Percentage Difference = 0.4%
Measured power quantity = 2.22 (pulsed) Percentage Difference = 6.7%
Measured power quantity = 2.00 (rate) Percentage Difference = 3.8%
Measured power quantity = 2.07 (integration) Percentage Differ = 0.4%
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Missouri University of Science and Technology
Geological Engineering Department
Calibration Test Results
Sheet 2 of 2
Device: Watt hour transducer
Manufacturer: Ohio Semitronics Inc.
Model: W-059E
S/N: 87445
Calibration Date: OSI Calibration 2/05
UMR Calibration 6/05

Run C
Input Volts = 218.3VAC
Input Power = 6.83kw
Input Power Quantity = 6.49kwh
Length of Test = 61 Minutes
Measured power rate = 6.435 (pulsed) Percentage Difference = 0.9%
Measured power rate = 6.16 (rate) Percentage Difference = 3.4%
Measured power rate = 6.14 (integration) Percentage Difference = 3.8%
Measured power quantity = 6.33 (pulsed) Percentage Difference = 2.5%
Measured power quantity = 6.26 (rate) Percentage Difference = 3.5%
Measured power quantity = 6.241 (integration) Percentage Differ = 3.8%
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Missouri University of Science and Technology
Geological Engineering Department
Calibration Test Results
Sheet 1 of 1
Device: Watt hour transducer
Manufacturer: Ohio Semitronics Inc.
Model: W-113E
S/N: 12876
Calibration Date: OSI Calibration 2/05
UMR Calibration 6/05
Run A
Input Volts = 227.4VAC
Input Power = 6.22 kw
Input Power Quantity = 1.451kwh
Length of Test = 14 minutes
Measured power rate = 6.381 (pulsed) Percentage Difference = 2.5%
Measured power rate = 6.002 (rate) Percentage Difference = 3.5%
Measured power rate = 6.22 (integration) Percentage Difference = 0.0%
Measured power quantity = 1.489 (pulsed) Percentage Difference = 2.6%
Measured power quantity = 1.400 (rate) Percentage Difference = 3.5%
Measured power quantity = 1.459 (integration) Percentage Differ = 0.6%

Run B
Input Volts = 227.2VAC
Input Power = 2.162kw
Input Power Quantity = 0.249kwh
Length of Test = 7 Minutes
Measured power rate = 2.331 (pulsed) Percentage Difference = 7.0%
Measured power rate = 2.136 (rate) Percentage Difference = 1.2%
Measured power rate = 2.465 (integration) Percentage Difference = 14%
Measured power quantity = 0.272 (pulsed) Percentage Difference = 9.2
Measured power quantity = 0.288 (rate) Percentage Difference = 15.6%
Measured power quantity = 0.252 (integration) Percentage Differ = 1.2%
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Calibration Photo 1
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Calibration Photo 2

Calibration Photo 3
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Predicting Medium Sized Wind Turbine Performance in
Russia and America
Ronald E. Gallagher1 and Andrew C. Elmore2

Abstract

This paper is written for the environmental practitioner who is unfamiliar with the
basic concepts of wind energy and application steps to a project. It presents a
simplified and low cost methodology to estimate the performance of small to
medium (10kW) sized wind turbines in Russia and America. This new
methodology makes use of readily available information and standard
spreadsheet programs to calculate the monthly energy output from residential and
commercial sized wind turbines. This methodology is then tested using data from
10kW wind turbine located at a contaminated groundwater site in Nebraska,
United States of America (USA). The two key elements of this simplified
method is the use of previously collected wind data that is in standard Excel
spreadsheet format that can readily be applied to a Monte Carlo simulation
software package called Crystal Ball. Prior to application to Crystal Ball it was
necessary to use Minitab software to perform statistical analysis of the raw wind
data. The Crystal Ball simulation software will perform thousands of simulations
to produce a risk assessment. This risk assessment will be the form of cumulative
distribution function curves of either energy or wind speed.

Keywords

Small scale wind turbines; monthly energy output; Weibull; wind speed
distribution; average wind speed; Crystal Ball; regional climate centers; power
curve; wind turbine; WindCad; Minitab; risk assessment; cumulative
distribution function; Excel; simulation; Monte Carlo; WAsP; Russian Wind
Atlas.

Introduction
This paper will introduce the methods used to determine and calculate wind

turbine output from simple maps or equations to sophisticated commercial
software packages. Next this paper will show how to combine raw wind data,
Minitab and a wind turbine manufacturer’s turbine power output curves in the
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Crystal Ball simulation software. A Monte Carlo simulation technique is one that
generates thousands of combinations of various governing parameters that will
results in a set of cumulative distribution function values for wind speeds and for
generated power. As a calculation tool to speed up the repetitive calculation tasks
the popular Crystal Ball software was employed. The major advantage of such
software is that the analysis provides a quantification of the uncertainty or risk of
wind turbine project investment money and the application of the wind turbine
power. An excellent reference for general to detailed wind energy principles is
Wind Characteristics (Rohatgi, 1994), Wind Energy Systems (Johnson, 1985),
Wind Energy Explained (Manwell, et.al., 2002) or Wind Turbine Technology

(Spera, 1994).
Wind Energy Maps

Wind energy maps are available for many areas of the world and provide a quick
and approximate estimate of the wind power in a general area. In most formats
the map scale allows good estimates for large scale “wind farm” projects but does
not permit accurate wind energy for a single wind turbine site because of highly
variable site specific characteristics such as elevation, terrain and wind shear. For
Russia, a set of wind maps are presented in the Russian Wind Atlas (Starkov,
et.al., 2000). The classic wind set of wind energy maps in the USA is the Wind
Energy Resources Atlas of the United States (Elliott, et.al., 1986). Exhibit 1 is

the Nebraska map from Elliott, et.al. (1986). An updated source of wind maps
covering the United States is available from the United States Department of
Energy, National Renewable Energy Laboratory (NREL) web site at
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www.eere.energy.gov. Some states may have their own wind map and a listing of
those and other miscellaneous sources can be found on the “Wind Energy
Resource Information” on the NREL web page. For other areas of the world,
Rohatgi (1994) presents large scale maps of many countries while for more
detailed information one is referred to the WAsP 8 manual (Mortensen, et.al.
2004).
The General Energy equation

A simple but widely accepted equation to calculate the instantaneous output of
a wind turbine is given in Manwell (2002). The power density, P/A, (W/m2) is a
function of air density, ρ, (kg/m3), and the wind velocity (assumed uniform), U,
(m/s). Most wind turbine manufacturers will use a sea-level air density (1.225
kg/m3) at 15oC.

P
A

1 3
ρU
2

( 1)

Note that:
i)

The wind power density is directly proportional to the density of the air.

Many manufacturers will standardize at sea level and at 15o C.
ii)

Power from the wind is proportional to the area swept by the wind turbine

rotor
iii)

Power from the wind turbine is directly proportional to the cube of the

wind speed (at standard conditions a constant wind speed of 5m/s will produce
80W/m2 while doubling the wind speed to 10m/s will yield 610W/m2).
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If wind speed is constant the calculation of total energy (without any
mechanical losses) would simply be integration with time. German Physicist
Albert Betz (Betz, 1926) proved mathematically that only 16/27 or 59.2% of the
wind’s kinetic energy can be converted into mechanical energy (without any
regard to system’s mechanical losses such as friction, bad bearings, poor wind
turbine blade design, etc). Integration using hours will result in the standard
power units of kilowatt-hours (kWh).
Unfortunately wind speed is rarely constant especially for time periods beyond
hours (i.e. days, weeks and months). Although use of average (“mean”) wind
speed can be found in some manufacturer’s literature as a way to calculate long
wind power output a more accurate representation of long term wind speed has
been found by wind researchers. When considering the compilation of many
hours or days of wind speed values will follow a Weibull distribution. The
Weibull results in distribution shape that does not follow the more familiar
normal distribution (Exhibit 2) for which the average value is an accurate
representation of the entire data set. Exhibit 3 illustrates the general curve
skewing characteristic of the Weibull distribution (especially in the right portion
of the distribution). Therefore if one calculates the mean value of the set of wind
speeds to represent the data set, there will be a major error since the mean value
of a Weibull distribution is to the right. This difference in mean locations will
result in error of 16.5 times (Danish Wind Industry Association, 2006) in wind
power values. Recalling in equation 1 above that the power increases by a cubic
function reveals the reason of such an error.
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The Weibull distribution has two very important parameters that are used to
describe the height and base dimensions of various curves. Shape is a height
description (see Figure 3) and is known as k and to provide magnitude another
descriptor known as Scale which uses the symbol c (Bain, 1992). Exhibit 3 is
also an illustration of the various sizes of Weibull curves. Typical wind speed
Weibull curve shape values are from the 2 to 4. Since some wind turbine studies
will lack any formal statistical data analysis some wind power software will
default to a k=2. At a value of 2 the Weibull curve is known as the Rayleigh
distribution (Bain, 1992). For the most accurate determination of wind speed
Weibull curve shape and scale will require hundreds or thousands of averages of
ten minute to hourly interval values. A common statistical program such as
Minitab can easily do this analysis for Weibull parameters. If one uses only
monthly (12 values) or yearly average the data set of wind speeds will form a
normal distribution (Johnson, 1985).

Power Equation Applied to Wind Turbine Long Term Energy Output

Equation 1 above will calculate the instantaneous wind turbine power output
but must be modified in order to be useful for long term power calculations and
to incorporate the more accurate Weibull wind distribution parameters.
Reviewing Exhibit 3, the wind turbine energy is found under the Weibull curve
(Danish Wind Industry Association, 2005). Elmore, et.al., (2004) presents the
most common equation used to establish the most likely probabilities of a given
wind speed to occur. The function will calculate the probability f that a given
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wind speed x will occur given the average turbine hub wind speed u and a
Weibull shape factor k according to the following equation:

f ( x)

0.89k ⎛ 0.89 ⋅x ⎞
⋅⎜
⎟
u ⎝ u ⎠

k −1

⎡ ⎛ 0.89 ⋅x ⎞ k⎤
exp⎢−⎜
⎟⎥
⎣ ⎝ u ⎠⎦

( 2)

Equation 2 will yield the wind turbine energy for a range of wind speeds that
are experienced at the wind turbine site. For example, a given period of wind
records indicates a range of speeds from 1 to 20m/s. The probabilities calculated
from equation 3 are then used to calculate the discrete values of wind turbine
energy output for consecutive 1, 2, 3, to 20 m/s intervals using the manufacture’s
turbine power curve. Additional factors such as wind shear, turbulence, elevation
air temperature, etc. are needed to improve the estimate of energy by equation 2
but these factors are discussed later. The use of equation 2 and turbine power
rating curve for given period of wind speeds for one month or one year will yield
only energy output for that period of time and under that set of wind conditions.
The smallest time interval for calculation of power is recommended at one
month. Time intervals smaller than one month will not give accurate energy
output values. Too large of a time interval (or lumping of wind speeds) will
reduce the accuracy of the calculated energy. For example the largest time
interval found in the literature for combining wind speeds is yearly averages
(Bowden, et.al. 1983). Exhibit 4 is from Bowden, (1983) and shows the
difference in seasonal and yearly values of Weibull shape (k) and scale (c) values.
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No matter what data interval is selected one can see that the value of the
resulting energy output from equation 2 will depend upon the length of record for
that selected time period. For example compare the value of the calculated
energy output using the Weilbull values calculated from 31 days (one month) of
January wind speed data at station X versus 310 days (10 January months or 10
years) of wind speed data at station Y. The 310 days of January data will yield a
better statistical predication. Most consulting projects will not permit the
collection of many months or years of wind speed data prior to the actual start of
the project itself. This is exactly why the simulation portion of this paper was
developed and tested. A consultant needs a technique that to use limited data and
predication wind and energy at a site. The advantage of a simulation technique is
to use the basic behavior properties that govern the wind to predict with greater
accuracy. Hand calculation simulation is possible but is limited in the number of
trials due the slow computation time. Using a computer permits far greater
number and more complex simulations in far less time. Furthermore, the
computer will permit the use of probability distribution functions for important
factors such as wind shear, turbulence factor and air density.

Computer Simulation of Wind Turbine Output

Use of a computer and related software can enable the simulation of thousands
of various test conditions in only a few seconds. Hence, given the random
variability of wind speed, wind shear, turbulence factor, air density, etc. can be
inputted into the program to better calculate a wind speed and energy output of
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the wind turbine. Another major advantage is that a range of risk is calculated
with each wind speed and energy value. The present state of the art in wind
turbine computer simulation techniques falls into two classes. The first class is
the large megawatt wind farm simulation software (such as WAsP). The second
class of simulation software is that provided by government agencies or
equipment manufacturers for small (1kW) to medium (10kW) sized turbines. An
excellent example of government software is HOMER while from the
manufacturer’s area WindCad. While WAsP is a utility grade package costing
thousands of dollars HOMER and WindCad are free. Capabilities are vastly
different along with the learning curve for each package.
Some wind turbine manufacturers and government agencies have developed
several software packages to predict the energy output from a single wind turbine
unit. Such simulation software can range from only providing an energy output
for a given time period to more detailed analysis that considers the total energy
consumption of the building. Presented in Exhibit 5 is a chart of the various
small to medium system software available. Data input requirements range from
just an average wind speed to actual Weibull shape and scale numbers. The price
is generally free and also unsupported if one encounters problems in operation.
Training classes are absent along with any help files to aid the user. Some
software use standard and well known software programs such as Excel to
provide a computational framework for calculations. It is this type of software
that will be the most useful for the typical environmental practitioner working
with small to medium wind turbines.
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New Simulation Procedure

The new simulation procedure described in this paper is combination of the
Excel based energy output spreadsheet called WindCad by the Bergey Wind
Turbine Company and the popular Crystal Ball software. By the combination of
these two software products will permit the calculation of various wind turbine
energy outputs along with a risk factor associated with each wind and energy
value. The risk factors enable one to make better decisions as the value for the
money and operational capability of the wind turbine and associated equipment.
This new procedure does not presently provide any forecasts of future wind
velocities (i.e. what speed will the wind be blowing 7 hours form now). The large
scale models such as WAsP or Windpro can provide forecasting values.
Collection of wind data for a large turbine – wind farm project is via a custom
constructed metrological tower that contains multiple anemometers at differing
elevations. Such costly instrumentation is very useful since actual measured
values of wind velocity, wind shear, and turbulence can be used and thereby
reducing the variability in future calculations. Of course the vast majority of
environmental practitioners will not be able to afford the cost or have the time to
collect wind data at the project site. In the simulation we developed for this paper
will use existing data sources. For Russian applications, the Russian Wind Atlas
provides wind statistics for over 332 stations located in 25 metrological districts
in Russia. Exhibit 6 shows the location of these stations. One station is located
in Perm. Long term statistical data analysis is available for 200 stations of the
332 stations in Russia. The major portion of the atlas is devoted to the
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representation of wind statistics for each station in the form of wind roses and
histograms (see Exhibits 7 and 8). In the USA wind data is available from the US
Weather Service, local, state or city agencies or regional climatic data centers. It
is the last one, regional climatic data centers that offer the best source of wind
speed data for most environmental practitioners. Contained in Exhibit 9 is a
listing of such regional data centers. This study made extensive use of the three
High Plains Climatic Center metrological stations. The data from these centers is
downloadable in Excel format and reasonably priced. Furthermore, there is
extensive quality control controls to assure accurate data. These detailed quality
control measures would probably be better than what most environmental
practitioner could employ at their own site. Finally the length of record for
nearly all stations are greater than 5 years and in some cases may be over 20
years in length. Such observational time periods are nearly never available to the
usual environmental consulting project. The following are the two major steps for
processing the wind data in for use in the simulation model.
Step One – Wind Data
Select three weather stations that are near and have similar settings as the

proposed wind turbine site. Care is needed to see that the selected stations are
nearly the same topographic elevation and have similar wind shear exponent. The
wind shear exponent is a measure of the surface roughness of the wind flowing
over the ground surface (similar to Manning’s n value in fluid flow). Exhibit 10
(Rohatgi, 1994) provides a range of values that are typically found at
metrological sites. Some regional data centers can provide partial to complete
panoramic photographs around their metrological sites. Thereby the photos can
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provide a quick and approximate method to assess and rank potential
metrological sites when trying to pick out the three stations. Establishment of
wind shear values will require a field trip to each metrological site for an accurate
assessment and prior to simulation calculations. After the three stations have been
selected then one needs to download the hourly (preferred) or daily average wind
speeds for each month into 12 monthly separate spreadsheets consisting of all
years of records for January, another for February, etc. For example, Station A
that has 15 years of record will yield 12 different spreadsheets. The first
spreadsheet will be January and it will contain 15 columns of data. Arrangement
of the raw wind data into the standard Excel spreadsheet format will enable the
direct application of the statistical software package called Minitab. Minitab is a
common, powerful and easy to use statistical software package developed by
Minitab Incorporated (www.minitab.com) that has several applications to the
environmental field. Once all data from the weather stations is in Excel format
one can enter it into Minitab via the worksheet transfer routine. Minitab is
needed to perform several more complex statistical calculations that Excel cannot
easily perform. First, Minitab will take each spreadsheet of monthly wind speeds
and calculate the Weibull shape and scale values for each year of January,
February, etc. For example, for 15 years of record at Station A Minitab analysis
will produce 15 Weibull shape (k) values and 15 Weibull scale (c) values. At this
point we now have a series of Weibull shape and scale values that could entered
into WindCad or other previously cited hand method to calculate 15 separate
values of wind turbine energy output. Unfortunately these 15 values would not

125
have any risk numbers associated with each value. In order to calculate risk
values we need to employ the Monte Carlo simulation technique described later
in this paper. In preparation for the simulation calculation process one additional
task is to be done by Minitab. From our Nebraska, USA research study (described
later in this paper), it was found that Weibull shape values will follow a second
Weibull distribution. Analysis upon the Weibull scale values will follow a
gamma distribution function. These second level of probability distribution
functions are required in the simulation software in order to calculate risk values.

Step Two – Energy Calculations
The heart of the calculation process is the application of equation 2 above.

Recall that this equation will provide an energy output value for a given time
period. By itself it will yield only a single energy value for that set of input values
and provide no risk value for that calculated energy value. A simple method to
calculate a energy output at the 50% risk factor would be to calculate a mean
wind speed and then use equation 2. This procedure would incorrectly assume
that the wind speeds follow a normal distribution and that there are no other
processes having random variable inputs to determine wind speed. As shown
above, there are several random variable inputs such as wind shear, turbulence,
etc. that each have there own range of values that follow some probability
distribution function. Therefore to better calculate energy and associate risk value
a Monte Carlo simulation process is appropriate. This Monte Carlo process can
be found in a popular software simulation tool called Crystal Ball. Created by
Decisioneering (www.crystalball.com) it has many applications simulation in the
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environmental field. A major advantage of Crystal Ball is the fact that it uses
Excel spreadsheets as it data input format. Therefore using an energy calculation
format that follows Excel format will enhance the application of Crystal Ball.
One energy calculation technique uses Excel as a method to enter and calculate
wind turbine energy output is the Bergey WindCad method. Working together
the Bergey WindCad will calculate wind turbine energy outputs while the Crystal
Ball will repeat the calculation process thousands of times using the statistical
boundaries conditions of the random variables set by the user. Therefore such
variables like wind shear are described in Crystal Ball using a probability
distribution function and associated range of appropriate values. The end product
is no longer simply a single wind turbine energy value but a series of energy
values that each having a percentage of risk value.
Nebraska, USA Research Application Example

The application of the above described procedures and simulation process was
performed at the former Nebraska Ordnance Plant near Mead Nebraska, USA
(approximately 62km NNE of Lincoln). In 2003 a 10kW Bergey Wind
Company Model Excel S wind turbine was mounted on a 30.48 meter tower at an
innovative groundwater circulation well (GCW1) groundwater remediation site
(Elmore, et.al. 2004). The wind turbine is in a Class 3 area (see Exhibit 1) as per
Elliott et.al. (1986). From this exhibit the wind will generate 150 to 200W/m2 of
wind turbine blade area at a height of 10 meters with a mean wind speed of 5.1 to
5.9 m/s. The purpose of this research is to test the use of regional climate centers
to predict energy output, evaluate the replacement of grid power with green
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power and study the steps and effects of integration of the variable power output
of a wind turbine power source in the operation of a standard three phase power,
240 VAC power systems. This system contains several motors (from one to five
horsepower) used to operate two pumps and air stripper blower motors.
Instrumentation is mainly composed of Ohio Semitronic Incorporated (OSI)
sensors that measure various motor and generator outputs that are then recorded
by a Campbell Scientific CR1000 datalogger. Wind speed values during the
study at the GCW1 study site from a NRG Wind Explorer anemometer mounted
on the wind turbine tower and also from three nearby metrological stations
operated by High Plains Regional Climatic Center (HPRCC) (see Exhibit 9). The
HPRCC stations used in this study were Mead, Meadgrofarm and Meadturffarm
and are described in Exhibit 11. Three HPRCC weather stations were selected to
determine the variability of records (Weibull shape and scale values). The
location of our study site is very close to the HPRCC stations and thereby
provided us an unusual chance to perform these comparisons of wind parameters,
measured energy output and simulation results.
Average daily wind speeds were downloaded from the HPRCC web site and
converted into Excel spreadsheets for analysis by Minitab software. Each month
of wind speed daily averages was compiled into a spreadsheet so that Minitab can
calculate the Weibull shape and scale values for each month of data. Evaluation
of the effect of long and short term wind records upon the shape and scale values
was conducted. Exhibit 12 is a results of analysis of one month (March 2005) of
using daily averages (31 values) versus ten minute of averages (2089 values)
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covering the same month. Note that the short records yield nearly the same shape
value as the greater number data points. Later in this study it was found that
number of years of data does not greatly change the Weibull shape and scale
values. Differences in scale values are due to the differing heights of the NRG
and HPRCC gages. Finding little difference shape values is helpful to the
environmental practitioner that nearly always will have short data bases. To better
evaluate the need for multiple weather stations and length of record and thereby
possibly reduce the volume of wind data input into the calculation process four
data scenarios were investigated. Exhibit 13 indicates how the time and location
data were combined to find any short cut to analysis. Early in the study
preliminary shape and scale numbers were entered into Minitab to determine the
probability distribution functions for each. Minitab indicated the best fit for
Weibull shape numbers as being second Weibull distribution. The best
probability distribution for Weibull scale numbers was found to be a gamma
function. The result of this work was a series of Weilbull shape and scale values
for the original Weibull shape values and a series of gamma shape and scale for
each Weibull scale numbers for each scenario. Since the simulation software
requires knowing the probability distribution function for the Weibull shape and
scale values the values were sorted into two spreadsheets. The first spreadsheet
was compiled to form 12 separate spreadsheets that contain a listing of Weibull
shape values for each year’s of January data; another spreadsheet listing all of the
Weibull shape values for February, etc. Exhibit 14 is a partial listing of the
Weibull shape numbers as derived from a Weibull distribution of Weibull shape
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values for the Mead, Meadgrofarm, and Meadturffarm stations. Exhibit 15 is a
partial table of the Weibull scale numbers as derived from a Weibull distribution
of Weibull shape values for the Mead, Meadgrofarm, and Meadturffarm stations.
As described earlier the best probability distribution of the three HPRCC station
Weibull shape numbers was a second Weibull distribution. Whereas for the
Weibull scale numbers derived from wind data is a gamma distribution. Exhibit
16 is a partial listing of the all the gamma shape numbers as derived from a
gamma distribution of Weibull scale values for the Mead, Meadgrofarm, and
Meadturffarm stations. Exhibit 17 is a partial table of the all gamma scale
numbers as derived from a gamma distribution of Weibull shape values for the
Mead, Meadgrofarm, and Meadturffarm stations. These various statistical
distribution functions and values are needed by the simulation software to
calculate a range of probable values and risk values.
Although writing your own spreadsheet to use equation 2 to calculate the
energy output is possible we used the readily available Bergey WindCad
spreadsheet for their Excel S turbine (10kw). This spreadsheet is available free
from the Bergey web site (see Exhibit 6). Due to the varying shape of the
Weibull wind speed curve it is best to calculate the energy in slices (bins) of
energy that are 1m/s in width and then sum the values for the total energy slices.
For example the Bergey 10kW wind turbine at an average monthly wind speed of
3.83m/s has a 6.5 to 7.5 m/s bin of energy that will output 2.22 kw of power. But
since this bin wind speed is part of the Weibull distribution of the total range of
wind speeds, the 2.22kw is factored by a appropriate percentage. For this bin the
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monthly power is then calculated using a time interval for of 9.98%. This results
in a net monthly power contribution of 0.221kW for the 6.5 to 7.5 m/s bin. In
similar fashion, all of the remaining wind speed bins are computed and then
summed for a monthly total. After running the entire spreadsheet one will find an
energy output of that entered wind speed or for a set of Weibull shape and scale
values (either method works equally well). The spreadsheet allows the changing
of turbulence and wind shear values but no statistical distribution function can be
entered. These values are important to the final answer and will require a field
trip to the project site to determine. The result from this spreadsheet is a single
energy value for one month. No risk values are given for the calculated energy
value simply a kilowatt hour energy output value. To develop the risk values one
would have modify the random variable factors listed on the Bergey spreadsheet
to reflect their probability distribution function for applicable range of values as
determined by the site conditions. Exhibit 18 is a listing of random variables,
probability distribution function and range of values used at the Nebraska field
site. One variable not included in the study calculations is the power curve
uncertainty values. Since we were using a manufactures power curve rating as
given in WindCad we did not attempt to enter this as a variable in the calculation
process for this initial study. Perhaps in a later study the variable power output
can be added. An excellent sources for such data is NREL and there wind turbine
testing certification program. Except for wind turbine power curve variability,
Exhibit 18 probability distribution functions were used in a simulation program
Crystal Ball. This simulation software along with the WindCad will produce a
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risk factor value associated with the calculated energy or wind value. The risk
probability values are generated by the Monte Carlo analysis routine in which the
WindCad is recalculated thousands of times using the various probability
functions listed in Exhibit 18. To confirm which variable produce the greatest
effect upon the outcome a sensitivity analysis was conducted. The Crystal Ball
will easily perform a sensitivity analysis. This analysis has shown that for the
Nebraska data set that Weibull scale influences the final answer the greatest. For
the Nebraska study site the number of re-calculations was set at 10,000 times.
The two most useful tables from the Crystal Ball analysis are shown in Exhibits
19 and 20. Both exhibits show that the degree of risk for selecting the wind
turbine at various levels of monthly energy output or wind speed. Exhibit 19 is
an example of the monthly graphs generated by Crystal Ball showing energy
versus percentage of cumulative distribution function (CDF). Exhibit 20 is
typical of corresponding graphs of wind speed versus percentage of cumulative
distribution function (CDF). These exhibits graphically shows the very rapid rate
of energy or wind change at the extreme ends of the CDF. This rapid change is
typical in all the CDF plots made and is very helpful in selecting the wind turbine
size and also in the selection of energy using devices such as motors. Another
characteristic of the nearly all of the CDF plots and shown in Exhibits 21 and 22
are the parallel traces of values for the Mead, Meadgrofarm and Meadturffarm
plots. There was only four times in which the traces crossed each other. A
comparison plot (Exhibit 23) for Scenarios 1, 2, 3 and 4 reveal that the lumping
of data by season or station reduces the details that can be seen in the monthly
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and individual station results. From Exhibit 23 the best correspondence between
the reference station (NRG) at GCW1 is to Meadgrofarm. The three stations
show differing results that are not related to length of record or proximity to the
default reference of GCW1 station. The only major factor that is apparent is that
Meadgrofarm is nearly perfectly aligned to the prevailing wind direction (down
wind) of GCW1. Three separate stations yielded approximately the same shape
of curves that result in more or less risk depending upon the risk adversity of the
user. From these plots one can read the CDF value for a specific energy or wind
value and thereby assess the risk of generating a given energy value or wind
speed.

Conclusions

A new analysis procedure was developed for the predication of operational
success of small to medium sized wind turbines. The major parts of this
procedure make use of existing data and existing software programs. It was
found that for the Russian Wind Atlas or regional climatic data centers can
supply weather data at locations that may be close to the proposed wind turbine
site, in Excel format and at low cost. The wind data in Excel format can be
readily used by Minitab software to calculate the needed statistical probability
distribution functions and associated parameter values that are needed to perform
predicative calculations. Using only the raw Minitab results one can calculate
monthly energy outputs using various software packages listed in this paper.
Bergey’s Windcad is an example of software that can calculate a monthly energy
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output of a wind turbine.
Although a single energy values is useful this paper describes the application of a
simulation software package called Crystal Ball. This software package will take
the variables in the calculation of the wind turbine output and develop various
risk values for each energy output or wind speeds. With knowledge of risk
values the environmental practitioner can assess the operational success of the
wind turbine. The risk values can also be used to determine the needed for
alternate power sources (photoelectric, batteries, etc.) or the need for additional
wind turbines. As a test case, our Nebraska, USA wind turbine study site was
evaluated using the above procedure and discussed in this paper.
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Exhibit 1 - Nebraska average wind power classes (after Elliott, et. al., 1986)

Exhibit 2 - Normal distribution curve (Rohatgi, 1994)
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Exhibit 3 - Weibull density functions for various shape values with scale =2
(Rohatgi, 1994)
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Site
Denver Colorado
Winter
Spring
Summer
Fall
Dayton Ohio

Des Moines Iowa

New York City

Boston Massachusetts

Providence Rhode Island

Seasonal Averages
k
c
3.95
1.59
4.22
1.51
3.65
1.63
3.46
1.55
5.19
2.06
4.77
1.79
3.11
1.58
3.89
1.59
5.11
1.94
5.63
2.03
4.04
1.92
4.72
1.76
6.87
2.17
6.49
2.23
5.31
2.31
5.70
1.97
7.41
2.39
7.26
2.49
6.02
2.81
6.25
2.42
6.06
1.86
6.08
2.14
4.67
2.24
4.65
1.84

Yearly Averages
c
k
3.80

1.54

4.25

1.67

4.86

1.85

6.05

2.06

6.71

2.38

5.28

1.80

Exhibit 4 – Seasonal and yearly Weibull shape k and Scale c values
Name
WAsP (Wind Analysis
and Application
Program)
WindPRO

GH WindFarmer

Agency
Riso National
Laboratory
Roskilde Denmark
EMD International A/S
Niels Jernesvej 10
92220 Aalborg O
Denmark
Garrad Hassan
America, Inc.,11770
Bernardo Plaza Court,
Suite 209
San Diego, CA 92128

Web Address
http://www.wasp.dk/index.htm
http://www.emd.dk/

http://www.garradhassan.com/

Exhibit 5 – Large scale wind turbine computer models
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Exhibit 6 – Location of wind stations used in Russian Wind Atlas

Exhibit 7 – Wind Rose and Frequency for Bugrino, Russia
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Exhibit 8 – Wind Rose and shear/speed distribution for Bugrino, Russia
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Center Name
High Plains
Regional
Climate Center

States Covered
ND, SD, NE,
KS, CO, WY

Midwestern
Regional
Climate Center

OH, MI, WI,
MN, IA, MO,
IL, KY

Northeast
Regional
Climate Center

ME, VT, NH,
CT, RI, NJ,
NY, DC, WV,
MA, MD

Southeast
Regional
Climate Center

VA, NC, SC,
GA, FL, AL

Southern
Regional
Climate Center

TN, AL, AR,
LA, OK, TX,
MS

Western
Regional
Climate Center

WA, MT, OR,
ID, CA, NV,
UT, AZ, NM

Street Address
University of
Nebraska, 236
L.W. Chase
Hall, Lincoln,
NE 68583-0728
2204 Griffith
Drive
Champaign, IL
61820
1123 Bradfield
Hall, Cornell
University,
Ithaca, New
York 14853
1000 Assembly
St., Suite 230,
Columbia, SC
29201
E328 HoweRussell
Complex,
Louisiana State
University,
Baton Rouge,
LA 70803
2215 Raggio
Parkway, Reno,
NV 89512

Exhibit 9 – Regional climatic centers in United States

Web Address
http://www.hprcc.unl.edu/

http://mcc.sws.uiuc.edu/

http://www.nrcc.cornell.edu/

hppt://www.sercc.com/

http://www.srcc.lsu.edu/

http://www.wrcc.dri.edu/
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Exhibit 10 - Surface roughness values (Rohatgi, 1994)

Distance from
Ground to
Anemometer
(m)
Ground
Elevation (m)
Azimuth from
GCW1 to
station
Length of
Record (yrs)
Percent of
Station
Perimeter in
Corn
(alternating
years)
Radial
Distance from
GCW1 (m)

Mead

Meadgrofarm

Meadturffarm

3

3

3

NRG at
GCW1
25

366

351

366

357

236

155

241

-

25

12

20

1

90

50

0

0

6372

3231

3720

0

Exhibit 11 – High plains regional station data
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Station

Number of
Data Points

NRG

2089 ten
minute
intervals
Mead
31 daily
Meadgrofarm 31 daily
Meadturffarm 31 daily

Length of
Record
(yrs)

c
7.244

Height of
Anemometer
Above
Ground (m)
25

6.192
6.981
5.960

3
3
3

25
12
20

Weibull
Shape

Weibull
Scale

k
2.142
2.401
2.475
2.282

1

Exhibit 12 – Weibull shape and scale ten minute versus daily averages

Scenario
Number

Analysis of
Analysis of
Daily Average Data by Each
of Each Month Month

1
2
3
4

X
X

Analysis of
Daily
Averages by
Combining
Months into
Seasons

Analysis by
Combining the
Three HPRCC
Stations

X
X
X

X
X

X

Exhibit 13 – Scenario descriptions

Scenario

Station

March

April

May

1

Mead
Meadgrofarm
Meadturffarm
Combined
Mead
Meadgrofarm
Meadturffarm
Combined

6.216
6.665
7.624
6.691

8.099
6.282
9.938
7.627

6.117
6.658
6.376
6.109

2
3
4

Spring
Season

5.996
5.337
6.505
5.898

Exhibit 14 – Shape (k) numbers by a Weibull distribution of Weibull shape numbers
for spring season summary
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Scenario

Station

March

April

May

1

Mead
Meadgrofarm
Meadturffarm
Combined
Mead
Meadgrofarm
Meadturffarm
Combined

2.98
2.949
2.993
2.979

3.079
3.297
3.203
3.173

3.442
3.826
3.496
3.545

2
3
4

Spring
Season

3.182
3.394
3.249
3.251

Exhibit 15 – Scale (c) numbers by a Weibull distribution of Weibull shape numbers
spring season summary

Scenario

Station

March

April

May

1

Mead
Meadgrofarm
Meadturffarm
Combined
Mead
Meadgrofarm
Meadturffarm
Combined

72.35
123.6
82.52
61.17

98.76
138.8
166.8
79.71

121.3
100.7
61.28
66.17

2
3
4

Spring
Season

74.61
86.4
73.18
58.03

Exhibit 16 – Shape numbers by a Gamma distribution of Weibull scale numbers
spring season summary
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Scenario

Station

March

April

May

1

Mead
Meadgrofarm
Meadturffarm
Combined
Mead
Meadgrofarm
Meadturffarm
Combined

0.06418
0.04085
0.05114
0.07454

0.04933
0.03867
0.02676
0.0605

0.03547
0.04641
0.06495
0.06436

2
3
4

Spring
Season

0.0616
0.05822
0.05769
0.07836

Exhibit 17 – Scale numbers by a Gamma distribution of Weibull scale numbers
spring season summary

Variable
Weibull Shape
Weibull Scale
Turbulence Factor
Wind Shear
Exponent

Probability
Distribution
Function
Weibull
Gamma
Normal
Triangular

Scale = variable
Scale = variable
Mean = 0.0
Likeliest = 0.270

Shape = variable
Shape = variable
Std. Dev. = 3.87
Minimum = 0.110
Maximum = 0.330

Exhibit 18 - Random variables used in wind turbine Crystal Ball model
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Percentiles:
0%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%
95%
100%

Forecast values
373
775
849
899
943
978
1,011
1,042
1,072
1,100
1,129
1,161
1,192
1,227
1,262
1,297
1,346
1,394
1,458
1,551
2,045

Exhibit 19 – Sample Crystal Ball generated risk values (in kW-hr) for energy output
for Meadgrofarm station (April)
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Percentiles:
0%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%
95%
100%

Forecast values
4.48
5.76
5.95
6.09
6.19
6.28
6.37
6.46
6.53
6.61
6.69
6.77
6.85
6.93
7.02
7.12
7.23
7.36
7.52
7.76
9.36

Exhibit 20 – Sample Crystal Ball generated risk values for wind speeds (in m/s) for
Meadgrofarm station (April)
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Exhibit 21 - Cumulative distribution plot (CDF) for April energy production at three
HPRCC stations
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Exhibit 22 - Cumulative distribution plot (CDF) for April wind prediction at three
HPRCC stations
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Exhibit 23 - Comparison monthly energy plots of scenarios 1 and 2 at 75% CDF
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