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For a class of 2D hybrid organic-inorganic perovskite semiconductors based on pi-conjugated or-
ganic cations, we predict quantitatively how varying the organic and inorganic component allows
control over the nature, energy and localization of carrier states in a quantum-well-like fashion. Our
first-principles predictions, based on large-scale hybrid density-functional theory with spin-orbit
coupling, show that the interface between the organic and inorganic parts within a single hybrid
can be modulated systematically, enabling us to select between different type-I and type-II energy
level alignments. Energy levels, recombination properties and transport behavior of electrons and
holes thus become tunable by choosing specific organic functionalizations and juxtaposing them
with suitable inorganic components.
Hybrid organic-inorganic perovskites (HOIPs),[1, 2]
particularly three-dimensional (3D) HOIPs, are currently
experiencing a strong revival in interest as economi-
cally processable, optically active semiconductor materi-
als with excellent transport characteristics. Their suc-
cess is showcased most prominently by record perfor-
mance gains in proof-of-concept photovoltaic[3–12] and
light-emitting devices.[13–20] The electronic function of
3D HOIPs can be tuned to a limited extent by manipu-
lating the inorganic component (from which the frontier
orbitals are derived), but the organic cations are confined
by the 3D structure and are thus necessarily small (e.g.,
methylammonium[3–8, 13–18] and formamidinium[9–11,
19, 21, 22]), with electronic levels that do not contribute
directly to the electronic functionality.[23–28] However,
the accessible chemical space of HOIPs extends well be-
yond the 3D systems.[1] In particular, the layered, so-
called two-dimensional (2D) perovskites do not place
a strict length constraint on the organic cation. In
these materials, a much broader range of functional or-
ganic molecules can be incorporated within the inor-
ganic scaffolds, including complex functional molecules
such as oligo-acene or -thiophene derivatives.[1, 29–37]
Fig. 1a shows the atomic structure of a paradigmatic
example of such a 2D HOIP with active organic func-
tionality, bis(aminoethyl)-quaterthiophene lead bromide
AE4TPbBr4.[34] Similar juxtapositions of targeted or-
ganic and inorganic components give rise to a vast, yet
systematically accessible space of possible semiconductor
materials,[1, 2, 38–40] including those in which the molec-
ular carrier levels contribute directly to the low-lying
excitations and carrier levels.[1, 30–32, 34, 38, 39, 41]
This large space of conceivable organic-inorganic combi-
nations thus offers the unique opportunity to tailor (ide-
ally with computational guidance) materials with partic-
ularly desirable semiconductor properties, by intention-
ally controlling the spatial location and character of the
electronic carriers and optical excitations throughout the
material.
A key physical prerequisite to manipulate the semicon-
ductor properties of layered hybrid materials is to under-
stand the nature and spatial localization of their carri-
ers and excitations. Specifically, the question of whether
and how exactly one can understand their properties in
analogy to quantum wells with varying confinement bar-
riers (often assumed [40, 42–44]) is subject to discussion
in the literature.[45–48] Fig. 1b exemplifies the princi-
ple by comparing four different, conceivable quantum-
well like situations: “Type I”, with low-energy electrons
and holes localized on the same component (either or-
ganic, Ia or inorganic, Ib) or “Type II”, with electrons
and holes on different components (holes on inorganic,
electrons on organic, IIa, or vice versa, IIb). While some
simple layered HOIPs have been successfully explained
in a type-Ib picture (inorganic band edges with the or-
ganic acting as a quasi-inert screening medium[40, 42–
44, 46–48]), a fully quantitative understanding of both
band gaps within and band alignment between the ma-
terials’ components is essential to recover the larger set of
possibilities in Fig. 1b. Providing this understanding for
the large, complex crystal structures at hand constitutes
a substantial challenge for current theory, both regard-
ing computational resources and sufficiently accurate ap-
proximations. In this paper, we demonstrate that these
challenges can now be met, enabling us to answer ques-
tions that are central to future targeted developments
of new HOIP semiconductors: (1) Can these structures
be understood as quantum-well-like structures with spa-
tially well-separated levels in the organic vs. inorganic
components, or will the electronic states be hybridized
and thus delocalized across both components? (2) What
is the spatial nature of electron/hole carriers within the
structure? For instance, do they tend to migrate to the
organic or the inorganic hybrid component in the lowest-
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2FIG. 1. Structure of AE4TPbBr4 fully relaxed by
DFT-PBE+TS taking the experimental (X-ray diffraction)
structure[34] as the input. Possible energy level schemes (Ia,
Ib, IIa, IIb) for the alternating organic-inorganic perovskite
structure are shown, with the overall band gap indicated by
arrows and dashed lines.
energy configuration, drastically affecting each carrier’s
transport properties (band-like inorganic vs. hopping-
like organic)? (3) To what extent can we rationally tune
the carrier and excitation properties by independently
varying the organic and inorganic components?
Whether we can uncover a new paradigm using 2D
HOIPs as “semiconductors on demand” with finely tun-
able properties and high-precision crystalline structural
control depends on building a design principle that re-
lates complex hybrid atomic structures to optoelectronic
properties through answering the questions above. In
this work, we do so through a first-principles theoret-
ical examination of a class of oligothiophene-based 2D
HOIPs, expanding on the AE4TPbBr4 compound shown
in Fig.1a. A practical challenge for theory is the struc-
tural complexity of these 2D HOIPs for which the unit
cells are large. For instance, a (2×2) lateral supercell of
the perovskite layer (Figures S1, S2, S3 in the Supple-
mental Material (SM) [49]) in this and other structures
considered in this work is needed to cover the experimen-
tally correct perovskite layer distortion and molecular ar-
rangement, leading to 424 atoms in the simulation cell
for AE4TPbBr4. The (2×2) supercell instead of the ex-
perimentally reported (1×2) structure is necessary with
regards to both accessing an energetically lower structure
(Table S1 [49]) and also removing the disordering in the
inorganic and organic structural components in the ex-
perimental structure. In addition, the two inorganic lay-
ers in the (1×2) relaxed structure have different Pb-Br-
Pb angles, which disagrees with the experimental struc-
ture of AE4TPbBr4 (Fig. S4 [49]). For structure predic-
tions that capture the subtle balance of different molec-
ular and inorganic bonding contributions, we use van
der Waals corrected semilocal density-functional theory
(DFT–i.e., Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional,[55] plus the Tkatchenko-Scheffler
(TS) pairwise dispersion scheme[56]). Electronic proper-
ties require a higher level of theory for qualitatively cor-
rect results, but the most attractive first-principles many-
body approaches such as the GW approximation[57, 58]
remain out of reach for structures of this size. For
band structure predictions, we therefore resort to the
still demanding level of hybrid DFT using the Heyd-
Scuseria-Ernzerhof (HSE06) functional[59, 60]) includ-
ing spin-orbit coupling (SOC)[61]. Importantly, and un-
like semilocal DFT, hybrid DFT in principle contains
the right physics[62] to capture the frontier energy lev-
els (valence band maximum (VBM) and conduction band
minimum (CBM)). Including SOC is critical to capture
correctly the qualitative underlying nature of carriers,
changing the nature of the CBM from “organic” to “in-
organic” in AE4TPbBr4 and reducing the band gap by
∼ 0.3 eV (Fig. S5 [49]).
All calculations are performed by the FHI-aims
code,[57, 61, 63–67] using the ELSI infrastructure[68] and
ELPA eigenvalue solver[69] for massively parallel simu-
lations. For all crystal geometries, we employ full re-
laxation of unit cell parameters and cell-internal atomic
coordinates[70] using the FHI-aims “tight” numerical de-
faults (Table S2 [49]) and k-point grids settings of 1×2×2
(Table S3 [49]). For band structures, FHI-aims’ “inter-
mediate” settings (Table S4 [49]) and dense k-point grids
of 3×3×3 are used. The exchange mixing parameter in
HSE06 was kept at 25% and the screening parameter at
Ω = 0.11 Bohr−1 [71] in order to retain a single consistent
base to compare energy band structures across different
materials in this work. We first validate this approach
for the low-temperature orthorhombic phase of MAPbI3
(Fig. S6a [49]). The lattice parameters predicted by
DFT-PBE+TS agree with the experimental values [72] to
within 1.4% (Fig. S6b [49]). The HSE06+SOC approach
predicts a direct band gap of 1.42 eV, which underes-
timates the experimental value (1.65-1.68 eV, Fig. S6b
[49])by 0.2-0.3 eV.[73, 74]. Details of how we constructed
the computational models for all structures considered
in this work can be found in the SM, section IX.[49] For
AE4TPbBr4 (Fig. 1a), deviations of any unit cell pa-
rameters of the resulting predicted structure compared
to experiment are 1.2% or better, i.e., they are in excel-
lent agreement (Table S5 [49]). Finally, a new crystalline
sample of AE4TPbI4 was grown and an X-ray structure
refinement performed (SM section X [49]), also indicat-
ing excellent agreement with the DFT-predicted struc-
ture used in the analyses below (Table S5 [49]).
Turning first to energy level localization, orbital plots
(see Figures S9, S10, S11 [49] for example orbitals of
AE4TPbX4, X = Cl, Br, I) show that the states associ-
ated with inorganic and organic components are spatially
well-separated, supporting the notion of “quantum-well
like” states in these materials. This answers question (1)
above and validates a discussion in terms of separate “in-
organic” and “organic” bands. Even et al.[47, 48] have
3FIG. 2. Band structures of AE4TPbX4 (X = Cl, Br, I) calculated by DFT-HSE06+SOC with the states of Pb (b-d) and
halogen (e-g) identified by projected density of states onto different species. The K path in the reciprocal space is shown in
subfigure (a). The energy zero in (b-g) is set equal to the valence band maximum (for internal alignments relative to Pb 1s
levels, see Figure 3a below).
also considered 2D HOIPs from the perspective of semi-
conductor quantum wells, showing that the effective mass
model may fail due to the absence of superlattice coupling
and importance of non-parabolicity. They proposed a
computational analysis in terms of separate, neutralized
organic and inorganic layers, appropriate for type-Ib sit-
uations. In the current work, we cover the full set of
materials directly, allowing us to assess band gaps within
each component as well as the alignments of their elec-
tronic levels. Knowing the alignments enables us to as-
sess the full space of possible HOIP semiconductors (e.g.,
type-I and II), where both the inorganic and the organic
components are electronically active.
The halogen atoms in the inorganic framework offer a
convenient handle for tailoring the associated electronic
structure of the inorganic component by varying it from
Br to Cl and I.[34] Full band structures for the com-
pound series AE4TPbX4 (X = Cl, Br, I) are shown in
Fig. 2. All three compounds have a direct band gap at
the Γ point. By changing the halogen, the dispersive
bands originating from the inorganic component (Pb-
and halogen-derived states, colored lines in Figures 2b-g)
shift substantially with respect to the organic bands. In
contrast, the organic-derived bands (black lines in Fig-
ures 2b-g) vary only slightly among these three com-
pounds. Full and partial densities of states for these and
other compounds in Figures S14-S15 [49] corroborate the
chemical makeup shown in the band structures. Band
curvature parameters (Table S6) that correspond to the
diagonal elements of the effective mass tensors[75–77] in
the reciprocal-space coordinate system of Fig. 2a confirm
some qualitative trends emerging from the band struc-
tures: Uniformly flat bands (effective masses >20 me)
perpendicular to the perovskite planes indicate hindered,
non-bandlike transport. Somewhat lower effective mass
tensor elements (2.2-11.4 me, still higher than in typical
semiconductor materials) emerge for the holes (VBM) on
the organic components parallel to the planes. Low effec-
tive mass tensor elements, ≈0.2-0.5 me, for the electrons
(CBM) along the inorganic planes, in the range typical
of 3D perovskites[76, 77] might, absent other detrimental
factors, indicate relatively easy electron transport.
The trends of the “organic” and “inorganic” frontier
energy levels are shown in Figure 3a. The average of Pb
1s energy levels is chosen to formally align energy levels
between different HOIPs in Fig. 3. However, we did not
study how this choice (equivalent to the absence of dipo-
lar fields between Pb ions across an interface between
two different HOIPs) pertains to real interfaces between
HOIPs and the conclusions of this work do not rely on
this convention. Replacing Br by Cl increases the overall
computed band gap from 1.88 eV to 2.12 eV, whereas the
substitution by I decreases the energy gap value to 1.84
eV. While the inorganic energy gap changes drastically
from 2.70 to 3.32/2.11 eV for Cl/I substitutions (Fig. 3),
the associated change in the organic energy gap is negli-
gibly small (∼0.1 eV). However, a drastic change evident
from both Figures 2 and 3a is the ordering of the levels,
particularly the electron-like (CBM) states when going
from Cl to Br and I. For Br and I, the band structures
indicate Type IIb (Fig. 1) like quantum well behavior,
i.e., electrons and holes are expected to be spatially well
separated on the inorganic and organic components, re-
spectively. In contrast, the organic and inorganic CBM
levels are predicted to lie within a few tens of meV for
the Cl-substituted compounds, i.e., they are essentially
degenerate within the uncertainties of the HSE06+SOC
treatment employed here. AE4TPbCl4 is thus between
types Ia and IIb in Fig. 1b and would allow electrons to
travel to either component with reasonable ease at finite
4temperature. This difference would have profound impli-
cations for the expected carrier recombination properties
of all three compounds, as evidenced, e.g., in photolumi-
nescence (PL). In fact, strong quaterthiophene PL emis-
sion at ∼540 nm (2.30 eV) was experimentally observed
for X = Cl,[34] whereas the analogous PL features are
substantially quenched for X = Br, I. Our present compu-
tational result agrees with and explains this experimen-
tal observation. While the X = Cl compound displays a
near type-Ia band alignment, the X = Br, I compounds
are clearly type-IIb. In the latter two compounds, the
energy level alignment therefore effectively impedes the
electron-hole recombination since the electrons and the
holes are preferentially located across the interface in the
inorganic and organic hybrid components, respectively,
i.e., addressing question (2) from the introduction.
The importance of a fully predictive, quantitative theo-
retical treatment is further underscored by the fact that a
discussion based on qualitative factors in 1999 led to the
different conclusion of type-IIa, not type-IIb alignment
for this compound.[34]We note that optical excitations
in absorption or emission cannot be expected to be cap-
tured based on the band structures derived in this work
alone, since the typically strong excitonic effects are not
included. For instance, exciton binding energies up to
540 meV have been reported on the inorganic compound
in 2D perovskites[1, 78] and an exciton binding energy of
0.4 eV has been reported in organic (not hybrid) sexithio-
phene thin films.[79] However, the qualitative localization
of carriers prior to recombination (discussed above) still
provides valuable insights into their expected recombina-
tion properties. We also note that the potential impli-
cations of being able to tune levels on the organic and
inorganic components independently reach beyond op-
tical properties alone, affecting (for example) transport
properties, dopability, or band offsets (and thus potential
energy losses in devices) between the components.
We finally consider the ability to tune the band gap and
quantum well nature of the structure by varying the or-
ganic component, changing the conjugation length of the
oligothiophene molecules. As shown in Fig. 3b, we sub-
stitute the “all-anti” configuration (successive S atoms on
alternating sides) of bis-ethylamine terminated oligothio-
phene AEnT (n = 1, 2, 3, 4, 5, Fig. 3c) into the scaffold
of AE4TPbBr4. While the quaterthiophene molecule in
experimental AE4TPbBr4 (Fig. 1) adopts a syn-anti-syn
configuration[34], this configuration cannot be adopted
by all AEnT (n = 1, 2, 3, 4, 5) oligothiophenes. For
the purpose of having a systematic assessment, we thus
restrict this part of our study to the all-anti configura-
tion. Note, however, that the predicted electronic prop-
erties are only expected to be insignificantly affected by
this conformational change as shown by the additional
symbols corresponding to the syn-anti-syn conformation
for n=4 (Fig. 3b). The electronic band structures re-
veal direct gaps for all considered conjugation lengths of
AEnTPbBr4 (Fig. S12 [49]) and band curvature trends
(Table S7) are broadly consistent with those discussed for
FIG. 3. (a) Frontier energy levels of the organic and inorganic
components at the Γ point among the series of AE4TPbX4 (X
= Cl, Br, I). (b) Frontier energy levels at the Γ point among
the series of AEnTPbBr4 (n = 1, 2, 3, 4, 5). Stars and dia-
monds indicate the energy levels of syn-anti-syn AE4TPbBr4
for n = 4. The average of Pb 1s energies is chosen to align
the energy levels of different compounds. (c) Oligothiophene-
based organic molecules considered in the all-anti configura-
tion for varying the number n.
AE4TPbX4 above. The overall band gap decreases as n
increases, i.e., 2.66, 2.54, 1.98, 1.73 and 1.63 for n = 1,
2, 3, 4, 5, respectively. The predicted AEnTPbBr4 com-
pounds for n = 2-5 yield type-IIb level alignments. How-
ever, the n = 1 compound reveals a type-Ib alignment
(both CBM and VBM derived from the inorganic compo-
nent). This behavior (type Ib) is consistent with other 2D
perovskites with smaller organic functionality, in which
carriers/excitons are mainly funneled onto the inorganic
subcomponent.[46–48, 80] We thus affirmatively answer
question (3) above – i.e., the carrier nature and neutral
excitation properties and overall gap can be varied ratio-
nally by changing the organic component or the inorganic
component in 2D HOIPs independently.
In summary, our results show that the quantum-well
model can be used for conceptual understanding and as a
useful starting point as a design principle for the layered
HOIP family of hybrid materials. The tunability of elec-
tronic properties, exemplified by the materials studied
in this work, opens up the possibility to computation-
ally predict and tailor nanoscale charge separation or re-
combination, as well as spatially separated charge trans-
port within the much larger overall class of hybrid crys-
talline materials. Clearly, significant challenges would
remain if theory were applied in isolation. For example,
capturing all structural subtleties of complex 2D HOIP
arrangements is nontrivial, as is predicting fundamen-
tal gaps with an accuracy of better than a few tenths
of an eV (the accuracy expected from the unmodified
HSE06+SOC functional[71], as used in this work, for
typical semiconductors[75, 81, 82]) for structures of this
size. Excitingly, the combination of such predictions with
subsequent targeted experimental syntheses overcomes
these challenges, creating enormous possibilities to iden-
5tify and fine-tune entirely new layered crystalline organic-
inorganic semiconductors with deliberately selected op-
toelectronic/electronic properties.
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SHORT DESCRIPTION
This Supplemental Material includes: structural details of the perovskites in our simula-
tions; energetic impact of the supercell choice; impact of spin-orbit coupling in the reported
energy band structures; computational details (basis sets and k-space grid convergence);
validation of computational protocols by comparing to experimental results for MAPbI3,
for AE4TPbBr4 and for AE4TPbI4; experimental details for the synthesis and characteriza-
tion of a new AE4TPbI4 crystal; and additional computed orbitals, energy band structures,
band curvature parameters, full and partial densities of states supporting the general find-
ings demonstrated in the actual paper. Computational validation for MAPbI3 also includes
comparison to a more sophisticated many-body dispersion treatment.[1] Synthesis details
include Refs. [2–4]. All computational input and output files (raw data) are available at the
NOMAD repository.[5]
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I. (2×2) SUPERCELL OF AE4TPbBr4
FIG. S1. Experimental structure of AE4TPbBr4 viewed along the a-axis direction, adapted from
Ref. [6]. Only the PbBr4 framework and the NH3 are shown for clarity. Two different configurations
for the lead bromide framework and the ammonium tail can be seen arranged in an alternating
fashion. Solid lines indicate the (2×2) cell in units of the hypothetical basic perovskite unit cell
dimension, which is used as the basic structural unit in all calculations reported in the present work.
The dashed line delineates the (1×2) unit cell model (which contained split atomic positions) as
used in the X-ray refinement of AE4TPbBr4 in Ref. [6].
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II. COMPARISON OF (2×2) AND (1×2) STRUCTURE MODELS RELAXED BY
DFT-PBE+TS
A. Nomenclature of Pb-X-Pb bond angles (X = Cl, Br, I)
FIG. S2. Illustration of the Pb-X-Pb (X = Cl, Br, I) angles investigated in this paper for all
hybrid compounds. The PBE+TS relaxed structure of AE4TPbX4 is viewed from the a direction.
Only the Pb-X inorganic framework and the NH3 tails are shown for clarity. All other hybrid
compounds discussed in this paper can be understood similarly. Two distinct inorganic PbX4
layers are identified [e.g., see Fig. 1(a) in the main text] and labeled as layer 1 and layer 2. Each
layer contains four PbX4 octahedra (those inside the black solid line). There is one Pb-X-Pb
angle along the b direction and one along the c direction for each PbX4 octahedron. Therefore 8
distinct Pb-X-Pb angles exist for each inorganic layer, labeled as 1, 2, 3, 4 for b and c directions,
respectively.
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FIG. S3. Pb-X-Pb (X = Cl, Br, I) angles for AE4TPbX4(X = Cl, Br, I) HOIPs relaxed by DFT-
PBE+TS using a (2×2) unit cell. The experimental angle values for AE4TPbBr4 and AE4TPbI4
are indicated by black triangles. No experimental data are available for the X = Cl compound.
FIG. S4. Pb-X-Pb (X = Cl, Br, I) angles for AE4TPbX4(X = Cl, Br, I) HOIPs relaxed by DFT-
PBE+TS using the (1×2) model unit cell. The experimental angle values for AE4TPbBr4 and
AE4TPbI4 are indicated by black triangles.
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B. PBE+TS total energy
TABLE S1. The PBE+TS total energy difference (E(2×2) - E(1×2)) of the PBE+TS predicted
structure using the (1×2) and (2×2) unit cells for the syn-anti-syn AE4TPbX4 (X = Cl, Br, I)
and the all-anti AEnTPbBr4 (n = 2, 3, 4, 5). K-point grids settings of 1×4×2 were used for the
(1×2) calculation, whereas 1×2×2 k-point grids were used for the (2×2) calculation. The FHI-
aims “tight” numerical defaults (Table S2) were used for both calculations. The total energy of
the syn-anti-syn AE4TPbBr4 is 2.44 eV/cell lower than that of the all-anti AE4TPbBr4 compound
(both in a (2x2) configuration).
Compounds Energy Difference (eV)
AE4TPbCl4 -2.49
AE4TPbBr4 -2.70
AE4TPbI4 -2.73
AE2TPbBr4 -3.76
AE3TPbBr4 -0.79
all-anti-AE4TPbBr4 -1.50
AE5TPbBr4 -0.83
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III. EFFECT OF SPIN ORBIT COUPLING
FIG. S5. (a) and (b) show the electronic band structures of AE4TPbBr4 with the states of Pb-6p
identified by Mulliken decompositions of the bands, calculated by DFT-HSE06+SOC and DFT-
HSE06 without including SOC, respectively. The width of the colored lines is proportional to the
Mulliken decomposition value of species or (in the case of Pb 6p) atomic orbitals of species they
represent. Thus, wider colored lines correspond to bands having more contribution from the species
or atomic orbitals of the species that the Mulliken decomposition is projected onto. The VBM and
CBM are indicated by black arrows with the value of the band gap indicated.
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IV. COMPUTATIONAL BASIS SETTINGS: TIGHT
TABLE S2. Basis functions (radial functions) in the “tight” computational settings used for the
DFT-PBE+TS relaxation for H, C, N, O, S, Cl, Br, I and Pb elements.
H C N S
minimal 1s [He]+2s2p [He]+2s2p [Ne]+3s3p
tier 1 H(2s,2.1) H(2p,1.7) H(2p,1.8) S2+(3d)
H(2p,3.5) H(3d,6.0) H(3d,6.8) H(2p,1.8)
H(2s,4.9) H(3s,5.8) H(4f,7)
S2+(3s)
tier 2 H(1s,0.85) H(4f,9.8) H(4f,10.8) H(4d,6.2)
H(2p,3.7) H(3p,5.2) H(3p,5.8) H(5g,10.8)
H(2s,1.2) H(3s,4.3) H(1s,0.8)
H(3d,7.0) H(5g,14.4) H(5g,16)
H(3d,6.2) H(3d,4.9)
Cl Br I Pb
minimal [Ne]+3s3p [Ar]+4s4p3d [Kr]+5s5p4d [Xe]+6s6p5d4f
tier 1 Cl2+(3d) H(3d,4.6) H(3d,4) H(3p,2.3)
H(2p,1.9) H(2p,1.7) H(4f,6.4) H(4f,7.6)
H(4f,7.4) H(4f,7.6) H(2p,1.6) H(3d,3.5)
Cl2+(3s) Br2+(4s) I2+(5s) H(5g,9.8)
H(5g,10.4) H(3s,3.2)
tier 2 H(3d,3.3)
The first line (“minimal”) summarizes the free-atom radial functions used (noble-gas configuration
of the core and quantum numbers of the additional valence radial functions). “H(nl, z)” denotes a
hydrogen-like basis function for the bare Coulomb potential z/r, including its radial and angular
momentum quantum numbers, n and l. X2+(nl) denotes a n, l radial function of a doubly positive
free ion of species X. This nomenclature follows the convention employed in Table 1 of Ref. [7].
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V. K-GRID CONVERGENCE TEST
TABLE S3. DFT-PBE total energy convergence with different k-grid settings for reciprocal-space
integrals of AE4TPbBr4.
K-grid ∆E(eV) ∆E(meV/atom)
1×2×2 0* 0*
2×4×4 -0.066 -0.16
* reference value
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VI. COMPUTATIONAL BASIS SETTINGS: INTERMEDIATE
TABLE S4. Basis functions (radial functions) in the “intermediate” computational settings used
for the DFT-HSE06+SOC calculation for H, C, N, O, S, Cl, Br, I and Pb elements.
H C N S
minimal 1s [He]+2s2p [He]+2s2p [Ne]+3s3p
tier 1 H(2s,2.1) H(2p,1.7) H(2p,1.8) S2+(3d)
H(2p,3.5) H(3d,6.0) H(3d,6.8) H(2p,1.8)
H(2s,4.9) H(3s,5.8) H(4f,7)
S2+(3s)
tier 2 H(1s,0.85) H(4f ,9.8) H(4f,10.8) H(5g,10.8)aux
H(3d,7.0)aux H(5g,14.4)aux H(5g,16)aux
Cl Br I Pb
Minimal [Ne]+3s3p [Ar]+4s4p3d [Kr]+5s5p4d [Xe]+6s6p5d4f
tier 1 Cl2+(3d) H(3d,4.6) H(3d,4) H(3p,2.3)
H(2p,1.9) H(2p,1.7) H(4f,6.4) H(4f,7.6)
H(4f,7.4) H(4f,7.6) H(2p,1.6) H(3d,3.5)
Cl2+(3s) Br2+(4s) I2+(5s) H(5g,9.8)aux
H(5g,10.4) H(3s,3.2)
tier 2 H(3d,3.3)
H(5g,10.8)aux H(5g,10.4)aux H(5g,9.4)aux
The first line (“minimal”) summarizes the free-atom radial functions used (noble-gas configuration
of the core and quantum numbers of the additional valence radial functions). “H(nl, z)” denotes a
hydrogen-like basis function for the bare Coulomb potential z/r, including its radial and angular
momentum quantum numbers, n and l. X2+(nl) denotes a n, l radial function of a doubly positive
free ion of species X. This nomenclature follows the convention employed in Table 1 of Ref. [7].
The subscript “aux” denotes a basis function that is not used to expand the actual, generalized
Kohn-Sham orbitals but that is used during the creation of the auxiliary basis sets that expand the
screened Coulomb operator of the HSE06 functional, following the method described in Ref. [8].
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VII. VALIDATION OF THE COMPUTATIONAL APPROACH
(a)
(b)
Lattice parameters (A˚)
Source a b c Volume (A˚3) Eg (eV)
Exp. [9] 8.8657 12.6293 8.5769 960.3 1.65-1.675 [10]
1.68 [11]
PBE 9.25 12.88 8.62 1027 1.42 (HSE06+SOC)
deviation 4.3 % 2.0 % 0.5 % 7.0 %
PBE+TS 8.99 12.71 8.48 968.1 1.42 (HSE06+SOC)
deviation 1.4 % 0.6 % −1.1 % 0.8 %
PBE+MBD 9.00 12.72 8.48 971 1.43 (HSE06+SOC)
deviation 1.5 % 0.7 % −1.2 % 1.1 %
FIG. S6. (a) Structure of the low-temperature orthorhombic phase of MAPbI3 from two different
perspectives, fully relaxed by DFT-PBE+TS. (b) Lattice parameters and unit cell volume relaxed
at different levels of DFT (PBE[12], PBE+TS[13] and PBE+MBD[1]), their deviation from ex-
periment (neutron powder diffraction at T=100 K in Ref. [9]) and their impact on the predicted
band gap by DFT-HSE06 including spin-orbit coupling (SOC) compared with the experimental
value. The experimental band gap values shown reflect the apparent near-band-edge emission
of orthorhombic MAPbI3 observed at T=10 K by time-resolved photoluminescence in Ref. [10]
and the optical transient absorption peak attributed to near-band-edge emission of orthorhombic
MAPbI3 at T=15 K in Ref. [11]. PBE+MBD stands for a more recent and more sophisticated
many-body dispersion (MBD) scheme compared with PBE+TS to incorporate the vdW terms.[1]
This comparison demonstrates that key parameters for MAPbI3 remain unaffected by switching
between the two different dispersion treatments.
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VIII. OPTIMIZED STRUCTURES OF AE4TPbX4 (X = Cl, Br, I)
TABLE S5. Computationally predicted unit cell parameters of AE4TPbX4(X = Cl, Br, I) relaxed
by DFT-PBE+TS. The experimental structure refinements for AE4TPbBr4[6] and AE4TPbI4(this
work) are shown for comparison.
HOIPs a(A˚) b(A˚) c(A˚) α β γ V(A˚3)
AE4TPbCl4
PBE+TS 40.85 11.29 10.95 90.0◦ 91.8◦ 90.0◦ 5049
AE4TPbBr4
Exp.[6] 39.74 11.68 11.57 90.0◦ 92.4◦ 90.0◦ 5369
PBE+TS 40.01 11.60 11.47 90.0◦ 91.3◦ 90.0◦ 5322
∆(%) 0.67 -0.74 -0.87 0.02 -1.17 0.04 -0.88
AE4TPbI4
Exp.∗ 38.79 12.18 12.33 90.0◦ 92.3◦ 90.0◦ 5818
PBE+TS 39.02 12.10 12.22 90.0◦ 91.1◦ 90.0◦ 5771
∆(%) 0.59 -0.65 -0.86 0.04 -1.31 0.04 -0.81
* see Section X, “Experimental details for AE4TPbI4”, in this work.
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IX. CONSTRUCTION OF THE COMPUTATIONAL STRUCTURE MODELS OF
THE HOIP COMPOUNDS ASSESSED IN THIS WORK
We perform full relaxation of both unit cell parameters and cell-internal atomic coordi-
nates on the initial input structure for all the HOIPs investigated. Initial models for the
structure optimization were constructed as follows:
• AE4TPbBr4: Taken as the experimental structure in Ref. [6].
• AE4TPbX4 (X = Cl, I): Obtained by taking the experimental structure of
AE4TPbBr4 and replacing the Br atoms with Cl and I. The lattice parameters and the
atomic coordinates of non-halogen atoms were kept the same among the three hybrid
compounds for the input structure. The initial configuration of AE4T molecules was
kept to be syn-anti-syn as in the experimental structure of AE4TPbBr4.
• all-anti-AE4TPbBr4: Obtained by taking the experimental structure of AE4TPbBr4
and changing the configuration of AE4T to all-anti. The inner two thiophene rings of
the syn-anti-syn AE4T were rotated by 180◦ around the two C atoms labeled by red
“+” as the rotation axis (Fig. S7). This rotation was performed for all the 8 AE4T
molecules in the unit cell.
FIG. S7. Structure of the AE4T molecule in the experimental structure of AE4TPbBr4 adopting
the syn-anti-syn configuration.
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• AEnTPbBr4 (n = 1, 2, 3, 5): Obtained by taking the experimental structure of
AE4TPbBr4 and replacing the AE4T organic part by all-anti AEnT molecules. Using
AE3T-PbBr4 as an example, we start from the experimental structure of AE4TPbBr4
with syn-anti-syn AE4T molecules. The oligothiophene part (4T) is removed while
the inorganic Pb-Br framework together with the EtNH3 tails are kept–i.e., the config-
uration of the Pb-Br framework together with the EtNH3 tails is not changed during
the construction. The adjacent inorganic layers are then pushed towards each other to
reduce the distance between them to the extent that it is suitable for the insertion of
the 3T molecules (all-anti). We then place the optimized 3T molecules into those po-
sitions where the 4T molecules originally existed (for AE4TPbBr4). This construction
process preserves the configuration between the inorganic Pb-Br framework and the
EtNH3 tails (Fig. S1) and keeps the two inorganic layers in each unit cell identical.
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X. EXPERIMENTAL DETAILS FOR AE4TPBI4
FIG. S8. Crystal of AE4TPbI4
Chemical. PbI2 (99.999% trace metal basis), HI (57 wt. % in H2O, with hypophos-
phorous acid as stabilizer, assay 99.95%) and N,N-Dimethylformamide (anhydrous, 99.8%)
were purchased from Sigma-Aldrich company. AE4T·HI was synthesized in the lab.[2–4]
2-butanol (99.5%) was purchased from VWR International.
Synthesis. 2 mg PbI2 and 3 mg AE4T·HI were dissolved in 0.7 ml DMF with a drop of
HI. Then, 2 ml 2-butanol was layered on the top of the solution (Figure S8a). The target
crystals came out after several days (Figure S8b).
Characterization. Single crystal X-ray diffraction data were collected in a Bruker D8
ADVANCE Series II at room temperature. The unit cell parameters determined from this
data are a = 38.779(3) A˚, b = 6.0863(5) A˚, c = 12.3306(10) A˚, β = 92.271(4), V = 2908.0(4)
A˚3, C2/c.
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XI. DFT-HSE06+SOC FRONTIER ORBITALS FOR AE4TPBX4 (X=CL, BR, I)
FIG. S9. Frontier orbitals of the organic and inorganic components of AE4TPbCl4 at the Γ point,
predicted by DFT-HSE06+SOC. The real and imaginary parts of the spin up and spin down
channels of each spin-orbit coupled orbital are shown. Orbital energy values are given with respect
to the overall HOMO energy as the energy zero. The Mulliken charge decomposition ratio of the
organic component (C, H, N, S) over the inorganic component (Pb, Cl) is given. For each orbital
type (organic/inorganic HOMO/LUMO), only one of two or more degenerate orbitals is shown.
Individual orbitals can extend across equivalent parts of the structure in different ways since they
can be linearly combined with their degenerate counterparts.
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FIG. S10. Frontier orbitals of the organic and inorganic components of AE4TPbBr4 at the Γ
point, predicted by DFT-HSE06+SOC. The real and imaginary parts of the spin up and spin
down channels of each spin-orbit coupled orbital are shown. Orbital energy values are given with
respect to the overall HOMO energy as the energy zero. The Mulliken charge decomposition ratio
of the organic component (C, H, N, S) over the inorganic component (Pb, Br) is given.
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FIG. S11. Frontier orbitals of the organic and inorganic components of AE4TPbI4 at the Γ point,
predicted by DFT-HSE06+SOC. The real and imaginary parts of the spin up and spin down
channels of each spin-orbit coupled orbital are shown. Orbital energy values are given with respect
to the overall HOMO energy as the energy zero. The Mulliken charge decomposition ratio of the
organic component (C, H, N, S) over the inorganic component (Pb, I) is given. For each orbital
type (organic/inorganic HOMO/LUMO), only one of two or more degenerate orbitals is shown.
Individual orbitals can extend across equivalent parts of the structure in different ways since they
can be linearly combined with their degenerate counterparts.
18
XII. DFT-HSE06+SOC BAND STRUCTURES OF AEnTPbBr4 (n = 1, 2, 3, 4, 5)
FIG. S12. Band structures of AEnTPbBr4 (n = 1, 2, 3, 4, 5) with all-anti configuration of
oligothiophene calculated by HSE06+SOC with the bands of Pb and Br (determined by Mulliken
decompositions) colored on the band plot. The VBM and CBM are indicated by black arrows. For
each orbital type (organic/inorganic HOMO/LUMO), only one of two or more degenerate orbitals
is shown. Individual orbitals can extend across equivalent parts of the structure in different ways
since they can be linearly combined with their degenerate counterparts.
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XIII. HOMO-LUMO GAPS OF ISOLATED OLIGOTHIOPHENE MOLECULES
FIG. S13. Calculated HOMO and LUMO levels of the isolated oligothiophene molecules, n=1-5,
with unprotonated C2H5NH2 terminations.
20
XIV. EFFECTIVEMASS PARAMETERS DERIVED FROMTHE BAND STRUC-
TURES COMPUTED IN THIS WORK
TABLE S6. Here and in Table S7, we provide anisotropic band curvatures (in effective mass
units, me) at the Γ point, derived from the HSE06+SOC computed energy band structures for all
compounds addressed in this work. For each material, separate band curvatures are given for the
HOMO and the LUMO of the organic and the inorganic component. The absolute VBM and CBM
of each material are marked with ∗ symbols in the table. Corresponding band structure diagrams
can be found in Figure 2 (main paper) and in Figure S12 of this supporting information. The
curvature parameters were determined by parabolic fits to individual bands at the Γ points, in the
directions parallel to the coordinate axes [see Figure 2(a) in the main paper], with small spacings
of the fitted points of 0.01 a−10 or 0.02 a
−1
0 , where a0 is the Bohr radius. The curvature parameters
thus correspond to the diagonal elements of the effective mass tensor in this coordinate system,
without a diagonalization of the effective mass tensor. Nevertheless, the diagonal elements give
a clear qualitative indication of the band curvatures in the organic and inorganic components of
each material considered. Large effective mass values correspond to essentially flat bands at the Γ
point and are unlikely to be meaningful in the context of band-like transport; values above 20 me
are therefore not further detailed in the table.
Material Direction HOMO (inorg.) HOMO (org.) LUMO (inorg.) LUMO (org.)
AE4TPbCl4 Γ-X >20 >20
∗ >20∗ >20
Γ-Y 0.42 >20∗ 0.32∗ 1.38
Γ-Z 0.46 2.66∗ 0.43∗ 6.8
AE4TPbBr4 Γ-X >20 >20
∗ >20∗ >20
Γ-Y 0.31 >20∗ 0.26∗ 1.57
Γ-Z 0.33 2.23∗ 0.31∗ 15.9
AE4TPbI4 Γ-X 17.3 >20
∗ >20∗ >20
Γ-Y 0.27 >20∗ 0.22∗ 7.6
Γ-Z 0.27 11.4∗ 0.22∗ 9.0
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TABLE S7. Here and in Table S6, we provide anisotropic band curvatures (in effective mass
units, me) at the Γ point, derived from the HSE06+SOC computed energy band structures for all
compounds addressed in this work. See caption of Table S6 for details.
Material Direction HOMO (inorg.) HOMO (org.) LUMO (inorg.) LUMO (org.)
AE1TPbBr4 Γ-X 11.1
∗ 5.1 >20∗ >20
Γ-Y 0.37∗ 4.6 0.23∗ 0.97
Γ-Z 0.38∗ 1.7 0.44∗ 1.08
AE2TPbBr4 Γ-X >20 >20
∗ >20∗ 6.9
Γ-Y 0.33 7.5∗ 0.23∗ 16.9
Γ-Z 0.37 1.2∗ 0.36∗ 2.9
AE3TPbBr4 Γ-X >20 >20
∗ >20∗ >20
Γ-Y 0.38 >20∗ 0.24∗ 2.8
Γ-Z 0.39 1.9∗ 0.55∗ >20
AE4TPbBr4 (all-anti) Γ-X 16.3 >20
∗ >20∗ >20
Γ-Y 0.40 5.6∗ 0.24∗ 2.3
Γ-Z 0.39 1.1∗ 0.35∗ >20
AE5TPbBr4 Γ-X >20 >20
∗ >20∗ >20
Γ-Y 0.55 7.3∗ 0.24∗ 5.5
Γ-Z 0.54 1.2∗ 0.55∗ 2.8
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XV. TOTAL AND PARTIAL DENSITIES OF STATES
FIG. S14. Total densities of states (DOS) and element-projected DOS based on the DFT-
HSE06+SOC for the HOIPs AE4TPbX4(X = Cl, Br, I). K-point grids settings of 3×3×3 were
used in the DOS calculation. The Gaussian broadening parameter was 0.1 eV. The VBMs and
CBMs are set to zero energy in each plot, with the actual band gap omitted. Band gap values are
labeled in each subplot. The element-projected DOS is shown by different colors: magenta for Pb,
green for halogens Cl, Br, I, and blue for organic component AE4T. The sum of all colored compo-
nents is the total DOS, indicated by the outermost curve. Ωunit cell in the Y axis label represents
the volume of unit cell for each compound.
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FIG. S15. Total densities of states (DOS) and element-projected DOS based on the DFT-
HSE06+SOC for the HOIPs AEnTPbBr4 (n = 1, 2, 3, 4, 5) with all-anti AEnT molecules. See
caption of Fig. S14 for details.
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