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Cell metabolism is an extraordinary complex process that involves coordinated opera-
tion of multiple cellular processes. The overwhelmingly complexity due to the intercon-
nected nature poses a grand challenge for systems biologists to achieve a system-level
understanding of bacterial metabolism. Despite previous models have yielded insightful
results, most of them focus on specific subsystems and endeavors to build highly inte-
grated computational models are still rare. Here, I present my work towards developing
and applying integrated modeling framework to quantitatively understand and predict
bacterial physiology and metabolism.
In Chapter 2, I present an integrated modeling framework for acetone-butanol-ethanol
(ABE) fermentation by Clostridium acetobutylicum. ABE fermentation is a biphasic metabolic
process during which cells convert carbon sources to organic acids that are later re-assimilated
to produce solvents as a strategy for cellular survival. A modular modeling approach is
adopted for model construction: The entire system is decomposed into three modules
(metabolic reactions, gene regulation, and environmental cues), which are later devel-
oped separately and assembled together through their input-output relationships. Pa-
rameters are identified by reproducing fermentation profiles of the wild-type strain and
its several mutants. With the trained model, I systematically perturb the three modules,
one at a time, and validate model predictions with experimental data. The results provide
a systematic understanding of ABE fermentation, expanding the spectrum of our knowl-
edge about complex clostridial metabolism and physiology and possibly facilitating the
development of systems engineering strategies for the production of advanced biofuels.
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In Chapter 3, I present another integrative modeling framework to predict synthetic
gene networks behaviors in Escherichia coli host across scales from single-cell dynamics to
population structure and to spatial ecology. The framework at the single-cell level con-
sists of a coarse-grained yet mechanistic description of host physiology that involves dy-
namic resource partitioning, multi-layered circuit-host coupling including both generic
and system-specific interactions, and a detailed kinetic module of exogenous circuits. Af-
ter model training, it successfully predicts a large set of experimental data concerning the
host and simple foreign gene over-expression and from both wild-type cells and genetic
mutants growing in different environmental conditions. The single-cell model is then
used to examine a growth-modulating feedback circuit whose dynamics can be qualita-
tively altered by host-circuit interactions. To further elucidate the host-circuit coupling
effects across biological scales, I integrate the single-cell model presented above and an
individual-based population model into a multi-scale framework, and use this frame-
work to simulate population structures of Escherichia coli carrying a genetic toggle switch
in homogenous and heterogeneous space. This work advances our quantitative under-
standing of gene circuit behaviors and also benefits the rational design of synthetic gene
networks.
In Chapter 4, I aim to understand whether and how bacteria robustly achieve optimal
proteome allocation in stationary and dynamic environments. By developing a coarse-
grained model of proteome partitioning centering on ppGpp-mediated regulation, we
find that the ability of E. coli to optimize its proteome lies in an ultrasensitive, negative
feedback controlling topology, with the ultrasensitivity arising from zero-order kinetics of
tRNA aminoacylation and translation and the negative feedback from ppGpp-controled
ribosome synthesis. Interestingly, together with the time scale separation between slow
ribosome kinetics and fast ppGpp and amino acid turnovers, the ultrasensitive negative
feedback topology confers E. coli an optimization mechanisms that mimics sliding mode
control, a widely used nonlinear controlling method in man-made systems. We show
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that such a controlling mechanism is robust against parameter variations and molecular
fluctuations, and also efficient for maximal biomass production. This work uncovers the
quantitative mechanism controlling E. coli proteome allocation, shedding light on quan-
titative microbial physiology, and benefiting synthetic biology for designing robust gene
networks.
In the final chapter, I summarize my contributions of the thesis and discuss their over-
all significance and innovation. The directions for future extensions of the current mod-
eling framework are also provided.
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Proper functioning of cells requires participation of multiple cellular processes in an
orchestrated manner [1–4]. Fundamental processes, including nutrient uptake, macro-
molecular precursor biosynthesis, biomass production, DNA replication, and cell divi-
sion, are tightly coupled to enable homeostasis and duplication of cell contents through
each cell cycle. Failure of such coordination can result in inefficient use of cellular re-
sources, different phenotypes, and severe diseases. The systems biology community has
been increasingly aware that, understanding and predicting microbial behavior at the
single-cell scale need integration of multiple interconnected and coordinated subsystems
into a consistent modeling framework. As mentioned by Neidhardt [5], “it is only through
such modeling of whole-system behavior–that is, of growth–that one will learn how near and how
far our knowledge takes us toward understanding of living cells”.
Cellular metabolism can be broadly classified as catabolic (energy-releasing) and an-
abolic (energy-using) processes. The former provides energy and building blocks by
breaking down nutrient molecules, while the latter utilizes these molecules to construct
complex molecules such as nucleotides and proteins. Metabolic pathways are regulated
and determined by gene-encoding enzymes. Two critical processes that control produc-
tion of functional enzymes are transcription and translation, which involve the synthesis
of messenger RNAs (mRNAs) from genomic DNAs and the synthesis of proteins from
mRNAs, respectively. Cells sense their environment via signaling transduction path-
ways and respond by altering gene expression (i.e., the set of proteins present in the
cell). Consequently, there are three main subsystems in a bacterium: (1) Metabolic reac-
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tions that produces small (e.g., metabolites) and large (e.g., nucleotides, proteins, lipids
and polysaccharides) molecules through enzyme-dependent reactions, (2) Gene regula-
tion that controls the abundance of mRNAs and proteins, and (3) Environmental cues that
consist of both intracellular signaling pathways and extracellular environments. Based on
this division, an efficient operation of cellular metabolism requires the assistance of the
other two subsystems. For example, it was discovered that the gene regulatory network
for galactose utilization in Saccharomyces cerevisiae is capable of control metabolic function
in an optimal fashion against environmental changes [6].
Mathematical modeling has become an increasingly valuable tool for understanding
and predicting cellular metabolism [7–14]. There are two common approaches to model
metabolic network: constraint-based and kinetic. Constraint-based models assume that
cells are in their steady states, utilize reaction stoichiometry and apply various constraints
to define a space of possible solutions. In contrast, kinetic models are built on biochemi-
cal reaction kinetics and focus on the temporal behavior of molecular and cellular species.
For gene regulatory and signaling networks, less detailed approaches like Boolean net-
works have been used for large-scale networks and more mechanistic but coarse-grained
approaches were utilized for small or medium-sized networks [4]. Although there is no
unique modeling formalism that is tailored to the nature of all biological networks, kinetic
modeling using ordinary differential equations (ODE) has the most explanatory power
because it can easily incorporate systems dynamics and regulatory effects [9–11]. Due to
the intrinsic difficulty of accurately estimating kinetic parameters in rate law expressions,
this approach has been widely used in modeling small to medium-sized systems but its
usefulness for modeling large-scale networks remain largely untested.
Although each individual subsystem (i.e., metabolic network, gene regulatory net-
work and environmental cues) has been extensively studied for various bacterial species
in the literature [10, 13, 15–17], integrated models that span and interconnect the three
main layers are very rare [4]. One practical obstacle that impedes development of inte-
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grated models is the lack of biological knowledge about the underlying processes in many
bacterial species. With the advancements of biochemical studies of molecular regulation
and high-throughput omics technologies, especially whole-genome sequencing, we have
accumulated in-depth knowledge about the structure and function of each subsystem,
which offers solid basis for us to look into possibilities of developing integrated mod-
els. Grounded on the molecular-level understanding, these models can further generate
testable hypothesis and uncover underlying design principles. Moreover, an interactive
cycle of model development and experimental validation can then be used to systemati-
cally eliminate the knowledge gap.
Despite the difficulty, there are several existing studies that demonstrate the feasibility
of applying integrated modeling approaches. Covert et al. [18] built an integrated model
of Escherichia coli (E. coli) that consists of a stoichiometric model of metabolism, a Boolean
model of gene regulation and a kinetic model of phosphotransferase system. Klipp et.
al. [19] constructed a fully kinetic model that integrates the three subsystems and demon-
strated that such mathematical formulism can effectively elucidate the cellular responses
of yeast to hyperosmotic stress. Weiße et al. [20] also developed a fully kinetic model for
partitioning of limited resources among nutrient import, metabolism and gene expres-
sion in E. coli, revealing the importance of underlying trade-offs in resource allocation on
bacterial physiology. Karr et al. [21] constructed a whole-cell model of Mycoplasma genital-
ium by integrating 28 subsystems using the most appropriate mathematical formulism for
each subsystem (e.g., constraint-based stoichiometric modeling for metabolic network).
Although previous integrated models have yielded many valuable insights into bac-
terial metabolism, the application of integrative modeling approach has been limited in
both the number and the scope [4]. This dissertation contains my contributions towards
developing and applying integrated models to understand dynamics of metabolic states,
cell growth and phenotypic behavior in various bacteria. Each chapter presents a dis-
tinct computational model that integrates multiple cellular processes, which are specifi-
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cally tailored for the research questions of interest. Furthermore, these integrated models
have two key features: network coarse-graining and modularity. First, detailed mod-
els have more predictive power but are often limited to small-scale networks and thus
difficult when scaled up in size towards modeling whole-cell behavior. To solve this, I
use a coarse-grained yet mechanistic model that kinetically describes the core network
of each subsystem so that the amount of details, even for large-scale networks, can be
maintained at a tractable level without sacrificing the model’s accuracy and predictabil-
ity too much. Second, the subsystems are characterized in terms of their input-output
relationships and such a modular framework allows continuous and selective model up-
date by adding more details to any module without affecting the others. Finally, all my
models have been validated using a large volume of experimental data collected through
literature search and collaborations.
The chapters covering my different research contributions (Chapters 2–4) are arranged
in the chronological order in which they are published. In Chapter 2, I present a kinetic
model for clostridial ABE fermentation by combining metabolic network, gene regula-
tion, and environmental cues (see [22] for the resulting publication). In Chapter 3, an in-
tegrative modeling framework is developed for predicting synthetic gene network behav-
iors in E. coli host. The framework consists of a coarse-grained description of E. coli host
physiology, multi-layered host-circuit interactions, and a kinetic description of exogenous
circuits (see [23] for the resulting publication). In Chapter 4, I develop a coarse-grained
model of proteome allocation and uncover the underlying mechanism that confers E. coli
the ability to optimize its proteome allocation in stationary and dynamic environments.
Finally, Chapter 5 summarizes my contributions in the previous chapters and discusses






The following chapter contains text and figures which can be found in the main text and
supporting information of [22].
2.1 Background
Microbial metabolism is a means by which a microbe utilizes nutrients and generates
energy to live and reproduce. As one of the most fundamental cellular characteristics,
it typically involves complex biochemical processes implemented through the orchestra-
tion of metabolic reactions, gene regulation, as well as their interactions with environ-
mental cues [24–26]. One representative example of such complex processes is solvent
production by Clostridium acetobutylicum, a Gram-positive, anaerobic bacterium that is
considered as one of the most prominent species for industrial biofuel production [27].
The solvent (Acetone-Butanol-Ethanol (ABE)) fermentation of the species involves
two physiological phases [28–31]: During the first phase, the bacterium grows exponen-
tially and organic acids (acetic acid and butyric acid) are produced with the release of
energy–acidogenic phase. This causes a dramatic drop in extracellular pH. In response
to the substantial decrease of the pH, cells enter stationary phase and the organic acids
formed are re-assimilated to produce solvents including acetone, butanol and ethanol–
solventogenic phase, thereby helping the bacterium to relieve the stress as a strategy for
survival. Solventogenesis is subsequently accompanied by the onset of sporulation .
From a system-level perspective, solvent production by C. acetobutylicum is indeed an
5
extraordinarily complex process that consists of genetic regulation, metabolic shift and
cellular signal integration [30,32,33]. As illustrated in Fig. 2.1, there is a core gene regula-
tory network, centering on the master regulator Spo0A [33]. Spo0A governs the expres-
sion of a set of functional genes coding for metabolic enzymes that are essential in the ABE
fermentation (e.g., adc, ctfA/B, and adhE) [34]. This genetic regulation via Spo0A therefore
leads to metabolic shift by altering the availability of the respective enzymes. Meanwhile,
the solvents, acids and other metabolites are released and hence alter the intracellular and
extracellular environments, which in turn provide triggering signals for reprogramming
the expression profiles of the genetic network [35]. The three parts, metabolic reactions,
gene regulation, and environmental cues, therefore constitute an interconnected, multi-
part system that represents a great degree of biological complexity. Supporting this fact, a
recent microarray study has shown that there are at least 245 genes that are differentially
expressed during the phase transition [35].
Due to the natural solvent production capability, acid and solvent tolerance, and ver-
satility in consuming various sugars by C. acetobutylicum, there has been considerable
interest in studying the metabolism of the bacterium over the past few decades, with a
special focus on the end-point behavior of the ABE fermentation. These efforts include
optimization of fermentation conditions [36], construction of new strains [37], as well as
computational modeling using the stoichiometric and kinetic approaches [38–40]. How-
ever, despite many invaluable studies, advances in optimizing solvent production have
been limited, largely due to the under-appreciation of the complexity of the intercon-
nected process and the lack of a global understanding of the fermentation. Recently,
omics-based attempts have been made to reveal the global characteristics of the ABE fer-
mentation [41], however, still missing is a system-level, quantitative picture of the under-
lying metabolism.
Here, we present a system-level computational framework for the analysis and ex-
ploitation of the solvent metabolism of C. acetobutylicum. By adopting a modular con-
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Figure 2.1: A system-level view of the acetone-butanol-ethanol (ABE) fermentation of
Clostridium acetobutylicum. The ABE fermentation is a complex process that is imple-
mented through the orchestration of metabolic reactions, gene regulation, and environ-
mental cues. Using a modular construction concept, the entire system can be decomposed
into three functional modules with one regulating another to form an integrated global
system. Details of individual modules are described in Fig. 2.2-2.4.
struction strategy, we partitioned the entire system into three functional modules that
correspond to metabolic reactions, gene regulation, and environment cues, and then con-
structed and characterized them individually. Subsequently, we assembled the modules
into an integrated model and further trained the model using experimental data from
both literature and our own fermentation experiments. To validate our framework and
further illustrate its power, we systematically performed in silico network perturbations




2.2.1 The Metabolic Reaction Module
Acknowledging the complexity of the process, we employed a modular construction con-
cept to decompose the system into three functional parts, i.e., metabolic reactions, gene
regulation and environmental cues. The first part is the metabolic network–the cellular
infrastructure for solvent biosynthesis. As illustrated in Fig. 2.2, acetate and butyrate
are formed via multiple enzymatic reactions and re-assimilated later to produce acetone,
butanol and ethanol. The enzymes of the acid synthesis pathway are constitutively ex-
pressed (green) while those solventogenic enzymes (red) are controlled by the phospho-
rylated Spo0A (Spo0A∼P). In addition, there are internal product inhibitions (blue lines)
that negatively regulate metabolite levels. Mathematically, we chose single-cell Spo0A∼P
concentration as the input of this module and concentrations of the acids and solvents as
the output. As the total fermented metabolites in a culture are the sum of metabolites
produced by individual cells, we described the kinetics of the overall metabolites in fer-
mentation by considering (see Sect. 2.4.1): (i) the kinetics of metabolites within a single
cell, (ii) the availability and activity of metabolic enzymes, and (iii) cellular dynamics of
population growth.
To test the module, we performed two representative simulations: acidogenic fermen-
tation during which cells remain in the acidogenic phase and regular ABE fermentation
in which cells transit from acidogenic to solventogenic phases. The acidogenic fermen-
tation (Fig. 2.8A, left column) was simulated by setting the Spo0A∼P concentration null
throughout the entire course. As a result, the cells were able to fully consume glucose
in the culture, and cellular growth showed two distinct phases with one increasing and
the other decreasing, attributed to the availability of the carbon source. This fermenta-
tion resulted in the production of both acetate and butyrate but not the solvents. For the
regular ABE fermentation (Fig. 2.8A, right column), we implemented it by turning on
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Figure 2.2: The detailed metabolic network for the ABE fermentation. Glucose is
converted via multiple steps into acetate and butyrate (organic acids) which are re-
assimilated later to synthesize acetone, butanol and ethanol (solvents). Here, the en-
zymes involved in acid production are constitutively expressed (green) while those in
solvent synthesis are induced by the phosphorylated Spo0A (Spo0A∼P) (red). Black ar-
rows indicate metabolic fluxes while blue flat-headed lines reflect internal production in-
hibitions. In this module, the concentration of Spo0A∼P serves as the input and the levels
of metabolites are the output. Enzyme abbreviations: Ack, acetate kinase; Adc, acetoac-
etate decarboxylase; AdhE, aldehyde/alcohol dehyrogenase; Bcd, butyryl-CoA dehydro-
genase; Buk, butyrate kinase; Crt, crotonase; CtfAB, acetoacetyl-CoA:acyl-CoA trans-
ferase; Hbd, 3-hydroxybutyryl-CoA dehydrogenase; Ldh, lactate dehydrogenase; Pfor,
pyruvate:ferredoxin oxidoreductase; Pta, phosphotransacetylase; Ptb, phosphotransbu-
tyrylase; and Thl, thiolase. TCA cycle stands for tricarboxylic acid cycle.
the expression of Spo0A∼P to a saturated level during the fermentation course (at hour
10). Jointly determined by the profiles of both Spo0A∼P and remaining glucose, both the
glucose uptake and cellular growth showed distinct three-piecewise profiles. Compared
with the acidogenic fermentation, the regular ABE fermentation exhibited reduced pro-
duction of acids but increased solvent production, primarily due to Spo0A∼P induced
acid re-utilizations, qualitatively consistent with experimental reports [34, 42]. Notably,
the piecewise linear behaviors of the optical density and product yields are attributed to
the lack of considerations of the impacts of metabolites and environmental pH on cellular
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growth in this module, which will be resolved upon integration with other parts.
2.2.2 The Gene Regulation Module
The gene regulation module. With recent advances in molecular studies of the acidogenesis-
soventogenesis switch, the picture of the underlying core genetic network has started
to emerge [43]–it centers on the master regulator Spo0A and its phosphorylated form
Spo0A∼P and also possesses a double positive feedback loop mediated by sigma fac-
tors F and K (σF, σK) (Fig. 2.3). Here, the environmental signals, such as external pH
and undissociated acids, can trigger the production and phosphorylation of Spo0A [44].
Meanwhile, phosphorylated Spo0A (Spo0A∼P) controls the expression of downstream
genes, including adc, ctfA/B, and adhE that are essential for the acidogenic to solvento-
genic transition. Therefore, in this module, environmental signals serve as the system in-
puts and Spo0A∼P serves as the output. Based on the above information, we constructed
a simple feedback-based kinetic model (see Sect. 2.4.2). Here, the concentrations of the
four key molecules (Spo0A, Spo0A∼P, σF, and σK ) were adopted as the model variables
and their kinetics were described using differential equations. In addition, we introduced
a Hill function (Eq. 2.31) to describe the response of the gene regulatory network to envi-
ronmental cues and proposed a quantitative metric, cellular toxicity (see Sect. 2.4.3), as a
measure of overall deleterious effects from the cues.
To evaluate the appropriateness of our model, we employed nonlinear dynamics tools
to analyze its dynamic properties. Fig. 2.8B shows the phase diagram of the system dy-
namics respecting to the strengths of the positive regulations of σK (αs) and the dephos-
phorylation of Spo0A∼P (βp). The results suggest that the network can be locked in
single states or act as a bistable switch [43], depending on parameter regimes. To further
examine if the genetic network responds appropriately to environmental cues, we plot-
ted a 3-dimensional profile of Spo0A∼P concentration which increases monotonically
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Figure 2.3: The core genetic controlling network. The module centers on the master reg-
ulator Spo0A and its phosphorylated form Spo0A∼P which controls cellular phase shift
from acidogenesis to solventogenesis. The transitions between the two forms of Spo0A
are induced by environmental signals and also regulated by double positive feedback via
sigma factor F (σF) and sigma factor K (σK). In this module, the state of environmental
cues, defined as cell toxicity, serves as the input and the concentration of Spo0A∼P is the
output.
with cellular toxicity (indicator of environmental cues) for all αs values (Fig. 2.8C). In-
terestingly, the profile of the Spo0A∼P level may be either discontinuous with a sudden
shift (green line) or continuous (orange line), depending on the strength of positive feed-
back (αs). The two differential responses are further illustrated in Fig. 2.8D,E. To date,
the detailed profile of Spo0A∼P remains unknown (discontinuous or continuous), due
to the lack of single-cell Spo0A expression data. However, despite the possible presence
of differences in details, this module showed a positive correlation of Spo0A∼P with the
environmental cues and successfully mimicked the Spo0A production response during
the acidogenic-solventogenic transition as previous experimental studies [34, 45].
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2.2.3 The Module for Environmental Cues
The module for environmental cues. Although often overlooked, the biochemical events
of the metabolic and gene regulatory networks often cause bidirectional interactions with
both intra- and extra-cellular environments (Fig. 2.4): Molecules synthesized via metabolic
reactions are released into intracellular compartment and further possibly diffuse across
cell membrane to extracellular milieu, causing the change of the metabolite concentra-
tions in the environments; dissociation of molecules can further alter environmental pH;
conversely, the molecular composites in the environment, including protons and undis-
sociated forms of organic acids, may be toxic to the cells and thereby induce cellular stress
response and alteration of gene expression. Therefore, the environmental cues serve as
the mediator for metabolic reactions and gene regulation to perceive the information from
the former and transmit it to the latter, bridging the two fundamental processes.
Figure 2.4: Schematic illustration of the processes involved in the environmental cues,
including acid dissociation, metabolite diffusion, and equilibrium of protons and other
ions. In this module, the system inputs are the metabolites produced by the cells and
the output is the total effect of intra- and extra-cellular environmental cues which can
be described by a quantitative metric, cell toxicity. (Un)dis. stands for bi-directional
association and dissociation processes.
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To establish a quantitative description of the functions of environmental cues in ABE
fermentation, we first introduced a unified metric, cellular toxicity, to account for the
overall effects of environmental cues on gene regulation. We chose cellular toxicity as
a measure of environmental effects due to the following reasons: A subset of metabo-
lites, such as organic acids and solvents, were shown toxic to the cells and a high level
of those molecules reduces and even fully inhibits cell growth [46]; meanwhile, from a
physiological viewpoint, the solvent production of C. acetobutylicum is a survival strategy
responding to environmental stress; additionally, a subset of stress response genes (e.g.,
groEL-groES) are indeed activated when cells transit from acidogenic into solventogenic
phases to increase acid and solvent tolerance [47].
Mathematically, we propose cellular toxicity as a function of intracellular levels of
undissociated acids, solvents and pH (Eq. 2.36). The underlying reasons are that these
variables constitute the major factors causing growth suppression and solvent produc-
tion as suggested by previous studies [48] and thus serve as the triggering factors for
solvent production. To further bridge the impact of metabolic reactions on environmen-
tal cues and the influence of environmental cues on gene regulation, we modeled three
key steps associated with environmental cues–dissociation of organic acids, diffusion of
metabolites, and pH change (see Sect. 2.4.3). As a result, we were able to obtain both intra-
and extra-cellular pH values and metabolite concentrations of C. acetobutylicum cultures
under given conditions. Fig. 2.5 shows transient dynamics of intra- and extra-cellular
metabolites as well as corresponding pH values for a given dose of acids. Fig. 2.6 shows
the impact of cell density on the steady-state distributions of these variables. To examine
the effectiveness of our pH model and further illustrate its power, we computed the pH
values of nine simple buffer compositions, showing a good agreement with experiments
(Fig. 2.7). We also used the model to calculate the external and internal pH values of a
more complex MS-MES medium [49] mixed with given levels of acetic and butyric acid
(Fig. 2.8F,G). With the above modeling, cellular toxicity can be subsequently acquired.
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Fig. 2.8H shows the computed time evolution of the cellular toxicity of two clostridial
cultures, one using the wild-type ATCC 824 strain and the other using an adc mutant [49].
Beyond the specific data sets, the model can also be employed to compute cellular toxicity
of arbitrary cultures of C. acetobutylicum (Fig. 2.9).
Figure 2.5: Equilibriums of dissociable acids and other metabolites in different initial
conditions. (A-D) Initial conditions: acetic acid (intracellular 4× 104 mM; extracellular 4
mM), butyric acid (intracellular 3× 104 mM; extracellular 3 mM) and butanol (intracellu-
lar 1.8× 105 mM; extracellular 18 mM). (E-H) Initial conditions: acetic acid (intracellular
4 mM; extracellular 40 mM), butyric acid (intracellular 3 mM; extracellular 30 mM) and
butanol (intracellular 18 mM; extracellular 180 mM). Vr is 1.0× 10−3. We used MS-MES
medium for pH calculation.
2.2.4 Module Integration and Whole Model Training
Module integration and whole model training. Upon systematic modeling, validation
and calibration of the individual modules above, we assembled them into an integrated
framework via their output-input interconnections as illustrated in Fig. 2.1. We then ex-
amined the plausibility of using the resulting framework to understand the complete
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Figure 2.6: The impacts of cell density on metabolite equilibrium (A) and pH (B). Ini-
tial conditions: acetic acid (intracellular 4 × 104 mM; extracellular 4 mM), butyric acid
(intracellular 3× 104 mM; extracellular 3 mM) and butanol (intracellular 1.8× 105 mM;
extracellular 18 mM). We used MS-MES medium for pH calculation.
Figure 2.7: Validation of the charge balance approach for pH calculation using simple
buffers. The X and Y axes correspond to the experimental data [50] and numerical simu-
lations respectively.
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Figure 2.8: Construction and characterization of individual modules. (A) The metabolic
reaction module. Left column: Spo0A remaining low through the entire course. Right
column: Spo0A switched on during fermentation. (B-E) The genetic regulation module.
(B) Phase diagram of the network dynamics with respect to the positive regulation of σK
(αs) and the dephosphorylation of Spo0A∼P (βp). (C) The Spo0A∼P concentration as
a function of the strength of the positive regulation of σK (αs) and cellular toxicity (Ct).
(D-E) Two representative Spo0A∼P profiles in (C). (F-H) The module for environmental
cues. (F-G) Computed extra- and intra-cellular pH values for given levels of acetic acid
and butyric acid in MS-MES medium. (H) Computed cellular toxicity during the course
of two fermentations that use the wild-type and adc mutant strains respectively [49]. The
colors of the circles indicate toxicity level, and the numbers refer to different time points.
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Figure 2.9: Cellular toxicity Ct as a function of acetic acid and butyric acid for a given
level of butanol. We used MS-MES medium for pH calculation.
ABE fermentation by C. acetobutylicum. Specifically, we aimed to reproduce the tempo-
ral fermentation patterns of the wild-type ATCC 824 strain as well as its ctfA and adc
mutants [49]. For the wild-type strain, the computational simulation was straightfor-
ward and implemented by numerically integrating the equations of the three modules
simultaneously. To simulate fermentations with the mutants, we first performed in silico
gene knockout assays by setting null for the enzyme concentrations (CtfA and Adc re-
spectively) (see Sect. 2.4.6) and then numerically integrated the modified equation sets.
Parameters were chosen to minimize the discrepancy between in silico pH-uncontrolled
fermentations with experimental data [49]. Fig. 2.10A shows the comparison of the sim-
ulated patterns (blue, green and red lines) with experimental data (blue circles, green
squares and red triangles) for the fermentations using the wild type, ctfA mutant and adc
mutant respectively, suggesting that the integrated model was indeed able to successfully
reproduce complex ABE fermentation profiles.
To examine whether the consistency between our simulations and the experiments
is specific to the data set we adopted for parameter fitting, we applied the same model,
without any modifications or additional parameter fitting, directly to two new sets of
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fermentation data from the literature (grey [51] and red triangles [52] in Fig. 2.10B). In ad-
dition, we experimentally performed two pH-uncontrolled ABE fermentations using the
wild-type C. acetobutylicum ATCC 824 strain (blue circles and green squares in Fig. 2.10B).
Altogether, the comparisons of our model predictions and the experimental data from
literature as well as our own fermentation assays demonstrated that our framework and
the associated parameter set are versatile and not limited to specific data sets.
Additionally, by leveraging the model’s capability in revealing fermentation dynam-
ics, we traced the temporal patterns of cellular toxicity, the measure of environmental
effects, for the pH-uncontrolled, wild-type fermentation in Fig. 2.10A. As depicted in
Fig. 2.10C, the model was able to show the time evolution as well as the composition of
cellular toxicity over the course of fermentation, illustrating the combinatorial feature of
toxicity from multiple sources as suggested by experiments [32, 46].
2.2.5 Systematic Network Perturbations across Different Modules
To further validate our integrated framework and also to illustrate its power in predicting
the complex fermentation and physiological processes, we performed a set of in silico net-
work perturbations over different parts of the model, including the metabolic network,
genetic network, and environmental cues, and used the resulting variants to conduct
computational fermentations for a systematic comparison with experimental findings.
The same set of parameters identified for the wild-type model in the above section was
used throughout all of the network perturbation assays to ensure consistency of the mod-
eling.
For the metabolic module, we conducted computational knockout assays for the genes
pta, ctfA/B and adhE that are all critical in producing acids and solvents. As shown in
Fig. 2.11A, the mutations of these genes block the carbon fluxes to acetate and all of the
solvents (acetone, butanol, and ethanol) but leave the butyrate formation pathway intact,
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Figure 2.10: Calibrations and primary tests of the integrated model. (A) Comparison
of the simulated ABE fermentations with the data from previous experimental reports.
Combining the modules for metabolic reactions, gene regulation and environmental cues,
the integrated model was able to reproduce the pH-uncontrolled fermentations of the
wild-type (blue lines), ctfA-knockout (green lines), and adc-knockout (red lines) strains.
The corresponding experimental results (blue circles, green squares, and red triangles)
were adapted from previous studies [49]. (B) Additional comparisons of experimental
and computational metabolite profiles for the pH-uncontrolled fermentations that use
the wild-type strain. The experimental data with blue circles and green squares were ob-
tained from our own fermentations; the data with gray triangles [51] and red inverted
triangles [52] were adapted from previous studies. (C) Computed time evolution of the
cellular toxicity during the pH-uncontrolled wild-type fermentation in (A) (correspond-
ing to the blue lines).
which shall lead to an expectation of abolished acetate and solvent production, but an en-
hanced butyrate production. We implemented the corresponding network perturbation
by setting zero for the concentrations of Pta, CtfA/B and AdhE in the model. With the
modified model, we conducted an in silico fermentation assay with pH controlled above
5.0 (Fig. 2.11B). Supporting our expectation and agreeing with the experimental data (left
column) [53], the simulated fermentation (right column) gave rise to excessive amounts
of butyrate but minimal acetate and the solvents, although cell growth remained normal.
The butyrate-producing phenotype was also observed for the same strain when pH was
controlled above 6.0 (Fig. 2.12). Interestingly, compared with the case of pH ≥ 6.0, the
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glucose uptake in the pH ≥ 5.0 assay was severely impaired despite the fact that there is
a much lower butyrate production (Fig. 2.11C, top panel). We therefore asked whether
cellular toxicity can interpret this observation. Indeed, our calculation shows a higher
toxicity in the case of pH ≥ 5.0 (Fig. 2.11C, bottom panel), primarily attributed to the tox-
icity of the undissociated butyric acid. This result thereby shows a consistency with our
initial assumption that it is undissociated acids (not total acids) that primarily contribute
to the cellular toxicity.
Figure 2.11: Perturbations of the metabolic reaction network. (A) Schematic diagram
of the metabolic reaction network upon pta-ctfB-adhE knockout. The triple knockouts
abolish the productions of acetate, acetone, butanol, and ethanol. (B) Comparison of
simulated fermentation patterns with experimental results adapted from literature [53],
where both have an enhanced butyrate accumulation but minimal productions of acetate
and all of the solvents. pH is controlled above 5.0. (C) Computed glucose consumptions,
total and undissociated butyrate, and cellular toxicities of the fermentations using the
pta-ctfB-adhE mutant, for the cases when pH is controlled above 5.0 and 6.0.
With respect to the perturbation of the genetic regulation module, we computation-
ally knocked out and overexpressed the master regulator gene spo0A. We chose spo0A
as the perturbation target because of its central role in controlling cellular phase transi-
tion from acidogenesis to solventognesis. The knockout was implemented by setting the
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Figure 2.12: Comparison of the experimental and simulated metabolite profiles for a pH-
controlled (pH ≥ 6.0) batch fermentation. A pta-ctfB-adhE1 triple-knockout strain was
used [53].
concentration of Spo0A to zero, similar to the ctfA and adc knockout above. For Spo0A
overexpression, we modified the equation (Eq. 2.32) that describes the kinetics of Spo0A
concentration by assigning a higher production rate as reported [54]. Simultaneously, we
increased the specific maintenance rate (Eq. 2.26) to mimic the metabolic burden placed
by plasmid maintenance [55]. To examine how the network perturbations impact the ABE
fermentation, we compared the levels of metabolites produced by the mutants with their
references–for the knockout mutant, the wildtype served as its control while for the over-
expression strain, the wildtype loaded with an empty plasmid vector was recruited. We
found that, in contrast to the wild-type fermentation (blue lines, Fig. 2.13), the Spo0A mu-
tant (green lines, Fig. 2.13) failed to initiate the solventogenic transition and to fully utilize
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glucose, leading to a phenomenon similar to acid crash [42]. In addition, the Spo0A over-
expression strain (red lines, Fig. 2.13) shows a higher solvent productivity than its control
(gray lines, Fig. 2.13). Notably, both Spo0A overexpression stain and its control exhibited
a delayed but prolonged fermentation as a consequence of host-plasmid interaction [55].
All of the in silico results are qualitatively consistent with experimental data (blue cir-
cles [56] and green squares [56] for Spo0A mutant and its control; gray triangles [57] and
red inverted triangles [57] for Spo0A overexpression strain and its control).
Figure 2.13: Comparison of the computational and experimental fermentation profiles for
the strains with genetic network perturbations. The fermentations of the spo0A-knockout
(green lines), spo0A overexpression (red lines), and their control (blue and grey lines)
strains were simulated with the integrated model and further compared with correspond-
ing experimental results reported in previous studies (green squares [56], red inverted tri-
angles [57], blue circles [56], and gray triangles [57]). Notice that, the experimental data
does not include the glucose consumptions of the wild-type and spo0A-mutant strains
and the ethanol yields for the spo0A overexpression strain and its control, due to the lack
of information in the original literature.
Regarding the environmental cues, we decided to alter the environmental pH as an
approach for network perturbation. This was motivated by the importance of environ-
mental pH control on ABE fermentation [42,58,59]: Improper pH settings may cause acid
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crash, leading to incomplete sugar utilization and abolished solvent production because
of poor transition from acidogenesis to solventogenesis; in contrast, optimal pH control
may accelerate sugar utilization and result in enhanced solvent production enabled by
good transition from acidogenesis into solventogenesis [42, 58]. Computationally, envi-
ronmental pH control can be achieved by discarding the pH equation (Eq. 2.45) in the
original model and, instead, assigning a constant value, when needed, to the external
pH. The right columns of Fig. 2.14 show the computational temporal profiles of the tar-
get metabolites for the cases of pH controlled above 5.0 (blue lines), 5.5 (green lines) and
6.0 (red lines): the first has minimal acid accumulations but high solvent production,
representing a good solvent fermentation; the last has increased acid accumulations but
minimal production of solvents, similar to an acidogenic fermentation; and the middle
has intermediate levels of acids and solvents. All of these pH-controlled fermentations
are qualitatively consistent with experimental reports (Fig. 2.14, left columns) with blue
circles [60], green squares [60] and red triangles [58] corresponding to the fermentations
of pH ≥ 5.0, 5.5 and 6.0, respectively. Again, we compared our modeling results with
additional experiments performed by multiple groups (Fig. 2.15), supporting the generic
nature of our model.
The systematic in silico perturbations above along with the comparisons with multi-
source experimental data demonstrated that the model is capable of predicting the com-
plex physiological processes of C. acetobutylicum, affirming the necessity of integrating all
of the three aspects for modeling the ABE fermentation.
2.3 Conclusions
In this paper, we present an integrated computational framework of clostridial ABE fer-
mentation that combines metabolic reactions, gene regulation, and environmental cues.
Although valuable attempts have been made previously [40], to our knowledge, this is
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Figure 2.14: ABE fermentation profiles upon the perturbations of the environmental cues
(pH control). Fermentations with external pH controlled above 5.0 (blue lines), 5.5 (green
lines) and 6.0 (red lines) were simulated using the integrated model. For comparison,
experimental results are also presented with the blue circles [60], green squares [60] and
red triangles [58] corresponding to the fermentations with external pH controlled above
5.0, 5.5 and 6.0 respectively.
the first study that explicitly integrates the interdependent three aspects into clostridial
ABE fermentation and demonstrates the necessity of this integration for a systematic un-
derstanding of the complex process. It is also the first study that successfully integrates a
large volume of seemingly heterogeneous experimental data with different strains (both
the wild-type and its mutants), under various settings (e.g. pH control and medium vari-
ation) and from multiple laboratories into a consistent picture.
Notably, although the framework involves a systems-level integration of molecular
and cellular events, it was not intended and also practically impossible to include every
single process associated with clostridial physiology and ABE fermentation. For instance,
redox and energy balances were not explicitly modeled in our framework; instead, we in-
troduced a global parameter to describe the impact of the overall cellular state on enzyme
activity (see Sect. 2.4.1). This approximation is reasonable for this specific system, given
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Figure 2.15: Comparison of experimental and simulated metabolite profiles for multiple
pH-controlled (pH≥ 5.0) batch fermentations. The same wild-type strain was used, how-
ever, media and initial glucose levels were different. Data sources: blue circles [58], red
triangles [29], green squares [34], gray inverted triangles [60].
the experimental evidence showing relative minor cofactor (both NAD(P)H/NAD(P)+
and ATP/ADP) variations across the entire course of fermentation [61, 62]. However, the
impacts of cofactors can be exaggerated in some scenarios, particularly when the balances
are significantly perturbed. In the future, it will be valuable to more systematically study
the roles of cofactors in the ABE fermentation.
This work advances our fundamental understanding of the ABE fermentation by elu-
cidating the systems-level orchestration of gene regulation, metabolism, and environ-
mental cues, identifying the multi-scale link between single-cell molecular events and
macroscopic batch fermentations, and providing a mechanistic scheme for computing
the environmental cues. The work also provides a powerful tool for generating new
hypotheses and for guiding strain design and protocol optimization, facilitating the de-
velopment of next-generation biofuels. More broadly, the modular model development
25
approach used in the study can serve as a general strategy for modeling microbial phys-
iology that involves multiple subnetworks; additionally, by using the ABE fermentation
as an example, our study demonstrates the necessity and power of an integrated and
quantitative view for understanding physiological processes, which resonates with the
emerging trend of quantitative biology towards microbial physiology [2, 63]. Therefore,
our work also advances the study of quantitative microbial physiology in general.
2.4 Methods
2.4.1 Metabolic Module
The metabolic reaction module describes the biochemical reactions associated with cel-
lular central metabolism and the ABE fermentation. In this module, the concentration of
Spo0A∼P (the phosphorylated Spo0A) serves as the system input, owing to the fact that it
controls the expression of the genes responsible for solvent formation. The outputs of this
module are simply the concentrations of metabolic products. As the metabolite amounts
in culture equal the sum of metabolites produced by individual cells, we described the
kinetics of the overall metabolites by considering: the kinetics of metabolites within a
single cell, the availability and activity of enzymes involved in the metabolic reactions,
and the dynamics of population growth.
Biochemical Reactions
Fig. 2.16 shows the biochemical reactions involved in the ABE fermentation, where the
carbon source glucose is converted to acids and solvents in an ordered manner. In this
diagram, we condensed all intermediate steps and complex regulations in glycolysis into
a single reaction for pyruvate production. Pyruvate is then branched to enter the tricar-
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boxylic acid (TCA) cycle [62], to lactate synthesis, or to produce acetyl-CoA. Acetyl-CoA
is further branched to produce ethanol, acetate, or butyryl-CoA which is converted to
butyrate or butanol. During the conversion from acetyl-CoA to butyryl-CoA, flux can
also be divided to produce acetone. Additionally, the organic acids (acetate and butyrate)
can be re-assimilated via a CtfAB-dependent pathway or putative reversed reactions to
synthesize the corresponding solvents (acetone, butanol and ethanol). It is important to
note that we introduced reverse reactions for Ack/Pta and Buk/Ptb as alternative path-
ways for acetate and butyrate re-utilizations respectively, supported by the previous lit-
erature [39, 60]. Enzymes involved in these reactions are listed in the figure.
Mathematically, the biochemical reactions in Fig. 2.16 can be described in terms of
their reaction rates (Table 2.1). Here, Michaelis-Menten kinetics was employed to model
the enzymatic kinetics for all of the reactions but the CtfAB-dependent acid re-assimilations
(r11 and r24). In each of those kinetic processes, it involves two characteristic parame-
ters: V, the maximal reaction rate at which substrate concentration is saturated, and Km,
the substrate concentration at which the reaction rate is equal to half of the maximum.
For the CtfAB-dependent re-assimilations, a Ping-Pong-Bi-Bi mechanism was adopted to
describe the sequential conversions of two substrates into two products catalyzed by a
single enzyme [64]. Therefore, the reactions r11 and r24 both have two Km’s. Additionally,
acetoacetate and butanol were assumed to inhibit the enzymatic activities of CtfAB and
AdhE1 respectively, supported by the previous studies [64, 65].
The above descriptions of the biochemical reactions allow a quantitative modeling of
the kinetics of all of the metabolites involved in the pathway. Here we employed ordi-







− r2 − r3 − r4 + r5 (2.1)
d[Lactate]
dt
= r4 − r5 (2.2)
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Figure 2.16: The pathway involves a total of 26 biochemical reactions indexed from r1
to r26. For each of the reactions, there is an associated enzyme that belongs to one of
the two categories: (i) Enzymes that are constitutively expressed (green) or (ii) Enzymes
controlled by Spo0A∼P (red). Additionally, there exist product inhibitions, indicated by
blue flat-headed arrows. Enzyme abbreviations: Ack, acetate kinase; Adc, acetoacetate
decarboxylase; AdhE, aldehyde/alcohol dehyrogenase; Bcd, butyryl-CoA dehydroge-
nase; Buk, butyrate kinase; Crt, crotonase; CtfAB, acetoacetyl-CoA:acyl-CoA transferase;
Hbd, 3-hydroxybutyryl-CoA dehydrogenase; Ldh, lactate dehydrogenase; Pfor, pyru-
vate:ferredoxin oxidoreductase; Pta, phosphotransacetylase; Ptb, phosphotransbutyry-
lase; and Thl, thiolase. Metabolites: Glu, Glucose; Pyr, Pyruvate; AcP, Acetyl phosphate;
AcCoA, Acetyl-CoA; AcAld, Acetaldehyde; AcAcCoA, Acetoacetyl-CoA; AcAc, Acetoac-
etate; 3HBCoA, 3-Hydroxybutyryl-CoA; CroCoA, Crotonyl-CoA; BuCoA, Butyryl-CoA;










− r11 − r24 − r17 (2.4)
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Reaction Kinetic Law Reaction Kinetic Law
Glu→ 2 Pyr r1 = γ ·
V1[Glue]
Km1 + [Glue]
· (1− Ct) Pyr→ (TCA cycle) r2 = γ ·
V2[Pyri]
Km2 + [Pyri]
Pyr→ AcCoA r3 = γ · [Pfor] ·
V3[Pyri]
Km3 + [Pyri]
Pyr→ Lactate r4 = γ · [Ldh] ·
V4[Pyri]
Km4 + [Pyri]
Lactate→ Pyr r5 = γ · [Ldh] ·
V5[Lactateti ]
Km5 + [Lactateti ]
2 AcCoA→ AcAcCoA r6 = γ · [Thl] ·
V6[AcCoAi]
Km6 + [AcCoAi]
AcCoA→ AcP r7 = γ · [Pta] ·
V7[AcCoAi]
Km7 + [AcCoAi]
AcP→ AcCoA r8 = γ · [Pta] ·
V8[AcPi]
Km8 + [AcPi]
AcP→ Acetate r9 = γ · [Ack] ·
V9[AcPi]
Km9 + [AcPi]
Acetate→ AcP r10 = γ · [Ack] ·
V10[Acetateti ]
Km10 + [Acetateti ]












AcAc→ Acetone r12 = γ · [Adc] ·
V12[AcAci ]
Km12 + [AcAci ]
AcCoA→ AcAld r13 = γ · [AdhE1] ·
V13[AcCoAi]
Km13 + [AcCoAi]
AcAld→ Ethanol r14 = γ · [AdhE1] ·
V14[AcAldi]
Km14 + [AcAldi]
AcCoA→ AcAld r15 = γ · [AdhE2] ·
V15[AcCoAi]
Km15 + [AcCoAi]
AcAld→ Ethanol r16 = γ · [AdhE2] ·
V16[AcAldi]
Km16 + [AcAldi]
AcAcCoA→ 3HBCoA r17 = γ · [Hbd] ·
V17[AcAcCoAi]
Km17 + [AcAcCoAi]
3HBCoA→ CroCoA r18 = γ · [Crt] ·
V18[3HBCoAi]
Km18 + [3HBCoAi]
CroCoA→ BuCoA r19 = γ · [Bcd] ·
V19[CroCoAi]
Km19 + [CroCoAi]
BuCoA→ BuP r20 = γ · [Ptb] ·
V20[BuCoAi]
Km20 + [BuCoAi]
BuP→ BuCoA r21 = γ · [Ptb] ·
V21[BuPi]
Km21 + [BuPi]
BuP→ Butyrate r22 = γ · [Buk] ·
V22[BuPi]
Km22 + [BuPi]
Butyrate→ BuP r23 = γ · [Buk] ·
V23[Butyrateti ]
Km23 + [Butyrateti ]












BuCoA→ BuAld r25 = γ · [AdhE1] ·
V25[BuCoAi]
Km25 + [BuCoAi]
BuAld→ Butanol r26 = γ · [AdhE1] ·
V26[BuAldi]




Table 2.1: Kinetic laws of the primary metabolic reactions described in Fig. 2.16.
d[AuP]
dt
= r7 + r10 − r8 − r9 (2.5)
d[Acetate]
dt










= r13 + r15 − r14 − r16 (2.9)
d[Ethanol]
dt
= r14 + r16 (2.10)
d[3HBCoA]
dt
= r17 − r18 (2.11)
d[CroCoA]
dt
= r18 − r19 (2.12)
d[BuCoA]
dt
= r19 + r21 + r24 − r20 − r25 (2.13)
d[BuP]
dt
= r20 + r23 − r21 − r22 (2.14)
d[Butyrate]
dt
= r22 − r23 − r24 (2.15)
d[BuAld]
dt




Note that, the factors 2 in Eq. 2.1 and 1/2 in Eq. 2.4 are due to stoichiometric constraints
of the reactions. In addition, the single-cell glucose uptake rate r1, which defines how
fast the total amount (not the concentration) of glucose is imported into cells, needs to
be scaled by the cell volume Vc (Eq. 2.1), when computing the intracellular concentration
change.
Enzyme Availability and Activity
Due to their engagements in the reactions in Fig. 2.16, enzymes are essential in determin-
ing the actual rates of the biochemical reactions. To quantitatively model how enzymes
impact ABE fermentation, we considered both their availability and activity. Here, en-
zyme availability refers to the abundance of an enzyme, which can be quantified by its
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copy number, while enzyme activity refers to the catalytic activity of a single copy of an
enzyme, which is often subject to the availability of external factors such as ATP, NADH,
and other co-factors. To model enzyme availability, we classified the enzyme genes in
Fig. 2.16 into two classes:
• Genes that are constitutively expressed (green), including ldh, pfor, pta, ack, thl,
adhE21, hbd, crt, bcd, ptb and buk: We assumed that the concentrations of these en-
zymes remain constant (normalized to unit concentration) throughout the fermen-
tation course, based on the experimental findings showing that the mRNA levels of
those enzyme genes keep roughly the same during the course of fermentation [27].
• Genes that are relevant to solvent production (red), including adc, ctfAB, and adhE1:
We assumed that the productions of this class of enzymes are subject to the availabil-
ity of the master regulator Spo0A∼P (phosphorylated Spo0A) in a Hill-function-like
form. The kinetics of the enzymes can then be described as:
d[Adc]
dt










− dctf [CtfAB] (2.19)
d[AdhE1]
dt




where [S∗] represents the concentration of Spo0A∼P. For each of the above three





adhe), the second corresponds to (Spo0A∼P)-activated enzyme
production (rate constants: radc, rctf and radhe), and the last corresponds to first-order
degradation (rate constants: dadc, dctf and dadhe).
To model enzyme activity, we assumed that there is a strong correlation between en-
1Despite of the fact that adhE2 is highly induced in acidogenic phase and strongly repressed in solven-
togenic phase [66], we assumed a low yet constant level of this enzyme to account for the non-negligible
background ethanol production in the adhE1-knockout strains [53, 67].
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zyme activity and cellular glucose uptake rate r1. This assumption is built on the follow-
ing two factors: (i) Several enzymes showed a diminishing activity when the glucose level
in the medium reduces [68]; (ii) The cofactors, such as ATP and NADH, that are impor-
tant for catalytic reactions may have a limited availability when nutrient is limited [39].
We therefore assumed that activities for all of the enzymes depend on the cellular glucose
uptake in the following fashion: If the uptake rate is high, the activities for the enzymes
remain intact. However, they drop when the imported glucose is not sufficient to provide
the energy needed for a cell to maintain its basal-level metabolism. Computationally, we
modeled the enzyme activity-glucose uptake relationship as:
γ =

1 if r1 ≥ η
(r1/η)nγ otherwise
(2.21)
where γ is enzyme activity coefficient, r1 is glucose uptake rate, η refers to the minimal
energy needed for a cell to maintain its basal-level metabolism and nγ reflects the nonlin-
earity of the relationship. See below for the expressions of r1 and η.
Glucose uptake and population growth
To model cellular growth, we built our model by first adopting the Monod equation
widely used in describing cellular population dynamics [69]. In addition, we incorpo-
rated into the model cellular growth inhibition that is originated from the toxicity of
metabolites (such as butanol) produced by the cell and low pH [46, 70]. Taken together,
cellular glucose uptake rate r1 can be written as





where Glue is the glucose in the medium (the subscript e refers to extracellular glucose)
and Ct is a dimensionless metric describing the cellular toxicity level that is detailed in
Sect. 2.4.2.
Recently, studies have shown that carbon sources imported by cells are not fully used
for biomass synthesis and cellular growth, but instead, partially used to retain a basal-
level metabolism [71, 72]. Such a metabolism is needed even when cells do not grow and
the associated minimal requirement is called maintenance cost [73]. To model the total
glucose consumption (∆G) over a time interval of ∆t, we partitioned it for cell growth
and physiology maintenance, which can be described as




where Nv is the number of viable cells (opposed to spores), ∆B is biomass production,
YG is biomass yield and η is maintenance cost (η is assumed constant for simplicity). By
assuming that biomass is proportional to cell number Nv, i.e.,
∆B = Cbiom∆Nv (2.24)
where Cbiom is the proportional coefficient and that cell population grows exponentially,
i.e.,
∆Nv = µNv∆t (2.25)
where µ is the specific growth rate, we were able to relate cellular growth rate µ to r1 and
η as
µ = Cµ(r1 − η) (2.26)
in which Cµ = YG/Cbiom. Here, different from the typical nutrient–growth relationship,
this equation naturally implies a negative growth rate (i.e., decreasing population num-
ber) when the amount of imported glucose is not sufficient to supply the minimal energy
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requirement for cell maintenance [74]. It is worth pointing out that the mathematical def-
inition of η includes two important processes contributing to a diversion of substrate flux
from growth: (i) cell death and lysis and (ii) maintenance of plasmid replication.
One unique feature of C. acetobutylicum is its ability of spore formation in harsh envi-
ronmental conditions, in addition to cellular apoptosis. We therefore partitioned the cell
population into two subpopulations—viable cells and spores, and modeled them sepa-
rately. For cellular transition from viable cells to spore, we assumed that it is triggered
by cellular toxicity Ct, similar to the transition from acedogenic to solventogenic phases.
In addition, as spore formation requires sequential activation of a large set of genes [30],
it often involves a long time delay from cellular commitment to the completion of spore
formation.
Taken together, we were able to derive the kinetic equations for external glucose









= Cµ(r1 − η)Nv − kspo · Nv(t− δt) · Ct(t− δt) (2.28)
dNs
dt














where Vm is the culture volume, kspo is the maximum spore formation rate, δt is time de-
lay for sporulation. Due to morphological distinctions between spores and non-spores,
we used two light absorbance coefficients Cod,v and Cod,s for viable cells and spores re-
spectively.
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2.4.2 Gene Regulation Module
Although the importance of the master regulator Spo0A in regulating metabolic shift has
been well elucidated [34], there has been lack of a system-level understanding about how
cells utilize the underlying Spo0A-based network to integrate environmental signals and
to implement cellular phase transitions.
Based on the previous experimental reports [30, 43, 75], we proposed a core regula-
tory network for cellular decision making in ABE fermentation. As shown in Fig. 2.3, the
network centers on the master regulator Spo0A and its phosphorylated form Spo0A∼P,
whose transitions are triggered by environmental signals, such as pH [76] and undissoci-
ated acids [42]. In addition, the network contains a positive feedback loop mediated by
two sigma factors σF and σK [43,75]. The intermediate sigma factors within the transcrip-
tional cascade from σF to σK (e.g., σE, σG) are not modeled. Furthermore, the phospho-
rylated master regulator (Spo0A∼P) controls the expression of the downstream genes,
including adc, ctfAB, and adhE, responsible for cellular transition from acidogenic to sol-
ventogenic phase. Therefore, in this module, environmental signals serve as the system
input and Spo0A∼P serves as the output. It is important to notice that current under-
standing of the molecular details of the network is still incomplete and it is not our intent
to develop a comprehensive model that includes every details of the network. Instead,
we aimed to construct a kinetic model that is simple enough but yet captures the essential
feature of the network. In particular, the model shall have the following characteristics: (i)
the system has two stable states (acidogenesis and solventogenesis); (ii) there is positive
feedback regulation; (iii) regulation involves a complex cascade consisting of multiple
regulatory genes; and (iv) the system is capable of sensing the environmental cues and
responding accordingly by driving the switch from one state to the other state.
To model how cells integrate multiple, complex environmental signals, such as undis-
sociated acetate and butyrate, butanol, pH and other factors, we introduced a quantita-
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tive metric, cellular toxicity, as a measure of overall deleterious effects from the environ-
ment. Our rationale for the introduction of this metric is based on the fact that, from
the perspective of cellular survival, the activation of Spo0A network is a consequence of
toxicity-induced cellular stress response: The accumulation of undissociated acids, low
pH, and other factors are toxic to cells and thereby cause cellular stress. As a strategy
responding to these stresses, cells respond by shifting from acid production to solvent
production for detoxification. This assumption is also consistent to the findings that, in
addition to activating solvent-formation genes, Spo0A also serves as a master regulator
of sporulation—an extraordinary protection mechanism for bacteria. Therefore, although
the factors inducing cellular stress are diverse, their effects are the same—to introduce
toxicity and trigger cellular stress response. Therefore, the metric, cellular toxicity, can be
used to unify all these signaling factors (detailed mathematical form of cellular toxicity is
presented in Eq. 2.36).
More specifically, we assumed that cellular toxicity regulates the availability of the
kinase responsible for Spo0A phosphorylation and, by responding to cellular toxicity, the





where F(Ct) is the kinase activity which varies between zero and one depending on the
toxicity level Ct. Kt and nt are dissociation constant and Hill coefficient respectively. In
this model, BuP [77] was not taken into account for solventogenesis regulation, owing to
controversies on its role [60].
A mathematical model describing the entire gene regulation of ABE fermentation can
then be described as
d[S]
dt























− dS∗ [S∗] (2.33)
d[SigF]
dt












where S, S∗, SigF and SigK are the concentrations of Spo0A, Spo0A∼P, σF and σK, re-
spectively. Here, The productions of Spo0A, σF and σK consist of two parts, one basal
rate (αS0, αF0, αK0) and the other Hill-function-like production term (αS, αF, αK are the
maximal rates, KS, KF, KK are the dissociation constants, and nS, nF, nK are the Hill
coefficients). Additionally, all of the species follow a first-order degradation with rate
constants as dS, dS∗, dF and dK for Spo0A, Spo0A∼P, σF and σK correspondingly. Further-
more, the phosphorylation of Spo0A is modeled using a Michaelis-Menten equation (the
maximal rate βK and dissociation constant QS) multiplied by the cellular toxicity function
F(Ct) to reflect the fact that Spo0A phosphorylation is subject to environmental toxicity.
In contrast, dephosphorylation is modeled using standard Michaelis-Menten equation
alone (maximal rate βP and dissociation constant QS∗).
2.4.3 Environmental Cues Module
The metabolic and gene regulatory networks constitute the major infrastructures for cel-
lular processes in the ABE fermentation. They mutually impact each other through the
mediation of environmental cues (Fig. 2.4). For instance, molecules produced from metabolic
reactions are released to intracellular compartment and then to extracellular milieu through
diffusion, causing the change of environmental status such as pH; conversely, the molec-
ular composites in the environment, including undissociated acids and protons (pH), can
be toxic to the cells and thereby induce cellular stress response through the alteration of
gene expression. Here we developed a mathematical framework for quantitative mod-
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eling of environmental cues by addressing the following issues: cellular toxicity, acid
dissociation, metabolite diffusion, and external and internal pH.
Cellular Toxicity
We first introduced a unified metric, cellular toxicity, to account for the overall effects
of environmental cues to cellular physiology. This is due to the following facts [46, 70,
78–80] (discussion is also available in the third paragraph of Sect. 2.4.2): (i) A subset
of metabolites, such as organic acids and solvents, are shown toxic to the cells; (ii) a
high level of these molecules can reduce and even fully inhibit cellular growth; and (iii)
the solvent production of C. acetobutylicum is a cellular survival strategy responding to
environmental stress.
We further proposed that cell toxicity is a function of butanol, undissociated acids, and
intracellular pH. Here, we only considered butanol but not acetone or ethanol, owing to
the fact that the toxicity of acetone and ethanol is negligible compared to that of acetate
and butyrate [46]. In addition, we modeled the undissociated but not dissociated forms
of the acids because of the evidence showing that undissociated acids are more toxic [53,
81, 82]. Based on the previous work [46], the quantitative expression of cellular toxicity















































where the subscript i indicates intracellular metabolite and the superscript u indicates
undissociated acid. Additionally, Zx (x = aa, ba, b for acetate, butyrate and butanol,
respectively) is the coefficient reflecting the inhibitory threshold of the metabolites, mx
(x = aa, ba, b) reflects the inhibition cooperativity, and m1, m2 and m3 are the coefficients
for the synergistic effects between acids and butanol, observed experimentally [46]. The
step-function Θ is used here to reflect the fact that pH contributes to cellular toxicity only
if it is below a threshold value θpH. To enable the calculation of cellular toxicity proposed
above, we subsequently developed three sets of equations to account for acid association,
metabolite diffusion, and pH change.
Acid Dissociation
Due to the fact that acid dissociation reaches equilibrium at a much faster time scale com-
pared with those of gene expression and enzymatic reactions, we assumed that dissoci-
ation equilibrium is always satisfied in our system. The corresponding acid dissociation









where Anm,j is a dissociable acid, with j refers to the type of acids (e.g., acetic acid, butyric
acid and lactic acid); m = {i, e} indicates whether the acid is intracellular or extracellular,
and n = {u, d, t} indicates whether it is undissociated, dissociated, or total (undissociated
plus dissociated acids). In addition, pHi and pHe are internal and external pH values
respectively. pKa,j is the logarithmic equivalence of the acid dissociation constant Ka,j,
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i.e.,
pKa,j = − log10 Ka,j (2.39)
Metabolite Diffusion
To model metabolite diffusion and equilibrium across cell membrane, we classified the
metabolites associated with the ABE fermentation into two classes: general metabolites
and dissociable acids. For general metabolites, we assumed that they diffuse across cell
membrane with its rate proportional to the gradient of intra- and extra-cellular concen-
tration, i.e.,
dM = P · ([Mi]− [Me]) (2.40)
where [Mi] and [Me] are the internal and external concentrations of the metabolite M, and
P is the diffusion constant that characterizes how fast metabolite achieves equilibrium
across cell membrane. For dissociable acids, we assumed that only the undissociated (not
dissociated) forms of the acids can diffuse across cell membrane [76]. The corresponding
acid diffusion can be written as
dA = P · ([Aui ]− [Aue ]) (2.41)
where [Aui ] and [A
u
e ] are internal and external undissociated acid concentrations respec-
tively. A comprehensive list of metabolite diffusion terms is given in Table 2.2.
The above assumptions allow us to model the partition of undissociated acids and









= Vr · dX (2.43)
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Metabolite Kinetic Law Metabolite Kinetic Law
Pyr dPyr = P · ([Pyri ]− [Pyre]) AcCoA dAcCoA = P · ([AcCoAi ]− [AcCoAe])
AcAcCoA dAcAcCoA = P · ([AcAcCoAi ]− [AcAcCoAe]) AcP dAcP = P · ([AcPi ]− [AcPe])
Acetate dAcetate = P ·
(
[Acetateui ]− [Acetateue ]
)
AcAc dAcAc = P · ([AcAci ]− [AcAce])
Acetone dAcetone = P · ([Acetonei ]− [Acetonee]) AcAld dAcAld = P · ([AcAldi ]− [AcAlde])
Ethanol dEthanol = P · ([Ethanoli ]− [Ethanole]) 3HBCoA d3HBCoA = P · ([3HBCoAi ]− [3HBCoAe])
CroCoA dCroCoA = P · ([CroCoAi ]− [CroCoAe]) BuCoA dBuCoA = P · ([BuCoAi ]− [BuCoAe])
BuP dBuP = P · ([BuPi ]− [BuPe]) Butyrate dButyrate = P ·
(
[Butyrateui ]− [Butyrateue ]
)
BuAld dBuAld = P · ([BuAldi ]− [BuAlde]) Butanol dButanol = P · ([Butanoli ]− [Butanole])
Lactate dLactate = P ·
(
[Lactateui ]− [Lactateue ]
)
Table 2.2: Kinetic laws of metabolite diffusion through cell membrane. The undissociated
acids are labeled using superscript u. P is diffusion constant across membrane (see
Sect. 2.4.5).
where [Xi] and [Xe] are the internal and external concentrations of any given metabolite
X (M or A) respectively. The factor Vr is the the volume ratio of total viable cells (cell








Note that Vr is proportional to cell density and they differ by a factor of Vc.
To examine the intra- and extra-cellular equilibrium kinetics of the metabolites (Eq. 2.42,
2.43), we simulated a set of metabolite equilibrium processes by setting up different ini-
tial concentrations of acetic acid, butyric acid and butanol for both inside and outside of
the cells. The results are shown in Fig. 2.5A-C, E-G. As expected, butanol always achieves
a final equal concentration across cell membrane while, for acetic and butyric acids, only
their undissociated forms, instead of the total acids, have equal concentrations at equilib-
rium. To further illustrate how cell density impacts the outcomes of metabolite diffusion,
we plotted in Fig. 2.6A the steady-state metabolite distribution as a function of Vr.
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Extracellular pH
External pH (pHe) is determined by considering both buffer composition and acidic metabo-
lites released to environment by the cells. Here we proposed to use the charge-balance
equation [83] to calculate environmental pH for any given medium composition. Since
the culture medium is neutral, the net quantity of charges carried by acids, bases and








































zk = 0 (2.45)
where [H+e ] is environmental proton concentration which can be related to extracellular
pH through the relation
pHe = − log10[H
+
e ] (2.46)
. In Eq. 2.45, CA, CB and CC are the concentrations of acids, bases and counterions (e.g.,
K+ and Cl-) respectively, nc is the number of counterions, zk is the signed charge of a
counterion, M is the number of dissociable sites, m equals M for acids and 0 for bases,
and Kaj, Kbj and Kw are the equilibrium constants for acids, bases, and water respectively.
To illustrate the power of the above equation, we used it to compute the pH values of
simple buffer solutions in Fig. 2.7, showing a great agreement with experimental reports
over a wide range of chemical ingredients.
To further illustrate whether the same approach is applicable to complex culture me-
dia, we tested for the case of MS-MES medium whose buffer ingredients are listed in
42
Table 2.3. Compared to the original compositions in [49], we neglected (i) MgSO4 and
FeSO4, because they are nearly neutral, and (ii) p-aminobenzooic acid, biotin and re-
sazurin, due to their low amounts. The charge balance equation for MS-MES medium
can be expressed as
[Lactatete]
Kla
Kla + [H+e ]
+ [Acetatete]
Kaa
Kaa + [H+e ]
+ [Butyratete]
Kba
Kba + [H+e ]
+
(Ckh2 po4 + Ck2hpo4)
Kp1[H+e ]2 + 2Kp1Kp2[H+e ] + 3Kp1Kp2Kp3













− [H+e ]− (Ckh2 po4 + 2Ck2hpo4) = 0
(2.47)
where [Lactatete], [Acetatete] and [Butyratete] are total extracellular concentrations of lac-
tate, acetate, and butyrate accordingly, and [H+e ] is environmental proton concentration.
Ckh2 po4 , Ck2hpo4 , Cmes and Cnh3 are the external concentrations of KH2PO4, K2HPO4, MES,
and ammonium solution respectively. Kla, Kaa, Kba, Kmes, Knh3 are the dissociation con-
stants of lactic acid, acetic acid, butyric acid, MES and ammonia (converted from its base
dissociation constant) respectively. Since phosphoric acid can dissociate up to three times,
there are three acid dissociation constants, named Kp1, Kp2 and Kp3 here. The dissociation
constant of water is Kw. Note that, in this model, we only considered the metabolites
associated with the ABE fermentation but not the acids or bases from other metabolic
events. In addition, ion exchanges between environment and cells through ion pumps
were not modeled either.
Intracellular pH
For intracellular pH, its calculation is much more challenging because cells tend to main-
tain a relatively steady pH gradient across cell membrane via active proton transport
instead of pure diffusion [44, 76, 85]. Acknowledging this complexity, we proposed an
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Medium KH2PO4 K2HPO4 NH4Ac (NH4)2SO4 MES NH3·H2O HAc
CGM 0.75 0.75 0.00 2.00 0.00 0.00 0.00
SCM 0.50 0.38 2.20 0.00 0.00 0.00 0.00
MS-MES 0.55 0.55 0.00 0.00 7.99 1.12 0.00




Table 2.3: Composition of the culture media used in this study (unit: g/L). For fermenta-
tions using MS-MES medium supplemented with acetate, either 1.12 or 2.22 g/L ammo-
nium solution was used depending on the reported initial pH value.
empirical relationship between the intra- and extra-cellular pH by leveraging the fact
that there is a steady pH gradient across cell membrane [76, 85]
pHi = pHe + exp(a + b · pHe) (2.48)
where a and b are parameters (see Fig. 2.17) fit using the experimental data [85]. To
demonstrate the feasibility of pH calculation, we employed the Eq. 2.47,2.48 for a few
test cases in Fig. 2.5D,H,2.6B,2.8F,G.
Figure 2.17: Comparison of the intra- and extra-cellular pH relationship from an empirical
equation with that from experimental measurement [85].
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2.4.4 Initial conditions
The overview of initial conditions of all fermentations is available at Table 2.4. We chose
the initial conditions, including glucose concentration, optical density and medium vol-
ume, that are consistent with reported experiments. An initial 0.02 optical density was
used when OD600 data is unavailable form literature.




















Fig. 2.11B pta− , ctfB− , adhE−1 pH ≥ 5.0 CGM 100.0 0.14 2.0 0.0 [53]
Fig. 2.13
wild type
pH ≥ 5.0 CGM 80.0 0.02 0.4 0.0
[56]
spo0A−











pH ≥ 5.5 0.50 7.2
pH ≥ 6.0 SCM 55.0 0.02 2.0 0.0 [58]
Fig. 2.12 pta− , ctfB− , adhE−1 pH ≥ 6.0 CGM 100.0 0.30 2.0 0.0 [53]
Fig. 2.15 wild type pH ≥ 5.0




80.0 0.04 5.0 [34]
100.0 0.22 2.0 [29]
MS-MES w/ acetate 60.0 0.43 1.3 [60]
(∗) See Table 2.3 for concentrations of buffer components.
Table 2.4: Summary of experiment-specific parameters used in the simulations.
The concentrations of extracellular acids and solvents were always chosen to be the
same as experimental descriptions. For the initial conditions of the intracellular acids and
solvents, we assumed that the concentrations of intracellular undissociated (not total)
acids equal to those of their extracellular counterparts and that intracellular and extracel-
lular solvents have the same concentrations. For all other metabolites, both their internal
and external concentrations were set as zero.
The initial intra- and extra-cellular pH values were always computed using Eq. 2.45,2.48
respectively, depending on both buffer compositions (Table 2.3) and initial acid concen-
trations in the environment. In addition, the initial cell number was chosen based on the
initial OD600 from experiment, i.e.,
Nv(t = 0) =




Ns(t = 0) = 0 (2.50)
We noticed that there may exist a lag phase at the beginning of fermentation in some
reported experiments (e.g. the fermentations of wild-type strains in Fig. 2.10): During
an initial period, there is neither glucose consumption nor cellular growth. To mimic the
growth delay for a better model-experiment comparison, we computationally set r1 to r26
to be zero for a certain amount of time (see the column of Delay in Table 2.4 for the values
of the delays) before the model being normally integrated.
2.4.5 Parameters
The model parameters were obtained primarily through previous literature reports and
our own data fitting. Most of the Michaelis constants Km and the parameters regarding
the gene expression of Spo0A network were acquired from the literature [64] and [86]
accordingly. For those unavailable in literature, we employed two strategies, local and
global optimizations, to search for appropriate parameter values. The parameters used
in this study are all listed in Table 2.5-2.8, with those from literature marked with special
symbols.
Estimation of the diffusion constant P: The Fick’s law states that the diffusive flux (the
amount of substance change per unit area per unit time) is J = −D ∂c
∂r
, where c is concen-
tration of diffusive molecule, r is cell radius, and D is diffusion constant. Therefore, the










(ci − ce) (2.51)
where ci and ce are intracellular and extracellular concentrations of the molecule of inter-
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est. By comparing this expression with the diffusion equation dci/dt = −P(ci − ce), we
can obtain an estimate of the diffusion constant P ' 1.08× 107 hr-1, where we assumed
D ' 1.0× 10−5 cm2·s-1 (typical for small molecule) and r ' 1 µm (typical for bacteria).
Parameter Value Parameter Value Parameter Value
Kla 1.38× 10−4 Kaa 1.74× 10−5 Kba 1.51× 10−5
Kp1 7.08× 10−3 Kp2 6.92× 10−8 Kp3 4.68× 10−13
Kmes 1.05× 10−6 Knh3 5.62× 10−10 Kw 1.00× 10−14
Table 2.5: The acid dissociation constants ‘Ka’ of the buffers in Table 2.3.
Parameter Value Parameter Value Parameter Value Parameter Value
V1 1.4× 10−8 V2 5.0× 105 V3 8.0× 106 V4 2.5× 105
V5 2.0× 105 V6 5.6× 106 V7 1.0× 106 V8 2.0× 105
V9 8.5× 107 V10 6.0× 106 V11 4.2× 1010 V12 1.0× 1011
V13 2.4× 108 V14 2.0× 109 V15 1.2× 105 V16 4.2× 104
V17 7.0× 106 V18 3.0× 107 V19 5.0× 106 V20 1.0× 108
V21 4.0× 108 V22 8.0× 106 V23 8.5× 104 V24 3.0× 1010
V25 5.0× 1013 V26 5.0× 1013
Table 2.6: The maximal catalytic rates ‘V’. The units for all of the rates are hr-1 except V1
and V2 which have the units mmol·hr-1 and mM·hr-1 respectively.
Parameter Value Parameter Value Parameter Value Parameter Value
K(∗)m1 4.6× 101 Km2 5.0× 10−2 K
(†)
m3 3.2× 10−1 K
(‡)
m4 6.0× 10−2
K(‡)m5 2.5× 101 K
(†)
m6 2.8× 10−1 K
(†)
m7 2.1× 10−1 Km8 1.1× 10−1
K(†)m9 5.8× 10−1 K
(†)
m10 7.3× 101 K
(†)





m13 1.5× 10−1 K
(‡)
m14 3.9× 10−1 Km15 1.5× 10−1
Km16 3.9× 10−1 K(†)m17 1.4× 10−2 K
(†)
m18 3.0× 10−2 Km19 2.5× 10−3
K(†)m20 1.1× 10−1 K
(†)
m21 2.6× 10−1 Km22 4.7× 10−1 K
(†)
m23 1.4× 101
K(†)m24a 6.6× 102 K
(†)
m24b 5.6× 10−2 K
(†)
m25 4.5× 10−2 K
(†)
m26 1.6× 101




Table 2.7: The Michaelis constants ‘Km’ and ‘Ki’. Unit: mM.
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2.4.6 Figure Preparation
The simulated profiles in Fig. 2.8A were obtained by solving Eqs. 2.1-2.20,2.27-2.30. Two
typical Spo0A∼P concentration ([S∗]) patterns were used, with one inactivated through-
out the time course and the other being activated during the course (step-function like).
The cellular toxicity Ct was assumed to be proportional to Spo0A∼P, i.e., Ct = (6.0 ×
10−4) · [S∗]. An initial condition of 60 g/L glucose, 0.2 optical density and 0.2 L medium
volume was used.
The bifurcation diagram in Fig. 2.8B and cellular responses to cellular toxicity (Fig. 2.8C-
E) were obtained by finding the roots of Eqs. 2.32-2.35 at given values for the parameters
scanned. In Fig. 2.8B, we scanned Spo0A production rate αS and phosphatase activity
of Spo0A dephosphorylation βP while setting cellular toxicity Ct to 0.2. In Fig. 2.8C, we
fixed βP and scanned both αS and Ct. The enzyme activity coefficient γ was set unit
throughout the figure.
In Fig. 2.8F, the external pH was computed by solving Eq. 2.46,2.47 for given acetic
acid and butyric acid levels. The corresponding internal pH (Fig. 2.8G) was calculated
through Eq. 2.48. Additionally, we computed cellular toxicity Ct via Eq. 2.36 using the
measured experimental values of acetic acid, butyric acid and butanol concentrations at
different time points of an ABE fermentation and plotted the evolution of cellular toxicity
in Fig. 2.8H (wild type and adc-deficient strains data from [49]).
Individual modules were assembled into an integrated model by combining the dif-
ferential equations Eqs. 2.1-2.20,2.27-2.30,2.32-2.35,2.42,2.43 with the algebraic equations
Eqs. 2.36-2.38,2.45,2.46,2.48. Computational simulations for the fermentation of the wild
type C. acetobutylicum ATCC 824 strain were implemented by numerically integrating the
above equations, along with the parameters detailed in Table 2.5-2.8.
To create in silico knockout strains, we simply set null, in our model, for the produc-
tion rate or the concentration of the proteins encoded by the target genes. For instance,
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the production rates of Adc (radc) and CtfAB (rct f ) were separately set zero for the fer-
mentations of adc- and ctfA-mutants in Fig. 2.10. Similarly, for pta-ctfB-adhE1 triple knock-
out strain (Fig. 2.11,2.12), the Pta concentration ([Pta]), CtfAB production rate (rctf ) and
AdhE1 production rate (radhe) were set zero. For spo0A knockout strain (Fig. 2.13), we set
the Spo0A production rate (αS) zero. Different from spo0A knockout, for spo0A overex-
pression fermentation (Fig. 2.13), we assigned seven copies to spo0A gene [54] in Eq. 2.32,
which is mathematically equivalent to increase the maximal Spo0A production rate αS by
a factor of 6. Simultaneously, we increased cellular maintenance cost rate η to 8.0× 10−9
for both control and spo0A-overexpression strains to mimic the metabolic burden caused
by plasmid maintenance.
To implement in silico pH control, we discarded the calculated extracellular pH values
through Eq. 2.45. Instead, we directly assigned a desired value to the variable of the extra-
cellular pH when needed. For instance, for the fermentations with pH controlled above
5.0, we directly assigned a value of 5.0 to external pH (pHe) when calculated extracellular
pH from Eq. 2.45 drops below 5.0.
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Category Parameter Value Unit Parameter Value Unit
Growth
V(∗)c 4.2× 10−15 L Cod,v 3.1× 10−9
Cod,s 3.1× 10−9 Cµ 1.8× 107 mmol-1
η 2.8× 10−9 mmol·hr-1 nγ 5.0× 10−1
k(†)spo 9.0× 10−3 hr-1 δ(‡)t 1.0× 101 hr
Toxicity(§)
Zaa 6.0× 101 mM maa 1.5
Zba 9.0× 101 mM mba 1.5
Zb 2.3× 102 mM mb 2.0
m1 1.0 m2 1.0
m3 0.0 mpH 5.0× 10−1
θpH 6.18
Spo0A
αS0 7.2× 10−1 nM·hr-1 αS 7.2× 102 nM·hr-1
KS 1.0× 102 nM nS 1.5
βK 3.6× 104 nM·hr-1 βP 1.8× 101 nM·hr-1
QKS 1.0× 104 nM QPS∗ 1.0× 101 nM
d(¶)S 7.2 hr
-1 d(¶)S∗ 3.6× 10−2 hr-1
αF0 7.2× 10−1 nM·hr-1 α(¶)F 1.4× 103 nM·hr-1
KF 2.3× 103 nM n(¶)F 1.0
d(¶)F 7.2 hr
-1 αK0 1.2× 102 nM·hr-1
α(¶)K 1.4× 103 nM·hr-1 K
(¶)





nt 4.0 Kt 0.3
Enzyme
r0adc 2.0× 101 nM·hr-1 radc 5.2× 103 nM·hr-1
dadc
(¶) 7.2 hr-1 Kadc 5.0× 102 nM
nadc 2.0 r0ctf 0.0 nM·hr-1
rctf 1.5× 103 nM·hr-1 dctf (¶) 7.2 hr-1
Kctf 5.0× 102 nM nadc 2.0
r0adhe 0.0 nM·hr-1 radhe 1.0× 104 nM·hr-1
dadhe
(¶) 7.2 hr-1 Kadhe 1.0× 103 nM
nadhe 2.0
Others
a 4.1 b −8.2× 10−1
P 1.1× 107 hr-1





Table 2.8: Additional parameters used in the simulations.
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Chapter 3
An Integrative Circuit-host Modeling
Framework for Synthetic Gene Circuits
The following chapter contains text and figures which can be found and supporting in-
formation of [23].
3.1 Background
Synthetic gene circuits are powerful tools to program cellular functionalities in living or-
ganisms. For instance, they can be used to generate defined dynamics [89–91], rewire
endogenous networks [92] and sense environmental stimuli [93]. Such a functional ver-
satility of the circuits offers enormous potential in advancing the basic understanding
of biology as well as in empowering novel applications for practical purposes [95, 96].
However, despite many successful demonstrations, the development of synthetic circuits
has suffered from the lack of quantitative tools that can accurately predict gene circuit
behavior [97–99]. This challenge arises from multiple factors relating to compositional,
host, and environmental contexts, among which the interdependence between circuits
and their host is a major cause [100–103].
Synthetic circuits and the corresponding host form a sophisticated, multilayered sys-
tem of interactions. Using E. coli as a model, the host provides circuits with build-
ing blocks, machineries and energy needed for implementing their functions. Draw-
ing from the pools of these central resources on which the host also relies, circuits can
impact the fulfillment of endogenous cellular processes and, hence, the normal home-
ostasis of the host. Contained inside the host, synthetic circuits are also impacted by
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cellular growth and associated fundamental processes such as DNA replication and cell
division. In addition to these generic interactions applicable for all circuits, there are
system-specific interactions that connect circuits with the host. Constantly sensing its
environment, the host can dynamically respond to nutrient availability and undergo
intracellular resource reallocations via different mechanisms, among which guanosine
tetraphosphate (ppGpp)-mediated regulation is a major approach [104]. ppGpp is a bac-
terial alarmone that globally alters host gene transcription by regulating the activity of
RNA Polymerase (RNAP) and its σ-factors [105]. As the alteration can be either positive
or negative depending on the properties of a promoter [106], the host tunes the gene ex-
pression of exogenous circuits in a system-dependent manner as a collateral effect. Mean-
while, the execution of synthetic circuits involves the synthesis of biomolecules that are
ultimately released in the cellular context. Since these molecular products can be func-
tionally toxic (e.g., T7 RNAP [107]) or beneficial (e.g. chloramphenicol acetyltransferase
(CAT) in the presence of chloramphenicol [108]) to cellular physiology, the circuit also
generates a system-specific impact on the host. Together, circuits and the host form a dy-
namic, interdependent relationship that involves both generic and circuit-specific inter-
actions, mutually regulating the behaviors of each other (Fig. 3.1A,B). Examples of such
mutual regulations include the well-documented phenomenon of growth reduction by
protein overexpression [109] and recent studies on the modulation of circuit dynamics by
growth [108, 110, 111]. Furthermore, as the circuit-host coupling shapes cellular growth,
its influences can propagate across scales, impacting single-cell dynamics, population be-
haviors, and the emergence of spatial ecology (Fig. 3.1A).
Currently, most models assume gene circuits are orthogonal to their host and, hence,
are often incapable of quantitatively, or even qualitatively sometimes, describing circuit
behaviors. Recently, several pioneering attempts have been made, including whole-cell
modeling [21] and coarse-grained modeling [20, 63, 112, 113]. However, as these efforts
mostly target bacterial physiology rather than exogenous gene networks, being able to
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Figure 3.1: An integrative view of synthetic circuits and their host. (A) Circuit-host in-
teractions and their consequences across scales. Synthetic circuits and the host form a
dynamic, multilayered relationship involving both generic and system-specific interac-
tions, hence mutually regulating the behaviors of each other. As the circuit-host coupling
alters cellular growth, the influences of coupling can propagate across scales, impacting
single-cell dynamics, population behaviors as well as the emergence of spatial ecology.
Here, red and green cells represent two distinct phenotypes caused by circuit-host in-
teractions; green and red patches are cell clusters formed by the two phenotypes. (B)
Summary of circuit-host interactions. The host regulates the circuit through a generic,
elementary interaction as well as the system-specific, ppGpp-mediated interaction. In
turn, the circuit impacts the host via the generic loading effects and the system-specific
function of molecules it produces.
quantitatively describe circuit behavior requires the following aspects to be addressed.
First, besides the generic load- and growth- associated effects considered in previous ef-
forts [20, 63, 111, 114], circuit-specific interactions need to be systematically examined,
including the ppGpp-mediated, host-to-circuit regulations and the functional circuit-to-
host impacts due to molecules synthesized by the circuits (Fig. 3.1B). Second, both circuit
behavior and host cell processes need to be described dynamically rather than statically.
Third, the consequences of the circuit-host coupling need to be investigated across scales
from the single-cell to the spatial ecological levels. Here we address these challenges by
developing an integrated framework that models synthetic gene circuits in the context of
bidirectional circuit-host coupling and across multiple scales.
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3.2 Results
3.2.1 A Dynamic, Coarse-grained Description of Host Physiology
To model synthetic circuits that reside inside cells, a prerequisite is to have a quantitative
description of host physiology. Cells are essentially living factories that convert nutrients
into various forms of biomass [1]. In our study, we focused on the conversion from nu-
trients to amino acids and to proteins, which involves key processes including nutrient
uptake, amino acid production, ATP generation, and RNA and protein synthesis (Fig. 3.2
and see Sect. 3.4.1). The associated molecular resources are building blocks (e.g., amino
acids), machineries (e.g., RNAP and ribosomes) and energy (ATP). As these resources are
limited, cells often undergo dynamic resource partitioning for optimal biomass produc-
tion.
Using a coarse-grained but mechanistic approach, we set out to model E. coli physiol-
ogy with the following steps (see Sect. 3.4.2). First, we classified RNAs into three func-
tional types, including ribosomal RNAs (rRNAs), transfer RNAs (tRNAs), and messenger
RNAs (mRNAs). Similarly, we coarse-grained the proteome into three functional sectors
(see Sect. 3.4.4), including the R sector for gene expression machinery (e.g., ribosomal
proteins and RNAPs), the E sector for metabolic machinery (e.g., nutrient transporters
and enzymes), and the Z sector for the remaining proteome. Second, we developed bio-
physical models of transcription and translation that explicitly incorporate resource par-
titioning through exploitative competitions among different classes of RNAs and proteins
(see Sect. 3.4.13,3.4.14). Third, we considered the host’s dynamic regulation on resource
partitioning, including feedback inhibition of amino acid and ATP synthesis, regulation
by growth dilution (see Sect. 3.4.5), and global regulation mediated by multiple regula-
tors (see Sect. 3.4.6). Notably, we chose ppGpp-dependent regulation as a coarse-grained
description of global regulation to lump together various mechanisms. Following amino
acid starvation, ppGpp can alter global resource allocation to reconcile amino acid imbal-
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Figure 3.2: Schematic diagram of cellular machinery making RNAs and proteins from
nutrient in E. coli cells. The E. coli proteome is divided into four sectors: E sector for
metabolic proteins, R sector for r-proteins and their affiliates, Z sector for other native
proteins and H sector for heterologous proteins. Metabolic proteins (E sector) convert
nutrients into amino acids and ATP, which participate in the downstream transcription
and translation processes. Three functionally different RNA molecules are transcribed
from DNA: tRNAs carry amino acids to ribosomes for peptide elongation; rRNAs, to-
gether with r-proteins (R sector), constitute the body of ribosomes; mRNAs can be further
translated into proteins by ribosomes. Upon amino acid starvation, RelA is recruited to
stalled ribosomes and activated to trigger synthesis of ppGpp, a bacterial alarmone that
upregulates synthesis of E sector proteins and downregulates that of R sector proteins.
ance, by reducing the demand through transcription inhibition of the rRNA and riboso-
mal protein genes (i.e., R sector) while enlarging the supply by activating the amino acid
biosynthetic genes (i.e., E sector). Fourth, we explicitly considered active degradation of
mRNAs, but assumed the stable RNAs (i.e., rRNA and tRNA) and all endogenous pro-
teomes are stable (see Sect. 3.4.19). Fifth, we assumed other host variables, such as DNA
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copy number and cell volume (see Sect. 3.4.8,3.4.9), depend on growth, nutrient and other
explicitly introduced variables.
The resulting model involves 10 key equations, with its details explained in Sect. 3.4.
The model parameters, obtained both from the literature and our data fitting (Table 3.1),
are shown largely robust according to the local and global sensitivity analyses (Fig. 3.20,3.21
and see Sect. 3.4.28). The model was able to capture a variety of steady-state physiolog-
ical behaviors under different growth rates (Fig. 3.3A-I). Notably, it yielded differential
proteome partitions upon nutrient alteration (Fig. 3.3I): Due to opposite ppGpp controls,
the R sector increases with growth rate while the E sector fraction decreases, causing the
Z sector to remain largely unchanged. This is the law discovered by Hwa and his col-
leagues [63] and, here, our model offers a possible mechanistic explanation in terms of
ppGpp-mediated resource allocation. Additional variables as a function of growth rate
are shown in Fig. 3.22.
To validate the host model, we compared its simulations with new experimental data
that was not used during model training. Without changing any parameters, the model
predicted an inverse linear relationship between RNA-to-protein ratio and growth rate
under antibiotic treatment (Fig. 3.14). With minimal alterations of the parameters, the
model predicted the behaviors of various E. coli mutants, including the deletions of rrn
operons (Fig. 3.3J) and dksA gene (Fig. 3.3K,L). Notably, Fig. 3.3K,L also confirmed that the
increase of R sector with growth rate (Fig. 3.3I, blue line) is a result of ppGpp-mediated
regulation: With the knockout of dksA, mandatory for ppGpp regulation [115], the pos-
itive growth-R sector relationship is abolished. Upon minimal parameter changes, the
host model further predicted cellular physiological adaptations during the alteration of
nutrient availability. Fig. 3.3M-O and Fig. 3.3P-R show the simulation (lines)-experiment
(circles) comparisons of the responses of cellular physiological variables (ppGpp, RNA
synthesis, and protein synthesis) to nutrient upshift and downshift respectively.
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Figure 3.3: Characterization of the coarse-grained E. coli host model. (A-I) Model train-
ing. (A)-(H) Cell physiological parameters as a function of growth rate due to nutrient
variations. Circles: means. (I) Steady-state proteome partitioning at different nutrient
levels. Circles: mean of at least two replicates; bars: standard deviations (s.d.). (J-R)
Model testing. (J) Normalized growth rate as a function of the number of rrn knockouts.
wt: wild type (no knockout); x: number of knockouts. Circles: mean of eight replicates;
bars: 95% confidence interval. (K-L) Growth rate (K) and RNA-to-protein ratio (L) in the
wild-type E. coli and the dksA mutant. GluMDT: glucose with methionine, aspartic acid,
and threonine; GluCAA: glucose with casamino acids. Crosses: means of two replicates;
bars: simulation. (M-R) Dynamic cellular physiological responses upon a nutrient up-
shift (M-O) and a downshift (P-R) at time 0. Circles: single data points. For all panels,
circles are experimental data from the literature [63, 115–122] and lines correspond to the
simulations of the model. Details of the experimental data and simulation are provided
in Sect. 3.4.27 respectively.
3.2.2 Host-to-circuit Interactions: The Cellular Context Impacts
Circuit Dynamics
Because exogenous circuits and the host mutually regulate each other (Fig. 3.1B), charac-
terizing their coupling is an essential step towards an integrative understanding of circuit
behavior. Building on the above host model, we systematically dissected the multilayered
coupling in a bottom-up manner, by first examining the host-to-circuit interactions (see
Sect. 3.4.18). At the elementary level, the host impacts circuits by specifying its physio-
logical states (e.g., pool size of resources) that determine basic gene expression processes
required for circuits, including gene concentration, transcription, translation, and RNA
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and protein degradations. To examine this elementary interaction, we used a single-copy,
chromosomally integrated, and constitutively expressed gene as an example. Notably,
this gene was assumed ideal–it is zero-nucleotide long and does not consume resources,
but its expression is subject to the host’s resource availability. Thus, the circuit-to-host
loading effect is null. We found that the copy numbers of the DNA, its mRNA, and its
protein all increase monotonically with growth rate regardless of the gene location in the
chromosome (Fig. 3.15). In contrast, their concentrations have complex, non-monotonic
relationships due to the growth dependence of cell volume (Fig. 3.4A,B,3.15).
Additionally, synthetic circuits are subject to various global regulations of the host,
including the ppGpp-mediated stringent response to amino acid imbalance which alters
global gene transcription in a promoter-dependent manner [105]. Consistent with our
host description, we used the ppGpp modulation as the effective mechanism that coarse-
grained all global regulations (see Sect. 3.4.6). Using a Hill function to model ppGpp-
dependent transcription regulation (Eq. 3.79), we found that, depending on the pro-
moter’s ppGpp dependence (parameter f ), the protein concentration of the ideal constitu-
tive gene may have a neutral (purple line), positive or negative correlation with growth
rate (Fig. 3.4C). Supporting this prediction, Fig. 3.4D shows the experimental growth-
production relations for promoters modulated by ppGpp neutrally (rrnB P1 (dis) and
lacUV5), positively (PhisG, PlysC and PpheA), and negatively (rrnB P1). Importantly, for
the same set of promoters, when ppGpp synthesis was abolished, the growth-production
relations all collapsed [115,125]. These results confirmed that heterologous genes depend
strongly on global but system-specific regulations. Beyond the ideal gene, we examined a
lacZ gene, confirming that the small metabolic load caused by LacZ production does not
affect our findings (Fig. 3.23).
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Figure 3.4: Circuit-host interactions. (A-B) Elementary regulation. Normalized foreign
mRNA (A) and protein (B) concentration of a constitutively expressed gene as a function
of growth rate. Wx,h and Wr,h are the RNAP-DNA and ribosome-mRNA binding affinities
(µM) (Eq. 3.78,3.81) respectively. (C-D) Elementary and ppGpp-mediated regulations. (C)
Theoretical foreign protein production profiles of a constitutive gene regulated by ppGpp.
f is a measure of ppGpp’s regulatory effects on promoter activity (Eq. 3.131). The purple
line is the neutral ppGpp regulation case, identical to the purple line in (B). (D) Experi-
mentally observed patterns of protein production by promoters with distinct ppGpp con-
trols. Each circle represents a single data point and lines represent linear regressions to
these data [115, 123]. In (A)-(D), all profiles are normalized by the corresponding values
at 1 doubling per hour. (E-F) Loading effects combined with the elementary and ppGpp
regulations. (E) Growth cost as a function of constitutive foreign protein (EF-Tu) produc-
tion. A model of nonlinear protein degradation (blue solid line), not linear degradation
(dashed lines), produces behavior consistent with experimental data (blue circles) [124].
The inset shows a zoom-in experiment-modeling comparison at the low protein expres-
sion range (5%). τh: protein half-life in minutes (Eq. 3.83). (F) Temporal responses of the
circuit protein (EF-Tu), host cell components (EF-Tu, RNAP), and transient growth rate
upon the induction of the circuit gene at time 0. Symbols: single data points [124]; lines:
simulation. (G) Theoretical growth profiles of cells with constitutive protein production.
Depending on the protein’s functional property (Eq. 3.132), growth rate may respond dis-
tinctly. The regions above and below the line correspond to the protein with a beneficial
and a deleterious impact on nutrient uptake accordingly. Details of the experimental data
and simulation are provided in Sect. 3.4.27 respectively.
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3.2.3 Circuit-to-host Interactions: Gene Circuit Execution Alters Host
Physiology
The execution of synthetic circuits costs central resources, thereby impacting the home-
ostasis of the host (i.e., loading effects). In addition, as the execution often generates
biomolecules that can be functionally toxic or beneficial to the host, the circuits gener-
ate a system-specific impact on the host. We thus proceeded to investigate both types of
circuit-to-host regulations (see Sect. 3.4.19).
We quantified the loading effects by considering the changes of physiological vari-
ables, such as growth rate, upon exogenous gene expression. As heterologous gene over-
expression often reduces a protein’s half-life [126], for the generality of our framework,
we introduced a nonlinear model for protein degradation (Fig. 3.16 and see Sect. 3.4.19).
With the model, we examined how overexpressing an IPTG-inducible, plasmid-borne
truncated tufB gene causes a growth cost, defined as the growth rate difference between
the cases of IPTG presence and absence (Fig. 3.4E). The results (Fig. 3.4E and its inset and
Fig. 3.17) suggest that it is a model of nonlinear (blue solid line), but not linear (dashed
lines), degradation that captures the whole growth behavior (blue circles) during overex-
pression. Using the model, we also simulated the transient protein production dynamics
of the gene and associated host responses (EF-Tu, ββ′ subunits of RNAP, growth rate),
showing a qualitative consistency with experimental data (Fig. 3.4F). Notably, these find-
ings are not specific to the tufB gene (Fig. 3.17). In addition to growth rate, we also il-
lustrated other physiological variables in response to heterologous gene overexpression
(Fig. 3.18).
As proteins released from circuits can be deleterious or beneficial to the host, we fur-
ther considered this system-specific, circuit-to-host impact. For a hypothetical heterolo-
gous protein that modulates nutrient uptake and conversion (see Sect. 3.4.19), we found
its expression can differentially impact the host growth depending on its functional prop-
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erty (Fig. 3.4G). When the protein is functionally neutral (i.e., no effect on nutrient up-
take), cellular growth decreases monotonically with the level of overexpression (the line
marked with 0), attributed to the generic loading effects. It decreases at a faster rate than
the neutral case if the protein is toxic (i.e., reducing nutrient uptake). However, when
the protein is beneficial (i.e., enhancing uptake), cell growth increases to a maximum first
and then decreases, owing to the tradeoff between the benefit the protein confers and
its metabolic cost. Such a cost-benefit tradeoff has been observed for MetE, a bottleneck
enzyme in Met biosynthesis [127]. Furthermore, our simulations predicted the optimal
expression of the E sector gene (as a proxy of MetE) (Fig. 3.24), consistent with the hypoth-
esis that optimal resource allocation is achieved during maximal biomass production.
3.2.4 Evaluation of Model Predictability and Translatability
The host description and interaction characterization, along with a detailed kinetic mod-
ule of exogenous circuits (see Sect. 3.4,3.4.17), constitute our integrative framework. To
evaluate its versatility, we conducted a series of in silico experiments, with fixed model
parameters (Tables 3.1-3.2) except for a minimal subset mandatory for mimicking experi-
ments, and compared the results with data that was not used for model training.
To evaluate the model’s predictability, we examined the static and transient behav-
iors of foreign gene expression and host response. By specifying three parameters (see
Sect. 3.4.27) relating to ppGpp regulation and ribosome-mRNA binding, our model suc-
cessfully captured the production profiles of foreign protein (LacZ) driven by the rrnB
P1 (Fig. 3.5A) and lacUV5 (Fig. 3.5B) promoters in the wildtype E. coli and dksA mutant.
By further tuning the single nutrient parameter, the model predicted the transcription
dynamics of the promoters (Fig. 3.5C) and the corresponding ppGpp kinetics (Fig 3.5D)
during nutrient shifts. We also mimicked foreign gene (LacZ) expression under different
antibiotic and nutrient levels. Consistent with the experimental data, the model showed,
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by only varying the antibiotic and nutrient parameters, a roughly linear correlation be-
tween the LacZ mass fraction and growth rate under varied chloramphenicol concen-
trations (Fig. 3.5E). Additionally, for cells carrying a constitutively expressed chloram-
phenicol resistant gene (cat), the model captured, by fitting three parameters, the shifts of
growth pattern from a monotonic, continuous decrease (Fig. 3.5F) to a bistable, discon-
tinuous decrease (Fig. 3.5G) with chloramphenicol when CAT activity (i.e., the positive
feedback strength) is increased (see Sect. 3.4.20). We further simulated a tetA-lacZ fusion
under the control of a tetracycline-inducible promoter. With three newly estimated pa-
rameters (Fig. 3.25), the model captured both the monotonic decline of cell growth with
tetracycline (Fig. 3.5H) and the bell-shaped protein concentration profile (Fig. 3.5I) caused
by the dual, induction and antibiotic features of tetracycline. Notably, on average, 98% of
the parameters remained unchanged in above predictions.
To test the model translatability, we applied the host model, with minimal modifica-
tions, to describe the physiology of strains other than E. coli. We found that our model
was able to predict several key host metrics, including RNA-to-protein ratio (Fig. 3.5J),
RNA contents per cell (Fig. 3.5K) and mean peptide elongation rate (Fig. 3.5L), for E. coli,
Salmonella typhimurium and Streptomyces coelicolor, by only varying a single parameter
(maximum peptide elongation rate). Together, these modeling-experiment comparisons
suggest that our framework is reliable and has the potential to be generalized for model-
ing multiple bacterial hosts.
3.2.5 Integrative Modeling: Enriched Single-cell Behaviors of a
Non-cooperative Feedback Circuit
To illustrate the utility of the framework in describing circuits beyond foreign gene ex-
pression, we investigated the single-cell dynamics of a positive-feedback circuit consist-
ing of a T7 RNAP mutant that activates its own expression [110]. The circuit was non-
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Figure 3.5: Evaluation of model predictability and translatability. (A-B) Differential
growth rate dependence of foreign protein (LacZ) concentration in the wild-type E. coli
and its dksA mutant. Circles: experimental data [115]; lines: simulation. Circles: single
data points. (A) the rrnB P1 promoter. (B) the lacUV5 promoter. (C-D) Dynamics of the
circuit’s mRNA production (C) and the host’s ppGpp concentration (D) upon nutrient
up- and down-shifts at time 0. Circles: experiment [128]; lines: simulation. (E) Mass
fraction of the foreign protein (LacZ) under different growth media and chloramphenicol
concentrations. Circles: experiment [63]; triangles and lines: simulation. Colors rep-
resent growth media; numbers indicate antibiotic concentrations. Blue dashed line: no
chloramphenicol. (F-G) Growth rate of the cells that constitutively express different vari-
ants of CAT in the presence of chloramphenicol. The relative CAT activity: Cat1 > Cat3
> Cat6. The growth rate of the cells harboring an empty vector is shown in blue (WT).
Circles: means of experimental data [108]; lines: simulation. (H-I) Effects of tetracycline
on cell growth (H) and the LacZ protein production (I) regulated a tetracycline-inducible
tet promoter. Circles: means of experimental data [129]; lines: simulation. (J-L) The RNA-
to-Protein ratio (J), the RNA content per cell (K), and the mean peptide elongation rate (L)
in different bacterial strains. Circles, red inverted triangles, and yellow triangles: means
of experimental data from E. coli [116], S. typhimurium [130], and S. coelicolor [131, 132]
accordingly. Lines: simulation. Details of the experimental data and simulation are pro-
vided in Sect. 3.4.27 respectively.
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cooperative by design, implying a monostable behavior in theory; however, experimen-
tal observations showed the emergence of bistability, attributed to an indirect growth-
mediated feedback loop (Fig. 3.6A).
By specifying the circuit kinetics (see Sect. 3.4.21), we found from our model that both
the load and toxicity of T7 RNAP are important to circuit dynamics including the emer-
gence of bistability (Fig. 3.7). These findings were supported by the phase diagram anal-
ysis of the circuit: It remains monostable across the induction-nutrient space if T7 RNAP
has no load and no toxicity (Fig. 3.6B); however, when both were considered, the circuit
can exhibit bistable behaviors (Fig. 3.6C), as confirmed by both deterministic and stochas-
tic simulations (Fig. 3.8).
A unique power of the framework is the ability to simultaneously describe synthetic
circuits and their host, allowing to explore their coupling effects. Our stochastic simula-
tion of the circuit-host system shows that, in the absence of circuit load and toxicity, the
host’s peptide elongation rate remained largely constant regardless of the T7 RNAP level
(Fig. 3.6D). However, they became anti-correlated when T7 RNAP production causes a
load and toxicity (Fig. 3.6E), consistent with the fact that cellular resources are shared
between the circuit and the host. Although only generic circuit parameters were used in
our exploration, the simulations generated qualitatively consistent results with the exper-
iments (Fig. 3.9).
3.2.6 Integrative Modeling: The Single-cell, Population and
Ecological Dynamics of a Toggle Switch
In addition to altering single-cell behavior, circuit-host interactions also impact the pop-
ulation dynamics of engineered cells as well as their spatial ecology, because cellular
growth modulated by the coupling links the dynamics at the cellular level to the pop-
ulation and ecological levels. Using a toggle switch as an example [89], we extended
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Figure 3.6: Integrative modeling of a non-cooperative positive feedback circuit [110]. (A)
Circuit architecture (left) and the growth-mediated circuit-host coupling (right). (B-C)
Phase diagrams of the circuit in the absence (B) and presence (C) of load and toxicity
(LT). The nutrient level and induction rate are indicators of cellular growth rate and
the promoter strength respectively. P1−3 are three representative parameter sets in the
induction-nutrient space. (D-E) Representative single stochastic trajectories of T7 RNAP
and the corresponding peptide elongation rate of the host in the absence (D) and presence
(E) of load and toxicity. The results are representative trajectories of four simulations.
Simulation details are provided in Sect. 3.4.27.
the framework (see Sect. 3.4.22) to systematically investigate the dynamics of the switch
across scales.
At the single-cell level, we found that increasing the load of protein production shaped
the circuit’s phase diagram (Fig. 3.10A,3.26) and its potential landscape (Fig. 3.10B,3.27)
that determines the switch’s stability (see Sect. 3.4.27). To validate the finding, we con-
ducted both deterministic (Fig. 3.28) and stochastic simulations (Fig. 3.29), confirming
that the load could indeed qualitatively change the multistability, steady-state values,
and state transition rates. Associated with the alteration of circuit dynamics, the physio-
logical states of the host, such as the proteome partitioning and doubling time (Fig. 3.30),
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Figure 3.7: Steady-state values of T7 RNAP as a function of toxicity (A) or load (B).
Dashed segments denote the unstable steady state. The nutrient concentration ([n]) is
7.5 µM and the maximum transcription initiation rate (νinit7 ) is 150.00 h
−1. Although both
the load and toxicity can induce bistability in presence of the other, the toxicity alone is
sufficient to induce bistability while the load itself cannot (compare the first column be-
tween (A) and (B)), suggesting the relative importance of toxicity over load in giving rise
to bistability.
were also changed in a coupled manner.
To investigate how the loading effects propagate from the single-cell to the population
level, we modeled a growing population of non-interacting cells in a well-mixed, nutri-
ent sufficient environment with their intracellular dynamics described individually by
the integrative, single-cell stochastic model (see Sect. 3.4.24,3.4.25). For the no load case,
we found the population distribution of the protein level, initially following its single-cell
steady state counterpart (i.e., the protein distribution from single-cell stochastic simula-
tions (Fig. 3.31)), remained the same over time, because cells all grew equally fast without
a load (Fig. 3.10C (upper row),3.32,3.33). By contrast, for the load case where cells with
a high level of protein productivity (ON cells) grow slower than those with a low pro-
ductivity (OFF cells), the distribution shifted over time toward the low state (Fig. 3.10C
(lower row),3.32,3.33) and the ON cell fraction decreased over time (Fig. 3.10D). However,
the ON cells did not go extinct (remaining 5%) during population expansion, due to the
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Figure 3.8: Deterministic bistability and bimodal distribution of T7 RNAP in the positive
feedback circuit. (A) Representative deterministic time courses. (B) Probability distri-
bution revealed by stochastic simulations. LT in the y-axis labels is abbreviated for load
and toxicity. The three parameter sets (i.e., P1, P2, P3) are marked in Fig. 3.6B,C. Only
the system at parameter set P2, which resides in the bistable region, generates two de-
terministic steady states and a bimodal T7 RNAP distribution when stochastic effects are
incorporated.
stochastic transitions from the OFF to the ON states without which the ON cell fraction
cannot maintain (Fig. 3.10E, red line). Our simulation-experiment comparison (Fig. 3.10F)
also confirmed that the drift of the population structure was driven by the growth rate
difference.
To further study the spatial ecology of the switch [133], we developed a multi-scale,
individual-based model of growing bacterial populations in space (mimicking an agar
plate with finite nutrient). Building on our previous effort [134] and the single-cell,
circuit-host framework above, the extended model integrated the movement, expansion
and division of individual cells with the dynamics of circuits and the host of each cell (see
Sect. 3.4.26). For the parameter set P5 in Fig. 3.10A, we found that, from an identical initial
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Figure 3.9: Comparison of population simulations (Sim.) of the positive feedback cir-
cuit with experimental data [110] (Exp.). Parameter set P2 as shown in Fig. 3.6B,C was
adopted for simulations. (A) Population growth rate of ON (high T7 RNAP level), INT
(intermediate T7 RNAP level) and OFF (low T7 RNAP level) colonies. Error bars are the
standard deviations of 16 ON colonies, 65 OFF colonies, and 12 INT colonies. To keep con-
sistency, we also ran simulations of 16 ON colonies, 65 OFF colonies, and 12 INT colonies
where each colony initially contains 10 cells. The initial cell state for the ON, OFF and
INT colonies corresponds to the high T7 RNAP steady state, low T7 RNAP steady state
and the saddle point of the single-cell determinisitc model, respectively. The population
growth rate for an individual colony was calculated as (ln(M)− ln(10))/3, where M is
the final population size at hour 3. (B) Simulated transient dynamics of ON cell fraction
in cultures prepared with varying initial ratios of ON to OFF cells. We ran the population
simulations for 8 hours and the initial cell number is 1000. (C) Experimental evidences of
(B). In the experiment, a cyan fluorescent protein (CFP) serves as a reporter of T7 RNAP
gene expression. Squares represent the mean values and error bars are standard deviation
of 3 replicates.
condition (Fig. 3.34), distinct spatial patterns emerged in the no load (Fig. 3.10G,3.35A,B)
and load (Fig. 3.10H,3.35C,D) cases: The OFF cells (orange) were prevalent in the latter
due to their growth advantage over the ON cells (blue) as shown in the well-mixed envi-
ronment. Notably, due to nutrient depletion, cells in the colony center became frozen over
time and were locked into one of the two states eventually. Furthermore, in the absence
of load, the ON cell fraction declined slowly in a comparable rate as in the well-mixed
setting (Fig. 3.10I); however, with load, the decline in the spatial setting was exaggerated
(Fig. 3.10J), due to a better mean nutrient accessibility of the OFF cells by outgrowing ON
cells at the expanding edge (Fig. 3.36).
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Figure 3.10: Integrative modeling of a toggle switch across multiple scales. (A-B) Single-
cell level analysis. (A) Phase diagrams of the switch in the absence (purple lines) and pres-
ence (green lines) of metabolic load. Here, gene induction level relates to its promoter’s
strength. P1−5 are five representative parameter sets in the circuit’s phase space. (B) Time
derivatives for protein 2 and corresponding potential landscapes (see Sect. 3.4.27) at the
parameter sets P2 and P3. (C-F) Population-level analysis. The parameter set P2 was
adopted. (C), Time evolution of the population-level statistics of protein 2 for the no load
(purple) and load (green) cases. The insets are logarithmic plots of the distributions. SC:
single-cell steady-state protein distribution. (D) Time evolution of the ON cell fraction.
(E) Comparison of the steady-state population distribution of the cells in the load case
with the distribution of a population incapable of state transitions (red line). (F) Com-
parison of the ON cell fraction from simulations (red circles) and experimental data50
(green circles). For the simulations, red circles and bars correspond to means and s.d. of
three simulation runs, respectively. Green circles are the averages of three experimental
replicates. (G-J) Spatial ecological analysis. Parameter set P5 was adopted. (G-H) Snap-
shots of spatial colony expansion in the absence (G) and presence (H) of load. ON and
OFF cells are colored with blue and orange respectively. (I-J) Comparison of the ON cell
fraction between the spatial and well-mixed settings for the no load (I) and load (J) cases.
The solid lines correspond to the mean values of three simulation runs, and the shaded
regions reflect the standard deviations. Simulation details are provided in Sect. 3.4.27.
3.3 Discussion
The ultimate goal of synthetic biology is to rapidly create desired phenotypes through
rational design and construction of artificial gene circuits. As a step toward this goal,
our model has shown the promise to capture and predict complex behaviors of circuits
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and the E. coli host and even to be translated for other bacterial hosts. Along with other
complementary efforts such as whole-cell models [21, 102], this model advances our ca-
pacity in describing and predicting the dynamics of engineered gene circuits, and also




The bacterium E. coli is essentially a self-replicating factory that converts nutrients into
biomass. The conversion entails three major steps from nutrients to precursors, to build-
ing blocks, and finally to various forms of biomass (Fig. 3.11). Specifically, nutrients (e.g.,
carbon- and nitrogen- containing compounds) are first taken up and broken down into
precursor molecules (e.g., α-ketoglutarate, an important intermediate in the tricarboxylic
acid cycle), through which energy molecules such as ATP needed by the cells are gen-
erated as well. The precursors are then converted to biomass-required building blocks
(e.g., nucleotides, amino acids, fatty acids). Subsequently, the building blocks are joined
to form large macromolecules through polymerization of smaller subunits, including nu-
cleic acids (RNAs), proteins, lipids, and polysaccharides. We focused our modeling on
the conversion from nutrients to amino acids and to proteins, because it accounts for most
nutrient and energy consumption in fast-growing cells and its flux balance is the major
factor impacting host physiology such as growth. The main processes include nutrient
uptake, amino acid production, ATP generation, and protein synthesis. Additionally, as
protein synthesis (i.e., translation) requires RNA, its synthesis (i.e., transcription) was also
considered. The detailed modeling of transcription and translation was also necessary
due to the fact that fulfilling the function of exogenous circuits requires both fundamen-
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tal gene expression processes. Fig. 3.2 shows the key biochemical processes of interest.
Figure 3.11: Coarse-grained view of cell metabolism and the flow of metabolic fluxes
(adapted from Chubukov et al. [1]).
The implementation of cellular manufacturing typically requires three fundamental
types of intracellular resources, namely, building blocks (precursors), machineries, and
energy. For example, RNA synthesis takes nucleotides as building blocks, RNA poly-
merase (RNAP) and its σ-factors as machineries and ATP as energy. Additionally, protein
synthesis takes amino acids as building blocks, ribosomes, tRNA and other factors as
machineries and ATP as energy. We thus incorporated molecular species associated with
these two processes in our model, including amino acids, ATP, RNAPs, ribosomes, RNAs
and proteins. For RNAs, we considered three functional types: transfer RNAs (tRNAs)
that deliver amino acids to ribosomes, ribosomal RNAs (rRNAs) as major RNA compo-
nents of ribosomes and messenger RNAs (mRNAs) as templates for protein synthesis.
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For proteins, we classified them into four different types (i.e., proteome sectors): ribo-
somal proteins (r-proteins) and their associates (R sector), metabolic proteins (E sector),
other endogenous proteins (Z sector), and heterologous proteins (H sector). The R sector
contains r-proteins that make up ribosomes as well as tRNA-affiliated proteins that fa-
cilitate translation (e.g., aminoacyl tRNA synthetases and translation elongation factors
such as EF-Tu). The R sector also includes RNAPs and associated σ factors (i.e., σ70). The
E sector consists of nutrient transporters and biosynthetic enzymes in amino acid and
energy metabolism. The Z sector includes the remainder of proteins produced by native
genes (e.g., housekeeping genes). The H sector refers to proteins produced by exogenous
circuits.
In living cells, resources are always limited: consumption of any resource in one pro-
cess would reduce its availability for other processes. Such resource conflicts constrain
cellular metabolic activities, which need to be balanced among different processes for
maximal biomass production. To achieve the goal, cells employ multiple mechanisms
to regulate the partitioning of resources among different processes. We considered the
following three mechanisms: (1) local feedback inhibition of biosynthesis of amino acid
and ATP, (2) regulation mediated by growth and dilution (see Sect. 3.4.5 for details), and
(3) ppGpp-mediated global regulation which reconciles the supply-demand imbalance of
amino acids (see Sect. 3.4.6 for details).
Finally, we used cellular growth (Sect. 3.4.5) as the generic indicator of overall cell
physiology, and also took into account the degradation of molecules due to active turnover
and growth-induced dilution. Other processes of the host, such as DNA replication
and cell volume dynamics, were not explicitly modeled. Instead, we modeled them
(Sect. 3.4.8,3.4.9) as functions of growth rate, nutrient availability, and other explicitly
introduced variables in a phenomenological, mean-field manner. A list of general as-
sumptions adopted by our model are given in Sect. 3.4.2.
The host cell model consists of 14 variables: ppGpp (s), ATP (Ae), amino acid (Aa),
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rRNA (ro), total tRNA (to), ribosome (Ro), RNAP (Xo), growth rate (λ) and three types of
proteins (Pj (j = r, e, z)) along with their corresponding mRNAs (Mj (j = r, e, z)). The
three types of proteins are R-sector proteins (Pr), E-sector proteins (Pe) and Z-sector pro-
teins (Pz). The corresponding mRNAs are Mr, Me and Mz. The kinetics of these variables
are described in the following set of differential-algebraic equations
d[Aa]
dt
= Jina (·)︸ ︷︷ ︸
amino acid
biosynthesis
− Jouta (·)︸ ︷︷ ︸
amino acid
utilization






= Jine (·)︸ ︷︷ ︸
ATP
biosynthesis
− Joute (·)︸ ︷︷ ︸
ATP
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− π0,j[Mj]︸ ︷︷ ︸
mRNA
degradation
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mRNA
dilution








protein biosynthesis (β j)
− λ(·)[Pj]︸ ︷︷ ︸
protein
dilution
j = {r, e, z} (3.6)
d[Ro]
dt
= k+ro([ro]− [Ro])([Pr]− [Ro])︸ ︷︷ ︸
free r-proteins bind to free rRNAs
− k−ro[Ro]︸ ︷︷ ︸
unbinding




[Xo] = mo[Ro] (3.8)
d[s]
dt
= Jins (·)︸ ︷︷ ︸
ppGpp
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where [·] represents the molar concentration (unit: µM) of the species “·” and (·) repre-
sents a function rather than a parameter.
The above set of equations are explained as follows
• Eq. 3.1 describes the kinetics of amino acid concentration change, including the syn-
thesis rate (Jina ; Eq. 3.22), consumption rate (Jouta ; Eq. 3.23) and growth-induced di-
lution (λ[Aa]) where λ (Eq. 3.10) refers to specific growth rate.
• Eq. 3.2 describes the kinetics of ATP concentration change, including the synthesis
rate (Jine ; Eq. 3.24), consumption rate (Joute ; Eq. 3.25), and growth-induced dilution
(λ[Ae]).
• Eq. 3.3 describes the synthesis and dilution rates of total rRNA ([ro]), including both
free rRNAs and rRNAs in ribosomes. The first and second terms correspond to the
rates of rRNA synthesis (γrr; (Eq. 3.55)) and growth-induced dilution (λ[ro]). Here,
grr (Eq. 3.17), V (Eq. 3.21), αrr (Eq. 3.56) and λ (Eq. 3.10) are the rRNA gene copy
number per cell, the averaged cell volume, the transcription rate per gene and the
growth rate, respectively.
• Eq. 3.4 describes the total tRNA concentration ([to]), which was assumed to be pro-
portional to the total rRNA concentration ([ro]) with a proportionality coefficient ft
(see Assumption 5 in Sect. 3.4.2 for details).
• Eq. 3.5 describes the kinetics of mRNA concentration change. The first term (γj;
Eq. 3.55) represents mRNA synthesis rate and the second term represents mRNA
turnover rate due to active degradation and growth-induced dilution (λ[Mj]). For a
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particular mRNA Mj, its gene copy number per cell, the averaged cell volume, the
transcription rate per gene, and the active mRNA degradation rate are gj (Eqs. 3.18-
3.20), V (Eq. 3.21), αj (Eq. 3.56), and π0,j, respectively. λ (Eq. 3.10) is the specific
growth rate.
• Eq. 3.6 describes the kinetics of protein concentration change. The first term (β j;
Eq. 3.44 for j = e, z and Eq. 3.48 for j = r) represents protein synthesis rate and
the second term represents protein turnover rate due to growth-induced dilution
(λ[Pj]). Here we assumed that endogenous proteins are stable [135]. For a particular
protein Pj, the translation rate per mRNA is given by ηj (Eq. 3.45 for j = e, z and
Eq. 3.49 for j = r). λ (Eq. 3.10) is the specific growth rate.
• Eq. 3.7 describes the kinetics of total ribosome concentration change. The first term
k+ro([ro]− [Ro])([Pr]− [Ro]) represents the rate of ribosome assembly for free rRNAs
(i.e., [ro] − [Ro]) and free r-proteins (i.e., [Pr] − [Ro]). The second term k−ro[Ro] rep-
resents the dissociation rate of ribosomes into free subunits. The last term λ(·)[Ro]
describes the first-order degradation of ribosomes due to growth-induced dilution.
Here, k+ro and k−ro are the association and dissociation rate constants and λ (Eq. 3.10)
is the specific growth rate.
• Eq. 3.8 describes the total RNAP concentration ([Xo]), which was assumed to be
proportional to the total ribosome concentration with a proportionality coefficient
mo (see Assumption 10 in Sect. 3.4.2 for details).
• Eq. 3.9 describes the kinetics of ppGpp concentration change, including the synthe-
sis rate (Jins ; Eq. 3.61), degradation rate (Jouts ; Eq. (3.62)), and dilution rate due to cell
growth (λ[s]). Here, λ (Eq. 3.10) is the specific growth rate.
• Eq. 3.10 defines the specific growth rate (see Sect. 3.4.5 for discussions).
The values and units of the host cell model parameters are given in Table 3.1.
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3.4.2 General Assumptions
Our coarse-grained host cell model is based on the following major assumptions:
1. Our model considers a single, virtual substrate (i.e., nutrient) to reflect the overall
availability of various nutrient compositions in the growth medium.(see Sect. 3.4.3
for detailed discussions). Cells uptake nutrients from environment and convert it
into amino acids and ATP. In addition, the environment remains constant (i.e., con-
stant nutrient level) for single-cell study. For spatially growing populations, nutri-
ent availability varies through space and time, depending on the spatial distribution
of populations (see Sect. 3.4.26 for details).
2. Biosynthesis of amino acids and ATP are subject to feedback inhibition by end prod-
ucts.
3. ATP is consumed in amino acid biosynthesis, tRNA aminoacylation, transcription,
translation, and other growth -associated and -independent processes [112].
4. Three types of RNA molecules with distinct functions (i.e., rRNAs, tRNAs and mR-
NAs) were modelled. The 16S, 23S and 5S rRNA genes were assumed to be present
in an equimolar ratio and lumped together into a single effective rRNA gene. All tR-
NAs were assumed kinetically equivalent [113], therefore their averaged behavior
can be described by a single effective tRNA molecule.
5. The total tRNA concentration was assumed to be proportional to the total rRNA
concentration, based on the following observations: (1) the molar ratio of tRNA to
rRNA is invariant to growth rate [116] and (2) some tRNA and rRNA genes are co-
transcribed [136]. This assumption has been used previously in the literature [113,
137].
6. The entire proteome (excluding heterologous proteins) is coarse-grained into three
sectors: R sector (r-proteins, tRNA-affiliated proteins, RNAP and its σ-factors), E
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sector (nutrient transporters and biosynthetic enzymes in amino acid and energy
metabolism) and Z sector (the remaining native proteins). In addition, proteins in
each proteome sector were assumed to be encoded by a single effective gene. See
Sect. 3.4.4 for further discussion.
7. The transient cell growth rate was assumed to be proportional to the total cellular
capacity of protein synthesis. See Sect. 3.4.5 for further discussion.
8. ppGpp inhibits transcription of rRNA and R-sector genes but activates E-sector
gene expression. See Sect. 3.4.6 for further discussion.
9. Ribosome assembly and disassembly are single association and dissociation reac-
tions between free rRNA and free r-proteins.
10. The total RNAP (holoenzyme) concentration was assumed to be proportional to
the total ribosome concentration (see the second paragraph of Sect. 3.4.4 for further
discussions).
11. rRNA and tRNA molecules were assumed to be stable (i.e. do not degrade) but
mRNA degradation follows first-order kinetics.
12. All native proteins are stable [135]. See Sect. 3.4.7 for the rationale of ignoring the
active degradation of host proteomes in our primary framework.
13. Instead of modeling kinetic changes of gene copy number and cell volume, we
adopted a mean field approach and only considered their cell-cycle averages [138].
The mathematical details are given in Sect. 3.4.8,3.4.9, respectively.
14. Mass action kinetics were assumed for all binding and unbinding reactions.
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3.4.3 Coarse-grained Description of Nutrients
In reality, cells require all sorts of nutrient compositions for their growth, and limita-
tions on any of the components will result in growth reduction. In our model, consistent
with our treatments for other molecular species, the nutrient is coarse-grained. Specifi-
cally, the nutrient here refers to the major growth-limiting compositions of the medium–
specifically, carbon and nitrogen–and the remaining components are assumed not lim-
iting. The underlying reason is that our model concerns the flux of amino acids whose
building blocks are composed of carbon and nitrogen primarily. In fact, carbon and ni-
trogen account for 50% and 14% of the dry weight of E. coli cells respectively; in contrast,
phosphorus and sulfur account for only 3% and 1% accordingly [139]. Thus, our model
is capable of describing both carbon and nitrogen limiting cases. However, it does not
capture the starvation of other components that are relatively minor or not directly par-
ticipated in amino acid flux. The similar treatment was also adopted by other modeling
efforts [20, 140, 141].
3.4.4 Coarse-grained Proteome Sectors
The native proteins in E. coli cells can be decomposed into three sectors (Fig. 3.2): R sector
(r-proteins, tRNA-affiliated proteins, RNAPs and its σ-factors), E sector (nutrient trans-
porters and biosynthetic enzymes in amino acid and energy metabolism), and Z sector
(the remaining native proteins).
The majority of R-sector proteins are r-proteins and tRNA-affiliated proteins (mainly
aminoacyl tRNA synthetases and translation elongation factors such as EF-Tu) and their
abundance ratios are relatively constant. For instance, r-proteins and EF-Tu (a major
translational elongation factor) are in an equimolar ratio in translating ribosomes [142].
The sector also includes RNAP holoenzymes (RNAP core enzymes and the associated
sigma factors, i.e., σ70 in exponentially growing E. coli cells), as experimental evidences
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have suggested that the number of RNAP core enzymes is linearly correlated with that of
ribosomes as the growth rate increases [116]. The inclusion of RNAP holoenzymes is also
supported by the fact that β and β′ subunits of RNAP core enzymes are co-transcribed
with at least some r-protein genes (e.g., L10 and L7/12). This sector is conceptually very
similar to the ”extended ribosome” defined in a previous work [63], despite the addi-
tional inclusion of RNAP and sigma factors. Given that the abundance ratio between
r-proteins and other proteins in the R sector are relatively constant over a wide range of
growth rates, we used [Pr] to denote both r-protein concentration and R sector protein
concentration. The total molar concentration of amino acids in the R sector is thus lr[Pr],
where the effective amino acid length (lr) is equal to the sum of amino acid length of each
kind of protein with their abundance ratios taken into accounts.
E-sector proteins refer to the metabolic enzymes involved in growth-limiting metabolic
reactions during the conversion of nutrient to amino acids and ATP. In other words, they
are the ”bottleneck” enzymes for a given growth medium. Notably, the metabolic bottle-
neck can occur in either catabolic pathways (e.g., transporters and catabolic enzymes in
the glycolytic pathway and TCA cycle), anabolic pathways (e.g., amino acid transporters
and biosynthetic enzymes in the amino acid biosynthesis pathway), or both. Catabolic
processes decompose large sugar molecules into smaller precursor molecules, which are
turned into building blocks (e.g., amino acids) by anabolic processes. It was previously
assumed that the bottleneck enzymes are involved in catabolism [63]; however, recent ev-
idence suggests that they may be involved in anabolism: MetE, which catalyzes the last
step in L-methionine synthesis, is a bottleneck enzyme that operates at maximal velocity
under substrate saturation and its knock-down inhibits cell growth proportionally [127].
Additionally, metabolic flux through glycolysis cannot be increased by simply overex-
pressing enzymes that control glucose uptake and phorphorylation [143]. Therefore, we
assume that E sector is primarily composed of anabolic enzymes involved in the biosyn-
thetic pathways for amino acids and ATP. The molar concentration of E sector proteins is
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denoted by [Pe] and their total amino acid concentration is le[Pe], where le is the effective
amino acid number of an E sector protein.
Z-sector proteins are endogenous proteins that are not included in the R and E sectors.
Their molar concentration is denoted by [Pz] and their total amino acid concentration is
lz[Pz], where lz is the corresponding effective amino acid number.
3.4.5 Growth Rate and Dilution
Cell growth can be characterized by three different metrics: biomass production (i.e. the
doubling of biomass), cell cycle (i.e. the time interval between cell division), and cell
envelop expansion (i.e. the doubling of cell volume). The rates of the three processes
are equivalent for exponentially growing cells because they are coordinated with each
other: Upon completion of cell cycle, both cell mass and cell volume double. However,
their transient values can be different under altered growth conditions caused by genetic
(e.g., heterologous gene expression) or environmental perturbations (e.g., nutrient shift).
For example, upon a nutrient upshift, the nucleotide sugar uracil-diphosphate glucose,
an intracellular signal for carbon availability, delays cell division until it accumulates a
larger amount of biomass [144].
In our model, we defined transient growth rate as cell volume expansion rate. As
metabolic reactions for synthesis of different biopolymers [1,145] are highly coordinated,
we assumed that there is a fixed ratio of metabolic fluxes allocated to synthesis of nu-
cleic acids, proteins, lipids and polysaccharides (Fig. 3.11). As cell volume expansion
is primarily limited by lipid biosynthesis [146], the assumption implies that cell volume
expansion rate is proportional to lipid biosynthesis rate, and thus proportional to total
protein synthesis rate accordingly. This implication is also supported by a recent study
showing a constant cell biomass to cell volume ratio under different variations of nutrient
availability, chloramphenicol and LacZ overexpression [147]. Hence, the mathemnatical
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where β j is the production rate of the j sector proteins Pj, lj is the corresponding effective
amino acid number, and ρ is a coefficient.






ljβ j − λ[PT] (3.12)




Comparing Eq. 3.11 with the steady-state solution of Eq. 3.12 leads to
ρ = [PT]ss (3.14)
which suggests that the coefficient ρ is the total protein concentration in units of amino
acid at steady state. Considering that proteins make up most of the biomass, ρ can also
be interpreted as the cell mass density. Notably, our definition is consistent with other
definitions of growth rate in previous studies [20, 63, 112].
3.4.6 ppGpp-dependent Regulation
ppGpp modulates transcription initiation by directly interacting with RNAPs to alter
their associations with promoters [106]. For example, it activates promoters for amino
acid biosynthesis and transport by enhancing the formation of RNAP-promoter open
complex [148]. It also represses rRNA promoters by decreasing the stability of RNAP-
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promoter open complex [125]. Notably, a small protein, DksA, is involved in the tran-
scription regulation of ppGpp by reducing the open-complex half-life into an appropriate
range where promoter strength can be dramatically altered by ppGpp regulation [115].
In ∆dksA mutants, the rRNA and amino acid promoters do not respond to amino acid
starvation [115, 148]. However, as the concentration of DksA is regulated by a negative
feedback loop, we did not explicitly model the kinetics of DksA and assumed that it stays
at a constant level.
Based on existing experimental findings [123, 125, 128, 136, 149], we incorporated a
ppGpp-mediated negative control to rRNA (and tRNA) transcription. For simplicity, we
neglected other affiliated regulators that may act synergistically with ppGpp, such as ini-
tiating nucleotide (iNTP) and Fis in the regulation of rRNA transcription. The underlying
reasons are the following [141]. First, iNTP upregulates rRNA synthesis upon entry and
exit from the cellular stationary phase [128]. However, our primary focus is the expo-
nential growth phase. Second, Fis is a positive regulator for rRNA transcription but its
synthesis rate is negatively regulated by ppGpp [150].
In addition, we introduced differential modes of ppGpp-mediated regulation for tran-
scriptions of the R-, E- and Z- sector genes. We assumed that ppGpp inhibits transcription
of the R sector genes, given the fact that ppGpp inhibits transcription activities of certain
r-protein promoters [151]. We also assumed that ppGpp activates transcription of the E
sector genes, due to the fact that certain amino acid transporters and biosynthesis en-
zymes are known to be activated by ppGpp [148]. For the Z sector genes, we assumed
that ppGpp has no regulatory effects and they are constitutively expressed.
Besides the direct regulatory effects, ppGpp also indirectly regulates gene transcrip-
tion by reallocating the limited amount of RNAP resources. For instance, as ppGpp neg-
atively regulates transcription of the R sector genes, increasing ppGpp concentration re-
duces R sector mRNA synthesis rate, liberating RNAPs to stimulate transcription of other
genes.
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Importantly, in addition to ppGpp, there are multiple global regulators such as cAMP
that are involved in controlling bacterial metabolism. In our model, ppGpp-mediated
regulation serves as an effective, coarse-grained mechanism of global regulation which
lumps together multiple mechanisms mediated by other known/unknown host factors,
rather than representing itself only. Meanwhile, our choice of ppGpp as the representative
global regulator is supported by the following factors:
• ppGpp-mediated regulation is the dominant mode of resource allocation that deter-
mines macromolecular contents and cell growth. In a recent experimental study [104],
the authors showed that cellular macromolecular contents (e.g., RNA and protein)
increase with growth rate and that the control of growth rate is predominantly de-
termined by ppGpp but not by other global regulators. The authors further con-
cluded that a single ppGpp-mediated mechanism can be responsible for growth
rate control. This finding suggests that we can use ppGpp as the primary global
regulator for cell metabolism.
• ppGpp and other global regulators co-regulate key metabolic pathways. Studies
have shown that pathways at important metabolic nodes are often controlled by
both ppGpp and other global regulators [152]. For example, ppGpp modulates the
difference between the supply and demand of amino acids while cyclic adenosine
monophosphate (cAMP) controls the imbalance between carbon and nitrogen fluxes
at the upstream node (e.g., α-ketoacids [2]). Although they sense and respond to dif-
ferent intracellular states, they have the same goal of optimizing metabolic flux dis-
tribution inside a cell [2]. Another example is the lac operon, whose transcription is
positively regulated by cAMP-CRP but maximal rate is modulated by ppGpp [153].
Such co-regulation of multiple global regulators on single process suggests that we
can combine ppGpp and other regulators into a single, effective global regulator for
cell resource allocation.
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• Certain regulatory factors involved in other global regulations are subject to ppGpp
modulation. For instance, the transcriptional factor Crp, which is responsible for
catabolite control of gene expression, and the sigma factor RpoS, which is involved
in general stress responses, are regulated by ppGpp [154, 155].
• Certain unknown host factors seem to be affected by ppGpp either directly or indi-
rectly. In 2013, Berthoumieux et al. [156] found that, certain constitutive promoters
(e.g., PRM and PLtetO1) show similar transcriptional responses to glucose depletion
as global transcription factor genes (e.g., crp, fis) that are known to be regulated by
ppGpp, although their specific mechanisms remain unknown.
Therefore, we introduced ppGpp-mediated regulation as a coarse-grained description
to reflect the overall regulatory effects of global regulators. Such a strategy allows us
to keep our modeling framework amenable while being capable of capturing the global
regulatory features of bacterial host metabolism.
3.4.7 Active Degradation of Host Proteins
Intracellular proteins are subject to protease-mediated active degradation, which plays an
important role in the host physiology, such as regulation of gene expression and response
to oxidative stress. In our model, we did not include active degradation of endogenous
proteins due to the following reasons
• The majority of endogenous proteins are shown stable in exponentially growing
cells. The study by Maurizi et al [135] shows that about 75% of the total proteins
in E. coli have their half-lives over 25 hours and 90% over 2 hours. As the typical
division time of E. coli is only about 30 minutes, the rate of active degradation for
endogenous proteins shall be much smaller than the rate of dilution due to cellular
growth and hence can be neglected. This assumption has been commonly adopted
by other cell growth models [20, 113, 141].
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• Unstable endogenous proteins are present in low amounts in fast growing cells.
Although certain naturally unstable proteins (e.g., sigma factor 32) are actively de-
graded, they are minimally present in exponentially growing cells [135].
• Under stress conditions, these endogenous unstable proteins may accumulate; how-
ever, our model is capable of capturing cell behavior at a low or intermediate level of
stress. For instances, our model well captures the physiological state of E. coli cells
at growth rate from 0.6 to 2.5 doublings per hour (Fig. 3.3A-I). Also, the metabolic
load of a heterologous protein on cell growth has been quantitatively reproduced
when the relative growth rate reduction is less than 70% (Fig. 3.4E).
• Inclusion of active degradation of endogenous proteins will further increase the
complexity of our coarse-grained model which is very complex already.
Finally, we would like to point out that, in principle, our model can be extended to
include active degradation of the endogenous proteomes in a straightforward way by
adding active degradation terms as the way we model synthetic circuits (see Sect. 3.4.19
for modeling details). Under special conditions when host and circuits overload the
degradation machineries, there will be a competition for limited number of proteases
and an explicit description of active host proteome degradation will be necessary.
3.4.8 Gene Copy Number per Cell
DNA replication in E. coli starts from a single replication origin and proceeds bidirec-
tionally along the circular chromosome until it reaches the replication terminus. In fast
growing cells with doubling time less than 1 hour, a new round of chromosome replica-
tion is initiated before the previous round terminates. This phenomenon (i.e. multi-fork
replication) ensures that DNA copies are produced on time for each newborn cell. Addi-
tionally, due to multi-fork replication, the effective copy number of single-copy genes is
a function of gene map location in chromosomes.
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Using the Helmstetter-Copper model [157], the cell-cycle averaged gene copy number
(gq) for a chromosome gene (q) is given by
gq(λ) = g0,q exp
(
λ[(1− xq)C + D]
)
(3.15)
where λ is the specific growth rate (Eq. 3.10), xq is the gene’s location relative to the
origin of replication, g0,q is the gene copy number per chromosome, C is the C-period of
chromosome replication (i.e., the time for replication of DNA), and D is the D-period of
chromosome replication (i.e., the time between termination of DNA replication and cell
division). xq = 0 corresponds to the origin and xq = 1 corresponds to the terminus. Both
the C period and D period remain approximately constant [158].
Using Eq. (3.15), we can calculate the effective copy number of any single gene of inter-
est. For a given gene with unknown map location, its copy number can be approximated
by integrating Eq. (3.15) over all possible values of xq, which is uniformly distributed
between 0 and 1





λ[(1− xq)C + D]
)
dxq =
g0,q [exp (λ(C + D))− exp (λD)]
λC
(3.16)
We then apply Eq. (3.15) to calculate the effective gene copy number of rRNA genes and
genes encoding R-, E- and Z- sector proteins
• rRNA genes: E. coli has seven almost identical rRNA operons, with each containing
one copy of three major rRNA genes (i.e., 16S, 23S and 5S) [136]. The total copy






exp (λ[(1− xrr,k)C + D]) (3.17)
where xrr,k is the specific locus of the rRNA operon k.
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• R sector genes: There are a total of 55 r-protein genes organized in 19 operons and
most of the r-protein genes has a single copy [159]. Therefore, the averaged copy








exp (λ[(1− xr,k)C + D]) (3.18)
where xr,k is the specific locus of the r-protein operon k.
• E sector genes: We assumed a uniform distribution of me identical E-sector genes
throughout the chromosome [160]. Thus, the averaged copy number of the E sector









• Z sector genes: Similarly, we assumed that mz identical Z-sector genes are uni-
formly distributed across the chromosome. The effective gene copy number of the










It was shown that nutrient availability is a predictor of cell volume [161], because cells
coordinate volume expansion and cell division to the nutrient availability in the envi-
ronment [144]. Quantitatively, the cell-cycle averaged volume is known to depend expo-
nentially on cell growth rate [3, 138, 162], which is further dependent on nutrient uptake
through Monod’s kinetics [69]. Therefore, we introduced a mathematical description of
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cell volume (V) as a function of nutrient level ([n])






where V0 is a constant (we call it the minimal cell volume), cv is a linear coefficient, and Wv
and θv are the dissociation constant and the coefficient of the Hill function, respectively.
3.4.10 Synthesis and Consumption of Amino Acids
In this section, we derived the rate of amino acid synthesis and consumption needed
in Eq. 3.1. Amino acid metabolism was modeled based on previous studies [113, 140,
141]. We assumed that amino acid synthesis is proportional to nutrient uptake, negatively
inhibited by amino acid concentration, and dependent on the ATP availability. Therefore,













where [Pe], [n], [Aa] and [Ae] are the concentrations of the (E sector) metabolic proteins,
nutrient, amino acids and ATP respectively, ka is the maximal catalytic rate, and Kn, Ia
and Me,a are the Michaelis constants. The three terms in the parenthesis correspond to
(from left to right) nutrient uptake, feedback inhibition of amino acid synthesis [113], and
its energy dependence.
The major route of amino acid consumption is tRNA aminoacylation (charging), through
which amino acids are linked to their cognate tRNAs by a specific type of aminoacyl-
tRNA synthetase. The consumption rate for amino acids in this process is thus equal to
the rate of tRNA charging Jintc (see Sect. 3.4.12 for derivations). In addition, amino acids
are used in other biological processes such as synthesis of nucleic acids. We assumed
a first-order amino acid consumption rate for these additional utilizations and the total
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amino acid consumption rate can be written as
Jouta = J
in
tc + da[Aa] (3.23)
where da is the rate constant for first-order consumption.
3.4.11 Synthesis and Consumption of ATP Molecules
In this section, we derived the rate of ATP synthesis and consumption needed in Eq. 3.2.
We assumed the same dependence of ATP production as used in deriving amino acid
synthesis (i.e., proportional to nutrient uptake, negatively inhibited by ATP concentra-
tion, and dependent on the ATP availability). Therefore, the rate of ATP synthesis (Jine )













where [Pe], [n] and [Ae] are the concentrations of the (E sector) metabolic proteins, nutrient
and ATP respectively, ke is the maximal catalytic rate, and Kn, Ie and Me,e are the Michaelis
constants. The three terms in the parenthesis correspond to (from left to right) nutrient
uptake, feedback inhibition of ATP synthesis [112], and its energy dependence in the first
half of glycolysis.
ATP consumption is ubiquitously involved in various cellular processes. In our model,
we considered four major types of ATP-consuming processes, including amino acid biosyn-
thesis, tRNA charging, transcription, and translation. For the remaining growth-dependent
cellular processes, we assumed that ATP consumption rate is proportional to the specific
growth rate (λ). In addition, although active protein degradation has a high ATP cost, it
does not occur frequently but only in special conditions (see Sect. 3.4.7 for further discus-
sions). Thus, we assumed that the ATP cost of active protein degradations is relatively
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minor compared to other cellular processes, and omitted it in our model. Besides ATP
costs in these explicit processes, ATP is also subject to turnover (e.g., ATP hydrolysis)
and needed for cellular maintenance. By summing up all ATP requirements in various
processes, the total ATP consumption rate (Joute ) can thus be written as
Joute = qa J
in
a + qtc J
in
tc + qr ∑
j=rr,r,e,z
njγj + qp ∑
j=r,e,z
ljβ j + qoλ + de[Ae] (3.25)
where Jina is the amino acid synthesis rate, Jintc is the rate of charged tRNA formation, γj is
the RNA synthesis rate, β j is the protein synthesis rate, λ is the growth rate, and [Ae] is
the ATP concentration. Here, qa, qtc, qr, and qp are the number of ATP molecules required
to synthesize a single amino acid, to charge a tRNA molecule, to join a free nucleotide,
and to form a peptide bond accordingly. qo is the rate constant for ATP cost in biomass
production1 and de is the rate constant for first-order ATP turnover and maintenance cost.
nj (j = rr) is the total number of nucleotides in both rRNA and tRNA molecules, and nj
(j = r, e, z) are the number of nucleotides in corresponding mRNAs. nj (j = r, e, z) is
related to lj through
nj = 3(lj + 1) (3.26)
where a stop codon is included. lj is the number of amino acid residues in proteins of the
proteome sector j.
The six terms on the right hand side of Eq. 3.25 (from left to right) correspond to ATP
cost in amino acid synthesis, tRNA charging, transcription, translation, other growth-
related processes, and first-order turnover. The derivation of these terms is shown below.
(1) The first term describes total ATP cost in amino acid synthesis. (2) The second term
describes total ATP cost in charging tRNAs. (3) The third term describes ATP cost in
1Estimation of qo is given as follows: The maintenance ATP cost for aerobic growth is 17.2
mmol/gDW/h [163] and the dry weight of E. coli at 40 min doubling time is 0.28 pg [164]. Therefore,
the maintenance ATP cost in a single cell is on the order of 106µM/hr and this rough estimate was taken as
the value of qo in our study.
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transcription elongation of RNAs (i.e., rRNAs, tRNAs and mRNAs). As rRNA and tRNA
production rates are linearly correlated (see Assumption 5 in Sect. 3.4.2), we only kept the
rRNA production term but extended the effective nucleotide number (nj) to include both
contributions. (4) The fourth term describes ATP cost in translation elongation, which is
proportional to the number of amino acid residues (lj) in each type of protein. (5) The fifth
term describes ATP cost in the remaining growth-dependent cellular processes (e.g., lipid
biosynthesis) but not explicitly modeled. (6) The last term accounts for ATP turnover
as well as ATP cost in cellular maintenance processes, which are lumped into a single
first-order reaction.
3.4.12 tRNA Aminoacylation
In this section, we aim to develop a kinetic model for charged tRNAs. The binding of
amino acids to their cognate tRNAs is catalyzed by a certain aminoacyl-tRNA synthetase
at a cost of energy. The underlying catalytic process involves three substrates, includ-
ing uncharged tRNA, amino acid, and ATP. The process also requires an enzyme, i.e., the
aminoacyl-tRNA synthetase, whose concentration is proportional to the r-protein concen-
tration ([Pr]). Extending from a previous model [141], we proposed a simple Michaelis-













where [Pr], [Aa], [Ae] and [tu] are the concentrations of r-proteins, amino acids, ATP and
uncharged tRNA, respectively, ktc is the maximum catalytic rate, and Da, Du and De are
the Michaelis constants for the amino acid, the uncharged tRNA, and ATP, respectively.
Since charged tRNAs are only used in protein synthesis, its consumption rate (Jouttc ) is
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Considering both synthesis and consumption, the time evolution of the charged tRNA
concentration ([tc]) can be expressed as
d[tc]
dt
= Jintc − Jouttc − λ[tc] (3.29)
where the last term refers to dilution of charged tRNAs. Notably, the uncharged tRNA
concentration ([tu]) and the charged tRNA concentration ([tc]) are related through
[to] = [tu] + [tc] (3.30)
3.4.13 Ribosome Partition and Translation
In this section, we aim to develop a biophysical model of translation, which is essential to
derive Eq. 3.6,3.7, to account for ribosome partitioning among multiple proteome sectors.
mRNA of type j (= r, e, z) was physically modelled as a chain of lj + 1 codons (the last
one is a stop codon) that are indexed by y (y = 1, · · · , lj, lj + 1). We considered ribosome-
mRNA complex at a specific codon site as an individual state. We also assumed that
each ribosome-mRNA complex can be further associated with a charged tRNA or an un-
charged tRNA. As shown in Fig. 3.12A, there are six types of ribosome states in total:
(1) free ribosomes (R f ), (2) initiating ribosomes (i.e., ribosome-mRNA complexes binding
to the ribosome binding site (RBS) of mRNA j; Rj,0), (3) idle ribosomes (i.e., ribosome-
mRNA complexes with an empty active site A at codon y of mRNA j; Rj,y), (4) elon-
gating ribosomes (i.e., ribosome-mRNA complexes carrying charged tRNAs at codon y;
Rj,y::tc), (5) stalled ribosomes (i.e., ribosome-mRNA complexes carrying uncharged tR-
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NAs at codon y; Rj,y::tu), and (6) terminating ribosomes (i.e., ribosome-mRNA complexes
sitting at the stop codon; Rj,lj+1). Immature ribosomes and spatial exclusion of ribosomes
were not considered. The total ribosome concentration ([Ro]) is thus expressed as the sum
of ribosome concentrations of all six ribosome states, i.e.,











We next considered a detailed biophysical description of translation that involves
transitions among all six ribosome states. As shown in Fig. 3.12B, free ribosomes bind
reversibly to the RBS of a mRNA, forming an initial binding complex. The ribosome in
the initial complex proceeds to the first codon, changing its state from an initial complex
to an idle complex. There are three options for an idle complex: (1) staying in the same
idle state, (2) turning into an elongating ribosome through its association with a charged
tRNA molecule, or (3) turning into a stalled ribosome when the ribosomal A site is oc-
cupied by an uncharged tRNA molecule. Elongating ribosomes move from one codon to
the next, extend the nascent polypeptide, and become idle again at the new site. Finally,
when the complex reaches the stop codon, it dissociates from the mRNA and releases a
complete polypeptide.
As our framework primarily focuses on gene circuit dynamics whose typical time
scale is much larger than that of a typical translation event and its associated molecu-
lar processes, we assumed that the molecular dynamics of translation are in equilibrium.
Therefore, the net rate of initial complex formation, initiation, elongating ribosome for-
mation, elongation and termination in Fig. 3.12B are all equal to the protein synthesis rate
(β j)
k+rib,j[R f ][Mj, f ]− k
−
rib,j[Rj,0]︸ ︷︷ ︸
initial complex formation rate
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Figure 3.12: Partitioning of ribosomes in the translation process. (A) Six ribosome states
are involved in the translation process. (B) Schematic diagram of the translation mech-
anism. The codons are indicated by C1 (the first codon), C2, C3, ..., Cn (the last codon),
and the stop codon is C(n+1). The rate constant of each reaction step is indicated along
with its reaction arrow.
= κinij [Rj,0]︸ ︷︷ ︸
initiation rate
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= k+c [Rj,y][tc]− k−c [Rj,y::tc]︸ ︷︷ ︸
elongating ribosome formation rate
(y = 1, · · · , lj)
= κeloj,v ([Ae])[Rj,y::tc]︸ ︷︷ ︸
elongation rate
(y = 1, · · · , lj)
= κterj [Rj,lj+1]︸ ︷︷ ︸
termination rate
= β j (3.32)
where [Mj, f ] is the concentration of mRNAs whose RBS is not occupied, k+rib,j and k
−
rib,j
are the association and dissociation rate constants between free ribosomes and the RBS of
mRNA type j, respectively, κinij is the rate constant of translation initiation, k
+
c and k−c are
the rate constant of forward and reverse binding reactions between idle ribosomes and
charged tRNAs, respectively, κeloj,v ([Ae]) is the rate constant of translation elongation as a
function of energy level ([Ae]), κterj is the translation termination rate constant. Here, k
+
c ,
k−c and κeloj,v ([Ae]) were all assumed to be codon-site (y) independent. Additionally, the
rates of association and dissociation between idle ribosomes and uncharged tRNAs are
equal at equilibrium
k+u [Rj,y][tu] = k
−
u [Rj,y::tu] (3.33)
where k+u and k−u are the rate constant of forward and reverse binding reactions, respec-
tively, and both constants were assumed to be codon-site (y) independent.
Using Eq. 3.32,3.33, we can relate the concentration of initial complex ([Rj,0]), idle
ribosomes ([Rj,y]), elongating ribosomes ([Rj,y::tc]), stalled ribosomes ([Rj,y::tu]), and final




























The total ribosome concentration defined in Eq. 3.31 can thus be rewritten as













where the effective elongation rate (κeloj,eff), is given by











For simplicity, we assumed that translation termination is not a rate-limiting step and
set 1/κterj to zero. The ATP-dependent elongation rate (κ
elo
j,v ([Ae])) was assumed to be a





where κeloj is the maximal translation elongation rate and Ke,tl is the Michaelis constant.
Now we proceeded to derive the expression of protein synthesis rate β j and the free
ribosome concentration [R f ]. We first obtain the following equation by solving Eq. 3.32
β j = κ
ini
j [Rj,0] = κ
ini






For a given mRNA species j, it has two RBS states: unoccupied and occupied by ribo-
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somes. Therefore, the total mRNA concentration ([Mj]) is equal to the sum of concen-
trations of mRNA with unoccupied ([Mj, f ]) and occupied ([Rj,0]) RBS states ([Rj,0] refers
to the concentration of initial ribosome-mRNA complex where ribosome and RBS are in
equal molar ratio)
[Mj] = [Mj, f ] + [Rj,0] (3.43)
Using Eq. 3.42,3.43, we next express the translation rate (β j) as a function of free ribosome
concentration ([R f ]) and the total mRNA concentration ([Mj])
β j([R f ], [Mj]) =
κinij [R f ]
Wr,j + [R f ]
[Mj] (3.44)




rib,j is the effective dissociation constant of ribosomes binding
to mRNA. The translation rate per mRNA (ηj) is thus given by
ηj([R f ]) =
κinij [R f ]
Wr,j + [R f ]
(3.45)
which is consistent with previous empirical translation models in the literature [160,165].
Notably, although the protein synthesis rate (Eq. 3.44,3.45) formally depends on the initi-
ation rate κinij only, it also depends on the elongation and termination rates through free
ribosome concentration ([R f ]) as described in Eq. 3.39. Alternatively, the translation rate
(β j) is also a function of total ribosome concentration ([Ro]) and total mRNA concentra-
tion ([Mj]) if we combine Eq. 3.39 with Eq. 3.44.
Approximation: If translation elongation rate is much slower than the rate of bind-
ing/unbinding between ribosomes and charged tRNAs, i.e., κeloj  k−c , the effective elon-
gation rate (κeloj,eff) can be simplified to

























Extension 1: Previous studies have shown that excessive free r-proteins can negatively
regulate its own synthesis (but not other protein [166–168] at the translation level [169–
171]). To incorporate this effect, we assumed a simple competitive inhibition model where
the free r-proteins and ribosomes compete for the same RBS sequence on r-protein mR-
NAs. By introducing an additional RBS state (i.e., RBS bound by r-proteins) and assuming
that the dynamics of RBS are in equilibrium, the total synthesis rate of r-proteins (βr) can
be written as











where [Pr] and [Mr] are the total concentrations of r-proteins and r-protein mRNAs, re-
spectively, ([Pr]− [Ro]) represents the total concentration of free r-proteins and r-proteins
bound to r-protein mRNAs, and W ′r,r is the dissociation constant of r-proteins binding to
r-protein mRNAs. Therefore, Eq. 3.44 needs to be replaced with Eq. 3.48 for j = r in the
simulations. Meanwhile, Eq. 3.45 for j = r needs to be replaced by











Extension 2: The above translation model can also be extended to describe translation
inhibition by antibiotics (e.g., chloramphenicol) whose specific mode of action is to inhibit
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peptide bond formation [172]. Based on the assumption that certain antibiotics bind to
ribosomes and reduce the elongation rate [20], we can describe the inhibitory effects of





















where [Ti] is the intracellular antibiotic concentration, Kt is the dissociation constant and
θt is the Hill coefficient. If antibiotic transport is a pure diffusion process, the intracellu-
lar antibiotic concentration ([Ti]) then equals the environmental antibiotic concentration
([Te]).
3.4.14 RNAP Partition and Transcription
In this section, we aim to develop a biophysical model of transcription, which is essential
to derive Eq. 3.3,3.5,3.8, to account for RNAP partitioning among multiple types of RNA
molecules. Similar to translation, transcription requires a key machinery (RNAP) and
involves the initiation, elongation and termination steps. Therefore, we adopted the same
modeling approach used for translation to describe transcription as well as the associated
RNAP partitions.
DNA of type j (= rr, r, e, z) was physically modelled as a chain of nj + 1 nucleotides
(transcription terminates when RNAP moves to the nj + 1 site) indexed by y = 1, · · · , nj, nj +
1. We considered RNAP-DNA complex at a specific nucleotide site as an individual state.
We also assumed that each RNAP-DNA complex can be further associated with RNA
nucleotides. Furthermore, RNAPs can bind genomic DNA sites in a non-specific man-
ner [117]. Therefore, there are six different RNAP states in total (Fig. 3.13): (1) free RNAPs
(X f ), (2) RNAPs non-specifically bound to genomic DNA (Xns), (3) initial RNAP-DNA
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complexes binding at the promoter region of the DNA j (Xj,0), (4) idle RNAP-DNA com-
plexes which reside at the DNA nucleotide site y and wait for incoming RNA nucleotides
(Xj,y), (5) elongating RNAP-DNA complexes carrying RNA nucleotides at the DNA nu-
cleotide site y (Xj,y::nt), and final RNAP-DNA complexes sitting at the terminator site
(Xj,nj+1). Immature RNAPs and spatial exclusion of RNAPs were not considered here.
The total RNAP concentration ([Xo]) is thus expressed as the sum of RNAP concentra-
tions of all six RNAP states













Except for non-specific RNAP bindings, reaction steps involved in transcription and
translation are largely the same (Fig. 3.13). With an equilibrium assumption of RNAPs
binding to nonspecific sites on chromosome, the concentration of nonspecifically bound
RNAPs ([Xns]) can be described using a Michaelis-Menten equation [117]
[Xns] =
[X f ]





where [X f ] is the free RNAP concentration, gns is the total number of non-specific DNA
sites, V is the cell volume (Eq. 3.21), and Wx,ns is the dissociation constant of RNAPs
binding to these sites.
Using the same modeling approach as described in Sect. 3.4.13, we can express the
total RNAP concentration ([Xo]) as functions of the free RNAP concentration ([X f ]) and
the RNA synthesis rate (γj)
[Xo] = [X f ] +
[X f ]

















which is similar to Eq. 3.39. In this study, we assumed that transcription termination is not
a rate-limiting step and set 1/νterj to zero. Notably, in addition to the non-specific binding
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Figure 3.13: Schematic diagram of the transcription mechanism. RNAPs can bind to the
promoter site of a gene specifically or to random genomic DNA sites nonspecifically.
The DNA nucleotides are indicated by T1 (the first nucleotide), T2, T3, ..., Tn (the last
nucleotide), and the terminator site is T(n+1).
term (the second term), there are two more differences between Eq. 3.53 and Eq. 3.39:
• The maximum transcription initiation rate (νinij ) is ppGpp-dependent (αs,j([s])). Con-
sidering that ppGpp can act either positively or negatively on transcription initia-













where [s] is the ppGpp concentration, εs,j is the basal level of regulation by ppGpp,
ξs,j is the maximal level of regulation by ppGpp, Ws,j is the dissociation constant for
binding/unbinding processes between ppGpp and RNAP-promoter complex, and
θs,j is the Hill coefficient. Accordingly, the RNA synthesis rate (γj) depends on both
free RNAP concentration ([X f ]) and ppGpp concentration ([s])






where gj is the gene copy number (Eqs. 3.17-3.20), V is the cell volume (Eq. 3.21), and
αj([X f ], [s]) represents the RNA synthesis rate per gene. We can further decompose
αj([X f ], [s]) into two independent terms (αx,j and αs,j)
αj([X f ], [s]) = αx,j([X f ])αs,j([s]) (3.56)
where αx,j is the transcription rate in absence of ppGpp regulation
αx,j([X f ]) =
νinij [X f ]
Wx,j + [X f ]
(3.57)
Since transcriptions of rRNA and r-protein genes are negatively regulated by ppGpp,
we assumed that εs,rr = εs,r = 1 and ξs,rr = ξs,r = 0. In constrast, E-sector gene ex-
pression is positively regulated by ppGpp and we thus assumed that εs,e = 0 and
ξs,e = 1. According to our previous assumption that Z-sector gene expression is
independent of ppGpp, we set both εs,z and ξs,z to one.
• For mRNA-encoding genes, the effective transcription elongation rate (νeloj,eff for j =
r, e, z) is linearly correlated with the translation elongation rate of its mRNA tran-
102
script with a proportionality coefficient 3 [173]
νeloj,eff = 3κ
elo
j,eff (j = r, e, z) (3.58)
For rRNA genes, we kept the dependences of the rRNA effective transcription elon-









where [nt] is the RNA nucleotide concentration, [Ae] is the ATP concentration, νelorr
is the maximum transcription elongation rate, and Knt and Ke,tr are both Michaelis
constants. For simplicity, we assumed that Ke,tr = 0 while leaving Knt to be esti-
mated by fitting. Additionally, as ATP is one of four types of nucleotides (i.e., ATP,
CTP, GTP and UTP), the RNA nucleotide concentration [nt] can be approximately
equal to the ATP concentration
[nt] = [Ae] (3.60)
3.4.15 ppGpp Synthesis and Degradation
In this section, we derived the ppGpp synthesis and degradation rates needed in Eq. 3.9.
Escherichia coli has two ppGpp synthetases, PSI and PSII, encoded by spoT and relA genes.
We assumed that SpoT-mediated synthesis produces ppGpp at a constant basal rate and
RelA-mediated synthesis rate is linearly dependent on the concentration of stalled ribo-
somes [113] ([Rst]; Eq. 3.47). Therefore, the total synthesis rate of ppGpp (Jins ) is given
by
Jins = ks,0 + ks[Rst] (3.61)
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where ks,0 and ks are rate constants. Here, we assumed that both SpoT and RelA concen-
trations are constant and absorbed into ks,0 and ks.
SpoT is a bifunctional enzyme that also degrades ppGpp. ppGpp degradation was
assumed to follow first-order kinetics and its reaction rate (Jouts ) is given by
Jouts = ds[s] (3.62)
where ds is the rate constant of first-order degradation.
3.4.16 Nutrient and Antibiotic Stress Responses of E. coli
Recent studies on quantitative physiology by Hwa and his colleagues have revealed a
couple of empirical bacterial growth laws that relate r-protein mass fraction with spe-
cific growth rate under various growth conditions [63]. In this section, we derived these
growth laws using our mechanistic model as well as the Monod’s equation [69] sub-
sequently. Since these growth laws were observed using exponentially growing cells,
steady-state approximations were assumed for the following derivations.
E. coli growth under nutrient stress
The first law states that r-protein mass fraction (i.e. % of total proteins in a cell) is linearly
correlated with specific growth rate of cells growing on different media. To derive this
relationship, we first assumed that elongation is the rate-limiting step of the translation
process, i.e., κeloj  κinij , κterj . Therefore, Eq. 3.39 can be approximated as


















We then assumed that κeloj,eff for different proteome sectors (j = r, e, z) are equal, i.e., κ
elo
j,eff =
κelost,eff. Under this assumption, Eq. 3.63 can be rewritten as
∑
j=r,e,z
ljβ j = κelost,eff([Ro]− [R f ]) = κ
elo
st,eff([Pr]− [Pr, f ]− [R f ]) (3.64)
where [Pr, f ] is the concentration of excessive r-proteins not assembled into ribosomes.
By comparing Eq. 3.64 with the steady state solution of Eq. 3.12 (i.e., λ[PT]ss = ∑
j=r,e,z
ljβ j),






where φr = lr[Pr]/[PT]ss is the mass fraction of total R sector proteins, φr,0 = lr([Pr, f ] +
[R f ])/[PT]ss is the mass fraction of R sector proteins not involved in translations, λ is spe-
cific growth rate, and λt = κelost,eff/lr is the translation-dependent growth parameter. The
linear relationship as derived above has been confirmed by our numerical simulations
(blue line in Fig. 3.3I).
E. coli growth under antibiotic stress
The second law states that r-protein mass fraction increases linearly with reduced growth
rate by adding antibiotics. To derive this relationship, we assumed that the end-product
feedback inhibition and ATP dependence of the amino acid synthesis rate are both neg-







Next, we assumed that the majority of amino acids are consumed in protein production











By comparing the right hand side of Eq. 3.68 with the steady state solution of Eq. 3.12
(i.e., λ[PT]ss = ∑
j=r,e,z
ljβ j), we can express the R sector mass fraction as a linear function of
specific growth rate




where φr = lr[Pr]/[PT]ss is the mass fraction of R sector proteins, φz = lz[Pz]/[PT]ss is the
mass fraction of Z sector proteins, λ is specific growth rate, and λc = ka[n]/(le(Kn + [n]))
is the nutrient-dependent growth parameter. The inverse relationship as derived above
has been confirmed by our numerical simulations (lines in Fig. 3.14).
Monod’s growth equation
Monod’s equation is an empirical relation between specific growth rate and nutrient level.
By combining Eq. 3.65 and Eq. 3.69 and eliminating φr, we can express specific growth
rate (λ) as










Figure 3.14: Comparision between simulated (lines and triangles) and measured (cir-
cles [63]) RNA:protein ratio for different combinations of nutrient and chloramphenicol
levels. Cell state is changed either by changing growth medium (circles with the same
color indicate the same medium) or by adding chloramphenicol (the numbers inside of
the circles represent the chloramphenicol concentration). In our simulations, the nutrient
level for the six growth media were obtained through data fitting ([n] = 4.25 µM, 6.76
µM, 9.34 µM, 17.09 µM, 32.41 µM, 62.18 µM). The triangles along each line indicate the
model outputs using the same chloramphenicol concentrations ([Ti] = 0, 2, 4, 8 and 12
µM) as used in experiments. Circles represent the mean values and error is displayed as
± 1 standard deviation among 2-5 replicates. (Inset) By fitting our model to the exper-
imental data [108], we obtained the values of two chloramphenicol-specific parameters,
Kt (the sensitivity of the response of E. coli cells to changes in the chloramphenicol con-
centration) and θt (the Hill coefficient), and fixed their values in the simulations. Circles
represent the mean values and error is displayed as ± 1 standard error.
where the maximum growth rate (λmax) and the Michaelis constant (Keff) are given by









Since φz remains relatively constant over a wide range of growth rate and φr,0 is negli-
gible (Fig. 3.3I), λmax can be regarded as a growth-independent constant. The numerical
simulation of Monod’s equation is shown in Fig. 3.22A.
3.4.17 Dynamics of Synthetic Gene Circuits
The behaviors of exogenous gene circuits can be described by characterizing the kinet-
ics of their mRNAs and proteins. Similar to mRNAs and proteins of endogenous genes
(Eq. 3.5 and 3.6), the dynamics of mRNA ([Mh]) and protein ([Ph]) concentration of a











= ηh(·)[Mh]Fp,h(·)− δh(·)[Ph] (3.75)
where [·] represents the molar concentration of the species “·” and (·) represents a func-
tion rather than a parameter. The functions that appear in Eq. 3.74 and 3.75 are described
as follows: gh is the gene copy number per cell (Eq. 3.76 or 3.77), V is the cell volume
(Eq. 3.21), αx,h is the transcription rate per gene in absence of ppGpp and transcriptional
factors (Eq. 3.78), αs,h is the ppGpp-dependent regulation (Eq. 3.79), πh is the rate coeffi-
cient of mRNA degradation (Eq. 3.80), ηh is the translation rate per mRNA (Eq. 3.81) and
δh is the rate constant of protein degradation (Eq. 3.82). The transcriptional and transla-
tional regulations from exogenous mRNAs and proteins within the circuit are represented
by Fm,h([Mh], [Ph]) and Fp,h([Mh], [Ph]), respectively. Notably, their specific mathematical
forms depend on the regulatory architecture within gene circuits.
If a synthetic gene circuit is integrated into the chromosome, its gene copy number
per cell (gh) can be described using the Helmstetter-Copper model
gh(λ) = g0,h exp (λ[(1− xh)C + D]) (3.76)
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where g0,h is the copy number per chromosome, xh is the gene’s location relative to the
origin of replication, λ is the specific growth rate (Eq. 3.10), C and D are the C-period
and D-period of chromosome replication, respectively. Again, xh = 0 if the heterologous
gene is engineered at the origin and xh = 1 if the heterologous gene is engineered at the
terminus. The averaged gene copy number per cell (〈g〉xh) is given by
〈g〉xh (λ) =
g0,h [exp (λ(C + D))− exp (λD)]
λC
(3.77)
In analogous to Eq. 3.57, we used the same approach as described in Sect. 3.4.14 and
derived the transcription rate per gene in absence of ppGpp and transcriptional factors
(αx,h)
αx,h([X f ]) =
νinih [X f ]
Wx,h + [X f ]
(3.78)
where [X f ] is the free RNAP concentration, νinih is the maximum transcription initiation
rate, and Wx,h is the binding affinity between RNAP and promoter DNA.
In analogous to Eq. 3.54, the ppGpp-dependent transcription regulation can be mod-












where [s] is the ppGpp concentration, εs,h is the basal level of regulation by ppGpp,
ξs,h is the maximum level of regulation by ppGpp, Ws,h is the binding affinity between
ppGpp and RNAP-promoter complex, and θs,h is the Hill coefficient. Depending on the
promoter-specific parameters (i.e., εs,h and ξs,h), αs,h([s]) can be increasing, neutral, or
decreasing with the ppGpp concentration ([s]): If εs,h > ξs,h, ppGpp inihibits transcrip-
tion activity of the promoter. If εs,h < ξs,h, ppGpp activates transcription activity of the
promoter. If εs,h = ξs,h, the promoter is insensitive to ppGpp regulation.
109
The mRNA degradation rate (πh) involves two terms, the active degradation rate and
the dilution rate
πh(λ) = π0,h + λ (3.80)
where π0,h is the rate constant of first-order mRNA degradation and λ is the specific
growth rate (Eq. 3.10).
In analogous to Eq. 3.45, we used the same approach as described in Sect. 3.4.13 and
derived the translation rate per mRNA (ηh) in absence of translational regulators
ηh([R f ]) =
κinih [R f ]
Wr,h + [R f ]
(3.81)
where [R f ] is the free ribosome concentration, κinih is the maximum translation initiation
rate, and Wr,h is the binding affinity between ribosomes and the exogenous mRNA (Mh).
The protein degradation rate (δh) involves two terms, the active degradation rate and
the dilution rate
δh(λ) = δ0,h + λ (3.82)
where δ0,h is the rate constant of first-order protein degradation and λ is the specific
growth rate (Eq. 3.10). For a stable protein, δ0,h = 0. For an unstable protein, δ0,h is





It is also possible that a protein remains stable at low abundance but becomes unstable
at high abundance, in which case a nonlinear degradation model needs to be introduced
(see Sect. 3.4.19 for details).
The above mathematical expressions are functions of host cell variables and thus rep-
resent host-to-circuit interactions. Meanwhile, circuits also modulate the host by consum-
ing shared resources, including building blocks, machineries and energy. Therefore, the
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host cell model as described in Sect. 3.4 also needs to be revised to incorporate various
loading effects. Upon the introduction of exogenous circuits, the host has a new proteome
sector (H sector) that accounts for proteins synthesized from the circuits. In principle, all
equations of the host cell model including mathematical terms from different proteome
sectors (i.e., R, E, Z) need to be extended to include a new term from the H sector. We
highlight these updates/extensions in the following












• Eq. 3.25: The rate of ATP consumption is now given by
Joute = qa J
in
a + qtc J
in
tc + qr ∑
j=rr,r,e,z,h
njγj + qp ∑
j=r,e,z,h
ljβ j + qoλ + de[Ae] (3.86)




• Eq. 3.39: The partitioning of ribosomes translating both native and heterologous
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mRNAs is now given by













where [Ro] is the total ribosome concentration, [R f ] is the free ribosome concentra-
tion, β j is the protein synthesis rate (Eq. 3.48 for j = r, Eq. 3.44 for j = e, z and
Eq. 3.89 for j = h), lj is the amino acid number of the corresponding proteins, κinij
is the maximum translation initiation rate, κeloj,eff is the effective translation elonga-
tion rate (Eq. 3.50 for j = r, e, z and Eq. 3.90 for j = h), and κterj is the maximum
translation termination rate. In this study, we assumed κterh = 0 for all heterologous
proteins. The newly introduced variables in Eq. 3.88 are





















where Eq. 3.89 and Eq. 3.90 are defined in analogous to Eq. 3.44/Eq. 3.45 and Eq. 3.50,
respectively. In Eq. 3.90, [Ti], [tc], [tu], [Ae] are the intracellular antibiotic concentra-
tion, charged tRNA concentration, uncharged tRNA concentration and ATP con-
centration, respectively, κeloh is the maximum translation elongation rate for H sector
genes, Kt, Kc, Ku and Ke,tl are all dissociation constants and θt is the Hill coefficient.
• Eq. 3.47: Associated with the new equations for allocations of RNAPs (Eq. 3.92) and

















• Eq. 3.53: The partitioning of RNAPs transcribing both native and heterologous
genes is now given by
[Xo] = [X f ] +
[X f ]


















where [Xo] is the total RNAP concentration, [X f ] is the free RNAP concentration, [s]
is the ppGpp concentration, γj is the RNA synthesis rate (Eq. 3.55 for j = rr, r, e, z
and Eq. 3.93 for j = h), αs,j are the ppGpp-dependent transcription regulation
(Eq. 3.54 for j = rr, r, e, z and Eq. 3.79 for j = h), V is the cell volume (Eq. 3.21),
gns is the number of non-specific RNAP binding sites on the genomic DNA, Wx,ns
is the dissociation constant between RNAP and these non-specific binding sites, nj
is the number of nucleotides in the corresponding RNA, νinij is the maximum tran-
scription initiation rate, νeloj,eff is the effective transcription elongation rate (Eq. 3.59 for
j = rr, Eq. 3.58 for j = r, e, z and Eq. 3.94 for j = h), and νterj is the maximum tran-
scription termination rate. In this study, we assumed νterh = 0 for all heterologous









where Eq. 3.93 and 3.94 are defined in analogous to Eq. 3.55 and 3.58, respectively.
3.4.18 Host-to-circuit Interactions: Elementary Regulation and
ppGpp-mediated Regulation
In Eq. 3.74,3.75, dynamics of a synthetic gene circuit are governed by mathematical terms
that describe gene expression which further depends on the physiological state of the
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host. Depending on the specific biological mechanisms behind the mathematical terms,
we can label each term in the circuit equations with either generic host-to-circuit reg-
ulations (e.g., averaged gene copy number, cell volume, transcription, translation, and


















·[Mh] · Fp,h − δh
E
·[Ph] (3.96)
where the terms labelled by E indicate elementary regulation by the host, which is deter-
mined by the host’s physiological state and generic to all circuits. Alternatively, the terms
labelled by G indicate ppGpp-dependent regulation of the host. In addition, the circuit
dynamics are also subject to regulations within the circuit on the transcription (Fm,h) and
translation (Fp,h) levels.
To understand the roles of generic and circuit-specific host-to-circuit regulations in
mediating heterologous gene expression, we considered a constitutively expressed, un-
regulated (i.e., Fm,h = Fp,h = 1.0) gene (labelled by h) integrated into the chromosome.









) νinih [X f ]















κinih [R f ]
Wr,h + [R f ]
[Mh]− λ[Ph] (3.98)
and the steady state protein concentration can be obtained by setting the right-hand side
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of Eq. 3.97,3.98 to zero
[Ph] =










h [X f ][R f ]
(Wx,h + [X f ])(Wr,h + [R f ])(π0,h + λ)λ︸ ︷︷ ︸

















Fig. 3.4A,B and Fig. 3.15 show complex growth-rate dependence of protein production
for the constitutive gene in absence of ppGpp-mediated regulation. The correlation be-
tween protein concentration and specific growth rate can be either positive or negative,
depending on the values of certain key parameters (e.g., xh, Wx,h and Wr,h). This is be-
cause the change of protein concentration with growth rate reflects an overall effect of
multiple processes in the elementary regulation (Eq. 3.99) and these processes may have
distinct growth-rate dependence. For example, the concentrations of free RNAPs and
free ribosomes are higher in rich medium but a higher growth rate also dilutes proteins
faster. In the presence of ppGpp, the effects of growth rate on protein concentration can
be further tuned through the circuit-specific ppGpp regulation (Fig. 3.4C), as a collateral
effect of the host’s control of resource reallocation.
3.4.19 Circuit-to-host Interactions: Metabolic Load and Protein
Functionality
The execution of synthetic circuits costs cellular resources, including building blocks, ma-
chinery and energy, on which the host also depends. Thereby, the circuits impact endoge-
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Figure 3.15: Effects of growth rate on constitutive expression of a single-copy, zero-load
gene on chromosome (i.e., an ‘ideal’ gene that does not cause any metabolic cost). (A)
absolute copy number of the gene at different locations on chromosome. Gene locus (xq;
we use xh in the figure legend and caption to indicate the fact that it specifically describes
location of heterologous gene) is defined as the location of the specific heterologous gene
relative to the location of the origin of replication. xh = 0.0 indicates the origin and
xh = 1.0 indicates the terminus. The dashed purple line (ave.) in this panel and in the fol-
lowing panels indicates the averaged gene copy number over the chromosome loci. (B)
cell volume (the same as Fig. 3.3H). Since cell volume is a function of nutrient availabil-
ity and gene independent, all curves overlap with each other and collapse into a single
line. (C-D), the absolute (C) and relative (D) gene concentration (i.e., gene copy number
divided by cell volume). (E-G), total gene (E), mRNA (F) and protein (G) copy number
per cell. Wx,h and Wr,h (µM) are defined as the concentrations at which transcription and
translation initiation rates reach half of the maxima, respectively. Averaged gene copy
number was used in (F,G) and Wx,h = 0.7 µM was used in (G). All curves in (D-G) are
normalized at 1 doubling per hour.
nous cellular processes and hence the host physiology. In this section, we quantified the
loading effects of exogenous gene expression and their impacts on the physiological state
of the host (e.g., growth rate).
Active protein degradation
Intracellular protein degradation protects cells by removing damaged or abnormal pro-
teins. When failing to fold into their native states, misfolded proteins can accumulate and
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trigger cellular stress response that recruits various types of proteases for active degrada-
tion, such as Lon, ClpXP, ClpAP, and FtsH. Although these proteases differ in their details
of protein degradation such as target recognition, they are similar in terms of the under-
lying degradation schemes. Therefore, consistent with our coarse-grained treatments for
other cellular processes (e.g., proteome partitions and ppGpp-based global regulation),
here we used the Lon protease-mediated active degradation as a coarse-grained descrip-
tion of all modes of active degradation (multiple proteases are coarse-grained into one
protein).
Using the Lon protease as a representative case, we aimed to derive the general mathe-
matical equation of active protein degradation by considering protein folding, chaperone-
aided refolding of misfolded proteins and proteolytic degradation. Fig. 3.16 shows a
schematic diagram of protein folding which involves three folding states: unfolded state
([Uh]), misfolded state ([Th]) and folded state ([Fh]). Notably, the unfolded proteins can
fold properly or become misfolde, and the misfoled proteins can be either refolded by the
DnaK-DnaJ-GrpE (KJE) chaperone system or degraded by the Lon protease [174].
Figure 3.16: Core mechanism of active protein degradation in E. coli. The complete mech-
anism of chaperon-assisted protein folding has been described in a previous model Fold-
Eco [174]. In our simplified model, nascent peptides can either fold correctly or misfold.
The chaperons, e.g., DnaK/DnaJ/GrpE (KJE), bind and unfold misfolded proteins, thus
helping them to fold properly. For misfolded proteins that cannot achieve correct confor-
mation with the aid of the KJE system, they are subject to active proteolysis by various
enzymes. The reaction rate of each step is indicated along with its reaction arrow.
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Differential equations that describe the three folding states of a given heterologous
protein are given below (protein dilution is not included)
d[Uh]
dt
= βh − km,h[Uh]− k+f ,h[Uh] + k
−
f ,h[Fh] + kr,h([Th]) (3.100)
d[Fh]
dt





= km,h[Uh]− kr,h([Th])− kl,h([Th]) (3.102)
where βh is the protein synthesis rate (Eq. 3.89), km,h is the misfolding rate constant, k+f ,h
is the folding rate constant, and k−f ,h is the unfolding rate constant. kr,h and kl,h are the










where vcr,h and vcl,h are the catalytic rates, and Kdr,h and Kdl,h are the Michaelis constants.
Here, the concentrations of KJE chaperones ([Ec]) and proteases ([Ep]) are assumed con-
stant. In the following, we will discuss two scenarios when (1) Kdl,h  [Th] and (2)
Kdl,h  [Th]. Each scenario corresponds to a distinct kinetics regime for proteolysis
• High protein concentration (Kdl,h  [Th]): Eq. (3.104) is reduced to
kl,h([Th]) = kcl,h[Ep] (3.105)
which is independent of substrate concentration ([Th]). Therefore, the proteolysis
rate follows zero-order kinetics (both kcl,h and [Ep] are constants).
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• Low to intermediate protein concentration (Kdl,h  [Th]): Eq. (3.104) is reduced to
kl,h([Th]) = kcl,h[Th] (3.106)
where kcl,h = vcl,h[Ep]/Kdl,h. The kinetics of total protein concentration ([Ph]), de-
fined as [Ph] = [Uh] + [Fh] + [Th], can be obtained by summing up Eqs. 3.100-3.102
d[Ph]
dt
= βh − (kcl,hϕh)︸ ︷︷ ︸
δ0,h
[Ph] (3.107)
where ϕh = [Th]/[Ph] is the fraction of misfolded proteins, and δ0,h can be inter-
preted as a generalized first-order rate coefficient.
By combining the steady state solutions of Eq. 3.101,3.102 with the definition of total
protein concentration (i.e., [Ph] = [Uh] + [Fh] + [Th]), we were able to derive the mis-









a = kcl,h +
km,hk−f ,h




b = kcl,hKdr,h + kcr,h +
km,hk−f ,hKdr,h















Since the coefficient b changes from positive to negative as protein concentration
([Ph]) increases from 0 to +∞, the solution exhibits ultrasensitive behavior nearby
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the protein concentration which gives b = 0. The low and high states of misfolded
protein fraction, i.e., ϕh = [Th]/[Ph], can be derived by taking the limits of [Ph] at 0
and at +∞, respectively
ϕlowh =
km,hk−f ,h
kcl,h(k+f ,h + k
−
f ,h) + km,hk
−
f ,h +









kcl,h(k+f ,h + k
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with the threshold protein concentration given by
Wd,h = Kdr,h +
(k+f ,h + k
−
f ,h)(kcl,hKdr,h + kcr,h)
km,hk−f ,h
(3.114)
Notably, similar threshold-linear behavior and associated mathematical analysis
has been well established in the literature for different biological systems, including
small RNA based gene regulation [175] and bacterial persistence by induction of a
toxin-antitoxin module [176].
Based on the discussion above, we concluded that the kinetics of proteolysis changes
from a slow, first-order reaction to a fast, first-order reaction, and finally to a zero-order
reaction as protein concentration increases. In this study, we focused on the transition
between slow and fast first-order kinetic schemes and neglected potential host-circuit
couplings when proteases became overburdened with misfolded proteins resulting in
zero-order kinetics. To simplify Eq. 3.108, we further introduced a Hill function to ap-






where d0,h and dh are the basal and maximal rate constant of protein degradation, re-
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spectively. Using this model, we were able to quantitatively reproduce the reduced
growth rate of cells overexpressing ∆tufB gene in Fig. 3.4E, suggesting the existence of
two regimes of degradation kinetics and a transition threshold of about 5% of total pro-
teins for this gene. Despite a smaller transition threshold (about 2% of the total proteins),
overexpression of lacZ gene also corroborates a similar finding (Fig. 3.17). Host cell re-
sponses to overexpression of ∆tufB gene are shown in Fig. 3.18 (solid lines), including
concentrations of building blocks, ppGpp and machinery proteins, partitioning of the
proteome, and macroscopic RNA and protein synthesis rates. Except for ppGpp con-
centration, it is expected that protein overexpression reduces the abundance of cellular
machinery proteins, building blocks and energy level, as well as macromolecule biosyn-
thesis. Distinctively, ppGpp concentration increases at smaller induction rates due to
accumulation of uncharged tRNAs and decreases due to reduced amounts of ribosomes
when the induction rate increases further. We also examined the effects of lacZ gene over-
expression on cell physiology in Fig. 3.18 (dashed lines). Similar conclusions could be
drawn, although lacZ gene expression causes a higher metabolic load due to a larger size
relative to ∆tufB (i.e., larger lh).
Metabolic load
In the presence of heterologous proteins and the associated nonlinear degradation kinet-





















Figure 3.17: Comparisons between simulated and observed effects of IPTG-induced lacZ
overexpression on cell growth in both steady state and dynamic conditions. (A) Growth
cost as a function of LacZ protein mass fraction. The dashed reference lines were gen-
erated by linear degradation models with different protein half-life time in minutes (i.e.,
τh). The inset is a zoom-in view of the low mass fraction range (≤ 5%). (B) Comparisons
between simulated and measured time course data of LacZ protein (blue circles), EF-
Tu (red triangles), ββ′ subunits of RNAP (yellow inverted triangles) and instantaneous
growth rate (green circles) after induction of lacZ gene expression. Solid lines: nonlinear
degradation model; dashed lines: no active degradation. Each symbol represents a single
data point from Dong et al. [124]. (C-D) Comparisons of prediction error between linear
and nonlinear degradation models. (C) overexpression of ∆EF-Tu (corresponding to data
in Fig. 3.4E). (D) overexpression of LacZ (corresponding to data in panel a). RMSE stands
for Relative Mean Squared Error (see Eq. 3.137 for its mathematical definition).
and the resulting relationship between growth rate (λ) and the H-sector mass fraction
(φh) is given by
λ =








Figure 3.18: Steady-state cell responses to induced overexpression of a truncated tufB
gene (solid lines) and a lacZ gene (dashed lines). For the x-axis labeling, induction rate
is a proxy of promoter strength (i.e., νinih ). The same set of parameters were used as in
Fig. 3.4E and Fig. 3.17A, respectively.
Cost and benefit of protein production
As proteins released from circuits may have additional deleterious or beneficial effects
on the host, we proceeded to examine how the functional properties of heterologous pro-
teins impact the host dynamics. We considered a hypothetical heterologous protein that
modulates the nutrient uptake capacity and its conversion efficiency to amino acids and
ATP. Mathematically, the couplings between functional proteins and bacterial host can be









Jina → Jina (1 + cb[Ph]), Jine → Jine (1 + cb[Ph]) (benefit) (3.120)
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where [Ph] is the protein concentration, and ct and cb are the coefficients that describe the
deleterious and beneficial impacts of the protein on host physiology, respectively. The
overall impacts of protein production on cell growth rate are shown in Fig. 3.4G, where
the protein’s functionality is continuously changed from toxic effects to neutral and then
to beneficial effects.
3.4.20 Application 1: Constitutive cat Gene Expression in the
Presence of Chloramphenicol
In the experiment [108], Deris et al. (2013) constitutively expressed a recombinant cat
gene in E. coli cells, which deactivates chloramphenicol and thus confers them with drug
resistance. In addition to the differential equations describing the kinetics of CAT mRNA
(Eq. 3.74) and protein (Eq. 3.75) concentration, we also introduced a new equation to
describe the diffusion of chloramphenicol through the cell membrane as well as its inac-







where [Pcat] is the CAT protein concentration, [Ti] and [Te] are the intracellular and extra-
cellular chloramphenicol concentrations, respectively, κcm is the diffusion rate constant,
Vcm is the maximum inactivation rate, and Kcm is the Michaelis constant. Since in general
[Te] [Ti], we assume the extracellular antibiotic concentration remains constant and we
treat it as a parameter.
Notably, it may not be obvious from the cited experimental data (Fig. 3.5G) whether
the abrupt drop of growth rate is discontinuous or continuous. However, in the origi-
nal paper (Deris et al., 2013), the authors reported the observation of the coexistence of
both growing and non-growing cells over a broad range (> 500 µM) of chlorampheni-
col concentration. They also observed an abrupt change from the coexistence state to a
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population of all growing cells or all non-growing cells when the concentration is below a
threshold or above a threshold, respectively (Fig. 4A,B of the original paper). The authors
therefore concluded that the system is bistable rather than ultrasensitively monostable,
confirming our simulation results shown in Fig. 3.5G.
The experimentally observed bistable gene expression can be theoretically generated
by a hidden, implicit growth-mediated positive feedback loop: (Regulatory link 1) chlo-
ramphenicol inhibits cell growth; (Regulatory link 2) the expression level of CAT is pro-
portional to growth rate in the presence of chloramphenicol; (Regulatory link 3) CAT
inactivates chloramphenicol. Our model captures all three regulations and is thus able to
generate bistability at appropriate parameter values.
Although the phenomenological model published with the original experiment can
interpret the data quite well, it is oversimplified and non-mechanistic in its interpretation
of Regulatory link 2. To the best of our knowledge, interpretation of this relationship is a
non-trivial task and has not been mechanistically reproduced by other cell growth mod-
els before. Rather than taking it for granted, we predicted that, addition of antibiotics
decreases ppGpp level (the inset of Fig. 3.5E) which, as a result, decreases circuit pro-
tein production when the promoter used to drive the circuit gene is positively regulated
by ppGpp. Since both growth rate and heterologous protein production are reduced by
antibiotics, they obviously correlate with each other in a positive relationship. This ex-
ample illustrates the unique advantage of our integrated model in offering a mechanistic
understanding of experimental observations.
3.4.21 Application 2: Non-cooperative Positive Feedback Circuit
As shown in Fig. 3.6A, the gene circuit involves a single T7 RNAP gene that positively reg-
ulates its own protein production. By applying Eq. 3.74,3.75 to this T7 RNAP-mediated
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) νini0,t7 + νinit7 [Pf ,t7]
Wx,t7 + [Pf ,t7]




κinit7 [R f ]
Wr,t7 + [R f ]
[Mt7]− (dt7 + λ) [Pt7] (3.123)
where [Mt7] and [Pt7] are the concentrations of T7 mRNA and protein, respectively. The
corresponding parameters are described as follows: gt7 is the plasmid copy number
which, for simplicity, was assumed to be a constant. V0, cv, Wv and θv are the constants
in cell volume definition, νini0,t7 and ν
ini
t7 are the basal and maximal transcription initiation
rates, respectively, Wx,t7 is the dissociation constant between T7 RNAP and T7 promoter,
π0,t7 is the rate constant of T7 mRNA degradation, κinit7 is the maximal translation ini-
tiation rate for T7 RNAP, Wr,t7 is the dissociation constant between ribosomes and T7
mRNA, and dt7 is the rate constant of first-order degradation.
Notably, T7 promoter is not a native promoter in E. coli and therefore its transcription
activity is not likely to be regulated by ppGpp. In addition, since the transcription from
T7 promoter does not require native RNAPs, the free E. coli RNAP concentration was
computed using Eq. 3.53. Furthermore, the free T7 RNAP concentration ([Pf ,t7]) can be
solved in analogous to Eq. 3.53















) νinit7 [Pf ,t7]
Wx,t7 + [Pf ,t7]
 (3.124)
where [Pt7] is the total T7 RNAP concentration, lt7 is the amino acid length of the T7
RNAP, νinit7 is the maximal transcription initiation rate and ν
ter
t7 is the maximal transcription
termination rate. In this study, we assumed νtert7 = 0. The effective chain elongation rate
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where νelot7 is the maximal transcription elongation rate. Since T7 RNAP has been reported
to be toxic to the host cell [107], we modelled its toxic effects by inhibiting the synthesis








where Γt7 is the toxicity level of T7 RNAP.
3.4.22 Application 3: Genetic toggle switch
The genetic toggle switch by Gardner et al. consists of two genes and the protein product
of each gene represses the expression of the other [89]. For simplicity, we assumed that
the transcription rate of both genes are ppGpp independent and their protein products
are functionally neutral to the host. We also assumed that both genes are integrated into
the chromosome and their proteins are always stable. By applying Eq. 3.74,3.75 to this
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κinih2 [R f ]
Wr,h2 + [R f ]
[Mh2]− λ[Ph2] (3.130)
where [Mh1] and [Mh2] are the mRNA concentrations of the two genes and [Ph1] and
[Ph2] are the concentrations of their corresponding proteins. Here, we averaged gene
concentration over all chromosome loci. The terms of transcriptional regulation (Fm,h)
are modeled using Hill functions where Ki,h1 and Ki,h2 are the dissociation constants and
θh1 and θh2 are the Hill coefficients. There is no regulation of protein synthesis on the
translational level (i.e., Fp,h = 1).
3.4.23 Deterministic Simulations
Custom Matlab code was developed to perform computational simulations of the host
dynamics alone as well as the host dynamics coupled with circuit behaviors. The ode15s
solver was used with both a relative and an absolute error tolerance of 10−6.
3.4.24 Single-cell Stochastic Simulations
The stochastic simulations employed custom C++ code which was adapted from our pre-
vious modeling efforts [177]. For stochastic simulations of gene circuits, we modeled
the foreign mRNA and protein numbers as discrete variables. The host variables, how-
ever, were treated as continuous variables and simulated deterministically. The coupling
between the discrete stochastic dynamics and the continuous deterministic dynamics re-
sulted in a hybrid simulation [178]. Our rationale for such a hybrid approach is following:
• For any coarse-grained molecule in the host, a mean-field, deterministic descrip-
tion is a natural and practical choice to describe its dynamics. Due to the enor-
mous degree of complexity of the bacterial host (e.g., E. coli contains thousands of
proteins), we lumped together functionally similar molecules and representing the
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collective behavior of these molecules using a single, effective one. Therefore, the
coarse-grained kinetics of the effective molecule should be the averaged behavior
over all individual molecules it represents. Assuming that fluctuations arising from
the intrinsic stochasticity of the underlying biochemical events associated with each
molecule are largely independent among each other, the averaged fluctuations of all
molecules should approach to null. Additionally, studies have shown that over 40%
of known transcriptional factors are subject to negative autoregulation, which nat-
urally inhibits cell-cell variability in protein levels [179, 180].
• Although the intrinsic noise of host variable was omitted, our coarse-grained frame-
work involves several important cellular processes that are stochastic and generate
extrinsic and external noises, which are believed as the major factors determining
total noise [181]. First, we considered the stochastic nature of cell division and
molecule partitioning. Although the intrinsic fluctuations of endogenous molecules
are averaged due to the representation of a single effective protein for over hun-
dreds of proteins, their extrinsic and external fluctuations do not cancel out. For
instance, during cell division, all cellular contexts are unevenly partitioned into two
daughter cells simply because of uneven division. In addition, the division time
may vary from cell to cell and generation to generation. In our population model,
we fully considered the fluctuations due to extrinsic noise. Second, in our spatial
ecological model (see discussions in Sect. 3.4.26), we specifically considered the vari-
ability of nutrient accessibility of cell populations due to their spatial heterogeneity.
Such heterogeneity naturally serves as an external source that causes variability of
individual cells. Therefore, we believe that our framework has naturally encodes
stochasticity into the model description.
Finally, we would like to point out that, if really needed, the host part of our frame-
work can be converted from deterministic to stochastic by considering each individual
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term on the right hand side of the differential equations (e.g. production and degrada-
tion terms) as effective chemical reactions. Using the Gillespie algorithm [182], we shall
be able to implement fully stochastic simulations although a formidable computational
cost may be needed.
For hybrid simulations, there are two ways to describe cell volumes. The first ap-
proach is to assume a fixed cell volume which represents an average over the cell cy-
cle. The second approach is to assume an exponentially increasing volume between two
consecutive division events [134]. For the second approach, in order to track single cell
behaviors, one of the daughter cells was randomly discarded after each division. In our
simulations, we used a fixed volume approach for the non-cooperative positive feedback
circuit. For the genetic toggle switch, we utilized both fixed and variable volume simula-
tions with both approaches yielding equivalent results (Fig. 3.19).
Figure 3.19: Comparisons of steady-state protein distributions of the toggle switch using
fixed and variable cell volume (see Sect. 3.4.24 for the details of fixed and variable volume
simulations). (A) The w/o load case. (B) The w/ load case. The parameter set P2 was used
(specified in Fig. 3.10A). All other parameters values are the same as used in Fig. 3.10A.
3.4.25 Well-mixed Population Simulations
We extended the single cell stochastic simulations with a changing volume to describe
a population of growing cells by tracking the host and circuit dynamics for individual
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cells as well as their growth and division over time. In the well-mixed setting, the nu-
trient level of each cell was assumed to be constant (i.e. 37 µM). During the simulations,
we initially tracked all daughter cells, allowing the population size to increase over time.
However, once the population reached a specified threshold, we maintained a fixed pop-
ulation size by randomly discarding a cell when a new cell was born. This approach
allows us to mimic cellular population dynamics with a manageable computational cost.
3.4.26 Spatial Population Simulations
Spatial simulations of growing bacterial populations were developed by combining the
single-cell stochastic host-circuit framework with the individual-based spatial population
model we developed previously [134]. The simulations involved three key aspects: (1)
Mechanical force computation to determine cell movement, (2) reaction-diffusion equa-
tions for modeling spatial nutrient distribution, and (3) host-circuit dynamics to describe
the behaviors of the host and circuits for individual cells. The numerical methods and
parameters for spatial population growth and nutrient distribution (aspect 1 and 2) were
adapted from our previous study [134] with two minor changes. First, the cell length was
changed to reproduce the average volume used in the deterministic simulations. Second,
the nutrient source was set to a value of 37 µM at the spatial boundary with a correspond-
ing nutrient sensitivity of 12.3 µM. The simulation methods for the intracellular dynamics
(aspect 3) were adapted from the well-mixed population simulations. To enhance the ef-
ficiency of large population simulations, cells with a nutrient availability below 1.3 µM
were defined as frozen cells (i.e. no continuing change in intracellular dynamics), whose
intracellular dynamics were not tracked.
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3.4.27 Parameters and Figure Preparation
The dependence of macromolecular compositions and cell volume on specific growth
rate were obtained by solving the entire set of host model equations (Eqs. 3.1-3.10,3.17-
3.30,3.39,3.44-3.45,3.47-3.50,3.53-3.62) for different nutrient levels ([n]). The model param-
eters for the host cell are listed in Table 3.1 and fixed after the training process. Although
the 24 free parameters were obtained through the data fitting, we have demonstrated the
reliability of their values through global sensitivity analysis (Fig. 3.21).
Fig. 3.3A-I: The stable RNA and mRNA synthesis rates (Fig. 3.3C) were defined as γrrnrrV
and (∑r,e,z γjnj)V respectively. The mRNA chain elongation rate (νeloj,eff; Fig. 3.3D) and the
peptide chain elongation rate (κeloj,eff; Fig. 3.3F) were averaged over all proteome sectors.
The conversion factor between the R sector mass fraction and RNA/Protein ratio is 0.76
(Fig. 3.3I; see [63] for further details).
Fig. 3.3J: Deletion of rrn operons was computationally implemented by excluding the
rRNA copies of the deleted operons in the total count. We found that a nutrient level of
23.64 µM gives the reported growth rate (1.16 h−1) of the strain used in experiment.
Fig. 3.3K,L: We identified the maximum peptide elongation rate for the E. coli VH1000
strain (a K-12 derivative) as 9.60 aa/s by fitting experimental data. We thus modified the
default parameter values for the host cell by setting κelo{r,e,z} = 9.60 aa/s. Besides a mod-
ification of the translation speed, the ∆dksA strain was also assumed to have a constant
ppGpp concentration. Technically, we set the right hand side of Eq. (3.9) to zero and, thus,
the ppGpp concentration remains the same as its initial value during the simulation. The
initial ppGpp concentration ([s(t = 0)]) was estimated to be 45.00 µM. We also identified
the nutrient levels ([n] = 9.26 µM, 27.67 µM) that correspond to the reported growth rate
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of the wild-type strain growing in GluMDT and GluCAA media, respectively.
Fig. 3.3M-R: A two-step modeling approach was proposed to simulate cellular responses
to nutrient upshifts and downshifts. We first ran the host cell model to a steady state for a
given pre-shift nutrient level. Using the steady state solution as the initial condition, we
continued to simulate the host cell model with a different, post-shift nutrient level. As the
experimental data were measured shortly after the nutrient shifts, we assumed that the
cell volume remained unchanged. Following the same order of Fig. 3.3M-R in the main
text, the pre-shift nutrient levels ([n(t < 0)]) are 14.00, 1.00, 0.50, 40.00, 11.00, 11.00 µM
and the corresponding post-shift levels ([n(t > 0)]) are 100.00, 37.15, 18.50, 12.50, 7.00,
4.00 µM.
Table 3.1 (cont.)
Parameter Value Unit Source (notes)
Parameters measured by experiments (52/97)
C 6.70× 10−1 h [183]
D 3.30× 10−1 h [183]
































[185] (see Table 5 of [116]
for conversion)
νinirr 6.60× 103 h−1 [186]
νelorr 3.06× 105 nucl. h−1 [116]
nrr 6623 nucl.
[116] (see Table 1 of [160]
for conversion)
lr 13624 aa
[142] (multiplied by 1.6 to
account for tRNA-affliated
proteins); [116] (RNAP
core enzymes are not
included as they account
for less than 2% of the E.
coli proteome even in the
fastest growing cells)
νinir 1.50× 103 h−1
[187] (use the mean tran-
scription rate of spc pro-
moter as representative)
νini{e,z} 9.00× 10
1 h−1 [117, 186]
Wx,{r,e,z} 7.00× 10−1 µM [186]
π0,{r,e,z} 8.32 h−1
[188] (averaged half-life
time between rich and
poor medium)
gns 4.60× 106 [164] (E. coli genome size)
l{e,z} 300 aa [164]
Ke,tl 2.70× 101 µM [189]
De 3.00× 102 µM [190]
Ia 2.00× 103 µM
[185,191] (multiplied by 20









Parameters fit by previous models (21/97)
Wx,ns 3.10× 103 µM [117]




Wr,{r,e,z} 1.30 µM [160]
κelo{r,e,z} 9.00× 10
4 aa h−1 [117]
Kc 5.50× 101 µM
[113] (multiplied by 20
to account for all kinds of
amino acids)
Ku 2.00× 102 µM
[113] (multiplied by 20
to account for all kinds of
amino acids)
ρ 3.00× 106 µM [113]
Da 4.00× 102 µM
[113] (multiplied by 20
to account for all kinds of
amino acids)
Du 8.00 µM
[113] (multiplied by 20
to account for all kinds of
amino acids)
ks,0 3.60 µM h−1 [141]
ks 3.60× 103 h−1 [113]
ds 1.26× 102 h−1 [113]
Ie 4.00× 103 µM [112]
Free parameters fit by this work (24/97)
Wx,rr 3.00× 10−1 µM
Knt 5.00× 101 µM
Ws,r 4.00× 101 µM
θs,r 1.00
W ′r,r 1.00 µM
me 300





ka 7.20× 103 h−1
ke 5.40× 104 h−1
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Table 3.1 (cont.)
Kn 7.00× 101 µM
ktc 1.44× 105 h−1
Me,e 1.00 µM
da 5.00× 10−3 h−1
de 1.00× 10−1 h−1
k+ro 9.00× 102 µM−1h−1
k−ro 2.48× 101 h−1
V0 2.06× 10−1 µm3
cv 1.98
θv 1.23
Wv 1.00× 101 µM
Table 3.1: Parameters used in the simulations.
Fig. 3.4: Modeling constitutive gene expression requires both host equations and circuit
equations. Default values of circuit-specific parameters are listed in Table 3.2. Only
changes to the default values and additional parameters that are not listed in Table 3.2
will be discussed below. For data fitting, we minimized the averaged sum of squared
error of prediction compared to experimental data (the same below).
Fig. 3.4A,B: We assumed an ideal gene (labelled by h) whose lengths of nucleotide (nh)
and amino acid (lh) sequences are both zero. Meanwhile, we purposely set promoter-
bound RNAPs (γh/(νinih αs,h([s])) in Eq. 3.92) and RBS-bound ribosomes (βh/κ
ini
h in Eq. 3.88)
to zero, so that the loading effect is completely turned off. Except for these changes, other
model equations remain intact and the default parameter values were used.
Fig. 3.4C,D: We also adopted the assumption of an ideal gene for this plot (see discussions
for Fig. 3.4A,B). The ppGpp dependence of promoter activity was tuned by varying two
parameters (εs,h and ξs,h) but one at a time. We varied εs,h from 0.01 to 1.00 (ξs,h = 1.00) for
postive effects of ppGpp and varied ξs,h from 0.01 to 1.00 (εs,h = 1.00) for negative effects
of ppGpp. ppGpp independence was indicated by εs,h = ξs,h = 1.00. The regulatory






Therefore, a promoter is positively regulated if f is above 1, unregulated if f equals 1,
and negatively regulated when f is below 1.
Fig. 3.4E,F: We varied the mass fraction of ∆EF-Tu by changing the maximum transcrip-
tion initiation rate (i.e., νinih ). The First-order protein degradation (Eq. 3.83) was used to
generate dashed reference lines. The solid blue curve was obtained by fitting the non-
linear degradation model (Eq. 3.115) to the experimental data. Changes to the default
parameter values include: lh = 313 aa, εs,h = 0, dh = 1.19 h−1, Wd,h = 837.38 µM. The
nutrient concentration ([n] = 14.00 µM) was chosen to match the reported growth rate
(0.90 h−1) of the wild-type strain used in experiment. The mass fraction of EF-Tu was es-
timated to be 23.44% of the R sector proteins because the mass ratio of tRNA synthetases
and EF-Tu is about 60% and the mass ratio of tRNA-related proteins (mainly EF-Tu and
tRNA synthetases) and r-proteins is also about 60% (see [142] for further details). The
number of amino acids making up ββ′ subunits of RNAP is 2890.





where the positive sign (”+”) was used for c = cb (defined in Eq. 3.120) and the negative
sign (”-”) was used for c = ct (defined in Eq. 3.119). The cutoff value c0 is equal to 10−3.5
and used to confine cb and ct within the range [c0, 1] and [1, 1/c0], respectively.
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Parameter Value Unit Source/Note
g0,h 1, 10
A single copy is assumed for chromosomal
gene. If a plasmid was used for gene ex-
pression, the default plasmid copy number
is 10 and this number is assumed to be con-
stant.
xh – An averaged gene was used by default.
νinih 1.13× 10
3 h−1 18.8 min−1 for the lac operon ( [194])
Wx,h 7.00× 10−1 µM Wx,h = Wx,{r,e,z} by default
εs,h 1.00
Promoter is ppGpp-independent by de-
fault.
ξs,h 1.00 The same as above
Ws,h 4.00× 101 µM Ws,h = Ws,{rr,r,e} by default
θs,h 2.00 θs,h = θs,rr by default
π0,h 1.39× 101 h−1 3 min half-life for mRNAs ( [164])
κinih 1.14× 10
3 h−1 19 min−1 for translation of lacZ ( [195, 196])
κeloh 9.00× 10
4 h−1 κeloh = κ
elo
{r,e,z} by default
Wr,h 8.00× 10−1 µM
This value makes gene expression level
nearly invariant to growth rate (the solid
purple line in Fig. 3.4C)
d0,h 0.00 Proteins are not degraded by default
dh 0.00 h−1 The same as above
Wd,h 0.00 µM
First-order degradation if d0,h = 0, Wd,h =
0 and dh 6= 0
θd,h 4.00 Assumed
lh – Use experimentally measured values
Table 3.2: Default values of circuit-specific parameters used in the simulations.
Fig. 3.5A-D: According to our previous fit in Fig. 3.3K,L, a modification of the maximal
translation speed (i.e., κelo{r,e,z} = 9.60 aa/s) was assumed for the E. coli mutant strain
VH1000. For each of the rrnB P1 promoter and the lacUV5 promoter, we simultaneously
fit the gene expression level measured under this promoter in both the wild-type strain
and the ∆dksA mutant by tuning three parameters, i.e., Wr,h, ξs,h and Ws,h. Through data
fitting, the three parameters for the rrnB P1 promoter (0.58, 0.05, 41.25) and the lacUV5
promoter (1.00, 0.22, 14.23) were obtained. These parameters were then fixed for simu-
lations in Fig. 3.5C,D. Modeling circuit behavior to nutrient upshifts and downshifts is
similar to that described above for host cell responses. Under a given pre-shift nutrient
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level, the first step was running the host model without circuit to a steady state. Using the
steady state solution as the initial condition, we continued to simulate the host cell model
with circuit and changed the nutrient level to the post-shift value at time 0. The nutrient
level was shifted from 18.00 µM to 100.00 µM in the upshift experiment and from 18.00
µM to 9.50 µM in the downshift experiment.
Fig. 3.5E-I: We assumed positive regulatory effects of ppGpp on the promoters used in
these studies and set εs,h = 0.00, ξs,h = 1.00 accordingly. It was shown that the lac operon
is positively regulated by ppGpp [153]. Although this hypothesis remains untested for
other constitutive promoters, the possibility was suggested in a recent study [156] show-
ing that gene activities of some global transcription factors (e.g., crp, fis) that are known to
be regulated by ppGpp and constitutive promoters (e.g., PRM and PLtetO1) exhibit similar
transcriptional responses to glucose depletion.
Fig. 3.5E: The default parameter values were adopted except for the maximum transcrip-
tion initiation rate of the PLtetO1 promoter (νinih = 2.76× 10
3 h−1). The nutrient levels for
the six growth media were identified as ones that predict the same growth rates as re-
ported by experiment ([n] = 4.70 µM, 7.45 µM, 10.07 µM, 15.34 µM, 37.05 µM, 86.53 µM).
Besides the default parameters, additional parameters that describe antibiotic effects are
needed. As shown in the inset of Fig. 3.14, we obtained Kt = 1.00 and θt = 1.00 through
fitting the chloramphenicol-induced growth rate change.
Fig. 3.5F,G: The nutrient level ([n] = 8.50 µM) was chosen to match the reported growth
rate (0.67 h−1). Changes to the default parameter values include: lh = 219 aa (exper-
imental value of the number of amino acids in CAT protein) and κinih = 1.50 × 10
2 h−1
(parameter estimated from data). The values of the additional parameters were obtained
both from the literature [108] (κcm = 5.40× 103 h−1 and Kcm = 12.00 µM) and by parameter
fitting (Vcm = 0.00, 12.00, 240.00, 600.00 h−1 for different versions of CAT proteins, WT,
Cat6, Cat3 and Cat1, respectively).
Fig. 3.5H,I: A nutrient level ([n]) of 113.46 µM was assumed. The only change to the
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default parameter values is the amino acid length of the tetA-lacZ funsion product used
in the experiment (lh = 1057). Additional parameters that describe inhibitory effects of
tetracycline include Kt = 0.30 µg/ml and θt = 2.00, which were previously estimated in
Fig. 3.25. We also assumed a simple model for tetracycline-induced transcription activa-





where Ka is the activation threshold and na is the Hill coefficient. We assumed na =
2.00 and estimated Ka through parameter fitting. The estimated value of Ka is equal to
6.40× 10−3 µg/ml. Notebly, for each given tetracycline concentration, the simulated pro-
tein production curve was obtained at 1.5 h after induction, as indicated in the original
paper [129].
Fig. 3.5J-L: Since E. coli and Salmonella typhimurium are known to be phylogenetically
close to each other, we reused the same maximum peptide elongation rate (i.e., κelo{r,e,z} =
25.00 aa/s) of E. coli cells in the simulations of the Salmonella typhimurium strain. For the
strain Streptomyces coelicolor A3(2), we changed its value to 3.20 aa/s2, such that model
predictions match observed RNA:Protein ratio (Fig. 3.5J), the total RNA weight per cell
(Fig. 3.5K) and the mean peptide elongation rate (Fig. 3.5L).
Fig. 3.6: The phase diagrams of parameter space (Fig. 3.6B,C) are spanned by the nutrient
level ([n]) and the maximum transcription initiation rate (νinit7 ). The nutrient level for the
selected parameters P1, P2 and P3 was fixed at 10.00 µM and the maximum transcription
initiation rates are 140.00, 170.00 and 300.00 h−1 respectively. Changes to the default
parameter values include: Wx,t7 = 0.55 µM, π0,t7 = 16.64 h−1, κinit7 = 1.66 h
−1, Wr,t7 = 0.10
µM, dt7 = 0.18 h−1 ( [110]), lt7 = 883 aa. Additional parameters that are specific to this
circuit are νini0,t7 = 0.15 µM h
−1, νelot7 = 1.51× 105 nucl./h ( [197, 198]) and Γt7 = 30 µM−1.
Except for the amino acid length (lh), we used the same set of parameter values for
2Our estimate closely agrees with the experimental data (3.17 aa/s) measured under maximum cell
growth rate (0.40 h−1).
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both genes. Changes to the default parameter values include π0,h1 = π0,h2 = 8.85 h−1,
κinih1 = κ
ini
h2 = 250.00 h
−1. Additional parameters that describe transcription inhibition are
Ki,h1 = Ki,h2 = 0.20 µM and θh1 = θh2 = 2.00.
Fig. 3.10A: The effects of metabolic load on cell growth can be tuned by computationally
varying the number of amino acids contained in a protein (lh). We set lh1 = lh2 = 0 for
the no load case and lh1 = 5× 103, lh2 = 2.5× 106 for the w/ load case. The maximum
transcription initiation rate of the first protein (νinih1 ) for parameter set P1 to P4 was fixed
at 31.00 h−1 and those of the second protein (νinih2 ) are 23.00, 27.00, 34.80, and 50.00 h
−1,
respectively. The values of these two parameters for P5 are 23.00 and 24.00 h−1, accord-
ingly.
Fig. 3.10B: Potential landscape is defined as the negative of the integral of the time deriva-
tive over the protein concentration. It provides a measure of the stability of the system.
Each local minimum of the landscape corresponds to a stable steady state, and its bar-
rier height quantifies the relative stability of the state. For any one-dimensional system
dx(t)/dt = f (x), one can always obtain a potential function U(x) by integrating the driv-





To visualize the potential landscape of a multi-dimensional dynamic system, we first
projected our complete model onto a one-dimensional space that describes the dynamics
of Ph2. For each given protein 2 concentration x (i.e., [Ph2] = x), we first solved the
full model without Eq. (3.130) at the steady state, and then substituted the steady state
solution into Eq. 3.130, allowing to obtain a one-dimensional differential equation of Ph2
(i.e., d[Ph2]/dt = f (x)). This effective function can be used to compute the associated
potential landscape through Eq. 3.134.
Fig. 3.10C: For each of the w/o and w/ load cases, the initial condition contains 100 cells
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sampled from its corresponding single-cell distribution (Fig. 3.35). The final population
size is 50,000.
Fig. 3.10D: The initial conditions are the same as those used in Fig. 3.10C. However, we
ran the simulations to steady state until the population-level distribution of protein 2 con-
centration converges. Since it is too computationally-intensive to track each individual
cell in an exponentially growing populations for a long time, we adopted an evolution-
ary algorithm which randomly kicked off old cells at birth of the newborn after the total
population reaches 10,000 cells. The ON (OFF) cells are defined as those whose protein 2
concentrations are above (below) the deterministic saddle point (0.20 µM for P2).
Fig. 3.10E: To estimate the population-level distribution of protein 2 concentration in the
absence of stochastic switching between ON and OFF states, we first fit a combination
























where erfc is the complementary error function. The parameter values through data fit-
ting are f = 0.05, µ1 = 0.01, µ2 = 0.74, σ1 = 0.13, σ2 = 0.17, α1 = 23.55 and α2 = 0.46.
We then discarded the Gaussian distribution associated with µ2 to mimic the extinction
of slow-growing cells due to competitive exclusion (assuming µ2 > µ1).
Fig. 3.10F: The initial populaions (1000 cells) were sampled from the corresponding single-
cell distributions with varying ratios of ON and OFF cells. Similar to Fig. 3.10D, we fixed
the popualtion size at 1000 cells by randomly replacing old cells by newborn cells.
Fig. 3.10G-J: The initial populations (100 cells) were randomly drawn from the corre-
sponding single-cell distributions and the final population size was 10, 000. Three sample
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trajectories were utilized to obtain the means and variances of ON cell fraction (Fig. 3.10I,J).
3.4.28 Sensitivity Analysis
The host model involves a total of 97 parameters (Table 3.1), including 52 measured by
experiment, 21 extracted from previous models, and 24 free parameters obtained through
our data fitting. To analyze our model robustness against parameter variations, we per-
formed both local and global sensitivity analysis for these parameters.
Local sensitivity is defined as the first-order partial derivative of the averaged relative
squared error of predictions
S =
∂ ln( f (p))
∂ ln(p)
(3.136)











. Here, Ni is the number of experimental data, yi is the experimental data Fig. 3.3A-I, and
mi is the corresponding model predictions. Notably, the derivative is evaluated at the
values listed in Table 3.1.
Fig. 3.20 shows the local sensitivities of the parameters that were ranked in descend-
ing order. We found that parameters with the highest sensitivities belong to the following
groups: cell size regulation (cv, V0, Wv), nutrient uptake and conversion (Kn, ke, ka), and
translation (kelo{r,e,z}). Our results also revealed that about 70% of all parameters have sensi-
tivity values less than 0.05, suggesting that, for those parameters, changes of their values
by 100% result in less than 5% change of the mean squared distance (Eq. 3.137) between
simulation and experimental data. More specifically, the mean sensitivity scores of the
parameters from previous experiments, previous models, and introduced in this study
are 0.026, 0.056, and 0.083, respectively.
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Figure 3.20: Local sensitivity analysis of the parameters used in the host model. A lo-
cal sensitivity analysis is adopted to assess the influence of parameter perturbations on
model outputs. Parameters with higher sensitivity values are more influential than those
with lower sensitivity values. Intuitively, a parameter with sensitivity value p% indicates
that changes of its value by 100% result in p% change of the prediction error. In the figure,
local sensitivity values were calculated for each parameter in Table 3.1 and ranked in a
descending order.
As the 24 free parameters have the highest local sensitivities, we further conducted
global sensitivity analysis over these parameters using an adaptive Monte Carlo Markov
Chain (MCMC) method [199]. MCMC represents a class of algorithms that simulate the
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posterior distribution of model parameters by constructing a sequence of random sam-
ples in the parameter space that well-approximate the desired distribution. This can be
achieved by the Metropolis-Hastings algorithm; at each iteration, the algorithm randomly
picks a candidate of the next sample (i.e., parameter set) based on the current sample
value. The candidate is accepted with a probability p, where p is the ratio of the likelihood
of the new sample to that of the current sample. The measure of likelihood is given by a
negative exponential function where the exponent is the prediction error of our model us-
ing a given parameter set. While there are many variants of the basic Metropolis-Hastings
algorithm, the one adopted in this study combines advanced techniques such as adaptive
Metropolis samplers and delaying rejection [199]. The Matlab code for this algorithm is
available from helios.fmi.fi/~lainema/mcmc/.
As shown in Fig. 3.21, we found that only 12 out of 24 free parameters span more
than one order of magnitude for their posterior probability distributions. Although the
remaining 12 free parameters might be sensitive to simulation results, their values align
well with the median of the estimated distributions (Fig. 3.21). Our above analysis sug-
gests the reliability of our parameters and model.
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Figure 3.21: The posterior probability distributions of the 24 free parameters of the host
model. Box plots indicate the median (red segments), 25% quantiles (lower end of boxes),
75% quantiles (upper end of boxes) and outliers (red dots). The green dots represent the
parameter values used in the simulations. Data are drawn as outliers (red dots) when
they are larger than Q3 + W(Q3 − Q1) or smaller than Q1 −W(Q3 − Q1), where Q1 and
Q3 are the 25% quantile and 75% quantile, respectively. W is chose to be 1.5, which cor-
responds to 99.3% coverage if the data are normally distributed. Whiskers extend to the
most extreme data value that is not an outlier. The distributions were estimated from
8000 samples after a burn-in period of 1000 samples.
146
3.5 Additional Figures
Figure 3.22: Growth-rate dependence of host variables when nutrient availability is var-
ied. (A) Specific growth rate as a function of nutrient availability (Monod’s growth law).
(B-D) Amino acid (B), ATP (C) and tRNA (D) abundances as a function of growth rate.
(E) Partitioning of total RNAPs (black line) into different classes: (1) free RNAPs (purple
line); (2) RNAPs non-specifically bound to genomic DNA sites (green line); (3, 4) RNAPs
transcribing stable RNAs (rRNAs and tRNAs, blue line) and mRNAs (red line), which
include initial complexes, idle RNAPs, elongating RNAPs and final complexes. (F) Parti-
tioning of total ribosomes (black line) into different classes: (1) free ribosomes (green line);
(2) ribosomes involved in the initiation process (blue line), which are the initial complexes
only; and (3) ribosomes involved in the elongation process (red line), which include idle
ribosomes, elongating ribosomes, stalled ribosomes, and final complexes. Dashed purple
line: the stalled ribosome concentration.
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Figure 3.23: Differential cell responses to constitutive expression of a hypothetical single-
copy, zero-load gene (x axis; lh = 0) and a single-copy, lacZ gene (y axis; lh = 1023) on
chromosome. The differences (solid lines) were computed across a wide range of nutrient
availability. The dashed lines are the diagonal. A strong rRNA promoter was used to
drive gene expression. Since rRNA promoters are very strong promoters in E. coli, our
results suggest that the load effects caused by a single-copy lacZ gene on chromosome
can be negligible, irrespective of the use of promoters.
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Figure 3.24: Comparisons between simulated and experimental data [127] for E. coli cell
growth in the conditions of MetE knockdown (A) and overexpression (B). Circles repre-
sent the mean values. Error bars represent standard deviation and standard error among
3 replicates for the x-axis and the y-axis, respectively. MetE is a bottleneck enzyme in Met
biosynthesis pathway so we assume that its behavior can be described by the E-sector
protein in our model. MetE knockdown was simulated by reducing the number of E
sector genes (me). To simulate MetE overexpression, we increased the total amount of
E-sector proteins present in the cell by introducing a heterologous protein, which carries
exactly the same function as a E-sector protein. The expression level of this heterologous
protein was tuned by changing the transcription initiation rate (νinih ).
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Figure 3.25: Growth cost (fractional change of growth rate in the presence of tetracycline
compared to its absence) of cells treated by tetracycline. Circles represent the mean values
and error bars are standard deviation of four replicates. By fitting our model to the exper-
iment data [200], we obtained the values of two tetracycline-specific parameters, Kt (the
sensitivity of the response of E. coli cells to changes in the tetracycline concentration) and
θt (the Hill coefficient). The same parameter values were then used to run simulations in
Fig. 3.5H,I.
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Figure 3.26: Phase diagrams of the toggle switch using different metabolic loads. (A)
Symmetrical loads. The load values (lh1 = lh2) of the red, green and blue boundaries are
0, 5× 105 and 1× 106 respectively. (B) Asymmetrical loads (lh1 6= lh2). The pair of load
values (lh1, lh2) of the red, green and blue boundaries are (0, 0), (5× 103, 2.5× 106), and
(5× 103, 3.75× 106) respectively. Other parameters values are the same as in Fig. 3.10A.
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Figure 3.27: The one-dimensional time derivatives of protein 2 (upper row) and the deter-
ministic potential landscapes (lower row) for the toggle switch. Purple lines: w/o load;
Green lines: w/ load. The parameter sets P1 and P4 were specified in Fig. 3.10A and all
other parameters values are the same as used in Fig. 3.10B.
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Figure 3.28: Sample trajectories of the deterministic simulations for the toggle switch. (A)
The w/o load case. (B) The w/ load case. The parameter sets P1-P4 were specified in
Fig. 3.10A and all other parameters values are the same as used in Fig. 3.10A.
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Figure 3.29: Sample trajectories of the stochastic simulations and associated steady-state
protein distributions of the toggle switch. (A) The w/o load case. (B) The w/ load case.
The parameter sets P1-P4 were specified in Fig. 3.10A and all other parameters values are
the same as used in Fig. 3.10A.
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Figure 3.30: Stochastic fluctuations of the proteome partitioning and cell doubling time
for the toggle switch. (A) The w/o load case. (B) The w/ load case. The parameter sets
P1-P4 were specified in Fig. 3.10A and all other parameters values are the same as used in
Fig. 3.10A.
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Figure 3.31: A sample stochastic trajectory for the toggle switch running for a long time.
(A) The w/o load case. (B) The w/ load cases. The parameter set P2 was used (specified
in Fig. 3.10A). All other parameters values are the same as used in Fig. 3.10A.
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Figure 3.32: Time evolution of protein distributions of a toggle switch in a well-mixed
population (the same simulations as in Fig. 3.10C). (A) The w/o load case. (B) The w/
load case. The number on the upper right of each snapshot indicates the time (unit: h)
when the population distribution was obtained.
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Figure 3.33: Convergence of the protein distributions of a toggle switch in a well-mixed
population. (A) The no load case. (B) The load case. The single-cell steady-state dis-
tributions (the rightmost column) were log-transformed from the bottom four panels of
Fig. 3.19. The number associated with each snapshot indicates the time (unit: h) when
the protein level distribution was obtained.
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Figure 3.34: Initial condition of spatial colony expansion for the w/o (Fig. 3.10G) and w/
(Fig. 3.10H) load cases. The blue coloring corresponds to all initial cells in the ON state.
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Figure 3.35: Snapshots of the spatial simulations from Fig. 3.10G,H. (A-B) The no load
case. (C-D) The load case. In (A) and (C), ON and OFF cells are colored with blue and
orange respectively. In (B) and (D), the rainbow colors correspond to the protein 2 con-
centration in the cell.
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Figure 3.36: Relative nutrient advantage of OFF cells (defined as the relative mean nutri-
ent accessibility difference of the OFF cells to the ON cells) as a function of population size
for the w/o (Fig. 3.10G) and w/ (Fig. 3.10H in the main text) load cases. Nutrient acces-
sibility of a cell at a specific spatial location is defined as the total nutrient in the vicinity
of the location divided by the total number of the ON and OFF cells in this vicinity.
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Chapter 4
Optimization of Proteome Allocation by
ppGpp-mediated Control Network
4.1 Background
Fast-growing bacterial cells have a competitive advantage over slow-growing cells in nu-
trient acquisition and eventually dominate the population [201]. It has been long hy-
pothesized that bacteria aim to maximize their growth rate under evolutionary pres-
sure [202, 203]. Maximizing growth rate requires efficient operation and, more impor-
tantly, coordination of multiple parallel growth-related processes, including conversion
of environmental nutrients to amino acids and utilization of amino acids for protein syn-
thesis, and this requirement can be fulfilled through global and specific regulations of
gene expression [156, 204–206]. There are several lines of experimental evidences, partic-
ularly for Escherichia coli, showing that perturbations in wild-type gene expression lev-
els reduce growth rate, suggesting that allocation of proteome resources among various
growth-related processes is optimal. These perturbations include changing expression
levels of single enzymes [127, 207–209], modulating catabolic gene expression by exter-
nally supplying cAMP [210], and varying environmental conditions to indirectly change
proteome partitioning [63].
Owing to the recent advancement of quantitative bacterial physiology [211], bacterial
proteomic changes in its composition and relative protein abundance have been quanti-
tatively revealed under multiple growth-limiting conditions [212–214]. Analysis of these
complex responses suggest several generic and robust relationships with growth rate (i.e.,
growth laws), which can be explained by phenomenlogical models that combine flux
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balance of metabolism and a coarse-grainded partitioning of the proteome [2, 63, 142].
Minimally, all native proteins can be decomposed into three coarse-grainded proteome
sectors [23, 63]: Ribosomal proteins (r-proteins) and translation-assisting proteins (R sec-
tor), metabolic proteins including nutrient transporters, catabolic proteins, and anabolic
proteins (E sector), and the other endogenous proteins (Z sector). Since Z sector remains
invariant [63], growth rate is maximized only when the mass fractions of R and E sec-
tors are perfectly balanced [140, 141]. Synthesis of more metabolic proteins reduces the
number of ribosomes and other translational proteins for translation, while, if they are
not sufficiently produced, the supply of amino acids is not enough to saturate ribosomes
and maintain a high efficiency of translation. From an economic perspective, the ideal
scenario is that the metabolic proteins are just enough to provide a supply of amino acids
as needed to saturate all ribosomes.
The proteome partitioning between R and E sectors is regulated through various molec-
ular mechanisms, among which ppGpp-mediated control (PMC) is a major route. Upon
nutrient starvation, amino acid pool size decreases substantially, causing an elevated level
of uncharged tRNAs. This further results in the accumulation of stalled ribosomes, which
recruit RelA for synthesizing the alarmone ppGpp. ppGpp is involved in the global regu-
lation of many bacterial growth processes [105], and in particular, directly inhibits synthe-
sis of both ribosomal RNAs (rRNA) and some r-proteins on the transcriptional level [106].
Therefore, a high ppGpp level in low-nutrient conditions reduces the R sector fraction
and indirectly increases the proportion that E sector occupies. Despite that an increasing
level of molecular details of the ppGpp biochemical network has been elucidated [215], it
is still unclear how PMC precisely achieves the optimal proteome allocation that guaran-
tees maximal growth rate irrespective of nutrient levels.
Over the past years, only a few modeling efforts have been devoted to answering this
question. Using a simple amino acid flux balance model, [140] identified that amino-acid-
driven feed-forward regulation of translation via ppGpp is a key motif for maximizing
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steady state growth rate in E. coli. They also showed that the optimization requires a
large amino acid dynamic range within which the efficiency of both amino acid supply
flux and translation are close to maximal. Bosdriesz et al. took ppGpp metabolism and
ppGpp-mediated regulation into accounts, and found that the robustness of growth rate
maximization in E. coli is resulted from an ultrasensitive response of ppGpp to deviation
from optimality [141]. In addition, Pavlov et al. and Giordano et al. separately developed
two distinct theoretical frameworks of bacterial growth, through which they discovered
that a simple time-dependent bang-bang control of proteome allocation is optimal for dy-
namic growth objectives [216, 217]. Although these previous studies highlight different
aspects of the underlying optimal control mechanism, none of them has provided a uni-
fied theory and systematic understanding that is based on ppGpp biochemical network
and applies in both stationary and dynamic growth conditions. Several important ques-
tions remaining to be answered include: (1) What are the necessary properties of ppGpp-
controlled regulatory network that confers E. coli the ability to optimize proteome allo-
cation at steady state? (2) How do these conditions of optimality translate to the design
principles commonly used in man-made systems? (3) Is PMC also optimal in dynamical
environments and what are the additional requirements?
Here we address these questions by developing a minimal, coarse-grained model of
E. coli growth that centers on amino acid flux balance and ppGpp-mediated control of
proteome allocation. This simple yet mechanistic model is analytically tractable and thus
allows an in-depth understanding of the underlying control mechanism. We first show
that our minimal model reproduces a large set of experimental data from both wild-type
E. coli cells and several genetic mutants, and is indeed capable of maximizing growth rate
at steady state. By systematically analyzing the topological structure and associated pa-
rameters of the model, we identified ultrasensitive negative feedback (UNF) as an emer-
gent property necessary for the robust optimal control and further revealed its molecular
origins. Analysis of the reaction kinetics indicates multiple well-separated time scales of
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the dynamic system and this time-scale separation, together with UNF, enables E. coli to
mimic the sliding mode control (SMC) strategy. We further examined the robustness of
PMC and its ability to optimize dynamic growth objectives subject to the constraint of
proteome allocation. Finally, we extended the cell growth model for heterologous gene
expression and cAMP-dependent carbon catabolite repression, which shares similar reg-
ulatory logic with PMC for controlling bacterial growth. For a broader context, our ap-
proach provides an example of using simple mathematical models to uncover the basic
principles underlying the complex operations of bacterial systems.
4.2 Results
4.2.1 ppGpp-mediated Control (PMC) Maximizes Cellular Growth
Fig. 4.1A shows a schematic diagram of our coarse-grained model for E. coli growth. Our
model focuses on the central carbon flux from nutrient to amino acid and then to pro-
teins. The majority of amino acids converted from nutrient is used in protein synthesis;
however, the leftover amino acids constitute an internal storage pool hold by E. coli, play-
ing a role of sensing nutrient quality and availability and control ribosome synthesis rate
through ppGpp-mediated regulation. The entire proteome is coarse-grained into three
sectors, including R sector for ribosomal and affiliated proteins, E sector for metabolic
proteins and Z sector for the rest proteome (for illustrating purposes, we did not include
Z sector in Fig. 4.1A). Therefore, the resulting model quantifies the relationships among
four dynamic variables, including amino acids (A), ribosomes (R), ppGpp (G), and spe-
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Since total protein concentration (in terms of amino acids) remains relatively constant
under different perturnbation conditions [147] (we denote the constant as β), by definition
we can relate [R] and [E] through
mr[R] + me[E] = βφmaxr (4.5)
where mr and me indicate the number of amino acids contained in one coarse-grained R-
and E- sector protein respectively, and φmaxr accounts for the fixed proteome fraction of Z
sector proteins [63]. αr([G]) describes the ppGpp-dependent ribosome synthesis control






where Kgr is the inhibitory threshold. All other model parameters include: ke denotes the
nutrient quality, θa is the feedback inhibition threshold (i.e., toxicity of amino acids), kpep
is the peptide elongation rate, fa accounts for the fraction that the coarse-grained amino
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acid in the total protein composition, dr is the first order degradation rate of ribosomes,
ks and dg are the first-order rate constants of ppGpp synthesis and active degradation re-
spectively, and Λmc accounts for the fraction of amino acid flux used for cell maintenance,
rather than growth.
One highlight of our model is that we explicitly consider regulatory mechanism of
ribosome inactivation and partitioning in the translation process. The total ribosomes
([R]) consist of active ribosomes ([Ra]) and inactive ribosomes with only the former being
able to initiate translation. Among all possible ribosome inhibitors, we chose ribosome
modulation factor and chloramphenicol as the typical examples of internal and external
inhibitors respectively and assume that ribosomes become inactivated when bound by
these inhibitors. Although all active ribosomes possess the ability to elongate peptide
chain, the proportion of active ribosomes in the elongation mode is determined by the
concentration of charged and uncharged tRNAs: active ribosomes bound by charged
tRNAs ([C]) are translating ribosomes ([Rat]) and those bound by uncharged tRNAs ([U])
are stalled ribosomes ([Ras])
[Rat] = [Ra]
[C]/Kc




1 + [C]/Kc + [U]/Ku
(4.8)
where Kc and Ku are the equilibrium dissociation constants for translating ribosomes and
stalled ribosomes respectively. [C] and [U] are modeled using Michaelis-Menten terms









where Ka is the equilibrium dissociation constant for charged tRNAs, and the total tRNA
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concentration ([T] = [C] + [U]) is assumed to be proportional to ribosome concentration,
i.e., [T] = Cr[R]. Given that ribosomes are stable at fast growth rate and extensively
degraded in slow growth conditions, we assume, in addition to dilution due to growth,
only inactivate ribosomes are actively targeted by proteome for degradation.
All model parameter values were obtained from either literature or our data fitting
(Table 4.1). The parameterized model is able to capture the growth-rate dependent changes
of physiological behaviors of E. coli cells in the steady state, including amino acid concen-
tration, ribosomal protein fraction, ppGpp concentration, and averaged peptide elonga-
tion rate. It is worth noting that introducing ribosome inactivation and maintenance cost
allow us to reproduce experimental data at very slow growth rates. To further validate the
model, we compared simulation results with new experimental data from the E. coli strain
under different genetic and environmental conditions. Without changing any parameters,
the model successfully predicted growth rate of E. coli cells carrying a mutant SpoT gene
(Fig. 4.1C) in two nutrient conditions. With only refitting nutrient quality (ke) correspond-
ing to each growth medium, the model reproduced observed inverse linear growth-rate
dependence of both R-protein fraction and averaged translation elongation rate under
chloramphenicol treatment (Fig. 4.1D). In addition to exponential growth, the model also
predicted the observed adaptive dynamics of growth rate and ppGpp concentration fol-
lowing nutrient upshift (Fig. 4.1E) and downshift (Fig. 4.1F), by only changing the nu-
trient quality parameter before and after the shifts. As shown in Fig. 4.1E (left panel),
growth rate increases immediately when cells are shifted from nutrient-poor to nutrient-
rich media and the sudden shift can be attributed to quick amino acid response and tRNA
charging, which increases averaged translation elongation rate and subsequently growth
rate in a very short time scale. All these simulation-experiment comparisons corroborate
the effectiveness of our simple yet mechanistic model in describing E. coli growth and
proteome partitioning in both exponential growth and dynamic conditions.
Using the validated model, we proceeded to examine whether the ppGpp-mediated
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control (PMC) scheme is optimal for proteome allocation and cell growth. We compared
the steady state growth rate between PMC and two other control strategies (Fig. 4.1G),
a theoretically optimal control (TOC) approach where ppGpp is tuned to search for the
maximal growth rate, and a constant control (CC) approach where ppGpp concentration
is fixed. As shown in Fig. 4.1H, the reduction of optimal growth rate (black dashed line)
under nutrient limitation follows Monod’s law [69]. More interestingly, we show that
both the growth rate and RCF under PMC (solid black lines) are nearly identical to the
optimal solutions across a broad range of nutrient supply. In contrast, the growth rate
under CC is only suboptimal (solid gray line). Consistently, the dynamic profiles of the
growth rate and RCF are much more similar between PMC and TOC than between CC
and TOC after both nutrient upshift (Fig. 4.1I) and downshift (Fig. 4.1J). Both steady state
and dynamic simulations suggest that PMC is capable of optimizing proteome allocation
and cell growth rate, consistent with previous computational findings using different
mathematical models [140, 141].
4.2.2 ppGpp-mediated Regulation Exhibits an Ultrasensitive
Response to Deviation from Optimal Proteome Allocation
The in silicon prediction that PMC maximizes growth rate (Fig. 4.1H-J) motivates us to
examine the characteristic features of this optimal control scheme. We conjectured that
the optimization ability of PMC emerges from its intrinsic network properties, includ-
ing both the topological structures and associated parameters, with the former playing a
dominant role. To determine the essence of the optimal control, we decoupled the control
of ppGpp synthesis from proteome partitioning (Fig. 4.2A) and analyzed the incomplete
network by monitoring system state responses (outputs) to ppGpp concentration changes
(input).
As shown in Fig. 4.2B, growth rate exhibits a unique maximum corresponding to the
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Figure 4.1: ppGpp-mediated control (PMC) maximizes steady state and dynamic growth.
(A) Schematic diagram of PMC. U: amino acids utilized for protein synthesis; A: free
amino acids; G: ppGpp; R: ribosomal proteins; E: metabolic proteins; RCF: Ribosome
synthesis control function. (B-F) Model validation. Dots, circles, and crosses: mean or
single data points [63, 116, 119, 128, 149, 150, 218–227]; lines: simulation; bars: standard
deviation (s.d.). (G) Alternative control strategies. TOC: theoretical optimal control. CC:
constant control. (H-J) Comparison of growth rate and RCF among PMC, TOC, and CC
under steady state (H) and dynamic (I and J) conditions.
optimal ppGpp concentration. Notably, the only possible growth rate is zero for ppGpp
concentration below a threshold, owing to the fact that ribosome auto-catalysis cannot
sustain when the ribosomes and metabolic proteins are extremely imbalanced and the
total protein translation capacity is subsequently low. The zero growth rate will result in
cell death and all model’s predictions in the death zone are not biologically meaningful.
In addition to growth rate, Fig. 4.2C shows the ultrasensitive responses of amino acids
and ppGpp synthesis rate to ppGpp concentration change, while ribosome concentration
only responds smoothly. We then computed the local sensitivity of all three output vari-
ables and found that the ppGpp concentrations at maximal sensitivity and at maximal
growth rate are nearly identical to each other (Fig. 4.2D). In other words, it appears that
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E. coli cells sense optimal ppGpp concentration through the location of these maximal
sensitivities.
The ultrasensitivity of ppGpp synthesis rate to deviations from optimal ppGpp con-
centration provides a mechanistic explanation of the optimal strategy employed by ppGpp.
In Fig. 4.2E where the rate curves of ppGpp synthesis (solid black line) and degradation
(dashed balck lines) are plotted on the same set of axes, we show that the steady state
ppGpp concentrations, which are marked by the intersection of the two curves (filled
gray circles), nearly always lie close to the optimal value (black dashed line), despite a
high-degree shift of the ppGpp degradation rate curve. Because small deviations from the
optimal ppGpp concentration cause large changes in its own synthesis rate, the generic
robustness of the optimal control can be understood from a dynamic viewpoint: when
ppGpp concentration is slightly less than the optimal value, ppGpp synthesis rate be-
comes much higher compared to ppGpp degradation rate and ppGpp concentration in-
creases. When ppGpp concentration is slightly higher, ppGpp synthesis rate drops signif-
icantly so ppGpp concentration reduces. To further elucidate the role of ultrasensitivity
in achieving optimal control, we analyzed the performance of a proportional feedback
controller (PFC) with a small proportional gain (solid blue line), which is shown not as
robust as PMC against the same shifts of ppGpp degradation rate curves (compare blue
and gray shaded regions). Although a high-gain PFC can also provide robust control,
it is unsaturated and thus likely require infeasible energy to operate [228]. Collectively,
PMC implements an ultrasensitive feedback control strategy to ensure optimality at the
steady-state.
Zero-order ultrasensitivity has been observed in many biological systems and take
place when reaction rates become saturated [229]. We hypothesized that such saturation
conditions exist in our model and are met when growth rate is maximized. Since ultrasen-
sitivity first appers in amino acid response (Fig. 4.2D), we plot the amino acid synthesis
rate (i.e., influx rate) and consumption plus dilution rate (i.e., outflux rate) on the same
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set of axes for each given ppGpp concentration (Fig. 4.2F). Such a rate-balance plot allows
us to examine what kinetic properties of the influx and outflux rates confer the observed
ultrasensitivity. As illustrated in Fig. 4.2F, both influx (gray solid lines) and outflux (gray
dashed lines) rate curves exhibit saturation regions where they remain relatively unaf-
fected by amino acid concentration change. The result is that, a substantial change of
amino acid concentration is needed (see the jump from green circle to yellow circle) to re-
spond to even a small shift of the reaction rate curves. Through the rate-balance analysis,
we confirmed our hypothesis about the existence of saturation regions on the influx and
outflux rate curves and show that these regions are responsible for producing digital-like
responses of amino acids at steady state.
Although both the influx and outflux rate curves exhibit saturation behavior, they are
not all needed. In fact, a constant influx rate curve can also reproduce the ultrasensitive
response. Therefore, we focus on the outflux rate curve, which includes two terms, amino
acid consumption in protein synthesis and dilution due to cell growth. Since amino
acid dilution is first-order and never become saturated, the saturation behavior must be
derived from the consumption reaction, which can be further divided into two steps:
tRNA aminoacylation and translation (see schematic diagram in Fig. 4.2F). To determine
whether any or both of the two reaction steps confer the saturation property, we devel-
oped three alternative models, as a comparison, by selectively perturbing kinetic law of
each reaction and replacing it with linear, non-saturated functional forms. We found that,
the responses of amino acids remain ultrasensitive, albeit of smaller magnitude, when
only one reaction is unable to saturate (Fig. 4.2G). However, when both reactions are lin-
early dependent on their respective substrates, the ultrasensitivity disappears. Fig. 4.2H
shows that the perturbation of saturation property decreases sensitivity value quantita-
tively and in the extreme scenario where both reactions are unable to saturate, the ppGpp
concentrations at maximal growth rate and maximal ultrasensitivity are far from each
other, indicating that the sensing mechanism for maximal growth rate through location
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of maximal sensitivity of amino acids is no longer functional. Taken together, our analy-
sis above suggests that the observed ultrasensitivity is originated from the saturation of
tRNA aminoacylation and translation in a synergistic manner.
4.2.3 Ultrasensitive Negative Feedback (UNF) is Necessary for
Optimal Proteome Partitioning
The ultrasensitive response of ppGpp synthesis rate to the change of ppGpp concentra-
tion itself can be viewed as an ultrasensitive negative feedback (UNF) control type. To
better understand the ability of UNF for optimal control, we systematically altered the
sensitivity values as well as the feedback type and analyzed the performance of UNF
using the compete, closed-loop feedback control model. We show that changing Ka, the
amino acid threshold for tRNA aminoacylation, can effectively alter the sensitivity value
(Fig. 4.2I, inset). Moreover, PMC maximizes growth rate at high sensitivity values and
gradually loses this ability as sensitivity value decreases continuously (Fig. 4.2I). Very
interestingly, the value of Ka we fit from experimental data determines the minimum sen-
sitivity required for optimal growth. In addition, we performed rate-balance analysis for
ppGpp synthesis and degradation under the control of three feedback types: positive,
zero and negative (Fig. 4.2J). Among the three feedback types, only negative feedback
control predicts near-optimal growth rate, while the growth rate in the no feedback case
is smaller than the optimal value and the stable fixed points achieved by the positive
feedback control are only trivial, corresponding to slow growing and non-viable states.
Taken together, we demonstrated that the optimal control of proteome partitioning re-
quires both ultrasensitive response to deviation from optimality and a negative feedback
type to compensate for the deviation. Such an ultrasensitive negative feedback is highly
robust and does not depend on the specific functional forms of RCF (Fig. 4.2K).
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Figure 4.2: Systemic model analysis reveals ultrasensitive Negative Feedback (UNF) con-
trol as the necessary condition of optimality. (A) Model analysis using incomplete net-
work. By decoupling ppGpp synthesis and proteome allocation, we are able to monitor
system state changes (output) to variation of ppGpp concentration (input). (B) Maximal
growth rate corresponding to the optimal ppGpp concentration. (C) Responses of ribo-
some concentration, amino acid concentration and ppGpp synthesis rate. (D) The corre-
sponding sensitivity values in (C). (E) Rate-balance analysis. The intersections between
ppGpp synthesis rates (solid lines) and degradation rates (dashed lines) are the steady
states. Solid blue and gray circles: steady states; shading areas: variances of the steady
states. (F and G) Rate-balance analysis of amino acid influx and outflux for wild-type
and perturbed kinetics of tRNA aminoacylation and translation (reactions perturbed are
shaded in green). Colored circles: steady state. (H) Sensitivity of amino acids for the four
models described in (G) and (H). (I) Essentiality of ultrasensitivity for growth rate maxi-
mization. (J) Essentiality of negative feedback for growth rate maximization. Filled and
empty circles: fixed points. (K) Growth rate maximization is independent of the specific
function forms of RCF.
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4.2.4 UNF and Time Scale Separation Together Enable Sliding Mode
Control
The steady state analysis above demonstrates the optimality of PMC for proteome allo-
cation at steady state. To gain insights into the dynamic features of PMC, we simulated
the full model with different initial conditions and plotted the corresponding system tra-
jectories in the 3-dimensional state space spanned by amino acids (A), ppGpp (G), and
ribosomes (R) (Fig. 4.3A). These trajectories appear to be first attracted towards the null-
cline where d[A]/dt = d[G]/dt = 0 and remain in the neighborhood of the nullcline
until reaching steady state (red circle). The collapses of all trajectories onto the one-
dimensional slow surface of ribosome motion suggests the existence of time-scale sep-
aration with much faster time scales of amino acid and ppGpp reactions as compared to
that of ribosome reactions. To quantify the time scales of these essential variables, we
developed a computational assay by computing the characteristic decay time of a pertur-
bation of each variable from its stable equilibrium value. Using this approach, we show
that the time scales of [A], [G] and [R] differ by several orders of magnitude and the
difference remains relatively constant across a wide range of growth rate under nutrient
limitation (Fig. 4.3B).
The dynamical behavior of the model can also be graphically analyzed by plotting
their nullclines and vector field in the phase space. Considering that 3-dimensional vector
field is difficult to visualize, we reduced the system dimension by assuming the stationary
condition of ppGpp (i.e., d[G]/dt = 0), the fastest variable at intermediate to fast growth
rate (Fig. 4.3B). Here, we normalized the arrows in the vector field to unit length and
represent their magnitudes using background color. From the vector fields, we predicted
that all trajectories in the phase space follow one of the two types of motions on the A-
nullcline (i.e., d[A]/dt = 0), the sliding motion and the passable motion, for trajectories
above and below the steady state (red circle) respectively. This is because the normal
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components of vector fields from both sides of the nullcline above the steady state have
opposite signs, and those below the steady state have the same signs. The theoretical
predictions are confirmed by our numerical simulations (pink lines), showing exactly
the sliding and passable motion nearby the nullcline when starting above and below the
steady state.
Although the trajectory with lower initial ribosome concentration passes the A-nullcline,
it remains close to the nullcline after an initial reaching phase and should follow the null-
cline if the time scale between amino acids and ribosomes are well separated. These dy-
namic properties are reminiscent of the Sliding Mode Control (SMC) strategy [230], which
is designed to drive the system towards a sliding surface and then constrain the system
state to stay within its neighborhood. To compare the dynamic trajectories between PMC
and SMC, we designed a reference sliding mode controller by using a bang-bang control
around the A-nullcline: ribosome synthesis is fully turned on when d[A]/dt > 0 and com-
pletely shut off when d[A]/dt < 0. As shown in Fig. 4.4D, the SMC-driven trajectories
indeed slide along the A-nullcline after an initial reaching phase. Given the similarity
between the PMC- and SMC-driven trajectories, we hypothesized that E. coli cells may
have evolved bacterial intelligence and are likely to implement a bacterial sliding mode
controller for proteome optimization.
The key design principle of SMC is that the sliding surface is constructed such that the
steady state error is guaranteed to be eliminated. To show that PMC also follows this de-
sign guideline and thus mimics SMC, we further eliminated the amino acid variable from
the 2-dimensional model by assuming d[A]/dt = 0 and examined how optimal ribo-
some concentration can be robustly achieved along the sliding surface where amino acid
and ppGpp and stationary variables (i.e., d[A]/dt = d[G]/dt = 0). For the 1-dimension
system with ribosome concentration as the sole variable, we found that the feedback con-
trol on ribosome synthesis rate also exhibits ultrasenstive behavior nearby the optimal
ribosome concentration, which theoretically ensures optimality of proteome allocation at
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steady state. As a comparison, we also constructed a bang bang controller (blue line)
and show that the time-dependent trajectories between PMC and BBC are very similar,
regardless of the initial ribosome concentrations (Fig. 4.3F). Taken together, the time-scale
separation drives the system onto a sliding surface, where UNF is enabled and guar-
antees the optimal ribosome concentration at steady state. We thus conclude that PMC
implements a quasi SMC through time-scale separation and UNF.
The above analysis allows us to formulate a control diagram for optimal proteome al-
location (Fig. 4.3G). The input and output of the control diagram are the optimal ribosome
concentration (Ropt) and its actual value R respectively. The feedback error signal, i.e,
∆R = Ropt − R, is processed by a UNF controller, which guarantees optimality, under the
condition that amino acid and ppGpp have fast turn over rates compared to ribosomes.
When this condition is not met, the sliding motion may disappear but the steady state is
always near-optimal as long as it exists. To illustrate this point, we explicitly controlled
the time-scales of amino acids and ppGpp reactions and found that two distinct conver-
gence modes, i.e., stable node and stable spiral, as well as unstable oscillation emerge
from different time-scale combinations (Fig. 4.3I). For the six representative points shown
in Fig. 4.3H, we confirmed that these trajectories can be non-oscillatory (stable node),
involving damped oscillations (stable spiral), and sustained oscillations.
4.2.5 PMC is Robust Against Parameter Variations and Molecular
Fluctuations
In the context of this paper, robustness is defined as the ability to maintain near-maximal
growth rate in presence of perturbations. As discussed above, the ultrasensitivity in
ppGpp biochemical network is the origin of the control robustness. As ultrasensitivity
properties are complex functions of model parameters, the robustness of PMC is also
determined by the parameter values. To assess the degree to which the robustness can
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Figure 4.3: ppGpp-mediated control (PMC) mimics sliding mode control (SMC) strategy.
(A) State trajectories starting from different initial conditions converge towards a stable
slow manifold in the 3-dimensional phase space. (B) Time-scale separation between fast
(ppGpp and amino acid) and slow (ribosome) variables. (C and D) State trajectories and
vector fields in the 2-dimensional phase space. Each vector is shown by a unit-length
white arrow pointing the direction of motion and the magnitudes of these arrows are en-
coded by the background color. (E) Ultrasensitivity of RCF in response to deviation of
ribosome concentration from the optimal value. (F) Comparison of system trajectories
between ppGpp-mediated control (PMC) and bang-bang control (BBC) starting from dif-
ferent initial ribosome concentrations. (G) Block diagram of the ultrasensitive negative
feedback control scheme. R∗ and R are the desired and actual ribosome concentration
respectively. (H) Phase diagram of the dynamic behavior nearby the single fixed point
when time scales of amino acids and ppGpp are systematically altered. (I) Corresponding
state trajectories at the six representative points 1-6 in panel (H). The arrows and colors
of the vectors represent the direction of motion and the velocity magnitude respectively.
tolerate parameter changes, we varied six key parameters related to translation, ribosome
synthesis and ppGpp regulation, including Ka, Kc, Ku, ks, dg, Kgr, and quantified the ro-
bustness as the ratio between ppGpp-controlled growth rate and the corresponding max-
imum possible value. We found that, the maximal growth rate can be broadly achieved
when these key parameters are individually varied by 10 folds (Fig. 4.4A) or co-varied
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with the nutrient quality parameter (ke) by 100 folds (Fig. 4.4B) in both directions. These
results suggest that the ability of PMC to maximize growth rate is very robust against
variations of parameter values.
In addition to parameter variations which are constant over time, we further exam-
ined the robustness of PMC against molecular noise, an important source of fluctuating
perturbations. Since PMC essentially implements an UNF controller, we conjectured that
both ultrasensitivity and negative feedback are essential elements for noise resistance.
To test this hypothesis, we developed a stochastic model by incorporating a random
noise term for ribosomes into Eq. (4.2) using a Langevin approach. One advantage of
the Langevin approach is that the strength of the noise term, D, can be continuously var-
ied. By increasing D, the distribution of growth rate becomes wider (Fig. 4.4C); however,
the mean value changes only slightly. Moreover, we compared the coefficient of variation
(CV), a standard quantitative metric of noise level, between PMC and CC among a set of
models with different sensitivity values (Fig. 4.4D). Indeed, either decreasing sensitivity
values or completely removing negative feedback result in higher growth rate noise. Al-
though the role of negative feedback in noise suppression has been extensively studied,
the mechanism of noise resistance by ultrasensitive feedback control is not yet well under-
stood. To identify the mechanism, we plotted normalized trajectories of amino acids and
ribosomes on the same set of axes so that they can be compared directly (Fig. 4.4E). We
found that, UNF with high sensitivity is able to sense and respond to the instant change
of ribosome fluctuation in a timely manner while that with low sensitivity has longer re-
sponse time with more smooth trajectory due to the time integral effect. By quantifying
the time lag between ribosome fluctuation and amino acid response, we show that the
time lag for amino acid response increases with decreasing ultrasensitivity and the lag
can be as high as several minutes (Fig. 4.4F). Our analysis has indicated that the robust-
ness of PMC against random fluctuations in ribosomes also stems from UNF.
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Figure 4.4: Robustness of ppGpp-mediated control (PMC) against parameter variations
and molecular fluctuations. (A and B) Growth rate ratio between PMC and TOC. The
key parameters were either individually varied (A) or co-varied with nutrient quality (B).
(C) Histograms of growth rate at different noise strengths. (D) Growth rate fluctuation is
suppressed by UNF. CV: coefficient of variation. (E) Representative trajectories of amino
acids and ribosomes under control of UNF with high (top) and low (bottom) sensitivity.
(F) Time lag between ribosome fluctuation and amino acid response.
4.2.6 PMC Allows Optimal Proteome Allocation in Dynamic
Environment
Rather than stable laboratory conditions, bacteria in their natural habitats are more likely
to experience changing environmental conditions such as fluctuating levels of nutrients.
In this study, we are interested in whether PMC, which is optimal under conditions of
constant nutrient supply, also confer E. coli cells the ability to adapt and survive in fluc-
tuating nutrient supply. By introducing a time-dependent RCF αr(t) in our optimization
framework for steady state growth, we formulated a dynamic optimization framework
and applied it to find optimal solutions for maximizing total biomass production [217].
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We found that the ppGpp-controlled trajectories and the optimal solution share a high-
degree of similarity (Fig. 4.5A), suggesting that PMC is also optimal for achieving maxi-
mal total biomass production.
The necessary condition that must hold for the optimal trajectories can be obtained
by applying the Pontryagin Maximum Principle [231]. Consistent with previous mod-
els [216, 217], our theoretical analysis show that the optimal RCF requires a bang-bang
control followed by a singular control. As the UNF mimics a bang-bang control under
the condition of time-scale separation (ideally, d[A]/dt = d[G]/dt = 0), PMC satisfies the
optimality criterion and thus is theoretically optimal for dynamic growth regulations. To
further demonstrate the necessity of time-scale separation for dynamic optimization, we
slow down the reaction rates of amino acids and ppGpp by 100 and 10 folds respectively.
As expected, we found significant deviations of PMC-driven trajectories from the optimal
trajectories in both scenarios (Fig. 4.5B-C).
Figure 4.5: Optimization of dynamic growth objectives by ppGpp-mediated control
(PMC). (A) Time courses of RCF, ribosome concentration, and biomass ratio between
PMC and TOC following nutrient upshift and downshift. (B) The same as (A) but the
model is perturbed by slowing down amino acids kinetics by 100 folds. (C) The same as
(A) but the model is perturbed by slowing down ppGpp kinetics by 10 folds.
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4.3 Conclusions and Discussion
An important challenge in systems biology is to uncover the design principles of biologi-
cal systems and link phenotypic observations to molecular-level events. In this work, we
addressed this challenge by applying control theory to uncover the fundamental princi-
ples of proteome optimization in E. coli cells. Using a minimal cell growth model, we
identified the necessary conditions of optimality for steady state growth, which include
(1) the emergent ultrasensitivity by saturating aminoacyl-tRNA synthetases or ribosomes,
and (2) the ppGpp-mediated negative feedback control of ribosome synthesis. Combin-
ing ultrasensitivity and negative feedback results in a new control scheme, i.e., ultrasen-
sitive negative feedback (UNF), which has been rarely reported in previous studies [232].
We further reveal that, when amino acids and ppGpp have much faster turnover rates
than ribosome kinetics (time scale separation), UNF mimics a sliding mode control strat-
egy by selecting the slow manifold of the fast-slow dynamic system as the sliding surface
and using UNF to guarantee zero steady state error. As a key property leading to the ro-
bustness of PMC against various perturbations, UNF is also the desired property for opti-
mal control of proteome allocation in dynamic environment, while additionally requiring
fast ppGpp kinetics. By combining systems biology modeling and control theory, our re-
sults shed new light on the essence of the ppGpp-mediacted control mechanism and its
impacts on quantitative bacterial physiology. Furthermore, our study demonstrates the
power of using a simple model and a general approach to uncover the basic principles
underlying the complex interactions between metabolism, gene regulation, and environ-
mental changes [22]. Finally, the robust molecular mechanisms identified in this study
will benefit the design of robust synthetic gene networks in the host cells, where its func-
tioning is subject to intracellular, extracellular, and external noises.
ppGpp-dependent proteome allocation is a highly conserved control mechanism for
cell stress responses and its survival in different environment. Although it shows a
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great diversity of how bacteria metabolize and utilize ppGpp, the underlying regulatory
logic of ppGpp-mediated control is very similar among all bacterial species examined so
far [215]. Therefore, our model and the computational approach described in this pa-
per could be adapted to address optimal control problems in different organisms with
only minimal modifications of the ppGpp network and parameter changes if needed.
Our work represents a complementary approach to other modeling efforts towards de-
velopment of complex [20, 23, 141] and even whole-cell [21] models. Compared to these
complicated models, simple yet insightful models are more tractable and can be analyti-
cally solved, which is extremely useful in revealing the underlying logic and uncovering
general design principles.
4.4 Methods
4.4.1 A Minimal Cell Growth Model for E. coli
Our kinetic model of bacterial growth defines relationships among four dynamic vari-
ables: the concentrations of amino acids ([A]), ribosome ([R]), ppGpp ([G]) and the spe-
cific growth rate of the cell (Λ). The concentration dynamics of the three molecules can




= Jina − Jouta (4.11)
d[R]
dt
= Jinr − Joutr (4.12)
d[G]
dt
= Jing − Joutg (4.13)
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The mathematical representations of these reaction rates are detailed as follows.
Experimental evidences [63,214] have shown that the proteome of exponentially grow-
ing E. coli cells can be minimally partitioned into three sectors: ribosomal and affiliated
proteins (R sector), catabolic and anabolic enzymes for nutrient uptake and conversion
(E sector), and a growth-independent sector (Z sector). Since the E. coli mass density
is relatively constant in presence of various perturbations [147, 233] and the majority of
biomass is protein [116], the protein density ([P]), which can be quantified by the total
amino acid concentration of the R, E and Z sectors together, remains unchanged under
different growth conditions, i.e.,
[P] = mr[R] + me[E] + mz[Z] = β (4.15)
where mr and me are the number of amino acids of R sector protein and E sector protein
respectively, and β is a fixed constant. Since the fraction of Z proteins is growth rate
independent [63], we assume that the total proteins from both R- and E- sectors cannot
exceed a maximum fraction φmaxr , i.e.,
mr[R] + me[E] = βφmaxr (4.16)
In a recent paper, Dai et al. [222] observed a sharp rise of the fraction of inactive ri-
bosomes at nutrient poor conditions when cells grow very slowly. This motivated us to
further divide the R protein sector into active ribosomes and inactive ribosomes. In the
context of this paper, active ribosomes are able to initiate translation (inactive ribosomes
cannot) but they only elongate peptide chains when carrying charged tRNAs at their A
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site. Mechanistically, ribosome inactivation may are mediated by many intracellular fac-
tors, including ribosome modulation factor (RMF), hibernation promoting factor (HPF)
and YifA [234]. In addition, translation ability of ribosomes can also be reduced by exter-
nal inhibitors such as chloramphenicol (Cm). Without loss of generality, we assume that
ribosomes become inactivated upon the binding of either internal or external inhibitors.
By taking RMF and Cm as representative examples from respective sources, we came up
with the following model
Ra + RMFf ←−→ Ri,rmf (4.17)
Ra + Cmf ←−→ Ri,cm (4.18)
where Ra represents the active ribosome, RMFf and Cm f represent the free pool of RMF
and Cm respectively, and Ri,rm f and Ri,cm represent the inactive ribosomes bound by
RMF and Cm correspondingly. The dissociation constants for both reactions are Krm f
and Kcm respectively. We further assume that both ribosomes and ribosome inhibitors are
conserved during the binding processes
[R] = [Ra] + [Ri,rm f ] + [Ri,cm] (4.19)
[RMF] = [RMFf ] + [Ri,rm f ] (4.20)
[Cm] = [Cm f ] + [Ri,cm] (4.21)
Since environmental chloramphenicol concentration remains relatively constant in most
experiments, [Cm f ] = [Cm]. By assuming that the binding and unbinding reactions repre-
sented by Eqs. 4.17-4.18 reach equilibrium very quickly, we can obtain the active ribosome
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concentration ([Ra]) as follows
[Ra] =
(



























Under the assumption that the titration effect of ribosome binding is negligible to RMF,
i.e., [RMF]  [R], we show that Eq. 4.22 can be reduced to a simple Michaelis-Menten










It was experimentally shown that RMF is positively regulated by ppGpp [235]. There-




K2g f + [G]
2
RMFmax (4.24)
where RMFmax is the maximum RMF concentration in presence of saturating ppGpp con-
centration, Kg f is the regulatory threshold by ppGpp, and n f is the Hill coefficient.
Under constant or saturating nutrient concentration, the nutrient uptake rate is deter-
mined by the availability of metabolic proteins and subject to feedback inhibition by end





where fe([E]) represents the input function of metabolic proteins for nutrient uptake.
Here, the intermediate precursors between the imported nutrient and amino acids are
ignored. For most rate-limiting enzymes that absorb nutrients from environment, the
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function is linear [236], i.e.,
fe([E]) = ke[E] (4.26)
where ke represents nutrient quality.
We only consider the consumptions of amino acids in protein synthesis and utiliza-
tions in other metabolic reactions such as de novo synthesis of nucleotides are ignored.
Since each active ribosome is able to initiate translation, the consumption rate of amino
acids (Jacon) in protein synthesis is equal to the averaged translation elongation rate (〈kpep〉)
of each active ribosome multiplied by the concentration of active ribosomes ([Ra])
Jacon = 〈kpep〉[Ra] (4.27)
To relate kpep with other intracellular variables, we adapted hypotheses and derivation
procedure originally developed by Marr [113] and latterly extended by Shachlai et al. [137].
Briefly, the assumptions used by Marr and Shachlar et al. can be represented by three bio-
chemical reactions
A + Tu ←−→ Tc (4.28)
Tc + Raf ←−→ Rat (4.29)
Tu + Raf ←−→ Ras (4.30)
where A represents amino acids, Tc and Tu represent charged and uncharged tRNAs re-
spectively, and Ra f , Rat and Ras represent free active ribosomes, active ribosomes bound
by charged tRNA (translating ribosomes), and active ribosomes bound by uncharged tR-
NAs (stalled ribosomes) correspondingly. The dissociation constants for these reactions
are Ka, Kc, and Ku respectively. In addition, the concentrations of total tRNA ([T]) and
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total active ribosomes ([Ra]) are conserved during the partitioning processes, giving
[T] = [Tc] + [Tu] (4.31)
[Ra] = [Ra f ] + [Rat] + [Ras] (4.32)
At equilibrium, the concentrations of charged and uncharged tRNAs as well as translat-





























Since only active ribosomes with charged tRNAs in its A site is able to elongate and
insert amino acids into peptide chains, the modeling of averaged peptide elongation rate








where kpep is the peptide chain elongation rate for a translating ribosome. Finally, the
total tRNA concentration is assumed to be proportional to that of the total ribosomes, i.e.,
[T] = Cr[R] (4.38)
where Cr is coefficient of proportionality.
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We assume no active degradation for amino acids so the degradation rate of amino
acids (Jadeg) only contains a dilution term due to volume expansion (Λ)
Jadeg = Λ[A] (4.39)
The total amino acid outflux rate is equal to the direct sum of reaction rates from both
utilization in protein synthesis and degradation, i.e.,
Jouta = J
a
con fa + J
a
deg (4.40)
where fa accounts for the fraction that the coarse-grained amino acid in the total protein
composition.
We assume that the ribosome production rate (Jinr ) is determined by the fraction of





where φmaxr is the maximum fraction for R- and E- proteins together and αr determines
the relative proportion of amino acids used for making R sector proteins as compared
to E sector proteins. φmaxr was found to be relatively constant [63] and αr is a function
of ppGpp because ppGpp directly inhibits transcription initiation of ribosomal proteins






where Kgr describes the inhibitory threshold of ppGpp on ribosome synthesis.
Ribosomes are very stable in fast growth conditions and become extensively degraded
under certain conditions, including starvation, entry into stationary phase, and slow
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growth [237, 238]. To reconcile for these experimental findings, we assume that only in-
active ribosomes are subject to active degradation. In fast growing conditions, nearly all
ribosomes are active so that they are stable. However, in slow growth conditions, the
fraction of inactive ribosomes becomes higher and the overall rate of ribosome degrada-
tion increases accordingly. The active degradation rate for inactive ribosomes is assumed
to be first-order and the total degradation rate is simply the active degradation rate plus
dilution
Joutr = dr([R]− [Ra]) + Λ[R] (4.43)
ppGpp synthesis is catalyzed by RelA, whose activity is activated by the rising pool
size of stalled ribosomes upon amino acid starvation. In our model, we assume the basal
rate of ppGpp synthesis not catalyzed by RelA is negligible and the RelA concentration
remains constant. Therefore, ppGpp synthesis rate is assumed to be proportional to the
concentration of stalled ribosomes
Jing = ks[Ras] (4.44)
where ks is the proportional coefficient that determines the ppGpp synthesis rate per
stalled ribosome.
The total degradation rate of ppGpp is the sum of active degradation rate and dilution
rate
Joutg = dg[G] + Λ[G] (4.45)
where the active degradation of ppGpp by SpoT operates via a first-order reaction and dg
is the first order rate constant.
The specific growth rate (Λ) and the total amino acid consumption rate (Jacon) are re-
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Although this relationship has been widely used in many previous studies [20, 141, 217],
it does not conform to the translation elongation rate data measured in slow growth con-
ditions by Dai [222], where the minimum translation elongation rate is about 8 aa/s when
growth rate is zero. However, Eq. 4.46 predicts that translation would cease in this ex-
treme case. To account for this new finding with minimal corrections, we assume that






where Λmc represents a rate constant of maintenance flux drawing from the total amino
acid pool [74].
All model parameters are listed in Table 4.1.
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Symbol Value Unit Formula Source
mr 117384 7336× 1.6 [116]
me 325 [112]
kpep 6.84× 104 1/h 19(1/s)× 3600(s/h) Estimated
ks 5.62× 104 1/h Estimated
dg 1.08× 102 1/h 0.033(1/s)× 3600(s/h) [227]
φmaxr 5.00× 10−1 [63]
Ka 2.00× 101 µM [113]
Ku 3.00× 101 µM Estimated
Kc 3.00 µM [142]
Kgr 6.00× 101 µM Estimated
Cr 2.2× 10−1 Estimated
β 3.00× 106 µM [116]
fa 0.05 Estimated
θa 1.00× 101 µM Estimated
RMFmax 1.5× 101 µM Estimated
Krm f 1.00 µM Estimated
Kg f 2.33× 102 µM Estimated
dr 1.00× 10−1 1/h Estimated
Λmc 1.00× 10−1 1/h Estimated
Kcm 2.04 µM [239]




Mechanistic models that integrate multiple cellular processes are effective systems biol-
ogy tools that enhance our understanding of bacterial cells at the systems level. In this
dissertation, I have presented my work towards developing such an integrative mod-
eling framework to elucidate bacterial metabolism and physiology from a system-level
perspective. Through such efforts, this dissertation sheds light on quantitative under-
standing of complex biological processes and also provides a set of computational tools
for simulations of synthetic and natural systems.
Due to the overwhelming complexity of living systems, it is far from building whole-
cell models by integrating more cellular processes with a high-resolution description.
Given our limited knowledge and computational abilities, there is a trade-off between
model complexity and model predictability: Detailed models have more predictive power
but are often limited to small-scale networks and thus difficult when scaled up in size
towards modeling whole-cell behavior. In my dissertation, I address this trade-off by de-
veloping coarse-grained yet mechanistic models for the core network of each subsystem
so that the amount of details can be maintained at a tractable level without sacrificing
the model’s accuracy and predictability too much. Additionally, the modular modeling
approach employed in this dissertation allows iterative model refinement in the future.
Notably, developing integrated models is not merely putting pieces together: it requires
enormous experiences in choosing correct subsystems, identifying subsystem boundaries
and interferes, choosing appropriate mathematical formalisms for different subsystems,
developing simulation methods that integrate these formalisms, and model training and
193
testing.
Microbial systems exist at multiple temporal and spatial scales and involve interac-
tions from physical, biochemical, and even geological processes. Therefore, dealing with
such complex systems necessitates a multi-scale approach that combines cellular dynam-
ics, microbial interactions, and environmental abiotic factors. The integrative modeling
framework presented in this dissertation provides a single-cell-scale basis for computa-
tional modeling of microbial interactions between species within a structurally complex
community and between species and environment, which brings a deeper mechanistic
understanding of the associated high-level functional complexity and biodiversity. Such
a bottom-up modeling approach, compared to explanatory phenomenological models
and statistical data models, has higher predictive power for the spatial structure and dy-
namics of microbial communities.
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