In this paper, we review modified Cahn-Hilliard equation for image inpainting and explore the effect when the initial condition is uncertain. We study the statistical properties of the solution when the noise is present. The generalized polynomial chaos and the perturbation expansion are used to analyze the equation. Experimental results are attached for comparison of solution behavior.
Introduction

PDE based image inpainting
Given an observed image g, which is corrupted, we want to have the original image u.
T u = g where T models the process through which the image u went through observation. Let Ω ∈ R 2 be a given domain, B 1 be banach spaces over Ω and g ∈ B 1 be the given image. A general variational approach in image processing can be written as:
where λ is the tuning parameter of the problem and T ∈ L(B 1 ) is a bounded linear operator. R denotes the regularizing term which smoothes the image u and represents some kind of a priori information about the minimizer u. ||T u − g|| 2 B1 is called fidelity term of the approach which forces the minimizer u to stay close to the given image g. −λ∇R(u) + T * (g − T u) = 0, in Ω
the corresponding steepest descent equation for u is the given image u t = −λ∇R(u) + T * (g − T u), in Ω For Cahn-Hilliard equation and TV-H −1 inpainting, the image processing approach is directly given by an evolutionary PDE. A regularizing term which can delete noise and preserve important image features like edges is the total variation.
where χ Ω\D (x) = 1, Ω\D 0, ∈ D R(u) fills in the image content into the missing domain D, by diffusion and transport. The fidelity term only has impact on the minimizer u outside of the inpainting domain due to the characteristic function χ Ω\D . For R(u) we have,
• R(u) = Ω |∇u| 2 dx, harmonic inpainting.
• R(u) = Ω |∇u|dx, TV-inpainting, (Chan and Shen 2001).
• R(u) = Ω (1 + ∇ · ( ∇u |∇u| )))|∇u|dx, Euler's elastica inpainting
• inpainting for binary images with the Cahn-Hilliard equation, (Bertozzi, Esedoglu and Gillette 06)
• TV-H −1 inpainting, (Burger, He).
For TV inpainting, it propagate sharp edges into the damaged domain min u Ω |∇u|dx ⇐⇒ min
where Γ λ = {x ∈ Ω : u(x) = λ}. It penalizes length of edges, cannot connect contours across very large distances, it can result in corners of the level lines across the inpainting domain. For higher order approaches, often they do not posses a maximum principle or comparison principle. For the proof of well-posedness of higher order inpainting models variational methods are often not applicable, and it need stable and fast numerical solvers.
Modified Cahn-Hilliard equation
(Analytical challenges) Results for stationary solution are difficult because of the missing energy for the equation.
W (u) is a double well potential. The two wells of W correspond to values of u that are taken by most of the grey scale values. λ >> 0. By choosing a potential with wells at the values 0 (black) and 1 (white), therefore provides a simple model for the inpainting of binary images. The parameter ε > 0 determines the steepness of the transition between 0 and 1. The Cahn-Hilliard equation is a relatively simple fourth order PDE used for this task rather than more complex models involving curvature terms such as Euler-Elastica inpainting. It has many of the desirable properties of curvaturebased inpainting models such as the smooth continuation of level lines into the missing domain [6] .
The gradient flow in H −1 of the energy is given by
The gradient flow in L 2 of the energy is given by
The global existence for the evolution equation is given by Bertozzi, Esedoglu and Gillette 06, the authors proved that in the limit λ → ∞, a stationary solution solves
for f regular enough (f ∈ C 2 ). The existence of a stationary solution to the modified Cahn-Hilliard equation is proved by using the idea of fixed point equation. This claim that fourth-order methods are superior to second order methods with respect to a smooth continuation of the image contents into the missing domain. Combined with other inpainting strategies, it can constitute a powerful method for inpainting of the structural part of an image [6] .
The sequence of Cahn-Hilliard functionals:
as ε → 0, where C 0 = 2
F (s)ds. Motivated by the Γ-convergence, the TV-H −1 method is proposed. The inpainted image u of f ∈ L 2 (Ω) shall evolve via
where ∂TV(u) denotes the subdifferential of
By using the existence of stationary solution in the Cahn-Hilliard case, it can be proved that
admits a solution u ∈ BV (Ω) 
Binary images
Let f(x,y) be a given image in a domain Ω, and suppose that D ⊂ Ω is the inpainting domain. Let u(x, y, t) evolve in time to become a fully inpainted version of f (x, y) under the equation:
where
The function W (u) is a nonlinear potential with wells corresponding to values of u that are taken on by most of the grayscale values. In the binary case, W should have wells at the values u = 0 and u = 1. We use the function
We use convexity splitting. The modified Cahn-Hilliard equation is not strictly a gradient flow. The original Cahn-Hilliard equation is indeed a gradient flow using an H −1 norm for the energy.
The fidelity term of eq. 9 can be derived from a gradient flow under an L 2 norm for the energy.
We can split E 1 as
A possible splitting for E 2 is
For this splittings, the resulting time-stepping scheme is:
where ∇ H −1 and ∇ L 2 represent gradient descent with respect to the H −1 inner product, and L 2 inner product, respectively. This translates to a numerical scheme of the form
The constant C 1 and C 2 are positive, and need to be chosen large enough so that the energies E 11 , E 12 , E 21 and E 22 are convex. C 1 should be comparable to
Color images
Let f be the given gray value image, which is defined on the image domain Ω ∈ R l , with l ∈ {2, 3}. Let Y be the number of gray values which form the image. These Y gray values are collected in the vector
T ∈ R Y , and 2 ≤ Y ≤ 256. The target is to reconstruct the image f in the inpainting region D. Denote the reconstructed image by f r . Let T > 0 be a fixed time.
Introducing a vector-valued phase variables
, then only gray value g i is present at point x at time t. u i (x, t) ≈ 0 means gray value g i is absent at point x at time t. Values of u i between 0 and 1 represent mixed regions. We initialize u i with u i (x, 0) = f i (x). The evolution of the reconstructed image f r is obtained from the components u i via,
We have
The Cahn-Hilliard inpainting model is based on the Ginzburg-Landau energy E 1 .
According to [4] , the smooth gray value Cahn-Hilliard equation is
3 Randomness, Stochastic Galerkin method
When there is noise in the image, the initial condition of the Cahn-Hilliard equation will have uncertainty. We therefore introduce random variable Z to the modified Cahn-Hilliard equation.
Polynomial approximation
Let P n be the linear space of polynomials of degree at most n:
Weierstrass approximation theory: Let I be a bounded interval and let f ∈ C 0 (Ī). Then, for any > 0, we can find n ∈ N and p ∈ P n such that
In other words, we would like to study the existence of φ n (f ) ∈ P n such that
The nth-degree polynomial φ n (f ) is called the polynomial of best uniform approximation of f inĪ.
Another approximation problem can be formulated in terms of norms other than the infinity norm used in eq. (12). For a positive weight function w(x), x ∈ I, the weighted L 2 space by:
and the norm
.
Orthogonal Projection
Let N be a fixed nonnegative integer and let {φ k (x)} N k=0 ⊂ P N be orthogonal polynomials of degree at most N with respect to the positive weight w(x).
It is called the orthogonal projection of f onto P N via the inner product (·, ·) L 2 w , and {f k } are the generalized Fourier coefficients.
The following trivial facts hold:
Theorem: For any f ∈ L 2 w (I) and any N ∈ N 0 , P N f is the best approximation in the weighted L 2 norm in the sense that
Proof. Any polynomial ψ ∈ P N can be written in the form ψ =
, whose derivatives are:
By setting the derivatives to zero, the unique minimum is attained when c j =f j , 0 ≤ j ≤ N , wheref j are the Fourier coefficients of f . This completes the proof.
Spectral Convergence
The convergence of the orthogonal projection can be stated as follows:
The rate of convergence depends on the regularity of f and the type of orthogonal polynomial {φ k }. Defined a weighted Sobolev space H k m (I), for k = 0, 1, 2, · · · , by 
The following result holds. Theorem. For any f (x) ∈ H p w [−1, 1], p ≥ 0, there exists a constant C, independent of N , such that
Since the Legendre polynomial satisfy
where the third and the last equality use the rule of integration by parts. This implies
By applying the procedure repeatedly for m times, we have
The projection error can be estimated as
Generalized Polynomial Chaos (gPC)
In the gPC expansion, one approximates the solution of a stochastic problem via an orthogonal polynomial series.
Multiple random variables
Let Z = (Z 1 , · · · , Z d ) be a random vector with mutually independent components and distribution
∈ P N (Z i ) be the univariate gPC basis functions in Z i of degree up to N . That is,
Then the d-variate N th-degree gPC basis functions are the products of the univariate gPC polynomials of total degree less than or equal to N (tensor product of basis functions):
It follows immediately that 
The d-variate gPC projection follows the univariate projection in a direct manner. Let L 2 dF z (I Z ) be the space of all mean-square integrable functions of Z with respect to the measure dF Z , that is:
, its N th-degree gPC orthogonal projection is defined as
The classical approximation theory can be readily applied to obtain
The correspondence between the type of generalized Polynomial Chaos and their underlying random variables (distribution of Z) is shown in Table 1 .
Parametric Cahn-Hilliard equation
The stochastic Cahn-Hilliard equation can be formulated as follows: 
are a set of mutually independent random variables characterizing the random inputs to the governing equation. We are trying to compute the statistics of the solution when uncertainty is involved in the system of equations. The generalized polynomial chaos expansion is a representation of stochastic processes by polynomial functionals of random variables:
The finite-term expansion takes the form:
where N is the highest order of the expansion. Substituting eq. (30) into eq. (14), we obtain
∂ui(x,y,t) ∂t
Projecting the above equation onto the bases spanned by {Φ j } N j=0 , and using the orthogonality of the bases:
where δ ij is the Kroncker delta and < ·, · > denotes the ensemble average which is the inner product in the Hilbert space of the variable Z, we obtain, according to [1] :
The second equation of eq. (18) will lead us to:
. When the noise is Gaussian, and is related to just one random variable, to simplify the problem, let Z ∼ N (0, σ 2 ), the initial condition can be written as:
Under this condition, the generalized polynomial chaos expansion for the initial condition takes the form
Since we have
e 0000 = ρ(z)dz = 1; e 0001 = e 1000 = e 0100 = e 0010 = e 100 = e 010 = e 001 = zρ(z)dz = 0; e 1001 = e 0101 = e 0011 = e 1100 = e 0110 = e 1100 = e 110 = e 011 = z 2 ρ(z)dz = C 1 e 1110 = e 0111 = e 111 = z 3 ρ(z)dz = 0
where ρ(z) is the distribution of random variable Z, therefore, eq. (18) reduces to
with initial condition u 
Framework of using wavelet
Take the case when the noise is of uniform distribution in (−1, 1) as an example. Let z be the random variable. The pdf is ρ(z) = 1 2 and is a constant. The orthogonality of bases defines the Legendre orthogonal polynomials:
and
with,
where,
For Haar wavelet,
and, 
The connection of polynomial bases and Haar wavelet is shown in Table 2 . ϕ 0,k is a coarse scale representation, while ψ j,k is a finer scale representation. In high dimension, tensor product will be used.
Projecting a variable Z onto the wavelet basis, we have
Considering the wavelet with n vanishing moment, that is
when n = 2, we have
zψ(z)dz = 0, and
(We can express it in the form of Daubechies wavelet, although there is no explicit expression for the wavelet terms ψ. Haar wavelet has an explicit expression.) Referring to the polynomial case, we can use wavelet to express the equation terms, for example:
When the parameters of uncertainty is high dimension, the computation is still difficult.
Perturbation method
When Z ∈ (0, δ) is a random variable, and δ << 1. The initial condition is uncertain, and can be written as u 0 (x, y, Z) = u(x, y, 0, Z) = u 0 (x, y) + Z
In the perturbative approach, the stochastic quantities are expanded via a Taylor series around the mean value of the random inputs, 
Experiments
As shown in [3] , the effect of using binary Cahn-Hilliard equation for image inpainting is shown in Figure 2 . Table 1 , and the orthogonality condition 17, the hermite orthogonal polynomial {H m (Z)}:
H 0 (Z) = 1, H 1 (Z) = Z, H 2 (Z) = Z 2 − 1, H 3 (Z) = Z 3 − 3Z, · · · is used as the basis function. Applying the stochastic Galerkin method, we can obtain the mean and first order solution of u, as shown in Figure 3 . 
