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Introduction

28
The characterisation of natural selection, especially in the wild, has long been a major research 29 theme in evolutionary ecology and evolutionary quantitative genetics (Endler, 1986; Kingsolver 30 et al., 2001; Lande & Arnold, 1983; Manly, 1985; Weldon, 1901) . In recent decades, regression-31 based approaches have been used to obtain direct selection gradients (especially following Lande 32 & Arnold 1983), which represent the direct effects of traits on fitness. These, and related, 33 measures of selection have an explicit justification in quantitative genetic theory (Lande, 1979; 34 Lande & Arnold, 1983) , which provides the basis for comparison among traits, taxa, etc., 35 and ultimately allows meta-analysis (e.g., Kingsolver et al. 2001) . Selection gradients can 36 characterise both directional selection and aspects of non-linear selection, and so are a very 37 powerful concept in evolutionary quantitative genetics.
38
Formally, the selection gradient is the vector of partial derivatives of relative fitness with 39 respect to phenotype, averaged over the distribution of phenotype observed in a population.
40
Given an arbitrary function W(z) for expected fitness of a (multivariate) phenotype z, a general 
where p(z) is the probability density function of phenotype, andW is mean fitness. Mean fitness 43 can itself be obtained by W(z)p(z)dz. A quadratic selection gradient can also be defined as the 44 average curvature (similarly standardised), rather than the average slope, of the relative fitness 45 function,
The directional selection gradient has a direct relationship to evolutionary change, assuming 
where a is a log-scale intercept, and the b i are log-scale regression coefficients relating the traits 
This result could be quite useful. In any log-linear model regressing expected absolute fitness,
102
or a component of fitness, on trait values, the linear predictor-scale regression coefficients are 103 the directional selection gradients.
104
The situation is a little bit more complicated if a log-quadratic model is fitted. If W(z) takes 105 the form
i.e., of a log-scale regression model with linear and quadratic terms, plus first-order interactions,
107
then the b i coefficients are not necessarily the directional selection gradients, nor are the g i and
108
g i j coefficients the quadratic and correlational selection gradients, as they would be in a least 109 squares analysis following Lande & Arnold (1983) . However, we can use the log-scale quadratic 110 fitness function with the general definitions of selection gradients (equations 1 and 2) to obtain 111 analytical solutions for β and γ.
112
The factor of step in the calculation of standard errors (detailed in the appendix).
120
Define a vector b = (b 1 , . . . , b k ) containing the coefficients of the linear terms in the exponent for directional and quadratic selection gradients as
and
Differentiating equation 7 gives
Assume that the phenotype z is multivariate normal, with mean µ and covariance matrix Σ,
132
and denote its probability density by p µ,Σ (z). Provided e f (z) has a finite expectation, the function
is a probability density function. Define the matrix Ω −1 = Σ −1 −g and the vector ν = µ+Ω(b+gµ).
134
We show in the Appendix that Ω is symmetric. Provided it is also positive definite, it is a valid covariance matrix, and, by equation A7,
As K is a probability density function this implies,
Define 
by use of equation A4.
141
Combining equations 9, 11 and 14
, where the expectation 142 is taken with respect to K. Hence
where we have noted that g is symmetric and used equation A4.
144
In univariate analyses, the matrix machinery necessary for implementing the general formulae that the quadratic coefficient is that for centred, then squared, and then halved values of z 1 ),
147
and z has a mean of µ and a variance of σ 2 and then β = b+gµ 1−gσ 2 and γ = (b+gµ) 2 +g(1−gσ 2 ) (1−gσ 2 ) 2 . These 148 expressions will hold for any univariate analysis, and can be applied to get mean-standardised, (1−g) 2 .
153
The equivalence of the regression coefficients of a log-linear fitness model with directional 
and 
203
This is not always reported, but can usually be obtained. For example, in R, it can be extracted 204 from a fitted glm object using the function vcov().
205
We performed a small simulation study to assess the extent of any bias in the estimators β 
216
Firstly we analysed each simulated dataset using the OLS regression described by Lande & 
228
We also calculated mean absolute errors for both estimators of β and γ for all scenarios. Every 229 simulation scenario and associated analysis of selection gradients was repeated 1000 times. errors performed well for estimates of β in the pure log-linear selection simulations (figure 1h,k).
237
OLS standard errors performed reasonably well under most simulation scenarios, except when g 238 was positive ( figure 1n,q) the numerator and the denominator, yielding β = b.
263
Another case where our formulae may be applicable pertains to inferences of survival rate.
264
Often, data about trait-dependent survival rates may be assessed over discrete intervals. While rate, given phenotype, may be assumed to be constant, and that fitness is defined to be the 272 expected survival time. Then fitness will be given by the mean of a geometric distribution 273 where death in a particular interval of an individual with phenotype z occurs with probability
If trait-dependent per-interval survival probability is denoted φ(z) (φ being the standard symbol 
289
It must be stressed that these results do not justify interpretation of logistic regression 290 coefficients of survival probability as selection gradients in a general way. Such coefficients 291 differ from selection gradients for three reasons: (1) they pertain to a linear predictor scale, and 292 natural selection plays out on the data scale, (2) they directly model absolute fitness, not relative 293 fitness, and (3) they pertain to per-interval survival, which may not necessarily be the aspect 294 of survival that best reflects fitness in any given study. It is only when the number of intervals 295 survived is of interest (and mean survival can be assumed to be constant across intervals) that 296 these three different aspects of scale cancel out such that the parameters of a logistic regression 297 are selection gradients. relations given above between logistic models of per-interval survival and selection gradients)
In expressions for selection gradients (equations 1 and 2), Denote a vector containing all unique elements of γ byγ. The following assumes thatγ is 380 composed by vertically stacking the columns of the diagonal and sub-diagonal elements of γ.
381
For example, in an analysis with three traits,γ = γ 1,1 , γ 2,1 , γ 3,1 , γ 2,2 , γ 3,2 , γ 3,3 . Let v() denote 382 the function mapping the distinct elements of a symmetric matrix r onto the column vectorr.
383
The first-order approximation to the sampling covariance matrix of the elements of β and elements equal to one, apart from those corresponding to the variables g ii which equal 2.
394
The four submatrices of J can be treated separately. Noting that β = Q (b + gµ) (equation i.e., the lower-left sub-matrix of J. 
and secondly that Ω is symmetric, since Σ and g are both symmetric. It follows that
The lower-right sub-matrix of J can then be derived. 
by use of equation A5.
