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ABSTRACT
The classical t test, two Bootstrap procedures: the Pooled Error Bootstrap Contrast,
the Unpooled Error Bootstrap Contrast and the nonparametric method: the Robust Rank
Order test were used to test equality of means of two populations. The present research
compared Type I error rates of these four methods under violation of the parametric
assumption of homogeneity of variance for equal and unequal sample sizes combined with
different variance ratios. Consistent with the previous studies, this Monte Carlo study revealed
the expected distortion of Type I error rates for the t test. The Cl:'a'S (actual alpha) of the t test
exceeded Cl:'n (nominal alpha) when smaller samples are drawn from the more variable
populations; Cl:'a was less than Q'n when smaller samples are drawn from the less variable
populations. Increased sample size failed to alleviate the distortion. In general, the Pooled
Error Bootstrap Contrast very closely followed the patterns exhibited by the t test. When
sample sizes were equal, the t test was superior to the Bootstrap Contrast methods and the
Robust Rank Order test in its ability to keep Type I error rate down. For large datasets, the
Unpooled Error Bootstrap Contrast and the Robust Rank Order test exerted excellent and
nearly equal control of Type I error rates. Hence, to control Type I error rates in such
situations, both of these tests could be very good alternatives to the conventional t test.
1
CHAPTER 1
INTRODUCTION
The most frequently occurring problem in applied statistics is the comparison of the
means of two populations (Scheffe', 1970). We may wonder whether one college group is
superior to another, whether practice on a task improves performance, whether rats learn more
rapidly when food or when water is the incentive, whether reaction time is faster to sound than
to light, whether the sexes show a difference in vocational tendency, whether one learning
method is better than another, etc. In order to answer such questions, it is necessary to make
observations on samples from two groups or on the same group under two different
experimental conditions, and then to compute the appropriate statistical measures for the
variable on which to make the comparison. Most of the statistical tests of significance used by
pS'ychologists for such situations are the traditional "parametric" tests.
The parametric test that is commonly used under these conditions, is the t test. This
classical test of the usual hypothesis of equal population means, that is, for Ho: III = 112'
involves the forming of a ratio by dividing the observed difference by the estimated standard
error of the difference. Assuming the means come from two independent samples, this ratio is
then referred to the t distribution table with n1 + n2 - 2 degrees of freedom (nl and nz are
the number of observations in the two groups). A typical textbook presentation of the formula
for the t-test is (e.g. , Hays, 1988, p. 301):
t
2
where '82
(n1 -l)Si + (n2 -l)S~
n1 +n2 -2
and where XI & X2 are sample means and si and S~ are sample variances, and '82 is
unbiased estimate of the population variance. The term under the radical includes the
combining of the sum of squared deviations (n1 - 1)Si + (n2 - 1)S~ for the two groups. In
this way a pooled variance estimate is obtained.
However, to provide theoretical justification for the analysis, the t test requires three
assumptions. These assumptions are: 1) the observations originate from independent random
samples, 2) the observations are normally distributed, and 3) the two population have
homogeneous variances (Kohr, 1970). These assumptions are not always satisfied. In particular,
there is the problem of unequal variances. The condition of homogeneous variance has special
significance since it provides the logical basis for adding the sum of squared deviations for the
two groups en route to forming a pooled estimate of common population variance (Kohr,
1970). The pooled variance is considered to be a more stable estimate of the population
variance because the sampling error tends to be smaller for the pooled estimate than for any
single sample's value taken alone. This can be shown by the standard error of the pooled mean
((Jx). For two independent samples, each composed of independent· observations drawn from
the same population,
where (J is standard error of the population.
This pooled estimate must be smaller than the standard error either of X I for which (J Xl
.~ or of X 2 for which (J-v = .f.c (Hays, 1988).~nl .1\ 2 ~n2
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It is sometimes necessary to analyze daLa when the homogeneity of variance
'assumption is clearly not met. In many situations the experimenter knows that the populations
can not have homogeneous variances, for theoretical reasons or because prior evidence strongly
suggests that the variance is not homogeneous. It is generally agreed that the t test is robust
under violation of the assumption of homogeneity of variance, provided sample sizes are equal
(Box, 1953, Hsu, 1938; Rogan & Keselman, 1977; Scheffe, 1959). If sample sizes differ, then
inequality of variances can have a pronounced effect on the actual 0' (O'a) compared to the
nominal 0' (an). For example, the O'a of the t test exceeds an when smaller samples are drawn
from the more variable populations; O'a is less than an when smaller samples are drawn from
th,e less variable populations (Welch, 1937; Hsu, 1938; Box, 1954).
Traditionally, nonparametric methods have been recommended ill place of the t test
when assumptions are violated. These tests do not involve estimation of parameters and
generally make no assumptions about the distribution of variates. To avoid certain assumption
that can not be justified in the experiment, these tests require that only certain features of the
raw data be used. This causes loss of power in nonparametric tests which can be compensated
for by taking larger sample sizes than in parametric tests. Nonparametric tests differ greatly
among themselves, and so can not be described in terms of a general procedure on how they
are conducted. Hence the nonparametric part relevant to this thesis will be explained in terms
of a specific test: the Robust Rank Order test. This test was chosen because it is a test for
difference in central tendency (as is the t), though it tests for difference in the medians rather
than the mean. It does so in a way similar to the t test, that is, the test statistic is a ratio with
the difference between groups in the numerator and an estimate of variability in the
denominator. However unlike the t, all estimates are based only on the rank order of data
values. It is more appropriate than the Mann-Whitney test because unlike that test, the
4
Robust Rank Order test does not require that the group variances be equal (Siegel & Castellan,
1988). A popular book on nonparametric statistics (Siegel & Castellan , 1988) describes the
Robust Rank Order method as follows: Consider two independent and randomly drawn
samples Xl' X2 of nl and n2 cases from populations with continuous distribution functions.
Let 7]1 and 7]2 represent the medians of the Xl and X2 populations. The Robust Rank Order
Test is used to test the hypothesis Ho: 7]1 = 7]2 without assuming that the underlying
distributions have the same variance or even the same shape.
To apply the Robust Rank Order test, observations from both samples Xl and X2 are
combined and ranked in order of increasing size. Then the Robust Rank Order statistic U is
computed as follows: For each observation XiI of Xl' U(X2 XiI) = number of observations of
X2 with a lower rank, is calculated. Then the mean U(X2 Xl) of U(X2 XiI) i = 1, 2, 3 ... nl is
calculated. Similarly mean U(XI X2) is calculated. Next VXl = index of variability of U(X2
XiI) and VX2 = index of variability of U(XI Xj2), j =1, 2, 3, ...n2 are calculated as
nlL [U(X2 XiI) - U(X2 Xd]2
i = 1
n2L [U(XI Xj2) - U(XI X2)]2
j=l
From these the Robust Rank Order Statistic is calculated as:
,
U
The method for determining the significance of U for the Robust Rank Order test depends
upon the size of nl and n2' As the sample sizes increase, the distribution of U for the Robust
5
Rank Order test approaches that of the unit normal distribution. For small samples,
distribution for this statistic is tabulated and available.
A newer alternative to the t test when assumptions are violated is the Bootstrap
method. Efron (1978) has developed the "Bootstrap" method of estimating error and doing
statistical tests of significance that do not require the restrictive assumptions of parametric
methods. The Bootstrap is a resampling technique whereby the sampling distribution of a
statistic is generated through successive sampling from an observed data set (Strube, 1988).
This is an attractive procedure as it can be applied equally well to any statistic whether simple
or complicated. The Bootstrap method substitutes computing power for theoretical analysis
(Efron and Gong, 1983). Where no good theory exists, they suggest, extensive computation
may effectively fill the gap, providing better solutions than are presently available (Deaconess
& Efron, 1983; Efron, 1979 and 1982; and Efron & Gong, 1983). The Bootstrap approach to
nonparametric inference is potentially useful in a wide variety of data analytic problems, since
it does not require the parent distribution to have any particular form. However, it does
assume that - once collected - the sample provides information about the parental form
(Lunneborg and Tousigant, 1985).
The principle underlying the Bootstrap is easily understood in the context of classical
statistical inference (Lunneborg and Tousigant, 1985). Let a population of potential
observations be denoted by !P. To infer something about the difference between population
means ~= (Ill - 112) from d = (Xl - X2), the classical inference model regards the particular
d as one observation from a sampling distribution. The sampling distribution, If, is the
collection of values of (d; - ~) resulting from an essentially endless sequence of samples from !P.
(Because it is the closeness of d to ~ that is important, ~ is subtracted from each value in the
distribution to form If, the sampling distribution of the errors of estimate.)
6
Information about lr - its mean, variance, and shape - is used, either to test some
hypothesis about ~ or to establish a confidence interval for that parameter. The advantage of
normal theory statistics is that an experiment or sampling study need not to be repeated over
and over to create lr. If IP follows a normal distribution, for example, the data analyst knows
what lr has to look like.
Bootstrap inference arises as an extension of this classical model. Let lr (the sampling
distribution of the error estimate), ~ (the difference between population means) Xl (sample 1),
X2 (sample 2) and d (the difference between sample means) remain defined as they were. Now,
nl and n2 selections are made randomly and with replacement, from Xl and X2 respectively.
The result is a Bootstrap sample, (Xl *, X2*), from which is calculated a Bootstrap estimate, d*
= (Xl * - X2*). This Bootstrap estimate is computed from the collection of nl and n2
observations, Xl * and X2* respectively, in exactly the same fashion as d was computed from nl
and n2 elements of Xl and X2 respectively. By repeatedly resampling with replacement, a long
sequence of Bootstrap estimates may be "drawn" from (Xl' X2), each yielding a Bootstrap
estimate, d;*, i = 1··· NB. The limiting distribution of (d;* - d) as the number of Bootstrap
samples grows large is termed the Bootstrap sampling distribution and is denoted by lr*.
lr is the sampling distribution of (d - ~) and reflects repeated sampling from IP. lr* is
the sampling distribution of (dt - d) and reflects repeated sampling from (Xl' X2). Efron's
(1979, 1982) bootstrap conjecture is that lr* may provide a good approximation to lr for a
wide variety of statistics. Thus, a sufficiently large number of Bootstrap samples will yield an
empirical sampling distribution that can be used in place of an unknown theoretical sampling
distribution. Thus the characteristics of lr - needed to make inferences about ~ - may be
taken over from lr*. This can be done
a) with no assumption about the form of IP,
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b) with no repeated sampling from !P, but
c) with considerable resampling from (Xl' X2) and recomputing the statistics of interest.
Comparison of Bootstrap with Parametric and Non Parametric methods
As Lunneborg (1985) points out, the Bootstrap technique fits between parametric tests,
which assume a great deal about the form of a distribution (e.g., that it is normal) and
nonparametric tests, which assume essentially nothing about the form of the data (that the
observations only need be ordered). The Bootstrap is free of the normal theory assumptions of
the parametric tests. Significance levels and confidence intervals are generated directly from the
Bootstrap sampling distribution; no critical values derived from normal theory are necessary.
The Bootstrap approach thus avoids the controversy concerning the robustness of parametric
tests to assumption violations (Bradley, 1978; Edgell & Noon, 1984; Games, 1983; Levine and
Dunlop, 1982, 1983). The Bootstrap retains information about the form of the original sample.
As such it does not throwaway any distributional information as do most nonparametric
techniques, which convert data to ranks (Conover & Iman 1981). Strube (1988) states that the
Bootstrap procedure may be desirable when assumptions about the distribution are not
warranted, but loss of information and power inherent in traditional nonparametric procedure
is also deemed undesirable.
Lunneborg & Tousignant (1985) suggest that the Bootstrap works because in some
sense, the sample data resembles the population(s) from which they were obtained. They
suggest that the Bootstrap would be less powerful than parametric inference only when the
parent distribution is more normal than the sample data. The loss in power, further, should be
in proportion to the degree of disparity between sample and normal. Further, these authors
suggest that the Bootstrap might be less powerful even than rank based inference when the
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population is appreciably more rectangular than the sample. Alternatively, the Bootstrap
should have a power advantage whenever the population is more like the sample than it is like
either a normal or rectangular distribution.
The characteristics of the Bootstrap method, discussed III the preceding paragraphs
makes this approach quite attractive. Bootstrap advocates question the robustness of
parametric tests under assumption violation and offer bootstrapping as an alternative. Now the
empirical question arises, whether the Bootstrap could be a good alternative to the t test under
the violation of homogeneity of variance? If sample sizes differ, then inequality of variance can
have a pronounced effect on aa' For example, aa's of the t test exceeds an when smaller
samples are drawn from the more variable populations; aa is less than an when smaller
samples are drawn from the less variable populations (Welch, 1937; Hsu, 1938; Box, 1954).
The purpose of this thesis was to test the Type I error rates for the Bootstrap method
when comparing the difference in central tendency of two independent groups. Both sample size
and variance differences were varied. The Bootstrap results were evaluated in comparison to
the t test (with its known distortion of Type I error rates under tested conditions) and the
Robust Rank Order test which should show little or no distortion of Type I error rates.
~view of the literature - - t statistics:
The study of the effects of violating the assumptions underlying parametric statistics
III general has created a large literature (Winer, Brown & Michels, 1991). Since the present
concern IS with the problem posed by heterogeneous variances, relevant literature will be
reviewed for two cases. 1) equal sample sizes nl = n2 with heterogeneous population variances,
and 2) unequal n's with heterogeneous population variances. For each case mathematical
studies will be discussed first followed by empirical sampling studies. Mathematical studies
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theoretically estimated Type I error rates, while empirical studies arc based Oil the Monte
Carlo method. According to Glass, Peckham & sanders (1972), nominal significance level is a
concept defined when considering the effects of violation of the assumptions of a statistical test.
If an experimenter believes the assumptions underlying a test are met and tests hypotheses at
the Q' level ( even though the assumptions are not met and he actually has some probability
other than Q' of committing a Type I error), the nominal ("in name only") probability of a
Type I error is Q' (Glass et aI, 1972). In the review, the "nominal" Type I error (level of
significance) will be symbolized by Q'n' Empirically obtained or theoretically estimated Type I
error will be symbolized by Q'a, the "actual" Q'.
Equal Sample sizes with heterogeneous variances:
Mathematical Studies:
Welch (1938) studied the effect of different variance ratios 0 = ()U()~ (0 = .01, .10,
1.0, 10.0 and 100.0) with equal n's (n = 10). A very slight increase ( approximately .05 to
.065) of the Q'a was found as the ratio deviated from equal variances (0 = ()U()~ = 1.0).
Similar findings were obtained by Hsu (1938), who investigated nine levels of variance
ratio (0 = ()iI()~ = 0, .1, .2, .5, 1.0, 2.0, 5.0, 10.0 and 00) for n = 7. As the variance ratio
increased (or decreased) from 1.0, Q'a showed a gradual increase from the Q'n of .05 to a
maximum of .072 at the extremes ( variance ratios of 0 and 00). He also confirmed Q'a of .05
for a variance ratio of 1.0.
A study by Horsnell (1951) investigated a oneway ANOVA for four groups with equal
sample sizes n. The variances for the four groups were 1, 1, 1, 2. The Q'a were calculated at Q'n
of .05 and .01. For n = 10, Q'a rates were .055 and .013, respectively. These error were
slightly lower (.054 and .012 ) for n = 20. When the variances were 1, 1, 1, 3. Q'a rates were
higher; .063 and .018 for n = 10 and .061 and .018 for n 20.
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Box (1954) conducted an extensive and often cited study of the effect of unequal
variances upon the t test and corresponding F test. For three groups (n = 5) two sets of
variances were used: 1, 2, 3 and 1, 1, 3. The aa were estimated to be .056 and .059 for a an
of. .05. For five groups having n = 5 and the relative variances of 1, 1, 1, 1, 3 the aa was
.074. Finally, in a seven group situation having n = 3 and the relative variance of 1, 1, 1, 1,
1, 1, 7 aa was .12. Box also cited work by Quensnel (1947) who found that the F statistic in
the one way independent group ANOVA would not be greatly affected if n's were equal.
Another investigation of the equal sample size case, David & Johnson (1951) obtained results
which supported those of Quesnel (1947). Scheffe (1959) also determined that aa would vary
little from an when n's are equal and large.
Empirical Studies
Empirical support of the mathematical studies has also been obtained. Norton (1953)
investigated the case of heterogeneous variances on the distribution of F. In a three group
situation with variances of 25, 100, 225 (variance ratio 1, 4, 9) two equal n cases were studied,
n = 3 and n = 10. Only a slight departure (aa = .061, .059, respectively) from the an was
noted.
Wilcox (1987) cites the results of Monte Carlo studies by Bishop (1976) that were
based on 10,000 iterations. If there are three groups, n = 11 observations per group, an = .05
and relative variances of 1, 1, and 9, the aa, is .081. When there are four groups, n = 12
observations per group, an =.05 and relative variance of 1, 1, 1, and 16 aa is .101
In summary, Both mathematical and empirical studies support one another in
demonstrating that the disruption of aa is rather slight when heterogeneous variances occur
together with equal n's, particularly if the n's are of reasonable size ( e.g., n ~ 7). In other
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words, the t test is said to be robust with respect to moderate departure from homogeneity of
variance.
Unequal sample sizes with heterogeneous variances :
Mathematical Studies:
Welch (1937) plotted the probability of rejecting a true null hypothesis by the t test,
as a function of the variance ratio of the respective populations (B = (1i1(1~ = .01 to 100).
For the case nl = 5, n2 = 15, B= (1iJ(1~ = .01, and O'n = .05, O'a = .0024. In this
situation the largest population variance was associated with the larger sample size. When the
population variances were equal the probability of O'a was found to be approximately .05. As
the variance ratio increased to 10 and 100 O'a increased from .21 and .31 In this situation the
largest population variance was associated with the smaller sample size.
Hsu (1938) considered the effect of unequal n's and heterogeneous variances on the t
statistic. He used O'n of .05 and nine levels of variance ratios: B (1iJ(1~ = 0, .1, .2, .5, 1,
2, 5, 10 and 00, and two pairs of sample sizes: 1) nl = 5, n2 = 3 2) nl = 15, n2 = 5. All
results are presented in Table 1. (To illustrate Table 1, consider the entry in the first row
(nl = 15, n2 = 5) under B = (1~ / (1~ = 0.2. This entry, .178 is the O'a, the O'n is .05, nl = 15
and n2 = 5, and B = .2 Thus, one is 3.5 ( .178/ .05 ~ 3.5 ) times more likely to commit a
Type I error than suggested by the standard O'n of .05. ) The O'a rates calculated by Hsu are
consistent with those of Welch (1938) for groups with nl = 15, n2 = 5. For nl = 5, n2 =
3 a similar trend was found although the distortion of O'a was less severe.
Scheffe (1959) also studied the effect of heterogeneous variance and unequal n's on the
probability'of rejecting a true null hypothesis for the case of large n's ( see Table 1). He found
that the effect of various variance ratios are the same for large n as for small n. When n's are
unequal and variances are heterogeneous, the O'a greatly exceeds the O'n, if the sample with
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smaller n's comes from the population with larger variances. For example, if ndn2 = 5 and
() = 0.2 the O'a = .22). When n's are unequal and variances are heterogeneous, an greatly
exceeds O'a if the sample with smaller n comes from smaller variances. For example, if ndn2'
= 5 and () = 2.0, O'a = .014. When () = 1 O'a is the same as an. Smaller ratio of sample
sizes seems to causes lesser disturbance of O'a.
The O'a rates calculated by Gronow (1951) are consistent with other studies. In this
, situation the largest population variance was associated with the smaller sample size, and the
O'a greatly exceeded the an' Gronow found that, for nl = 15, n2 = 5, and variances .33 and
3.0 O'a was .27.
{
A study by Horsnell (1953) on the F statistics in a oneway ANOVA with four groups
provides some interesting data on a different dimension. Not only was he concerned with
unequal n's which bore a particular ratio to one another but also with sample size. For
example, in one situation, N ( Total number of observations) = 40, nl = 8, n2 = 8, n3 =
8, n4 = 16, and in another situation N = 80, nl = 16, n2 = 16, n3 = 16, n4 = 32,
The same ratio between the four group n's exists in both cases, however, the sample is twice as
large in the latter case. The variances associated with the four groups were 1, 1, 1, and 2,
respectively. Note that largest variance occurred for the group having the largest n. For the
first instance (where the total N = 40), O'a was calculated to be .032 and .006 for the .05 and
.01 an, respectively. For the case where the total N was 80, O'a was .03 and .005. Another
situation was established in which variances were 1, 1, 1, and 3. Two sets of n's were
employed: (1) nl = 12, n2 = 12, n3 = 12, n4 = 4, (2) nl = 24, n2 = 24, n3 = 24,
n4 = 8, In this situation the largest variance is combined with the smallest n. For case 1, Q'a
was determined to be .132 and .052 for an of .05 and .01. In case 2, O'a was determined to be
.131 and .048. for an of .05 and .01. From these findings plus the results of investigating
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variOUS combinations of sample sizes, Horsnell drew the conclusion that the error in the
significance level appears to depend only on the ratio of the numbers in the groups and not on
their absolute magnitudes.
From the theoretical work of Box (1954) comes further support for the disturbing
effects (discrepancy between aa and an ) of the combination of unequal n's and heterogeneous
variances. Box, whose work dealt with the oneway ANOVA, defines a bias ratio (b) which
reflects the effect of the sample sizes and heterogeneous variances to predict difference between
aa and an'
unweighted means of o-i and o-~ =
where N
k
b 1+ ~ _- liN (o-~ _1)
11k o-~
= total number of observations in all groups.
number of groups.
0-
2 + 0-2
1 2 2 for two groups.
n 0-
2 +n2 0-22weighted means of o-i and o-~ = 1 1 N for two groups.
When the n's are equal the unweighted and weighted mean variances are identical,
then the disturbance in aa is zero (b =1). For example, For three groups with n = 5 and
variances = 1, 2, and 3, Box determined aa to be .059. In another case with variances = 1,
1, and 3, aa was .059. When the larger n is associated with the smaller variance the weighted
mean variances is lower than the unweighed mean variance, which causes an upward bias in
the sense that significance is overestimated. A downward bias occurs when the larger n is
associated with the larger variance. In this case, the weighted mean variance is greater than the
unweighted mean variance. Box also concluded that the disturbance to aa will persist in large
samples since a proportional increase in sample size will lead to the bias coefficient tending to
14
fixed limit:
b 1+(_k)((J"~ _ 1)k - 1 (J"2
w
Empirical Studies
Boneau (1960) took nl = 5 and n2 = 15 with population variance 1.0 and 4.0.
One thousand t statistics were computed and tested for significance, resulting in Q'a =.01 at
Q'~ = .05.
Bishop (1976) studied nl = 6, n2 = 12, and n3 = 15, with variances 9, 4, and 1
respectively. the Q'a's found .214, .142 and .054 for .1, .05, and .01 Q'n, respectively.
All mathematical and empirical studies studies agree that when sample sizes are not
equal, if the larger variance occurs with larger n, Q'a becomes increasingly conservative (Q'n
exceeds Q'a) as the variance ratio increases. When sample sizes are not equal, if the larger
variance occurs with smaller n, Q'a becomes increasingly liberal (Q'a exceeds Q'n) as the variance
ratio increases.
Review of the literature - - Bootstrap:
The Bootstrap ,has-been applied to a number of statistical problems, such as
correlation, regression, discriminant analysis, and repeated-measures analysis of variance; it has
been compared with other resampling techniques - such as the Jackknife - and with parametric
techniques (Deaconess & Efron, 1983; Efron, 1979a, 1979b, 1980a, 1980b; Efron & Gong, 1983;
Lunneborg 1985; Lunneborg & Tousignant, 1985; Rasmussen, 1987; Strobe, 1988).
The appropriateness of using a bootstrap technique has been demonstrated by many
studies. These studies indicate the similarity between the results - in terms of confidence
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intervals, significance levels, and sampling distributions of Bootstrap and normal theory
approaches. Deaconess and Efron (1983) demonstrated the similarity of the normal theory
density function and histogram of 1,000 Bootstrap correlation coefficients for a set of 15 Law
School Admission Test scores and GPAs (data was abstracted from Rubin, 1977, cited in
Efron, 1979b). In addition, Lunneborg (1985) showed the similarity of Bootstrap and normal
theory correlation coefficients in terms of confidence intervals and standard errors, when they
were calculated on 25 pairs of Scholastic Aptitude Test Verbal and Mathematical scores. Bickel
and Freedman (1981) also demonstrated that the Bootstrap was asymptotically valid for a
number of statistics including the t-statistic.
Rasmussen (1987) compared Bootstrap to parametric ANOVA for the repeated
measure design. This study used a computer simulation to compare the two techniques
ca1culated using data sampled from a normal distribution. Rasmussen calculated aa for
an =.05 for various numbers of subjects (for n =10, 15, 20, 30). For each of the four sample
sizes, 1,000 sets of data were generated. For each of these data sets 1,000 Bootstrap replications
were carried out. For the parametric test, aa was estimated by noting the proportion of the
1,000 F ratios that exceeded the critical values for the appropriate degrees of freedom and
significance levels. For the Bootstrap approach, the aa for an = .05 was computed by noting
the proportion of the 1,000 datasets in which the 95% confidence interval on the regression
parameter did not include zero. When the assumption of normality is met, for either n = 10, n
= 15, n = 20 and n = 30, the aa 's were .095, .081, .075 and .068, respectively. Inflated
aa's were found for small sample sizes, however for large data sets improvement in Bootstrap
aa was found.
In another study, Rasmussen (1987) compared aa's for correlation coefficients
estimated by a Bootstrap and a parametric method under bivariate normality. Rasmussen"
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generated n pairs of data from a normal population (for n = 5, 15, 30, and 60). To test the
hypothesis of Ho : p = 0, (p: population correlation) the n pairs of data were generated
independently. For four sample sizes 1,000 sets of data were generated. For each n pairs of
data, 500 bootstrap samples were generated and a correlation was calculated each time. For the
parametric test, Q'a was estimated by noting the proportion of rs that exceeded the critical
values for the appropriate degrees of freedom (3, 13, 28, and 58) and Q'n of .05 and .01. For
the Bootstrap approach, the Q'a for the .05 and .01 Q'n were computed by noting the
proportion of the 1,000 datasets in which 95% and 99% confidence interval on the regression
parameter did not include zero. When the assumption of bivariate normality is met the Q'a for
the Bootstrap approach was liberal in comparison with its nominal rate. For n l = 5, n2 =
15, n3 = 30 and n4 = 60 the Q'a 's were .171, .147, .139 and .120, respectively for Q'n of .05.
Under bivariate nonnormality, similar results were found. For the same sample sizes, the Q'a's
were .190, .147, .159 and .117, respectively. In both cases, for large data sets improvement in
Q'a's were found. However Q'a's were still unacceptably high.
Strobe (1988) noted that Rasmussen (1987) eliminated the cases when the Bootstrap
correlations were either 1.0 or - 1.0. According to Strube (1988) omission of perfect correlation
biases the results in the direction of narrowing the confidence intervals and spuriously inflating
Efron (1988) repeated a small portion of Rasmussen's simulation experiment.
According to him Rasmussen's choice of 500 replications per sample is dangerously low,
<
especially for the extreme confidence limits (99%). To yield stable confidence interval it might
not be excessive to use 2,000 replication per sample (Efron, 1988).
Strobe (1988) conducted a study to expand on the results of Rasmussen (1987) by
comparing Q'a's using three types of confidence intervals (see chapter 2 Procedures, for more
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details.) These confidence intervals are Symmetric, Bootstrap Percentile, and Adjusted
Bootstrap (extending Bootstrap percentile interval by [(n + 2)/(n - 1)]1/2, an equal amount
in both directions to reduce the inflation of 0:0 , Efron, 1982). In this study Strube conducted
two separate sets of simulations, paralleling those conducted by Rasmussen (1987). However
Strobe's study deviated from Rasmussen's (1987) in two ways. First, he did not eliminate the
cases when the Bootstrap correlations were either 1.0 or - 1.0. Second, he used 1,000 bootstrap
samples rather than 500. He suggested that Bootstrap for hypothesis testing with correlation is
a practical option, especially for modest sample sizes (e.g. n =15). Results of his study indicate
that all three types produce slight inflation of the 0:0 but that the inflation varies by methods.
For example, for n = 5 and O:n = .05, 0:0 's were .043 for the Parametric estimate, .09 for the
Bootstrap percentile, and .072 for the Adjusted Bootstrap estimates. For n = 15 and O:n =
.05, 0: 0 's were .052 for the Parametric estimate, .080 for the Bootstrap percentile estimate, and
.064 for the Adjusted Bootstrap estimates. For n = 60 and O:n = .05, 0:0 's were .057 for
parametric estimate, .061 for Bootstrap percentile estimate, .054 for Adjusted Bootstrap
estimates.
Empirical as well as asymptotic studies suggest that the Bootstrap performs well for
large data sets (Rasmussen, 1987; Strube, 1988; Bickel & Freedman, 1981). The performance of
the Bootstrap may depend upon the number of Bootstrap replications per sample and the
method of constructing Bootstrap confidence intervals from the Bootstrap distribution
(Lunneborg, 1985; Efron, 1987; Rasmussen, 1987; Strube, 1988). None of these studies tackled
the problem of comparing the two population means, which is the single most common
application of significance tests. Thus the major purpose of this study was to compare Type I
error rates of testing the difference between the means two groups.
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Review of the literature - - Robust Rank Order
The Robust Rank Order test used in this thesis is due to Fligner and Policello (1981).
This test is for differences in the medians. The test statistic is a ratio with the difference
between groups in the numerator and an estimate of variability in the denominator. All
estimates are based only on the rank order of data values. The Robust Rank Order test does
not require that the group variances be equal (Siegel & Castellan, 1988). In a simulation study,
Fligner and Policello (1981) compared the Robust Rank Order test with three other tests
including the t test, for the normal distribution. For nl = 11, n2 = 10, and () = .01 aa's
were .048 for the t test and also .048 for the Robust Rank Order test. For () = .0625, aa's were
.05 for the t test and .054 for the Robust Rank Order test. For () = 1 aa's were .048 for the t
test and also .048 for the Robust Rank Order test. For () = 16, aa's were .06 for the t test and
.054 for the Robust Rank Order test. For () = 100, aa's were .069 for the t test and .062 for
the Robust Rank Order test. For nl = 25, n2 = 20, and () = .01 aa's were .038 for the t test
and .056 for the Robust Rank Order test. For () = .0625, aa's were .036 for the t test and .052
for the Robust Rank Order test. For () = 1, aa's were .054 for the t test and .052 for the
Robust Rank Order test. For () = 16, aa's were ~076 for the t test and .057 for the Robust
Rank Order test. For () = 100, aa's were .077 for the t test and .057 for the Robust Rank Order
te~t. These results showed that the Robust Rank Order test performed very well in controlling
aa' Even for the () = 100, the inflation of aa was not too high.
The Robust Rank Order test was included in this study to explore its performance
with very small sample sizes (e.g. nl = 5, and n2 = 3), as well as in the situation where the
ratios of nl to n2 ratio is very high (e. g. 5:1 where nl = 100, and n2 = 20).
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The Problem
The purpose of this study is to investigate the effects of various degrees of heterogeneity of
variance in combination with various ratios of sample size upon Q'a for the Bootstrap (Pooled
Bootstrap Contrast and Unpooled Bootstrap Contrast), Parametric (student's t), and
nonparametric (Robust Rank Order) procedures for ~~sting Ho: /11 = /12 at .05 Q'n'
Comparison among Bootstrap, Parametric and nonparametric was done only on
selected points in Table 1. Points were excluded for those conditions when all assumptions of
the parametric tests are satisfied. In such cases a choice of a parametric statistical test is
optimal because the parametric test will be valid and most powerful. In Table 1 these values
are the ones with () =' 1. For these values the homogeneity of variance assumption is satisfied.
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Table 1*
Actual Probability of Type-I Error with a Two-tailed t-test for Various Sample Sizes and Ratios of
Sample Sizes and ratios of the Population Variances When the Nominal Significance Level is .05
e _ 2/ 2
- 0'"1 0'"2
n1 n2 0 0.1 0.2 0.5 1 2 5 10 00
15 5 .317 .230 .178 .098 .05 .025 .008 .005 .002
5 3 .216 .145 .103 .072 .05 .038 .031 .030 .031
7 7 .072 .063 .058 .051 .05 .051 .058 .063 .072
n 1/n2
1 .05 .05 . 05 .05 .05 .05 .05
1.5** .109 .081 .05 .027 .016
2 .17 .12 .08 .05 .029 .014 .006
5 .38 .22 .12 .05 .014 .002 .00001
00 1.00 .38 .17 .05 .006 .00001 0
* Entries in top half of table are due to Hsu (1938); remaining entries due to Scheffe (1959),
except as otherwise indicated.
** From Pratt (1964)
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Points were excluded for the condition when (j = 0 and 00. Scheffe (1959) has observed that
these are unattainable cases but are included in the table to give bounds for the behavior of the
entries in any row, and for any column. Situations with (j =0 (0'1 2 =0 and 0'/ i- 0), (j = 00
(0'/ i- 0 and 0'22 = 0) and R (R = n1 : n2) = 00 (n1 i- 0 and n2 = 0) are either not likely
or meaningless, and so are excluded.
Points were also excluded for which the parametric test is robust to the extent that it
is not affected by the violation of homogeneity of variance under those conditions. We can
observe in the table that when n1 and n2 are large, for the case of two groups of equal size (R
= 1) the t test is exceedingly well behaved with regard to violation of homogeneity of variance
as it shows no effect. Regardless of (j, it has Type I error of exactly .05. Mathematical
justification can be found in Miller (1986) by considering the asymptotic behavior of the t
statistic under the model, that is the Xjj' j = 1, 2, j = 1, ... , nj, are independently distributed
as N(Jlj, 0'/) - normal with population mean Jl. and population variance 0';, without the
I
t · 2 2assump lOn 0'1 =0'2 .
In general, the asymptotic variance of t instead of being 1, is
When R = 1 (i.e. n1 = n2), AVar(t) = 1. This means that when sample sizes are equal,
inequality of variance does not affect the inference asymptotically. If the sample sizes are large
and nearly equal, the t test can tolerate large disparities in variances without showing major ill
effects.
Points were also excluded for n1 = n2 = 7 and (j = 2, 5, 10. For values corresponding
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to ndnz = 1 and equal but small n's (n1 = n2 = 7) the table entries show a symmetric pattern
about the () = 1 column. For example for ndn2 = 1 and () = 0.1 the variance of the second
population is 10 times the variance of the first population and Q'a = .063 . For ndn2 = 1
and () = 10 the variation of first population is 10 times the variance of the second population
Q'~ is also .063. This can be attributed to the fact that when n1 = n2 considering a population
first and the other second does not actually change the problem in any way. Hence
investigation of values corresponding to () = 2, 5 and 10 would provide information about the
cases with () = 0.5, 0.2 and 0.1 respectively.
Points were also excluded for ndn2 = 2 and () = .02 and for ndn2 =5 and () = 2.
The asymptotic variance of t as derived above helps to identify these cases. For ndn2 = 2 and
() = 0.2, AVar(t) = i:~ =n= Vwhich is the same as that for ndn2 = 5 and () = 0.5
(Avar(t) ~U~ !~ ~ V). This explains the same value (0.12) observed in the table for the
above two cases. Similarly for ndn2 = 2 and () = 5, AVar(t) = 171 and for ndn2 = 5 and () =
2, AVar(t) = 171' Hence o! the four cases discussed above, it would be sufficient to investigate
cases with ndn2 = 5, () = 0.5 and ndn2 = 2, () =5.
Points were also excluded, if changes in () values do not produce substantial change in
Q'a then only one of the Q'a is considered. For n1 =5, n2 =3, the change in () from 5 to 10 only
changes the Q'a from .30 to .31 so it is enough to consider only one of the two cases. For n1 =
7, n2 = 7 changing () from 1 to 2 only changes Q'a .05 to .051.
Table 2 shows the values chosen to be tested. A dagger 0) shows values not chosen for
the investigation.
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Table 2*
Actual Probability of Type-I Error with a Two-tailed t-test for Various Sample Sizes and Ratios of
Sample Sizes and ratios of the Population Variances When the Nominal Significance Level is .05 .
Values chosen for analysis
B _ 2/ 2
- 0"1 0"2
n1 n2 0 0.1 0.2 0.5 1 2 5 10 00
15 5 t .230 .178 .098 t .025 .008 .005 t
5 3 t .145 .103 .072 t .038 .031 t t
7 7 t .063 .058 .051 t . t t t t
n1/n2
1 t t t t t t t
1.5** t .081 t .027 t t
2 t .12 .08 t .029 .014 t
5 t .22 .12 t t .002 t
00 t t t t t t t
* Entries in top half of table are due to Hsu (1938); remaining entries due to Scheffe (1959),
except as otherwise indicated.
** From Pratt (1964)
t Entry not chosen for the investigation.
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CHAPTER II
PROCEDURES
Procedures used in this thesis can be classified into two types 1) Data generation and
2) Statistical. Data generation procedures are used to generate data with known parameters
(n l , n2, Ill' 1l2' £TV £T~). Statistical procedures are then applied to the generated data to
measure au for the Parametric t test, the Bootstrap Contrast, and the Robust Rank Order test.
1) Data Generation:
DATASIM (Bradley, 1989) was used to generate randomized datasets according to
specified populations. This software provides a convenient way to conduct sampling
experiments investigating the effects of violation of assumptions on the Type I or Type II error
rates of statistical tests (Bradley, 1989). Extensive testing of this software has been done by
Bradley (1990). Results indicate that the uniform and standard normal deviate generators
perform satisfactorily. Furthermore, Kolmogorov - Smirnov tests showed that the sampling
distributions of z, t, F, X2, and r generated by DATASIM simulations follow the appropriate
theoretical distributions. Finally, estimates of Type I error rates obtained by DATASIM under
various patterns of violations of assumptions are in close agreement with the results of previous
analytical and empirical studies (Bradley, Senko & Stewart, 1990).
2) Statistical procedures :
2a) t statistic:
Let n l be the number of cases in the sample from group Xl and n2 be the number of
cases in the sample from group X2• We assume that population distributions of scores are
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normal, the population variances are equal and two samples are independent. For example, for
lllustration I - - t Statistic
11
8
15
10 13
Sample statistics are: Xl = 11.67
si = 6.14
X2 =9.25
S~ = 6.69
The estimated standard error of the difference between the means (Le., Xl - X2
) is found by the pooling procedure as follows:
est.O"diff
. 1\2
Where 0"
(n1-l)Si + (n2 -l)S~
n1 +n2 -2
(3-1)6.14 +(4-1)6.69
3+4-2
32.35
-5-
6.47
S~
J 1, 2
t
(11.67 - 9.25) - 0
~6.47 (! +!)
and assuming the usual Ho : III = 112 (K = 0)
1.25
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Reference to a table of the t distribution shows that for (N1 + N2 - 2) or (3 + 4 -
2) = 5 degree of freedom and for C\'n = .05, two tailed, the required t value is 2.571. Since
the obtained sample value t = 1.25 is well below that required for rejection, the null
hypothesis is not rejected.
2b) Bootstrap statistics
The Bootstrap procedure has been discussed extensively earlier in Chapter I. However,
in short it can be described as a resampling technique whereby the sampling distribution of a
statistic is generated through successive sampling from an observed data set ( Strube, 1988).
According to Lunneborg (1987), to make inferences about differences among the population
means for the two treatments, we can use the sampling model of ANOVA in a Bootstrap
analysis. A one-way ANOVA sampling model is:
Xi)· = J.l. + f··) I)
Where
1,2,3, ... nj j 1, 2
Xij typical observation.
J.l . population mean for the group.
)
f· . experimental error.I)
Random assignment of a participant to a treatment corresponds logically to the random
selection of an observation from the population of participants who could have been assigned
to that treatment. Each observation consists of a mean (J.l1 or J.l2 ) plus a random draw from
an error pool. Typically, ANOVA assumes homogeneity of errors, that is the variance of the
error component is the same at each level of treatment. Thus errors for both treatments are
effectively sampled from the same pool of errors.
27
The Bootstrap samples from which bootstrap means and contrasts are computed are
made up of observations of the form
X,'!')' = X· + f*') I) 1,2,3, •.. nj j 1, 2
The expectation component of the Bootstrap observation is made up of the sample mean for
the jth group and the random or error component, ftj, is drawn randomly and with
replacement from one of two distributions:
1) G*(f): the pooled collection of (n1 + n2) observed residuals, (Xij - Xj),
i= 1,2,3, ... nj' j = 1,2
2} Gj(f): the collection of nj observed residuals, (Xij Xj),
1,2,3, ... njl j 1,2
The first choice corresponds to an assumption of a common, homogeneous error distribution for
the two populations, the second to distinct, heterogeneous error distributions. If the first choice
is used then the Bootstrap procedure is called the Pooled Error Bootstrap procedure and if the
second choice is used then it is called the Unpooled Error Bootstrap procedure.
In this study, both the Pooled and the Unpooled Bootstrap procedures were used. The
pooling of errors based on the assumption of homogeneity of variance is similar to pooling in
the t test. It would therefore be expected to show similar distortions to Type I error rates as
the t test. The Pooled Error Bootstrap procedure was used to see if this would hold. The
Unpooled Bootstrap procedure was used because it does not make the assumption of
homogeneity of variance, and therefore can be expected not to show distortions in Type I error
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rates as the t test.
For each Bootstrap sample, Bootstrap means for the two treatments and the difference
between them are computed. This process is repeated a large numbers of times. The resulting
distribution is called a Bootstrap distribution (lr*) of the contrast between (Xr - X~). The
next step is computing confidence intervals, based on the Bootstrap sampling distribution.
The Bootstrap program used in this study is based on the programs provided by
Lunneborg (1987) which calculate four types of confidence intervals for Bootstrap distributions.
The four types of Bootstrap conf«!ence intervals (CI) are: 1) Symmetric or normal theory CI,
2) Percentile method CI, 3) Bias corrected CI, and 4) Minimum width CI.
,
The Symmetric method assumes that the data are unbiased and normal in shape. The
Percentile method does not assume the data to be normal though it assumes it ''to be median
unbiased. The Bias corrected method allows for median bias (i.e., that 50% of Bootstrap
estimates dt of contrast are below d and 50% above), but assumes that the data are
distributed in such a way that there exists a monotone transformation that can translate the
distribution to normal. The Minimum Width Confidence Interval is a special type of Percentile
Confidence interval. These four methods form a hierarchy (Lunneborg, 1987). The Symmetric
confidence interval method makes more assumptions than does the Percentile confidence
interval method than does the Bias Corrected confidence interval method (Lunnenborg, 1987).
The Minimum Width confidence interval method is a special case of the Percentile method.
Hence if assumptions for Symmetric confidence interval method are met then assumptions for
all four confidence interval methods would be met and the results obtained using these
methods would not differ significantly. Similarly, if assumptions for the Percentile confidence
interval method are met, then assumptions for Minimum Width and Bias Corrected confidence
interval methods would also be met and results obtained using these three confidence interval
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methods would not differ significantly.
In generating data for this study, the samples Xl and X2 were drawn from normally
distributed populations. Hence Xl and X2 would be normally distributed (Hays, 1988).
Furthermore the distribution of (Xl - X2) would be normal (Hays, 1988). Since the Bootstrap
retains information about the form of the original sample (Conover and Iman, 1981), the
Bootstrap Contrast distribution should reflect normality. Hence assumptions for the Symmetric
confidence method would be met and we can expect to obtain similar results using all four
confidence interval methods (Symmetric or normal theory, Percentile method, Bias corrected,
and Minimum width).
According to Efron and Tibshirani (1986), if the sampling distribution is unbiased and
normal in shape, then the confidence intervals can be calculated using only the standard
deviation of the sampling distribution. In practice e(an estimator) and 8ii (the estimated
standard error of 0) are usually used together to form the approximate confidence interval:
eE (e ± za*8O') where Za is the 100*0' percentile point of the normal distribution. For example,
for O'n = .05 we use e E (0 ± 1.96*80')' where Za = 1.96 is the 5 perc~ntile point of the normal
distribution. This type of Bootstrap confidence interval is calculated by the following method.
1) for the original sample, calculate d = (Xl - X2), the difference between means of the two
groups 2) for the Bootstrap samples, calculate the standard error, 8d*, of contrasts di, di', dt
... dN B' where dt = (X~ - X;) for i th Bootstrap sample and NB is the number of Bootstrap
trials. 3) find Za (for the middle 95% of the distribution it would be 1.96). 4) lower and upper
limits for Symmetric confidence interval would be d ± Za * (jd*'
According to Efron & Tibshirani (1986) the symmetric intervals are an immensely
useful statistical tool but in many situations standard intervals can be quite inaccurate, for
example, when distribution is not normal. If the assumption of normality. is abandoned but it
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is assumed that the Bootstrap sampling distribution is median unbiased (i.e., that 50% of
Bootstrap estimates dt of contrast are below d and 50% above), then the percentile method
provides confidence intervals with the desired coverage. The percentile confidence interval for
the Bootstrap is calculated as follows. 1) order NB Bootstrap estimates dt, in ascending order.
2) calculate lower limit position as ((0:/2) * (N B + 1)) . 3) calculate upper limit as ((1 - 0:/2)
* (NB + 1)) . If lower and upper limit positions are not integers, linear interpolation or simple
rounding to the nearest integer values can be done (Buckland, 1984). Estimates at these
positions in the ordered list would be the lower and upper limits of Percentile CI. Since the
95% CI was used and 1000 Bootstrap trials were done in this study, the lower limit position is
ROUND((0.05/2) * 1001) = 25; and upper limit position is ROUND((l - 0.05/2) * 1001))
= 976. Hence 25 th and 976 th estimates in the ordered list would be lower and upper limits of
the CI.
The third confidence interval addresses the problem of median bias in the Bootstrap
sampling distribution. Where the Bootstrap median is different from () the Percentile method
confidence interval can not give the correct coverage. Efron (1982) takes this bias into account
in the Bias Corrected Percentile method of setting confidence intervals. The Bias Corrected
method widens the interval differently in each direction, depending on the location of the
median. Although bias correction makes use of the the normal distribution, Efron (1982)
emphasizes that it does not assume that the sampling distribution is normal. Rather, it
assumes only that there is some monotonic transformation (which need not be specified) which
will translate lr to a normal distribution with a fixed variance (Efron & Tibshirini, 1986). Bias
corrected confidence interval computation summarized by Lunneborg(1987) is as follows.
Determine the percentile value of (j = (Xl - X2 ) in the Bootstrap distribution. (If () is at
the median its percentile value is 50%). 2) Calculate Zo as standard score below which that
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percent of a normal distribution would fall. (For a percentile value of 50%, Zo is 0, and for
percentile value of 60%, Zo is .26.) 3) Calculate zO/2 and z(lOO _ 0/2) as the standard scores
below which (0:/2)% and (100 - 0:/2) % of a normal distribution falls. (If 0: is 0.05, to
establish a (100 - 0:) = 95% CI, we find zO:/2 is -1.96 and z(lOO _ 0/2) is 1.96). Then, the
lower and upper Percentiles for the Bootstrap distribution are given by the z_ values
corresponding to the percents of a normal distribution falling below (2z o + z0/2 ) and below
(2z o + z(lOO _ 0/2). (Again when Zo is 0, these are simply z~ and z(lOO _ 0/2) and when Zo is
.26 the lower limit is (2 * .26 + (- 1.96)) = - 1.44 and the upper limit is (2 * .26 + (1.96))
= 2.18.
The Minimum Width Confidence Interval is a special type of Percentile Confidence
interval. Width of a CI is defined as the difference between its upper and lower limits. If all
possible confidence intervals that include 100 * (1 - 0:)% of an ordered distribution are
considered then the confidence interval whose width is minimum is the Minimum Width
Confidence Interval. It is calculated as follows: 1) order NB Bootstrap estimates in ascending
order. 2) calculate positional difference as (1 - 0:) * NB' For the previous example (95% CI
and 1000 Bootstrap trials), the positional difference is (1 - 0.05) * 1000 = 950. 3) calculate
the difference between Bootstrap estimates at positions 1 and 951, 2 and 952, 3 and 953, ... ,
49 and 999, 50 and 1000 in the ordered list. 4) The Bootstrap estimates that give the
minimum width form the lower and upper limits of the Minimum Width Confidence Interval.
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illustration II - - Bootstrap contrast using The Pooled error distribution:
Xl : 9 11 15
X2: 6 8 10 13
1) Calculate sample statistics as:
nl
LXiI
Xl i =1 35.00 11.67nl -3-
37.00
-4- 9.25
2) Calculate (nl + n2) entries of the error pool:
XiI (XiI -Xl) = f il Xi2 (Xi2 - X2) = f i2
9 9 - 11.67 = -2.67 6 6 9.25 = - 3.25
11 11- 11.67 = -0.67 8 8 - 9.25 = -1.25
15 15 - 11.67 3.33 10 10 - 9.25 0.75
13 13 - 9.25 3.75
error pool { - 2.67, - 0.67, 3.33, - 3.25, - 1.25, 0.75, 3.75 }
3) Calculate Bootstrap means
n l
a) randomly pick nl errors from the error pool and add their sum to L XiI' Divide
i=l
the new sum by nl'
n2
b) randomly pick n2 errors from the error pool and add their sum to L Xi2 . Divide
i=l
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the new sum by n2'
Suppose we randomly sample:
f nl : - 3.25, 0.75, - 3.25
f n2 : - 1.25, 0.75, 0.75, 3.33
--I
nl \--\11
LXiI + L fin 1
i=l i=l
nl
35.00 + (- 5.75)
3
37.00 + (- 3.58)
4
9.75
10.15
4) Take the difference of X; and X;, a Bootstrap contrast
d* (9.75 - 10.15) - 0.40
5) Create a Bootstrap sampling distribution by repeating step 3) and 4) a large numbers of
times, say NB (# of Bootstrap replications) times, each time using an independent set of new
random numbers to generate the new Bootstrap sample. Call the resulting sequence of
Bootstrap contrasts dt', d;, dj, ... , dN B.
6) Calculate appropriate confidence intervals: Symmetric, Percentile, Bias corrected and
Minimum width as described earlier. If this confidence interval does not include 0 we will reject
the hypothesis of equal population means, and add one count to the total number of Type I
error.
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lllustration ill - - Bootstrap contrast using Unpooled error distribution
Xl: 9
6
11 15
8 10 13
1). Calculate sample statistics as:
2) Calculate fil and f i2 error pools.
35.00
-3-
37.00
-4-
11.67
9.25
{(XiI - Xl) where i = 1 .. nl and (Xi2 - X2) where j = 1 .. n2}
XiI (XiI - Xl) fil Xi2 (Xi2 - X2) fi2
9 9 - 11.67 = -2.67 6 6 9.25 = - 3.25
11 11- 11.67 = -0.67 8 8 9.25 = -1.25
15 15 - 11.67 3.33 10 10 - 9.25 0.75
13 13 - 9.25 3.75
Here the error estimates are kept in separate pools:
error pool fil
error Pool fi2
3) Calculate Bootstrap means
{ - 2.67, - 0.67, 3.33,}
{ - 3.25, -1.25, 0.75, 3.75}
\
n l
a) randomly pick nl errors from the error pool fil and add their sum to L Xil'
i=l
35
Divide the new sum by nl' (In a Bootstrap sample, this is equivalent to generating each of the
nl XiI = Xl + (iI' and taking their mean, Xi-)
n l
b) randomly pick n2 errors from the error pool (i2 and add their sum to 2: Xi2' .
i=l
Divide the new sum by n2' (again in a Bootstrap sample, this is equivalent to generating each
(il: - 0.67, - 2.67, - 2.67
(i2: - 1.25, 0.75, 0.75, 3.75
4) Take the difference of Xi and Xi
35.00 + (- 6.01)
3
37.00 + (4.00)
4
9.66
10.25
d* (9.66 - 10.25) -0.59
5) Repeat steps 3 and 4 as in Pooled error distribution.
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Robust Rank Order:
Siegel & Castellan (1988) describe the Robust Rank Order method as follow:
1) Combine the observations or scores from two groups Xl and X2' and rank them in order of
increasing size. In this ranking, algebraic size is considered, i.e. the largest negative values are
assigned to the lowest ranks.
IDustration IV - - Robust Rank Order
Consider an example with n1 = 3, n2 4 and the scores:
'"I,
"
I
9
6
11 15
8 10 13
-I
2) Rank the data (S) and retain each scores's identity (G) as an either Xl or X2 score:
S: 6 8 9 10 11 13 15
3) for each XiI' count the number of observations of X2 with a lower rank. This number
represent the placement of the X1 scores and will be denoted U(X2' Xil)' For this example:
9
2
11 15
3 4
4) find the mean of the U(X2' Xil):
2+3+4
3
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35) Similarly for each X2 find the placement, that is U(X1' Xj2), the number of observations
from Xlwhich precede each X2.
Xj2 6 8 10 13
1 2
find the mean of the U(X1 Xj2):
0+0+1+2
4
.75
6) Find the index of variability Vxl of U(X2 Xil) and Vx2 of U(X1 Xj2). Define the two
indexes to be
nlL [U(X2 Xil) - U(X2 X1)]2
I =1
n2L [U(X1 Xj2) - U(X1 X2)]2
j =1
For the data from this example,
(2 - 3)2 + (3 - 3)2 + (4 - 3)2
1+0+1
= 2
Vx2 = (0 - .75)2 + (0 - .75)2 + (1 - .75)2 + (2 - .75)2
2.75
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7) calculate the test Statistics U/:
UI
3(3) - 4(.75)
2~2 + 2.75+(.75)(3)
1.13
Reference to appendix Table K (Siegel & Castellan, 1988 page, 346) shows that at an = .05,
the probability of obtaining a sample value of U' as large as 1.13 when Ho is true exceeds .10.
Thus at an = .05 we do not reject Ho and do not count this as a Type I error.
Implementation:
As mentioned earlier, DATASIM was used to generate data with known parameters.
For the statistical procedures the computer program, referred to as BNP (Bootstrap,
Nonparametric and Parametric), was coded and used to apply the Bootstrap method, the t
test, and the Robust Rank Order test to data generated by DATASIM. Bootstrap subroutines
of BNP were adapted from programs provided by Lunneborg (1987). BNP was written in
Borland's Turbo PASCAL (5.0). Extensive testing of this program was done (see Appendix B).
Steps involved in each computer run:
a) DATASIM (Bradley, 1989) was used to generate 1000 datasets for each set of
values of nl , n2, and CTU CT~. A dataset consisted of two samples, one of size nl from a
population with J.1l = 100 and variance CTi, and another of size n2 from a population also with
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/12 =100 and variance tT~. Each data set had (n1 + n2 + 1) numbers with the first number
being the seed value used by DATASIM to generate the dataset. The following DAT ASIM
commands were entered to generate different datasets
DESIGN TWOGROUP, NOBS n1 n2'
MU 100, SIGMA tTl tT2' DECI 10
OPEN <filename xxx> , SIMULATE 1000, DISPLAY; CLOSE <filename xxx>
STRIP <filename xxx>
Note that the upper case words in the preceding command list are DATASIM commands.
Bradley et. al (1990) define the DATASIM commands as follows. DESIGN and NOBS define a
two-group design with n1 and n2 observations. MU and SIGMA define the population
parameters (/1 and tT) for a standard normal distribution, DECI 10 tells DATASIM to generate
scores with 10 decimal places of precision. OPEN filename tells DATASIM to open the file xxx
for output, and write all subsequent program I/O to this file as well as to the screen. The
SIMULATE command generates 1,000 datasets, and the DISPLAY command displays the
contents of the generated datasets. Following the display command, the output file is closed by
the command CLOSE file xxx. Program I/O is now directed only to the screen. The command
STRIP xxx performs the necessary editing by striping file xxx of all text and leaving only
numeric values associated with a particular dataset (as coded by its initial seed) in one row of
the file. Each row consist of the seed, followed by n1+n2 observations. DATASIM writes the
data (X ij) alternatively from the two groups. Assuming n1 > n2 ' the stripped file contains
data as follows:
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Values used for NOBS [nl n2] were [5, 3], [7, 7], [15, 5], [72, 48], [100, 20] and Sigma
values [0"1' 0"2] were [1, 3.162278] for () = O"UO"~ = 0.1, [1.414214, 3.162278] for () = 0.2,
[2.236068, 3.162278] for () = 0.5, [4.472136, 3.162278] for () = 2.0, [7.071068, 3.162278] for
() =5.0, [10.0, 3.162278] for () =10.0.
b) The Stripped data file generated by DATASIM was used as input for BNP. For each of the
1,000 datasets in the input file, the BNP program performed the following steps.
1) Removed <CR><LF> character pairs from within each dataset of the striped data
file generated by the DATASIM (see more details in Appendix A: testing of BNP).
2) Read a dataset from the input file
3) Calculated 1000 Bootstrap contrasts (di') by using the Pooled error distribution.
4) Generated four types of 95% confidence intervals by using 1000 Bootstrap contrast
values.
5) For each of the four types of CPs, if (0 :s lower limit) or (upper limit :s 0) then
counted it as rejecting the null hypothesis Ho: /11 = /12 i.e., a Type I error.
6) Calculated 1000 Bootstrap contrasts (di') by using the Unpooled error distributions.
7) Repeated steps 4 and 5.
8) Calculated the value of the t test statistic from the dataset read in step 2.
9) Calculated the probability p (at On = 0.05) for the value of t in step 8.
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10) If (p ::; 0.05) then counted it as rejecting the null hypothesis Ho : PI = f-lz i.e., a Type
I error.
11) Calculated Robust Rank Order statistic U' from the dataset read in step 2.
12) If IVi I ~ critical value corresponding to [nl , nz] then counted it as rejecting the null
hypothesis Ho: medianl =medianz. Type I error for [nl' nz] = [5, 3] and [7, 7], the
critical
values used (at Q'n =0.05) were from appendix table K (Siegel & Castellan, 1988 page,
346). For larger [nl' nz] values, the standard normal distribution (at Q'n = 0.05) was
used to calculate the critical value (Siegel & Castellan, 1988).
c) Calculated actual alpha (Q'a) for each test as follows:
1) Bootstrap test with Pooled error distribution, for each type of CI:
# of times Pooled error distribution CIs rejected the null hypothesis
1000
2) Bootstrap test with Vnpooled error distribution, for each type of CI:
# of times Unpooled error distribution CIs rejected the null hypothesis
1000
3) t test:
_ # of times the t test rejected the null hypothesis
Q'a 1000
4) Robust Rank Order test:
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# of times the Robust Rank Order rejected the null hypothesis
1000
As step 3 shows the present study calculated 1000 Bootstrap replications. According to
Efron (1984) B = 1000 is a rough minimum for the number of Monte Carlo Bootstrap trials
necessary to compute the Bootstrap confidence intervals. This seemed sufficient accuracy given
that the procedure was replicated and averaged over 1,000 random samples.
The random number generator used in this study, referred to as LLRANDOMII, is a
well-known thoroughly tested (Bratiley et. ai, 1991) algorithm for generating uniform pseudo
random numbers in the interval 0 - 1. According to Bradley et. ai, (1991), the algorithm,
given by Lewis, Goodman and Miller(1969), was named LLRANDOMII by Lewis and
Orav(1989).
The algorithm is:
where Viis the current value of the seed, an integer number between 0 and (231 - 1) - 1
= 2147483646. The quantity Vi +1 is the next value to be generated in the sequence of pseudo
random numbers. 16,807 is a multiplier. Somewhat better multipliers have been identified
(Bradley et. ai, 1991). However some of them may give a very large product with Vi and
consequently can not be computed correctly on some computers (Bradley et. ai, 1991). On the
other hand LLRANDOMII, which uses 16,807 as a multiplier, gives quite satisfactory results
Bradley, et al 1991). In this algorithm, 231 _1 is the prime modulus. This is the largest prime
number that can be represented as an integer on a typical PC. It seems a sufficiently large
number. For example if we have to generate 10,000 simulated dataset having 100 observations
each, the total number of observations would be 1,000,000, a very long way from the
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maximum possible, i.e., 2,147,483,646. For most applications there should not be any
periodicity in such a sequence. Statistical properties of the generator may be found in Lewis,
Goodman and Miller (1969); Lehman (1977); Fishman & Moore (1985); Lewis & Grav (1989);
Bradley et. al (1991).
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CHAPTER 3
RESULTS
Tables 3 to 8 summarize the actual probabilities of Type-I Error (aa) when Ho is true for
various sample sizes and ratios of the population variances when the nominal significance level
(an) is .05 Tables 3 to 8 contain the aa's for sample sizes [5, 3], [7, 7], [15, 5], [72, 48], [80,
40], [100, 20].
,
The values under the Theoretical t-test are mathematically derived (Hsu, 1938;
Scheffe, 1959, and Pratt, 1964; see Table 2.). The values under the Empirical t-test are based
on applying the two tailed t test on 1,000 datasets. On the same 1,000 datasets the Pooled
Bootstrap Contrast method was applied using four types of confidence intervals (Symmetric,
Percentile, Bias Corrected and Minimum Width). Reference to Appendix A (see Tables 9 to
14) shows that the aa's for these four type of confidence intervals were very close to each other
and followed same trend for the Pooled Error Bootstrap Contrast. Therefore, aa's from the
four methods were averaged and only the means are presented in Tables 3 to 8. On the same
1,000 datasets the Unpooled Bootstrap Contrast method was applied using four types of
confidence intervals (Symmetric, Percentile, Bias Corrected and Minimum Width). Reference
.to'the Appendix A (see Tables 9 to 14) shows that the aa's for these four type of confidence
intervals were vary close to each other and followed the same trend for the Unpooled Error
Bootstrap Contrast. Therefore, again, only the means aa's are presented in Tables 3 to 8. The
values under the Robust Rank are based on applying the Robust Rank Order Test on the same
1,000 datasets.
When empirical simulation techniques are used, aa's contain sampling error; the
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comparison of Q'a's and theoretical level of. significance must take this error into account
(Glass, Peckham and Sanders, 1972). A 9,5 percent region of retention was established for a test
of significance of the difference between Q'a and Q'n (i.e. Ho: Q'a = Q'n) according to the following
formula (Kohr, 1970):
z
In the above formula z is the normal deviate corresponding to the desired risk of Type
I error (± 1.96 for 95% retention region). The sample size is represented by n. The upper and
the lower bounds for Q'a can be computed from the above formula to define the region of
retention (values within the bounds) and the region of rejection (values falling outside the
bounds). For Q'n =0.05, and n = 1000 (number of datasets), the 95% region of retention is:
0.0365 < Q'a < 0.0635. In Tables 3 to 9 an asterisk(*) signifies that Q'a falls within this region
and therefore does not differ significantly from Q'n = 0.05.
The Tables 3 to 8 show that the Q'a's obtained by the theoretical and the Empirical t-
test are extremely close. In fact in many cases they are exactly the same. Hence, the Empirical
t test was used to in the comparison of the four methods (t test, Pooled Bootstrap Contrast
Unpooled Bootstrap Contrast and Robust Rank Order test) in Tables 3 to 8.
46
Sample sizes [5, 3]
With small and unequal n's, the results (Table 3, Sample sizes [5, 3] ) indicated that
for small sample sizes, inflation of O'a is a problem for all procedures. For each test procedure,
the largest O'a was obtained for the case with most heterogeneity of variance (1:10) and when
the larger variance occurred in smaller sample (n = 3). However Table 3 (Sample sizes [5, 3])
also indicates that as heterogeneity of variance decreases from 1:10 to 1:2, O'a for all methods
decreased.
Variance ratios of 1:5 and 1:2 have the same degree of heterogeneity of variance as
variance ratios of 5:1 and 2:1 respectively. For each test, O'a for variance ratios of 1:5 and 1:2
are much more inflated than those for variance ratios of 5:1 and 2:1. This pattern confirms the
observation of Glass et al (1971) according to which the O'a greatly exceed O'n, when the larger
variance occurred in the smaller sample.
The second observation made by Glass et al (1971) is that when n's are unequal and
variances are heterogeneous, the O'n greatly exceeds the O'a when larger variance occurred in the
larger sample, did not hold for the Bootstrap. Both Bootstrap procedures produced higher O'a
than O'n. This finding can be attributed to the very small sample sizes. The major assumption
made by the Bootstrap method is that the sample provides information about the population
and its distribution. Since nl =5 and n2 =3 are extremely small sizes, the samples may not
adequately represent the population distribution. The Robust Rank Order tests also shows the
same trend as the Bootstrap, perhaps for the same general reason.
The O'a's for the variance ratio of 1:1, for the theoretical t test is .05 (see Table 2).
Using O'a's at variance ratios 1:2 (0 = 0.5) and 2:1 (0 = 2.0) the linear interpolation at variance
ratio of 1:1 (0 = 1.0, condition of homogeneous variance) are .058 , .163, .175, and .08 for the
empirical t test, the Pooled Error Bootstrap Contrast, the Unpooled Error Bootstrap Contrast,
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and Robust Rank Order test, respectively. The t test performed best. According to Efron
(1981) when all assumptions of parametric tests are satisfied the parametric test will be valid.
All methods produced similar inflation of aa. Both the pooled and the Unpooled Error
Bootstrap procedure consistently produced higher aa 's not only from an but also from aa's
for the t test and the Robust Rank order test.
TABLE 3
Actual Probability of Type-I Error (aa) when Ho is True for Sample Sizes [5,3] and various
Ratios of the Population Variances When the Nominal Significance Level (an) is .05
(72'(12 t - test Bootstrap Averages Robustl' 2
Theoretical Empirical Pooled Unpooled Rank
1:10 .145 .156 .296 .250 .173
1:5 .103 .120 .243 .219 .136
1:2 .072 .070 .194 .191 .094
2:1 .038 .045* .132 .159 .066
5:1 .031 .031 .106 .154 .052*
* Corresponding to aa not significantly different from an'
Sample sizes [7, 7]
With small and equal n's, the results (Table 4, sample sizes [7, 7]) Consistent with the
previous research by Hsu (1938), Box (1954a, 1954b), Table 4 (sample sizes [7, 7]) indicated
that for the t test, the aa's did not differ significantly from an' The aa's of the Robust Rank
Order test did not differ significantly from an for two out of three variance ratios. In all cases,
the aa's for Bootstrap procedures were higher in comparison with an.
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Table 4 (sample sizes [7, 7]) similar to Table 3 (sample sizes [5, 3]) also indicates that
as heterogeneity of variance decreased from 1:10 to 1:2, aa for all Bootstrap procedures
decreased.
Table 4 (sample sizes [7, 7]) similar to Table 3 (sample sizes [5, 3]) also indicates that
equal sample sizes improved the type I error rates for the Bootstrap Procedures. For the same
sample sizes the aa's for the variance ratios 1:5, 1:2, and 2:1 are much lower than the same
variances ratios in Table 3 (sample sizes [5, 3]). Although these aa's are still unacceptably
high.
Both Bootstrap procedures were found to produced higher aa's than the t and the
Robust Rank Order test, but improvement was observed when heterogeneity of variance
decreased. The conventional conclusion that heterogeneous variances are not important for the
t test when n's are equal, has boundary conditions. It may not hold for very small sample sizes,
or extreme heterogeneous variances (Glass et. al. 1972). The values in Table 4 (sample sizes [7,
7]) showed that none of the aa's were significantly different from the an for the t test when n's
are equal, while all of the aa's were significantly higher than an for the Pooled Error Bootstrap
and the Unpooled Error Bootstrap procedures. This finding indicates· that the boundary
conditions for the Pooled Error Bootstrap and the Unpooled Error Bootstrap procedures on
sample SIzes and variance ratios may be stricter than those for the t test. Higher aa's for
sample SIzes [5, 3] as well as for [7, 7] may indicate inappropriateness of the Bootstrap
procedure for small sample sizes.
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TABLE 4
Actual Probability of Type-I Error (aa} when Ho is True for Sample Sizes [7,7} and various
Ratios of the Population Variances When the Nominal Significance Level (an) is .05
172'172 t - test Bootstrap Averages Robustl' 2
Theoretical Empirical Pooled Unpooled Rank
1:10 .063 .062* .110 .110 .067
1:5 .058 .049* .089 .092 .043*
1:2 .051 .043* .085 .086 .04h
* Corresponding to aa not significantly different from an'
sample sizes [15, 5]
With moderate n's, the results (Table 5 sample sizes [15, 5]) illustrate the findings of
Boneau (1960), Kohr (9170) and Box (1954). According to their findings, the t statistic
becomes conservative (an> aa), when the larger variance occurs in the larger sample while on
the other hand an excessive number of rejections of Ho (an < aa) results when the larger
variance occurs in the smaller sample.
The aa's produced by the Pooled Error Bootstrap method were higher than the aa's
produced by the t test, though they follow the same pattern, the same type of distortion of aa'
The aa's for the Unpooled Error Bootstrap Contrast never came down to an, however it had
narrow range of aa's than the t test and the Pooled Bootstrap Contrast. The Robust Rank
order test also showed the same trend, however for the two cases of variance ratios (5: 1 and
10:1) the aa's did not differ significantly from the an = .05.
The aa's for variance ratio of e=1:1, for the theoretical t test is .05 (see Table 2). For
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O'a's at variance ratios 1:2 (B = .5) and 2:1 (B = 2) the linear interpolation for a variance ratio
of 1:1 (B =1, condition of homogeneous variance) are .053 , .084, .109, and .093 for the
empirical t test, the Pooled Error Bootstrap Contrast, the Unpooled Error Bootstrap Contrast,
and Robust Rank Order test, respectively. The t test performed best. According to Efron
(1981) when all assumptions of parametric tests are satisfied then parametric test will be valid.
TABLE 5
Actual Probability of Type-I Error (O'a) when Ho is True for Sample Sizes [15, 5] and various
Ratios of the Population Variances When the Nominal Significance Level (O'n) is .05
()2.()2 t - test Bootstrap Averages Robustl' 2
Theoretical Empirical Pooled Unpooled Rank
1:10 .230 .224 .277 .152 .111
1:5 .178 .161 .218 .133 .107
1:2 .098 .088 .127 .118 .104
2:1 .025 .017 .04h .099 .082
5:1 .008 .008 .015 .095 .060*
10:1 .005 .007 .013 .083 .05h
* Corresponding to aa not significantly different from O'n'
Sample sizes [72 48]
With large and unequal n's, the results (Table 6 sample sizes 72, 48) also supported
the observations made by Glass et al (1971) according to which O'a greatly exceeds an, when
the larger variance occurs in the smaller sample and O'n greatly exceeds O'a, when the larger
variance occurs in the larger sample. The t test as well as all the Pooled Error Bootstrap
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procedures had larger Q'a's than Q'n for variances ratios 1:5 and 1:2 and smaller Q'a's than Q'n
for variances ratio 2: 1.
The Robust Rank Order test for large n gave excellent control of Q'a for all variance
ratios.
Table 6 (sample sizes [72, 48]) similar to Table 3, (sample sizes [5, 3]) 4 (sample sizes
[7, 7]) and 5 (sample sizes [15, 5]), also confirmed that the Unpooled Error Bootstrap method
gave much better control of Q'a for larger sample sizes than for smaller samples sizes.
The Q'a's for variance ratio 1:1, for the theoretical t test is .05 (see Table 2). For Q'a's
at variance ratios 1:2 (8 = .5) and 2: (8 =2) the linear interpolation at variance ratio of 1:1
(8 = 1, condition of homogeneous variance) are .057 , .060, .061, and .054 for the empirical t
test, the Pooled Error Bootstrap Contrast, the Unpooled Error Bootstrap Contrast, and Robust
Rank Order test, respectively. For all methods interpolated Q'a's do not differ significantly from
Q'n = .05. Unlike Table 3 (sample sizes [5,3]), Table 4,(sample sizes [7,7]), and Table 5 (sample
sizes [15,5]), both Bootstrap Methods and Robust Rank Order test performed comparably with
the t test.
TABLE 6
Actual Probability of Type-I Error (Q'a) when Ho is True for Sample Sizes [72, 48] and
various Ratios of the Population Variances When the Nominal Significance Level (Q'n) is .05
172'17 2 t - test Bootstrap Averages Robustl' 2
Theoretical Empirical Pooled Unpooled Rank
1:5 xxx .096 .100 .056* ,063*
1:2 .081 .082 .082 .070 .063*
2:1 .027 .031 .038 .05h .046*
* Corresponding to Q'a not significantly different from Q'n.
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Sample sizes [80, 40]
With large n's, the results (Table 7 sample sizes [80, 40]) indicated that all Cl'a'S
produced by the t test and the Pooled Error Bootstrap procedures were very close. The
combination of unequal sample size with heterogeneity of variance had a serious effect on Cl'a'S
produced by the t test and the Pooled Error Bootstrap procedure. Comparison with Table 5
and 6 indicated that increased sample size did not help the t test or the Pooled Error Bootstrap
procedure.
All Unpooled Error Bootstrap procedures and the Robust Rank Order test appeared to
exercise excellent control of Cl'a despite heterogeneity of variance and inequality of n's for these
large sample sizes. Most of the Cl'a'S obtained by these two methods did not differ significantly
from Cl'n.
The Cl'a'S for a variance ratio of 1:1, for the theoretical t test is .05 (see Table 2). For
Cl'a'S at variance ratios 1:2 (B =.5) and 2:1 (B =2) the linear interpolation for variance ratio of
1:1 (B =1, condition of homogeneous variance) are .047 , .051, .050, and .047 for the empirical
t test, the Pooled Error Bootstrap Contrast, the Unpooled Error Bootstrap Contrast, and
Robust Rank Order test, respectively. For all methods interpolated Cl'a'S do not differ
significantly from Cl'n =.05. As for Table 6 (sample sizes [72,48]), both Bootstrap Methods and
Robust Rank Order test performed comparably with the t test.
Table 7 (sample sizes [80, 40]) and Table 6 (sample sizes [72, 48]) compared to Table
3 (sample sizes [5, 3]), Table 4 (sample sizes [7, 7]) and Table 5 (sample sizes [15, 5]), also
confirmed that the Unpooled Error Bootstrap method and the Robust Rank Order test gave
much better control of Cl'a for larger sample sizes than for smaller samples sizes.
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TABLE 7
Actual Probability of Type-I Error (aa) when Ho is True for Sample Sizes [80, 40J and
various Ratios of the Population Variances When the Nominal Significance Level (an) is 0.05
(J2'(J2 t - test Bootstrap Averages Robustl' 2
Theoretical Empirical Pooled Unpooled Rank
1:5 .120 .133 .142 .065 .060*
1:2 .080 .063* .067 .046* .042*
2:1 .029 .031 .034 .053* .046*
5:1 .014 .013 .017 .053* .046*
* Corresponding to aa not significantly different from an.
Sample sizes [100, 20]
With large n's, the results, (Table 8 sample sizes [100, 20]) are consistent with (Table
5 (sample sizes [15, 5]), 6 (sample sizes [78, 48]) and 7 (sample sizes [80, 40]), Table 8 (sample
sizes [100, 20]) also supported the observations made by Glass et al (1971), according to which
aa greatly exceeds an, when the larger variance occurs in the smaller sample and an greatly
exceeds aa, when the larger variance occurs in the larger sample. The t test as well as all the
Pooled Error Bootstrap procedures had larger aa's than an when the larger variance occurred
in the smaller sample and both of these procedures had lower aa than an, when the larger
variance occurred in the larger sample.
Table 8 (sample sizes [100, 20])· showed the remarkable difference between the
performance of the t test and the Unpooled Error Bootstrap procedures as well as between the t
test and the Robust Rank Order test. Both methods, the Unpooled Error Bootstrap and the
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Robust Rank Order test, performed much better than the t test and the Pooled Error
Bootstrap procedures. As for Table 6 (sample sizes [78, 48]) and 7 (sample sizes [80, 40]), this
Table 8 shows that both, the Unpooled Error Bootstrap and the Robust Rank Order test gave
f
much better control of Cl'a for large sample sizes than for the small sample sizes (see Table 3
(sample sizes [5, 3]), 4 (sample sizes [7, 7]), and 5 (sample sizes [15, 5]). The Pooled Error
Bootstrap Contrast and the t test followed a very close pattern in all cases. There is a close
agreement between the Unpooled Error Bootstrap procedure and the Robust Rank Order test.
TABLE 8
Actual Probability of Type-I Error (Cl'a) when Ho is True for Sample Sizes [100, 20J and
various Ratios of the Population Variances When the Nominal Significance Level (Cl'n) is 0.05
(12'(12 t - test Bootstrap Averages Robustl' 2
Theoretical Empirical Pooled Unpooled Rank
1:5 .220 .331 .337 .072 .062*
1:2 .120 .116 .126 .071 .081
5:1 .002 .004 .004 .057* .049*
* Corresponding to Cl'a not significantly different from Cl'n.
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CHAPTER 4
DISCUSSION
; All the values of Q'a for the t statistic in Table 2 were derived mathematically. The t
test simulation in the present study were expected to confirm these Q'a rates, and if the
theoretical Q'a rates were matched by the simulation Q'a rates, the validity of the simulations
would also be partially confirmed.
In general the t statistic revealed the expected type of distortion to Q'a in the presence
of unequal n's and variances. It was expected that Q'd would exceed Q'n when the larger
variance occurred in the smaller sample, and Q'a would be less than Q'n when the larger
variance occurred in the larger sample (Hsu 1938; Scheffe 1959; Box, 1954; Glass et al 1972).
This type of distortion was observed for all unequal sample sizes (Tables 3, and 5 to 8).
Increased sample size failed to alleviate the effect. Box (1954) in his theoretical work on one
way ANOVA, found the discrepancy between Q'a and Q'n levels to depend on the ratio of
unweighted and weighted means of the variances. He defined the bias ratio b which reflects the
effects of the sample sizes and heterogeneous variances to predict difference between Q'a and Q'n'
For the variance ratio 1:5, for [n1 n2] = [5 3], [15 5], [72 48], [80 40], and [100 20] b's are 1.35,
1.95, 1.305, 1.567, 2.587 respectively. The Q'a's in the same order are .120, .161, .096, .133, .331
This shows that these Q'a's seem to be directly proportional to the bias ratio which is in
accordance with findings of Box (1954).
This study also supports the findings of Welch (1938), Hsu (1938), Horsnell (1951),
Box (1954), Scheffe (1959), and Bishop (1976) in demonstrating that the disruption of Q'a for
the t test is rather slight when heterogeneous variance occur together with equal n's.
Also as expected, in most cases the t test and the Pooled Error Bootstrap Contrast
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approaches showed similar distortion of O'a in the presence of unequal n's and variances. In the
Pooled Error Bootstrap Contrast procedure, all observed errors are placed in an error pool.
This error pool is then used to get the Bootstrap estimate of the contrast value. This pooling
procedure is based on the assumption of homogeneity of variance, as assumed in the t test. As
a consequence, under violation of homogeneity of variance, the Pooled Error Bootstrap
Contrast method produced similar distortions in Type I error to that seen for the t test. On the
other hand, the Unpooled Error Bootstrap Contrast method avoids pooling of observed errors
from two different error populations and hence was not expected to suffer distortions caused by
pooling. Therefore results of this method were expected to be closer to O'n. This observation
was borne out for moderate and large datasets, but not for small datasets for which even the
Unpooled Error Bootstrap Contrast produced unacceptably high Type I error rates. These
findings may indicate inappropriateness of the Bootstrap Contrast method for very small
sample sizes (e. g. [5, 3]). Even for the sample sizes of [7, 7] the Unpooled Error Bootstrap
Contrast produced unacceptably high O'a rates.
Reference to Appendix A shows that Symmetric, Percentile, Bias Corrected and
Minimum Width confidence interval techniques do not seem to vary for either the Pooled Error
Bootstrap or Unpooled Error Bootstrap. These four methods form a hierarchy. The Symmetric
confidence interval method makes more assumptions than does the Percentile confidence
interval method than does the Bias Corrected confidence interval method (Lunnenborg, 1987).
The Minimum Width confidence interval method is a special case of the Percentile method.
Since the assumptions for the Symmetric confidence interval method were met, assumptions for
all the four confidence interval methods were also met. The O'a's obtained using these methods
showed no significant difference. If the assumptions were not met O'a's obtained using these
methods should not be the same.
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As shown in Table 4 (sample sizes 7, 7), when this study considered variance ratios of
1:2, 1:5 and 1:10 for sample sizes of [7, 7], the aa's for all the Bootstrap procedures were
significantly higher than an' Only one out of three aa's for Robust Rank Order test were
significantly different from an, while none of the aa's were significantly higher from an for the
t test. Hence when the sample sizes are equal and the control of Type I error is critical, the t
test is recommended over the Robust Rank Order Test. The rationale for this recommendation
is based on familiarity of the t test among researchers, simplicity of the test and availability
in common statistical packages (Rasmussen, 1988).
The present data show that performance of the Unpooled Bootstrap Contrast produced
improved performance with an increase in sample size. This was in accordance with asymptotic
work (Bickel & Freedman, 1981a,) and other empirical studies (Rasmussen 1987; Lunneborg
and Tousignant, 1985; Strube 1988).
For all cases aa's for the Unpooled Error Bootstrap Contrast method were closer to an
when the larger variance occurred in large sample. In fact, when larger variance occurred in
large sample all aa's for the Unpooled Error Bootstrap Contrast method were not significantly
different from an'
The Present data suggests that use of the Unpooled Error Bootstrap Contrast is a
practical alternative for tackling the problem of heterogeneity of variance combined with
unequal n's when control of Type I error is important. All procedures of the Unpooled Error
Bootstrap Contrast out performed the t test, for large data sets.
For large datasets, the Robust Rank Order Test performed comparably to the
Unpooled Error Bootstrap Contrast. It appeared to exercise excellent control over aa for large
sample sizes. For nine out of ten large samples with various combinations of n-ratios and
variance ratios, the Robust Rank Order test produced aa not significantly different from an.
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When sample sizes were equal the Robust Rank Order also exerted good control over O'a. For
the smallest sample sizes [5, 3] this method is not recommended as in most of the cases it had
O'a higher than O'n.
The O'a's for the variance ratio of 1:1, for the theoretical t test is .05 for all sample
sizes (see Table 2). Using the O'a's at variance ratios 1:2 (0 = .5) and 2:1 (0 = 2) for a the linear
interpolation estimation of O'a for the variance ratio of 1:1 (0 = 1, condition of homogeneous
variance) showed that when sample sizes are small the t test performed best. According to
Efron (1981) when all assumptions of parametric tests are satisfied the parametric test will be
valid. However for large sample sizes, both Bootstrap Methods and Robust Rank Order test
showed control over Type I error rates and performed comparable with the t test. In all cases,
O'a's did not differ significantly from the O'n =.05.
For situations where Type I error rate is critical, the findings of this study can be
summarized as follows: 1) Case of heterogeneous variance and equal sample sizes [7, 7]: the t
I
test provides greatest control over O'a. 2) Case of heterogeneous variance and large and unequal
sample sizes. The t statistic was clearly inappropriate. The Unpooled Error Bootstrap Contrast
and the Robust Rank Order methods were nearly equal in terms of control of O'a. Both
methods outperformed the t test in most cases in such situations. However when choosing a
method, the power of the test should also be considered. The data presented in this study does
not address the issue of power.
the following recommendations can be made for future research: 1) Since the Unpooled
Error Bootstrap contrast method proved highly effective in the two group case (with unequal
variance and unequal sample sizes), it is a promising candidate for extension to the j > 2
ANOVA case is such situations. 2) Since the Unpooled Error Bootstrap Contrast provided
excellent control of O'a especially for large datasets, it would be suitable for power analysis.
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APPENDIX A
TABLES
Tables 9 to 14 summarize actual probability of Type-I Error (eta) when Ho is True for various
sample sizes and ratios of the population variances when the nominal significance level (et n ) is
.05 The tables 9 to 14 contain the eta'S for sample sizes [5, 3], [7, 7], [15, 5], [72, 48], [80, 40],
[100, 20]. The values under the Pooled and the Unpooled Bootstrap Averages of Table 3 to 8
contains the averages of the eta'S for these four confidence intervals. The individual eta'S for
these four types of confidence intervals are presented here (Tables 9 to 14). Abbreviations
used in the Tables 9 to 15 are defined as follows:
Abbreviation
TH
PBS
PBP
PBB
PBM
UBS
UBP
UBB
UBM
t
RR
Definition
Theoretical method (Mathematically derived eta'S for the t test)
Pooled Error Bootstrap Symmetric CI method
Pooled Error Bootstrap Percentile CI method
Pooled Error Bootstrap Bias Corrected CI method
Pooled Error Bootstrap Minimum Width CI method
Unpooled Error Bootstrap Symmetric CI method
Unpooled Error Bootstrap Percentile CI method
Unpooled Error Bootstrap Bias Corrected CI method
Unpooled Error Bootstrap Minimum Width CI method
Students t test (Empirically derived eta's for the t test)
Robust Rank Order test
Results In Table 3 to 8 are from second run of the BNP. Results from the first run were
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abandoned for large datasets due to an error caused by an undocumented change in data
format used by the data generating program (see Appendix B). This error interfered with the
BNP's input causing it to give erroneous results. Results for small sample sizes [5 3], [7 7], and
[15, 5] from the earlier run are presented in Tables 15 to 17.
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TABLE 9
Actual Probability of Type-I Error (aa) when Ho is True for Sample Sizes [5,3} and various
Ratios of the Population Variances When the Nominal Significance Level (an) is .05
Detailed resuits
(J'2'(J'2 TH PBS PBP PBB PBM UBS UBP UBB UBM t RRl' 2
1:10 .145 .292 .292 .292 .306 .244 .245 .246 .266 .156 .173
1:5 .103 .239 .241 .24.1 .251 .207 .218 .218 .232 .120 .136
1:2 .072 . .187 .191 .193 .195 .186 .190 .188 .201 .070 .094
2:1 .038 .132 .131 .126 .138 .156 .158 .156 .166 .045* .066
5:1 .031 .106 .109 .102 .107 .155 .151 .149 .161 .031 .052*
* Corresponding to aa not significantly different from an'
TABLE 10
Actual Probability of Type-I Error (aa) when Ho is True for Sample Sizes [7,7) and various
Ratios of the Population Variances When the Nominal Significance Level (an) is .05
Detailed results
(J'i:(J'~ TH PBS PBP PBB PBM UBS UBP UBB UBM t RR
1:10 .063 .108 .108 .110 .112 .109 .111 .111 .107 .062* .067
1:5 .058 .088 .091 .084 .092 .088 .092 .086 .100 .049* .043*
1:2 .051 .085 .083 .085 .088 .086. 087 .084 .085 .043* .04h
* Corresponding to aa significantly not different from an'
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TABLE 11
Actual Probability of Type-I Error (Cia) when Ho is True for Sample 'Sizes [15,5J and various
Ratios of the Population Variances When the Nominal Significance Level (Ci n) is .05
Detailed results
(Ti:(T~TH PBS PBP PBB PBM UBS UBP UBB UBM t RR
1:10 .230 .276 .275 .273 .282 .145 .150 .156 .155 .224 .111
1:5 .178 .217 .220 .215 .221 .127 .133 .131 .141 .161 .107
1:2 .098 .126 .125 .124 .131 .114 .116 .123 .119 .08~ .104
2:1 .025 .038* .039* .040* .045* .096 .094 .099 .105 .017 .082
5:1 .008 .016 .014 .014 .015 .095 .094 .094 .097 .008 .060*
10:1 .005 .010 .013 .013 .015 .079 .080 .081 .090 .007 .05h
* Corresponding to aa not significantly different from Cin.
TABLE 12
Actual Probability of Type-I Error (Cia) when Ho is True for Sample Sizes [72, 48) and
various Ratios of the Population Variances When the Nominal Significance Level (Ci n) is .05
Detailed results
(Ti:(T~ TH PBS PBP PBB PBM UBS UBP UBB UBM t RR
1:5 xxx .099 .101 .099 .100 .060* .056* .054* .053* .096 .063*
1:2 .081 .082 .081 .080 .084 .072 .067 .070 .069 .082 .063*
2:1 .027 .035* .039* .035* .042* .052* .047* .052* .054* .031 .046*
* Corresponding to Cia not significantly different from Cin.
xxx The value is not available.
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TABLE 13
Actual Probability of Type-I Error (O:a) when Ho is True for Sample Sizes [80, .40J and
. -r.·
various Ratios of the Population Variances When the Nominal Significance Level (O:n) is .05
Detailed results
(T~:o"~ TH PBS PBP PBB PBM UBS UBP UBB UBM t RR
1:5 .120 .142 .141 .141 .144 .063* .066 .067 .066 .133 .060*
1:2 .080 .068 .065 .066 .070 .048* .046* .039* .049* .063* .042*
2:1 .029 .032 .033 .032 .039* .05h .053* .052* .054* .031 .046*
5:1 .014 .017 .016 .017 .017 .05h .052* .05h .057* .013 .046*
* Corresponding to O:a not significantly different from O:n'
TABLE 14
Actual Probability of Type-I Error (O:a) when Ho is True for Sample Sizes [100,20J and
various Ratios of the Population Variances When the Nominal Significance Level (O:n) is .05
Detailed results
(T~:o"~ TH PBS PBP PBB PBM UBS UBP UBB UBM t RR
1:5 .220 .345 .329 . .327 .346 .072 .074 .070 .073 .331 .062*
1:2 .120 .1254 .122 .130 .127 .072 .070 .067 .076 .116 .081
5:1 .002 .004 .004 .004 .005 .054* .055* .057* .063* .004 .049*
* Corresponding to O:a not significantly different from O:n'
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Table 15
A ctual Probability of Type-I Error (aa) when Ho is True for Sample Sizes [5, 3} and Ratios
of the Population Variances When the Nominal Significance Level (an) is .05
Results from run 1
o}lT~ TH PBS PBP PBB PBM UBS UBP UBB UBM t RR
1:10 .145 .294 .289 .288 .293 .246 .248 .247 .267 .156 .173
1:5 .103 .241 .244 .243 .243 .208 .216 .220 .230 .120 .136
1:2 .072 .187 .192 .193 .193 .184 .193 .188 .199 .070 .094
2:1 .038 .127 .129 .131 .129 .154 .158 .160 .166 .045 .066
5:1 .031 .106 .104 .106 .105 .155 .154 .152 .165 .03h .052
* Corresponding to aa not significantly different from an'
Table 16
Actual Probability of Type-I Error (aa) when Ho is True for Sample Sizes [7, 7} and Ratios
of the Population Variances When the Nominal Significance Level (an) is .05
Resul ts from run 1
lTi:lT~ TH PBS PBP PBB PBM UBS UBP UBB UBM t RR
1:10 .063 .016 .015 .019 .121 .107 .109 .116 .115 .062* .067
1:5 .058 .090 .087 .089 .093 .087 .090 .090 .098 .049* .043*
1:2 .051 .085 .090 .089 .088 .084 .085 .082 .089 .043* .04h
* Corresponding to aa not significantly different from an'
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* Corresponding to O'a not significantly different from O'n.
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APPENDIX B
TESTING OF BNP
For the statistical procedures the computer program, referred to as BNP (Bootstrap,
nonparametric and parametric), was coded and used to apply the Bootstrap method, the t test,
and the Robust Rank Order test to data generated by DATASIM. Bootstrap subroutines of
BNP were adapted from programs provided by Lunneborg (1987), BNP was written in
Borland's Turbo PASCAL. The testing of this program is presented here.
The Major components of the BNP tested were 1) Procedures for input, 2) Procedures
for generating random numbers, 3) Procedures for generating contrast values by the Pooled
and Unpooled Bootstrap methods, 4) Procedures to calculate Confidence Intervals from
contrast values generated, 5) Procedures for the t test and 5) Procedures for the Robust Rank
Order Test.
Testing of procedures for input:
Simple debugging is built in BNP code. By changing the value of a debug variable, the
BNP program can be made to output intermediate results to a file. Contents of files, generated
using this debug facility, were checked to make sure that the data was being read properly by
BNP. These files were also used to trace data flow through the program and see how it was
being transformed at each stage in the program.
In the first run of BNP, large datasets were not being read III accurately due to an
undocumented change in the stripped data file format of the DATASIM. A new line was
formed (by <CR><LF> characters) after exactly 400 characters. This fairly often had an
effect of splitting numbers and causing the split pieces being read as two numbers. It was fixed
by writing a program (CLEAN) to remove extra new line characters from datafiles.
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Testing of procedures fOf generating random numbers:
Random number generator used in BNP is based on DATASIM's random number
generator. Properties of random numbers generated using DATASIM's generator are
extensively tested (Bradley, Senko and Stewart, 1990). So testing random number generator of
BNP involved checking that BNP and DATASIM random number generators produced the
same series of seed values. Once that was established, all the tests done for DATASIM random
number generator would hold for BNP random number generator. Comparison of seed values
generated by BNP and DATASIM showed complete agreement. First 5 seeds (after initial seed
1) generated by both programs were:
16807 282475249 1622650073 9849433658 1144108930
T~ting of procedures for generating contrast values:
KGPBOOT is a FORTRAN program provided by Lunnenborg (1987) to implemented the
Bootstrap Contrast method for testing equality of means of two groups. Implementation of the
Pooled and the Unpooled Bootstrap Contrast methods in the BNP was adapted from
KGPBOOT.
In comparing contrast values generated by BNP and KGPBOOT it was observed that
for small data sets there appeared to be more repetition in contrast values for BNP than for
KGPBOOT. In fact for n1=5, n2=3 data set, KGPBOOT did not show any repetition while
BNP generated many repeated contrast values. To investigate this further, test were conducted:
i) To find out if KGPBOOT checked for and eliminated repetition. ii) To find if the repetition
in contrast values generated by BNP was proper.
i) To find if KGPBOOT checked for and eliminated repetition in contrast values, it
was decided to test it for a data set that could only generate one contrast value. If KGPBOOT
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checked for and eliminated repetition, then for such a data set it would never end its run. So
the following samples were used:
Xl: 1.0 1.0
X2 : 1.0 1.0
It was found that KGPBOOT did generate repeating contrast values and the run did end.
However,It was also found that KGPBOOT computed the mean for the second group to be 0
rather than 1.0. It did this consistently and hence the contrast value (the difference between
Bootstrap means) generated for all 1000 Bootstrap trials was 1.0 and not 0 as it should have
been. Later found that KGPBOOT program does not read data correctly from the keyboard.
However when data was stored in a file according to the specified format, KGPBOOT read the
file correctly to gave O's for all contrast values.
ii) To find if repetition of contrast values generated by BNP was proper, the following
scheme was used. A small data set was defined and theoretical probabilities for all contrast
values that could be generated from this data set were calculated. Then contrast values were
generated by BNP using this data set as input. Relative frequencies of the different contrast
values generated were compared with the theoretical probabilities.
The samples used were:
Xl : 1.0 2.0
X2 : 1.0 2.0
nl
LXiI
Xl i=1 3.00 1.5nl -2-
n2
L Xi2
X2 i = 1
3.00 1.5n2 -2-
For Unpooled Bootstrap Contrast, for group 1, XiI' the nl entries of error pool 1, cil and for
group 2, Xi2 , n2 entries of the error pool 2, ci2' would be:
{Cil = (XiI - Xl), i = 1 .. nl } and {ci2 = (Xi2 -X2), i 1 .. n2}
XiI (XiI - Xl) cil Xi2 (Xi2 - X2) ci2
1 1 1.5 = -0.5 1 1 - 1.5 = -0.5
2 2 1.5 0.5 2 2 1.5 0.5
error pool 1 = {- 0.5, 0.5} error POO~f,21 = { - 0.5, 0.5}I; ,
n l nl
All possible mean values (( LXiI + ~ cil)/nl ) on resampling from error pool 1
i = 1 I
would be:
Possible Resample mean
{- 0.5, - 0.5} (3 1)/2 = 1.0
{ - 0.5, 0.5} (3 + 0)/2 = 1.5
{ 0.5, - 0.5} (3 + 0)/2 = 1.5
{ 0.5, 0.5} (3 + 1)/2 = 2.0
Since error pool 2 was identical to error pool 1, it would have same possibilities for mean
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values. Possible contrast values were calculated as:
Possible mean combination Contrast Value
1.0, 2.0 - 1.0
1.0, 1.5 - 0.5
1.0, 1.5 - 0.5
1.0, 1.0 0
1.5, 2.0 - 0.5
1.5, 1.5 0
1.5, 1.5 0
1.5, 1.0 0.5
2.0,2.0 0
2.0, 1.5 0.5
2.0, 1.5 0.5
2.0, 2.0 0
Since all these 16 combinations were equally likely, theoretical probabilities for different
contrast values were calculated as:
Contrast Value
- 1.0
- 0.5
o
0.5
1.0
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Total:
Probability
1
16
4
16
6
16
4
16
1
16
Frequencies expected and found in 1000 values generated by BNP:
Contrast Expected Frequency Observed Frequency
- 1.0 116*1000 62.5 52
- 0.5 1~*1000 250.0 240
0 166*1000 375.0 389
0.5 1~*1000 250.0 264
1.0 116*1000 62.5 55
Total: 1000.0 1000
Observed frequencies generated by BNP are very close to the expected frequencies.
For Pooled Bootstrap Contrast, the (n1+nz) entries of the single error pool would be:
{ti = (XiI - Xl), i 1 .. n1 or ti = (X iZ - Xz), i = 1 .. nz}
XiI (XiI - Xl) til X iZ (X iZ - Xz) tiz
1 1 1.5 = -0.5 1 1 1.5 = -0.5
2 2 1.5 0.5 2 2 1.5 0.5
error pool = {- 0.5, 0.5, - 0.5, 0.5}
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nl n l
All possible mean values (( LXiI + LeNnI) on resampling from error pool for Xl would
i = 1 i
be:
Possible Resample mean
{- 0.5, - 0.5} (3 - 1)/2 =1.0
{ - 0.5, 0.5} (3 + 0)/2 =1.5
{- 0.5, - 0.5} (3 - 1)/2 =1.0
{- 0.5, 0.5} (3 + 0)/2 =1.5
{ 0.5, - 0.5} (3 + 0)/2 =1.5
{ 0.5, 0.5} (3 + 1)/2 =2.0
{ 0.5, - 0.5} (3 + 0)/2 =1.5
{ 0.5, 0.5} (3 + 1)/2 =2.0
{ - 0.5, - 0.5} (3 - 1)/2 =1.0
{- 0.5, 0.5} (3 + 0)/2 =1.5
{- 0.5, - 0.5} (3 - 1)/2 =1.0
{- 0.5, 0.5} (3 + 0)/2 =1.5
{ 0.5, - 0.5} (3 + 0)/2 =1.5
{ 0.5, 0.5} (3 + 1)/2 =2.0
{ 0.5, - 0.5} (3 + 0)/2 =1.5
{ 0.5, 0.5} (3 + 1)/2 =2.0
Since X2 was identical to Xl' resampling for X2 would have same possibilities for mean values.
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Frequency distribution for distinct mean values was calculated as:
Mean
1.0
1.5
2.0
Frequency
4
, 8
4
Using these, frequencies for possible contrast values would be:
Possible mean combination Contrast Value Contrast Freq.
1.0, 1.0 0.0 4 * 4 = 16
1.0, 1.5 - 0.5 4 * 8 =32
1.0, 2.0 - 1.0 4 * 4 = 16
1.5, 1.0 0.5 8 * 4 =32
1.5, 1.5 0.0 8 * 8 =64
-1.5, 2.0 - 0.5 8 * 4 =32
2.0, 1.0 1.0 4 * 4 = 16
2.0, 1.5 0.5 4 * 8 =32
2.0, 2.0 0.0 4 * 4 = 16
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Theoretical probabilities for different contrast values would be:
Contrast Value
- 1.0
- 0.5
o
0.5
1.0
Probability
16
256
64
256
/ ' 96~ 256
64
256
16
256
Total: 1
Frequencies expected and found in 1000 contrast values generated by BNP:
Contrast Expected Frequency Observed Frequency
- 1.0 21566*1000 62.5 53
- 0.5 265~*1000 250.0 252
0 295~*1000 375.0 396
0.5 265~*1000 250.0 238
1.0 21566*1000 62.5 61
Total: 1000.0 1000
Again, the observed frequencies generated by BNP are very close to the expected frequencies.
The procedure followed above to get theoretical frequency distributions was coded in a
Pascal program. This program was then used to test BNP for slightly larger group sizes.
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Comparison of Contrast Values:
For small sample sizes, the theoretical probability distribution of contrast values (all
possible combinations of difference of means for given samples) was compared with the
distribution of contrast values, generated by the KGPBOOT and the BNP. However for large
datasets this comparison was done only between the KGPBOOT and the BNP. Theoretical
contrast values' distribution was not included since all possible combinations of difference of
means for large samples were difficult to generate and handle.
DATASIM (Bradley, 1989) was used to generate a dataset in the stripped format.
BNP read the stripped data generated by DATASIM. However KGPBOOT reads data in a
special format (9X,E8.4 was the Fortran format for each line: 9X means the first 9 characters
are ignored, E8.4 means that the 8 characters are used for a real number in exponential format
with 4 decimal places.), so the format of these data was edited using Turbo Pascal 6.0
(Borland International, 1991) for KGPBOOT to be able to read then. The Theoretical
distribution was generated using the sample data with the program FREQ.
The Kolmogorov-Smirnov (KS) test was selected to see whether two sets of contrast
values generated have the same distribution. Two-tailed KS test is sensitive to any kind of
differences of location (central tendency), dispersion, skewness, etc. (Siegel & Castellan, 1988)
in the distributions from which the two samples are drawn. This test was used to test the
hypothesis Ho: there is no difference in the two sets of contrast values generated.
To apply the KS two-sample test, the three sets of contrast values (Theoretical,
KGPBOOT and BNP) generated by FREQ were imported in QUATTRO PRO 3.0 (Borland
International, 1991) spreadsheet. Since theoretical contrast values had all possible values of the
contrast, they were used as interval defining values (bin block of QUATTRO PRO) to
calculate frequencies and cumulative frequencies for BNP and KGPBOOT generated contrast
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values. The Cumulative frequency distribution for the theoretical contrast values was made
available by program FREQ and imported in the spreadsheet with the contrast values. The
maximum difference (D) between the cumulative distribution functions of Theoretical & BNP,
Theoretical & KGPBOOT and BNP & KGPBOOT were calculated and compared to critical
values (an = .05) in KS tables (Siegel & Castellan, 1988).
For n1 =5 and n2 =3 (J.l 1 = J.l2 = 100 and 0"1 = 0"2)' for KGPBOOT vs Theoretical
contrast values D was 0.03112, for BNP vs Theoretical contrast values D was 0.023203 and for
BNP vs KGPBOOT contrast values D was 0.033617. Reference to the KS tables shows that for
an = 0.05, two tailed, the required D value is 0.60374. Since all the obtained D values are well
below that required for rejection, the null hypothesis is not rejected, which means that the
distributions compared do not differ significantly. For n1 =5 and n2 =3 (J.l1 = J.l2 =100 and
0"1 t= 0"2)' KGPBOOT vs Theoretical contrast values D was 0.037946, for BNP vs Theoretical
contrast values D was 0.02684 and for BNP vs KGPBOOT contrast values D was 0.044264.
Reference to the KS tables shows that for an = 0.05, two tailed, the required D value is
0.60374. Since all the obtained D values are well below that required for rejection, the null
hypothesis is not rejected, which means that the distributions compared do not differ
significantly.
Testing of procedures for Confidence Interval Calculations:
A program (BNPCI) was written which read a data file of contrast values generated by
KGPBOOT and applied BNP Bootstrap confidence interval procedures to the data read.
BOOTCI (Program provided by Lunneborg, 1987 for calculating Bootstrap Contrast) was then
applied to the same data file. Confidence Intervals obtained from both BNPCI and BOOTCI
were expected to be exactly the same because confidence interval calculation is a deterministic
process given all bootstrap contrast values have been generated. This also meant that how
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contrast values were generated (by Pooled error method or by Unpooled error method) would
not affect confidence interval calculations.
Test Results:
Input parameters for BOOTCI:
Bootstrap values from file:
FORMAT:
ESTIMATOR VALUE:
NO. TRIALS TO BE READ:
C.1. COVERAGE:
Input parameters to BNPCI:
Input file:
* Format for each line:
KME0503.X
(5X,E12.5)*,
- 0.30133E+02
1000
95.000%
KME0503.X
5X means the first 5 characters are ignored, E12.5 means that the 12 characters are used for a
real number in exponential format with 5 decimal places.)
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Comparison of outputs:
BOOTCI BNPCI
SYMMETRIC C.1.
LOWER BOUND: - 0.85381E+02 - 85.381
UPPER BOUND: 0.25115E+02 25.115
PERCENTILE C.1.
LOWER BOUND: - 0.74600E+02 74.600
UPPER BOUND: 0.28667E+02 28.667
BIAS CORRECTED PERCENTILE C.1.
LOWER BOUND: - 0.73333E+02 - 73.333
UPPER BOUND: 0.34400E+02 34.400
MINIMUM WIDTH C.1.
LOWER BOUND: - 0.74267E+02 - 74.267
UPPER BOUND: - 0.28800E+02 28.800
Similar tests were done for several other KGPBOOT generated contrast data files and the
results showed complete agreement between BOOTCI and BNPCI.
Testing of procedures for t-test:
To test BNP procedures used for t test, DATASIM was used to simulate data sets as
earlier and to calculate t statistic and its corresponding p value. The data sets generated were
th.en stored in a DAT ASIM stripped file. The BNP's t test procedures were done using the
stripped DATASIM file and the results compared to the values generated by DATASIM. This
test was repeated for several different data sets. Since t test calculations are deterministic,
exactly the same t and p values were expected and found.
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Testing procedures for Robust Rank Order Test:
BNP was run against data for two example problems discussed in detail in Siegel &
Castellan (1988). One example was for small sample sizes (n l = 3, n2 = 4) without any ties
while the other involved large sample sizes (n l = 10, n2 = 15) and ties. Small sample sizes for
this test are defined as n l <= n2 <= 12. Datasets used in these examples were entered in the
DATASIM stripped file format. The BNP's Robust Rank Order procedures were done using
these datasets and the results were compared to values calculated in Siegel & Castellan (1988).
Since Robust Rank Order test calculations are deterministic, exactly the same intermediate and
final results were expected and found.
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