We define the infinite matrices associated with algebraic equations in the form x = a,('x)Xk + Uk-1( x)X + Uk( x> ("it"> EXR* ['I) 
INTRODUCTION
The aim of this paper is to associate some algebraic equations with infinite matrices and to show the Perron-Frobenius theory of them.
In the first place we associate each algebraic equation with a locally finite infinite graph. Then we construct the infinite incidence matrix of the graph. We associate an algebraic equation with this infinite incidence matrix. The infinite incidence matrix is studied by means of the truncations of it in [S] .
Here we confine ourselves to the case that the infinite incidence matrices are nonnegative. We prove a Perron-Frobenius theorem for these nonnegative matrices.
Frobenius' second theorem on nonnegative irreducible matrices is summarized as follows: Suppose A is an n x n nonnegative irreducible matrix LINEAR ALGEBRA AND ITS APPLICATIONS 78: 11-22 (1988) 11 In this paper we shall show analogous results to Frobenius' theorem on infinite incidence matrices associated with some algebraic equations.
The Perron-Frobenius theory of nonnegative infinite matrices or positive operators has appeared in the literature (e.g. [l, 4, 61) . These papers were devoted to the analysis of Perron-Frobenius eigenvalues and eigenvectors without using the characteristic equations of infinite matrices. Sometimes the Fredholm determinant is used as an infinite analogue of the characteristic polynomial of a finite matrix. However, it may happen that the Fredholm determinant of a matrix which we deal with diverges and so cannot be used as a characteristic equation. Then we adopt the modified discriminant of the algebraic equation as a characteristic equation of the infinite matrix.
In this paper we show the Perron-Frobenius theorem on nonnegative infinite matrices and modified discriminants.
The infinite graphs associated with algebraic equations are derived from formal language theory. We use the algebraic theory of formal languages (cf. [2, 5, 7, 81) in order to prove our main result. Here we just give a simple example of an infinite matrix associated with an algebraic equation.
EXAMPLE.
We consider a context free grammar ({ X >, { r }, X, I'), P:X+xX3, x+x3x, x-+x.
We write this grammar in the form x=xX3+x3x+x.
We construct a pushdown automaton LZ? from the context free grammar:
where Q= (9179e79313
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is given by
(1) a finite set Q called states, (2) a pushdown symbol X, The period of the matrix M is equal to 3.
MAIN RESULT
We consider an algebraic equation in the form 
. + dp_+
We construct from this equation an infinite graph. The infinite graph associated with the algebraic equation is defined and studied in [8] . The infinite graph is derived from formal language theory. The reader who is unfamiliar with the formal language theory may consult [3] .
Regarding the equation (2.1) as a context free grammar, we construct a pushdown automaton J&' as stated in Section 1: _E@ = (Q, { X }, 6), where Q = { ql, 92,. . . , s,}, is given by
(1) a finite set Q called states, (2) a pushd4nm symbol X, (3) amapping& Q~{X}X{x}+BP[QXX*]definedbythefollowing:
The transition diagram of the pushdown automaton .a! is illustrated in Figure  2 .
[Edges from (si, X) to (9j, E) are not drawn.] In the graph the vertices represent configurations (9i, X J) of the pushdown automaton, and edges represent transitions of the configurations on input x. The above graph is called the associated graph of the algebraic equation (2.1). The vertices are ordered as stated in Section 1. The incidence matrix of the graph is called the msociuted matrix of the algebraic equation (2.1).
Clearly the degree of any vertex of the associated graph G is bounded. Hence for the infinite graph G, we can define the period of a vertex of G. Clearly the associated matrix A of the associated graph G of the equation (2.1) is a nonnegative infinite matrix. Then we define the period of the matrix A to be equal to d if d is the period of the graph G.
Next we define the modified discriminant of the algebraic equation (2.1). It will be shown that the modified discriminant corresponds to the characteristic polynomial of a finite matrix. We denote the discriminant of the equation We assume that the period of the associated matrix of (2.1) is d. We note that the statements (Pl), (PZ), and (P3) correspond to the statements (Fl), (F2), and (F3) in the first section, respectively.
We remark that since the zeros of a>(x) are associated with polynomials det( E, -xA,) (see below), the inequality r < ] y ] holds in (Pl) instead of the inequality r > 1 y 1 in (Fl).
PROOF OF THEOREM 2.1
Proof of Property (Pl).
To prove (Pl), we first characterize a zero of d(x). As is stated in Section 2, there exists a unique solution L(x) of the equation ( In order to prove the property (Pl), we use the associated matrix of the algebraic equation (2.1). Let A be the associated matrix. We denote the n x n northwest comer truncation of A by A, . Let d"(x) = det(E, -wi,) , where E, is the n X n unit matrix. By the same way as in [8, Lemma 2.41, we can prove the following lemma. Then it follows from Lemma 3.1 and this theorem that zeros of d jP+, On the other hand, a theorem on infinite Markov chains (Theorem 6.8 in [6] ) asserts that r,,,+t > r. Then a contradiction follows. Therefore we have r < ]y( for any zero y of fi. This completes the proof of the property (Pl). Conversely, we now prove that if y is a zero of fi( r ) satisfying ] y ( = r, then
In the first place we prove the following lemma. 
Proof
We recall that the function L(x) is a solution of the equation (2.1) and it is a positive term series. In the proof of property (Pl) we have defined the positive number r to be equal to the radius of convergence of the function L(x). Therefore we have L(r) > 0 for 0 < x < r. By using the principle of continuation, we deduce that there is a solution { x = r and X = R } of (2.1) satisfying R 2 0.
On the other hand, since ak(r) > 0, it follows that R > 0. From this, the inequality (3.3) follows. This completes the proof of the property (PZ).
Finally we prove the property (P3). The author is thankful to the referee for helping to improve the paper.
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