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 要  旨 
近年，コンピュータやインターネットの普及により文書データの電子化が急速に進行しており，
多大なデータ（群）から情報・知識を見つけようとするデータマイニングの研究がなされている．
そして，我々も PRDCという手法を用い，データの圧縮性に基づいた特徴付けを行い，その結果
を基にデータ分類を行う研究を行ってきた．しかし，一般に高次元空間の対象を扱うクラス分類
問題では，分類に障害を及ぼすような基底が紛れ込んだり，検索点に近接した事例が極端に少な
くなるため検索できなくなるなどの問題が発生する．このような問題を解決するには，高次元特
徴空間内で不要と考えられる特徴軸を発見し，削除することが有効と考えられる．しかし，デー
タ圧縮を用いた縮小次元の自動選択手法として我々の研究室で検討されてきた情報フィルタリン
グシステムでは比較的少数の基底でクラス生成が行えるとしているものの，選択する基底の特色
まで踏み入った解析は行っていない．そこで，ユーザの目視判断により，複雑でパターン化でき
ないような圧縮率ベクトルの各要素の特性を把握しながら適切な基底データを選択し，空間の次
元縮小を行える対話的なシステムが有用であると考えられる． 
 
本研究では，まずテキストデータの特徴を圧縮率ベクトルという形で表現し，ベクトル要素を
折れ線グラフで表示することでテキストデータの特徴の可視化を図る．そして，この折れ線グラ
フを用い，適切な基底データの発見を行う．さらに，次元縮小を実行するための対話的手法を提
案する．その際，次元縮小処理を続行すべきか否か(クラス分類能力が劣化していないか)を判断
するための指標関数を導入する．そして，作成された分類空間に文書データを射影することで縮
小前の空間と分類能力の劣化が少ないデータ分類が可能となる．本稿では，モデル文書・日本語
実文書・英語実文書に対し本提案手法を適用し，その有効性を確認する．また，本提案手法には
分類されているデータが必要であるが，人手によりトピックごとに分かれたデータに対する実験
と，クラス数の入力なしに自動分類を行う手法での実験を行い，未知データに対するクラス分類
と次元縮小の解決の可能性についても検証する． 
 
 
