Abstract | In this correspondence, a random eld model based on moving average (MA) time-series model is proposed for modeling stochastic and structured textures. A frequency domain algorithm to synthesize MA textures is developed, and maximum likelihood estimators are derived. The Cramer-Rao lower bound is also derived for measuring the estimator accuracy. The estimation algorithm is applied to real textures, and images resembling natural textures are synthesized using estimated parameters.
I. Introduction
During the past three decades, there have been remarkable progresses in texture analysis and modeling 5]-9]. There are texture features based on co-occurrence matrices, wavelet transform and packets, multichannel lters and spatial lters, higher order statistics, Gabor functions, 2-D time-series models, and Markov random eld models. Recent approaches in texture feature extraction are reviewed in 9] . For the classi cation of isotropic textures, rotation-invariant features 6] have been suggested. The synthesis of images resembling natural textures is also an important problem and many approaches 10] have been suggested. It is also shown that a texture can be decomposed into deterministic and stochastic components by Wold-like decomposition 8]. While many texture features provide good texture discrimination, texture models 5]-8] have advantages because they can also be used for synthesizing textures. 2-D time-series models, such as simultaneous autoregressive (SAR) or long-correlation (LC) 5] models, and Gibbs random eld (GRF) models 7] have been used for diverse applications.
In this correspondence, a 2-D moving average (MA) model is suggested. Under this model, a texture is modeled by a convolution of a 2-D excitation process with a 2-D nite impulse response (FIR) lter. The FIR lter is assumed to be a linear geometric transform of an isotropic lter. Therefore, the FIR lter is described by isotropic MA parameters and two geometric transform parameters, namely elongation and orientation parameters. Isotropic textures having circular symmetric correlation structures can be modeled by a 2-D MA model as a special case where elongation parameter is unity.
In general, the maximum likelihood (ML) estimation of MA parameters in the spatial domain is di cult, and often leads to the use of iterative algorithms. The ML estimator of 2-D MA model parameters are derived in the frequency domain. The ML estimation of MA parameters in the frequency domain does not require iteration and is computationally e cient. The Cramer-Rao lower bound of the estimators in a 2-D MA model is also derived. An ML estimation algorithm for estimating the geometric parameters is also developed.
The validity of the 2-D MA model is demonstrated by synthesizing images resembling real textures using estimated parameters. Textures can be classi ed as structured textures or stochastic textures depending on whether they have structural patterns. In the experiment with both stochastic and 1 structured textures, parameters are estimated from real textures. Then images are synthesized with estimated parameters and an excitation process. The synthesis is done e ciently in the frequency domain by multiplying the estimated transfer function with the excitation process. In the experiment with stochastic textures, it is demonstrated that images resembling natural images can be synthesized with a white complex Gaussian excitation process. The synthesized images are similar to the original images, and the estimated elongation and orientation of parameters match well with those of original textures. Structured textures are modeled by a 2-D MA model with a structured residual process. In structured textures, the residual is computed using estimated parameters. The residual is truncated and quantized into 2 bits/pixel and structured textures are estimated using the residual input. It is shown that the images synthesized using estimated model parameters and the structured residual are similar to original images. 
With the circular closure (torus) assumption at the boundary, (1) is represented in the frequency domain by applying DFT to both sides of (1) . and k k is the Eucledian norm.
Thus (3) can be rewritten as
The DFT Y (u) in (5) is a white complex Gaussian process as summarized in Lemma 1. A complex Gaussian process is a vector process with real and imaginary Gaussian components, and detailed discussions can be found in 2]. 
III. Parameter Estimation
For the analysis of a texture using an image model, the model parameters need be estimated from the observed texture. For an image following a 2-D MA model, we need to estimate geometric transform parameters and as well as the function H( ). They are estimated using the ML method.
De ne i = jH( i )j 2 and H = f i j i = 1; ; ng, where f i g = fkAuk j u 2 u g and n is the cardinality of f i g. Let 
For given orientation and elongation parameters , and , the parameters H are estimated by a maximum likelihood method. Since the observation is a Gaussian process, the ML estimation of H is done using the results on the exponential family 4]. It is summarized in Theorem 1. 
where i = fu 2 u j kAuk = i g and N i is the number of elements in i .
The unbiasedness and consistency of the estimators f^ i g can be proved from (6) and Theorem 1. The accuracy of an estimator can be measured by comparing its mean square error with the Cramer-Rao lower bound. The Cramer-Rao lower bound 4] is derived from (6).
Since the ML estimator is e cient, the mean square error of the ML estimator given in Theorem 1 asymptotically approaches to the Cramer-Rao lower bound given in (8) .
The elongation and the orientation of a texture can be represented by a set of discrete values. For example, eight di erent orientations are su cient for many applications, and the orientation parameter can be discretized to the nite set = f k 8 ; k = 0; ; 7g. Similarly, eight di erent elongation parameter values are su cient for many applications, and the elongation parameter can be discretized to the nite set A = f1; 2; ; 8g. We need to consider only for 1 since values lower than 1 can be achieved by rotation. Thus, the parameters and can be estimated by maximizing the log-likelihood function log p(Y j ; ) over the set A. The log-likelihood function of and , log p(Y j ; ), is derived from (6) by applying Gaussian integration and removing transfer function parameters.
By expanding log p(YjH; ; ) using Taylor series aboutĤ, we get log p(YjH; ; ) log p(YjĤ; ; ) ? 
Note that Gaussian integration of an odd function is zero, and^ i is independent by (7) because f i g are disjoint and Y (u) is independent.
Therefore, the log-likelihood function of and is obtained by substituting (6) The prior probability density p(^ i ) in the above log-likelihood function is generally not known.
Although it can be determined experimentally from estimated parameters from large number of real textures, it is assumed that the probability
p(^ i ) is invariant to changes in and in the experiment. By removing terms independent to and and changing the sign, the following cost function J( ; ) is obtained.
From the above results, we get the following estimation algorithm for transfer function parameters f i g, orientation parameter and the elongation parameter .
Estimation Algorithm:
1. Apply the DFT to the image and obtain Y (u).
2. For each 2 and 2 A, estimate parameters f i ; i = 1; ; ng by (7).
3. Using the estimated parameters f^ i ; i = 1; ; ng, compute the cost functions J( ; ) in (13) for each 2 and 2 A. The ML estimators^ and^ are obtained as the argument minimizing J( ; ) with respect to 2 and 2 A.
An image resembling a real texture can be synthesized using the estimated parameters. The synthesis of an image following a 2-D MA model is done in the frequency domain from a white Gaussian random eld by specifying parameters , and H( ). If the elongation parameter = 1, then the synthesized image becomes isotropic. The algorithm summarized in the following synthesizes a texture from a complex white Gaussian random eld. We show in Section 4 that it can also be used for synthesizing structured textures when structured input process is used. Y (u) = jH(kAuk)jW(u); (14) where the geometric transform matrix A is de ned in (4).
5. The synthesized image in the spatial domain is obtained by applying IDFT to Y (u).
IV. Experimental Results
The 2-D MA model presented in this paper is exible enough to synthesize many textures resembling real textures, and the estimated parameters represent the characteristics of the texture well. Another advantage of the 2-D MA model is that its parameter values correspond to intuitive characteristics, such as edge sharpness, roughness, elongation, orientation, size of patterns, etc. In this section, the validity of the model is demonstrated by synthesizing images similar to original textures using estimated parameters.
Earlier studies 8] suggest that textures can be decomposed into deterministic and stochastic components. Stochastic textures are de ned as those without any deterministic trend, and are modeled well by a 2-D MA model with uncorrelated residual process w(s). Structured textures are de ned as those having a strong deterministic trend, and can be modeled by a 2-D MA model with structured residual process. Experimental results with both stochastic and structured textures are presented.
A. Synthesis of Stochastic Textures Using Estimated Parameters
Both isotropic and anisotropic textures are used in this experiment. Many natural textures such as grass lawn, cork, clouds, etc., are isotropic, and the correlation structure is circular symmetric. Figure  1 shows the results with isotropic natural images. Natural textures are shown in the rst column of Many textures, such as cotton canvas, herringbone weave, ra a mat, etc. show structured patterns, and the size and arrangement of patterns follow predictable structures. Modeling of structured textures requires the information on deterministic trend which cannot be properly modeled by a random eld model. The MA model is applicable to structured textures by using structured residual process w(s). If an image is synthesized with a random excitation process w(s), i.e., a white noise process, the synthesized image using estimated parameters will not exhibit structured patterns. However if the residual process contains structured information, the synthesized image will exhibit structural patterns. For each texture in Figure 3 , the residual process w(s) (lower left) shows structural pattern embedded in random noise. The estimated frequency-domain residual processŴ(u) can be represented with small number of data bits without losing much details in the original texture. In our experiments, W(u) is quantized into 2 bits/pixel for kuk < N 4 , and truncated to zero for kuk N 4 . Larger (128 128) textures are synthesized with structured residual and white Gaussian process. For synthesizing a larger structured texture (middle column), the quantized and truncated residual process is up-sampled by the factor of 2 2, and Y (u) is computed by (5) . The nal synthesized image is obtained by applying IDFT to Y (u). For synthesizing textures in the right column of Figure 3 , the residual process W(u) is replaced by a white complex Gaussian process.
The similarity of the synthesized images to the original images can be observed in the synthesized images. The location and orientation of patterns in images synthesized with structured residual match well with those of original textures. Without structured residual input, the synthesized images at the right column of Figure 3 do not exhibit structured patterns, but they still show similarity with the original image. 
