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Abstract
The entangling power of a bipartite unitary operation shows the maximum created entanglement
with the product input states. For an arbitrary two-qubit unitary operation, it is sufficient to
consider its normalized operation U with parameters c0, c1, c2 and c3. We show how to compute
the entangling power of U when c2 = c3. In particular we construct the analytical expressions of
entangling power of such U for two examples. We also formulate the entangling power of bipartite
unitary operations of Schmidt rank two for any dimensions.
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I. INTRODUCTION
In quantum information, bipartite nonlocal unitary gates can create quantum entangle-
ment. They are respectively the fundamental operation and physical resource in quantum-
information tasks, such as teleportation [1], quantum cryptography [2] and steering [3].
It is known that the entanglement of a bipartite pure state |ψ〉AB can be measured by
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the von Neumann entropy S(·) of the reduced density matrix on any one system, i.e.
E(|ψ〉AB) := S(TrA|ψ〉〈ψ|) := S(TrB|ψ〉〈ψ|). Understanding how much entanglement U
can create not only characterizes how useful U is in the above quantum-information tasks,
but also is related to the reversibility of resources in quantum computation, i.e., whether
there is a bipartite unitary operation whose entanglement cost is strictly greater than its
ability to create entanglement [4–8].
In this paper we investigate the maximum amount of entanglement a bipartite unitary
U on the Hilbert space HA ⊗HB can create using a product input state [9]. The amount is
called the entangling power of U . Mathematically it is defined as
KE (U) := max|φ〉,|ψ〉
E (U(|φ〉|ψ〉)). (1)
Here |φ〉 and |ψ〉 are respectively pure states on systems ARA and BRB, RA and RB are
local reference systems, and U |φ, ψ〉 is a bipartite pure state on the system ARA and BRB.
We shall name the ”critical state” for U as the states |φ, ψ〉 that realize the maximum in Eq.
(1). We will investigate two families of U . The first family acts on the two-qubit system, and
the second family acts on high dimensions and has Schmidt rank two (The Schmidt rank
is defined as the smallest number of tensor product matrices [10] ). On the one hand, the
two-qubit system is one of the fundamental systems in quantum information and has been
widely investigated in entanglement measure and physical models [11–20]. On the other
hand, it is known that the Schdmit-rank-two bipartite unitary operation is a controlled
unitary operation controlled from both the A and B side [10, 21]. Such operations including
the known controlled-NOT(CNOT) gates have been extensively investigated in theory and
experiments in the past decades [15–18, 22]. As far as we know, it is a hard problem to
show the explicit expression of entangling power of a two-qubit unitary operation of Schmidt
rank four due to mathematical difficulties, and even showing a non-trival, computationally
efficient upper bound of entangling power is very difficult. Recently, Ref. [23] determines a
non-trival upper bound of entangling power of bipartite unitary operation.
We shall present the normalized operation U of an arbitrary two-qubit unitary operation
via four parameters c0, c1, c2 and c3, defined in Eq. (5). The normalized U is equivalent
to the original two-qubit unitary operation when considering entangling power, since it is
known that local unitary transformations don’t change the entanglement. Hence, it suffices
to investigate the entangling power of the normalized U . It follows from Eq. (5) that the
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Schmidt rank of U is the number of nonzero coefficients c0, c1, c2 and c3. We study Schmidt-
rank-four U with c2 = c3 not only because we devise an efficient method to compute its
entangling power, but also because such U is of wide interest in quantum information. For
example, the family of Schmidt-rank-four U with c2 = c3 includes some essential quantum
gates such as SWAP gate and CNOT gate. Studying such U will help us understand how the
entangling power of U varies, apart from the SWAP and controlled phase gates. We construct
a bipartite unitary V (γ) which commutes with Schmidt-rank-four U with c2 = c3. Using the
commutativity, we simplify the critical states as (cosα|00〉+sinα|11〉)⊗(cos β|00〉+sin β|11〉)
in Theorem 1. We further derive a necessary condition that α+β = pi
2
for the critical states
when α ∈ (0, pi
2
) and β ∈ (0, pi
2
). In Proposition 1 we show the created entanglement is
the function of a single variable α ∈ [0, pi
4
]. Then we analytically derive the expressions of
entangling power of two examples, respectively in Theorem 2 and Theorem 3. For the first
example, we show the critical states should be either the local product state (α = 0) or the
local maximally entangled state (α = pi
4
), up to equivalence. For the second example, we
show the critical states should only be the local maximally entangled state (α = pi
4
), up to
equivalence. We also formulate the entangling power of Schmidt-rank-two bipartite unitary
operations for dimensions higher than 3 in Theorem 4.
The rest of this paper is organized as follows. In Sec. II we present some preliminary
results used in this paper. In Sec. III we characterize the normal decomposition and math-
ematical properties of two-qubit unitary operation U . In Sec. IV we first introduce the
physical meaning of a family of two-qubit unitary operations U defined in Eq. (5) with
c2 = c3 as our research motivation, and then investigate the entangling power of U in this
family. We construct the analytical forms of entangling power for two examples of such U
in Sec. V. For higher dimensions, we formulate the entangling power of Schmidt-rank-two
bipartite unitary gates in Sec. VI. Finally we present open problems in Sec. VII.
II. PRELIMINARIES
In this section we introduce two preliminary results from quantum information. They
will be used to support our main results. For two density matrices ρ and σ, we write ρ ≺ σ
to denote that the eigenvalue vector of ρ is majorized by that of σ. The following fact is
known.
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Lemma 1. [24] If ρ ≺ σ then S(ρ) ≥ S(σ).
Lemma 2. [25, Theorem 11.9] Let {Pi} be an orthogonal complete POVM, i.e.,
∑
i Pi = I
and PiPj = δijPi. Let ρ be a quantum state. Then
S(
∑
i
PiρPi) ≥ S(ρ), (2)
where the equality holds iff
∑
i PiρPi = ρ.
A natural measure of entanglement for U is the Schmidt Strength KSch(U) defined as
follows. We can always decompose U acting on systems A and B as U =
∑
j sjAj⊗Bj, where
sj ≥ 0 and {Aj} and {Bj} are orthonormal operator bases for A and B whose dimensions
are dA and dB, respectively. Then KSch(U) is defined to be the Shannon entropy H(·) of
the distribution s2j/(dAdB),
KSch(U) := H
({ s2j
dAdB
})
. (3)
KSch(U) has several good properties and is related to KE(U). For example, KSch(U) satisfies
the properties of exchange symmetry, time-reversal invariance, stability with respect to local
ancillas, and is strongly additive distinctively. It is shown that KSch(U) is a lower bound of
KE(U) for all unitaries U , and is a strict lower bound for Up = (
√
1− pσ0 ⊗ σ0 + i√pσ1 ⊗
σ1)(
√
1− pσ0 ⊗ σ0 + i√pσ3 ⊗ σ3) with certain p [9, Theorem 1].
III. NORMALIZED TWO-QUBIT UNITARY OPERATIONS U
In this section we characterize the normal decomposition of an arbitrary two-qubit unitary
operation and mathematical properties of the normalized operation U . In Sec. III A, we
introduce a normal decomposition in Eq. (4). The U in terms of three real parameters
x, y, z in Eq. (5) is called normalized. For simplifying the computation of entangling power
of U , we present constraints on x, y, z in (8) and (9). In Sec. III B we present some widely
used mathematical properties of the normalized U satisfying (8) and (9).
A. Normal decomposition
The number of parameters of any two-qubit unitary operation WAB can be reduced from
15 to 3 through an efficient decomposition [12]. That is, there exists local unitary operators
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UA, UB, VA, VB and the two-qubit unitary operator U such that
WAB = (UA ⊗ UB)U(VA ⊗ VB), (4)
where
U :=
3∑
j=0
cjσj ⊗ σj. (5)
Here σj’s are the Pauli matrices, i.e.,
σ0 =
 1 0
0 1
 , σ1 =
 0 1
1 0
 , σ2 =
 0 −i
i 0
 , σ3 =
 1 0
0 −1
 , (6)
and the coefficients cj’s are complex numbers [9, Eq. (4.3)]
c0 = cosx cos y cos z + i sinx sin y sin z,
c1 = cosx sin y sin z + i sinx cos y cos z,
c2 = sinx cos y sin z + i cosx sin y cos z,
c3 = sinx sin y cos z + i cosx cos y sin z,
(7)
for x, y, z ∈ (−pi/4, pi/4]. As we know, the entanglement is not changed by local unitary
transformations for any measure. So for any two-qubit unitary operations it suffices to study
the entangling power KE(U) of the normalized U .
Remark 1. Since σj’s are linearly independent, the Schmidt rank of U is the same as the
number of nonzero cj’s in (5). If some cj is zero then the entangling power of U is known
[9, Proposition 2. and Theorem 2.], and we have extended it to arbitrary Schmidt-rank-two
bipartite unitaries in Sec. VI. The entangling power of any bipartite permutation unitary of
Schmidt rank three is also known from [8, Proposition 3]. Further, if all cj’s have modulus
1/2 then it is easy to verify that the entangling power of U reaches the maximum, i.e., 2
ebits.
The remaining problem is how to obtain the entangling power of U of Schmidt rank four.
Therefore, we shall assume that cj 6= 0 for any j, and one of cj’s has modulus greater than
1/2. For convenience, we can impose restrictions on parameters x, y, z as follows.
pi
4
≥ x ≥ y ≥ z ≥ 0, (8)
pi
4
> y > 0. (9)
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Eq. (8) follows from [12, Eq. (13)]. For the entangling power of U whose x, y, z don’t
satisfy (8) is equal to some satisfying (8) via some symmetric relations [12], and Eq. (9)
follows from cj 6= 0 for any j, and one of cj’s has modulus greater than 1/2. Hence, we will
investigate the entangling power of the normalized U satisfying (8) and (9).
B. Mathematical properties
From (7), we find cj’s are closely related from each other. We construct a few formulas
on cj’s. They will be widely used in the remaining sections.
|c0 + c3|2 − |c1 − c2|2 = cos 2(x− y), (10)
|c0 − c3|2 − |c1 + c2|2 = cos 2(x+ y), (11)
|c0 + c3|2 + |c1 − c2|2 = |c0 − c3|2 + |c1 + c2|2 = 1, (12)
|c0| ≥ max
j=1,2,3
{|cj|}, (13)
|c0| > 1
2
, (14)
|c0|2 + |c3|2 = 1
2
(1 + cos 2x cos 2y) >
1
2
> |c1|2 + |c2|2 , (15)
c0c
∗
3 + c
∗
0c3 = c1c
∗
2 + c
∗
1c2 =
1
2
sin 2x sin 2y > 0, (16)
(c0c
∗
3 − c∗0c3)2 = −
1
4
(cos 2x+ cos 2y)2 sin2 2z ≤ 0, (17)
(c1c
∗
2 − c∗1c2)2 = −
1
4
(cos 2x− cos 2y)2 sin2 2z ≤ 0, (18)
|c0c3|2 − |c1c2|2 = 1
4
cos 2x cos 2y(sin 2z)2 ≥ 0, (19)
|c0|2 − |c1|2 = 1
2
cos 2x(cos 2y + cos 2z), (20)
|c0|2 − |c2|2 = 1
2
cos 2y(cos 2x+ cos 2z), (21)
|c0|2 − |c3|2 = 1
2
cos 2z(cos 2x+ cos 2y). (22)
Eq. (14) is from the assumption that one of cj’s has modulus greater than 1/2, and the
restriction (9) assures the positivity of Eq. (16). Eqs. (20)-(22) imply that if |c0| = |ci| for
some i ∈ {1, 2, 3} then |cj| = |ck| for j, k ∈ {1, 2, 3}\{i}, and the same equations imply that
if |c1| = |c2| = |c3| then they are also equal to |c0|.
By the definition of entangling power in Eq. (1), we select a family of input states defined
as follows. Up to equivalence, one can show that they cover all input states for computing
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the entangling power of U .
Definition 1.
|ψ(α; θ, µ)〉 = cosα|0, 0〉+ sinα|1〉(eiθ cosµ|0〉+ sinµ|1〉),
|φ(β; ξ, ν)〉 = cos β|0, 0〉+ sin β|1〉(eiξ cos ν|0〉+ sin ν|1〉),
(23)
where
α ∈ [0, pi
2
], β ∈ [0, pi
2
], θ, ξ ∈ [0, 2pi), µ, ν ∈ (0, pi
2
]. (24)
|ψ(α; θ, µ)〉 is the input state on system ARA and |φ(β; ξ, ν)〉 is the input state on system
BRB. Then the output state of U is the bipartite pure state
|ϕθξ(α, β;µ, ν)〉 := U(|ψ(α; θ, µ)〉ARA ⊗ |φ(β; ξ, ν)〉BRB) (25)
which has entanglement E(ϕθξ(α, β;µ, ν)).
Remark 2. Since E(ϕθξ(α, β;µ, ν)) is a continuous function with α, β, θ, ξ, µ, ν,
E(ϕθξ(α, β;µ, ν)) reaches its maximum in its domain (24). The maximum is equal to the
entangling power of U by definition. We shall omit θ and ξ respectively when we set µ = pi
2
and ν = pi
2
respectively.
Though computing the entangling power of U of Schmidt rank four in (5) is a hard
problem, we will show a practical method of computing the entangling power for the family
of U with c2 = c3 in the next section by using the normal decomposition and mathematical
properties of U developed in this section.
IV. THE PHYSICAL MEANING OF U WITH c2 = c3 AND ITS ENTANGLING
POWER
We begin this section with introducing the rich physical meaning of normalized U =∑3
j=0 cjσj ⊗ σj with c2 = c3 in (7). It is our motivation to investigate the entangling power
of such U .
We stress that the normalized U with c2 = c3 in (7) is of wide interest in quantum
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information. The condition c2 = c3 is equivalent to y = z, hence
U =

eiy cos(x− y) 0 0 ieiy sin(x− y)
0 e−iy cos(x+ y) ie−iy sin(x+ y) 0
0 ie−iy sin(x+ y) e−iy cos(x+ y) 0
eiy cos(x− y) 0 0 ieiy sin(x− y)
 . (26)
First if x = y = pi
4
then U becomes the well-known SWAP gate. It has the maximum
entangling power 2 ebits, and its implementation requires three controlled unitary gates and
some local unitary gates [10, Lemma 1]. Second, if y = 0 then up to local unitary gates
U is equivalent to the diagonal matrix diag(1, 1, 1, e4ix). Since x ∈ R, this is an arbitrary
controlled phase gate. For example the controlled-NOT gate is a basic ingredient in quantum
circuit, and it is known that the CNOT gate has entangling power 1 ebit. It is thus a more
general and fundmental question to understand how the entangling power of U varies, apart
from the SWAP and controlled phase gates. Third, there is an interesting subfamily of U
with c2 = c3, that is
Up = (1− p)σ0 ⊗ σ0 + pσ1 ⊗ σ1 + i
√
p(1− p)(σ2 ⊗ σ2 + σ3 ⊗ σ3)
=
(√
1− pσ0 ⊗ σ0 + i√pσ2 ⊗ σ2)(
√
1− pσ0 ⊗ σ0 + i√pσ3 ⊗ σ3
)
.
(27)
Firstly, Up can be decomposed into a product of two Schmidt-rank-two unitary oper-
ations, so it is more realizable in experiments. Secondly, its properties about entan-
ling power is clear. For example, it can be used to construct unitaries U such that
KA1A2:B1B2E (UA1B1 ⊗ UA2B2) > 2KA1B1E (UA1B1), where the subscripts on U indicate the sub-
systems to which it is applied [9, Theorem 3]. It implies KE(U) is superadditive, while the
Schmidt Strength KSch(U) is additive. Fourth, the two-qubit X state ρ =

a1 0 0 a2
0 b1 b2 0
0 b∗2 b3 0
a∗2 0 0 a3

has been extensively studied in the past years, not only for entanglement, but also for
other kinds of quantum correlations, such as quantum discord [26, 27]. Quantum discord
is defined as the difference between quantum mutual information and classical correlation
in a bipartite system, and has been shown it can offer some advantage to several tasks
in quantum information processing. We claim that any ρ can be realized by performing
some U and local unitary D on a diagonal two-qubit state σ. The latter is a classical-
correlated state containing no quantum correlation, namely it has zero quantum discord
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[28, 29]. To explain our claim, we note that ρ = V σV † with an X unitary operation
V =

cos(x− y) 0 0 sin(x− y)
0 cos(x+ y) sin(x+ y) 0
0 eim sin(x+ y) −eim cos(x+ y) 0
ein cos(x− y) 0 0 −ein sin(x− y)
 for real m,n, and a
diagonal σ. Let D = diag(1, eip)⊗ diag(1, eiq) and F be a diagonal unitary gate and a local
unitary gate, respectively. By choosing suitable D and F one can obtain that U = DV F .
So ρ = D†UσU †D, and we have proven our claim. One can extend the above claim to
constructing multiqubit X states using more U ’s in (26), and such states have recently been
interesting in entanglement theory [30–32]. The claim is relatively realizable in experiments,
because D and σ are both diagonal, and U is of an X-type operation. By investigating the
entangling power of U with c2 = c3, we can see how the entanglement of two-qubit X state
varies, since σ contains no entanglement.
In the following of this section, we investigate the entangling power of normalized U =∑3
j=0 cjσj ⊗ σj with c2 = c3 in (7). We will show that the critical states of such U should
be |ϕ(α, β; pi
2
, pi
2
)〉 defined in (25). Then E(ϕ(α, β; pi
2
, pi
2
)) is the entanglement produced by
|ϕ(α, β; pi
2
, pi
2
)〉.
It has been shown that for normalized U satisfying the condition c1 = c2 = c3, i.e.,
x = y = z in (7), the critical states can always be written as |ϕ(α, β; pi
2
, pi
2
)〉 no matter which
measure is selected [12]. In Theorem 1 we generalize the result to the case when U satisfy
the condition c2 = c3 i.e., y = z if we select the von Neumann entropy as the measure.
Before that we present Lemma 3 to support Theorem 1.
Lemma 3. The critical states of U can be written as |ϕ(α, β; pi
2
, pi
2
)〉 if they can be written
as |ϕθ(α, β;µ, pi
2
)〉.
Proof. Suppose ρBRB represents the reduced density matrix and ρ
′
BRB
= P1ρBRBP
†
1 +
P2ρBRBP
†
2 where P1 = |00〉〈00| + |11〉〈11| and P2 = |01〉〈01| + |10〉〈10|. Since {P1, P2} is
an orthogonal complete POVM, Lemma 2 implies S(ρBRB) ≤ S(ρ′BRB).
Suppose ρBRB and ρ
′
BRB
respectively become ρ1BRB and ρ
′
1BRB
when we set the input
states as |ϕθ(α, β;µ, pi
2
)〉, and respectively become ρ2BRB and ρ′2BRB when we set the input
states as |ϕ(α, β; pi
2
, pi
2
)〉. If the critical states can be written as |ϕθ(α, β;µ, pi
2
)〉, then the
maximum von Neumann entropy of ρ′1BRB is an upper bound of the entangling power. Next
we will show this upper bound can be attained via the input states |ϕ(α, β; pi
2
, pi
2
)〉. One can
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verify that ρ′1BRB = ρ
′
2BRB
= ρ2BRB . So we have KE(U) ≤ maxS(ρ′1BRB) = maxS(ρ′2BRB) =
maxS(ρ2BRB) ≤ KE(U). It implies maxS(ρ2BRB) = KE(U). So we conclude the critical
states can always be written as |ϕ(α, β; pi
2
, pi
2
)〉.
Theorem 1. If normalized operations U satisfy c2 = c3, then KE(U) =
max
α,β∈[0,pi/2]
E(ϕ(α, β; pi
2
, pi
2
)) with the critical states as |ϕ(α, β; pi
2
, pi
2
)〉.
Proof. We first propose the following observations and one can verify them straightforwardly.
(σj ⊗ σk + σk ⊗ σj)(σj ⊗ σj + σk ⊗ σk) = 0, (28)
j, k = 1, 2, 3, j 6= k.
When c2 = c3, using (28) we can show that
[V (γ)⊗ V (γ), U ] = 0, (29)
where V (γ) = cos γσ2 + sin γσ3 is unitary and γ is an arbitrary real number. Using (25), we
obtain
(V (γ)⊗ V (γ))AB|ϕθξ(α, β;µ, ν)〉
= U
(
(V (γ)⊗ IRA)|ψ(α; θ, µ)〉ARA ⊗ (V (γ)⊗ IRB)|φ(β; ξ, ν)〉BRB
)
. (30)
Since performing local unitaries on RA, RB does not change the entanglement of
|ϕθξ(α, β;µ, ν)〉, we may assume that (V (γ1) ⊗ W1)|ψ(α; θ, µ)〉 = cosα|00〉 + sinα|11〉 by
choosing a suitable γ1 and unitary W1, or we may assume that (V (γ2) ⊗W2)|φ(β; ξ, ν)〉 =
cos β|00〉 + sin β|11〉 by choosing another suitable γ2 and unitary W2. Hence, Lemma 3
implies we can choose the critical state for computing KE(U) as
|ϕ(α, β; pi
2
,
pi
2
)〉 = (cosα|00〉+ sinα|11〉)ARA ⊗ (cos β|00〉+ sin β|11〉)BRB , (31)
for α, β ∈ [0, pi/2]. By definition we have KE(U) = max
α,β∈[0,pi/2]
E(ϕ(α, β; pi
2
, pi
2
)).
This completes the proof.
In the following part of this section we will determine α and β such that E(ϕ(α, β; pi
2
, pi
2
))
reaches its maximum.
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By computing, we have the reduced density matrix ρBRB as follows.
ρBRB := TrARA
[
U(|ψ(α; θ, µ)〉ARA ⊗ |φ(β; ξ, ν)〉BRB)
(〈ψ(α; θ, µ)|ARA ⊗ 〈φ(β; ξ, ν)|BRB)U †
]
= P †

m11(α, β) m14(α, β) 0 0
m41(α, β) m44(α, β) 0 0
0 0 m22(α, β) m23(α, β)
0 0 m32(α, β) m33(α, β)
P,
(32)
where P is a permutation matrix and
m11(α, β) = cos
2 β
( |c0|2 + |c3|2 + cos 2α(c0c∗3 + c3c∗0)),
m14(α, β) =
1
2
sin 2β
( |c0|2 − |c3|2 + cos 2α(−c0c∗3 + c3c∗0)),
m22(α, β) = cos
2 β
( |c1|2 + |c2|2 + cos 2α(−c1c∗2 − c2c∗1)),
m23(α, β) =
1
2
sin 2β
( |c1|2 − |c2|2 + cos 2α(c1c∗2 − c2c∗1)),
m32(α, β) =
1
2
sin 2β
( |c1|2 − |c2|2 + cos 2α(−c1c∗2 + c2c∗1)),
m33(α, β) = sin
2 β
( |c1|2 + |c2|2 + cos 2α(c1c∗2 + c2c∗1)),
m41(α, β) =
1
2
sin 2β
( |c0|2 − |c3|2 + cos 2α(c0c∗3 − c3c∗0)),
m44(α, β) = sin
2 β
( |c0|2 + |c3|2 + cos 2α(−c0c∗3 − c3c∗0)).
(33)
One can show the eigenvalues of ρBRB are the following nonnegative numbers
λ1(α, β) =
t1 −
√
t21 − 4 |c0c3|2 sin2 2α sin2 2β
2
,
λ2(α, β) =
t1 +
√
t21 − 4 |c0c3|2 sin2 2α sin2 2β
2
,
λ3(α, β) =
t2 −
√
t22 − 4 |c1c2|2 sin2 2α sin2 2β
2
,
λ4(α, β) =
t2 +
√
t22 − 4 |c1c2|2 sin2 2α sin2 2β
2
,
(34)
where
t1 := |c0|2 + |c3|2 + cos 2α cos 2β(c0c∗3 + c3c∗0),
t2 := |c1|2 + |c2|2 − cos 2α cos 2β(c1c∗2 + c2c∗1).
(35)
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By definition we have
E(ϕ(α, β;
pi
2
,
pi
2
)) = H(λ1(α, β), λ2(α, β), λ3(α, β), λ4(α, β)). (36)
The following lemma gives the maximum of E(ϕ(α, β; pi
2
, pi
2
)) when points (α, β) on the
boundary.
Lemma 4. (i)
max
α,β∈[0,pi/2]
E(ϕ(α, β;
pi
2
,
pi
2
)) = max
α∈[0,pi/4],β∈[0,pi/2]
E(ϕ(α, β;
pi
2
,
pi
2
)), (37)
= max
α∈[0,pi/2],β∈[0,pi/4]
E(ϕ(α, β;
pi
2
,
pi
2
)). (38)
From now on we shall work with the interval α ∈ [0, pi/4], β ∈ [0, pi/2].
(ii) Suppose set B =
{
(α, β)|α or β ∈ {0,pi
4
}}. Then we have
max
(α,β)∈B
E(ϕ(α, β;
pi
2
,
pi
2
)) =
max
{
1, E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
))
}
, cos(2x+ 2y) ≤ 0,
max
{
E(ϕ(0, pi
2
; pi
2
, pi
2
)), E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
))
}
, cos(2x+ 2y) > 0,
(39)
where x, y are in (7).
The proof of Lemma 4 has been shown in Appendix A. Lemma 4 (i) shows it suffices
to consider the case α ∈ [0, pi
4
], β ∈ [0, pi
2
], and (ii) gives the maximum on the boundary.
It remains to find out the maximum of E(ϕ(α, β; pi
2
, pi
2
)) when α ∈ (0, pi
4
), β ∈ (0, pi
2
). It
is necessary to find out the extreme points. It is known that a necessary condition for
the extreme points (α, β) of E(ϕ(α, β; pi
2
, pi
2
)) is that they make each partial derivative of
E(ϕ(α, β; pi
2
, pi
2
)) equal zero. One can formulate the two partial derivatives as follows.
∂E(ϕ(α, β; pi
2
, pi
2
))
∂α
:= fα = k sin 2α cos 2β · g(α, β) + sin 2α cos 2α sin2 2β · h(α, β),
∂E(ϕ(α, β; pi
2
, pi
2
))
∂β
:= fβ = k cos 2α sin 2β · g(α, β) + sin 2β cos 2β sin2 2α · h(α, β),
(40)
where
g(α, β) = log
l1
l2
+
t1√
t21 − 4l1 sin2 2α sin2 2β
log
λ2
λ1
− t2√
t22 − 4l2 sin2 2α sin2 2β
log
λ4
λ3
,
h(α, β) =
4l1√
t21 − 4l1 sin2 2α sin2 2β
log
λ2
λ1
+
4l2√
t22 − 4l2 sin2 2α sin2 2β
log
λ4
λ3
> 0,
(41)
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and the constants
k = c0c
∗
3 + c3c
∗
0, b = |c0|2 + |c3|2 , l1 = |c0c3|2 , l2 = |c1c2|2 . (42)
The following lemma presents a necessary condition for the points which realize the maxi-
mum of E(ϕ(α, β; pi
2
, pi
2
)) when α ∈ (0, pi
4
], β ∈ (0, pi
2
).
Lemma 5. Suppose α ∈ (0, pi
4
], β ∈ (0, pi
2
). The maximum of E(ϕ(α, β; pi
2
, pi
2
)) occurs only
when α + β = pi/2, i.e.,
max
α∈(0,pi/4],β∈(0,pi/2)
E(ϕ(α, β;
pi
2
,
pi
2
)) = max
α∈(0,pi/4]
E(ϕ(α,
pi
2
− α; pi
2
,
pi
2
)). (43)
Proof. Set the two equations in Eq. (40) equal zero. When α, β 6= pi
4
we have
g(α, β)
h(α, β)
= −cos 2α sin
2 2β
k cos 2β
,
g(α, β)
h(α, β)
= −cos 2β sin
2 2α
k cos 2α
.
(44)
We derive (sin(2α+2β))(sin(2α−2β)) = 0 from (44). It implies α+β = pi/2 or α = β. When
α = pi
4
or β = pi
4
, Eq. (43) follows from max
β∈[0,pi
2
]
E(ϕ(pi
4
, β; pi
2
, pi
2
)) = max
α∈[0,pi
4
]
E(ϕ(α, pi
4
; pi
2
, pi
2
)) =
E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
)). We next rule out the necessary condition α = β. That is we will show
E(ϕ(α, α; pi
2
, pi
2
)) ≤ E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
)),∀α ∈ [0, pi
4
].
For convenience, when β = α and pi
2
− α in (34), we respectively name the eigenvalues as
in Eq. (45) and Eq. (48).
λ11 :=
t11 −
√
t211 − 4 |c0c3|2 sin4 2α
2
,
λ21 :=
t11 +
√
t211 − 4 |c0c3|2 sin4 2α
2
,
λ31 :=
t21 −
√
t221 − 4 |c1c2|2 sin4 2α
2
,
λ41 :=
t21 +
√
t221 − 4 |c1c2|2 sin4 2α
2
,
(45)
where
t11 := |c0|2 + |c3|2 + cos2 2α(c0c∗3 + c3c∗0), (46)
t21 := |c1|2 + |c2|2 − cos2 2α(c1c∗2 + c2c∗1), (47)
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and
λ12 =
t12 −
√
t212 − 4 |c0c3|2 sin4 2α
2
,
λ22 =
t12 +
√
t212 − 4 |c0c3|2 sin4 2α
2
,
λ32 =
t22 −
√
t222 − 4 |c1c2|2 sin4 2α
2
,
λ42 =
t22 +
√
t222 − 4 |c1c2|2 sin4 2α
2
,
(48)
where
t12 := |c0|2 + |c3|2 − cos2 2α(c0c∗3 + c3c∗0), (49)
t22 := |c1|2 + |c2|2 + cos2 2α(c1c∗2 + c2c∗1). (50)
When β = α, one can show λ11 is monotone decreasing in terms of t11 while λ21
is monotone increasing in terms of t11, and λ31, λ41 are monotone increasing in terms
of t21. Using the derivation rule of composite function, one can show λ11, λ31, λ41 are
monotone increasing while λ21 is monotone decreasing in terms of α. When α = 0,
we have λ11 = 0, λ21 = |c0 + c3|2 , λ31 = 0, λ41 = |c1 − c2|2. When α = pi4 , we have
λ11 = |c3|2 , λ21 = |c0|2 , λ31 = |c2|2 , λ41 = |c1|2. According to the monotonicities of λi1’s,
one can show [|c0|2 , |c1|2 , |c2|2 , |c3|2]T ≺ [λ21, λ41, λ11, λ31]T . From Lemma 1, it implies
H(λ11, λ21, λ31, λ41) ≤ H(|c0|2 , |c1|2 , |c2|2 , |c3|2) with equality if and only if α = pi4 . Hence,
we can exclude the condition α = β. So Eq. (43) holds.
This completes the proof.
Comparing the maximum of the boundary with the maximum of the non-boundary, we
formulate KE(U) as follows.
Proposition 1. For normalized operations U satisfying c2 = c3, i.e., y = z in (7),
KE(U) =

max
α∈[0,pi/4]
{
E(ϕ(α, pi
2
− α; pi
2
, pi
2
)), 1
}
, cos(2x+ 2y) ≤ 0,
max
α∈[0,pi/4]
E(ϕ(α, pi
2
− α; pi
2
, pi
2
)), cos(2x+ 2y) > 0.
(51)
Remark 3. Since E(ϕ(α, pi
2
− α; pi
2
, pi
2
)) is a function of single one variable α, we can plot
E(ϕ(α, pi
2
−α; pi
2
, pi
2
)) and clearly observe the maximum from the plot when the three parameters
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x, y, z are fixed. We construct several numerical examples in Fig. 1 to show Eq. (51) is
effective to obtain KE(U). Also, it is obvious that for a general U , i.e., c2 6= c3, the rhs
of Eq. (51) is a lower bound of its entangling power. Since KSch(U) = E(ϕ(
pi
4
, pi
4
; pi
2
, pi
2
)), it
implies this lower bound is tighter than the known lower bound Schmidt Strength KSch(U)
which is defined in Eq. (3) and introduced in detail there.
-1.0 -0.8 -0.6 -0.4 -0.2 -cos2(2 alpha)
0.5
1.0
1.5
2.0
ebits
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x= π
16
,y= π
32
x=0.4,y=0.3
x=0.5,y=0.4
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x=0.7,y=0.5
FIG. 1: Numerical examples of KE(U) with y = z.
From Fig. 1 we find the maximums of E(ϕ(α, pi
2
−α; pi
2
, pi
2
)) occur only at the edge points,
i.e., α equals 0 or pi
4
. So we present the following conjecture.
Conjecture 1. For normalized operations U satisfying c2 = c3, i.e., y = z in (7),
KE(U) = max{E(ϕ(0, pi
2
;
pi
2
,
pi
2
)), E(ϕ(
pi
4
,
pi
4
;
pi
2
,
pi
2
))}
= max
{
H
( |c0 − c3|2 , |c1 + c2|2 ), H( |c0|2 , |c1|2 , |c2|2 , |c3|2 )}. (52)
By computing one can show
H
( |c0 − c3|2 , |c1 + c2|2 ) = H( cos2(x+ y), sin2(x+ y)), (53)
H(|c0|2 , |c1|2 , |c2|2 , |c3|2) = H(cos2 x cos4 y + sin2 x sin4 y, cos4 y sin2 x+ cos2 x sin4 y,(54)
cos2 y sin2 y, cos2 y sin2 y).
For those U whose parameters x, y make Eq. (53) greater than Eq. (54), the entangling
power is strictly greater than Schmidt Strength.
16
In the following Sec. V, we will present two examples, for which we can analytically work
out the entangling power KE(U). The analytical results support that Conjecture 1 holds.
V. TWO EXAMPLES OF U WITH c2 = c3
A. Example 1: c1 = c2 = c3
In this subsection we consider the entangling power of U as follows.
U = (cos3 x+ i sin3 x)σ0 ⊗ σ0 + i sinx cosxe−ix
3∑
j=1
σj ⊗ σj
:= c0σ0 ⊗ σ0 + c
3∑
j=1
σj ⊗ σj,
(55)
where x ∈ (0, pi
4
). One can verify that the expression of U in (55) follows from setting
c1 = c2 = c3 in (5), namely x = y = z in (7). Further, since |c0|2 = 1− 3 |c|2 > |c|2, we have
0 < |c|2 < 1
4
. We will show the expression of entangling power of U in Theorem 2. For this
purpose, first of all, we present the following result.
Proposition 2. Suppose U is expressed in Eq. (55),
max
α∈[0,pi/4]
β∈[0,pi/2]
E(ϕ(α, β;
pi
2
,
pi
2
)) = max{E(ϕ(pi
4
,
pi
4
;
pi
2
,
pi
2
)), E(ϕ(0,
pi
2
;
pi
2
,
pi
2
))},
= max{H(4 |c|2 , 1− 4 |c|2), H(1− 3 |c|2 , |c|2 , |c|2 , |c|2)}.
(56)
The proof of Proposition 2 is presented in Appendix B.
Theorem 2. Suppose U is expressed by (55), and x0(≈ 0.1018) is the root of
H(cos2 2x0, sin
2 2x0) = H(cos
6 x0 + sin
6 x0, cos
2 x0 sin
2 x0, cos
2 x0 sin
2 x0, cos
2 x0 sin
2 x0).
(i) If 0 < x ≤ x0, then KE(U) = H(cos2 2x, sin2 2x) ebits with the critical state |00〉|11〉.
(ii) If x0 ≤ x ≤ pi4 , then KE(U) = H(cos6 x + sin6 x, cos2 x sin2 x, cos2 x sin2 x, cos2 x sin2 x)
ebits with the critical state 1√
2
(|00〉+ |11〉)⊗ 1√
2
(|00〉+ |11〉).
Proof. For such U , we have KE(U) = max
α∈[0,pi/4],β∈[0,pi/2]
E(ϕ(α, β; pi
2
, pi
2
)) from Theorem 1.
Further Proposition 2 shows that KE(U) can be realized by either the local product
state (α, β = 0, pi
2
) or the local maximally entangled state (α = β = pi
4
). That is
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KE(U) = max{E(ϕ(pi4 , pi4 ; pi2 , pi2 )), E(ϕ(0, pi2 ; pi2 , pi2 ))}. Their parametric forms are
E(ϕ(
pi
4
,
pi
4
;
pi
2
,
pi
2
)) = H(cos6 x+ sin6 x, cos2 x sin2 x, cos2 x sin2 x, cos2 x sin2 x),
E(ϕ(0,
pi
2
;
pi
2
,
pi
2
)) = H(cos2 2x, sin2 2x).
(57)
By computing we solve the equation E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
)) = E(ϕ(0, pi
2
; pi
2
, pi
2
)) and obtain the root
x0 ≈ 0.1018. Then we have the local product state is the critical state when x ∈ (0, x0], and
the local maximally entangled state is the critical state when x ∈ (x0, pi4 ].
This completes the proof.
Observe Theorem 2 (i). When 0 < x < x0, we have
KSch(U) = H(cos
6 x0 + sin
6 x0, cos
2 x0 sin
2 x0, cos
2 x0 sin
2 x0, cos
2 x0 sin
2 x0)
< H(cos2 2x0, sin
2 2x0) = KE(U).
(58)
Eq. (58) shows an explicit example of unitary U whose Schmidt Strength KSch(U) is strictly
less than its entangling power KE(U).
There are infinitely many critical states in Theorem 2, because (VRA ⊗WRB)|ψ〉 is still
a critical state when so is |ψ〉. Comparing Theorem 2 with the results in Ref. [12], we
conclude the critical states could be different if we select different measures for the same U
due to the two different critical points, i.e., x0 here and α0 there [12, Fig. 1].
Finally one can show U with |c1| = |c2| = |c3| is equivalent to U with c1 = c2 = c3 by
using Eqs. (20)-(22) and the constraint (8). So we have a slightly larger set of two-qubit
unitary operations with computable entangling power as follows.
Corollary 1. The two-qubit unitary operation U with |c1| = |c2| = |c3| in (5) has the same
entangling power as that in (55), and thus can be computed via Theorem 2.
B. Example 2: c0 = ic
∗
1 and c2 = c3
In this subsection we consider the entangling power of U as follows.
U := c0σ0 ⊗ σ0 + cj
3∑
j=1
σj ⊗ σj, (59)
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where
c0 =
1√
2
(cos2 y + i sin2 y),
c1 =
1√
2
(sin2 y + i cos2 y),
c2 =
1√
2
(sin y cos y + i sin y cos y),
c3 =
1√
2
(sin y cos y + i sin y cos y),
(60)
for y ∈ [0, pi/4). One can verify that the coefficients in (60) follow from setting x = pi
4
, y = z
in (7). We will show the expression of entangling power of such U in Theorem 3 whose proof
based on the following proposition.
Proposition 3. For normalized operations U with x = pi
4
in (7), max
α∈[0,pi/4]
β∈[0,pi/2]
E(ϕ(α, β; pi
2
, pi
2
)) =
E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
)) = H(|c0|2 , |c0|2 , |c2|2 , |c2|2).
The proof of Proposition 3 is presented in Appendix C.
Theorem 3. Suppose U is expressed by Eqs. (59) and (60).
KE(U) = H(|c0|2 , |c0|2 , |c2|2 , |c2|2) ebits,
= H
(1
2
(cos4 y + sin4 y),
1
2
(cos4 y + sin4 y), sin2 y cos2 y, sin2 y cos2 y
)
ebits,
(61)
where y ∈ (0, pi
4
), with the critical state 1√
2
(|00〉+ |11〉)⊗ 1√
2
(|00〉+ |11〉).
Proof. For such normalized operations U , Theorem 1 shows the critical states should be
|ϕ(α, β; pi
2
, pi
2
)〉, and KE(U) = max
α∈[0,pi/4],β∈[0,pi/2]
E(ϕ(α, β; pi
2
, pi
2
)). Further Proposition 3 shows
that KE(U) = H(|c0|2 , |c0|2 , |c2|2 , |c2|2) which can be reached by setting the local maximally
entangled state (α = β = pi
4
) as the input state. Then Eq. (61) holds.
This completes the proof.
In the same way, one can show U with |c0| = |c1| and c2 = c3 is equivalent to U with
c0 = ic
∗
1 and c2 = c3 by using Eqs. (8) and (20). So we have another slightly larger set of
two-qubit unitary operations with computable entangling power as follows.
Corollary 2. The two-qubit unitary operation U with |c0| = |c1| and c2 = c3 in (5) has the
same entangling power as that expressed by Eqs. (59) and (60), and thus can be computed
via Theorem 3.
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VI. ENTANGLING POWER OF SCHMIDT-RANK-TWO BIPARTITE UNITARY
OPERATIONS
So far we have investigated the entangling power of two-qubit unitary operations. It is
evidently a harder problem to investigate the unitary operations in higher dimensions. In
this section we investigate the entangling power of the Schmidt-rank-two bipartite unitary
operation in arbitrary dimensions. Such unitary can be written as V = |1〉〈1| ⊗ In + |2〉〈2| ⊗∑n
j=1 e
iθj |j〉〈j| where θj’s are real. It follows from [8, Eq.(18)] that
KE (V ) = max
c1,··· ,cn≥0,∑
j cj=1
H
(
1− (1− 4y({cj})) 12
2
,
1 +
(
1− 4y({cj})
) 1
2
2
)
, (62)
where
y({cj}) :=
∑
j>k
cjck sin
2
(θj − θk
2
)
. (63)
From the property of function H(p, 1 − p), we know computing KE(V ) is equivalent to
maximizing y({cj}) over the conditions c1, · · · , cn ≥ 0 and
∑
j cj = 1. The case n = 2
has been investigated in Lemma 8 of [8]. In the following we study the case n ≥ 3. For
this purpose, we introduce the conditional extremum characterized by the system of linear
equations
∂
(
y({cj}) + λ(
∑
j cj − 1)
)
∂cj
= 0, (64)
where λ is the Lagrange multiplier. For convenience, we formulate (63) and (64) in matrix
forms as follows.
y({cj}) = 1
2
[
c1 c2 · · · cn
]
·Mn ·

c1
c2
...
cn
 , (65)
Mn ·

c1
c2
...
cn
 = −λ

1
1
...
1
 , (66)
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where
Mn :=

sin2 θ1−θ1
2
sin2 θ1−θ2
2
· · · sin2 θ1−θn
2
sin2 θ2−θ1
2
sin2 θ2−θ2
2
· · · sin2 θ2−θn
2
...
...
...
...
sin2 θn−θ1
2
sin2 θn−θ2
2
· · · sin2 θn−θn
2
 . (67)
Since Mn belongs to the family of matrices defined in Definition 2, we have rankMn ≤
3,∀n ≥ 3 from Lemma 7 in Appendix D. To maximize y({cj}), we need to compare y({cj})
in the points fixed by (66) with boundary points. We begin with the case n = 3.
Lemma 6. For n = 3, max y({cj}) has the following two cases.
(i) If sin2 θ1−θ2
2
sin2 θ2−θ3
2
sin2 θ3−θ1
2
> 0 and the vector

cos( θ2−θ3
2
) csc( θ1−θ2
2
) csc( θ1−θ3
2
)
cos( θ1−θ3
2
) csc( θ2−θ1
2
) csc( θ2−θ3
2
)
cos( θ1−θ2
2
) csc( θ3−θ1
2
) csc( θ3−θ2
2
)

has non-negative components, then max y({cj}) = 14 .
(ii) Otherwise, max y({cj}) = 14 max{sin2 θ1−θ22 , sin2 θ1−θ32 , sin2 θ2−θ32 }.
Proof. (i) One can show det(M3) = 2 sin
2 θ1−θ2
2
sin2 θ2−θ3
2
sin2 θ3−θ1
2
> 0 which follows from
hypothesis in (i). It implies rankM3 = 3. So for n = 3, the system of linear equations
(66) has exact one solution

λ
c1
c2
c3
 =

−1
2
1
2
cos( θ2−θ3
2
) csc( θ1−θ2
2
) csc( θ1−θ3
2
)
1
2
cos( θ1−θ3
2
) csc( θ2−θ1
2
) csc( θ2−θ3
2
)
1
2
cos( θ1−θ2
2
) csc( θ3−θ1
2
) csc( θ3−θ2
2
)
 . One can verify
c1+c2+c3 = 1. The hypothesis in (i) also insures c1, c2, c3 satisfy the conditions c1, c2, c3 ≥ 0.
In this point fixed by the solution, we have y({cj}) = −λ2 = 14 from (65). Hence, the assertion
(i) holds.
(ii) Suppose θ1, θ2, θ3 do not satisfy the hypothesis in (i). There are two cases when
maximizing y({cj}).
Case 1. If there exists one negative component in the above solution vector,
the maximum of y({cj}) occurs on the boundary. Hence, we have max y({cj}) =
1
4
max{sin2 θ1−θ2
2
, sin2 θ1−θ3
2
, sin2 θ2−θ3
2
} which is implied from Propositon 1 [8].
Case 2. When sin2 θ1−θ2
2
sin2 θ2−θ3
2
sin2 θ3−θ1
2
= 0, straightforward computation shows
max y({cj}) = 14 max{sin2 θ1−θ22 , sin2 θ1−θ32 , sin2 θ2−θ32 }.
To sum up, the assertion (ii) holds.
This completes the proof.
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Based on Lemma 6 we further investigate the entangling power of V for any n > 3 in
(62).
Theorem 4. Suppose V = |0〉〈0| ⊗ In + |1〉〈1| ⊗
n∑
j=1
eiθj |j〉〈j|, ∀n > 3, is a Schmidt-rank-two
bipartite unitary operation, where θj’s are real.
(i) If there exist θi1 , θi2 , θi3 satisfying sin
2 θi1−θi2
2
sin2
θi2−θi3
2
sin2
θi3−θi1
2
> 0 , and non-
negative cj’s, j 6= i1, i2, i3 such that vector

ci1
ci2
ci3
 =

(
cos(
θi2−θi3
2
)− ∑
j 6=i1,i2,i3
sin
θj−θi2
2
sin
θj−θi3
2
cj
)
csc(
θi1−θi2
2
) csc(
θi1−θi3
2
)(
cos(
θi1−θi3
2
)− ∑
j 6=i1,i2,i3
sin
θj−θi1
2
sin
θj−θi3
2
cj
)
csc(
θi2−θi1
2
) csc(
θi2−θi3
2
)(
cos(
θi1−θi2
2
)− ∑
j 6=i1,i2,i3
sin
θj−θi1
2
sin
θj−θi2
2
cj
)
csc(
θi3−θi1
2
) csc(
θi3−θi3
2
)

(68)
has non-negative components, then KE (V ) = 1 ebit.
(ii) Otherwise KE (V ) = max
1≤i<j≤n
{h(i, j)} ebits, where h(i, j) :=
H (
1−
∣∣∣cos θi−θj2 ∣∣∣
2
,
1+
∣∣∣cos θi−θj2 ∣∣∣
2
).
Proof. (i) We know rankMn ≤ 3 from Lemma 7 in Appendix D. We have rankMn = 3
which follows from the hypothesis sin2
θi1−θi2
2
sin2
θi2−θi3
2
sin2
θi3−θi1
2
> 0. It implies there
should be (n − 3) free variables in the fundamental system of solutions of the system of
linear equations (66). We select cj’s, j 6= i1, i2, i3 as the (n − 3) free variables, and the
remaining ci1 , ci2 , ci3 as the dependent variables. One can verify vectors [c1, c2, · · · , cn]T
where ci1 , ci2 , ci3 are expressed in (68) are the solutions of (66), and
n∑
i=1
ci = 1. The hypothesis
in (i) assures ci’s satisfy the conditions c1, · · · , cn ≥ 0. In points fixed by the solutions, we
have y({cj}) = −λ2 = 14 from (65). So KE (V ) = 1 ebit from (62). Hence, the assertion (i)
holds.
(ii) If the hypothesis in (i) doesn’t hold, there are two cases when maximizing y({cj}).
Case 1. If there exist no such non-negative cj’s, j 6= i1, i2, i3 such that the vector in
(68) has non-negative components, the maximum of y({cj}) occurs on the boundary. So
this case can be reduced to Case 1 in the proof of Lemma 6 (ii) by setting some (n − 3)
cj’s equal to zero. Hence, we have max y({cj}) = 14 max1≤j1<j2≤n{sin
2 θj1−θj2
2
}. Then we have
KE (V ) = max
1≤i<j≤n
{h(i, j)} from (62). So the assertion (ii) holds.
Case 2. If sin2
θi1−θi2
2
sin2
θi2−θi3
2
sin2
θi3−θi1
2
= 0 for any three pairwisely different i1, i2, i3,
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this case can be reduced to Case 2 in the proof of Lemma 6 (ii). Hence, the assertion (ii)
holds from (62).
To sum up, the assertion (ii) holds.
This completes the proof.
Using Lemma 6, Theorem 4 and the facts in [8, Eq. (16)], we can analytically derive
the entangling power of any Schmidt-rank-two bipartite unitary operations. Lemma 6 and
Theorem 4 also show that Proposition 1 and Conjecture 1 in Ref. [8] are incomplete.
VII. OPEN PROBLEMS
The first open problem from this paper is how to compute the entangling power of nor-
malized U of Schmidt rank four when c2 6= c3. The primary computation has shown that the
analytical expression of KE(U) satisfies some monotonicity when cj’s are in some interval.
The second open problem is how to obtain the normal decomposition of bipartite unitary
operations in higher dimensions, as it may decrease the number of parameters involved in
the computation. Third, it is unknown whether we can extend our results to the assisted
entangling power of U , namely the input states can be entangled or separable.
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Appendix A: The proof of Lemma 4
Proof. (i) Using those formulas in Sec. III B one can show that ∀1 ≤ j, k ≤ 4, mjk(α, β) =
m∗kj(α, β), mjk(
pi
2
− α, pi
2
− β) = m(5−j)(5−k)(α, β) and
∑
jmjj(α, β) = 1. Substituting
pi
2
− α
and pi
2
− β for α and β respectively in (33), we convert ρBRB into (σ1 ⊗ σ1)ρBRB(σ1 ⊗ σ1).
Then we have E(ϕ(α, β; pi
2
, pi
2
)) = E(ϕ(pi
2
− α, pi
2
− β; pi
2
, pi
2
)). Hence, the assertion (i) holds.
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(ii) We first claim max
α∈[0,pi
4
]
E(ϕ(α, 0; pi
2
, pi
2
)) = E(ϕ(pi
4
, 0; pi
2
, pi
2
)) < max
α∈[0,pi
4
]
E(ϕ(α, pi
2
; pi
2
, pi
2
)).
When β = 0 or pi
2
, E(ϕ(α, β; pi
2
, pi
2
)) = H(t1, t2) where t1, t2 are expressed by (35). To
maximize H(t1, t2) is to minimize |t1 − t2|. Using Eqs. (15) and (16) one can show
|t1 − t2| =
∣∣2(c0c∗3 + c∗0c3) cos 2α cos 2β + (|c0|2 + |c3|2)− (|c1|2 + |c2|2)∣∣ ,
= |(sin 2x sin 2y) cos 2α cos 2β + cos 2x cos 2y| .
(A1)
Since we assume α ∈ [0, pi
4
], β ∈ [0, pi
2
], one can show the minimum of |t1 − t2| when β = 0 is
greater than when β = pi
2
. So the first claim holds.
Secondly we claim that max
β∈[0,pi
2
]
E(ϕ(0, β; pi
2
, pi
2
)) = max
α∈[0,pi
4
]
E(ϕ(α, pi
2
; pi
2
, pi
2
)) = 1 when
cos(2x + 2y) ≤ 0, and max
β∈[0,pi
2
]
E(ϕ(0, β; pi
2
, pi
2
)) = max
α∈[0,pi
4
]
E(ϕ(α, pi
2
; pi
2
, pi
2
)) = E(ϕ(0, pi
2
; pi
2
, pi
2
))
when cos(2x + 2y) > 0. From Eq. (A1), one can verify max
β∈[0,pi
2
]
E(ϕ(0, β; pi
2
, pi
2
)) =
max
α∈[0,pi
4
]
E(ϕ(α, pi
2
; pi
2
, pi
2
)). So it suffices to consider max
β∈[0,pi
2
]
E(ϕ(0, β; pi
2
, pi
2
)). When α = 0, (A1)
can be simplified into
|t1 − t2| =
∣∣2(c0c∗3 + c∗0c3) cos 2β + (|c0|2 + |c3|2)− (|c1|2 + |c2|2)∣∣ ,
= |(sin 2x sin 2y) cos 2β + cos 2x cos 2y| .
(A2)
Since there is a restriction (8) for parameters x, y, z, we find (sin 2x sin 2y) cos 2β +
cos 2x cos 2y is a monotone increasing function with the variable cos 2β. So we have
min
β∈[0,pi
2
]
(sin 2x sin 2y) cos 2β + cos 2x cos 2y = cos(2x + 2y). If cos(2x + 2y) ≤ 0, it implies
min |t1 − t2| = 0. Then we have maxH(t1, t2) = 1 ebit. If cos(2x + 2y) > 0, it implies
min |t1 − t2| = cos(2x + 2y) which occurs when β = pi2 . Then we have maxH(t1, t2) =
E(ϕ(0, pi
2
; pi
2
, pi
2
)) = H(|c0 − c3|2 , |c1 − c2|2). So the second claim holds.
Finally we claim max
β∈[0,pi
2
]
E(ϕ(pi
4
, β; pi
2
, pi
2
)) = max
α∈[0,pi
4
]
E(ϕ(α, pi
4
; pi
2
, pi
2
)) = E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
)). It
follows from straightforward computation.
Summarizing the above three claims, the assertion (ii) holds.
This completes the proof.
Appendix B: The proof of Proposition 2
Proof. From Proposition 1, one can show
(i)If x ∈ [pi
8
, pi
4
),
max
α∈[0,pi/4],β∈[0,pi/2]
E(ϕ(α, β;
pi
2
,
pi
2
)) = max
α∈[0,pi/4]
{
E(ϕ(α,
pi
2
− α; pi
2
,
pi
2
)), 1
}
. (B1)
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(ii)If x ∈ (0, pi
8
),
max
α∈[0,pi/4],β∈[0,pi/2]
E(ϕ(α, β;
pi
2
,
pi
2
)) = max
α∈[0,pi/4]
E(ϕ(α,
pi
2
− α; pi
2
,
pi
2
)). (B2)
We need to show
max
α∈[0,pi/4]
E(ϕ(α,
pi
2
− α; pi
2
,
pi
2
)) = max{E(ϕ(pi
4
,
pi
4
;
pi
2
,
pi
2
)), E(ϕ(0,
pi
2
;
pi
2
,
pi
2
))}, (B3)
and when x ∈ [pi
8
, pi
4
),
E(ϕ(
pi
4
,
pi
4
;
pi
2
,
pi
2
)) ≥ 1. (B4)
We first prove (B3) holds. Using c1 = c2 = c3, one can further simplify λi2’s which have
been expressed in (48) as follows.
λ12 =
|c0|2 − cos 4α |c|2 −
√
(|c0|2 − |c|2)(|c0|2 − cos2 4α |c|2)
2
,
λ22 =
|c0|2 − cos 4α |c|2 +
√
(|c0|2 − |c|2)(|c0|2 − cos2 4α |c|2)
2
,
λ32 = (cos 2α− 1)2 |c|2 ,
λ42 = (cos 2α + 1)
2 |c|2 .
(B5)
Set y = − cos 4α and E2(y) := E(ϕ(α, pi2 − α; pi2 , pi2 )). One can show the derivative of E2(y)
as follows.
dE2(y)
dy
=
|c|2
2
(
−
√
2
1− y (log λ32 − log λ42)−
√
1− 4 |c|2
1− |c|2 (3 + y2)y(log λ12 − log λ22)
+ log
|c|2
1− 3 |c|2
)
.
(B6)
From (B6), one can show lim
y→−1
dE2(y)
dy
= |c|2 (log 4 |c|2−log(1−4 |c|2)), and lim
y→1
dE2(y)
dy
= 2|c|
2
ln 2
≥
0. We have lim
y→−1
dE2(y)
dy
< 0 when |c|2 ∈ (0, 1
8
), and lim
y→−1
dE2(y)
dy
≥ 0 when |c|2 ∈ [1
8
, 1
4
). We first
consider the case when |c|2 ∈ [1
8
, 1
4
). Suppose F1(y, |c|2) := dE2(y)dy . Fig. 2(a) shows F1(y, |c|2)
is nonnegative within the domain y ∈ [−1, 1], |c|2 ∈ [1
8
, 1
4
). It implies when |c|2 ∈ [1
8
, 1
4
),
E2(y) is monotone increasing in terms of y. Hence, we conclude the maximum of E2(y)
occurs when y = 1, i.e., α = pi
4
if |c|2 ∈ [1
8
, 1
4
).
We next consider the case when |c|2 ∈ (0, 1
8
). Suppose F2(y, |c|2) := d2E2(y)dy2 . Fig. 2(b)
shows F2(y, |c|2) is nonnegative within the domain y ∈ [−1, 1], |c|2 ∈ (0, 18). It implies E2(y)
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is convex when |c|2 ∈ (0, 1
8
). Hence, we conclude the maximum of E2(y) occurs at the two
edge points y = −1, 1, i.e., α = 0, pi
4
if |c|2 ∈ (0, 1
8
). It implies max
α∈[0,pi
4
]
E(ϕ(α, pi
2
− α; pi
2
, pi
2
)) =
max{E2(−1), E2(1)} in this case. Combining the two cases, we have Eq.(B3) holds.
Then we need to show when x ∈ [pi
8
, pi
4
), Eq. (B4) holds. By computing, we have h(x) :=
E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
)) = H(cos6 x + sin6 x, cos2 x sin2 x, cos2 x sin2 x, cos2 x sin2 x). One can show
h(x) is monotone increasing. So we have h(x) is lower bounded by h(pi
8
) ≈ 1.55 > 1.
Therefore, Eq. (B4) holds.
This completes the proof.
(a)F1(y, |c|2) (b)F2(y, |c|2)
FIG. 2: Images of derivative
Appendix C: The proof of Proposition 3
Proof. When x = pi
4
, one can find the following fact.
c0 = ic
∗
1, c2 = ic
∗
3,
|c0| = |c1| > |c2| = |c3| ,
|c0|2 + |c2|2 = 1
2
.
(C1)
One can show H(|c0|2 , |c0|2 , |c2|2 , |c2|2) ≥ 1 by straightforward computation. From Propo-
sition 1, we only need to prove max
α∈[0,pi/4]
E(ϕ(α, pi
2
− α; pi
2
, pi
2
)) = E(ϕ(pi
4
, pi
4
; pi
2
, pi
2
)). Set
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u = cos2 2α ∈ [0, 1] and E(u) := E(ϕ(α, pi
2
− α; pi
2
, pi
2
)). One can show that
d(λ22 + λ42)
du
=
1
2
( −k + 8l(1− u) + 2k2u√
(1− 2ku)2 − 16l(1− u)2 +
k + 8l(1− u) + 2k2u√
(1 + 2ku)2 − 16l(1− u)2
)
, (C2)
where
k = c0c
∗
3 + c
∗
0c3 = c1c
∗
2 + c
∗
1c2 =
1
2
sin 2y, l = |c0c3|2 = |c1c2|2 . (C3)
We claim d(λ22+λ42)
du
≥ 0. One can show( −k + 8l(1− u) + 2k2u√
(1− 2ku)2 − 16l(1− u)2/
k + 8l(1− u) + 2k2u√
(1 + 2ku)2 − 16l(1− u)2
)2
=
(k + 8l(−1 + u)− 2k2u)2(−16l(−1 + u)2 + (1 + 2ku)2)
(k − 8l(−1 + u) + 2k2u)2(−16l(−1 + u)2 + (1− 2ku)2) .
(C4)
Considering the second term of (C4), the difference between the numerator and the denom-
inator is 32kl(1 − u)((4k2 − 16l)u − 1 + 16l). One can show this difference is non-positive
from 4k2 − 16l ≤ 0, 16l − 1 ≤ 0. It implies
∣∣∣∣ −k+8l(1−u)+2k2u√(1−2ku)2−16l(1−u)2/ k+8l(1−u)+2k2u√(1+2ku)2−16l(1−u)2
∣∣∣∣ ≤ 1.
Since k+8l(1−u)+2k
2u√
(1+2ku)2−16l(1−u)2 is positive, we have (C2) is nonnegative. It implies (λ22 + λ42) is
monotone increasing with u ∈ [0, 1]. Since (λ22+λ42) = 2 |c0|2 when u = 0, the monotonicity
implies (λ22 + λ42) ≥ 2 |c0|2. Further we have (λ12 + λ32) ≤ 2 |c2|2. Therefore, one can show
one of λ22, λ42 isn’t less than |c0|2, and one of λ12, λ32 isn’t greater than |c2|2. It implies
[|c0|2 , |c0|2 , |c2|2 , |c2|2]T ≺ [λ12, λ22, λ32, λ42]T . From Lemma 1, we have H(λ12, λ22, λ32, λ42)
is upper bounded by H(|c0|2 , |c0|2 , |c2|2 , |c2|2) which is attained when α = pi4 .
This completes the proof.
Appendix D: The rank of matrix An
Definition 2. Define a family of order-n matrices as follows. Let αj, βj ∈ R for any j and
An :=

sin2 α1 sin
2(α1 + β1) · · · sin2(α1 + βn−1)
sin2 α2 sin
2(α2 + β1) · · · sin2(α2 + βn−1)
...
...
...
...
sin2 αn sin
2(αn + β1) · · · sin2(αn + βn−1)
 . (D1)
Lemma 7. For any n ≥ 3, rankAn ≤ 3.
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Proof. One can verify that sin2(αi + βj) = sin
2 αi cos
2 βj + cos
2 αi sin
2 βj +
1
2
sin 2αi sin 2βj.
Then one can show An is the sum of the three rank 1 matrices as follows.
An =

sin2 α1 sin
2 α1 cos
2 β1 · · · sin2 α1 cos2 βn−1
sin2 α2 sin
2 α2 cos
2 β1 · · · sin2 α2 cos2 βn−1
...
...
...
sin2 αn sin
2 αn cos
2 β1 · · · sin2 αn cos2 βn−1

+

0 cos2 α1 sin
2 β1 · · · cos2 α1 sin2 βn−1
0 cos2 α2 sin
2 β1 · · · cos2 α1 sin2 βn−1
...
...
...
0 cos2 αn sin
2 β1 · · · cos2 α1 sin2 βn−1

+

0 1
2
sin 2α1 sin 2β1 · · · 12 sin 2α1 sin 2βn−1
0 1
2
sin 2α2 sin 2β1 · · · 12 sin 2α2 sin 2βn−1
...
...
...
0 1
2
sin 2αn sin 2β1 · · · 12 sin 2αn sin 2βn−1
 .
(D2)
So we have rank(An) ≤ 3. This completes the proof.
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