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CENTRE OF THE SCHUR ALGEBRA
T. GEETHA AND AMRITANSHU PRASAD
Abstract. We describe a basis of the centre of the Schur algebra
which comes from conjugacy classes in the symmetric group via
Schur-Weyl duality. We give a combinatorial description of expan-
sions of these basis elements in terms of the basis originally used
by Schur. The primitive central idempotents of the Schur alge-
bra can be written down using this basis and the character table
of the symmetric group. Along the way we prove a result on the
non-singularity of the submatrix of the character table matrix of
a symmetric group obtained by taking rows and columns indexed
by partitions with at most n parts for any n.
1. The Schur Algebra
Let n and d be two positive integers. Let n denote the set {1, . . . , n}
of the first n positive integers. Let I(n, d) = nd, the d-fold Cartesian
power of n. The symmetric group Sd on d symbols acts on an element
i = (i1, . . . , id) of I(n, d) by permuting the d-components of an element
of I(n, d):
w · (i1, . . . , id) = (iw(1), . . . , iw(d)) for each w ∈ Sd.
Let Sd acts on I(n, d)
2 by the diagonal action:
w · (i, j) = (w · i, w · j) for all w ∈ Sd, i, j ∈ I(n, d).
Let M(n, d) denote the set of n × n matrices whose entries are non-
negative integers which add up to d. Define a function D : I(n, d)2 →
M(n, d) as follows:
D(i, j)i,j = #{1 ≤ k ≤ d | (ik, jk) = (i, j)} for all i, j ∈ n.
The following is straightforward:
Theorem 1. The function D : I(n, d)2 →M(n, d) defined above gives
rise to a bijection from the set of Sd-orbits in I(n, d)
2 onto M(n, d).
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According to Green [2, Section 2.3], the Schur algebra SK(n, d) has a
basis indexed by Sd-orbits in I(n, d)
2. Writing ξD for the basis element
corresponding to the orbit consisting of pairs (i, j) such thatD(i, j) = D
for each D ∈ M(n, d), Green1 describes the structure constants of the
Schur algebra as follows: letD,D′ andD′′ be three matrices inM(n, d).
Choose a pair (i, j) ∈ I(n, d)2 such that D(i, j) = D. Then,
ξD′ξD′′ =
∑
k
cDD′,D′′ξD,
where
cDD′,D′′ = |{k ∈ I(n, d) | D(i,k) = D
′ and D(k, j) = D′′}|.
For more on these structure constants, see [1].
2. Permutation Representations
Let G be a finite group and X be a finite G-set. Let K[X ] denote
the set of all K-valued functions on X . We may think of K[X ] as a
representation of G using the action:
ρX(g)f(x) = f(g
−1 · x).
Given a function k : X ×X → K, define Tk ∈ EndK K[X ] by
(1) Tkf(x) =
∑
y∈X
k(x, y)f(y).
The operator Tk is called the integral operator associated to the kernel
k.
Now any linear endomorphism T : K[X ] → K[X ] can be expressed
as an integral operator with respect to a unique integral kernel k : X×
X → K; in other words, there exists a unique function k : X×X → K
such that T = Tk. To find k, let δx ∈ K[X ] denote the function that is
1 at x and 0 everywhere else. Then if
Tδy =
∑
x∈X
Txyδx,
then setting k(x, y) = Txy for all x, y ∈ X , one easily verifies that
T = Tk.
Let
K[X×X ]G = {k : X×X → K | k(g·x, g·y) = k(x, y) for g ∈ G, x, y ∈ X}.
1Instead of ξD, Green uses the notation ξi,j where (i, j) ∈ I(n, d)
2 is any pair
such that D(i, j) = D.
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Among the linear operators on K[X ], the G-endomorphisms are char-
acterized by
EndGK[X ] = {Tk | k ∈ K[X ×X ]
G}.
3. Tensor Space as a Permutation Representation
Since I(n, d) comes with an Sd-action (see Section 1), we may view
K[I(n, d)] as a permutation representation of Sd.
Take V = Kn with coordinate vectors e1, . . . , en. The symmetric
group Sd acts on V
⊗d by:
w · (v1 ⊗ · · · ⊗ vd) = vw(1) ⊗ · · · ⊗ vw(d).
For each i = (i1, . . . , id) ∈ I(n, d), consider the vector in V
⊗d
ei = ei1 ⊗ · · · ⊗ eid .
Then
{ei | i ∈ I(n, d)}
is a basis of V ⊗d. The following theorem is straightforward:
Theorem 2. The map δi 7→ ei defines an isomorphism of Sd-representations
K[I(n, d)]→ V ⊗d.
In particular, for each w ∈ Sd,
w · ej = ew·j.
When one views V ⊗d as K[I(n, d)] under the isomorphism of Theo-
rem 2, we may write:
w · δj = δw·j.
Therefore, by the discussion in Section 2, the operator by which w acts
on K[I(n, d)] is Tkw , where kw : I(n, d)× I(n, d)→ K is the function
(2) kw(i, j) =
{
1 if i = w · j,
0 otherwise.
On the other hand, if D is an n × n integer matrix with sum d, then
the element ξD ∈ SK(n, d) acts on V
⊗d by
ξDej =
∑
{i|D(i,j)=D}
ei.
When V ⊗d is viewed as K[I(n, d)], then we may write
ξDδj =
∑
{i|D(i,j)=D}
δi.
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Thus, ξD = TkD , where kD : I(n, d)× I(n, d)→ K is given by
(3) kD(i, j) =
{
1 if D(i, j) = D,
0 otherwise.
For each partition λ of d, let
(4) cλ =
∑
w has cycle type λ
1w,
where 1w is the basis element of K[Sd] corresponding to w ∈ Sd. Since
cycle types determine the conjugacy classes of Sd, the set
{cλ | λ is a partition of d}
is a basis of the centre of K[Sd]. Note that the centre of K[Sd] maps
onto the centre of SK(n, d). For an element z in the centre of K[Sd], let
z¯ denote its image in the centre of SK(n, d). Consider the coefficients
cλ,D ∈ K of the expansion of c¯λ in terms of Schur’s basis for SK(n, d):
(5) c¯λ =
∑
D∈M(n,d)
cλ,DξD.
Now the action of cλ on K[I(n, d)] is given by the kernel
(6) kλ(i, j) =
∑
w has cycle type λ
kw(i, j).
On the other hand, by equating the kernels of the operators on both
sides of (5), we get:
(7) kλ(i, j) =
∑
D∈M(n,d)
cλ,DkD(i, j).
Let (i, j) ∈ I(n, d)2 be any pair with D(i, j) = D. Then evaluating the
right hand sides of the equations (6) and (7) at (i, j) and equating them
gives
cλ,D = #{w ∈ Sd | w has cycle type λ and w · j = i}.
Thus we have proved the following theorem:
Theorem 3. For each partition λ of d, let cλ be the element of the
centre of K[Sd] corresponding to permutations of cycle type λ, as in
Eq. (4). Then the image c¯λ of cλ in End(V
⊗d) of cλ has expansion
c¯λ =
∑
D∈M(n,d)
cλ,DξD,
where, for any pair (i, j) ∈ I(n, d)2 with D(i, j) = D,
cλ,D = #{w ∈ Sd | w has cycle type λ and w · j = i}.
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Remark 1. In order to use Theorem 3, we need an algorithm to con-
struct a pair (i, j) with D(i, j) = D for a given D ∈ M(n, d). For this,
let
µi =
n∑
j=1
Dij and νj =
n∑
i=1
Dij
be the row and column sums ofD, respectively. Let µ(D) = (µ1, . . . , µn)
and ν(D) = (ν1, . . . , νn). These are weak compositions of d with n
parts2. Take j to be the vector:
j = (1, . . . , 1︸ ︷︷ ︸
ν1 times
, 2, . . . , 2︸ ︷︷ ︸
ν2 times
, . . . , n, . . . , n︸ ︷︷ ︸
νn times
).
Take i to be the vector whose coordinates corresponding to the νj
instances of j in j are given by
. . . , 1, . . . , 1︸ ︷︷ ︸
D1j times
, 2, . . . , 2︸ ︷︷ ︸
D2j times
, . . . , n, . . . , n︸ ︷︷ ︸
Dnj times
, . . .
Then D(i, j) = D.
For example, if
D =


1 1 0 0
0 0 0 0
0 1 0 2
0 0 0 0

 ,
then µ(D) = (2, 0, 3, 0) and ν(D) = (1, 2, 0, 2). We have
j = (1, 2, 2, 4, 4)
and
i = (1, 1, 3, 3, 3).
In the example above, there does not exist and w ∈ Sd such that
i = w · j. In fact, for general i and j such permutations do not exist
unless each of the integers 1, 2, . . . , n occurs in i the same number of
times that it occurs in j. In other words, the weak compositions µ(D)
and ν(D) associated to the matrix D are the same.
Theorem 4. Each central element ξ ∈ SK(n, d) lies in the span of
{ξD ∈M(n, d) | µ(D) = ν(D)}.
2By definition, a weak composition of d with n parts is a tuple (λ1, . . . , λd) of
non-negative integers such that λ1 + · · ·+ λd = d.
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4. Central idempotents and the action of K[Sn]
For any finite dimensional split semisimple unital K-algebra A, let
1 = ǫ1 + ǫ2 + · · ·+ ǫr
be the decomposition of the multiplicative unit into a sum of primitive
central idempotents. The isomorphism classes of simple A-modules can
be enumerated as V1, . . . , Vr where ǫi acts on Vi by the identity map,
and on Vj by 0 for all j 6= i . Now if W is any finite dimensional
A-module whatsoever, whose decomposition into simple modules with
multiplicities is given by
(8) W = V ⊕m11 ⊕ · · · ⊕ V
⊕mr
r ,
then, since ǫi acts on Vj by 0 unless i = j, those ǫi’s for which mi = 0
lie in the kernel of the map A → EndK W . On the other hand, the
ǫi’s for which mi > 0 have non-zero image in EndK W . Also, since the
image of any element in the centre of A lies in EndAW , Schur’s lemma
implies that such an image lies in the span of the images of the ǫi’s for
which mi > 0. Thus we have
Theorem 5. Let A be a split semisimple algebra over a field K. Let
W be an A-module whose decomposition into a sum of simple modules
with multiplicities is given by (8). Then the image of the centre of A
in EndK W is spanned by the images of
{ǫi | 1 ≤ i ≤ r, mi > 0}.
Also, for each i such that mi = 0, ǫi lies in the kernel of the map
A→ EndK W .
Now consider the case where A = K[Sd] and W = K[I(n, d)]. The
simple modules of K[Sd] are indexed by partitions of d. For each parti-
tion λ of n write ǫλ for the corresponding primitive central idempotent
in K[Sd].
For each weak composition λ = (λ1, . . . , λn) of d with n parts, set
Xλ = {i ∈ I(n, d) | ik = i for exactly λi values of k}.
Then
I(n, d) =
∐
λ
Xλ
is the decomposition of I(n, d) into orbits for the action of Sd. Thus,
as a representation of Sd,
K[I(n, d)] =
⊕
λ
K[Xλ],
the sum being over the weak compositions of d with n parts.
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Example 1. Take n = 2 and d = 3. There are four weak compositions
of 3 with two parts, namely,
(3, 0), (0, 3), (2, 1) and (1, 2).
Thus I(2, 3) has four S3-orbits. The orbit corresponding to each weak
composition is given in the table below:
λ Xλ
(3, 0) {(1, 1, 1)}
(0, 3) {(2, 2, 2)}
(2, 1) {(1, 1, 2), (1, 2, 1), (2, 1, 1)}
(1, 2) {(2, 2, 1), (2, 1, 2), (1, 2, 2)}
If λ˜ is obtained from λ by permuting its coordinates, then Xλ and
Xλ˜ are isomorphic as Sd-sets (there is an obvious bijection from Xλ
onto Xλ˜ which respects the Sd actions on these sets). It follows that
the permutation representations K[Xλ] and K[Xλ˜] are isomorphic.
Thus, a representation of Sd occurs in K[I(n, d)] if and only if it
occurs in K[Xλ] for some partition λ of d with at most n parts (a par-
tition with fewer than n parts can be thought of as a weak composition
with n parts by appending 0’s at the end). The representation K[Xλ]
is nothing but the representation of Sn induced from the trivial rep-
resentation of the Young subgroup Sλ1 × · · · × Sλn , which by Young’s
rule [3, Theorem 3.3.1] has decomposition
K[Xλ] =
⊕
µ≤λ
V
⊕Kµλ
µ .
Here µ ≤ λ signifies that µ is less than or equal to λ in the reverse
dominance order, which is the same as saying that
µ1 + · · ·+ µk ≥ λ1 + · · ·+ λk
for each k. Also, it is known that Kµλ > 0 whenever µ ≤ λ [3, Theo-
rem 3.1.12].
We may conclude that Vµ occurs in K[I(n, d)] if and only if µ ≤ λ
for some partition λ with at most m parts. It is also well-known that if
µ ≥ λ, then the number of non-zero parts in µ is at most the number
of non-zero parts in λ [3, Exercise 3.1.11]. Thus Vµ occurs in K[I(n, d)]
if and only if µ has at most n parts.
Combining this with Theorem 5 (and remembering that K[I(n, d)]
is nothing but the tensor space V ⊗d, we obtain the following result:
Theorem 6. For positive integers n and d, the image of the centre of
K[Sd] in EndK V
⊗d is spanned by
{ǫ¯λ | λ ∈ P (n, d)},
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where P (n, d) denotes the set of partitions of d with at most n parts.
Moreover, if λ is a partition of d with more than n parts, then ǫ¯λ = 0.
5. A basis for the centre of the Schur algebra
We know that the functions cλ defined in (4) form a basis for the
centre of K[Sd]. For its image in EndK V
⊗d, we have the following
theorem:
Theorem 7. The set
(9) {c¯λ | λ ∈ P (n, d)}
is a basis for the centre of the image of K[Sd] in EndK V
⊗d.
Proof. We have
ǫλ =
χλ(1)
n!
∑
µ⊢n
χλ(wµ)cµ.
By Theorem 6, the images of the functions ǫλ as λ runs over P (n, d)
form a basis of the image of K[Sd] in Endk V
⊗d. Replacing the vectors
in a basis by non-zero scalar multiples still results in a basis, therefore
the images of the irreducible characters
(10) {χλ | λ ∈ P (n, d)}
also form a basis for the image of K[Sd] in EndK V
⊗d. The transition
matrix for going from the class functions cλ to the irreducible characters
is the character table of Sn:
χλ =
∑
µ⊢d
Xµλcµ,
where Xµλ = χλ(wµ) for all partitions λ and µ of d. Writing Y = (Yλµ)
for the inverse of the matrix X , we have:
cλ =
∑
µ⊢d
Yµλχµ.
Taking images in EndK V
⊗d of both sides of the above equation and
using the second part of Theorem 6 gives
c¯λ =
∑
µ∈P (n,d)
Yµλχ¯µ for each λ ∈ P (n, d).
The first part of Theorem 6 now implies that
{c¯λ | λ ∈ P (n, d)}
is a basis for the image of K[Sd] in EndK V
⊗d if and only if the
#P (n, d) × #P (n, d) matrix (Yµλ)µ,λ∈P (n,d) is non-singular. This is
precisely Theorem 8 below. 
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Besides being an essential ingredient in the proof of Theorem 7, the
following theorem is interesting in its own right:
Theorem 8. Let Xµλ = χλ(wµ), the value of the character of the
Specht module Vλ at a permutation with cycle type µ. Consider the
matrix X = (Xµλ) whose rows and columns are indexed by partitions
of d, and let Y = X−1. Then the submatrix of Y obtained by choosing
only rows and columns whose partitions have at most n parts is non-
singular.
Proof. Denote the power-sum symmetric functions and the Schur func-
tion corresponding to the partition λ by pλ and sλ respectively. By the
Murnaghan-Nakayama rule [3, Eq. (5.22)],
(11) pµ =
∑
λ⊢d
Xµλsλ.
For a homogeneous symmetric function f (which may be a priori viewed
as a formal polynomial in infinitely many variables, or at least more
variables than its degree), let f(x1, . . . , xn) denote the specialization to
n variables. It is well known that sλ(x1, . . . , xn) = 0 if λ has more than
n parts, and that the set
{sλ(x1, . . . , xm) | λ ∈ P (n, d)}
forms a basis of the space of symmetric functions of degree d in n
variables [3, Theorem 5.4.3]. Upon specialization, (11) becomes
pµ(x1, . . . , xn) =
∑
λ∈P (n,d)
Xµλsλ(x1, . . . , xn).
Since the specializations
{pλ(x1, . . . , xn) | λ ∈ P (n, d)}
of power sum symmetric functions also form a basis for symmetric
functions of degree d in n variables [3, Theorem 5.3.9], it follows that
the submatrix of X obtained by choosing the rows and columns corre-
sponding to partitions in P (n, d) is non-singular.
By Schur’s orthogonality relations and the fact that every permuta-
tion is conjugate to its own inverse, it follows that the character table
matrix X of Sn satisfies X
′ZX = I, where Z is the diagonal matrix
whose diagonal entry corresponding to λ is the cardinality of the cen-
tralizer of a permutation with cycle type λ. It follows that the inverse
Y of X is X ′Z−1. Thus, if the submatrix of X obtained by selecting
rows and columns indexed by partitions in P (n, d) is non-singular, then
so is the corresponding submatrix of Y . 
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Example 2. Consider the case where n = 2 and d = 3. For each weak
composition λ the matrices D with row and column sums λ, and the
corresponding pairs (i, j) with D(i, j) = D are given in the following
table:
λ Possibilities for D (i, j)
(3, 0)
(
3 0
0 0
)
((1, 1, 1), (1, 1, 1))
(0, 3)
(
0 0
0 3
)
((2, 2, 2), (2, 2, 2))
(2, 1)
(
1 1
1 0
)
,
(
2 0
0 1
)
((1, 1, 2), (1, 2, 1)), ((1, 1, 2), (1, 1, 2))
(1, 2)
(
0 1
1 1
)
,
(
1 0
0 2
)
((1, 2, 2), (2, 1, 2)), ((1, 2, 2), (1, 2, 2))
The partitions in P (2, 3) are (3) and (2, 1). Thus the centre of SK(2, 3),
has basis elements c¯(3) and c¯(2,1) whose expansions in terms of Schur’s
basis ξD are given by:
c¯(3) = 2ξ( 3 00 0 )
+ 2ξ( 0 00 3 )
+ ξ( 1 11 0 )
+ ξ( 0 11 0 )
c¯(2,1) = 3ξ( 3 00 0 )
+ 3ξ( 0 00 3 )
+ ξ( 1 11 0 )
+ ξ( 2 00 1 )
+ ξ( 0 11 1 )
+ ξ( 1 00 2 )
We also have
c¯(1,1,1) = ξ( 3 00 0 )
+ ξ( 0 00 3 )
+ ξ( 2 00 1 )
+ ξ( 1 00 2 )
= c¯(2,1) − c¯(3).
And, finally (using character values for S3) the primitive central idem-
potents of SK(n, d) are given by:
ǫ¯(3) = c¯(3) + c¯(2,1) + c¯(1,1,1) = 2c¯(2,1)
ǫ¯(2,1) = −c¯(3) + 2c¯(1,1,1) = c¯(2,1) + c¯(3).
Also, we find (as expected) that
ǫ¯(1,1,1) = c¯(3) − c¯(2,1) + c¯(1,1,1) = 0
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