In this article we consider the existence of solution for the time scale system y Δ = A(t)y(t) + F (t, y(t)) for t ∈ [t 0 , t 1 ] T with
Introduction
In recent years, a theory known as dynamic systems on time scales has been built which incorporates both continuous and discrete times, namely, time as an arbitrary closed set of reals, and permit us to handle both systems simultaneously [1] . This theory allows one to get some insight into and better understanding of subtle differences between discrete and continuous systems. Two point boundary values problems (TPBVP) play an important role in the theory of differential and difference equations and in the various applications of this theory, in particular, in problems of optimal control [2, 3] . Up to this time, TPBVP for systems in sense of various forms of applications and several computational methods have been developed for solving TPBVP's [4, 5, 6] . In this article, we have mentioned the needed definitions and theorems, then as a main of result, we obtain and prove solution of time varying dynamic systems with TPBVP on arbitrary time scales which can be extended to multi point BVP separated and non separated cases.
Preliminaries
First we give some aspects about Time Scales, then some needed lemmas and theorems are mentioned. The material in this section is drawn mainly from [1] and [6] .
Time Scales
A time scale is any nonempty closed subset of the real numbers R. Thus time scale can be any of the usual integer subsets (e.g. Z or N), the entire real line R, or any combination of discrete points of union with continuous intervals.
The forward jump operator of T , σ(t) : T → T , is given by σ(t) = inf s∈T {s > t}. The backward jump operator of T , ρ(t) : T → T , is given by ρ(t) = sup s∈T {s < t}. The graininess function μ(t) : T → T is given by μ(t) = σ(t) − t. Here we adopt the conventions inf φ = sup T (i.e. σ(t) = t if T has a maximum element t), and sup φ = inf T (i.e. ρ(t) = t if T has a minimum element t). For notational purpose, the intersection of a real interval
If t is both left scattered and right scattered, we say t is isolated. If t is both left dense and right dense, we say that t is dense. The set T k is defined as follows: if T has a left scattered maximum m, then
as the number (when it exists), with the property that, for any > 0, there exists a neighborhood
The function f Δ : T k → R is called the delta derivative or the Hilger derivative of f on T k . We say f is delta differentiable on T k provided f Δ (t) exists for all t ∈ T k . The following theorem establishes several important observations regarding delta derivatives.
(ii) If f is continuous at t and t is right scattered, then f is delta differentiable at t and
(iii) If t is right dense, then f is delta differentiable at t if and only if
exists. In this case,
Note that f Δ (t) is precisely f (t) from the usual calculus when T = R. On the other hand, f Δ = Δf = f(t + 1) − f(t) (i.e. the forward difference operator) on the time scale T = R. These are but two very special (and rather simple) examples of time scales. Moreover, the realm of differential equations and difference equations can now viewed as but special, particular cases of more general dynamic equations on time scales, i.e. equations involving the delta derivative(s) of some unknown function.
A function f : T → R is rd-continuous if f is continuous at every right dense point t ∈ T , and its left hand limit exists at each left dense point. The set of rd-continuous functions f : T → R will be denoted by
Theorem 2.2 (Existence of antiderivatives). (i) Every rd-continuous function has an antiderivative. If t 0 ∈ T , then
The last result above reveals that in the continuous case,T = R, definite integrals are the usual Riemann integrals from calculus. When T = Z, definite integrals correspond to definite sums from the difference calculus; see [8] .
The Hilger's complex plane
For h > 0, define the Hilger complex numbers, the Hilger real axis, the Hilger alternating axis, and the Hilger imaginary circle by , where Arg(z) denotes the principal argument of z (i.e. −π < Arg(z) ≤ π).
For h > 0, define the strip
, and for h = 0, set Z 0 = C. Then we can define the cylinder transformation ξ h :
where Log is the principal logarithm function. When h = 0, we define ξ 0 (z) = z, for all z ∈ C. It then follows that the inverse cylinder transformation ξ
Since the graininess may not be constant for a given time scale, we will interchangeably subscript various quantities (such as ξ and ξ −1 ) with μ = μ(t)
instead of h to reflect this.
Generalized exponential functions
The function p : T → R is regressive if 1 + μ(t)p(t) = 0 for all t ∈ T k , and this concept motivates the definition of the following sets:
The function p : t → R is uniformly regressive on T if there exists a positive constant δ such that 0 < δ
matrix is regressive if and only if all of its eigenvalues are in Equivalently, the matrix A(t) is regressive if and only if I + μ(t)A(t) is invertible for all t ∈ T
k . If p ∈ R, then we define the generalized time scale exponential function by
The following theorem is a compilation of properties of e p (t, t 0 ) (some of which are counterintuitive) that we need in the main body of the paper.
Theorem 2.3
The function has the following properties:
If p ∈ R is rd-continuous, then the dynamic equation
is called regressive. 
If p ∈ R and f : T → R is rd-continuous, then the dynamic equation
is called regressive.
Theorem 2.5 (Variation of constants)
. Let t 0 = T and y(t 0 ) = y 0 ∈ R. Then the regressive IVP (3) has a unique solution y : T → R n given by
We say the n × 1 -vector-valued system
is regressive provided A ∈ R and f : T → R n is a rd-continuous vector-valued function. Let t 0 ∈ T and assume that A is a n × n-matrix-valued function. The unique matrix-valued solution to the IVP
where I n is the n × n-identity matrix, is called the transition matrix and it is denoted by Φ A (t, t 0 ). In this paper, we denote the solution to (5) τ, s) , for all τ, s ∈ S and t ∈ T . The following theorem lists some properties of the transition matrix.
Theorem 2.6 Suppose A, B ∈ R are matrix-valued function on T . (i) Then the semigroup property Φ A (t, r)Φ A (r, s) = Φ A (t, s) is satisfied for all r, s, t ∈ T . (ii) Φ A (σ(t), s) = (I + μ(t)A(t))Φ A (t, s). (iii) If T = R, then A is constant, then Φ A (t, s) = e A (t, s) = e A(t−s) . (iv) If T = hZ, with h > 0 and A is constant, then Φ
We now present a theorem that guarantees a unique solution to the regressive n × 1-vector-valued dynamic IVP (4).
Theorem 2.7 (Variation of constants). Let t 0 = T and y(t
0 ) = y 0 ∈ R n .
Then the regressive IVP (4) has a unique solution y : T → R
n given by
Main results
In this section we consider the existence of solution for the time scale system
with My(t 0 ) + Ny(t 1 ) = α
which can be extended to delta case and problem
with the same conditions. Here A :
is ld-continuous and regressive and M and N square matrix of order n. Here we consider necessary and sufficient conditions for the existence of a solution to y Δ = A(t)y(t) + f(t) with (7) is that if
is nonsingular. In this case, the solution can be written as
Above result together with a fixed point result of Lery-Schauder type can be established existence results for the nonlinear system (6), (7) . For this we state here the fixed point result [8] which will use in this section.
Theorem 3.1 Let C be a convex subset of a Banach space E, and let U be an open subset of C with 0 ∈ U . Then every compact, continuous map Γ : U → C has at least one of the following two properties: (i) N has a fixed point in U .
(ii) There is a x ∈ ∂U and λ ∈ (0, 1)with x = λΓ(x). Now we consider the system
with My(t 0 ) + Ny(t 1 ) = α (11)
Here μ > 0 is a constant. 
Consider the operator T :
(s))μf(s, x(s))∇s]
We wish to apply theorem 3.1. First we show T :
and define y = T (x(t)) and y n = T (x n (t)). Then
It is also easy to see that
as n → ∞. This together with 
The Arzela-Ascoli theorem [4] guarantees that T :
is completely continuous. Now assume the equation
has a solution in D[t 0 , t 1 ] for some 0 < λ < 1. Then
and so
This together with (12) implies
for any solution x ∈ D[t 0 , t 1 ] to (13). Apply theorem 3.1 with
to deduce (note (ii) in theorem 3.1 can not occur because of (14)) that T has a fixed point x i.e.
In this way the result follows. If in (i),ψ is at most linear growth, then we can obtain another result of theorem 3.2 type if we use Gronwall's inequality [1] . 
