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Abstract
We demonstrate that the problem of identifying redundant arguments of function
symbols, i.e. parameters which can be replaced by any expression without changing
the associated semantics, boils down to proving the validity of a particular class of
inductive theorems in the equational theory of conﬂuent, suﬃciently complete term
rewriting systems (TRSs). Hence, existing results for proving inductive theorems
can be exploited to solve the problem in many interesting cases where previously
developed methods fail to recognize and remove redundancies. In particular, this
novel formulation directly yields a new decidability result for the redundancy prob-
lem which is based on the so-called standard theories . As an additional result which
stems from the inductive encoding of the redundancy problem, we ﬁnally propose
two diﬀerent techniques for the analysis of redundant arguments, which are re-
spectively based on inductionless induction and abstract rewriting (a technique for
approximating normal forms in suﬃciently complete, left linear, canonical TRSs).
1 Introduction
The application of automatic transformation processes during the formal de-
velopment and optimization of programs can introduce encumbrances in the
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generated code that programmers usually (or presumably) do not write. Ex-
amples are redundant arguments in the functions deﬁned in the transformed
program [1,2,7,13,15,18,20,21,24,27].
Example 1.1 Consider the following program borrowing [8], which can be
used for adding and substracting natural numbers in Peano’s notation:
minus(x,0) → x p(0) → 0
minus(0,s(y)) → 0 p(s(0)) → 0
minus(s(x),s(y)) → p(s(minus(x,y))) p(s(s(x))) → s(x)
plus(0,y) → y
plus(s(x),y) → s(plus(x,y))
If we specialize this program for the call minusplus(x,y)≡ minus(plus(y,x),y),
which adds x to y and then removes y from the sum, thus returning the orig-
inal x, the optimized program which can be obtained by using an automatic
specializer of functional programs such as the one described in [3] is:
minusplus(x,0) → x p(0) → 0
minusplus(x,s(y)) → p(minusplus2(x,y)) p(s(x)) → s(x)
minusplus2(x,0) → x
minusplus2(x,s(y)) → p(minusplus2(x,y))
Note that the second argument of the function minusplus is redundant for the
semantics of computed values. Known procedures for removing dead code such
as [7,18,21] as well as standard (post-specialization) renaming/compression
procedures (see e.g. [3]) cannot remove the redundant argument either. More-
over, redundant argument ﬁltering procedures for logic programs such as the
one included in the partial deduction system ECCE [19] do not recognize the
redundancy of this parameter either.
In this paper, we provide a characterization of the problem of redundancy
of arguments in terms of inductive theorems (see [2] for a detailed compari-
son of the problem of redundancy of arguments w.r.t. existing techniques).
Then, undecidability and decidability results as well as diﬀerent methods for
recognizing inductive theorems can be exploited. This complements some pre-
vious results presented in [2], where the decidability of the redundancy for the
class of right-ground TRSs was proven. Now, by exploiting induction we are
able to prove decidability in a diﬀerent and incomparable class of programs,
namely the standard theories of [23]. In [2] we also proposed two diﬀerent
criteria for recognizing redundancy which requires either that the redundant
arguments have a variable in every left hand side or a joinability condition on
the rhs’s of the rules, which prevented our methods from coping with many
interesting examples, such as the program of Example 1.1. In this paper
we provide two diﬀerent, novel criteria for recognizing redundancy, which are
based on inductionless induction [10] and abstract rewriting [8], respectively.
The combination of these methods catches redundancy in many new practical
cases, including Example 1.1. Of course, in exchange for the conditions of [2],
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diﬀerent extra conditions are required, which are also discussed in the paper.
1.1 Plan of the paper
After some preliminaries in Section 2, in Section 3 we recall from [2] the no-
tion of redundancy of arguments of function symbols and we show how the
redundancy of arguments is reduced to the validity of inductive theorems. In
Section 4, we recall the inductive proof technique called inductionless induc-
tion [10], and show how it can be applied for detecting redundant arguments.
We also identify a new class of rewrite systems for which the problem of de-
tection of redundant arguments is decidable. In Section 5, we show how the
abstract rewriting technique of [8] can be used to detect new redundancies.
Section 6 concludes the paper. We have included in the Appendix the prac-
tical generation of the optimized program of Example 1.1 together with the
inductive proof necessary for detecting redundancies in the program.
2 Preliminaries
Let us ﬁrst introduce the main notations used in the paper. For full or missing
deﬁnitions about term rewriting, we refer to [14]; and for theorem proving in
automated reasoning, we refer to [6]. Let →⊆ A× A be a binary relation on
a set A. We denote the inverse of → by ←, the symmetric closure by ↔, the
transitive closure by →+, the reﬂexive and transitive closure by →∗, and the
reﬂexive, symmetric and transitive closure by↔∗. We say that→ is conﬂuent
if, for every a, b, c ∈ A, whenever a→∗ b and a→∗ c, there exists d ∈ A such
that b →∗ d and c →∗ d. We say that → is terminating (or well-founded) iﬀ
there is no inﬁnite sequence a1 → a2 → a3 · · ·.
Throughout the paper, X denotes a countable set of variables and Σ de-
notes a ﬁnite set of function symbols {f, g, . . .}, each one having a ﬁxed arity
given by a function ar : Σ → N. By T (Σ,X ) we denote the set of terms;
T (Σ) is the set of ground terms or Herbrand domain, i.e., terms without
variable occurrences. A term is said to be linear if it has no multiple occur-
rences of a single variable. A k-tuple t1, . . . , tk of terms is written t. The
number k of elements of the tuple t will be clariﬁed by the context. Var(t)
is the set of variables in t. A substitution is a mapping σ : X → T (Σ,X )
which homomorphically extends to a mapping σ : T (Σ,X ) → T (Σ,X ). Let
Subst (Σ,X ) denote the set of substitutions and Subst (Σ) be the set of ground
substitutions, i.e., substitutions on T (Σ). If σ(t) is a ground term, we call σ
a grounding substitution for t. A uniﬁer of two terms t, s is a substitution σ
with σ(t) = σ(s). A most general uniﬁer (mgu) of t, s is a uniﬁer σ such that
for each uniﬁer σ′ of t, s there exists θ such that σ′ = θ ◦ σ.
Terms are viewed as labelled trees in the usual way. Positions p, q, . . . are
represented by chains of positive natural numbers used to address subterms of
t. By Λ, we denote the empty chain. The subterm at position p of t is denoted
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as t|p and t[s]p is the term t with the subterm at position p replaced by s.
By Pos(t) we denote the set of positions of a term t. The symbol labeling
the root of t is denoted as root(t). A context is a term C with zero or more
‘holes’, ✷ (a fresh constant symbol). We usually write simply C [ ] to denote
arbitrary context, clarifying the number and location of holes ‘in situ’. If C is
a context and t a term, C [t] denotes the result of replacing the hole in C by t.
A rewrite rule is an ordered pair (l, r), written l → r, with l, r ∈ T (Σ,X ),
l ∈ X and Var(r) ⊆ Var(l). The left-hand side (lhs) of the rule is l and r is
the right-hand side (rhs). A TRS is a pair R = (Σ, R) where R is a set of
rewrite rules and Σ is called the signature. An instance σ(l) of the lhs of a
rule l→ r is a redex. A term t without redexes is said a normal form. By NFR
we denote the set of ﬁnite normal forms of R. Given R = (Σ, R), we consider
Σ as the disjoint union Σ = C unionmulti F of symbols c ∈ C, called constructors, and
symbols f ∈ F , called deﬁned functions, where F = {f | f(l) → r ∈ R} and
C = Σ−F . Then, T (C,X ) is the set of constructor terms. A pattern is a term
f(l1, . . . , ln) such that f ∈ F and l1, . . . , ln ∈ T (C,X ). A term t rewrites to s
(at position p), written t→R s (or just t → s), if t|p = σ(l) and s = t[σ(r)]p,
for some rule l→ r ∈ R, p ∈ Pos(t) and substitution σ. A TRS R is left linear
if all its lhs’s are linear terms. A constructor system (CS) is a TRS whose
lhs’s are patterns. A TRS R is terminating (resp. conﬂuent) if the relation
→R is terminating (resp. conﬂuent). A TRS R is canonical or convergent if
the relation→R is terminating and conﬂuent. If the TRS R is canonical, the
normal form of a term t ∈ T (Σ) exists, it is unique, and it will be denoted by
t↓R ∈ NFR. A TRS R is suﬃciently complete if ∀t ∈ T (Σ), ∃t′ ∈ T (C) such
that t ↔∗R t′. Two terms t, s are joinable, denoted by t ↓ s, if there exists a
term u such that t→∗ u and s→∗ u.
To avoid confusion, in the sequel syntactic equality of terms is represented
by ≡. An equation is a formula of the form r = s (or s = r) where r, s ∈
T (Σ,X ). An equational system is a set of equations. If E is a set of equations
between terms of T (Σ,X ), ↔∗E is the smallest congruence on T (Σ,X ) such
that σ(s) ↔∗E σ(t) for all equations s = t ∈ E and for all substitutions σ.
Given a set of equations (or rewrite rules) E, s = t is a logical consequence of
E, denoted by E  s = t, if s ↔∗E t. The equational theory of E is the set of
equations that are logical consequences of E. The minimal Herbrand model
(often called minimal model) IE of a set of equations E is the quotient algebra
T (Σ)/↔∗
E
. We say that a ﬁrst-order equation s = t is an inductive consequence
of a set of equations (or rewrite rules) E iﬀ IE |= s = t, i.e. σ(s)↔∗E σ(t) for
all grounding substitution σ for t and s. The set of all inductive consequences
of E is called the inductive theory of E. Inductive consequences of E will also
be called inductive theorems in what follows.
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3 Redundant arguments
The redundancy of an argument of a function f in a TRS R depends on the
semantic properties of R that we are interested in observing. The semantics
considered in this paper, which is the most commonly considered in functional
programming, is the set of values (ground constructor terms) that R is able to
produce in a ﬁnite number of rewriting steps from a ground term (evalR(t) =
{s ∈ T (C) | t →∗R s}). We often omit the subindex R when it is clear from
the context. Other semantics which are relevant to the redundancy problem
are discussed in [1,2,22].
Roughly speaking, a redundant argument of a function f is an argument
ti which we do not need to consider in order to compute the semantics of any
call containing a subterm f(t1, . . . , tk).
Deﬁnition 3.1 [2] Let R = (Σ, R) be a TRS, f ∈ Σ, and i ∈ {1, . . . , ar(f)}.
The i-th argument of f is redundant (w.r.t. evalR) if, for all context C [ ] and
for all t, s ∈ T (Σ) such that root(t) = f , evalR(C [t]) = evalR(C [t[s]i]).
We denote by rargevalR(f) the set of redundant arguments of a symbol
f ∈ Σ w.r.t. the semantics evalR for Σ.
When analyzing a property of a function f in R, it is useful to get rid of
the contexts and perform easier, local analyses which allow us to center the
attention on the syntactic structure of the rewriting rules. This motivates the
following.
Deﬁnition 3.2 [2] Let R = (Σ, R) be a TRS, f ∈ Σ, and i ∈ {1, . . . , ar(f)}.
The i-th argument of f is locally redundant (w.r.t. evalR) if, for all t, s ∈ T (Σ)
such that root(t) = f , evalR(t) = evalR(t[s]i).
We denote by lrargevalR(f) the set of locally redundant arguments of a
symbol f w.r.t. evalR.
Redundancy of an argument w.r.t. the semantics eval implies local redun-
dancy w.r.t. eval, i.e., rargeval(f) ⊆ lrargeval(f). Unfortunately, the converse
statement is not generally true. The following result in [2] ensures that lo-
cal redundancy implies redundancy when the TRS is ground conﬂuent and
suﬃciently complete.
Theorem 3.3 Let R be a ground conﬂuent and suﬃciently complete TRS.
Then, for all f ∈ Σ, lrargeval(f) = rargeval(f).
Now the question of how to single out locally redundant arguments arises.
In order to tackle this problem, we formalize the redundancy problem in terms
of the inductive theory of the program.
3.1 Inductive theorems expressing redundancy of arguments
The following results formalize the relation between inductive theorems and
redundancy of arguments in conﬂuent and suﬃciently complete TRSs.
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Proposition 3.4 Let R be a conﬂuent TRS, f ∈ Σ, and i ∈ {1, . . . , ar(f)}.
The i-th argument of f is locally redundant (w.r.t. eval) if the equation t =
t[y]i is an inductive theorem ofR, where t = f(x1, . . . , xar(f)) and x1, . . . , xar(f), y
are distinct variables.
Theorem 3.5 Let R be a conﬂuent and suﬃciently complete TRS, f ∈ Σ,
and i ∈ {1, . . . , ar(f)}. The i-th argument of f is redundant (w.r.t. eval) iﬀ
the equation t = t[y]i is an inductive theorem of R; where t = f(x1, . . . , xar(f))
and x1, . . . , xar(f), y are distinct variables.
Hence, for conﬂuent, suﬃciently complete TRSs, the redundancy problem
is reduced to the problem of checking validity of a particular class of inductive
theorems. The problem of identifying the inductive theory of a TRS is in
general undecidable, as shown by [11] even for a very restricted class of TRSs:
ﬁnite, canonical, left- and right-linear, and right monadic (right hand sides
have depth at most 1) CSs. However, several methods for (semi)-automatically
proving validity of inductive theorems have been developed, such as the cover
set method [28], test set method [9], rewriting induction method [25], and
inductionless induction method [10,11], which generalizes the former ones.
Also, the abstract rewriting method of [8] can be used for proving inductive
theorems.
In the following, we show how, both the inductionless induction as well as
abstract rewriting methods can be successfully applied for detecting redun-
dancy of arguments, where the methods discussed in [2] fail.
4 Inductionless induction
We brieﬂy recall the inductionless induction method for proving validity of in-
ductive theorems (see [10,11] for details). Inductionless induction tackles how
to (semi)-automatically prove a set of equations C in the minimal Herbrand
model of a set of equations E without making use of induction schemes (in-
duction rules). It uses a (ﬁrst-order) axiomatization A of the minimal model
of E, IE , such that C ∪ A ∪ E is consistent if and only if C is valid in IE ,
i.e. IE |= C. A normal axiomatization A of IE is a ﬁnite recursive set of
purely universal formulas such that IE |= A, IE is the only Herbrand model
of E ∪A up to isomorphism, and for all ground terms s, t representative of its
congruence class of IE , s ≡ t⇒ A |= s = t. The method relies on saturation
techniques [5,6] for performing the proof by consistency of C ∪ A ∪ E, thus
any saturation-based general-purpose ﬁrst-order theorem prover can be used
for inductive validity. The (in)consistency proofs are performed in two stages:
ﬁrst deductions on C ∪ E are computed by saturation, yielding new conse-
quences; then, these new consequences are checked for inconsistency w.r.t.
A.
Deductions are performed by superposition deﬁned by the following infer-
ence rules between the set of equations E and an equation c ∈ C. We assume
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below that " is a reduction ordering [14] which is total on ground terms, i.e. a
relation # which is irreﬂexive, transitive, well-founded, total, monotonic, and
stable under substitutions. A well-known reduction ordering is the recursive
path ordering, based on a total ordering #Σ (called precedence) on Σ.
Superposition
l = r c[s]
σ(c[r])
if σ = mgu(l, s), s is not a variable,
σ(r) " σ(l), l = r ∈ E, c[s] ∈ C.
Equality resolution
C ∨ s = t
σ(C)
if σ = mgu(s, t), C ∨ s = t ∈ C.
Given a ground equation c, C≺ is the set of ground instances of equations
in C that are strictly smaller than c in this ordering. A ground equation
(conjecture) c is entailed by a set of equations (conjectures) C if E∪A∪C≺  c.
A non-ground equation is entailed if all its ground instances are. An inference
is redundant if one of its premises or its conclusion are entailed by C. A set of
equations is saturated if all inferences are redundant. A derivation sequence
is a sequence C0, C1, . . . , Cn, . . . such that each Ci+1 is obtained from Ci by
adding some logical consequences or by removing some entailed equations. A
derivation sequence is fair if every equation which can be persistently derived
is eventually derived.
The application of inductionless induction to the redundancy problem is
illustrated in the following.
Example 4.1 Consider the optimized TRS of Example 1.1, which is satu-
rated and can be oriented using the recursive path ordering with the prece-
dence minusplus > minusplus2 > p > s > 0, and the axiomatization
{∀x, y, s(x) = 0 ∧ s(x) = s(y)⇒ x = y}.
We can prove the redundancy of the second argument of minusplus by
proving the validity of the equation:
(c1) minusplus(x,y)= minusplus(x,w)
We have two possible inferences by saturation, the other ones are renamings:
(c1,1) x = minusplus(x,w)
(c1,2) p(minusplus2(x,y)) = minusplus(x,w)
Here, no equation is entailed. After superposing again, we obtain (up to
renaming):
(c1,3) x = x
(c1,4) x = p(minusplus2(x,w))
(c1,5) p(minusplus2(x,y)) = x
(c1,6) p(minusplus2(x,y)) = p(minusplus2(x,w))
26
Alpuente, Echahed, Escobar, and Lucas
Here, equation c1,3 is trivially entailed, c1,4  c1,5, and c1,4  c1,6. If we
superpose one more time, we obtain (up to renaming):
(c1,7) x = p(x)
(c1,8) x = p(p(minusplus2(x,w)))
Here, equation c1,8 is entailed: c1,4∪c1,7  c1,8. And, ﬁnally, after superposing,
we obtain:
(c1,9) 0 = 0
(c1,10) s(x) = s(x)
And here, the two equations are trivially entailed.
Then, the set R ∪ {c1, c1,1, c1,2, c1,4, c1,7} is saturated and it is immediate
to check its consistency w.r.t. the axiomatization. Therefore, the theorem
is proved and hence the second argument of minusplus is redundant. We
have checked this automatically by using the theorem prover Spike [9] which
implements a particular implicit induction technique, namely the one which is
based on test sets (see the Subsection A.4 for the practical execution in Spike).
Unfortunately, in many interesting cases, existing methods for inductive
validity may run forever without proving validity of inductive theorems as in
the following example.
Example 4.2 Let R be the following saturated TRS oriented using the re-
cursive path ordering with the precedence f > id > s > 0 and status left to
right for f:
f(0,0) → 0 id(0) → 0
f(0,s(y)) → f(0,y) id(s(x)) → s(id(x))
f(s(x),0) → f(x,0)
f(s(x),s(y)) → f(x,s(id(y)))
Consider the axiomatization of Example 4.1. The ﬁrst and second arguments
of f are redundant whereas it cannot be detected by previous redundancy
results in [2]. In order to prove the redundancy of the ﬁrst argument of f, we
consider the conjecture: (c1) f(x,y) = f(z,y). Superposing c1 with R, we
get the following (the other equations are renamings):
(c1,1) 0 = f(z,0)
(c1,2) f(0,y) = f(z,s(y))
(c1,3) f(x,0) = f(z,0)
(c1,4) f(x,s(id(y))) = f(z,s(y))
Here, equation c1,3 is entailed. Superposing c1,1, c1,2 and c1,4 withR, we obtain
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(up to renaming):
(c1,4) 0 = 0
(c1,5) 0 = f(z,0)
(c1,6) f(0,y) = f(0,y)
(c1,7) f(0,y) = f(z,s(id(y)))
(c1,8) 0 = f(z,s(0))
(c1,9) f(0,y) = f(z,s(s(y)))
(c1,10) f(x,s(id(y))) = f(z,s(id(y)))
(c1,11) f(x,s(0)) = f(z,s(0))
(c1,12) f(x,s(s(id(y)))) = f(z,s(s(y)))
Here, all equations except c1,12 are entailed. Thus, we can obtain inﬁnitely
many equations f(x,sn(id(y))) = f(z,sn(y)) and the process may run
forever unless an extra lemma id(x) = x is manually provided.
Several techniques to improve termination of the inductive validity process
have been developed such as deduction of lemmas which might help to prove an
inductive theorem [26,17,16]. On the other hand, diﬀerent criteria can be used
to stop the saturation process, such as the homeomorphic embedding (which
is commonly used in program transformation for avoiding inﬁnite sequences
[3]). Unfortunately, important properties, such as refutationally completeness
or ﬁnite saturation under common conditions, get lost.
Therefore, it is interesting to consider decidable classes of TRSs where
the inductionless induction method terminates, and thus, redundancy of ar-
guments can be decided. In the next section we present a result for the
decidability of redundancy based on inductionless induction, which is comple-
mentary to the decidability result of [2]. We postpone to Section 5 the use of
ﬁnite approximations based on abstract interpretation, such as the abstract
rewriting of [8], to formalize static analyses of redundancy.
4.1 Standard Theories
In this section we consider the standard theories of [23], a class of TRSs where
the saturation process is ﬁnite, thus the validity of an inductive theorem is
decidable.
Standard theories are particular sets of equations which are ﬁnitely closed
by superposition. We need the following: the depth d of a subterm s = t|p is
the length of the position p: d = |p|; and a variable is shallow in a term if it
occurs only at depth 0 or 1 in the term.
Deﬁnition 4.3 [23] A standard signature Σ is a signature where every func-
tion symbol f in Σ has an associated set of shallow positions sh(f) and a set
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of linear positions lin(f), such that lin(f) ∩ sh(f) = ∅ and sh(f) ∪ lin(f) =
{1, . . . , ar(f)}.
Deﬁnition 4.4 [23] A term s is a standard term iﬀ it is a variable or a term
of the form f(s1, . . . , sn) where if i ∈ sh(f) then si is a variable or a ground
term and if i ∈ lin(f) then all variables in si are linear in s.
Note that, according to the previous deﬁnition, all ground terms are stan-
dard, whereas not every linear term is, because no term with variables oc-
curring at depth ≥ 1 are allowed at shallow positions. Furthermore, the only
non-linear variables of a standard term are shallow variables occurring at shal-
low positions.
Deﬁnition 4.5 [23] An equation s = t is standard iﬀ
(i) s is linear and t is ground or
(ii) s is a standard term f(. . . , g(t), . . .) and t is a variable or
(iii) s and t are standard terms sharing only shallow variables and no variable
x is both a shallow position argument and a linear position argument in
s = t.
A standard presentation is a set of standard equations and a standard theory
is a theory axiomatizable by a standard presentation.
Theorem 4.6 [23] Every standard presentation E can be ﬁnitely closed under
superposition.
Hence, for standard theories, the saturation process is ﬁnite and then the
inductionless induction method (hence, the redundancy of arguments) is de-
cidable. Note that we naturally specialize the notion of standard presentations
(as originally deﬁned in [23]) to “standard TRSs”.
Theorem 4.7 Let R be a standard conﬂuent TRS. Let the equation t = s be
standard (within R). It is decidable if t = s is an inductive theorem of R.
Corollary 4.8 Let R be a standard, conﬂuent, and suﬃciently complete TRS,
f ∈ Σ, and i ∈ {1, . . . , ar(f)}. Let the equation t = t[y]i be standard (within
R) such that t = f(x1, . . . , xar(f)) and x1, . . . , xar(f), y are distinct variables.
It is decidable if the i-th argument of f is redundant (w.r.t. eval).
Even if the class of standard theories is somehow restrictive, it still allows
to detect redundancy of arguments in signiﬁcant examples.
Example 4.9 Consider the following TRS, where extra variables are allowed
in right hand sides.
f(0,y) → y g(0,y) → y
f(s(x),y) → g(u,y) g(s(x),y) → f(u,y)
Here, we can automatically prove that the ﬁrst argument of f (and g) is
redundant. Note that this example cannot be dealt by previous results in [2].
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We consider the problem of identifying new decidable classes of TRSs
(w.r.t. the particular class of inductive theorems which express redundancy),
as well as developing new decision algorithms for these programs, as an inter-
esting line of work which we plan to pursue as future work. In the following
section, however, instead of focusing in deeper decidability matters, we inves-
tigate ﬁnite approximations of the validity problem which lead us to formalize
more practical static redundancy analyses. As an application of the analysis,
we revisit Example 4.2, which is shown to be correctly analyzed by applying
the new methodology based on abstract rewriting, whereas it is not coped by
(unoptimized) inductionless induction.
5 Abstract rewriting
Abstract interpretation is a theory to extract relevant information from pro-
grams without considering all details given by the standard semantics [12]. In
[8], Bert and Echahed proposed a framework called abstract rewriting which
is based on an abstract interpretation of (conditional) term rewriting systems
for approximating the normal form t↓R of a term t in a canonical CS R. They
make use of the notion of an abstract domain of terms. In this section, we
use the technique of abstract rewriting in order to prove inductive theorems,
and thus to detect redundant arguments, in the setting of canonical and suf-
ﬁciently complete CS’s. We ﬁrst recall the abstract rewriting methodology of
[8].
Deﬁnition 5.1 [8] Let Σ be a signature. The abstract speciﬁcation of Σ is
A(Σ) = Σ ∪ {(,⊥,unionsq,+}.
Intuitively, an abstract term t approximates the set of its ground instances,
where the symbols ⊥ and ( stand for the empty set and the set of all con-
structor terms, respectively. Similarly, the symbols unionsq and + correspond to set
union and set intersection operators, respectively.
Let a : Σ→ A(Σ) be the obvious identity signature morphism between the
concrete and the abstract signatures. The signature morphism a is extended
to a translation function on terms a : T (Σ,X )→ T (A(Σ)) such that xa = (
∀x ∈ X and (f(t1, . . . , tn))a = fa(ta1, . . . , tan) ∀f ∈ Σ. Besides, given an
abstract term t, the concrete set γ(t) is the largest set of ground terms such
that γ(() = T (Σ), γ(⊥) = ∅, γ(fa(t1, . . . , tar(f))) = {f(s1, . . . , sar(f)) | ∀1 ≤
i ≤ ar(f), si ∈ γ(ti)}, γ(t1 unionsq t2) = γ(t1) ∪ γ(t2), and γ(t1 + t2) = γ(t1)∩ γ(t2).
In order to approximate normal forms of terms, it is deﬁned a partial
order ≤ on abstract terms such that t ≤ t′ iﬀ γ(t) ⊆ γ(t′). Given a term
s ∈ T (Σ,X ), t ∈ T (A(Σ)) is an approximation of s iﬀ ∀s′ ∈ T (Σ) such that
(s′)a ≤ sa, (s′↓R)a ≤ t, or equivalently {σ(s)↓R | σ(s) ∈ T (Σ)} ⊆ γ(t).
The set of abstract terms is larger than the set of concrete terms. In order
to compute approximations of normal forms of concrete terms, ﬁnite subsets of
the set of abstract terms are introduced by the so-called ﬁnite upper closures
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up : T (A(Σ)) → T (A(Σ)) such that up is monotonic (∀t, t′ ∈ T (A(Σ)), t ≤
t′ ⇒ up(t) ≤ up(t′)), extensive (∀t ∈ T (A(Σ)), t ≤ up(t)), and idempotent
(up ◦ up = up). The main objective of a ﬁnite upper closure is to restrict
T (A(C)) to a ﬁnite set T up(A(C)).
The notions of abstract rewriting system and abstract rewriting calculus
are deﬁned. An abstract rewriting system is associated to a TRS R and a
ﬁnite upper closure up in order to approximate the normal forms of ground
instances of concrete terms with variables. In concrete, a “computed” abstract
TRS eﬃciently determines an approximation for any concrete term. Due to
the properties of abstract terms and the ordering ≤, the classical deﬁnition of
rewriting is extended to the abstract rewriting calculus (see [8] for details).
Now, we can exploit abstract rewriting for proving inductive theorems,
which demonstrates redundancy of arguments. Let us ﬁrst introduce some
auxiliary results.
Deﬁnition 5.2 We deﬁne the set of up-minimal substitutions as: Substup(C,X ) =
{σ ∈ Subst(C,X ) | ∀σ′ ∈ Subst (C,X )∧∀x ∈ X , σ′(x)a ≤ σ(x)a ⇒ up(σ′(x)a) ≡
σ(x)a}
Theorem 5.3 Let R be a left linear, canonical, suﬃciently complete CS, and
up be a ﬁnite upper closure. Let Rupc be the “computed” abstract TRS as-
sociated to R and up. The equation s = t is an inductive theorem of R
if for all σ ∈ Substup(C,X ), up(σ(s)a)↓Rupc ≡ up(σ(t)a)↓Rupc ≡ δ such that
δ ∈ T (A(C)− {(,⊥,unionsq,+}).
The following result is the key for the detection of redundant arguments.
Corollary 5.4 Let R be a left linear, canonical, suﬃciently complete CS, and
up be a ﬁnite upper closure. Let Rupc be the “computed” abstract TRS asso-
ciated to R and up. Let f ∈ Σ and i ∈ {1, . . . , ar(f)}. The i-th argument
of f is redundant (w.r.t. eval) iﬀ for all σ ∈ Substup(C,X ), up(σ(t)a)↓Rupc ≡
up(σ(t[y]i)
a)↓Rupc ≡ δ such that δ ∈ T (A(C)− {(,⊥,unionsq,+}), where
t = f(x1, . . . , xar(f)) and x1, . . . , xar(f), y are distinct variables.
Clearly, the analysis depends on the chosen upper closure up. A standard
upper closure is deﬁned by taking the maximum depth of all constructor terms
of left-hand sides of a TRS.
Example 5.5 Consider the TRS of Example 4.2 and the ﬁnite upper clo-
sure head deﬁned by head(0a) = 0a, head(s(t)) = s(() if t ∈ T (C), and
head(f(t1, . . . , tn)) = f(head(t1), . . . , head(tn)) otherwise. We can prove by
abstract rewriting that both arguments of f are redundant. The “computed”
abstract TRS for R and head is:
fa(0a,0a) → 0a ida(0a) → 0a
fa(0a,sa(()) → 0a ida(sa(()) → sa(()
fa(sa((),0a) → 0a
fa(sa((),sa(()) → 0a
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Then, the ﬁrst and second arguments of f are redundant since for the equa-
tions f(x, y) = f(x′, y) and f(x, y) = f(x, y′), and every substitution σ ∈
Substhead(C,X ), σ(f(x, y))a↓Rupc ≡ σ(f(x’, y))a↓Rupc ≡ 0a and σ(f(x, y))a↓Rupc ≡
σ(f(x, y’))a↓Rupc ≡ 0a. Note that this example can not be handled by the
inductionless induction method nor by previously discussed methods such as
[1,2].
For the sake of clarity, let us ﬁnally show, by means of one example, that
there exist still interesting cases where the method in [2] succeeds whereas
none of the results in this paper apply. This demonstrates that the diﬀerent
methods are incomparable and hence could be fruitfully combined to develop
a practical tool for the detection of redundant arguments.
Example 5.6 Consider the following TRS R which is a slight modiﬁcation
of Example 3.26 of [4]:
h(0,0) → s(0)
h(0,s(y)) → s(0)
h(s(0),y) → s(s(0))
h(s(s(x)),y) → s(h(h(x,y),y))
The inductionless induction method can not automatically prove that the
second argument of h is redundant since there is no automatizable reduction
ordering for the TRS which could orient the equations (see [4]). On the other
hand, abstract rewriting can not prove the redundancy of the second argument
of h since for any ﬁnite upper closure there exists a value for the second
argument which returns a term containing (, e.g. using the upper closure
head of Example 5.5, h(s((), 0)↓Rupc ≡ s((). Nevertheless, the method in
[2] succeeds in proving that the second argument of h is redundant since all
variables of the second argument appear in positions of redundant arguments
of the rhs of the corresponding rule and s(0) ↓ s(0).
6 Conclusion
We have shown how the problem of detecting redundant arguments reduces
to that of validity of inductive theorems in conﬂuent, suﬃciently complete
TRSs. As the set of inductive theorems is not recursively enumerable in gen-
eral, we identify a class of rewrite systems in which detection of redundant
arguments is decidable. We have also shown how ”inductionless induction”
as well as “abstract rewriting” techniques can be applied to detect redun-
dant arguments and particularly in some examples that cannot be handled by
previously developed methods.
However, the natural question whether it is possible to specialize methods
for inductive validity to the concrete problem of redundancy arises. In future
work, we plan to deepen on this point as well as to integrate the methods
described in this paper into the prototype tool presented in [2].
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A Sketch of execution
In this Appendix, we present the practical analysis and detection of redundant
arguments in the program of Example 1.1.
First, in Subsection A.1, we express this program in the syntax of the par-
tial evaluator 7 Indy [3]. Then, we show in Section A.2 the partially evaluated
program, which corresponds to the optimized program of Example 1.1. Next,
in order to illustrate the use of the inductionless induction method for detect-
ing redundant arguments, the optimized program is translated to the syntax
of the theorem prover 8 Spike [9] in Subsection A.3. Finally, we transcript the
inductive proof generated by Spike in Subsection A.4.
A.1 Original program in Indy
plus(:0,Y) -> Y;
plus(:s(X),Y) -> :s(plus(X,Y));
minus(X,:0) -> X;
minus(:0,:s(Y)) -> :0;
minus(:s(X),:s(Y)) -> p(:s(minus(X,Y)));
p(:0) -> :0;
p(:s(:0)) -> :0;
p(:s(:s(X))) -> :s(X);
minusplus(X,Y) -> minus(plus(Y,X),Y);
A.2 Specialized program in Indy
p1_1(:0) -> :0;
p1_1(:s(A)) -> :s(A);
minusplus2_2(A,:0) -> A;
minusplus2_2(A,:s(B)) -> p1_1(minusplus2_2(A,B));
minusplus2_1(A,:0) -> A;
minusplus2_1(A,:s(B)) -> p1_1(minusplus2_2(A,B));
A.3 Specialized program translated to Spike
specification : minusplus
sorts nat;
constructors :
0 : -> nat;
s_ : nat -> nat;
7 Available at http://www.dsic.upv.es/users/elp/indy/.
8 Available at http://www.loria.fr/equipes/cassis/softwares/spike/.
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defined functions :
p_ : nat -> nat;
minusplus__ : nat nat -> nat;
minusplus2__ : nat nat -> nat;
axioms:
p(0) = 0;
p(s(x)) = s(x);
minusplus2(x,0) = x;
minusplus2(x,s(y)) = p(minusplus2(x,y));
minusplus(x,0) = x;
minusplus(x,s(y)) = p(minusplus2(x,y));
A.4 Inductive proof in Spike
Below, we include the transcription of a proving session with Spike. The the-
orem which proves the redundancy of the second argument of minusplus is
minusplus(x1,x2)=minusplus(x1,x3). This theorem appears as the initial
set E0 of theorems to prove. Some additional notes are included in the tran-
scription to help the reader.
All the rules are oriented !
test set of R :
-> nat = {0 ; s(x1)}
induction positions of functions:
-> p : [[1]]
-> minusplus : [[2]]
-> minusplus2 : [[2]]
E0 = {minusplus(x1,x2) = minusplus(x1,x3)} | E0 is the
| initial set
Application of generate on: | of theorems
minusplus(x1,x2) = minusplus(x1,x3) | to prove
with cover substitutions:
x2 -> {0; s(x1)}
1) x1 = minusplus(x1,x3) ;
2) p(minusplus2(x1,x2)) = minusplus(x1,x3)
E1 = {x1 = minusplus(x1,x3) ; | After
p(minusplus2(x1,x2)) = minusplus(x1,x3)} | superposition
H1 = {minusplus(x1,x2) = minusplus(x1,x3)} | H1 is the
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| initial set
Application of generate on: | of inductive
x1 = minusplus(x1,x3) | hypothesis
with cover substitutions:
x3 -> {0; s(x1)}
1) x1 = x1 ;
2) x1 = p(minusplus2(x1,x2))
Delete x1 = x1 | Equation is
| entailed and
E2 = {p(minusplus2(x1,x2)) = minusplus(x1,x3) ; | removed
x1 = p(minusplus2(x1,x2))}
H2 = {x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Application of generate on:
p(minusplus2(x1,x2)) = minusplus(x1,x3)
with cover substitutions:
x2 -> {0; s(x1)}
1) p(x1) = minusplus(x1,x3) ;
2) p(p(minusplus2(x1,x2))) = minusplus(x1,x3)
E3 = {x1 = p(minusplus2(x1,x2)) ;
p(x1) = minusplus(x1,x3) ;
p(p(minusplus2(x1,x2))) = minusplus(x1,x3)}
H3 = {p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Simplification of: | Simplification
p(p(minusplus2(x1,x2))) = minusplus(x1,x3) by H3 U E3[R]:| detects
p(x1) = minusplus(x1,x3) | possible
| entailed
E4 = {x1 = p(minusplus2(x1,x2)) ; | equations
p(x1) = minusplus(x1,x3) ;
p(x1) = minusplus(x1,x3)}
H4 = {p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Delete p(x1) = minusplus(x1,x3) | Subsumption
it is subsumed by:p(x1) = minusplus(x1,x3) of E4 | also detects
| entailed
E5 = {x1 = p(minusplus2(x1,x2)) ; | equations
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p(x1) = minusplus(x1,x3)}
H5 = {p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Application of generate on:
x1 = p(minusplus2(x1,x2))
with cover substitutions:
x2 -> {0; s(x1)}
1) x1 = p(x1) ;
2) x1 = p(p(minusplus2(x1,x2)))
E6 = {p(x1) = minusplus(x1,x3) ;
x1 = p(x1) ;
x1 = p(p(minusplus2(x1,x2)))}
H6 = {x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Simplification of:
x1 = p(p(minusplus2(x1,x2))) by H6 U E6[R]:
x1 = p(minusplus2(x1,x2))
E7 = {p(x1) = minusplus(x1,x3) ;
x1 = p(x1) ;
x1 = p(minusplus2(x1,x2))}
H7 = {x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Delete x1 = p(minusplus2(x1,x2))
it is subsumed by:x1 = p(minusplus2(x1,x2)) of H7
E8 = {p(x1) = minusplus(x1,x3) ;
x1 = p(x1)}
H8 = {x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Application of generate on:
p(x1) = minusplus(x1,x3)
with cover substitutions:
x3 -> {0; s(x1)}
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1) p(x1) = x1 ;
2) p(x1) = p(minusplus2(x1,x2))
E9 = {x1 = p(x1) ;
p(x1) = x1 ;
p(x1) = p(minusplus2(x1,x2))}
H9 = {p(x1) = minusplus(x1,x3) ;
x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Delete x1 = p(x1)
it is subsumed by:p(x1) = x1 of E9
E10 = {p(x1) = x1 ;
p(x1) = p(minusplus2(x1,x2))}
H10 = {p(x1) = minusplus(x1,x3) ;
x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Application of generate on:
p(x1) = x1
with cover substitutions:
x1 -> {0; s(x1)}
1) 0 = 0 ;
2) s(x1) = s(x1)
Delete 0 = 0
Delete s(x1) = s(x1)
E11 = {p(x1) = p(minusplus2(x1,x2))}
H11 = {p(x1) = x1 ;
p(x1) = minusplus(x1,x3) ;
x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Application of generate on:
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p(x1) = p(minusplus2(x1,x2))
with cover substitutions:
x2 -> {0; s(x1)}
1) p(x1) = p(x1) ;
2) p(x1) = p(p(minusplus2(x1,x2)))
Delete p(x1) = p(x1)
E12 = {p(x1) = p(p(minusplus2(x1,x2)))}
H12 = {p(x1) = p(minusplus2(x1,x2)) ;
p(x1) = x1 ;
p(x1) = minusplus(x1,x3) ;
x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Simplification of:
p(x1) = p(p(minusplus2(x1,x2))) by H12 U E12[R]:
p(x1) = p(x1)
E13 = {p(x1) = p(x1)}
H13 = {p(x1) = p(minusplus2(x1,x2)) ;
p(x1) = x1 ;
p(x1) = minusplus(x1,x3) ;
x1 = p(minusplus2(x1,x2)) ;
p(minusplus2(x1,x2)) = minusplus(x1,x3) ;
x1 = minusplus(x1,x3) ;
minusplus(x1,x2) = minusplus(x1,x3)}
Delete p(x1) = p(x1) | E13 becomes
| empty and the
~ | saturation
The initial conjectures are inductive theorems of R. | process ends
| without any
#~ | inconsistency
~
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