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Sharp Geometric Rigidity of Isometries
on Heisenberg Groups
D. V. Isangulova and S. K. Vodopyanov∗
Abstract
We prove sharp geometric rigidity estimates for isometries on Heisenberg groups. Our
main result asserts that every (1+ ε)-quasi-isometry on a John domain of the Heisenberg
group Hn, n > 1, is close to some isometry up to proximity order
√
ε+ ε in the uniform
norm, and up to proximity order ε in the L1p-norm. We give examples showing the
asymptotic sharpness of our results.1
1 Introduction
The following question is studied in elasticity theory: what can we say about a global defor-
mation of a rigid body provided that local deformations are small? This question leads to the
mathematical problem [14] formulated below.
A deformation is interpreted as a homeomorphism f : U → R3, where U is an open set
in R3. The Jacobi matrix Df(x) is assumed to exist almost everywhere. The symmetric matrix
E(x) = 1
2
((Df(x))tDf(x) − I) determines Df(x) up to an orthogonal matrix. The matrix
E(x) is associated to the deformation or strain tensor (see, for example, [18]). The notion of
deformation tensor E plays a key role in elasticity theory (see [18] for instance): various full or
partial linearization problems there are based on the assumption that the deformation tensor
is sufficiently small. How can this assumption affect f(x) itself? It is known that if E(x) = 0
almost everywhere on U then f is a rigid motion under the condition of sufficient regularity. If
E is small on U in some sense then what is the global difference between f and a rigid motion
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on the entire domain? If the difference is small globally then this property is called geometric
rigidity of isometries.
If f is a homeomorphism with small E(x) then f is locally bi-Lipschitz (see [23] for instance).
This leads to a natural interpretation of deformations as bi-Lipschitz mappings.
In 1961 F. John studied this question in a more general setting; namely, he considered
a mapping f : U → Rn, where U is an open set in Rn. He showed that for a locally (1 + ε)-bi-
Lipschitz mapping f , where ε < 1, there exists a motion ϕ satisfying
‖Df −Dϕ‖p,U 6 C1pε|U |1/p (1)
and
sup
x∈U
|f(x)− ϕ(x)| 6 C2 diam(U)ε. (2)
F. John established (2) for a domain U of a special kind, now called a John domain, and (1)
on cubes. Later Yu. G. Reshetnyak [23] established (1) and (2) on John domains without
constraints on ε using a different method.
John also studied the question of geometric rigidity under small integral deviations of the
deformation tensor [15]: if U is a cube, f : U → Rn is a mapping of class C1, and sup |E(x)|
on U is less than a fixed number then there exists a motion ϕ such that
‖Df −Dϕ‖p,U 6 C3‖E‖p,U if p > 1 (3)
and
sup
x∈U
|f(x)− ϕ(x)| 6 C4 diam(U)‖E‖p,U if p > n.
Recently [6] Friesecke, James, and Mu¨ller have demonstrated that (3) holds for every Sobolev
mapping of class W 1p on a Lipschitz domain U without constraints on
sup
x∈U
|E(x)| = sup
x∈U
dist(Df(x), SO(n)).
Note that the geometric rigidity problem has a much wider interpretation. The problem
can be formulated on any manifold with a notion of differential whose tangent space carries
an action of a “model” isometry group.
In this article, we study the geometric rigidity problem on the Heisenberg groups Hn, n > 1.
Here is the main result.
Theorem 1. Consider a John domain U with inner radius α and outer radius β in the Heisen-
berg group Hn, n > 1. Then, for every f ∈ I(1 + ε, U) there exists an isometry θ with∫
U
exp
((β
α
)2n+3N1|Dhf(x)−Dhθ(x)|
ε
)
dx 6 16|U |
2
and
sup
x∈U
d(f(x), θ(x)) 6 N2
β2
α
(
√
ε+ ε).
Here the constants N1 and N2 depend only on n.
Here I(1+ε, U) is the class of quasi-isometries (see Definition 3),Dhf(x) = {Xifj(x)}i,j=1,...,2n
is the approximate horizontal differential, and d is the Carnot–Carathe´odory metric.
The dilation δ1+ε shows that the proximity orders in Theorem 1 are asymptotically sharp.
D. Morbidelli and N. Arcozzi [1] investigated the geometric rigidity problem for locally bi-
Lipschitz mappings of the Heisenberg group H1. We should note, however, that the proximity
orders (ε2
−11
in the uniform norm and ε2
−12
in the Sobolev norm) obtained in [1] are obviously
far from being optimal.
Our proof of Theorem 1 develops Reshetnyak’s approach to the subject in the Euclidean
case [23]. The proof essentially consists in linearizing the deformation tensor E on Heisenberg
groups as a first-order differential operator with constant coefficients whose kernel “almost”
coincides with the Lie algebra of the isometry group.
The most important motivation for the study of isometries in sub-Riemannian geometry is
given by the recently constructed visualization model (see the papers by G. Citti and A. Sarti
[4] and R. K. Hladky and S. D. Pauls [9]). The geometry of the model is based on the roto-
translation group, which is a three-dimensional non-nilpotent Lie group. However, it is a contact
manifold whose tangent cone at each of point is the Heisenberg groupH1. The geometric rigidity
problem finds an unexpected interpretation in sub-Riemannian geometry: a local distortion of
an image does not incur a loss of global information about it.
In Section 2 we define quasi-isometries on Carnot–Carathe´odory spaces, introduce the main
concepts used and prove that the class of quasi-isometries under consideration includes locally
bi-Lipschitz mappings. In Section 3 we introduce an operator Q linearizing the strain tensor E
on the Heisenberg group, and investigate its properties: we describe its kernel and construct
a projection onto it. In Section 4 we prove the geometric rigidity of isometries on the balls
contained in a given domain. In Section 5 we prove Theorem 1 on a John domain. There we
also obtain a partial extension of Theorem 1 to a Ho¨lder domain. In the Appendix we prove
some auxiliary results.
The main results of this article were announced in [28].
3
2 Quasi-isometries
Definition 1 (cf. [8, 16, 20]). Fix a connected Romanian C∞-manifold M of topological
dimension N . The manifold M is called a Carnot–Carathe´odory space if the tangent bundle
TM has a filtration
HM = H1M ( . . . ( HiM ( . . . ( HMM = TM
by subbundles such that each point p ∈M has a neighborhood U ⊂M equipped with a collec-
tion of C1,α-smooth vector fields X1, . . . , XN , α ∈ (0, 1], enjoying the following two properties.
For each v ∈ U ,
(1) HiM(v) = Hi(v) = span{X1(v), . . . , XdimHi(v)} is a subspace of TvM of a constant
dimension dimHi, i = 1, . . . ,M ;
(2) we have
[Xi, Xj](v) =
∑
k: degXk≤degXi+degXj
cijk(v)Xk(v) (4)
where the degree degXk is defined as min{m | Xk ∈ Hm};
Moreover, if the third condition holds then the Carnot–Carathe´odory space is called the
Carnot manifold:
(3) the quotient mapping [ ·, · ]0 : H1 ×Hj/Hj−1 7→ Hj+1/Hj induced by the Lie bracket is
an epimorphism for all 1 ≤ j < M . Here H0 = {0}.
The subbundle HM is called horizontal.
The number M is called the depth of the manifold M.
The intrinsic Carnot–Carathe´odory distance d between two points x, y ∈ M is defined as
the infimum of lengths of the horizontal curves joining x and y (a piecewise smooth curve γ is
horizontal if
.
γ(t) ∈ HM(γ(t))). This distance is correctly-defined [16] and non-Riemannian if
n = dimHM 6= N .
Let U be a domain in M and {X1, . . . , Xn} be an orthonormal basis of HM on U from
Definition 1. The Sobolev space W 1q (U), 1 ≤ q ≤ ∞, consists of the functions f : U → R
possessing the weak derivative Xif along the vector field Xi, i = 1, . . . , n, and having a finite
norm
‖f‖W 1q (U) = ‖f‖q,U + ‖∇Lf‖q,U ,
where ∇Lf = (X1f, . . . , Xnf) is the subgradient of f and ‖ · ‖q,U stands for the Lq-norm of
a measurable function on U . Recall that a locally integrable function gi : U → R is called the
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weak derivative of a function f along the vector field Xi if
∫
U
giψ dx = −
∫
U
fXiψ dx for every
test function ψ ∈ C∞0 (U).
If f ∈ W 1q (U) for every bounded open set U , with U ⊂ Ω, then f is said to be of class
W 1q,loc(Ω).
Definition 2. A mapping f : Ω→M belongs to the Sobolev class W 1q,loc(Ω,M) if the following
properties hold:
(A) for each z ∈M the function [f ]z : x ∈ Ω 7→ d(f(x), z) belongs to W 1q,loc(Ω);
(B) the family of functions {∇L[f ]z}z∈M has a majorant in Lq,loc(Ω): there exists a function
g ∈ Lq,loc(Ω) independent of z such that |∇L[f ]z(x)| ≤ g(x) for almost all x ∈ Ω.
If f is a Sobolev mapping then it can be redefined on a set of measure zero to be absolutely
continuous on almost all lines of the horizontal vector fields. In this case there exist derivatives
Xif(x) a. e. in Ω, moreover Xif(x) ∈ Hf(x)M, i = 1, . . . , n (see [21] in Carnot groups, and [27]
in Carnot–Carathe´odory spaces). A transformation of the basis vectors Xi(x), i = 1, . . . , n,
of the horizontal subspace HxM into the horizontal vectors (Xif)(x) ∈ Hf(x)M determines
a mapping Dhf(x) from the horizontal space HxM into Hf(x)M for almost all x ∈ Ω, which is
called the approximate horizontal differential.
The mapping Dhf in turn generates almost everywhere a morphism Df of graded Lie
algebras [27]. The determinant of the matrix Df(x) is called the Jacobian of f and is denoted
by J(x, f).
Definition 3. Let U be an open set in a Carnot–Carathe´odory space M, and let f : U → M
be a nonconstant mapping of Sobolev class W 11,loc(U,M). The mapping f belongs to the class
I(L, U), L > 1, if J(x, f) keeps its sign on U and L−1|ξ| 6 |Dhf(x)ξ| 6 L|ξ| for all ξ ∈ HM(x)
and almost every x ∈ U .
Obviously, a quasi-isometric mapping belongs to the Sobolev space W 1p,loc for all p > 1.
Recall that a mapping f : U →M is locally L-Lipschitz if every point x ∈ U has a neighbor-
hood V with V ⊂ U such that the inequality d(f(y), f(z)) 6 Ld(y, z) is valid for all y, z ∈ V ;
also, f is locally L-bi-Lipschitz if 1
L
d(y, z) 6 d(f(y), f(z)) 6 Ld(y, z) for all y, z ∈ V .
Lemma 1. If f belongs to I(L, U) then f is locally L-Lipschitz. If in addition f is a local
homeomorphism then f is locally L-bi-Lipschitz.
Conversely, every locally L-bi-Lipschitz mapping of an open set U belongs to I(L, U).
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Proof. Since for every horizontal curve γ : [0, T ]→ U the curve f(γ) is also horizontal, it suffices
to prove that
l(f(γ)) 6 Ll(γ). (5)
If f ◦ γ ∈ ACL and Dhf(γ(t)) is defined for almost all t then (5) is obvious:
l(f(γ)) =
∫ T
0
∣∣∣ d
dt
f(γ(t))
∣∣∣ dt = ∫ T
0
|Dhf(γ(t))|
∣∣∣ d
dt
γ(t)
∣∣∣ dt 6 Ll(γ). (6)
Take a point a ∈ U and a field X ∈ HM. Consider the curve γ = exp(tX)(a), γ : [0, T ]→ U ,
and a surface S transversal to X at a such that the foliation Φ = {exp(tX)(x), x ∈ S} lies
in U . For the function [f ]z(x) = d(z, f(x)) there exists a function g ∈ L1 independent of z and
satisfying both |[f ]z(x)− [f ]z(y)| 6 d(x, y)(g(x)+ g(y)) and |∇L[f ]z(x)| 6Mg(x). By Fubini’s
theorem, g belongs to the class L1 for almost all curves of the foliation Φ. Consequently,
|[f ]z(x) − [f ]z(y)| 6 M
∫
[x,y]
g dt on each of these curves. Choosing z arbitrarily close to f(y),
we infer that d(f(x), f(y)) 6 M
∫
[x,y]
g dt and, hence, f ∈ ACL and is differentiable almost
everywhere on almost all curves in Φ. Consequently, (6) holds on almost all curves in Φ.
Choose a sequence of curves γn ∈ Φ converging to γ and satisfying (6). Since f is continuous,
f ◦ γn → f ◦ γ pointwise as n→∞. The lower semicontinuity of length yields
l(f ◦ γ) 6 lim inf
n→∞
l(f ◦ γn) 6 lim inf
n→∞
Ll(γn) = Ll(γ).
Thus, the curve γ = exp(tX)(a) satisfies (5).
Consider a domain V with V ⊂ U . Fix two points x, y ∈ V . Then the points x and y can
be joined by a piecewise smooth horizontal curve γ in U consisting of pieces of integral curves
of horizontal vector fields Xi, i = 1, . . . , n. Moreover, l(γ) 6 c d(x, y) with c > 1 dependent
on V [16, Proof of Theorem 2.8.4]; hence, l(f(γ)) 6 cLl(γ). Thus, f is locally Lipschitz with
the Lipschitz constant cL and l(f ◦ γ) 6 cLl(γ) for any horizontal curve in V . Verify that f is
locally L-Lipschitz.
Suppose now that γ : [0, T ] → V is a horizontal curve parametrized by arc length. Put
Σ = {t ∈ [0, T ] | γ is not differentiable at t}. Then |Σ| = 0, | ·γ(t)| = 1 for all t ∈ [0, T ] \ Σ and
d(γ(t+ s), exp(s
·
γ(t))(γ(t))) = o(s) as s→ 0 for all t ∈ [0, T ] \ Σ.
Consider arbitrary ε > 0 and δ > 0. Now we construst a partition of the interval [0, T ) by
intervals with diameter less than δ.
First, we cover Σ by open intervals {W}W∈W centered at [0, T ] such that |W | < δ, Σ ⊂⋃
W∈WW and
∑
W∈W |W | < ε. Second, we cover set [0, T ] \ Σ by intervals U = {(t− δ(t), t +
6
δ(t)) : t ∈ [0, T ] \ Σ} where δ(t) > 0 satisfies
d(γ(t+ s), exp(s
·
γ(t))(γ(t))) < εs for all s 6 δ(t). (7)
Without loss of generality we may assume that δ(t) < δ/2.
Since the set [0, T ] is compact, there is a finite covering of [0, T ] by open intervals {Ui} with
Ui ∈ U or Ui ∈ W. By Lemma 2, there is a partition of [0, T ) by intervals Pk = [tk, tk+1) with
the following properties: Pk ⊂ Ui, for some i, and Pk contains the center of Ui. The latter
we denote by τk. Obviously, tk+1 − tk < δ. Divide indices into two groups: k ∈ I if Pk ⊂ Ui,
Ui ∈ U ; and k ∈ J if Pk ∈ Uj , Uj ∈ W.
Since γ is parameterized by arc length it follows that∑
k∈J
d(f(γ(tk)), f(γ(tk+1))) 6
∑
k∈J
l(f ◦ γ|Pk) 6 cL
∑
k∈J
l(γ|Pk) 6 cL
∑
W∈W
|W | 6 cLε.
For k ∈ I we set
σk(t) = exp((t− τk) ·γ(τk))(γ(τk)), t ∈ [tk, tk+1].
Applying | ·σk(t)| = | ·γ(τk)| = 1 we obtain l(σk) = tk+1−tk and
∑
k∈I
l(σk) 6 T = l(γ). Relation (7)
yields ∑
k∈I
d(σk(tk), γ(tk)) + d(σk(tk+1), γ(tk+1)) <
∑
k∈I
ε(tk+1 − tk) 6 εT.
Therefore
∑
k∈I
d(f(γ(tk)), f(γ(tk+1)))
6
∑
k∈I
d(f(γ(tk)), f(σk(tk))) + d(f(σk(tk+1)), f(γ(tk+1))) + l(f ◦ σk)
6
∑
k∈I
cL
(
d(γ(tk), σk(tk)) + d(γ(tk+1), σk(tk+1)
)
+ Ll(σk) 6 cLεT + Ll(γ).
Finally,
l(f ◦ γ) = lim
δ→0
∑
k∈I∪J
d(f(γ(tk)), f(γ(tk+1))) 6 Ll(γ) + cLεT + cLε.
Since ε is arbitrary, it follows that l(f ◦ γ) 6 Ll(γ).
The converse is obvious.
The following partition lemma was used in the proof of Lemma 1. Proof of this lemma is
based on the induction method.
Lemma 2. Consider the finite covering of a closed segment [a, b] by open intervals {Ui}. Sup-
pose xi ∈ [a, b] where xi is centre of interval Ui. Then there is a partition of [a, b] by intervals
{Pk} satisfying xi ∈ Pk ⊂ Ui for some i.
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The Heisenberg Group. The Heisenberg group Hn is an example of homogeneous Carnot
manifold. We may identify the points of Hn with the points of R2n+1. The left-invariant vector
fields
Xi =
∂
∂xi
+ 2xi+n
∂
∂x2n+1
, Xi+n =
∂
∂xi+n
− 2xi ∂
∂x2n+1
, i = 1, . . . , n,
constitute a basis of the horizontal subbundle HHn.
Together with the vector field X2n+1 =
∂
∂x2n+1
they constitute the standard basis of the Lie
algebra. The only nontrivial commutation relations are
[Xj, Xj+n] = −4X2n+1, j = 1, . . . , n.
From now on we consider the Heisenberg group. It is convenient to use the complex notation:
a point x ∈ Hn may be regarded as (z, t), where
z = (x1 + ixn+1, . . . , xn + ix2n) ∈ Cn and t = x2n+1 ∈ R.
Then the vector fields
Zj =
1
2
(Xj − iXj+n) = ∂
∂zj
+ izj
∂
∂t
, Zj =
1
2
(Xj + iXj+n) =
∂
∂zj
− i zj ∂
∂t
, j = 1, . . . , n,
T = X2n+1 =
∂
∂t
constitute a left-invariant basis of the Lie algebra.
The dilation δs, for s > 0, acts on the Heisenberg group as δs(z, t) = (sz, s
2t) and is
an automorphism of it. The homogeneous norm ρ(z, t) = (|z|4 + t2)1/4 defines the Heisenberg
metric ρ as ρ(x, y) = ρ(x−1 · y), x, y ∈ Hn. Observe that the Heisenberg metric is a metric and
not just a quasi-metric: ρ(x · y) 6 ρ(x) + ρ(y) for all x, y ∈ Hn (see [11] for instance). It is
also known that the Heisenberg metric ρ and the Carnot–Carathe´odory metric d are equivalent:
there exists a constant c > 1 such that c−1d(x, y) 6 ρ(x, y) 6 cd(x, y) for all x, y ∈ Hn.
The Lebesgue measure R2n+1 is a bi-invariant Haar measure. For the ball B(x, r) = {y ∈
Hn : ρ(x, y) < r} we have |B(x, r)| = rν |B(0, 1)|, where ν = 2n+2 is the homogeneous dimension
of the group Hn.
Consider a Sobolev mapping f . Since Df is a homomorphism of graded Lie algebras, it
follows that for almost every x ∈ Ω there exists a number λ(x, f) such that
Df(x)X2n+1 = λ(x, f)X2n+1.
Furthermore [17], λ(x, f)n = detDhf(x) and λ(x, f)
n+1 = J(x, f). In particular, J(x, f) > 0
almost everywhere on Ω for odd n. Consequently, for odd n, there are no Sobolev mappings
changing the topological orientation. We now give the definition of orientation introduced by
A. Kora´nyi and H. M. Reimann in [17].
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Definition 4. A mapping f of the Sobolev classW 11,loc(Ω,H
n) preserves (changes)KR-orienta-
tion if λ(x, f) > 0 (λ(x, f) < 0) for almost all x ∈ Ω.
A mapping f ∈ I(1, U) is called an isometry on U . Every isometric mapping of the Heisen-
berg group Hn has the form pia ◦ ϕA or ι ◦ pia ◦ ϕA, where ι(z, t) = (z,−t) is a reflection,
pia(x) = a ·x with a ∈ Hn is a left translation, ϕA(x) = (Az, t) with A ∈ U(n) is a rotation [17].
Isometries preserve distance in the Heisenberg metric as well as in the Carnot–Carathe´odory
metric. It is also worth noting that Dhϕ is a constant mapping for every isometry ϕ.
A quasi-isometric mapping is not only locally Lipschitz but also a mapping with bounded
distortion. Consider a domain U in Hn. Recall that a nonconstant mapping f : U → Hn of
the class W 1ν,loc(U,H
n) is called a mapping with bounded distortion if there exists a constant
K > 1 such that the approximate horizontal differential satisfies |Dhf(x)|ν 6 Kn+1J(x, f) for
almost every x ∈ U . The smallest constant K in this inequality is called the (linear) distortion
coefficient of f and is denoted by K(f).
Suppose that f ∈ I(L, U). Denote by λ1 and λ0 eigenvalues of Dhf(x) of the largest and
smallest absolute values. Clearly, |λ1| 6 L, |λ0| > L−1, and |Dhf(x)| = |λ1|. We also have
|J(x, f)| = |λ1λ0|n+1. Hence,
|Dhf(x)|2n+2 = |λ1|2n+2 =
( |λ1|
|λ0|
)n+1
|J(x, f)| 6 L2n+2|J(x, f)|.
Thus, if J(x, f) is nonnegative almost everywhere then f is a mapping of bounded distortion
with K(f) = L2. If J(x, f) is nonpositive almost everywhere then ι ◦ f is a mapping with
bounded distortion with K(ι ◦ f) = L2.
3 The Operator Q
In this section we introduce a differential operatorQ approximatign the equation (Dhf(x))
tDhf(x) =
I to first order. This equation means that Dhf(x) is an orthogonal matrix. In contrast to the
Euclidean case, the horizontal differential of a Sobolev mapping has some additional structure:
up to a factor, Dhf(x) is a symplectic matrix. Therefore, the operator Q consists of two parts:
the first is responsible for orthogonality, and the second, for symplecticity.
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3.1 The main lemma for the operator Q
Given a domain U in Hn, denote by Q the homogeneous differential operator acting on a map-
ping u : U → R2n as
Qu =
1
2

Dhu+ (Dhu)t
Dhu+ JDhuJ

 , J =

 0 I
−I 0

 . (8)
Here the 2n× 2n matrix Dhu equals (Xiuj)i,j=1,...,2n. The operator Q also acts on mappings u
from U to Hn. In this case, Dhu in (8) stands for the approximate horizontal differential of u.
In complex notation, the operator Q is defined as
Qu =

12(Zu+ (Zu)∗)
Zu

 , u : U → Cn.
The following lemma expresses the main inequality for the operator Q:
Lemma 3. Given an open set U in Hn and a mapping f of class I(L, U) preserving KR-
orientation, the inequality
|Q(x−1 · f(x))| 6 L
2 − 1
2
(|Dhf(x)− I|+ 2)+ 1
2
|Dhf(x)− I|2 (9)
holds almost everywhere on U .
Proof. Put x−1 · f(x) = u(x). Then Dhf(x) = Dhu(x) + I for almost all x ∈ U . We have
(Dhf(x))
tDhf(x) = I + (Dhu(x))
t +Dhu(x) + (Dhu(x))
tDhu(x).
Hence,
2Q1u(x) = (Dhf(x))
tDhf(x)− I − (Dhu(x))tDhu(x),
where Q1u(x) =
1
2
((Dhu(x))
t + Dhu(x)) is a first-order differential operator with constant
coefficients. The relation |(Dhf(x))tDhf(x)− I| 6 L2 − 1 yiels
|Q1u(x)| 6 L
2 − 1
2
+
1
2
|Dhu(x)|2.
It is easy to verify that |Zf | = |1
2
(Dhf + JDhfJ)| and |Zf | = |12(Dhf − JDhfJ)| 6 |Dhf |.
Since f preserves KR-orientation and is a mapping with bounded distortion, the Beltrami
system [17, Theorem C] implies that
|Zu| = |Zf | 6 K − 1
K + 1
|Zf | 6 K − 1
K + 1
(|Dhf − I|+ 1) 6 L
2 − 1
2
(|Dhu|+ 1).
It remains to observe that |Qu| 6 |Q1u|+ |12(Dhu+ JDhuJ)|.
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3.2 The kernel of the operator Q
To prove the main results of this paper, we apply the coercive estimates for Q in (9). On
general Carnot groups, Isangulova and Vodopyanov established coercive estimates for homoge-
neous differential operators with constant coefficients and finite-dimensional kernels [13]. On
Heisenberg groups, Romanovski˘ı obtained this result earlier in [24, 25]. To apply the coercive
estimates, we only have to show that the kernel of Q is finite-dimensional.
Lemma 4. The kernel of the operator Q on the Sobolev class W 1p,loc(H
n,Cn), p > 1, is finite-
dimensional: u ∈ kerQ if and only if
u(z, t) = a +Kz, where a ∈ Cn and K +K∗ = 0 for n > 1;
u(z, t) = a + ikz + tb+ iz2b+ i|z|2b, where a, b ∈ C, k ∈ R for n = 1;
Proof. (i) Take a C∞-function u : Hn → Cn in the kernel of Q. In complex notation, u ∈ kerQ
if and only if
Zu = −(Zu)∗, Zu = Zu = 0.
If u is independent of t = x2n+1 then it is easy to see that
u(z, t) = a +Kz, where z ∈ Cn, t ∈ C, a ∈ Cn, and K +K∗ = 0.
Suppose that u depends on t = x2n+1. We have
−2iZmTuk = Zm(ZkZk − ZkZk)uk = −ZmZkZkuk = ZmZkZkuk = ZkZkZmuk = 0
for all m 6= k. If m = k then
−2iZkTuk = Zk(ZjZj − ZjZj)uk = −ZkZjZjuk = ZkZjZkuj = −2iZjTuj = 2iZjTuj,
where j 6= k. Thus, ZkTuk = 0 for all k = 1, . . . , n provided that n > 2.
(ii) Consider the case n > 2. We have Tu = λ with λ ∈ Cn. Verify that λ = 0. We have
u = a +Kz + λ(t+ i|z|2) + P (z)
with a, λ ∈ Cn and K + K∗ = 0. Here P = (P1, P2, . . . , Pn) : Cn → Cn, where Pk(z) =∑n
l,s=1 p
k
lszlzs, k = 1, . . . , n, are polynomials of degree 2 depending only on z, p
k
ls = p
k
sl. Here
we consider the function t + i|z|2 since its differential along Zk vanishes for all k = 1, . . . , n.
Hence,
Zkul = Klk + 2izkλl +
n∑
j=1
(plkjzj + p
l
jkzj) = Klk + 2izkλl + 2
n∑
j=1
plkjzj ,
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Zluk = Kkl − 2izlλk + 2
n∑
j=1
pkljzj .
The coefficients of zk and zl in the equation Zkul + Zluk = 0 are
2iλl + 2p
k
lk = 0, −2iλk + 2plkl = 0, pkls = 0 for all s 6= k.
Since pkls = p
k
sl, we infer that Pk = 0 and λk = 0 for all k.
(iii) Consider the case n = 2. We have
Z2Tu1 = Z1Tu2 = 0 and Z1Tu1 = −Z1Tu1 = −Z2Tu2 = Z2Tu2 = µ.
The following relations show that µ is a constant:
Z1µ = Z1Z2Tu2 = 0, Z1µ = −Z1Z2Tu2 = 0,
Z2µ = −Z2Z1Tu1 = 0, Z2µ = Z2Z1Tu1 = 0.
Hence, Tu1 = λ1 + µz1 and Tu2 = λ2 − µz2. Thus,
u1 = (t+ i|z|2)(λ1 + µz1) + P1(z), u2 = (t + i|z|2)(λ2 − µz2) + P2(z).
Here we write down u up to the known term a +Kz and Pk = akz
2
1 + bkz1z2 + ckz
2
2 , k = 1, 2,
are polynomials of degree 2 depending only on z1, z2.
It follows that
0 = Z1u1 + Z1u1 = 2iz1(λ1 + µz1) + (t+ i|z|2)µ+ 2a1z1 + b1z2
− 2iz1(λ1 + µz1) + (t− i|z|2)µ+ 2a1z1 + b1z2.
The coefficients of |z|2 and t are equal to iµ− iµ and µ+ µ respectively. Thus, µ = 0. Clearly,
b1 = 0 and a1 = iλ1. Similarly, b2 = 0 and c2 = iλ1. The equality
Z2u1 = 2iz2λ1 + 2c1z2 = −Z1u2 = −2iz1λ2 − 2a2z1
implies that λ1 = λ2 = P1 = P2 = 0.
(iv) Consider the case n = 1. A mapping u = (u1, u2) : H1 → R2 belongs to kerQ if and only if
Xu1 = 0, Y u2 = 0, Y u1 +Xu2 = 0.
Put ϕ = Y u1 = −Xu2. It satisfies
X2ϕ = X2Y u1 = XXY u1 −XYXu1 = −4XTu1 = −4TXu1 = 0,
Y 2ϕ = −Y 2Xu2 = Y XY u2 − Y Y Xu2 = −4Y Tu2 = −4TY u2 = 0,
Y Xϕ+XY ϕ = Y XY u1 −XYXu2
= Y (−4T + Y X)u1 +X(−4T −XY )u2 = −4T (Y u1 +Xu2) = 0.
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Verify that Tϕ ≡ const. We have
−4XTϕ = X(XY ϕ− Y Xϕ) = −2XYXϕ = (XY − Y X)Xϕ = XYXϕ
and
−4Y Tϕ = Y (XY ϕ− Y Xϕ) = 2Y XY ϕ = (XY − Y X)Y ϕ = −Y XY ϕ.
Hence, XYXϕ = Y XY ϕ = 0 and XTϕ = Y Tϕ = 0. Thus, Tϕ = λ ∈ R and ϕ = λt+ψ(x, y).
Since X2ϕ = ∂
2ψ
∂x2
= 0, Y 2ϕ = ∂
2ψ
∂y2
= 0, and XY ϕ+ Y Xϕ = 2 ∂
2ψ
∂y∂x
= 0, we conclude that ψ is a
linear function of x and y.
Thus, ϕ = α+ λt + µx+ νy. It remains to calculate u1 and u2. The systems

Xu1 = 0,
Y u1 = ϕ,


Xu2 = −ϕ,
Y u1 = 0
yield
u1 = c1 + αy − µ
4
t+
µxy + νy2
2
, u2 = c2 − αx− ν
4
t− νxy + µx
2
2
.
(v) Consider a mapping u of Sobolev class W 1p,loc(H
n,R2n) satisfying Qu = 0 in the sense of
distributions. We show that u ∈ kerQ, where kerQ is the finite-dimensional space found in the
smooth case. Consider a ball B in Hn and construct a sequence uk ∈ C∞(Hn,R2n) such that
‖u− uk‖W 1p (B) → 0 as k →∞. We showed above that the kernel of Q is finite-dimensional on
smooth mappings. Hence, by Theorem 1 of [13], there exists a projection P onto kerQ such
that
‖uk − Puk‖W 1p (B) 6 C‖Quk‖p,B.
Passing to the limit as k → ∞, we infer that ‖u − Pu‖W 1p (B) 6 C‖Qu‖p,B = 0, where Pu =
limk→∞ Puk. Since Puk ∈ kerQ, it follows that Pu also belongs to kerQ. Finally, u = Pu ∈
kerQ.
3.3 Projection onto the Kernel of the Operator Q
In this subsection, we construct a projection onto kerQ convenient for further calculations.
Put
Box(a, r) = {ay ∈ Hn : y = (y1, . . . , y2n+1), |yi| < r, i = 1, . . . , 2n, |y2n+1| < r2}.
It is easy to verify that
Box(a,κr) ⊂ B(a, r) ⊂ Box(a, r), where κ = (4n2 + 1)−1/4,
13
|Box(a, r)| = 22n+1rν ,
∫
Box(0,r)
|zi|2 dx = 2
νrν+2
3
for all i = 1, . . . , n.
By [13], we have the following result: given a ball B ⊂ Hn, n > 1, and p > 1 there is
a projection Π from W 1p (B,R
2n) onto the kernel of Q such that
‖f − Πf‖W 1p (B) 6 C‖Qf‖p,B for every f ∈ W 1p (B,R2n).
By analogy with Theorem 3.2 of Chapter 3 of [23], we can show that the coercive estimates
hold for every projection onto the kernel of Q.
Proposition 1 ([12, Proposition 2]). Consider a ball B on the Heisenberg group Hn, n > 1,
p > 1, and a projection P from W 1p (B,R
2n) onto ker(Q). Then there is a constant C > 0 such
that
‖u− Pu‖W 1p (B) ≤ C‖Qu‖p,B
for every u ∈ W 1p (B,R2n).
We construct a projection P fromW 1p (B(0,
3
10
),Cn) for B(0, 3
10
) ⊂ Hn with n > 1 and p > 1,
onto the kernel of Q.
Consider the complex-valued n× n matrix A(u),
[A(u)]ij =
2ν+43
κν+2
∫
Box(0,κ
4
)
ui(x)zj dx, i, j = 1, . . . , n;
and the vector a(u) ∈ Cn,
[a(u)]i =
2ν+1
κν
∫
Box(0,κ
4
)
ui(x) dx, i = 1, . . . , n.
The following properties are obvious:
(1) if u ≡ const then a(u) = u and A(u) = 0;
(2) if u(z, t) ≡ z then a(u) = 0 and A(u) = I;
(3) if B ∈ U(n) then a(Bu) = Ba(u) and A(Bu) = BA(u).
Definition 5. Define the projection P onto the kernel of Q as
Pu = K(u)z + a(u)
for u ∈ W 1p (B(0, 310),Cn), where K(u) = A(u)−[A(u)]
∗
2
is a skew-Hermitian n× n matrix.
Lemma 5. Suppose that ε <
√
2
n
(
2
κ
)n+1
. If u ∈ W 12 (B(0, 310),Cn) satisfies |u(x)−z| 6 ε for all
x = (z, t) ∈ B(0, 3
10
) then there is a unitary n× n matrix V ∈ U(n) such that |V − I| < nκn+1
2n
ε
and P (V u) ≡ const.
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Proof. Put A = A(u). Given a vector ξ ∈ Cn, we have
∣∣[A− I]ξ∣∣2 = ∣∣[A(u)− A(z)]ξ∣∣2 = 2ν+43
κν+2
n∑
i=1
∣∣∣∣
∫
Box(0,κ
4
)
n∑
j=1
(ui(x)− zi) zj ξj dx
∣∣∣∣2
6
2ν+43
κν+2
∫
Box(0,κ
4
)
|u(x)− z|2 dx
∫
Box(0,κ
4
)
|〈ξ, z〉|2 6 nκ
ν
2ν+1
ε2|ξ|2.
Hence, |A−I| 6√n
2
(
κ
2
)n+1
ε and A is a nondegenerate complex n×n matrix if ε <
√
2
n
(
2
κ
)n+1
.
For the positive definite Hermitian n×n matrix A∗A, there exists a unitary matrix U ∈ U(n)
such that UA∗AU∗ is a real diagonal matrix diag{µ1, . . . , µn}, µi > 0 (for instance, see [19]).
Hence, there are two orthonormal bases {wi = U∗ei}i=1,...,n and {vi = 1λiAwi}i=1,...,n, where
λi =
√
µi > 0 and Awi = λivi for i = 1, . . . , n. Here {ei = (0, . . . , 0,
i
1, 0, . . . , 0)}i=1,...,n is the
standard basis of Cn.
Consider the unitary matrix V ∈ U(n) with V vi = wi for i = 1, . . . , n. Since V Awi =
V (λivi) = λiwi, the matrix V A is diagonal in the basis {w1, . . . , wn}, and hence, Hermitian
in the origin basis {ei}i=1,...,n. Therefore, A(V u) = V A(u) is a Hermitian matrix, and conse-
quently, K(V u) = 0. Thus, we have demonstrated that P (V u) = a(V u) ≡ const.
Estimate |V −I|. Since |Awi−wi| = |λivi−wi| 6
√
n
2
(
κ
2
)n+1
ε for all i = 1, . . . , n, we obtain
|λi − 1| =
∣∣|Awi| − |wi|∣∣ 6 |Awi − wi| 6
√
n
2
(
κ
2
)n+1
ε
and
|vi − wi| 6 |λvi − wi|+ |λivi − vi| 6
√
2n
(
κ
2
)n+1
ε.
Given a vector ξ =
∑n
i=1 ξivi ∈ Cn, we have
∣∣(V − I)ξ∣∣= ∣∣∣∣
n∑
i=1
ξiwi − ξivi
∣∣∣∣ 6 |ξ|
√√√√ n∑
i=1
|wi − vi|2 6
√
2|ξ|2n2
(
κ
2
)n+1
ε.
Hence, |V − I| < nκn+1
2n
ε.
4 Local Geometric Rigidity
4.1 Qualitative local rigidity
Lemma 6. For every q ∈ (0, 1), there exist nondecreasing functions µi(·, q) : [0,∞) → [0,∞),
i = 1, 2, such that
(1) µi(t, q)→ 0 as t→ 0, i = 1, 2;
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(2) for each mapping f of class I(1 + ε, B(0, 1)), where B(0, 1) ⊂ Hn, there exists an isom-
etry θ satisfying
ρ(f(x), θ(x)) 6 q µ1(ε, q) for all x ∈ B(0, q),
‖Dhf(x)−Dhθ(x)‖2,B(0,q) 6 |B(0, q)|1/2µ2(ε, q).
Proof. Put B = B(0, 1),
µ1(ε, q) =
1
q
sup
f∈I(1+ε,B)
inf
{
sup
x∈B(0,q)
ρ(f(x), ϕ(x)) : ϕ is an isometry
}
and
µ2(ε, q) = sup
f∈I(1+ε,B)
inf
{‖Dhf −Dhϕ‖2,B(0,q)
|B(0, q)|1/2 : ϕ is an isometry
}
.
Property (2) is obvious.
It remains to prove that µ1 and µ2 enjoy property (1).
(i) Assume that for some q ∈ (0, 1) the function µ1(t, q) fails to tend to 0 as t → 0. Then
there exist δ > 0 and a sequence of quasi-isometries {fj ∈ I(Lj , B)} with Lj < 1 + 1j such that
sup
x∈B(0,q)
ρ(fj(x), ϕ(x)) > ε for all j ∈ N (10)
for every isometry ϕ. Since the isometry group contains translations and reflections, we may
assume that fj(0) = 0 and J(x, f) > 0 almost everywhere on B(0, 1). By Lemma 1, the
sequence {fj} is an equicontinuous and uniformly bounded family on every domain compactly
embedded into B(0, 1), for example, on the ball B(0, q). Consequently, there exists a mapping
f0 : B(0, q)→ Hn and a subsequence uniformly converging to f0, which we also denote by {fj}.
Since all quasi-isometric mappings are of bounded distortion, by [26] f0 is a mapping with
1-bounded distortion. Verify that f0 is an isometry.
The weak convergence of the Jacobians [26] yields
lim
j→∞
∫
B
J(x, fj) ξ(x) dx =
∫
B
J(x, f0) ξ(x) dx
for every ξ ∈ CO(B). On the other hand,
L−νj
∫
B
ξ(x) dx 6
∫
B
J(x, fj) ξ(x) dx 6 L
ν
j
∫
B
ξ(x) dx.
Consequently, J(x, f0) ≡ 1 almost everywhere on B(0, q). This is possible only if f0 is an isom-
etry. Applying (10) for f0, we arrive at a contradiction.
(ii) Now we prove property (1) for µ2. Assume the contrary. Then there exist numbers ε > 0,
q ∈ (0, 1), a sequence of quasi-isometric mappings {fj ∈ I(Lj, B)} with Lj < 1 + 1j , and
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a sequence of isometries θj such that
sup
x∈B(0,q)
ρ(fj(x), θj(x)) 6 µ1(Lj − 1, q) and ‖Dhfj(x)−Dhθj(x)‖2,B(0,q)dx > ε.
Like in part (i) of the proof, we may assume that the sequence {fj} converges to an isometry f0
uniformly on the ball B(0, q). Clearly, the mappings θj converge to f0 uniformly on B(0, q) as
j →∞. Therefore, |Dhθj(x)−Dhf0(x)| → 0 and |Dhfj(x)| → 1 = |Dhf0(x)| as j →∞ for all
x ∈ B(0, q). Since the space W 12 is uniformly convex, the convergence of the norms along with
the uniform convergence fj → f0 imply the convergence
∫
B(0,q)
|Dhfj(x) − Dhf0(x)|2dx → 0.
The properties of uniformly convex spaces can be found in [5]. We arrive at a contradiction:
ε 6 ‖Dhfj(x)−Dhθj(x)‖2,B(0,q)
6 ‖Dhfj(x)−Dhf0(x)‖2,B(0,q) + ‖Dhθj(x)−Dhf0(x)‖2,B(0,q) →
j→∞
0.
4.2 Application of the operator Q
In this section we apply the coercive estimate for the operator Q. In view of the connection
between the Lie algebra of isometries and the kernel of Q, we obtain the following lemma, which
shows that we can slightly perturb the isometry of Lemma 6 to make the projection vanish.
Lemma 7. Take n > 1. There exist constants c1 = c1(n) > 0 and ε1 = ε1(n) > 0 and
a nondecreasing function µ3 : [0, ε1) → [0,∞) with µ3(t) → 0 as t → 0 such that, given a ball
B(a, r) ⊂ Hn and a mapping f ∈ I(1+ ε, B(a, r)) with ε < ε1, there is an isometry θ satisfying
‖Dhf −Dhθ‖2,B(a, 3r
10
) 6 c1‖Q(x−1 · (θ−1 ◦ f)(x))‖2,B(a, 3r
10
),
‖Dhf −Dhθ‖2,B(a, r
2
) 6
∣∣∣B(a, r
2
)∣∣∣1/2µ3(ε).
Here Q is the differential operator (8).
Proof. Assume first that B(a, r) = B(0, 1). Consider a mapping f ∈ I(1 + ε, B(0, 1)). By
Lemma 6, there exists an isometry ϕ such that the mapping g = ϕ−1 ◦ f ∈ I(1 + ε, B(0, 1))
satisfies
|g˜(x)− z| 6 ρ(g(x), x) = ρ(f(x), ϕ(x)) 6 µ1(ε, 1/2)
2
for all x = (z, t) ∈ B(0, 1/2) and∫
B(0,1/2)
|Dhg(x)− I|2dx =
∫
B(0,1/2)
|Dhf(x)−Dhϕ(x)|2dx 6 (µ2(ε, 1/2))2|B(0, 1/2)|.
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(Here g˜ stands for the projection of g onto the first n complex coordinates.)
Take ε < ε1, where
µ1(ε1,1/2)
2
6
√
2
n
(
2
κ
)n+1
. By Lemma 5, there exists a matrix V ∈ U(n)
such that |V − I| < nκn+1
2n+1
µ1(ε, 1/2) and DhP (V g˜) ≡ 0.
Put θ−1 = ϕV ◦ ϕ−1. We have DhP ( ˜x−1 · (θ−1 ◦ f)(x)) = DhP (x˜−1) + DhP (V g˜) ≡ 0. By
the coercive estimate [13], there is a constant c1 = c1(n) > 0 such that
‖Dhf −Dhθ‖2,B(0,3/10) = ‖Dh(θ−1 ◦ f)− I‖2,B(0,3/10) 6 c1‖Q(x−1 · (θ−1 ◦ f)(x))‖2,B(0,3/10).
We have
|Dhf −Dhθ| = |V Dhg − I| 6 |Dhg − I|+ |V − I|.
Hence,
‖Dhf −Dhθ‖2,B(0,1/2)
|B(0, 1/2)|1/2 6 µ2(ε, 1/2) +
nκn+1
2n+1
µ1(ε, 1/2) = µ3(ε).
To complete the proof, consider an arbitrary ball B(a, r) and a mapping f of class
I(1+ε, B(a, r)). Then the mapping g = δ 1
r
◦pi−a◦f ◦pia◦δr belongs to the class I(1+ε, B(0, 1)).
Hence, there is an isometry ψ close to g satisfying the estimates of the lemma. Then θ =
pia ◦ δr ◦ ψ ◦ δ 1
r
◦ pi−a is a required isometry for f .
4.3 Quantitative local rigidity
Lemma 8. Tale n > 1. Given a ball B(a, r) ⊂ Hn and a mapping f ∈ I(1 + ε, B(a, r)), there
is an isometry ϕ satisfying
1
|B(a, 3r
10
)|
∫
B(a, 3r
10
)
|Dhf(x)−Dhϕ(x)|2 dx 6 (c2ε)2.
The constant c2 depends only on n.
Proof. Put B1 = B(a,
3r
10
), B2 = B(a,
r
3
), B3 = B(a,
r
2
). By Lemma 7, there is an isometry θ
such that
‖Dh(θ−1 ◦ f)− I‖2,B1 6 c1‖Q(x−1 · (θ−1 ◦ f)(x))‖2,B1,
‖Dh(θ−1 ◦ f)− I‖2,B3 6 |B3|1/2µ3(ε).
Put g = θ−1 ◦ f ∈ I(1 + ε, B(a, r)). By Proposition 4 of [12], there is a number ε2 > 0 such
that g preserves KR-orientation on B1 if ε < ε2. Thus, assuming that ε < min{ε1, ε2}, we may
apply Lemmas 3 and 7. We obtain
‖Dhg − I‖2,B1 6 c1
ε2 + 2ε
2
(‖Dhg − I‖2,B1 + 2|B1|1/2)+ c12 ‖Dhg − I‖24,B1.
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Estimate
∫
B1
|Dhg(x) − I|4dx. Consider an arbitrary ball B = B(a0, r0) ⊂ B2. Then
B(a0, 2r0) ⊂ B(a, r) and, by Lemma 7, there is an isometry θB, and hence a matrix AB =
DhθB ∈ U(n) such that∫
B
|Dhg(x)− AB|2 dx 6 (µ3(ε))2|B| = (µ3(ε))2
∫
B
|AB|2 dx.
For the ball B2, we have AB2 = I and∫
B2
|Dhg(x)− I|2 dx 6
∫
B3
|Dhg(x)− I|2 dx 6 |B2|(3/2)ν(µ3(ε))2.
It follows that Dhg is a mapping with bounded specific oscillation in the sense of L2 relative to
the class U(n) on the ball B2 (see [11, Definitions 1 and 2]). Thus, by the Corollary to Theorem
1 of [11], there are constants C, σ0 > 0 such that on the ball B1 =
9
10
B2 we have∫
B1
|Dhg(x)− I|4dx 6 C(3/2)ν(µ3(ε))2
∫
B1
|Dhg(x)− I|2 dx
provided that (3/2)n+1µ3(ε) <
σ0
4
. We need to consider ε < ε3, where ε3 6 min{ε1, ε2} and
(3/2)n+1µ3(ε3) 6
σ0
4
.
Finally,
‖Dhg − I‖2,B1 6
c1ε(ε+ 2)
2
(‖Dhg − I‖2,B1 + 2|B1|1/2)+ c1
√
C3n+1µ3(ε)
2n+2
‖Dhg − I‖2,B1.
Take ε4 6 ε3 such that
c1
√
C3n+1µ3(ε4)
2n+2
6
1
4
,
c1ε4(ε4 + 2)
2
6
1
4
.
If ε < ε4 then
‖Dhg − I‖2,B1 = ‖Dhf −Dhθ‖2,B1 6 2c1(ε4 + 2)ε|B1|1/2.
Thus, we have established the lemma for f ∈ I(1 + ε, B(a, r)) with ε < ε4. In the case
ε > ε4, given an isometry ϕ, we obviously have
1
|B1|
∫
B1
|Dhf(x)−Dhϕ(x)|2 dx 6 (2 + ε)2 6
( 2
ε4
+ 1
)2
ε2.
The lemma is proved with the constant c2 = max{2c1(ε4 + 2), 2ε4 + 1}.
5 Global Geometric Rigidity
In this section we prove Theorem 1. Local rigidity (Lemma 8) means, in particular, that the
horizontal differential of a quasi-isometry is a BMO mapping. To pass from local rigidity to
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global rigidity, we apply the John–Nirenberg technique. In the Euclidean case, a necessary and
sufficient condition for the exponential integrability of a BMO mapping is that U is a Ho¨lder
domain [22, 10]. In the metric space setting, this also holds (see [3] for instance). Thus, we
can prove global geometric rigidity in the Sobolev norm on Ho¨lder domains. Note that we can
prove geometric rigidity in the uniform norm only on John domains.
To begin with, we give definitions of John and Ho¨lder domains and some of their properties
on a metric space (X, ρ). For a domain U ⊂ X, denote the distance from a point x ∈ U to the
boundary ∂U by ρU(x) = dist(x, ∂U). For a ball B ⊂ X, denote by x(B) and r(B) its center
and radius respectively.
Definition 6 ([14, 2]). A bounded open proper subset U of a metric space (X, ρ) with a distin-
guished point x∗ ∈ U is called a (metric) John domain if it satisfies the following “twisted cone”
condition: there exist constants β > α > 0 such that for all x ∈ U there is a curve γ : [0, l]→ U
with l 6 β parameterized by arc length such that γ(0) = x, γ(l) = x∗ and ρU (γ(s)) >
α
l
s.
The numbers α and β are the inner and outer radii of U .
Definition 7. A proper open subset U of a metric space (X, ρ) is a Ho¨lder domain if there
exists a constant H > 0 such that for every x ∈ U we can find a path γ joining x with the
distinguished point x∗ ∈ U satisfying∫
γ
ds
ρU(γ(s))
6 H ln
(
H
ρU(x)
)
,
where ds is the arc-length measure.
The reader may recognize the above integral as the quasihyperbolic length of γ. Ho¨lder
domains are also known as domains satisfying a quasihyperbolic boundary condition.
It is easy to verify that every John domain is a Ho¨lder domain. Note that the notions of
John and Ho¨lder domains are independent of the choice of the equivalent metrics.
Theorem 1 is a particular case of the following
Theorem 2. Consider a Ho¨lder domain U on the Heisenberg group Hn, n > 1. For every
f ∈ I(1 + ε, U) there exists an isometry θ satisfying∫
U
exp
(N1|Dhf(x)−Dhθ(x)|
ε
)
dx 6 16|U |.
The constant N1 depends on n, H, and ρU(x∗)/ diam(U).
Lemma 9. Suppose U is a Ho¨lder or John domain in a metric space (X, ρ). Then, for every
point x ∈ U there is a chain of balls Bi = B(xi, ri), i = 0, . . . , k, with B0 = B(x∗, ρU (x∗)4 ),
satisfying the following conditions:
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(1) x0 = x∗ and xk = x;
(2) if 0 6 i < k then 7
9
ri+1 6 ri 6
9
7
ri+1 and there is a ball Gi ⊂ Bi ∩ Bi+1 with r(Gi) =
1
2
min{ri, ri+1};
(3) 4Bi ⊂ U for all i = 0, . . . , k;
(4) k < 9H ln H
4rk
if U is a Ho¨lder domain and k < 9β
α
ln 8β
rk
if U is a John domain;
(5) Bk ⊂ (1 + 5βα)Bi and Bk ⊂ (3 + 10βα)Gi for all i = 0, . . . , k − 1 if U is a John domain.
Proof. Fix a point x ∈ U . Construct a chain B0, B1, . . . , Bk of balls Bi = B(xi, ri) with
ri =
dist(xi,∂U)
4
for all i = 0, . . . , k and x0 = x∗, xk = x.
Thus, we must find the number k and the points x1 . . . , xk−1. Consider a rectifiable curve γ
joining x with x∗ and satisfying the conditions of Definition 6 or Definition 7. Parameterize γ
by arc length. Put s0 = l and x0 = x∗ = γ(l) = γ(s0). Assume by induction that x0, . . . , xi are
known and put xi+1 = γ(si+1), where si+1 = inf{s : γ|(s,si] ⊂ B(xi, ri2 )}. The process stops on
step j if the ball 1
2
Bj intersects the ball B(x,
dist(x,∂U)
8
); then, put j = k − 1.
Conditions (1) and (3) obviously hold.
(2) By construction, 4ri = dist(xi, ∂U) for i = 1, . . . , k, and ρ(xi, xi+1) 6
ri
2
+ ri+1
2
for
i = 0, . . . , k − 1. Hence, 4ri 6 4ri+1 + ri2 + ri+12 and 4ri+1 6 4ri + ri2 + ri+12 . Therefore,
7
9
ri+1 6 ri 6
9
7
ri+1. Since
1
2
Bi ∩ 12Bi+1 6= ∅ for i = 0, . . . , k − 1, there is a ball Gi such that
Gi ⊂ Bi ∩ Bi+1, x(Gi) ∈ 12Bi ∩ 12Bi+1, and r(Gi) = 12 min{ri, ri+1}.
(4) By construction, ri
2
= ρ(γ(si), γ(si+1)) 6 l(γ|[si+1,si) for all i = 0, . . . , k − 2 and rk2 <
ρ(γ(sk−1), γ(0)) 6 l(γ|[0,sk−1]). Hence,
∑k−2
i=0 ri + rk 6 2l. If y ∈ 12Bi then ρU(y) 6 ρU(xi) +
ρ(xi, y) 6
9
2
ri for all i = 0, . . . , k. Thus,∫
γ([si+1,si])
ds
ρU(γ(s))
>
∫
γ([si+1,si])
2ds
9ri
>
1
9
for all i = 0, . . . , k − 2
and ∫
γ([0,sk−1])
ds
ρU (γ(s))
>
∫
γ([0,sk−1])∩
1
2
Bk
2ds
9rk
>
1
9
.
If U is a Ho¨lder domain then k
9
6
∫
γ
ds
ρU (γ(s))
6 H ln H
4rk
. If U is a John domain then rk
2
6 s′ 6
l
α
ρU(γ(s
′)) 6 9l
2α
rk for s
′ = sup{s : γ|[0,s) ⊂ 12Bk} < sk−1. We have
k
9
6
∫
γ
ds
ρU(γ(s))
=
∫ l
s′
ds
ρU (γ(s))
+
∫ s′
0
ds
ρU(γ(s))
6
∫ l
s′
lds
αs
+
∫ s′
0
2ds
7rk
=
l
α
(ln l − ln s′) + 2
7rk
s′ 6
l
α
(
ln l − ln
(rk
2
)
+
9
7
)
6
β
α
ln
8β
rk
.
(5) Assume that U is a John domain. For i ∈ {0, . . . , k − 1} we have ρ(x, xi) 6 l(γ|[0,si]) =
si 6
β
α
ρU(xi) = 4
β
α
ri and
4rk = ρU(x) 6 ρ(x, xi) + ρU (xi) 6
(4β
α
+ 4
)
ri.
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This yields ρ(xi, z) 6 ρ(x, xi) + rk 6
(
1 + 5β
α
)
ri for every z ∈ Bk. Thus, Bk ⊂ (1 + 5βα)Bi.
Suppose r(Gi) =
rj
2
, where j equals either i or i+ 1. Then
ρ(x(Gi), z) 6 ρ(x(Gi), xj) + ρ(xj , z) 6
(
1 + 2
(
1 + 5
β
α
))rj
2
for all z ∈ (1 + 5β
α
)Bj. Hence, Bk ⊂ (3 + 10βα)Gi.
Below we need the following result asserting that the boundary of a Ho¨lder domain or John
domain is regular in some sense.
Lemma 10. Given a Ho¨lder domain U in Hn, there is a constant 0 < τ < 1 depending only
on n, H, and ρU (x∗)
diamU
such that
∫
U
dx
ρU (x)τ
6
2|U |
ρU (x∗)τ
.
Given a John domain U , there is a constant 0 < τ0 < 1 depending only on n such that∫
U
dx
ρU (x)τ
6
2|U |
ατ
with τ = τ0(
α
β
)ν.
Proof. The first part (on Ho¨lder domains) is Theorem 3.3 of [3]. We estimate τ in the case of
John domains.
Consider a countable family of balls D covering U such that {1
5
D}D∈D is a disjoint family,∑
D∈D χD(x) 6 N for all x ∈ U , and r(D) = 14ρU(x(D)) for every D ∈ D.
Fix a ball D ∈ D. By Lemma 9, there is a chain of balls B0, . . . , Bk = D that covers the
curve γ joining x(D) and x∗. Since the familyD covers U there is a chain of ballsD0, . . . , Dl = D
in D covering γ and satisfying x∗ ∈ D0 and Di ∩ Di+1 6= ∅ for i = 0, . . . , l − 1. We can take
the same D0 for all D ∈ D.
Put Di = B(yi, ρi). Since Di ∩ Di+1 6= ∅, it follows that 35ρi+1 6 ρi 6 53ρi+1 for i =
0, . . . , l − 1. Suppose that ρl 6 ρ0. Then ρ0 6 (53)lρl and hence l > log 53
ρ0
ρl
.
The chains {Bj} and {Di} cover γ. Hence, each Di intersects some ball Bj . It follows that
3
5
rj 6 ρi 6
5
3
rj. Therefore, for y ∈ D we have
ρ(y, yi) 6 ρ(y, xj) + ρ(xj , yi) 6 (1 + 5
β
α
)rj + rj + ρi 6
ρi
3
(13 + 25
β
α
) < 13
β
α
ρi.
Thus, D ⊂ hDi for all i = 0, . . . , l with h = 13βα . Putting S(x) =
∑
D∈D χhD(x), we obtain
S(x) > log 5
3
ρ0
r(D)
if x ∈ D and r(D) 6 ρ0.
It is known (see [3, Lemma 3.4] for example), that there exists a constant C > 1 depending
only on n such that ‖S‖p,Hn 6 Cphν‖
∑
D∈D χ 1
5
D‖p,Hn 6 Cphν |U |1/p for all p > 1. Hence
∥∥eaS∥∥
1,U
6 |U |+
∑
m>1
am‖S‖mm,U
m!
6 |U |
(
1 +
∑
m>1
(Chνma)m
m!
)
6 2|U | if a = 1
2Chνe
.
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For b = a(ln 5
3
)−1 > 0, we have
∫
U
dx
ρU (x)b
6
∑
D∈D
|D|
3br(D)b
6
∑
D∈D,r(D)6ρ0
5ν
3bρb0
∫
1
5
D
ebS(x) ln
5
3 dx+
∑
D∈D,r(D)>ρ0
|D|
3bρb0
6
5ν
3bρb0
∫
U
ebS(x) ln
5
3 dx+
5ν
3bρb0
|U | 6 3 · 5
ν5b
3bαb
|U | 6 5ν+1|U | 1
αb
.
Here we have used the fact that α 6 ρU(x∗) 6 ρ(y0, x∗) + ρU(y0) 6 5ρ0 and the inequality
b 6 1. Applying Ho¨lder’s inequality, we obtain the desired inequality for τ = b
3ν
= τ0(
α
β
)ν
where τ0 =
1
6Cν13νe ln 5
3
.
Proof of Theorem 2. Consider a mapping f ∈ I(1 + ε, U), where U is a Ho¨lder domain. Put
F (x) = Dhf(x). By Lemma 8 for every ball B with
10
3
B ⊂ U there is a unitary matrix AB
such that ∫
B
|F (x)− AB| dx 6 |B|1/2
(∫
B
|F (x)− AB|2 dx
)1/2
6 σ|B|
with σ = c2ε. Thus, it is easy to see that Dhf is a BMO mapping. By [3, Theorem 2.2],∫
B′
exp
(
C1σ
−1|F (x)− FB′ |
)
dx 6 16|B′|,
where B′ = 1
2
B, C1 =
1
12
, and FB′ is the mean value of F over the ball B
′. The proof of this fact
goes along the same lines as the proof of the classical John–Nirenberg Theorem. Consequently,∫
B′
eC1σ
−1|F (x)−AB|dx 6 eC1σ
−1|FB′−AB |
∫
B′
eC1σ
−1|F (x)−FB′ |dx 6 16e2
νC1 |B′|.
Consider the family of balls {B(x, dist(x,∂U)
8
)}x∈U . We can choose a countable subfamily F
such that
⋃
B∈F B = U and {15B | B ∈ F} is a disjoint family.
Put A∗ = AB0 , where B0 = B(x∗,
dist(x∗,∂U)
4
). For every B ∈ F , there is a chain of balls
B0, . . . , Bk = 2B satisfying conditions (1)–(4) of Lemma 9. Obviously,
|ABi −ABi+1 | 6 |Gi|−1
∫
Bi
|F (x)−ABi | dx+ |Gi|−1
∫
Bi+1
|F (x)−ABi+1 | dx 6 σC2
with C2 = 2
ν
(
1 +
(
9
7
)ν)
. For 0 < C3 < C1, it follows that
∫
B
eC3σ
−1|F (x)−A∗|dx 6
k−1∏
i=0
eC3σ
−1|ABi−ABi+1 |
∫
B
eC3σ
−1|F (x)−ABk |dx 6 16ekC2C3e2
νC1 |B|
Applying k 6 9H ln H
8r(B)
, we obtain
∫
U
eC3σ
−1|F (x)−A∗|dx 6
∑
B∈F
∫
B
eC3σ
−1|F (x)−A∗|dx 6 C4
∫
U
dx
ρU(x)9HC2C3
<
2C4
ρU(x∗)τ
|U | (11)
if C3 is small enough so that 9HC2C3 6 τ , where τ is as in Lemma 10.
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Proof of Theorem 1. Consider a John domain U with a distinguished point x∗ and a mapping
f of class I(1 + ε, U). Put B∗ = B(x∗, r∗), where r∗ =
dist(x∗,∂U)
4
.
The proof of the first assertion follows verbatim the proof of Theorem 2 till relation (11).
We rearrange (11) as∫
U
eC3σ
−1|Dhf(x)−A∗|dx 6 C4β
9 β
α
C2C3
∫
U
dx
ρU(x)
9 β
α
C2C3
6
2C4β
τ |U |
ατ
6 4C4|U |
if 9β
α
C2C3 < τ = τ0(
α
β
)ν where C4 = 64 · 22νC15ν . Here we use the fact that (βα)
α
β < 2 and,
consequently, (β
α
)τ < 2 since τ0 < 1. By Ho¨lder’s inequality, we obtain the desired inequality
with N1 =
C3
2+ν+2ν−3
= C ′(α
β
)ν+1.
Let us now prove the second assertion.
Consider a point x ∈ U and the chain B0, . . . , Bk of Lemma 9. Since balls are John domains
and, consequently, Ho¨lder domains, Theorem 2 implies that, for each i = 0, . . . , k, there is
an isometry θi such that∫
4Bi
exp
{
N1|Dhf(x)−Dhθi(x)|
ε
}
dx 6 16|4Bi|.
Hence, ‖Dhf − Dhθi‖ν+1,4Bi 6
(
ε
N1
)
(16|4Bi|)1/(ν+1), and, by Lemma 11, we conclude that
ρ(f(y), θi(y)) 6 ωri for all y ∈ Bi with ω = C1(
√
ε+ ε).
We have
ρ(f(x), θ0(x)) 6 ρ(f(x), θk(x)) +
k−1∑
i=0
ρ(θi(x), θi+1(x))
and
ρ(θi(y), θi+1(y)) 6 ρ(f(y), θi(y)) + ρ(f(y), θi+1(y)) 6 ω(ri + ri+1) 6
32
7
ωr(Gi)
for every y ∈ Gi. Consider the case 327 ω < 12 . Lemma 12 yields
ρ(θi(y), θi−1(y)) 6 C2ωr(Gi),
where C2 =
160
7
(3 + 10β
α
), for all y ∈ B(x, r) = Bk ⊂ (3 + 10βα)Gi and all i = 1, . . . , k − 1,
Since r(Gi) 6
1
2
ri for i = 0, . . . , k − 2 and r(Gk−1) 6 12rk, it follows that
ρ(f(x), θ0(x)) 6 ωrk + C2ω
k−1∑
i=0
r(Gi) 6 C3ωβ,
where C3 =
1
4
+ C2.
Consider the case 32
7
ω > 1
2
. Without loss of generality we may assume that ε > ε4 for
a constant ε4 of the proof of Lemma 8, and θi is just the left translation satisfying θi(xi) = f(xi).
Thus we can apply Lemma 13. The theorem follows in the same way.
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6 Appendix
6.1 Application of the embedding theorem
Lemma 11. Let f ∈ I(1 + ε, B(a, r)) and
‖Dhf − I‖p,B(a,r) 6 ε|B(a, r)|1/p.
If p > ν and f(a) = a then
ρ(f(x), x) 6 Cr(
√
ε+ ε) for all x ∈ B(a, sr)
with s ∈ (0, 1). The constant C depends only on n, p, and s.
Proof. Put B = B(a, r). Denote the first 2n coordinates of x−1 · f(x) by ψ(x) and the last
coordinate of x−1 · f(x) by χ(x). Estimate ∇Lψi(x) for all i = 1, . . . , 2n and ∇Lχ(x). Clearly,
‖∇Lψi‖p,B = ‖∇Lfi −∇Lxi‖p,B ≤ ‖Dhf − I‖p,B, i = 1, . . . , 2n.
The embedding theorem (see [7] for example) yields
|ψk(x)| ≤ C1r1−ν/p‖∇Lψk‖p,B ≤ C2εr for all x ∈ s+ 1
2
B, k = 1, . . . , 2n.
We have
χ(x) = f2n+1(x)− x2n+1 + 2
n∑
j=1
(
xjfj+n(x)− xj+nfj(x)
)
.
The contact condition Xif(x) ∈ Hf(x)Hn for i = 1, . . . , 2n yields
Xif2n+1(x) = 2
n∑
j=1
fj+n(x)Xifj(x)− fj(x)Xifj+n(x),
and then we deduce that ∇Lχ(x) = 2
(
(Dhf(x))
t + I
)
Jψ(x), where J is the 2n × 2n matrix
defined in (8).
Applying the embedding theorem once again, we obtain
|χ(x)| ≤ C3r1−ν/p‖∇Lχ‖p, s+1
2
B ≤ C4r‖ψ‖C( s+1
2
B)(2 + ε) ≤ C5r2ε(2 + ε) for all x ∈ sB.
Hence, ρ(f(x), x) 6 C6r(
√
ε(2 + ε) + ε) 6 C7r(
√
ε+ ε) for all x ∈ B(a, sr).
6.2 Isometries on the balls
Lemma 12. If ϕ is an isometry on Hn with ρ(ϕ(x), x) 6 εr for all x ∈ B(a, r) ⊂ Hn with
ε < 1/2, then ρ(ϕ(x), x) 6 5εsr for all x ∈ B(a, sr), s > 1.
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Proof. Assume that B(a, r) = B(0, 1). Suppose firstly that ϕ = ι◦pia◦ϕA where a = (a, α) ∈ Hn
with a ∈ Cn and α ∈ R, as well as A ∈ U(n). If x = 0 then |a| < 1/2 and |α| 6 1/4. If z = 0
and t = 1 then we arrive at a contradiction:
1/2 > ρ
(
ϕ(0, 1), (0, 1)
)
= ρ
(
(a,−α− 2)) > √2 + α.
Thus, ϕ = pia ◦ ϕA, where a = (a, α) ∈ Hn, a ∈ Cn, α ∈ R, and A ∈ U(n). We have
x−1 · a · ϕAx = (−z + a + Az, α + 2 Im〈a, Az〉 − 2 Im〈z, a+ Az〉).
Clearly, |a| = ρ(ϕ(0), 0) 6 ε and |Az − z| 6 |Az − z + a|+ |a| 6 2ε.
We have
2| Im〈2a+ Az, z〉| 6 |α+ 2 Im〈a, Az〉 − 2 Im〈z, Az + a〉|
+ |α|+ 2| Im〈a, Az − z + a〉| 6 4ε2 for all z ∈ Cn, |z| 6 1.
Suppose that Aa = ξa + d and (d, a) = 0 with ξ ∈ C and d ∈ Cn. Put z = γa, |z| 6 1. Then
| Im〈2a+ Az, z〉| = | Im〈2a+ γ(ξa+ d), γa〉| = |a|2| Im(2γ + ξ|γ|2)| 6 2ε2.
Suppose that a 6= 0. For γ = 1
|a|
, we infer that | Im〈2a+ Az, z〉| = | Im ξ| 6 2ε2. For γ = −i
|a|
,
2|a| 6 |a|2| Im(2γ + ξ|γ|2)|+ | Im ξ| 6 4ε2.
Hence,
| Im〈Az, z〉| 6 | Im〈2a+ Az, z〉| + | Im〈2a, z〉| 6 6ε2.
In the case of a = 0, we obviously have | Im〈Az, z〉| 6 2ε2.
Consider y = δsx ∈ B(0, s). We obtain
y−1 · a · ϕAy = (−sz + a + sAz, α + 2 Im〈a, Asz〉 − 2 Im〈sz, a+ Asz〉).
Then | − sz + a+ sAz| 6 s|Az − z|+ a 6 (2s+ 1)ε and
|α+ 2 Im〈a, Asz〉 − 2 Im〈sz, a + Asz〉|
6 |α|+ 2| Im〈a, Asz + sz〉|+ 2| Im〈sz, Asz〉| 6 (1 + 8s+ 12s2)ε2.
Thus, ρ(pia ◦ ϕA(y), y) 6 5sε.
Now, take an arbitrary ball B(a, r) and suppose that ρ(ϕ(x), x) 6 εr on B(a, r). The
isometry θ = δ1/r ◦ pi−a ◦ ϕ ◦ pia ◦ δr satisfies ρ(θ(y), y) 6 5sε for all y ∈ B(0, s). Inserting
x = a · δry for x ∈ B(a, sr), we obtain the required estimate.
The following lemma is obvious.
Lemma 13. If ρ(bx, x) 6 ε on B(a, r) then ρ(bx, x) < 3sε on B(a, sr), s > 1.
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