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The orbital basis is natural when one needs to calculate the effect of local interactions or to unravel the
role of orbital physics in the response to external probes. In systems with nonsymmorphic point groups, such
as the iron-based superconductors, we show that symmetries that emerge in observable response functions at
certain wave vectors are absent from generalized susceptibilities calculated with tight-binding Hamiltonians in
the orbital basis. Such symmetries are recovered only when the generalized susceptibilities are embeded back
to the continuum using appropriate matrix elements between basis states. This is illustrated with the case of
LiFeAs and is further clarified using a minimal tight-binding Hamiltonian with non-symmorphic space group.
I. INTRODUCTION
A density or magnetic response function measures the re-
sponse to an applied conjugate field. The density response
function, for example, is given by 〈nˆ(r, t)nˆ(r′, 0)〉 where nˆ
denotes the density operator. Interactions between electrons
cause correlations that complicate the calculation of response
functions: The electron and the hole created by an external
field interact not only separately with the other particles but
also with each other. Since correlations affect different or-
bitals differently, developing a microscopic understanding re-
quires expressing the response function in a suitable orbital
basis and studying its different components. How these differ-
ent components are transformed under point-group symmetry
operations is one of the questions that arises naturally.
The symmetry properties of the observable response func-
tion is usually discussed in the long wave-length (small wave-
vector) limit where the inner structure of the unit cell becomes
irrelevant.1 However, a large number of recent experiments
are done at finite wave-vectors that probe the inner structure of
the unit cell. Furthermore, all approximations for interaction
effects are formulated in an atomic-like orbital basis where in-
teraction strengths can be defined more straightforwardly than
in the extended Bloch states. Therefore, it is important to ver-
ify how the underlying lattice influences the symmetry proper-
ties of the correlation functions calculated in the orbital basis.
One of our main messages is that for non-symmorphic crys-
tals it is necessary to map back the model to the continuum to
recover all the symmetries of observable susceptibilities. The
generalized susceptibilities in orbital space have a lower sym-
metry. That result is very general. But we find it preferable
to include a specific example. We chose the iron-based su-
perconductors (FeSCs) which are still actively studied. (For
a review see Ref. 2). Similar to the copper oxide high tem-
perature superconductors, these are layered materials where
the superconductivity arises in proximity to long-range mag-
netic order. However, the nature of the magnetic orders differs
between the two families. In FeSCs the magnetic order is a
stripe-type antiferromagnetic (AF) which lowers the S4 sym-
metry (the fourfold rotational symmetry,C4, around an Fe-site
followed by reflection about the plane) to C2. This phase is
necessarily accompanied by a structural transition (tetragonal-
to-orthorhombic).
The FeSCs crystalize in a non-symmrophic space group.
Numerous studies have investigated the impacts of the non-
symmorphic space group of FeSCs on their electronic proper-
ties in the normal or superconducting phases.3–11 They either
discuss the symmetry of the Bloch states at high symmetry
points of the reciprocal lattice or consider possible unconven-
tional Cooper pairing. We instead consider explicit symme-
tries of the generalized susceptibilities and of the observable
susceptibilities in the orbital basis which, to our knowledge,
have not been discussed so far. Our goal in this paper is to
present a detailed discussion of these symmetries.
One of the non-symmorphic symmetry operations of the
FeSCs is a pi/2 rotation about an axis perpendicular to the
iron-pnictide planes (and centered in the middle of the bond
separating two irons) followed by a half-integer translation
(see Fig. 1). We show in this paper that the above non-
symmorphic symmetry operation leads, as expected, to gen-
eralized correlation functions that are not invariant under pi/2
rotation alone when calculated with a model Hamiltonian in
the orbital basis since rotation by pi/2 alone is not a symmetry.
There is however an apparent paradox since correlation func-
tions evaluated at wave vector qz = 0 should be invariant un-
der pi/2 rotation, as follows from the fact that rotation by pi/2
around an iron atom in the xy plane, followed by a reflection
z → −z leaves the lattice invariant. Here we solve this para-
dox by showing that to recover the pi/2 symmetry at qz = 0,
one must take into account overlap matrix elements between
local basis states. These are necessary to embed the orbital-
basis model back to the continuum. We call these matrix ele-
ments oscillator matrix elements. Note that similar considera-
tions apply to lattices whose space-group is symmorphic when
a non-primitive cell is chosen. For these lattices however, a
primitive cell can always be chosen so that the unavoidable
complications that we face in the non-symmorphic case can
be avoided in the symmorphic case.
The rest of this paper is organized as follows. In sec-
tion II we recall the procedure to obtain the Hamiltonian in
the orbital basis. Sec. III introduces the generalized charge
susceptibilities that are usually calculated in the orbital basis
and their link to observable charge susceptibilities in the con-
tinuum through embedding with oscillator matrix elements.
Then we explain in section IV how the orbital-basis Hamilto-
nian transforms under non-symmorphic operations. The dis-
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2cussions in these sections are general. Sect. V presents some
results on the bare susceptibility of LiFeAs. Sect. VI con-
tains concluding remarks. Appendix A demonstrates how os-
cillator matrix elements appear in the two-body interaction in
the orbital-basis, appendix B gives group-symmetry details of
LiFeAs, and appendix C explicitly shows how extra phases
appear in the orbital basis because of non-symmorphic trans-
formations. These transformations are further explained in
appendix D using a minimal tight-binding Hamiltonian to ex-
plicitly show that even though qz = 0 eigenenergies are in-
variant under pi/2 rotation, eigenvectors are not. We also show
explicitly in this appendix how oscillator matrix elements al-
low us to recover qz = 0 symmetry of the charge fluctuations.
II. HAMILTONIAN IN THE ORBITAL BASIS
In this section we recall how to write the Hamiltonian in the
orbital basis. This allows us to introduce the notation. We em-
phasize that the discussions in this section and the following
section are general. The non-interacting part of the Hamilto-
nian is given by
Hˆ =
∑
σ
∫
drΨˆ†σ(r)[−
~2
2m
∇2 +
∑
Ri
V (r−Ri)]Ψˆσ(r),
(1)
where Ψˆσ(r, τ) is the field operator, V (r − Ri) denotes the
ionic potential and Ri denotes the lattice sites. The field op-
erators can be expanded in a basis set. In a weakly correlated
crystalline system, the prime candidate for the basis set is
Bloch functions. However, in an interacting system it is more
suitable to expand the field operators in terms of an atomic-
like orbital basis set {φlRi(r)}, namely,
Ψˆσ(r) =
∑
lRi
φlRi,σ(r)cˆlRi,σ (2)
where cˆ denotes the second quantized destruction operator for
the state described by the atomic position Ri and by the in-
dex l ≡ (α, lα) that combines ion (sublattice), α, and orbital
indices lα. We assume that the basis set is an orthonormal
Wannier basis with zero direct overlap between different lat-
tice sites,∫
drφ∗l1R1,σ(r)φl2R2,σ′(r) = δσ,σ′δl1l2δR1,R2 . (3)
Therefore, the single-particle Hamiltonian can be written as
Hˆ =
∑
σ
∑
l1l2
∑
R1,R2
Hl1l2,σR1,R2 cˆ
†
l1R1,σ
cˆl2R2,σ,
Hl1l2,σR1,R2 =
∫
drφ∗l1R1,σ(r)[−
~2
2m
∇2
+
∑
Ri
V (r−Ri)]φl2R2,σ(r). (4)
The two commonly used gauges for the periodic orbital ba-
sis are the standard gauge where
φlk,σ =
1√
N
∑
Ri
exp(ik ·Ri)φlRi,σ (5)
with N the number of unit cells, and the alternative gauge
where
φαlαk,σ =
1√
N
∑
Ri
exp[ik · (Ri + rα)]φαlαRi,σ (6)
with rα the position of atom α within a unit cell. In the stan-
dard gauge, the basis functions are strictly periodic in the Bril-
louin zone (BZ), hence Hk is BZ periodic, i.e, Hk+G = Hk
where G is a primitive reciprocal lattice vector. In the alterna-
tive gauge, the Hamiltonian is given by H = ∑k φ′†kH′kφ′k
where φ′k = V
†
kφk and H
′
k = V
†
kHkVk where Vk is a di-
agonal unitary matrix with diagonal elements exp(−ik · rα)
and Hk is Hamiltonian matrix in the standard gauge. In this
gauge, H′k is not periodic and obeys the relation, H
′
k+G =
V†GH
′
kVG, which should be accounted for whenever the
eigenstates of the Hamiltonian are needed on the boundary
of BZ or outside of it, as occurs in calculations of correlation
functions. For this reason we work in the standard gauge here.
However, we will also comment on the alternative gauge.
By introducing the relations
cˆlk,σ =
1√
N
∑
Ri
exp(−ik ·Ri)cˆlRi,σ, (7)
cˆlRi,σ =
1√
N
∑
k
exp(ik ·Ri)cˆlk,σ, (8)
and substituting them in the Hamiltonian Eq. (4), one obtains
Hˆ =
∑
k,σ
∑
l1l2
Hl1l2kσ cˆ
†
l1k,σ
cˆl2k,σ,
Hl1l2kσ =
∑
Ri
e−ik·RiHl1l2,σRi,0 , (9)
where we used the fact that Hl1l2,σR1,R2 depends on the relative
distance between sites R1 and R2, or H
l1l2,σ
R1+R0,R2+R0
=
Hl1l2,σR1,R2 , and the fact that the ionic potential is periodic∑
Ri
V (r + R0 −Ri) =
∑
Rj
V (r −Rj). Eq. (9) is what
we call the Hamiltonian in the orbital basis.
In matrix form, the Hamiltonian in the orbital basis
is given by H = ∑kσ φ†kσHkσφkσ , where φk ≡
(c1,kσ, . . . , cnorb,kσ)
T and norb denotes the number of or-
bitals within a unit cell (This counts all atoms and their re-
spective orbitals). It is worth recalling that while both φkσ
and Hkσ are basis and gauge dependent, the Hamiltonian Hˆ
is an observable and is gauge invariant.
3III. CHARGE SUSCEPTIBILITY
A. Definitions and link between susceptibility of an orbital
basis model and observable susceptibility
In this section, we introduce a generalized susceptibility
Eq. (23) of the type encountered in orbital-basis calculations
and its relation to the susceptibility observable in the contin-
uum, Eq. (22). This section then also defines oscillator matrix
elements Eq. (13) and Eq. (17) that are necessary to connect
the two.
To be specific, consider the density-density response func-
tion given by
χ(r, r′, τ) = 〈Tτ nˆ(r, τ)nˆ(r′, 0)〉c, (10)
where the density operator can be written as nˆ(r, τ) =∑
σ Ψˆ
†
σ(r, τ)Ψˆσ(r, τ). The subscript c on the average re-
minds us that we take only the connected part. The operators
here evolve in Matsubara imaginary time τ . In Fourier space,
using the relation χ(r, r′, τ) = (1/N)
∑
R0
χ(r + R0, r
′ +
R0, τ) where R0 is a lattice vector, we have
χGG′(q, τ) =
1
V
∫
drdr′e−i(q+G)·rχ(r, r′, τ)ei(q+G
′)·r′ ,
(11)
where the integral is over the entire volume V . Here, q + G′
and q + G denote respectively the external field and the re-
sponse wave-vectors which may fall outside of the BZ. Simi-
larly by using the field operator expansion Eq. (2) in terms of
the atomic-like orbitals we find
χGG′(q, τ) =
∑
σσ′
∑
l1...l4
∑
R1...R4,
Ol1l2,σR1R2(q + G)
× 〈Tτ cˆ†l1R1,σ(τ)cˆl2R2,σ(τ)cˆ
†
l3R3,σ′(0)cˆl4R4,σ′(0)〉c
×Ol3l4,σ′R3R4 (−q−G′), (12)
where we defined the oscillator matrix element as
Ol1l2,σR1R2(q) ≡
1√
V
∫
dre−iq·rφ∗R1l1,σ(r)φR2l2,σ(r). (13)
Using the relation, φR1+R0l1,σ(r) = φR1l1,σ(r − R0), one
finds that the oscillator matrix elements satisfy
Ol1l2,σR1+R0,R2+R0(q) = exp(−iq ·R0)O
l1l2,σ
R1,R2
(q). (14)
Substituting the Fourier-space basis for the second-quantized
operators, Eq. (8), in Eq. (12) for the susceptibility, one finds
χGG′(q, τ) =
∑
σσ′
∑
kk′
∑
l1...l4
Ol1l2,σk,k+q(q + G)
×〈Tτ cˆ†kl1,σ(τ)cˆk+ql2,σ(τ)cˆ
†
k′l3,σ(0)cˆk′−ql4,σ(0)〉c
×Ol3l4,σ′k′,k′−q(−q−G′), (15)
where it is understood that k + q and k′ − q must be folded
back to the first Brillouin zone with the appropriate Umklapp
reciprocal lattice vectors G0 and G′0, as follows from the fol-
lowing identity∑
R1R2
e−ik1·R1eik2·R2Ol1l2,σR1R2(q) =
1
N
∑
R1R2R0
eiq·R0e−ik1·R1eik2·R2Ol1l2,σR1+R0,R2+R0(q)
= δk1,k2−q+G0O
l1l2,σ
k1k2
(q), (16)
with
Ol1l2,σk1k2 (q) =
1
N
∑
R1R2
e−ik1·R1Ol1l2,σR1R2(q)e
ik2·R2
=
1√
V
∫
dr e−iq·rφ∗l1k1(r)φl2k2(r). (17)
We thus obtained the expression for the response function in
an orbital basis that can be used for model calculations.
For a non-interacting system, the Bloch function basis set
is usually prefered. It is useful to see how the oscillator ma-
trix elements come in this representation. The time evolution
of the operators in Eq. (15) in this case are trivial and one
can evaluate the four-point correlation function to obtain the
following expression for the response function (SU(2) sym-
metric case) in Matsubara-frequency space
χ0,phGG′(q, νn) = −
1
N
∑
kσ
∑
nm
f(m,k−q)− f(n,k)
~νn + m,k−q − n,k
× 〈ψnk−q|e−i(q+G)·rˆ|ψmk〉〈ψmk|ei(q+G′)·rˆ|ψnk−q〉,
(18)
where rˆ denotes the position operator, ψnk are the Bloch
states, and χ0,phGG′(q, νn) ≡ χ0,ph(q + G,q + G′, νn). Here-
after, we drop the reciprocal lattice vectors. They can easily
be added when necessary.
For a weakly to moderately correlated system it is useful
to begin with Eq. (18) and use the perturbation expansion to
consider correlation effects. In this approach, Eq. (18) should
be rewritten in the orbital basis which is the natural basis for
including interaction effects. Expanding the Bloch functions
in an atomic-like orbital basis set, namely,
ψnk(r) =
∑
l
alnkφlk(r) (19)
with the definition alnk = 〈φlk|ψnk〉, the matrix element for
charge susceptibility can be rewritten as
〈ψnk−q|e−iq·rˆ|ψmk〉 =
∑
l1l2
al1∗nk−qa
l2
mkO
l1l2
k (q), (20)
where the oscillator matrix elements in the orbital basis are
given by Eq. (17) with the short-hand (SU(2) symmetric case)
Ol1l2k (q) = O
l1l2,σ
k−q,k(q). (21)
4Using this expression in the response function, one finds
χ0ph(q, νn) =
1
N
∑
kσ
∑
l1l2,l3l4
[χ0ph(q, νn)]
l1l2,l3l4
k
×Ol1l2k (q)Ol3l4k (−q), (22)
where we defined the generalized susceptibility by
[χ0ph(q, iνn)]
l1l2,l3l4
k ≡−
∑
nm
f(m,k−q)− f(n,k)
iνn + m,k−q − n,k
× al1∗nk−qal2mkal3∗mkal4nk−q. (23)
It describes the independent propagation of a p-h excitation
and is essential to study charge and magnetic response func-
tions in interacting systems (see below). It appears in the re-
sponse to an external field and it solely depends on the elec-
tronic structure. This is the quantity that is usually computed
and analyzed in the literature, instead of the response function
Eq. (22). In other words, the oscillator matrix elements are
usually neglected. Note that when orbital indices are not ex-
plicitly written, generalized susceptibilities are identified by
a bold symbol to emphasize the tensor character. The same
symbol but without boldface is used for the corresponding ob-
servable susceptiblities.
The generalized susceptibility of an interacting system is
called the dressed generalized susceptibility, χph(Q). It is
different from χ0ph(Q) because propagating p-h pairs inter-
act with their environment and with each other. In a pertur-
bation approach, the dressed generalized susceptibility can
be decomposed into bare susceptibility, χ0ph(Q), and vertex
corrections, Xph(Q), where we defined Q ≡ (q, νn) as the
momentum-frequency four-vectors.
With the help of the irreducible vertex functions in the den-
sity channel, Γirr,d(Q) = Γirr,↑↓(Q) +Γirr,↑↑(Q), the equa-
tion for the generalized dressed susceptibility in this channel
is12,13
χdph(Q) = χ
0
ph(Q) + X
d
ph(Q) =
χ0ph(Q)− χdph(Q)Γirr,d(Q)χ0ph(Q), (24)
which can be rewritten as
χdph(Q) = χ
0
ph(Q)[1 + Γ
irr,d(Q)χ0ph(Q))]
−1. (25)
Note that at the above two equations a summation over all
internal wave vectors, frequencies and orbital indices is as-
sumed. The Generalized susceptibilities are tensor quantities.
In order to obtain the observable charge response, the ex-
ternal legs of the generalized susceptibility χdph(Q) should be
closed, just as the non-interacting case Eq. (22), by the os-
cillator matrix elements, Eq. (17). Therefore, the observable
dressed correlation function is given by an equation similar
to Eq. (22) where χ0ph(q, νn) is replaced by χ
d
ph(q, νn). Fur-
thermore, as discussed in Appendix A, the oscillator matrix el-
ements also appear in the interaction matrix elements. While
for local interactions one can absorb these matrix elements in
the definition of the interaction, further-neighbor interactions
necessitate extra phase factors that come from the oscillator
matrix elements.
Inspecting the observable response function of the system
in the normal phase provides the means to characterize a phase
transition and identify the responsible driving mechanism.
The response function becomes singular at a continuous (sec-
ond order) phase transition into an ordered phase. Since the
oscillator matrix elements are temperature independent and
non-singular, the singularity of the observable dressed correla-
tion function coincide with the singularity of the χdph(q, νn).
From Eq. (25) one can see that χdph(q, νn) becomes singu-
lar once −Γirr,d(q)χ0ph(q, iνn = 0) has an eigenvalue equal
to one. Hence, the distance from a density transition is com-
monly measured by the largest (dimensionless) eigenvalue of
−Γirr,d(q)χ0ph(q, iνn = 0). This is the so-called density
Stoner factor, αdS(q). An instability occurs once the Stoner
factor becomes unity. The corresponding wave-vector is the
wave-vector of the instability. The Stoner factor analysis de-
scribes the tendency of the ground state towards a density or
magnetic instability, independently of the external field.
B. Random phase approximation
As one can see from Eq. (22), the connection between the-
oretical and experimental results requires a calculation of the
oscillator matrix elements. The equation for the oscillator ma-
trix elements, Eq. (13), can be rewritten as
Ol1l2,σR1R2(q) = exp[−iq · (R1 + rα1 + δ/2)]
× 1√
V
∫
dre−iq·rφ∗l1,σ(r + δ/2)φl2,σ(r− δ/2), (26)
where δ ≡ (R2 + rα2) − (R1 + rα1). Note that the second
line at the above equation only depends on the spatial distance
of the orbital centers and is translationally invariant. It is clear
that one cannot get rid of the phase in the prefactor by chang-
ing the gauge since that phase depends on the center of mass
coordinate.
In practice, a commonly used approximation is the so-
called random phase approximation (RPA). In this approxima-
tion, one assumes a static irreducible vertex, and only oscilla-
tor matrix elements with identical orbital centers and character
are kept, i.e.,
Ol1l2,σR1R2(q) ∝ exp[−iq · (R1 + rα)]δl1l2δR1,R2 , (27)
where orbital l1 belongs to atom α. This approximation is
only justified in the small wave-vector q → 0 or very large
wave-length limit where the inner structure of the unit cell
is irrelevant. Actually, the oscillator matrix elements with
nearest-neighbor l1 and l2 are not negligible for finite q. In-
deed, the hopping matrix elements are given by a similar over-
lap integral where the phase factor is replaced by the Lapla-
cian, see Eq. (4), which oscillates much faster.
Within this approximation, the oscillator matrix element in
Fourier space Eq. (17) is proportional to
Ol1l2,σk (q) ∝ exp(−iq · rα)δl1l2 , (28)
5which allows to perform the k-summation in Eq. (22). Hence,
the resulting observable response function is given by
χ0ph(q, νn) =
∑
l1l2
[χ0,RPAph (q, νn)]l1l1,l2l2
× exp[−iq · (rα − rβ)], (29)
where l1 and l2 orbitals belong to atoms α and β respectively.
In many studies the phase factor in Eq. (29) is incorrectly ne-
glected. The so-called irreducible RPA generalized suscepti-
bility in the above equation can be rewritten in terms of the
Green’s function as
[χ0,RPAph (Q)]l1l1;l2l2 = −(
kBT
N
)
∑
K
GK−Q,l1l2GK,l2l1 ,
(30)
where K ≡ (k, ωm). It is worth emphasizing that Eq. (27),
Eq. (28) and Eq. (29) are gauge independent. The differ-
ence between systems with symmorphic space-group sym-
metry and those with non-symmorphic space-group symme-
try appears here. For systems with symmorphic space group,
the generalized susceptibility has the same symmetries as the
response function, while for systems with non-symmorphic
space group it is necessary to take into account the oscilla-
tor matrix elements to obtain the observed symmetry of the
response function.
The correct observable symmetries are also recovered in the
RPA approximation for the dressed observable susceptibility.
Closing the external legs of the dressed generalized suscepti-
bility by Eq. (28) yields an equation similar to Eq. (29) where
χ0ph(q, νn) is replaced by χ
d
ph(q, νn). The lowest correction
to the bare observable correlation function is
−
∑
l1...l6
e−iq·rα [χ0,RPAph (q, νn)]l1l1,l3l4
× [Γd,irrRPA(q, νn)]l3l4,l5l6 [χ0,RPAph (q, νn)]l5l6,l2l2eiq·rβ ,
(31)
where l1 and l2 orbitals belong to atoms α and β respectively
and Γd,irrRPA denotes the irreducible vertex function in the RPA
approximation. In the case of a local interaction, l3 . . . l6 or-
bitals belong to same atom γ. By multiplying the above equa-
tion with exp[−iq · (rγ − rγ)] one can show that resulting
expression has same symmetry as the observable bare suscep-
tibility and therefore the interacting correlation function has
it as well. Extension to the case of non-local interaction is
straightforward. As discussed in Appendix A, non-local inter-
action matrix elements acquire extra phase factors that come
from the oscillator matrix elements.
IV. NONSYMMORPHIC SYMMETRY OPERATIONS AND
HAMILTONIAN TRANSFORMATION
In this section we discuss how the basis dependent Hk,
Eq. (9), transforms under point group symmetry operations
of the lattice. This is a necessary step to demonstrate how os-
cillator matrix elements allow response functions to exhibit, at
B
A
{C2y|0 120}
{I|000}
{C2a|000}
x
y
ab
FIG. 1. (Color online) Sketch of the lattice structure of a trilayer Fe-
As unit. The iron and the pnictide atoms are shown respectively by
circles and triangles. Down triangles indicate that the As is below
the plane and up triangles that As is above the plane. The inversion
center is located in the middle of an Fe-Fe link. The three generators
of the P4/nmm space group, {C2y|0 120}, {C2a|000} and inversion{I|000}, are illustrated. The dashed square shows how the unit cell
in the shaded area transforms under {C2y|0 120}.
certain wave vectors, symmetries that are absent from Hk. We
restrict ourselves to the interesting case of the iron-pnictide
superconductors with a non-symmorphic point group. With
16 Fe-d and As-p orbitals in the unit cell, the Hamiltonian
in the orbital basis is given by H = ∑k φ†kHkφk, where
φk ≡ (c1,k, . . . , c16,k)T .
In general, a non-translation member of the space group
can be described by {g|τ}, where g is a point group opera-
tion (rotation, reflection, etc.), which keeps at least one point
(the coordinate origin) invariant, followed by a half-integer
translation by vector τ .6 The half-integer translation vectors
depend on the choice of the origin and axis. They cannot
be eliminated by shifting the origin for screw axis and glide-
plane operations. A space group including these symmetries
is called non-symmorphic. Fig. 1 sketches the lattice structure
of a trilayer Fe-As unit and three generators of the P4/nmm
group (see appendix B for a full table of the symmetry op-
erations). The origin is chosen to be on the inversion center
in the middle of an Fe-Fe link. We consider the three gen-
erators {C2y|0 120}, {C2a|000} and inversion {I|000}, where
Cnr is an anti-clockwise rotation through 2pi/n radians about
the axis labeled by r. The {C2y|0 120} operation is a screw
axis operation where a rotation is followed by a translation
along the rotation axis. For a non-symmorphic space group,
the non-translation elements {g|τ} do not form a group, since
their combination may turn out to be a pure lattice transla-
tion. However, the symmorphic elements {g|0} by them-
selves form a group.
Consider an atom α at the ith unit cell located at Ri + rα.
Under a symmetry operation, {g|τ}, this atom transfers to
gRi + grα + τ . This is accompanied by a rotation in the
associated orbital space along with a possible atom index ex-
change α → α′ if there is more than one atom of the same
kind in the unit cell. The peculiarity of a non-symmorphic op-
eration is that the new position may be in a unit cell adjacent to
6gRi. Defining Lα as a real space lattice vector which connects
atoms α′ in these two unit cells, we have grα+τ = rα′ +Lα.
The vector Lα depends on the position of atom α and on the
vector τ . For example, under {C2y|0 120} the B-site of the
unit cell at origin transfers to A-site of the neighboring unit
cell in the y-direction while the A-site transfers to B-site of
the same unit cell (see Fig. 1). Thus, for this symmetry op-
eration Lα = 0 for sublattice A and Lα = a2 for sublattice
B, where aj denotes the real-space lattice unit vector in jth
direction. In Fourier space, these vectors Lα introduce atom-
dependent extra phases.
As shown in appendix C, under a symmetry operation,
{g|τ}, the electron annihilation operators in the orbital ba-
sis φk transform as {g|τ}φk = U′gk,LUgφgk where Ug is a
16 × 16 unitary matrix that describes the effect of the {g|τ}
operation in the orbital basis and where the action of g on k is
represented by a 3×3 orthogonal matrix. The existence of the
above mentioned Lα vectors leads to a diagonal 16× 16 uni-
tary matrix U′gk,L with element exp(−igk · Lα). Therefore,
the invariance of the Hamiltonian takes the form
Hgk = U
†
gU
′†
gk,LHkU
′
gk,LUg. (32)
which is different from the result for a symmorphic operation,
i. e.,
Hgk = U
†
gHkUg. (33)
For iron-based superconductors, the usual relation,
Eq. (33), is recovered under the {I|000} and {C2a|000}
generators where the extra phase factors are absent. How-
ever under {C2y|0 120} only one sublattice obtains the extra
phase, exp[−i2pi(gk)y], where (gk)y is the y-component of
the wave-vector in reciprocal lattice vector units. This im-
plies that for this operation Eq. (33) is valid only for the intra-
sublattice part of the Hamiltonian, where the extra phases are
canceled out, and not for the whole matrix. The same is true
for all the symmetry operations of the group with non-zero
τ . It is not possible to eliminate these phases with a gauge
transformation for the same reason that it is not possible to
eliminate the half-integer translation with a shift of origin.
These symmetry properties are clarified further using a mini-
mal model Hamiltonian in appendices D and E.
Given the above symmetry properties for Hk, a key ques-
tion is how the observables recover the full symmetry of the
lattice in the absence of any symmetry breaking phase tran-
sition. Band energies and their degeneracy are clearly in-
variant under all symmetry operations. This can be seen
from the invariance of det(ω1 − Hk) under symmetry op-
erations and the fact that the determinant of the matrix prod-
uct is equal to the product of the determinants. Another im-
portant quantity, connected to electron charge density, is the
electron momentum distribution function, which is given by
n(k) = 1 + 2Re
∑
ωm
Tr[Ok(q = 0)G(k, iωm)]. Here,
G(k, iωm) = [(iωm + µ)1 − Hk]−1 denotes the electron
propagator. Since Ol1l2k (q = 0) ∝ δl1l2 as can be seen from
Eq. (17), only intra-orbital components contribute in the trace,
hence this quantity is also invariant, in usual sense, under all
symmetry operations. The same is true for diagonal compo-
nents of the spectral function.
Coming back to the suseptibility, both the generalized sus-
ceptibility and the observable ones behave the same way under
a symmorphic point-group operation. Such a transformation
permutes atomic orbitals into one another and changes posi-
tions following rα → grα. In Fourier components this trans-
lates into q → g−1q and the phase factor coming from the
oscilator matrix elements in the calculation of the observable
susceptibility Eq.(29) has the same property.
For a non-symmorphic operation on the generalized suscep-
tibility, there is an additional phase exp[−i2pi(gk)y], where
(gk)y is the y-component of the wave-vector in reciprocal
lattice vector units, that depends on the position of the atom
in the unit cell. The phase factor in the transformation from
the generalized susceptibility to the observable susceptibility
Eq. (29) has an analogous dependence on position within the
unit cell that compensates that phase and C4z symmetry at
qz = 0 is recovered.
In the following section we illustrate further the more sub-
tle case of the symmetry properties of the generalized sus-
ceptibilities by performing explicit calculations for LiFeAs.
We show that the generalized susceptibilities do not have C4z
symmetry at qz = 0. The full symmetries are recovered only
when the generalized susceptibilities are embeded back in the
continuum using appropriate matrix elements between basis
states, as discussed above. In appendices D and E we perform
the full calculation for a minimal tight-binding Hamiltonian
to illustrate in detail what happens.
V. GENERALIZED SUSCEPTIBILITY OF LiFeAs
Here, we present some results for the in-plane general-
ized susceptibilities in the RPA approximation. Although
our discussion is general, to be specific we present results
on LiFeAs.14 We are particularly interested in four-fold sym-
metry in the normal state. We show explicitly that non-
symmorphic operations lead to generalized susceptibilities
that do not have C4z symmetry even at qz = 0. This symme-
try is recovered in observable susceptibilities if we take into
account oscillator matrix elements.
We work in the two-Fe unit cell and all Fe-3d and As-4p
orbitals are considered in the calculations. In what follows,
we focus on the d orbitals of Fe-1 (Fe-2) (on A and B sub-
lattices respectively) that have large weight around the Fermi
level: dx2−y2 will be referred as 2(7) and dxz and dyz orbitals
as 4(9) and 5(10). Note that in the one-Fe unit cell with a
coordinate system rotated by pi/4 around the z-axis relative
to the two-Fe coordinate system, the dx2−y2 orbital becomes
dxy .
The left panel of Fig. 2 shows the in-plane bare generalized
susceptibility [χ0,RPAph ]22;22 (= [χ
0,RPA
ph ]77;77) of LiFeAs at
the lowest bosonic Matsubara frequency. It is the dominant
component of the bare susceptibility with incommensurate
peaks around theM point, which comes from nesting between
the hole and electron pockets. (We use the term incommen-
surate in a general sense to distinguish from high symmetry
points such as the M point. With this definition, a wave vector
(pi/3, pi) is incommensurate.) The dxz(yz) intra-orbital com-
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FIG. 2. (Color online) Real and imaginary parts of the dx2−y2 intra-
orbital, intra-sublattice 22; 22 (left) and inter-sublattice 22; 77 (mid-
dle and right) component of the in-plane bare generalized suscep-
tibility at the lowest bosonic frequency, [χ0,RPAph (q, νn = 0)], of
LiFeAs at kBT = 0.01 eV in the p-h channel. The Kohn-Sham
eigenstates are projected to atomic-like Wannier basis to construct
the Hamiltonian in the orbital basis.15 For K summation in Eq. (23)
we have used a 32× 32× 16 k-mesh and 1024 positive frequencies.
ponents, [χ0,RPAph ]44;44 and [χ
0,RPA
ph ]55;55, show commensu-
rate peaks at the M point (not shown).13,16 These components
are obtained from the convolution of two intra-sublattice prop-
agators and therefore they are invariant under all symmetry
operations. The dx2−y2 component has four-fold symmetry
while the dxz(yz) components are degenerate and are trans-
formed into each other under four-fold operations.
However, a general component of the in-plane bare general-
ized susceptibility does not have four-fold symmetry because
the corresponding symmetry operator is non-symmorphic.
For example, the middle and right panels of Fig. 2 shows the
real and imaginary parts of the in-plane [χ0,RPAph ]22;77 compo-
nent as an example of components that include inter-sublattice
propagators. Since G27(K + Q) and G72(K) in the suscep-
tibility involve different wave vectors and Fe sites, the non-
symmorphic phases do not cancel. These components have
a lower symmetry than those including only intra-sublattice
propagators. This leads to a generalized susceptibility with-
out four-fold symmetry.
Fig. 3 demonstrates
∑
l,m[χ
0
ph(q)]ll,mm normalized by∑
l,m[χ
0
ph(M)]ll,mm along a high symmetry path (left panel).
Despite the fact that the bare charge susceptibility along the
main axes shows C4 symmetry the susceptibility along the
primary Γ−M and secondary Γ′ −M diagonals are slightly
different. However, taking into account the role played by os-
cillator matrix elements through Eq. (29), leads to a response
function which has four-fold symmetry (right panel).
Finally, in spin-fluctuation mediated pairing, the den-
sity/magnetic fluctuations contribute to the pairing interaction.
These fluctuations are expressed in terms of the dressed gen-
eralized susceptibilities and vertex functions in density and
magnetic channels.13,16 Hence, the anisotropy of the general-
ized susceptibility would influence the superconducting phase
as well. Solving the Eliashberg equation yields the leading
gap functions which either preserves the full symmetry or has
a lower symmetry. Imposing an artificial four-fold symmetry
on the generalized susceptibilities, as is done in one-iron unit
cell studies, could impact the competition between the leading
gap functions and could switch their order.
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FIG. 3. (Color online) RPA observable dressed susceptibility in den-
sity channel of LiFeAs at kBT = 0.01 eV, without (left) and with
(right) the oscillator matrix elements (see Eq. (29)). The fourfold
symmetry is absent for wave vectors within the BZ (compare Γ−M
and Γ′ −M paths on the left panel) if one neglects the phases due
to the oscillator matrix elements (left panel). This symmetry is re-
covered by including these phases (right panel). The Γ −M path
is along the primary diagonal (positive slope) while Γ′ − M path
is along the secondary diagonal (negative slope). The screened in-
teraction parameters used in the RPA dressing are Js = 0.1Us and
Us = 1.32 eV.13 The inter-orbital interaction and pair hopping are
determined assuming spin-rotational symmetry.
VI. CONCLUSION
In conclusion, we clarified the effects of the non-
symmorphic symmetry operations on the Hamiltonian and on
the response and correlation functions in the orbital basis.
These symmetry operations include half-integer translations
that introduce extra phases when applied to the Hamiltonian.
As an example, the four-fold rotational symmetry of the iron-
based pnictide LiFeAs that is expected for qz = 0 does not ex-
ist for the non-diagonal part of the Hamiltonian. We showed
that while single-particle eigenvalues maintain full four-fold
symmetry, that symmetry is only recovered for observable re-
sponse functions when one takes into account the symmetry
properties of both the generalized susceptibility and of the os-
cillator matrix elements. This was further clarified using a
minimal tight-binding Hamiltonian for iron pnictides, which
have a non-symmorphic space group.
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Appendix A: Interaction matrix elements
The interaction term is given by
Hint =
1
2
∑
σσ′
1
V
∫
drdr′Ψ†σ(r)Ψ
†
σ′(r
′)V(r− r′)Ψσ′(r′)Ψσ(r). (A1)
Using the field operator expansion in the orbital basis, the in-
teraction term can be rewritten as
Hint =
1
2
∑
σσ′
∑
l1...l4
∑
R1...R4
V l1,l2;l3,l4R1R2;R3R4
cˆ†R1l1,σ cˆ
†
R2l2,σ′ cˆR3l3,σ′ cˆR4l4,σ, (A2)
with
V l1,l2;l3,l4R1R2;R3R4 ≡
1
V
∫
drdr′φ∗R1l1(r)φ
∗
R2l2(r
′)
V(r− r′)φR3l3(r′)φR4l4(r). (A3)
One can easily see that V l1,l2;l3,l4R1R2;R3R4 =
V l1,l2;l3,l4R1+R0,R2+R0;R3+R0,R4+R0 . What is normally used
as an input parameters in model Hamiltonian studies or
in the LDA+DMFT calculation or an RPA analysis of the
instability is the left-hand side of Eq. (A3). It is clear that
this interaction parameter depends on the choice of orbital
(basis) and therefore its symmetry properties also depend
on the basis. However, one can dress susceptibilities in the
orbital basis, hence oscillator matrix elements only appear
when closing the external legs of the dressed generalized
susceptibilties to obtain observable susceptibilities.
Appendix B: P4/nmm space group
P4/nmm is a non-symmorphic group. It has eight point
group operations (see Fig. 1 of main text). In addition to the
eight point group operations, it also has an inversion, {I|000}.
Together they form the 16 elements of P4/nmm. Note that
this set is not closed under multiplication, and therefore, as is,
it cannot form a group. However, if one defines the product
modulo integer translations, then these 16 operations form a
group.
The first eight symmetry operations can be generated by
{C2y|0 120} and {C2a|000} as:
{C2y|01
2
0}{C2a|000} = {C+4z|0
1
2
0},
{C2a|000}{C2y|01
2
0} = {C−4z|
1
2
00},
{C+4z|0
1
2
0}{C+4z|0
1
2
0} = {C2z|1
2
1
2
0}+ {E| − 1, 0, 0},
{C2y|01
2
0}{C2z|1
2
1
2
0} = {C2x|1
2
00}+ {E| − 1, 1, 0},
{C2a|000}{C2z|1
2
1
2
0} = {C2b|1
2
1
2
0},
where the translational part {E| − 1, 0, 0} will be dropped
hereafter. Note that the b-axis is in the Fe plane, so C2b trans-
fers the As ions from above to below and vice versa, hence a
half-integer translation is required to bring the lattice into it-
self. The other eight operations can be obtained by applying
inversion {I|000} on the previous operators.
Appendix C: Effect of non-symmorphic operations
Let the basis set be φlα(Rj + rα). Here, Rj denotes the
position of the jth unit cell and rα the position of the atom
α within the unit cell. The index α can take four values, two
of which are associated with Fe and two with As. Associated
with each atom, there is a set of atomic orbitals denoted by lα
where for a given α, lα can take several values. For example,
if atom α is an Fe atom, then lα can take five values corre-
sponding to d orbitals while if it is an As atom, then lα can
take three values corresponding to the three p orbitals. In the
main text, the label l for the “orbital” labels both the atomic
position and the orbital on the atom. Here we temporarily
make the distinction between the atomic orbital and the posi-
tion of the atom.
The action of {g|τ} is given by
{g|τ}φlα(Rj + rα) = φl′α′ (gRj + grα + τ ) (C1)
where (α, lα) transfers to (α′, l′α′) under the symmetry op-
eration. The operations act not only on spatial coordinates,
they also act on the atomic orbital itself. Take for example
C2y for g, then it would transform a pz orbital of As into −pz
and would leave a Fe dxz orbital unchanged. We also have
to remember that the action of the operation g (that leaves the
origin invariant) on the vectors Rj and rα is represented by
the same 3× 3 matrix. We also have the result
grα + τ = rα′ + Lα (C2)
where rα′ is in the gRj unit cell and Lα is a real space lat-
tice vector necessary to reach, from rα′ , the position grα + τ
that may be in a unit cell adjacent to gRj . It depends on the
original position rα. The position rα′ will correspond to the
same kind of atom, Fe or As, as the original one, but may be
displaced in the unit cell. A Fe atom originally on sublatticeA
may have moved to sublattice B for example, in other words
α and α′ may be different, even if they both refer to an Fe
atom.
9The action of {g|τ} on the orbitals φlα may be represented
by a unitary matrix. Hence, we may write
{g|τ}φlα(Rj +rα) = U lα;l
′
α′
g φl′
α′
(gRj +rα′ +Lα) (C3)
where here α′ is given and a summation over the different
values l′α′ associated with atom α
′ is implied.
We now move to Fourier transforms. We use the stan-
dard gauge because the Bloch Hamiltonian is periodic in this
gauge. We comment on the other gauge whenever it is appro-
priate. We define
φαlα(k) =
1√
N
∑
Rj
eik·Rjφlα(Rj + rα). (C4)
The action of {g|τ} on φαlα(k) follows if we also remember
that under g (seen simply as a coordinate change for example),
the scalar product must be invariant so that gk·gRj = k ·Rj .
We find,
{g|τ}φαlα(k) =
1√
N
∑
Rj
eik·RjU lα;l
′
α′
g φl′
α′
(gRj + grα + τ ) =
1√
N
∑
Rj
eigk·gRjU lα;l
′
α′
g φl′
α′
(gRj + rα′ + Lα)
=
1√
N
e−igk·Lα
∑
Rj
eigk·(gRj+Lα)U lα;l
′
α′
g φl′
α′
(gRj + rα′ + Lα) = e
−igk·LαU lα;l
′
α′
g φα′l′
α′
(gk). (C5)
Returning to the “orbital” notation of the main text, we com-
bine α and lα into a single large vector with index l ≡ (α, lα).
The phase e−igk·Lα can then be represented by a diagonal uni-
tary matrix U
′
gk,L that depends on g and also on the α part of
the index l. Similarly, using the new indices, U
lα;l
′
α′
g can be
rewritten so that all indices can be taken into account at once,
leading, in vector notation, to
{g|τ}φ(k) = U′gk,LUgφ(gk). (C6)
Appendix D: Symmetry considerations for a minimal
tight-binding Hamiltonian
In this section we further clarify the above symmetry con-
cepts using a minimal Hamiltonian where we consider only
Fe-dx2−y2 and As-pz orbitals. The unit cell includes two Fe
ions and two As ions, hence the Hamiltonian is a 4 × 4 ma-
trix. For the sake of simplicity, we consider a quasi-2D sys-
tem while in reality there is a finite dispersion in the z di-
rection. The unit cell vectors are a1 = (a, 0, 0) and a2 =
(0, a, 0) and ion positions are rA−Fe = (−a/4,−a/4, 0),
rA−As = (−a/4, a/4,−h), rB−Fe = (a/4, a/4, 0), and
rB−As = (a/4,−a/4, h), where A/B label sublattices and
the origin is on the inversion center.
1. The minimal Hamiltonian and its symmetry properties
The Hamiltonian is given byH = ∑k φ†kHkφk where the
basis set is
φk ≡ {φA−Fe(k), φA−As(k), φB−Fe(k), φB−As(k)}T .
(D1)
With only nearest-neighbor hopping, the Hamiltonian, Eq. (9),
in the standard gauge is given by
d t(1 + z
∗
yk) 0 t(1 + z
∗
xk)
t(1 + zyk) p −t(1 + z∗xk) 0
0 −t(1 + zxk) d −t(1 + zyk)
t(1 + zxk) 0 −t(1 + z∗yk) p
 ,
(D2)
where t denote the nearest-neighbor hopping amplitude be-
tween As-pz orbitals and Fe-dx2−y2 . denote On-site energies
are d, p and we defined
zx/y(k) ≡ exp(−ikx/ya). (D3)
From Fig. 4 one can see that the hopping amplitude between
Fe and As has different sign for Fe-A and Fe-B. The Hamil-
tonian in the alternative gauge, H′k, is obtained from Eq. (D2)
by substituting twith t exp[−ik·(r1−r2)] where r1/2 denotes
the orbital position.
The Hamiltonian Hk is trivially invariant under identity.
Under inversion symmetry {I|000}, the wave vectors trans-
form as (kx, ky, kz)→ (−kx,−ky,−kz). The transformation
matrix for the orbitals is given by
UI =
0 0 1 00 0 0 −11 0 0 0
0 −1 0 0
 , (D4)
which gives U†IHkUI = HIk = H(−kx,−ky,−kz). Note
that the basis set transforms accordingly, φk → UIφIk.
Another symmorphic generator of the group is
{C2a|000}. Under {C2a|000} the wave vector trans-
forms as (kx, ky, kz) → (ky, kx,−kz) and the orbital space
transformation matrix is
UC2a =
−1 0 0 00 0 0 −10 0 −1 0
0 −1 0 0
 . (D5)
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FIG. 4. Schematics of a FeAs tri-layer unit cell with Fe-dx2−y2
and As-pz . Note that for As-pz only the sign of orbital’s lobe near
to the Fe-Fe plan is shown. The hopping matrix elements between
Fe-dx2−y2 and As-pz change sign by changing Fe ion. The cross
shows the inversion center.
Again the transformed Hamiltonian is U†C2aHkUC2a =
HC2ak = H(ky, kx,−kz).
The last generator of the group is a non-symmorphic sym-
metry operation, i.e., {C2y|0 120}. Under this symmetry op-
eration (kx, ky, kz) → (−kx, ky,−kz). If one does not con-
sider the extra phases induced by the half-integer translation,
then in the truncated orbital space considered in this subsec-
tion, i.e., Fe-dx2−y2 and As-pz , the orbital-space transforma-
tion matrix is the same as for inversion, Eq. (D4). Since the
wave-vector transformation is different from that of inversion
symmetry, one can immediately conclude that U†C2yHkUC2y
is not equal to HC2yk = H(−kx, ky,−kz). Due to extra
phases, in this case the correct orbital-space transformation
matrix is
U{C2y|0 12 0}(k) =
 0 0 1 00 0 0 −zy,kzy,k 0 0 0
0 −1 0 0
 , (D6)
where the extra phases appear for As-A and Fe-B that leave
the unit cell under this symmetry operation. Therefore, HC2yk
is equal to U†{C2y|0 12 0}
(k)HkU{C2y|0 12 0}(k) where, explic-
itly
U†{C2y|0 12 0}
(k)HkU{C2y|0 12 0}(k) =
H33 −z∗y,kH34 z∗y,kH31 −H32
−zy,kH43 H44 −H41 zy,kH42
zy,kH13 −H14 H11 −zy,kH12
−H23 z∗y,kH24 −z∗y,kH21 H22
 . (D7)
Here, Hij’s are matrix elements of Hk given in Eq. (D2).
For example, consider the (1, 2) component. It is given by
−z∗y,kH34 where, using H34 from Eq. (D2), it is tz∗y,k(1 +
zyk) = t(1 + z
∗
yk) = H12(−kx, ky,−kz). The above equa-
tion is also valid in the alternative gauge if one replaces the
matrix element of Hk with H′k and employs the fact that the
hopping matrix elements t exp[−ik·(r1−r2)] can be rewritten
as t exp[iC2yk ·C2y(r1 − r2)]. We now have the transforma-
tion matrices for all of the generators of the group.
Finally, we are also interested in the four-fold symmetry
that can obtained as {C+4z|0 120}. Under this symmetry the
wave vector changes as follows, (kx, ky, kz)→ (−ky, kx, kz)
and the orbital space transforms as
U{C+4z|0 12 0} =
 0 0 −1 00 1 0 0−zx,k 0 0 0
0 0 0 zx,k
 . (D8)
For {C+4z|0 120} the half-translation is in the y direction, so
L = a2 for As and Fe ions on the B sublattice and the argu-
ment of the exponential is −igk · L, which gives zx,k for the
extra phases.
2. Eigensystem of the minimal Hamiltonian
Now, let us consider the symmetry properties of the eigen-
states. In this section we focus on four-fold symmetry in the
kz = 0 plane. The eigenenergies of the Hamiltonian Eq. (9)
are17
E±±,k =
(d + p)
2
±
√
∆2 + (λxk ± λyk)2
≡ (d + p)
2
± E′±k, (D9)
where ∆ ≡ (d − p)/2 and λ2x/yk ≡ t2(1 +
zx/yk)(1 + z
∗
x/yk) = t
2[(1 + cos kx/ya)
2 + sin2 kx/ya] =
4t2 cos2(kx/ya/2). The eigenenergies have four-fold
symmetry, i.e. E±±,k (E′±k) are invariant under
(kx, ky) → (ky,−kx) since under this transformation we
have (λ2xk, λ
2
yk) → (λ2yk, λ2xk). As expected on general prin-
ciples for non-symmorphic space groups, the bands are degen-
erate on the BZ boundaries where kx = ±pi/a or ky = ±pi/a
lead to vanishing λx or λy .
By diagonalizing Eq. (9), the expansion coefficients alnk =〈φlk|ψnk〉 for Ek = (d+ p)/2− (+)E′±k at a k-point away
from the diagonals are obtained as
|a−(+)±,k〉 ∝
{− (λxk ± λyk)
(∆ + (−)E′±k)
exp(ik · rA−Fe),
± exp(ik · rA−As),
(λyk ± λxk)
(∆ + (−)E′±k)
exp(ik · rB−Fe),
exp(ik · rB−As)
}T
. (D10)
For the k-points on the primary diagonal (kx = ky) and
secondary diagonal (kx = −ky), we have the equalities
λxk = λyk and E′−k = ∆. The eigenstate with energy
E+−,k = (d + p)/2 + E′−,k for these k-points is
|a+−,k〉 ∝
{
exp(ik · rA−Fe), 0, exp(ik · rB−Fe), 0
}T
.
(D11)
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Finally, for the M = (±pi/a,±pi/a) the eigenvector of the
Ek = (d + p)/2 + E
′
+,k may be chosen as
|a−−,k〉 ∝
{
i
√
2
2
kx
|kx| , 0, i
√
2
2
ky
|ky| , 0
}T
. (D12)
The norms of the Bloch function, Eq. (D10), are equal to
〈a−(+)±,k|a−(+)±,k〉 = 2+
(λxk ± λyk)2 + (λyk ± λxk)2
(∆− (+)E′±k)2
, (D13)
which has four-fold symmetry.
The Bloch states are gauge independent up to an overall
phase. So, it does not matter whether we use the natural gauge
or the alternative gauge. Even though eigenenergies are in-
variant under four-fold symmetry, it is clear that the Bloch
functions are not. However, the Bloch functions are auxiliary
quantities and are not observable. On the other hand, an ob-
servable quantity such as the electron density n(r) is given
by
∑
nk f(nk)|ψn,k(r)|2 where f(nk) is the Fermi-Dirac
distribution function. It has four-fold symmetry because the
norm of the expansion coefficients, Eq. (D13), has this sym-
metry.
Appendix E: Symmetry of the in-plane response function of the
minimal Hamiltonian
Here we show explicitely that despite the fact that the gen-
eralized susceptibility Eq. (23) obtained from the minimal
model Hamiltonian does not have C4z symmetry for qz = 0,
the observable susceptibility at qz = 0 does. We need to
find how the observable in-plane response function transforms
under {C4z|0 120} by inspecting the symmetry properties of
Eq. (22), which includes the oscillator matrix elements. In
this section, we assume that the applied field wave-vector lies
within the BZ and set G,G′ = 0. In order to find how the
in-plane χ(q, ν) with qz = 0 transforms to χ(C4zq, ν) un-
der {C4z|0 120} symmetry, we need to transform each term in
χ(q, ν) to the corresponding term with (k,q) → C4z(k,q),
A − Fe ↔ B − Fe and invariant As ions. Note that
n,k = n,C4zk, so we focus on the transformation proper-
ties of the expansion coefficients and the oscillator matrix el-
ements in Eq. (22) and Eq. (23).
For example, consider the following contribution which in-
cludes inter-site oscillator matrix elements between Fe sites
and As
aA−As∗n,k−q a
A−Fe
m,k a
B−As∗
m,k a
B−Fe
n,k−q
×OA−As,A−Fek (q)OB−As,B−Fek (−q). (E1)
We need to sum over all kz to compute the response func-
tions, but since kz is invariant under C4z , we present for sim-
plicity the analysis for the kz = 0 case only. By comparing
|an,k〉 and |an,C4zk〉, where C4z(kx, ky) → (−ky, kx), one
can verify that the expansion coefficients of a general in-plane
k-point, Eq. (D10), satisfy
aA−Asn,k = exp(−ikxa/2)aA−Asn,C4zk,
aA−Fen,k = − exp(−ikxa/2)aB−Fen,C4zk,
aB−Asn,k = exp(ikxa/2)a
B−As
n,C4zk
,
aB−Fen,k = − exp(ikxa/2)aA−Fen,C4zk. (E2)
The negative signs in the second and fourth equations in
Eq. (E2) do not exist for momenta on the diagonals and the
band corresponding to Eq. (D11). However, in our simple
case, Eq. (E1) is identically zero for these momenta and band
index because the expansion coefficients on As sites are zero,
hence our discussion is valid in general. However, as we pro-
ceed to show momentarily, the existence of these negative
signs is essential to recover the symmetry. Therefore, any per-
turbation that causes a non-zero correction to the As expan-
sion coefficients in Eq. (E2) will break four-fold symmetry.
Under {C4z|0 120} the oscillator matrix elements, Eq. (17),
transform as (see Eq. (D8) and its discussion)
{C4z|01
2
0}OA−As,A−Fek (q)→
−OA−As,B−FeC4zk (C4zq),
{C4z|01
2
0}OB−As,B−Fek (−q)→
−eiqxaOB−As,A−FeC4zk (−C4zq), (E3)
where we used passive rotation and the iden-
tity φA/B−Ask (C
−1
4z r − τ ) = φA/B−AsC4zk (r) and
φ
A/B−Fe
k (C
−1
4z r − τ ) = −φB/A−FeC4zk (r). The negative
sign in the latter identity comes from the dx2−y2 orbital
symmetry.
By replacing Eq. (E2) for the expansion coefficients and
Eq. (E3) for the oscillator matrix element in Eq. (E1), one can
see that the signs and the extra phases cancel out and Eq. (E1)
transforms as
aA−As∗n,C4z(k−q)a
B−Fe
m,C4zk
aB−As∗m,C4zka
A−Fe
n,C4z(k−q)×
OB−Fe,A−AsC4zk (C4zq)O
B−As,A−Fe
C4zk
(−C4zq). (E4)
Hence, Eq. (E1) maps into the corresponding term in
χ(C4zq, ν) under four-fold symmetry. Clearly, the symme-
try properties of both the generalized susceptibility, Eq. (23)
or Eq. (30), and the oscillator matrix elements should be con-
sidered to obtain an in-plane four-fold response function. On
the other hand, the in-plane generalized susceptibility by itself
is not invariant under four-fold symmetry.
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