Purpose: To investigate the feasibility of accurate quantification of iodine mass thickness in contrast-enhanced spectral mammography. Materials and methods: A computer simulation model was developed to evaluate the performance of a photon-counting spectral mammography system in the application of contrast-enhanced spectral mammography. A figure-of-merit (FOM), which was defined as the decomposed iodine signal-tonoise ratio (SNR) with respect to the square root of the mean glandular dose (MGD), was chosen to optimize the imaging parameters, in terms of beam energy, splitting energy, and prefiltrations for breasts of various thicknesses and densities. Experimental phantom studies were also performed using a beam energy of 40 kVp and a splitting energy of 34 keV with 3 mm Al prefiltration. A twostep calibration method was investigated to quantify the iodine mass thickness, and was validated using phantoms composed of a mixture of glandular and adipose materials, for various breast thicknesses and densities. Finally, the traditional dual-energy log-weighted subtraction method was also studied as a comparison. The measured iodine signal from both methods was compared to the known value to characterize the quantification accuracy and precision. Results: The optimal imaging parameters, which lead to the highest FOM, were found at a beam energy between 42 and 46 kVp with a splitting energy at 34 keV. The optimal tube voltage decreased as the breast thickness or the Al prefiltration increased. The proposed quantification method was able to measure iodine mass thickness on phantoms of various thicknesses and densities with high accuracy. The root-mean-square (RMS) error for cm-scale lesion phantoms was estimated to be 0.20 mg/ cm 2 . The precision of the technique, characterized by the standard deviation of the measurements, was estimated to be 0.18 mg/cm 2 . The traditional weighted subtraction method also predicted a linear correlation between the measured signal and the known iodine mass thickness. However, the correlation slope and offset values were strongly dependent on the total breast thickness and density. Conclusion: The results of this study suggest that iodine mass thickness for cm-scale lesions can be accurately quantified with contrast-enhanced spectral mammography. The quantitative information can potentially improve the differential power for malignancy.
INTRODUCTION
In recent decades, early detection of breast cancer has been substantially improved through technical advances in digital mammography.
1,2 However, it has been shown that digital mammography is less sensitive in detecting tumors with dense breasts. 3 In addition, mammography's positive predictive value remains as low as 20%, [4] [5] [6] [7] [8] which contributes to the large number of false-positive findings in biopsies recommended after mammography. It has been reported that up to 60% of women undergoing annual screening mammography over 10 yr will have at least one false-positive mammography result. 9 ,10 Conventional mammography's limited specificity can subject many healthy women to unnecessary additional radiation or needle biopsies and increase healthcare costs. To address this limitation, complementary breast imaging techniques, such as breast tomosynthesis 11, 12 and breast computed tomography (CT), [13] [14] [15] [16] have been investigated to increase lesion detectability, especially for dense breasts. However, the ability to differentiate benign from malignant lesions may be fundamentally limited by small differences in X-ray attenuation coefficients of tumors and normal breast tissues. 17 A potential solution in breast cancer diagnostic work-up is contrast-enhanced imaging, which characterizes breast lesions by examining neoangiogenically induced vascular changes and has demonstrated encouraging results in detecting breast cancer. [18] [19] [20] Contrast-enhanced spectral mammography has been recently introduced into clinical practice for diagnostic breast imaging. Due to the requirement of contrast injection, it is typically not used for general breast screening. However, studies have suggested promising future applications in diagnostics, therapy follow-up, and 'high-risk' patient screening. [21] [22] [23] Clinical studies have suggested that the lesion detection capability is significantly superior for contrastenhanced mammography than conventional mammography and ultrasound using BI-RADS lexicon in the diagnostic workup. 24, 25 A recent study suggested that when used with conventional mammography, contrast-enhanced mammography was able to increase the sensitivity in detecting malignancies from 78% to 93%. 25 Despite this notable improvement in sensitivity, the specificity for the probability of malignancy remains about the same as conventional mammography, which is approximately 50% to 68%. 25, 26 To address the relatively poor specificity, one needs to establish the correlation between the quantitative information from contrast-enhanced mammograms and the pathological parameters of malignant lesions. However, standard contrastenhanced spectral mammography technique relies on the weighted log subtraction of the dual-energy images. 27 This method is effective in minimizing the background anatomical noise, which improves the sensitivity in lesion detection. However, due to the polyenergetic nature of the x-ray spectrum, the linear subtraction method cannot adequately address the nonlinear process during dual-energy imaging, such as beam hardening and scatter. As a result, it has very limited accuracy in quantitative analysis. In addition, due to the signal superposition in mammography, the background breast tissue contributes to a large portion of the subtracted signal, which may vary substantially depending on the breast thickness and density. Therefore, the quantitative information is not readily available for the comparison among different lesions. There are few studies that investigate this issue based on clinical data. In a very recent study involving 174 women, 28 the relationships between enhancement in contrast-enhanced spectral mammography and blood vessel density, lymphatic vessel density, and other related parameters obtained from immunohistochemistry were assessed. The authors reported that the sensitivity of detection of malignant lesions for contrast-enhanced spectral mammography was 100%, while the specificity remained at 39%. The immunohistochemistry results suggested that blood vessel density is an excellent biomarker to differentiate between malignant and benign lesions. However, the correlation between enhancement in contrastenhanced spectral mammography and the blood vessel density was relatively poor with a Spearman's correlation coefficient of 0.357. 28 This is likely due to the difficulty of quantitative characterization on enhancement with the projection images using current method. In addition, enhancement observed in contrast-enhanced mammography may also be related to functional parameters such as vessel permeability. 29 Thus, these findings suggest clinical applications in quantitative contrastenhanced spectral mammography, for which an accurate measure of the iodine mass thickness inside the lesion can be provided for breasts of various thicknesses and fibroglandular tissue densities. This quantitative metric is expected to correlate strongly with the pathological parameters of lesions such as vascular density, permeability, and perfusion. It can potentially serve as an imaging biomarker to improve the differentiation power for malignancy.
Contrast-enhanced spectral mammography requires the acquisition of two independent images at low-and high-energy windows. The traditional approach is based on the dual-kVp method, where two exposures are made sequentially with a minimal delay time. 20 Recent advances in spectral mammography systems based on Si-strip photon-counting detectors offer the capability to acquire dual-energy images simultaneously within a single exposure. [30] [31] [32] [33] [34] This is achieved through the photon-counting detectors, which can sort incoming photons according to their energies. In addition, the photon-counting spectral mammography system has a scanning multislit geometry that can eliminate the scattered radiation. 32 The effective scatter rejection not only reduces the radiation dose to patients but also improves the accuracy in quantitative material decompositions. An energy-resolved photon-counting spectral mammography system was used in this study. In contrast-enhanced mammography, the primary imaging task is to maximize the signal from iodinated contrast agent, which has a k-edge at 33.2 keV. Thus, it will be favorable to use much higher beam energy and thicker prefiltration than what is used in the conventional mammography, in which a softer beam is commonly used to optimize the contrast between soft tissues in low energy. Thus, it is necessary to investigate the feasibility of optimizing the x-ray spectra that is used for contrast-enhanced spectral mammography.
In this article, we will first evaluate the optimal imaging parameters, in terms of beam energy, splitting energy, and prefiltration, for a photon-counting spectral mammography system toward the application of contrast-enhanced spectral mammography. A set of imaging parameters was suggested in a previous study. 35 However, we will provide a more comprehensive simulation study, which investigates the effects of breast thickness and density, and explores the potential gain beyond the hardware limitations from the current system. Secondly, as the main focus of the study, we will present a novel method to accurately quantify iodine mass thickness signal in contrast-enhanced spectral mammography using the optimal imaging parameters predicted in the previous simulation studies. Phantom studies have been designed to evaluate the accuracy and precision of the proposed technique with respect to the ground truth. For comparison, the results from the conventional weighted subtraction method will also be presented. Finally, the potential application of the proposed quantification method will be discussed.
MATERIALS AND METHODS

2.A. Analytic simulation model
A previously reported analytical model was modified for simulation of contrast-enhanced spectral mammography. 36 The simulation traces the emission of photons from the x-ray source, their attenuation through the patient, and subsequent absorption in the detector. From this ray tracing, the x-ray attenuation coefficients of a given breast composition were calculated for both low-and high-energy bins, as were the recorded detector signals and their uncertainties due to quantum noise. These quantities were used to further calculate additional figures relevant to dual-energy material decomposition, such as the dual-energy decomposed iodine signal and noise.
The simulation used polyenergetic x-ray spectra from a tungsten-anode x-ray tube, which were generated by the TAS-MIP code. 37 We varied the beam energy from 20 to 120 kVp in intervals of 1 kVp. The upper limit of the beam energy selection is far beyond the traditional energy range for mammography. However, the range of the simulation was selected to first evaluate the global maximum, while allowing the parameters to change freely within a relatively large range. The simulation will then determine a practical maximum after considering the current hardware limitations, and evaluate the benefit-to-cost profile for this specific imaging task. The splitting energy, defined as the high-energy threshold that separates low-and high-energy photons, is an essential imaging parameter for spectral imaging using photon-counting detectors. This is especially true for contrast-enhanced spectral mammography, due to the presence of the iodine kedge at 33.2 keV. In the simulation, the splitting energy increased from 10 keV to the maximum value in a given spectrum with a step of 1 keV for each beam energy. The effective prefiltration, which includes the attenuation from the filter and compression paddle, was simulated using an Al filter. The initial effective Al filter thickness was set at 0.75 mm, which matched the equivalent prefiltration in the conventional spectral mammography system. The effect of prefiltration was studied by increasing the Al filter thickness up to 3 mm, which sets the upper limit for tube loading considerations.
The breast was modeled as a mixture of the adipose and mammary gland tissues with a breast density of 30%, which is close to the most recent estimates of clinical breast density. 38 Breast thickness varied from 2 to 8 cm, which covers the clinical range for compressed breasts. A 4-mm iodine signal with concentrations ranging from 2 to 8 mg/ml, which have been found reasonable for tumor uptake, 19, 35 was used to simulate a lesion.
The simulated detector was a Si-based photon-counting detector. The detector response function was assumed to have an ideal energy resolution without the presence of pulse pileup or charge sharing. The quantum detection efficiency (QDE) of the detector was estimated from the x-ray attenuation property of a 3.6-mm-thick Si crystal, which is consistent with the effective thickness of the Si-strip detector in the spectral mammography system. No additive electronic noise was included in the simulation, due to the nature of photoncounting detectors. Effects from x-ray scatter were not included in the simulation due to the effective scatter rejection from the multislit geometry.
For each imaging protocol, i.e., the combination of beam energy, splitting energy, and prefiltration, the dual-energy signal-to-noise ratio for iodine (SNR I ) was solved analytically using the attenuation coefficients of glandular, adipose, and iodine, the known total breast thickness, and the SNR of lowand high-energy images. 37 Using a previously developed analytical method for three-material decomposition, 39 the iodine SNR was calculated from the uncertainty in the decomposed basis material thickness measurement. As the signal is normalized to the known input of iodine thickness, the SNR is basically calculated from the variance in thickness measurement. The detailed derivation of the thickness variance can be found in previous reports. 39, 40 Mean glandular dose (MGD) was calculated using previously reported data generated from the Monte Carlo simulations for each thickness and density combination used in the simulation. 41, 42 Finally, a figure-of-merit (FOM) was calculated to optimize the dualenergy SNR with respect to patient dose, and was defined as:
This definition permits an easy comparison of the image qualities of the different configurations. The simulation was first performed with 0.75-mm Al prefiltration for breasts with different thicknesses in the range 2-8 cm with a fixed density of 30%. The optimal image parameters were determined by maximizing the FOM. The second simulation was based on a 4 cm breast with 30% density, and investigated the optimal imaging parameters when the Al prefiltration increased from 0.75 to 3 mm.
2.B. Spectral mammography system
A spectral mammography system (MircoDose SI L50, Phillips Inc.) was used in the experimental studies. The system is based on Si-strip photon-counting detectors, which are able to register individual photons and sort them into the low-and high-energy bins according to their energies. The system consists of a tungsten-anode x-ray tube, an Al filter, a pre-and a postcollimator, and the Si-strip photoncounting detector unit, which are all mounted on a common arm that can rotate around the center of the source, allowing the collimators and the photon-counting detector to scan relative to the compressed breast. The detector's energy resolution at the mammography energy range is approximately 5 keV at full width half maximum (FWHM). 43 The electronic readout noise is effectively eliminated by proper selection of the background threshold, which improves detection efficiency, especially for low-dose applications. A multislit collimator shapes the beam to match the detector, and a two-dimensional image is generated when the beam and detector are scanned relative to the breast. The scanning multislit technique helps to eliminate scattered radiation, which remains a major limitation for charge-integrating flatpanel detectors. A previous study suggests that the scatter to primary ratio (SPR) for this geometry is expected to be less than 6% for phantom thicknesses ranging from 3 to 7 cm at various tube voltages. 31 More details about the spectral mammography system can be found in a previous publication. 36 
2.C. Theory for quantitative contrast-enhanced spectral mammography
Previous studies have addressed the fundamental physics for contrast-enhanced spectral mammography. 20, 35 In general, contrast-enhanced mammography involves three basis materials: adipose, fibroglandular, and iodine. With dualenergy imaging, it would normally be impossible to accurately measure the thickness of these three basis materials simultaneously, due to the lack of an additional constraint. Therefore, the current contrast-enhanced spectral mammography technique, using weighted dual-energy subtraction method, aims to improve the detectability of the iodine signal by eliminating the background anatomical noise. However, the resulting iodine signal may not have a direct correlation with the true iodine mass thickness in the lesion. This study proposes a simple method to establish this correlation, so that the enhancement of a lesion can be quantified using iodine mass thickness.
Using a two compartment model for breast, the logarithmic signal (I) of normal breast tissue in mammography can be written as a combination of adipose (a) and glandular (g) contents:
where l and t are the energy-dependent X-ray attenuation coefficient and the effective thickness for each type of tissue, respectively. L and H denote the low-and high-energy images, respectively. After contrast administration, iodine also contributes to the measured signal (I 0 ), if it is presented in a lesion. However, the additional iodine volume is very small, so we can approximate that the original breast tissue composition remains intact, i.e.,:
Here, the effective thicknesses of glandular and adipose tissues (t g and t a ) can be assumed to be the same as those in Eq. (2) before contrast injection. We have previously demonstrated that dual-energy/spectral mammography can be used to solve for Eq. (2), resulting in an accurate quantification of glandular and adipose tissue thicknesses. 36, 44, 45 At the same time, by adding the thickness images of both glandular and adipose tissues, a total breast thickness (T) image can be obtained, where the density component is completely removed from the image. The signal (S) on this thickness image can be written as:
This allows the elimination of the background anatomical noise induced by the contrast between glandular and adipose tissue, and resulted in a slowly varying thickness profile of the breast. For a compressed breast, a large portion of the pixels will have approximately the same value, while T gradually decreases toward the periphery. When iodine is present during the dual-energy decomposition, the third term in Eq. (3) will introduce an additional signal in the decomposed thickness image. The total attenuation of iodine will be decomposed into the two basis materials, resulting in contrast-based thicknesses of glandular (t g 0 ) and adipose (t a 0 ). For a given input spectrum, breast thickness, and density, the effective attenuation of iodine (l i ) can be written as a linear combination of glandular and adipose:
where x 1 and x 2 are dual-energy decomposition coefficients for the selected basis material. Therefore, the correlation between the true iodine thickness (t i ) and the contrast-induced thicknesses of glandular (t g 0 ) and adipose (t a 0 ) for a given attenuated spectrum can be written as:
In this context, the measured enhancement in the decomposed thickness image is expressed as:
This simple model predicts the following conclusions. First, from Eq. (7), it is observed that the measured enhancement in the dual-energy decomposed total thickness image is linearly related to the true iodine thickness for a given spectrum. Second, the offset of this linear correlation is the physical breast thickness, or the thickness measured on unenhanced breast tissue. Finally, the slope (s) in this correlation is not a constant. It depends on the attenuation spectrum, which is a function of input spectrum, breast thickness, and density. Unlike conventional mammography where imaging protocol varies significantly depending on breast compression thickness, the imaging parameters of contrast-enhanced mammography may be almost independent of breast size, as suggested by our simulation results. Thus, the slope can be treated as a function of breast thickness (T) and density (D). If a definite function or a lookup table can be generated, which accurately predicts the slope (s) in Eq. (7) from the measurements of breast thickness (T) and density (D), the enhancement in dual-energy decomposed image can then be converted into true iodine thickness. Following our previous calibration method for breast density quantification, we will use a nonlinear rational function to characterize this correlation. 36 This function has been validated in previous dual-energy breast density quantification studies, which have demonstrated its accuracy for nonlinear surface fitting.
In summary, the true iodine thickness (t i ) can be expressed as a function of the enhancement in the total breast thickness image (S), the breast thickness (T), and density (D) at the site of enhancement. Although S can be easily obtained, it is impossible to directly measure T and D, as the pixel value at the site of enhancement is the combination of unenhanced tissue thickness and contrast-induced thickness signal. To mitigate this issue, we will use the tissue thickness and composition measurements from an adjacent area where no contrast enhancement is observed. One assumption used here is that the iodine uptake in the normal tissue is much less, comparing to that in a lesion, and the small uptake in the normal tissue can be canceled out when the integrated signal on top of the lesion is subtracted by the signal from the surrounding area. In the above method, the background tissue thickness and density are used to determine the conversion slope (s). Iodine uptake in normal tissue may introduce errors in the dual-energy decomposition, which generally leads to an overestimation of the tissue thickness (T). However, the enhancement in the total breast thickness image in the lesion (S) is also affected by the normal tissue uptake below and above the lesion. If we can assume a similar normal tissue composition around the lesion, thus a similar iodine uptake in the normal tissue, the errors induced by the normal tissue uptake can be largely canceled when we derive the iodine thickness (t i ) based on the signal difference between the enhancement in a lesion (S) and the background tissue thickness (T) using Eq. (7). The conversion slope (s) is also affected by the estimation of the background tissue thickness. However, it should be noted that the error in iodine quantification induced by the deviation of the conversion slope can be largely offset by the overestimation in the enhancement signal on the lesion (S). A more detailed sensitivity analysis will be provided in the following sections to address this issue.
2.D. Dual-energy calibration
Following the method discussed in the previous section, a two-stage dual-energy calibration was used to determine the system parameters for iodine mass thickness quantification in contrast-enhanced spectral mammography. The initial calibration is identical to our previously reported dual-energy breast density calibration. 36 Glandular and adipose tissue equivalent plastic phantoms of uniform thickness (CIRS, Norfolk, VA) were used for dual-energy calibration. All phantoms had the same dimensions of 10.0 9 12.5 cm 2 . Three thicknesses (0.5, 1.0, and 2.0 cm) were available. The maximum possible thickness for each phantom material was 8.5 cm. The known breast densities were determined by the thickness percentages of the glandular phantom. The change in breast density was achieved by varying the combination of glandular and adipose phantoms. Fifteen calibration points were selected to cover the full range of clinically relevant breast thicknesses and densities, shown in Table I . 36 In addition, open-field images were acquired during the calibration and were used to produce normalized logarithm-transformed images for the attenuation estimation. The known thickness values for each type of phantom and the corresponding dualenergy attenuation measurements were fitted with a nonlinear rational function. 36 The system calibration parameters for each material were then determined separately from a nonlinear least-squares minimization algorithm. 46 In the following dual-energy decomposition process, these parameters were used to estimate the thickness values of the corresponding phantoms, with the measured dual-energy signals. A more detailed description of this calibration step can be found in a previous report. 36 The initial dual-energy breast density calibration allows for accurate quantification of total breast thickness and density. Both figures are important for the secondary calibration, which aims to predict the correlation between the conversion slope (s) in Eq. (7) and breast thickness and density. This step was completed using iodine disk phantoms with volumetric concentrations of 2, 2.5, 5, 7.5, 10, and 20 mg/ml of iodine. The iodine disk phantoms have a height of 5 mm, which were customized from iodine inserts of a commercial dual-energy CT phantom (Gammex, Inc., Middleton, WI, USA). The iodine disks were embedded in an adipose slab with uniform thickness of 5 mm, so that the total thickness was constant across the phantom. Six iodine phantoms of various concentrations were imaged in combination with the glandular and adipose slab phantoms used in the initial breast density calibration at each of the 15 calibration points, yielding a total of 90 measurements. Dualenergy images of the iodine disks were decomposed using the system parameters obtained from the initial breast density calibration. The total thickness image and the density image were calculated using the decomposed glandular and adipose thickness images. For each of the 15 calibration points with a distinct phantom configuration in terms of total thickness and density, the signal from the total thickness images for each iodine disk was measured and plotted as a function of the known iodine mass thickness. A linear fitting was performed for each dataset to derive the offset and the slope values, shown in Table I . The slopes and the known background phantom configurations in terms of total thickness and density were then substituted into Eq. (8) to determine the fitting parameters (a 0 , a 1 ,. . .) using a leastsquares minimization algorithm. 2.E. Validation study using BR3D phantoms
To validate the proposed method, phantom studies were designed using a mammographic phantom with a heterogeneous pattern (BR3D, CIRS, Norfolk, VA, USA) as the background to simulate the anatomical noise in clinical mammograms. The BR3D phantom is constructed with a swirled pattern of adipose and glandular tissue equivalent materials with an overall 50-50 ratio. The random swirling pattern varies the local glandularity depending on the position of the phantom. The iodine phantoms used in the calibration, with an addition of a 15 mg/ml disk, were imaged with the BR3D phantoms of various thicknesses, ranging from 2 to 5 cm. This setup allows the investigation of quantification accuracy as a function of background thickness and density. The acquired dual-energy images were decomposed using the initial breast density calibration, yielding the total thickness and density images. A ring region-of-interest (ROI) was placed near the iodine disks to measure the background thickness and density, which were used as the inputs in Eq. (8) for the estimation of the conversion slope. Finally, the iodine mass thickness was determined through Eq. (7) with the calculated slope and offset values.
To compare with the conventional approach in contrastenhanced spectral mammography, a dual-energy log-subtraction method, using a weighted linear combination, was also performed on the validation images. 35 The proper weighting factor was determined based on the following equation:
where the low-and high-energy attenuation coefficients of the glandular and adipose phantoms were obtained through a system calibration using the same dataset from the initial breast density calibration. Signals from the iodine disks were measured in the dual-energy subtracted images for each background phantom thickness. The contrast-to-noise ratio (CNR) was measured on the dual-energy decomposed images using circular ROIs, which are approximately 1.5 cm in diameter. The mean and standard deviation of the ROIs placed on the iodine disks and the BR3D background were recorded. The CNR was calculated using the following equation:
where S I and S B were the mean signal in iodine and background ROIs, and r B was the standard deviation in the background ROI. All phantom images were acquired at 40 kVp and 7.5 mAs. The splitting energy was set at 34 keV. Additional 3 mm Al filter was added to the existing system. The exposure of the system at these settings was carefully measured using an ion chamber (Model 2026C, Radcal Corporation, Monrovia, CA, USA). The exposure level used in this study corresponded to an estimated MGD of approximately
2.F. Statistical analysis
The calculated iodine mass thickness obtained from the dual-energy decomposition was compared to the known values of the iodine disks. Linear regression analysis was performed to characterize the correlation between the measured and the known values. The absolute error in mass thickness was calculated for each iodine phantom at every breast phantom thickness. Root-mean-square (RMS) error was used to quantify the accuracy of the measurements. The precision of the technique, which is defined as the variance induced by changes in breast thickness and density, was also calculated for each iodine mass thickness.
A sensitivity study was designed to address the potential uncertainty in thickness estimation induced by normal tissue iodine uptake. As it is generally difficult to accurately estimate the uncertainty, we simply assumed a percent error in thickness estimation, which ranges between 5 and 40% for a 4 cm background, yielding a thickness uncertainty between 2 to 16 mm. The affected conversion slopes were calculated based on each percent error level of the background thickness. In the mean time, it is assumed that the normal tissue uptake is the same for tissues around the lesion, and the same percent error level was assigned for the enhanced signal in the lesion. Finally, for each level of percent error in background thickness, the iodine quantification error was derived using the RMS error of a set of iodine mass thickness in the range of 1 to 10 mg/cm 2 . The correlation between iodine quantification error and the background thickness uncertainty was studied.
RESULTS
The 2D contour plot of the FOM as a function of the beam energy and the splitting energy for the investigated photoncounting spectral mammography system is shown in Fig. 1 . The simulation was carried out for a 4-cm-thick breast with breast density of 30%. A prefiltration of 0.75 mm Al was used, which matched the equivalent prefiltration of the clinical spectral mammography system. The optimal imaging protocol, which leads to the highest FOM, can be found at a beam energy of 45 kVp with a splitting energy at 34 keV. A more detailed analysis is shown in Fig. 2 , where the FOM is plotted as a function of the splitting energy for various beam energies, including 38, 40, and 45 kVp. Here, all FOM values were normalized by the maximum at 45 kVp. It can be seen that the simulated FOM values depend strongly on the selection of the splitting energy. The curves peaked at 34 keV, noted by the dashed line in the plot, and decreased abruptly on both sides, for all tube voltages. However, FOM is relatively insensitive to the beam energy. It was only reduced by approximately 7% when the tube voltage decreased to 40 kVp, which is the maximum beam energy of the investigated spectral mammography system. The FOM simulations were performed for breasts of different thicknesses with a fixed breast density at 30%. As shown in Fig. 3(a) , in general, FOM decreased as the breast became thicker. The optimal beam energy varied slightly from 46 to 44 kVp, while the splitting energy remained at 34 keV. The effect of prefiltration was also simulated for a 4 cm breast with 30% density, as shown in Fig. 3(b) . As the Al filter thickness started to increase from 0.75 mm, the iodine detection efficiency improved monotonically. This is most attributed to the improved dose efficiency in the FOM calculation. At the same time, the optimal tube voltage decreases toward 42 kVp. This is also expected, as a narrow spectrum around the k-edge of iodine would provide the best discrimination power between iodine and breast tissue.
The unattenuated spectra at 40 kVp with 0.75 and 3 mm Al prefiltrations are shown in Fig. 4 , along with the latter one after being attenuated by thin, average, and large breasts. The two unattenuated spectra were normalized to their maximum intensities. The above simulation results suggested that, compared to conventional mammography, higher tube voltages are preferred for contrast-enhanced spectral mammography. More importantly, the setting of the high-energy threshold, which serves as the splitting energy, needs to match the k-edge of iodine. Due to hardware limitations, the experimental system has a maximum tube voltage of 40 kV. However, the loss in FOM due to this reduction in beam energy is only a few percentages. Furthermore, this FOM loss can be compensated by increasing the Al filter thickness. These findings provided critical guidelines for the following experimental study.
The dual-energy calibration process is shown in Fig. 5 and the primary results are summarized in Table I . After dual-energy data acquisition, the images were converted into thickness and glandularity maps using a previously reported breast density quantification method.(citation) The thickness signal of iodine targets measured on a 4 cm background is plotted as a function of iodine density in Fig. 5(a) . A linear correlation can be derived from this dataset as one would expect from Eq. (7). For all the background thickness and density combinations used in the calibration, the slope and the offset of the linear fitting were recorded in Table I . For all 15 calibration points, the linear correlation coefficients (r 2 ) for this fitting are above 0.99, suggesting a reliable linear correlation between the decomposed thickness signal and the known iodine mass thickness as predicted in Eq. (7). It can be noted that the conversion slope varied from 0.8 to 1.3, depending on the background phantom configuration. The uncertainties in the fitted slopes ranged between 0.01 and 0.02 cm 3 /mg. In general, the slope increased as the attenuation of the background phantom increased. For thinner background, this trend appeared noisy, due to the larger relative errors in dual-energy decomposition for the total thickness estimation, which is consistent with previous reports. 36 As shown in Eq. (7), the offset values should match the total thickness of the phantom. Considering the 5 mm additional thickness of the iodine phantom on top of the background thickness, the fitted offset values agreed closely with our prediction. As shown in Fig. 5(b) , the known background thickness and density, along with the measured conversion slopes, were used in the secondary calibration using Eq. (8) to find the system parameters. With the surface function shown in the plot, the conversion slope can be determined for any mammogram, as long as the breast thickness and density can be measured using dual-energy decomposition.
A photo of the iodine insertion and the BR3D background phantoms is shown in Fig. 6(a) . The log-transferred phantom images for contrast-enhanced spectral mammography are also shown in Fig. 6 , which compares the conventional singleenergy mammogram (b), the dual-energy decomposed total thickness image (c), and the traditional weighted subtraction image (d). The large iodine disk phantoms shown in these images have mass thickness of 2.5 and 10 mg/cm 2 . As all three images were obtained from a single exposure, the radiation dose was exactly the same. It can be seen that the dualenergy decomposition greatly suppressed the anatomical noise in the background. This is particularly true for the proposed nonlinear calibration method (c), while some background noise still remains in the linear subtraction method (d). The uniform background significantly improves the visibility of the iodine signal, especially for small targets with low iodine thicknesses. When comparing the two dual-energy decomposition techniques, due to its limited capability in suppressing noise and its relatively poor accuracy in estimating thickness, the linear subtraction method failed to detect an iodine thickness of 2.5 mg/cm 2 even for a large disk. This is mostly due to the small signal difference between the iodine and the background. The CNR of the large iodine disk phantoms with various iodine mass thicknesses is plotted in Fig. 7 . As compared to the standard single-energy image, the proposed dual-energy decomposition improved CNR by a factor of 2 on average. The linear log-subtraction method does not gain much in CNR comparing to single-energy image. This is not only because of the small signal difference after log subtraction but also due to the remaining structural noise in the background which was not completely removed using the linear method.
Using the proposed methods, the iodine mass thicknesses were determined in the validation phantom study and compared to the known values in Fig. 8 . The iodine disks in this measurement were placed randomly at different locations on BR3D phantoms so the background density varied from approximately 10% to 75% and the total breast thickness varied from 2 to 5 cm. Thus, there were four measurements for each iodine mass thickness value, and those measurements were made at different breast thicknesses and densities. The mean and the standard deviation of these four measurements were calculated and shown in Fig. 8 as the solid squares and the error bars, respectively. A linear fitting between the measured and the known iodine mass thickness values resulted in a slope of 1.01 and an offset of À0.18 mg/cm 2 . The Pearson's r was estimated to be 0.99. Compared to the known values, the RMS error was estimated to be approximately 0.20 mg/ cm 2 , which characterized the accuracy of the proposed quantification technique. The precision was characterized by the average standard deviation of each measurement, which was estimated to be 0.18 mg/cm 2 . The results using the traditional weighted log-subtraction method are also shown in Fig. 9 for comparison. With an optimal weighting factor, the linear subtraction method was also able to largely remove the background noise in the dualenergy log-subtracted image. The signal measured on the subtracted images was found to be linearly correlated with the known iodine mass thickness. However, as the background phantom thickness varied, this correlation changed systematically. As the subtracted signal does not have physical meaning, we presented the results in terms of CNR as a function of the known iodine mass thickness, so that the variation induced by background thickness has been removed. As shown in Table I , the conversion slope depended strongly on the background phantom thickness. For example, when thickness increased from 2 to 5 cm, the slope increased by a factor of approximately 1.5. The conversion slope, which is used to calculate the final iodine thickness in a lesion, can be affected by the potential uncertainty in background tissue thickness estimation due to iodine uptake. However, the error induced by normal tissue uptake is not a trivial calculation in this method because the total enhancement signal (S) in the lesion is also affected by the normal tissue uptake. The result of the sensitivity study is shown in Fig. 10 . In general, the error in iodine quantification increases as the background thickness error goes up. However, even with an uncertainty of 40% (16 mm) in background thickness, the iodine quantification error was approximately 0.45 mg/cm 2 , which corresponds to 9% for the averaged iodine mass thickness used in the study (5 mg/ cm 2 ). Another approximate estimation of the potential error can be made using the experimental results from the phantom study. The measurements from 1.25 and 2.5 mg/cm 2 iodine phantoms can be used to simulate the background with normal tissue uptake and the lesion in the clinical situation, respectively. 19 Note that the same iodine uptake should be assumed in the normal tissue above and below the lesion. Therefore, the actual mass thickness of iodine in a lesion was approximately 1.25 mg/cm 2 . The conversion slope can now be calculated using the total thickness measured on top of the 1.25 mg/cm 2 iodine phantom, representing the potential normal tissue uptake in the background. The final iodine mass thickness in the lesion phantom derived using the proposed method was determined to be 1.1 mg/cm 2 , which was in a reasonable agreement with the expected value of 1.25 mg/ cm 2 . Therefore, it can be concluded that the influence of normal tissue uptake can be largely ignored in most cases.
DISCUSSIONS
In this study, we investigated the feasibility of quantitative characterization of the signal enhancement in contrastenhanced spectral mammography using a photon-counting spectral mammography system. The selection of the imaging parameters, including tube voltage, splitting energy, and prefiltration, has been optimized in a computer simulation. A phantom study was then conducted using the predicted optimal imaging parameters to validate the proposed quantification method for iodine mass thickness. Current contrastenhanced spectral mammography technique uses weighted linear log subtraction to minimize the background anatomical noise. 20 However, the linear model is developed based on a monoenergetic input spectrum. The polyenergetic nature of the x-ray spectra used in clinical mammography results in a nonlinear system, where the background noise may not be completely removed using the linear decomposition method. 47 In addition, the conversion method does not calibrate the iodine signal with respect to its true density. As a result, the iodine-induced enhancement signal in the subtracted image depends strongly on the thickness, and the composition of the local breast tissue. As clearly demonstrated in Fig. 7 , the same enhancement may correspond to a large range of true iodine mass thicknesses, if breast thickness changes. It is possible to convert this signal into the true iodine density using a lookup table or a system calibration. Puong et al. have proposed a similar method to quantify iodine density using a polynomial fitting function, where the coefficients are determined through simulations. 48 In the proposed method, all calibrations were done with experimental phantom studies, which accounted for any nonlinear system characteristics that cannot be easily predicted in simulations, such as nonideal detector response and x-ray scatter. The proposed method shares some similarities with the work reported by Puong et al. Both methods used a nonlinear calibration function to convert the dual-energy iodine signal into true iodine density. The surface fitting function used in this study has been reported to have less fitting errors in a previous study on calcification quantification which compares Eq. (7) to polynomial functions. 49 The main innovation of this study lies in the first step of dual-energy decomposition, where the low-and high-energy signals were decomposed into breast thickness and density images, both of which are critical parameters for the accurate quantification of iodine density. All previous methods generally lack a reliable way to measure local breast thickness and density at the site of a lesion. They rely on either compression paddle readings or assumptions about the shape model. Uncertainties in the thickness estimation will result in large errors in iodine density quantification, as we have shown in this study. On the other hand, we have demonstrated in the past that local breast thickness and density can be accurately measured using dual-energy mammography for normal breast tissue without the presence of iodine. This information obtained from normal breast tissue surrounding the iodine-enhanced lesion provides a more reliable estimation of the local breast characteristics. Although current contrast-enhanced spectral mammography techniques may have a reasonable contrast between iodine-enhanced lesion and breast background, it lacks the ability to quantitatively measure iodine density with the desired accuracy and precision. Previous studies have suggested that the contrastinduced enhancement can correlate with certain physiological parameters, such as blood volume and blood vessel density, which are good biomarkers for the differentiation between malignant and benign lesions. 28 Thus, it is necessary to accurately quantify the contrast-induced enhancement, so that this image-based quantitative metric can be used to improve the specificity in breast cancer diagnosis. The proposed quantification method has been tested using breast phantoms with inhomogeneous background patterns. The results suggested that iodine mass thickness can be accurately measured with an estimated error of 0.2 mg/cm 2 . The accuracy of the measurement does not depend on breast thickness or density. It is thus potentially possible to standardize the contrast enhancement for lesions that appear at different locations in a breast, or those found among different patients. An accurate measurement of the iodine mass thickness, with estimation of the lesion volume from multiple mammography views or reconstructed tomosynthesis slices, can potentially be used to derive blood volume and vessel density inside lesions. Therefore, the neoangiogenically induced vascular changes may be characterized using the proposed quantitative contrast-enhanced spectral mammography. It should also be noted that the application of the proposed method is not limited by the use of the investigated photon-counting spectral mammography system. It can be readily applied to any dualenergy images acquired from conventional mammography systems through a dual-kVp technique.
The goal of our simulation study was to predict the optimal imaging parameters and to understand the loss in FOM due to hardware limitations. To this end, the simulation used most of the hardware settings from a clinical system. In the final result, the optimal tube voltage is slightly less than what has been published for a different mammography system. 20 This is mostly due to the fundamental differences in the detector technology. With the current photon-counting spectral mammography system, the effective attenuation length of the Si-strip detector is approximately 3.6 mm. For highenergy photons, the detection efficiency decreases rapidly as a function of increasing energy. Therefore, the simulated FOM may not benefit much from high beam energies. In the meantime, the employed photon-counting detector separates the low-and high-energy photons in a manner different from the traditional charge-integrating system. With very limited spectra overlap due to the finite-energy resolution of the detector, the FOM will be maximized if the spectrum can be centered around the k-edge of iodine, so that the effective energies in the low-and high-energy spectra are as close to 33.2 keV as possible. This accounts for the fact that when thicker Al filter was introduced, the optimal beam energy was reduced. For an energy-resolved photon-counting mammography system, both low-and high-energy images are acquired within a single exposure. The selected prefiltration material needs to provide a balance between the low-and high-energy photons around the k-edge of iodine. From this point of view, Al is more favorable than other filter materials, such as Mo, Rh, and Cu. The simulation also suggested that the FOM decreased for thicker breasts due to increased dose. One possible solution to improve the FOM is to increase Al filter thickness for thicker breasts, so that a harder beam is used, in this case to mitigate the dose penalty from the lowenergy photons.
The FOM simulation suggested an optimal beam energy at 45 kVp. However, the FOM only reduced by 7% when imaging at 40 kVp, which is the current hardware limitation. The 7% reduction in FOM may not be clinically relevant in practice when the absolute value of FOM is considered. As the simulation suggested, there is a broad range of selection for the beam energy around 40 to 45 kVp. By taking advantage of a thick Al filter and the scanning slit geometry, MGD can be reduced to a very low level compared to existing chargeintegrating systems. In this case, SNR alone may be more relevant than MGD, as long as MGD follows ALARA. The optimization of SNR is not expected to be very different from that of FOM, as the technique should still be optimized toward a narrow spectrum centered on the k-edge of iodine.
In our iodine quantification technique, the iodine mass is expressed as a function of the measured enhancement signal in the total thickness image, the background breast thickness and density. The breast thickness and density information, however, cannot be directly measured in a lesion due to the presence of iodine in those pixels. Instead, we used measurements from an adjacent region surrounding the lesion. The assumption is that the total breast thickness and density in the nearby normal tissue are the same as those in the lesion region. This is a reasonable assumption for breast thickness estimations as a large fraction of the compressed breast, which is under the compression paddle, is approximately uniform in thickness. During our calibration, we have found that the conversion slope in Eq. (7) is much more sensitive to breast thickness than density. A 10% error in density and thickness estimation will lead to approximately 0.5% and 46.0% relative errors in iodine quantification, respectively. If the lesion is presented at the breast periphery, the thickness will vary continuously which may affect the accuracy of the iodine quantification. However, the variation in breast thickness can be assumed as smooth and gradual in the periphery. A ring ROI that is carefully delineated around the lesion should still be able to provide a reasonable estimation of the averaged thickness at the lesion site. A more sophisticated approach may also be applied by performing a surface fitting of the thickness signal on the lesion using the measured thickness in the ring ROI as the boundary condition.
In the phantom study, BR3D phantoms with swirl pattern were used to simulate the presence of the anatomical noise in mammography. The introduction of the random background noise with BR3D phantoms is essential to validate our assumptions and to understand the potential error in iodine quantification. However, although the BR3D phantom offers a certain type of noise structure, it is not identical to the anatomical noise in clinical images. Power spectra analysis suggested that the magnitude of the power spectra curves of the BR3D phantom was within the range of clinical images, but the power law exponent (b) was lower than the average for clinical images. 50 In particular, BR3D phantom has less low-frequency noise as compared to clinical images. 50 Studies based on clinical images for iodine quantification accuracy is currently under investigation in our group. Nevertheless, the proposed quantification method is based on averaged signal over relatively large ROIs. Therefore, the assumptions used in the method should remain approximately true for clinical images.
Finally, although the proposed method was initially developed for contrast-enhanced spectral mammography, its application is not limited to the quantification of iodine signal. In general, the same idea can be applied to quantification of other high contrast signals, such as arterial calcification. 51, 52 Studies have suggested that the presence of breast arterial calcifications on mammograms indicates a significantly increased risk of developing coronary heart disease or a stroke. 53 A quantitative measure of breast arterial calcifications through spectral mammography may be viewed as a marker for the development coronary heart disease. For a photon-counting spectral mammography system, this information can be obtained from a standard screening image using this method, without any additional cost or radiation. This method possesses a significant advantage over conventional mammography systems using charge-integrating detectors.
CONCLUSION
In summary, the optimal imaging parameters for contrastenhanced spectral mammography were evaluated using computer simulations for a spectral mammography system based on Si-strip photon-counting detectors. Phantom studies were also performed following the simulation guidelines to validate the feasibility of quantifying iodine mass thickness for breasts of various thicknesses and densities. The results show that substantial accuracy and precision can be achieved with the proposed quantification method. Unlike the current implementation of the weighted subtraction method, where the contrast-induced enhancement depends strongly on breast thickness, the proposed method can potentially be used to characterize neoangiogenically induced vascular changes in suspicious lesions. It is thus potentially possible to further improve the specificity in breast cancer diagnosis.
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