Introduction
In the past, there has been a lot of research into real-time systems and non-realtime systems, with the clear distinction between them. Mostly, research on them were done on a separate basis. This research aims at combining these two systems to form a "mixed-mode Operating system". Studies will be carried out on this combination to determine its performance as well as feasibility in implementation, particularly in the context of scheduled real-time events. The benefit will be the real-time performance at the same time full benefits of a mature and conventional GUI based non-real-time system's facilities. The end result of the research is a working model that simulates a probable mixed-mode configuration and performs measurements of the system performance. One of the greatest strengths of this system is its ability to handle devices with the accuracy of real-time systems and at the same time, have all the benefits and facilities of a matured GUI operating system which is typically non-real-time. Most direct application of this system is to serving the needs in the controlling of electronic video devices such as digital VTRs (Video Tape Recorders), computer-based digital recording systems, video switchers, and many other countless devices in the video broadcasting and editing industry. Other possible applications may be in the sports events to measure participant's times, and even managing photo finishes (for example, in Olympic 100 meters dash) and/or in the manufacturing industry whereby timings of certain predefined operations are important, such as the production of certain time-sensitive chemical by reaction (photo-production), and others.
A basic conventional system consists of basically a program to carry out the tasks, and an operating system (OS) to supply the basic low-level services needed for programs such as memory management, file management, and communication [1] . Typically, such systems have no strict timing requirements and tasks can be carried out at the convenience of the system, and having lateness in performing a particular job will not result in system errors. Most popular operating systems in the market, such as Windows XP/NT, MacOS, Linux, OS/2 as well as BeOS are not real-time [2] . Such operating systems are usually built on the layering model, whereby higher-level code is built on low-level code. This makes the operating system modular, but causes heavy penalty hits. In simple terms, real-time systems are defined as systems that are capable of responding to events within a predefined amount of time, which is usually very small. Such systems are most often custom-made to the needs of a particular application. For a real-time system to work, the time taken to process the incoming information should be less than the rate at which the information is obtained. However, real-time does not merely mean that the system must be able to complete a task within a certain time limit. It must also be able to execute the task at precise moments and must never execute a certain operation too early or too late. An example is a robot arm that picks up objects from a moving conveyor belt. If the robot arm tries to pick up an object too early, there is a possibility that the object is not there. And if the robot arm tries to pick up the object too late, it would have missed the object altogether. Both conditions result in system failures.
Mixed-mode System
Mixed-Mode Systems, a term created for use in this research, consists of a combination of Real-Time System and a Non-Real-Time System. This combination exists so that a particular application is able to control and respond to hardware devices in real-time whilst having all the facilities of a mature OS such as Windows NT which is well suited for real-time operations. However, such systems are rarely suited for immediate response to external events since the round trip from the device to the RealTime System to the Non-Real-Time System and back takes up too much time. Mixedmode systems are usually used for scheduled real-time events, or when the real-time system is able to handle some of the immediate responses without conferring to the nonreal-time system. Performance measurements on such systems usually focus on the performance between the real-time portion with the hardware itself. Less emphasis is put on the performance between the real-time portion and the non-real-time portion.
Methodology
The system setup basically consists of three units, which are the Scheduler Unit (to generate schedule of events), the Executor Unit (to execute events in real-time), and the Profiler Unit (whose task is to generate a common time base as well as measure performance), as shown in the Figure 1 
Study Method
Having the Profiler as a uniform method of measuring latency (performance), the first task is to verify that the Executor portion is truly real-time. This is done by having the Executor schedule and execute to its own set of events, while the Profiler measures the latency. Latency of 1ms or below is considered sufficiently real-time for this research project.
In the next step, comparison needs to be done against a mixed-mode system and a conventional system. Therefore, the first part of the study experiments would be conducting latency measurements on the conventional system model which schedules and executes its own events.
Finally, the mixed-mode configuration is tested, and the results are compared to that of the previous two tests. In this test, each unit performs their respective function. It is expected that the mean measured latency of the mixed-mode system will be significantly lower than the measured latency of the conventional system by several folds, and in fact, having (or at least, approaching) real-time performance.
Schedular Unit
The Scheduler in this research is used mainly to create and schedule events to be executed on the Executor. It also "executes" events (which is the task of the Executor), 
Hardware Architecture
The Scheduler is a Pentium-III based system equipped with 1GB SDRAM with two built-in 9-pin serial ports, both free for use. One of these serial ports is connected to the Executor, while the other is connected to the Profiler, via null-modem cable [3] . All communication via serial ports are done at 9600bps, no parity, 8 data bits, 1 stop bit. Besides that, an 8-bit ISA GPI card is installed inside the system to enable it to directly read the 8-bit timecodes from the Profiler [4] .
Software Architecture
The Scheduler was written using a combination of Visual Basic 5.0 and Visual C++ 5.0. Visual Basic was used for its Rapid Application Development (RAD) properties [5] . Visual C++ was used for interfacing. A DLL (Dynamic Link Library), callable from Visual Basic, was made. This DLL contained all these low-level features which Visual Basic lacked, such as a timecode-extension thread (to extend 8-bit timecodes to 32-bit by monitoring for wraparounds) and I/O port access [6] . The Schedular Software Architecture respect to component and task has been shown in the There are two basic modes of operation for the Scheduler. Firstly is the "Mixed Mode" operation. This is the main mode of interest in this research. In this mode, each of the 3 units of the system (Profiler, Executor and Scheduler) performs their respective task. Secondly is the "Normal mode" of operation. In this mode, the system does away with the need for the Executor, and instead, responds to events directly. This mode is present for comparison purposes against the "Mixed Mode" operation. Results can be viewed on screen as well as saved to disk in Comma Separated Values (CSV) format (loadable from Excel). The "Schedule Distance" slider determines "how far ahead" the event's scheduled timecode should be. The "Schedule Rate" slider determines how much time will elapse between two events that are scheduled. "Randomize Event ID" checkbox determines whether events should be scheduled in sequential order or randomized order. "Accuracy" slider works in normal mode by determining how much processor power should be dedicated to event execution.
Executor Unit
The Executor is the real-time portion of this system. Its task is basically to "execute" scheduled events accurately in real-time. Schedule of events are obtained from the Scheduler unit. The Executor comprises of the following components  An IBM PC-AT compatible machine (AMD 80486DX 40MHz).  A GPI card to read in time counter and send out signals for the events to the Profiler.  A 9-pin serial port to receive schedule of events from Scheduler.  A Real-Time-Kernel (RTK) written in Assembly & C (as a simple RTOS replacement).  An "Executor" program to handle the events, running on top of the RTOS and written using C++.
Hardware Architecture
A 80486 system at 40MHz, equipped with 8MB of SIMM RAM was used. It runs MS-DOS as its primary operating system. It has one built-in 9-pin serial port free for use. This serial port is connected to the Scheduler via null-modem cable to receive event schedules from it [7] . All communication via serial ports are done at 9600bps, no parity, 8 data bits, 1 stop bit. A 486-based system was chosen because it relatively cheap and easy to source. Furthermore, hardware and software support for this "scheduled based real-time event" architecture is aplenty. An 8-bit ISA GPI card is installed inside the system to enable it to directly read time-code from the Profiler as well as output "responses" to the Profiler unit.
Software Architecture
Being a study of mixed-mode system, a RTOS was naturally required for this research. A small real-time multitasking kernel (RTK) was written using a combination of assembly language and C++. This kernel runs on top of MS-DOS and gives the system prioritized multithreading capability. It must be noted, however, that RTK is merely a real-time multitasking kernel, not an OS by itself. It relies on MS-DOS to perform basic functionalities such as file access and memory management (QNX Software Systems) [8] . However, MS-DOS is not designed to be multi-threaded, therefore, there are certain limitations to what can be done with it [9] . The Table 2 and Figure 4 shows the Executor software architecture. The application itself is a GUI-based application (shown in the Figure 5 ) . The top portion of the screen contains large "LEDs" to display the events the Executor is There are two basic modes of operation for the Executor. The first is the RealTime Verification mode. In this mode, the performance of the Executor is verified to be real-time or not. In this mode, the Executor schedules and executes its own set of events. Results can be saved in CSV format (loadable under Excel). The second mode is the actual mixed-mode configuration. In this mode, the Executor does not create events. Instead, the Scheduler will be having this task, and the Executor will merely Execute the scheduled events at precise moments in time.
Component

Profiler Unit
The Profiler is a microcontroller-based system developed for the specific purpose of measuring the latency of the mixed-mode system in this system, which relates to the overall system performance, as well as to generate a common time base for all event schedules [10] . Being a unit of its own independent of both Executor and Scheduler, performance measurements are accurate and unbiased [11] .
Hardware Architecture
The Profiler is powered by an Intel 87C51 microcontroller with 4KB EPROM and 128 bytes of RAM, and runs at 11.0592MHz clock rate. A quartz crystal of this frequency was chosen because it gave the best settings for 9600bps serial communication shown in the Figure 6 . 
Scheduling Setup
The 87C51 was chosen because it contained built-in USART capability, many I/O ports, as well as built-in high-precision timers useful for performance measurement. An ICL232 serial transceiver was used to convert TTL voltages to RS-232 voltage levels (vice versa). This IC is essentially pin compatible with the more popular MAX232 by Maxim. A 10-segment BAR LED was also used as a simple display to ascertain the workings of the microcontroller. Of the10, only 8 of the LEDs were used, with each LED corresponding to one event ID (or one "virtual device"). An 8-bit octal buffer (74HC244) is used to drive these LEDs. Port 1 is used for timecode output. The output of this port is an 8-bit binary up counter which increments at a rate of 14.0625 times per second (derived by dividing clock rate of 11.0592MHz by 12 and by 65536), which is the 16-bit timer overflow rate. Executor's response is received from Port 0, whereby the lower 3-bits of the port denotes the event ID. Port 2 is used for LED outputs to light up the LED corresponding to the event being executed by the Executor. Serial communication within the Profiler performs no flow control whatsoever as there are only two pins available (Rx and Tx) for serial communication.
Software Architecture
The Profiler software can be broken up into foreground and background tasks. The foreground task polls Port 0 to monitor for any changes (execution of events) to measure latency. For the background tasks outputs timecodes (14.0625 times per second) and also performs the serial I/O communication. The Figure 7 shows the Profiler architecture.
Event schedules are stored in a 16-byte buffer, each element being 2-bytes scheduled timecode. The measurement results are stored in a 32-byte circular buffer which the serial interrupt clears upon transmission. During startup, the Profiler performs a simple LED POST (Power-On Self Test) that runs through all the LEDs one by one before initializing the microcontroller.
RESULT & DISCUSSION
RTK performance
Full context switch takes 14.245 s, which is a pretty good number, and in fact, on par, if not, higher than QNX's performance. Removing FPU context switching (useful when not more than a single thread uses floating-point code), RTK managed to perform context switch took in only 6.41 s. Interrupt latency was not measured for the system, as RTK does not implement soft interrupts and all interrupts are as fast as the hardware permits.
Executor-Only Performance (Real-Time Performance Verification)
Result shows in the Figure 8 , that it is impossible for the Executor to respond to immediate events (as expected). This holds true for any similar real-time systems and cannot be avoided. However, system performs well above expectation of 1ms when handling scheduled events. Average latency is 0.0391ms with variance of 0.004809.
Spikes are due to execution of GUI threads which may temporarily lock up system. (This is not a good thread to have in actual applications). As can be seen, the scheduler performs badly with scheduled events. The average latency is 14.465ms with a large variance of 36.52 ms. This is clearly unacceptable for this system's deterministic 1ms requirement. The results are the same if events are scheduled further ahead (> 1 tick), as shown in the Figure 9 .
Mixed-Mode Performance
It is expected that mixed-mode system's performance should be quite good. However, with events scheduled 1 tick ahead, the results are quite unacceptable even though half of the readings were below 1ms as shown in the Figure 10 . This is due to the propagation delay of messages from the Scheduler to the Executor and Profiler (as this delay itself is sometimes over 71ms long).
Extending the schedule-ahead time to 2 ticks ( Figure 11 ) yield much better real-time results well within the system's requirements. Occasional spikes still exists. Mean latency is 0.0430ms and variance is 0.000378.
Impact of Non-Real-Time System on Overall Performance
Under heavy load on Scheduler, the mixed-mode system configuration performs still exceptionally well, as shown in the Figure 12 . Mean latency is 0.04703ms with variance of 0.001035. Heavy loads were simulated by running many applications concurrently, as well as performing background disk access. Figure 12 -Mixed-mode performance, with heavy load on Scheduler
Significance of Schedule Time on the Mixed-Mode Performance
Having a mixed-mode system involves a "middle-man" in managing the actual hardware introduces message propogation delay. Therefore, to be truly effective, the mixed-mode system should not handle immediate events, but rather, only scheduled events. The value of the propagation delay depends on the transmission medium. With baudrate 9600 bps (line baudrate) the RS-232 gives pretty much deterministic values.
Advantages of Mixed-Mode Systems
Firstly, real-time performance is guaranteed from the mixed-mode system, even during heavy loads on the main application. Secondly, it is probably cheaper to have two normal machines to handle specific tasks rather than one fast super-machine to handle everything. Thirdly, the system, being broken up into two distinct applications with welldefined tasks makes the code easier to write.
Conclusion
Mixed-Mode operating system should be used more widely since it gives more benefits than limitations. It observed that a well-designed mixed mode system is capable to delivery in the real-time performance with all the benefits and facilities of a matured Graphic User Interface (GUI) operating system. Which is an unique advantage of this system. Most of the measurement results in the system can be, in fact, improved. It is found that mixed-mode system provides one of the best balance of real-time performance and OS features. It also makes programming simpler and easier to manage as the system is broken down and separated into distinct functional groups. The executor / RTK may undergo the following changes to further improve its performance.
 Implement soft-interrupts (so that spikes would not exist) 
