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We study 2+1 dimensional conformal field theories (CFTs) with a globally conserved
U(1) charge, placed in a chemical potential which is periodically modulated along the
spatial direction x with zero average: µ(x) = V cos(kx). The dynamics of such theo-
ries depends only on the dimensionless ratio V/k, and we expect that they flow in the
infrared to new CFTs whose universality class changes as a function of V/k. We compute
the frequency-dependent conductivity of strongly-coupled CFTs using holography of the
Einstein-Maxwell theory in 4-dimensional anti-de Sitter space. We compare the results
with the corresponding computation of weakly-coupled CFTs, perturbed away from the
CFT of free, massless Dirac fermions (which describes graphene at low energies). We find
that the results of the two computations have significant qualitative similarities. However,
differences do appear in the vicinities of an infinite discrete set of values of V/k: the uni-
versality class of the infrared CFT changes at these values in the weakly-coupled theory,
by the emergence of new zero modes of Dirac fermions which are remnants of local Fermi
surfaces. The infrared theory changes continuously in holography, and the classical gravi-
tational theory does not capture the physics of the discrete transition points between the
infrared CFTs. We briefly note implications for a non-zero average chemical potential.
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1. Introduction
A powerful method of studying non-Fermi liquid metallic systems is to apply a chemical potential to a
strongly-coupled conformal field theory (CFT) with a globally conserved U(1) charge; this allows use of the
AdS/CFT correspondence by applying the chemical potential to the dual gravitational theory [1, 2, 3, 4].
The simplest Einstein-Maxwell theory on AdS4 already captures many key features of a 2+1 dimensional
correlated metal at non-zero temperatures [1], although exposing its full low temperature Fermi surface
structure will likely require quantum corrections from monopole operators [5, 4].
In studying the charge transport properties of a correlated metal, one immediately finds that the d.c.
conductivity is infinite [1], a consequence of momentum conservation in the continuum theory: essentially
all charge-current carrying states also have a non-zero momentum which is conserved, and so the current
cannot decay. As some of the most striking experimental signatures of non-Fermi liquids are in the d.c.
conductivity, it is important to add perturbations to the holographic theory which allow momentum
fluctuations to relax to zero; such perturbations are invariably present in all condensed matter systems.
One approach is to add a dilute random concentration of impurities [1, 6, 7]: this is useful at non-zero
temperatures, but one faces the very difficult problem of understanding disordered non-Fermi liquids at
zero temperature. Another recent idea has been to include a bulk graviton mass [8, 9], but the physical
interpretation of this is not clear from the perspective of the boundary field theory.
The present paper will focus on the idea of applying a periodic potential on the continuum boundary
field theory [10, 11, 7, 12, 13, 14, 15, 16, 17]. This has the advantages of being physically transparent
and leaves open the possibility of understanding the true infrared (IR) behavior of the system. Very
interesting numerical studies of the influence of such potentials on bulk Einstein-Maxwell theories have
been carried out recently by Horowitz et al. [12, 14, 15] and Liu et al. [16]. These papers refer to the
periodic potential as a “lattice”, but we will not do so. We believe the term “lattice” should be limited
to cases where there is a commensurability relation between the period of the lattice and the density of
matter, so that there are integer numbers of particles per unit cell. Such lattices do arise in holographic
studies [18, 19, 4, 20, 21], and are linked to the condensation of monopole fields carrying dual magnetic
charges [4]. We will not consider such lattices here, and will be able to freely choose the period of the
externally applied periodic potential.
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Horowitz et al. [12, 14, 15] studied systems with a periodic chemical potential of the form
µ(x) = µ0 + V cos(kx) (1)
where x is one of the spatial directions. Their average chemical potential was non-zero, µ0 6= 0, and their
d.c. conductivity remains infinite at zero temperature (T ) even though translational symmetry is broken
[1, 6, 7]. So they had to turn on a non-zero T to obtain solutions with a finite d.c. conductivity. Conse-
quently, their system was characterized by 4 energy scales: µ0, V , k, and T . There are 3 dimensionless
ratios one can make from these energies, and each ratio can be taken independently large or small. This
makes identification of the true asymptotic regimes of various observables a very challenging task. They
obtained some numerical evidence for non-Fermi liquid scalings, but numerous crossovers have made it
difficult to precisely define the scaling regimes and to make analytic progress.
This paper will focus on the case
µ0 = 0, (2)
where the average chemical potential vanishes (but we will note implications for µ0 6= 0 in Section 4). As
we will argue below, in this case we expect a flow from the underlying ultraviolet (UV) CFT to an IR
CFT, and the d.c. conductivity is finite at T = 0. Consequently, we are also able to examine the limit
T → 0. The resulting system is now characterized by only 2 remaining energy scales, V and k, and all
physical properties are a function only of the single dimensionless ratio V/k. It is our purpose here to
describe this universal crossover as a function of V/k.
It is useful to first discuss this crossover in the context of boundary theory alone, without using
holography. As a paradigm, we will consider in Section 3 a theory of Nf Dirac fermions ψα coupled to
a SU(Nc) gauge field aµ in the limit of large Nf , as studied e.g. in Ref. [22], with the 2+1 dimensional
Lagrangian
Lψ =
Nf∑
α=1
ψαγ
µ(∂µ − iaµ)ψα (3)
Note that these fermions carry gauge charges, and so in the holographic context they correspond to the
‘hidden’ fermions of Refs. [23, 24, 25], and not the gauge-neutral ‘bulk’ fermions of Refs. [26, 27, 28, 29,
30, 31, 16]. At Nf = ∞, the gauge field can be neglected, and then this is a model for the low energy
theory of graphene [32]. The chemical potential in Eq. (1) couples to the globally conserved U(1) charge
density iψγ0ψ. Our UV CFT is therefore described by Lψ, and we are interested in the IR physics in
the presence of a non-zero V . In perturbation theory, we see that each action of V transfers momentum
k; all excitations of the UV CFT with momentum k have an energy ω > k [33], and so the perturbative
expansion has positive energy denominators. In the Nf = ∞ theory, the spectrum of the fermionic
excitations can be computed explicitly using the standard methods of solid state physics, and for small
V/k we find that the low energy massless Dirac spectrum is preserved. However, these IR Dirac fermions
are anisotropic in space i.e. their velocities are different along the x and y directions. But this anisotropy
is easily scaled away, and so we conclude that for small V/k the IR CFT is identical to the UV CFT.
The situation changes dramatically for larger V/k, as will be described in Section 3. As has been
studied in the graphene literature [34, 35, 36, 37, 38, 39, 40, 41], and even observed in experiment [42],
new Dirac zero modes emerge at certain non-zero momenta along the y direction. We will argue in
Section 3 that these emergent Dirac points are remnants of the local Fermi surfaces that appear in the
limit of small k, where we can locally regard the chemical potential as constant (in a Born-Oppenheimer
picture). In general there are ND Dirac zeros for a given V/k, where ND increases monotonically in
piecewise constant steps (and ND → ∞ as V/k → ∞). At finite Nf , we have NDNf Dirac fermions
interacting with the gauge field aµ. Each of the ND nodes has its own anisotropic velocity, and so this
anisotropy cannot be scaled by away by a change of co-ordinates. Nevertheless, we expect that under
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RG induced by the aµ exchange, these velocities will flow to a common velocity [43], and the ultimate IR
theory will be a CFT described by Eq. (3) but now with NDNf Dirac fermions. So there are an infinite
set of possible IR CFTs, accessed with increasing V/k. The discrete transition points between these IR
CFTs are described by separate low energy critical theories which are not CFTs.
Incidentally, the UV to IR flow described above appears to badly violate ‘c-theorems’ because for
ND > 1 there are many more low energy degrees of freedom in the IR than the UV. However this is
permitted because our model breaks Lorentz invariance at intermediate scales [44].
Now let us consider the same physics for a strong-coupled CFT, as described by holography, as will
be discussed in Section 2. We use the simplest possible gravitational model of a CFT with a conserved
U(1) charge, the Einstein-Maxwell theory in 3+1 dimensions
L = R− 2Λ
2κ2
− 1
4e2
FµνF
µν (4)
where Λ = −3/L2 with L with AdS4 radius of the UV theory, F = dA is the U(1) field strength, and
R is the Ricci scalar. Note that here A is the gauge field dual to the conserved boundary U(1) charge,
and is unrelated to aµ above. We will solve for the IR geometry of this theory in the presence of the
boundary chemical potential Eq. (1), by perturbative analytic methods for small V/k, and numerically
for large V/k. We find perturbatively that the IR geometry is a rescaled AdS4, with the rescaling factors
varying continuously as a function of V/k; the resulting IR theory is a CFT, but with relative changes in
the length scales associated to space and time.
We computed the frequency-dependent conductivity, σ(ω), for charge transport along the x direction,
in both approaches. In the absence of a potential, we have σ(ω) = σ∞, a frequency-independent constant,
which is a property of all CFTs in 2+1 dimensions. The notation σ∞ refers to the fact that σ(ω  T ) = σ∞
at non-zero T , and we will limit ourselves to the T → 0 limit in the present paper. The Einstein-Maxwell
holographic theory actually has σ(ω) = σ∞ at all T in the absence of a periodic potential, and this is due
to a particle-vortex self-duality [45, 46]. This self-duality is broken by the periodic potential.
Turning on a potential, we show the result at small V/k for free Dirac fermions in Fig. 1, and that
from holography in Fig. 2.
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Figure 1: Frequency-dependent conductivity at V/k = 0.5 for Nf Dirac fermions in a periodic chemical
potential. Here σ∞ = σ(ω →∞) and the Dirac CFT has σ∞ = Nf/16.
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We compare the first order perturbation to Re( ) between our numerics and the exact expression. For
quadratic extrapolation to T = 0 for ! < k, we used temperatures 4⇡T/3 = 0.4, 0.5, . . . , 0.8; for ! > k:
4⇡T/3 = 0.1, . . . , 0.5.
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Figure 2: A plot of the analytic solution from holography for Re(σ) vs. ω in the perturbative regime
V  k, normalized to emphasize the strength of the perturbations.
Note the remarkable similarity in the basic features of the frequency dependence. The correspondence
for larger V/k is not as complete, but the two methods do share the common feature of having a peak in
Re[σ(ω)] at ω ∼ k, followed by a dip until ω ∼ V , as we will see in Sections 2 and 3. A ‘resonance’ at
ω ∼ k also appeared in the µ0 6= 0 results of Ref. [14].
Another interesting comparison between the two theories is in the V/k dependence of the d.c. con-
ductivity, σ(0). The result of the free Dirac fermion computation is shown in Fig. 3 (a similar plot has
appeared earlier in the graphene literature [38]), while the result of holography is in Fig. 4.
5 10 15
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V/k
Figure 3: D.C. conductivity for Nf Dirac fermions in a periodic chemical potential as a function of V/k.
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Using   = 1 and k/T = 8. Other than the existence of the “strange” bumps in free fermion case, this
is morally the same picture.
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Figure 4: We show the holographic computation of σ(0) (approximated by σ(0.01), as our numerics
cannot compute the d.c. conductivity directly) as a function of V/k. This data was taken at k/T = 8.
There are sharp peaks in σ(0) in the Dirac fermion computation are at precisely the points where
the universality class of the IR CFT changes i.e. at the values of V/k where ND jumps by 2. These
transition points are described by a non-relativistic theory, where the Dirac fermion dispersion has the
form in Eq. (72). It is evident that the holographic theory does not include the physics of the transition
points and the local Fermi surfaces of the Dirac theory, and its IR theory evolves smoothly as a function
of V/k. However, if we smooth out the peaks in the Dirac fermion computation, we see that their average
resembles the evolution in the holographic theory as a function of V/k.
2. Holography
We begin by describing the simplest possible holographic description of a theory with a conserved U(1)
charge placed in a periodic potential: classical Einstein-Maxwell theory with a U(1) gauge field. The
metric is subject to the boundary condition that it is asymptotically AdS4 in the UV:
ds2 = g0µνdx
µdxν =
L2
z2
[
dz2 − dt2 + dx2 + dy2] , as z → 0. (5)
For much of the discussion, we will choose to rescale to L = 1. The gauge field is subject to the UV
boundary condition
lim
z→0
Aµdx
µ = V cos(kx)dt. (6)
It is clear that both V and k are the only dimensional quantities in the problem which are relevant, and
thus the dynamics of the theory can only depend on the ratio V/k.
The equations of motion of the Lagrangian in Eq. (4) are Einstein’s equation
Rµν − 1
2
Rgµν + Λgµν =
κ2
e2
T (EM)µν , (7)
where T
(EM)
µν is the stress tensor of the U(1) field,
T (EM)µν = Fµ
ρFνρ − 1
4
gµνF
ρσFρσ, (8)
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and Maxwell’s equations
∇µFµν = 0. (9)
Note that the U(1) stress tensor is traceless, in addition to having no divergence. We will typically set
κ2 = 1/2 and e = 1 as well for this paper. Note that technically γ = 2e2L2/κ2 [47] forms a dimensionless
quantity, but as this is usually O(1), we will content ourselves with the choice γ = 4, and neglect to
include this factor in our calculations.
Let us briefly outline the remainder of this section. We will begin by briefly describing our numerical
methods, which require us to extract zero temperature numerical results from finite temperature. Then
we will describe the dynamics when V  k: this corresponds to a limit where the theory is described by
small perturbations around Einstein-Maxwell theory in a pure AdS4 background. The final subsection
describes the results when V  k, where we use simple scaling arguments and numerics to understand
the results.
2.1. Numerical Methods
For our numerical analysis we employ a characteristic formulation of Einstein’s equations. Diffeomorphism
and translation invariance in the transverse direction allows the bulk metric to be written
ds2 = −Adt2 + 2Fdxdt+ Σ2 (eBdx2 + e−Bdy2)− 2dzdt
z2
. (10)
where the functions A, B, Σ and F all depend on the AdS radial coordinate z, the spatial coordinate x
and time t. The spatial coordinate x is taken to be periodic with period 2pi/k. In this coordinate system
lines of constant time t constitute radial infalling null geodesics affinely parameterized by 1/z. At the
AdS boundary, located at z = 0, t corresponds to time in the dual quantum field theory. The metric (10)
is invariant under the residual diffeomorphism
1
z
→ 1
z
+ ξ(t, x), (11)
where ξ(t, x) is an arbitrary function.
For the gauge field we choose the axial gauge in which Az = 0. The non-vanishing components of the
gauge field are then given by
Aµdx
µ = Atdt+Axdx. (12)
We therefore must solve the Einstein-Maxwell system (7) and (9) for the six functions A, B, Σ, F At and
Ax.
At first sight the Einstein-Maxwell system (7) and (9) appears over determined: there are ten equations
of motion for six functions A, B, Σ, F , At and Ax. However, four of these equations are radial constraint
equations and in a sense redundant. The radial constraint equations are simply the radial components
of both Einstein’s equations (7) and Maxwell’s Equations (9) (with all indices raised) and are first order
in radial derivatives. Moreover, if the radial constraint equations are satisfied at one value of z then the
remaining equations imply they will be satisfied at all z. Because of this, it is sufficient to impose the
radial constraint equations as boundary conditions on the remaining equations of motion in the Einstein-
Maxwell system. We therefore take our equations of motion to be the (µ, ν) = (t, t), (x, x), (y, y) and
(0, x) components of Einstein’s equations (7) and the µ = t and µ = x components of Maxwell’s equations
(9), again with all indices raised.
Upon suitably fixing boundary conditions our characteristic formulation of the Einstein-Maxwell sys-
tem yields a well-behaved system of partial differential equations with one important caveat. As is easily
verified Einstein’s equations become singular when Σ = 0. This happens when the congruence on infalling
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geodesics develop caustics. Indeed, Σ2 is the local area element of radial infalling light sheets. Neverthe-
less this problem can be ameliorated by introducing a small background temperature T . By introducing a
small temperature the geometry will contain an black hole with finite area. By increasing T the location
of the black hole’s event horizon can be pushed closer to the boundary and thereby envelop any caustics
that may exists. As the interior of the horizon is causally disconnected from the near-boundary geometry,
one need only solve the Einstein-Maxwell system up to the location of the horizon.
It is insightful to solve the Einstein-Maxwell system with a power series expansion at the AdS boundary
z = 0. In doing so we impose the boundary conditions that the boundary geometry is that of flat
Minkowski space and that the gauge field asymptotes to limz→0Aνdxν = µdt+ axdx where µ is given in
Eq. (1) and ax is arbitrary. Imposing these boundary conditions we find the following asymptotic forms
A =
1
z2
(
1 + 2ξz + (ξ2 − 2∂tξ)z2 +A(3)z3 +O(z4)
)
, B = B(3)z3 +O(z4), (13a)
F = ∂xξ + F
(1)z +O(z2), Σ =
1
z
+ ξ +O(z3), (13b)
At = µ+A
(1)
t z +O(z
2), Ax = ax +A
(1)
x z +O(z
2), (13c)
where A(3), F (1), A
(1)
t , A
(1)
x are undetermined and hence sensitive to the bulk geometry. However, the
aforementioned radial constraint equations imply that these coefficients satisfy a system of constraint
equations which are most easily written in terms of the expectation value of the boundary stress tensor
and the expectation value of the boundary current. In terms of these expansion coefficients the expectation
value of the boundary stress and current operators read [48]
〈T tt〉 = −2
3
A(3), 〈T tx〉 = −F (1), 〈T xx〉 = −1
3
A(3) +B(3), 〈T yy〉 = −1
3
A(3) −B(3), (14a)
〈J0〉 = −A(1)t , 〈Jx〉 = A(1)x + ∂xµ, (14b)
with all other components vanishing. The radial constraint equations then require
∂i〈T ij〉 = 2κ
2
3e2
〈Ji〉f ij , ∂i〈J i〉 = 0, (15)
where fij ≡ limz→0 (∂iAj − ∂jAi) is the boundary field strength and all boundary indices are raised and
lowered with the Minkowski space metric ηij = diag(−1, 1, 1). The expansion coefficient ξ is related to
the residual diffeomorphism invariance in Eq. (11) and is therefore arbitrary.
To compute the conductivity we let ax = (Ex/iω) e
−iωt where the boundary electric field Ex → 0
and study the induced current. In this case the fields reduce to a static piece plus an infinitesimal time
dependent perturbation
A(t, x, z) = A˜(x, z) + Ex δA(x, z)e
−iωt, B(t, x, z) = B˜(x, z) + Ex δB(x, z)e−iωt, (16a)
Σ(t, x, z) = Σ˜(x, z) + Ex δΣ(x, z)e
−iωt, F (t, x, z) = F˜ (x, z) + Ex δF (x, z)e−iωt, (16b)
At(t, x, z) = A˜t(x, z) + Ex δAt(x, z)e
−iωt, Ax(t, x, z) = A˜x(x, z) + Ex δAx(x, z)e−iωt. (16c)
We therefore have to solve two systems of equations. We first solve the non-linear but static Einstein-
Maxwell system for the tilded fields with ax = 0. The static fields induce no current. Next, we linearize the
Einstein-Maxwell system in Ex and solve the resulting linear system for the time dependent perturbations.
Upon doing so and extracting 〈Jx〉 via (14) we define the conductivity by
σ(ω) ≡ e
iωt
Ex
k
2pi
pi/k∫
−pi/k
dx〈Jx(t, x)〉. (17)
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We discretize both the static and linear Einstein-Maxwell systems using pseudospectral methods. We
decompose the x dependence of all functions in terms of plane waves and the radial dependence in terms
of Chebyshev polynomials. We solve the static Einstein-Maxwell system by employing Newton’s method.
2.1.1. The Static Einstein-Maxwell System
For the static Einstein-Maxwell system we choose to impose the (µ, ν) = (x, z), (z, z) radial constraint
components of Einstein’s equations (7) as boundary conditions at the location of the event horizon.
Likewise, we also choose to impose the µ = z radial constraint component of Maxwell’s equations (9) as
a boundary condition at the horizon. Furthermore, we exploit the residual diffeomorphism invariance in
Eq. (11) by fixing the location of the event horizon to be at z = 1. The (µ, ν) = (x, z), (z, z) components
of Einstein’s equations and the µ = z component of Maxwell’s equations are satisfied at the horizon
provided
A˜ = 0, ∂zA˜ = 4piT, F˜ = 0, A˜t = 0, (18)
at z = 1. The second boundary condition in (18) comes from Hawking’s formula relating the local surface
gravity of the black hole to the temperature T of the black hole. We choose to impose the remaining
radial constraint equation — the (µ, ν) = (t, z) components of Einstein’s equations — as a boundary
condition at z = 0. Specifically, the (µ, ν) = (t, z) components of Einstein’s equations is satisfied at the
boundary provided
lim
z→0
(A˜− Σ˜2) = 0, (19)
which clearly the asymptotic expansions in Eq. (13) satisfy.
For our numerical analysis we choose to make the following set of field redefinitions
a ≡ A˜− Σ˜2, b ≡ B˜
z2
, s ≡ Σ˜− 1
z
. (20)
From the asymptotic expansions Eq. (13) and Eq. (19) we therefore impose the boundary conditions
a = 0, b = 0, ∂zs = 0, ∂zF˜ = 0, A˜t = µ, A˜x = 0, (21)
at z = 0. Likewise we translate the boundary conditions at z = 1 in Eq. (18) into the variables a, b and
s.
All told we impose a total of 10 radial boundary conditions for a set of 6 second order partial differential
equations. Naively it might seem that two additional boundary conditions are required. However, careful
analysis of Einstein’s equations and Maxwell’s equations show that two of the equations become first
order at the horizon. Therefore only 10 radial boundary conditions are required.
2.1.2. Linearized Fluctuations
Following Eqs. (20) we choose to make the following field redefinitions for the time-dependent linear
perturbations
δa ≡ δA− 2Σ˜δΣ, δb ≡ δB
z2
. (22)
In contrast to the static problem, where most of the radial constraints where imposed as boundary
conditions at the horizon, for the linear perturbations we choose to impose all the radial constraint
equations as boundary conditions at the AdS boundary. This is tantamount to demanding that the
asymptotic expansions (13) are satisfied near z = 0 and that the conservations equations (15) are satisfied.
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In the Ex → 0 limit the asymptotic expansions (13) and the conservation equations (15) yield the mixed
boundary conditions at z = 0,
2iω∂zδa− 3∂x∂zδF − 2κ
2
e2
∂xA˜t∂zδAx − 2κ
2
e2
iω
(
∂zA˜x + 2∂xA˜t
)
δAx = 0, (23a)
∂x∂zδa− 3∂x∂zδb− 3iω∂zδF − 2κ
2
e2
∂xA˜t∂zδAt − iω2κ
2
e2
∂zA˜tδAx = 0, (23b)
iω∂zδAt + ∂x∂zδAx + iω∂xδAx = 0, (23c)
δa = 0, δb = 0, δΣ = 0, ∂zδΣ = 0, δf = 0, δAt = 0, δAx =
1
iω
. (23d)
As above in Section 2.1.1, all told we impose a total of 10 radial boundary conditions for a set of 6
second order partial differential equations. Again, careful analysis of linearized Einstein-Maxwell system
shows that two of the equations become first order at the horizon. Therefore only then 10 radial boundary
conditions in Eq. (23) are required.
2.2. The Perturbative Regime: V  k
When V  k the geometry only slightly deviates from AdS and the conductivity only slightly deviates
from a constant. We thus perform an analytic calculation of the back-reacted metric, and the longitudinal
conductivity, to lowest nontrivial order, (V/k)2. Because the analytic calculations are straightforward but
cumbersome, we have placed them in Appendix A. The results are outlined here, along with a comparison
to our numerics. For our analytic calculation we employ coordinates where the unperturbed metric is
given by Eq. (5).
2.2.1. Geometric Results
It is trivial to compute the perturbative solution to Maxwell’s equations around an AdS background
geometry. In AdS4, choosing the covariant Lorentz gauge ∇µAµ = 0, Eq. (9) simplifies to
∇ρ∇ρAµ = 0. (24)
For the AdS4 geometry given by (5) the above wave equation further simplifies to
0 =
(
∂2z − ∂2t + ∂2x + ∂2y
)
At. (25)
The static solution satisfying the boundary condition (6) is then
Aµdx
µ = V cos(kx)e−kzdt. (26)
To compute the perturbation in the geometry induced by the above gauge field we decompose the metric
as
gµν = g
0
µν + hµν (27)
where g0µν is the pure AdS metric given by Eq. (5), and hµν is the linearized metric response to lowest
order. We compute hµν by solving the graviton’s linearized equation of motion, sourced by the stress
tensor of the background gauge field given by Eq. (26). This is simple to find using a transverse traceless
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gauge, and we simply cite the solution here:
hzz(z, x) = Hzz(z) cos(2kx), (28a)
hzx(z, x) = Hzx(z) sin(2kx), (28b)
hxx(z, x) = Hxx(z) cos(2kx), (28c)
hyy(z, x) = Gyy(z) +Hyy(z) cos(2kx), (28d)
htt(z, x) = Gyy(z)−Hyy(z) cos(2kx), (28e)
htx = hty = hxy = hzt = hzy = 0. (28f)
We know exactly:
Gyy(z) = V
2 1− e−2kz
(
1 + 2kz + 2k2z2
)
16k2z2
, (29a)
Hzz(z) =
V 2
16
[
e−2kz (2 + (1 + 2kz) log(kz)) + (2kz − 1)e2kzEi(−4kz)
]
+
V 2 (log 4 + γ − 2)
16
(1 + 2kz)e−2kz. (29b)
and where
Hzx = − 1
2k
(
d
dz
− 2
z
)
Hzz(z), (30a)
Hxx =
1
2k
(
d
dz
− 2
z
)
Hzx(z), (30b)
d2Hyy
dz2
+
2
z
dHyy
dz
−
(
2
z2
+ 4k2
)
Hyy = −2Hzz
z2
(30c)
The boundary conditions on Hyy are that it vanish at z = 0 and z =∞, as do all perturbations. The UV
asymptotic behavior of this metric is simply that of AdS, with all corrections to the UV metric of order
r, while in the IR, it is a rescaled AdS:
ds2(z →∞) = 1
z2
[
dz2 + dx2 +
(
1 +
(
V
4k
)2)
dy2 −
(
1−
(
V
4k
)2)
dt2
]
. (31)
The rescaling only affects the t and y directions – the overall radius L of the AdS space has not renor-
malized. Compared to the UV, we thus have the effective length scale in the perpendicular direction to
the spatial modulation slightly larger:
LIRy
LUVy
=
√
gyy(z =∞)
gyy(z = 0)
≈ 1 + 1
2
(
V
4k
)2
. (32)
Right away, we suspect that the resulting IR AdS geometry implies that the IR effective theory is also
conformal. We will see evidence for this when we compute the conductivity.
From the asymptotic of the gauge field and metric perturbation we extract the expectation value of
the charge density and the stress tensor via Eq. (14). This requires a trivial change of coordinates near
the boundary to put the AdS4 metric (5) into the form (10). From the asymptotics of the gauge field we
obtain the expectation value of the charge density ρ
〈ρ(x)〉 = V k cos(kx). (33)
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From the asymptotic of the metric perturbation we obtain
〈Txx(x)〉 = V
2k
12
cos(2kx), (34a)
〈Tyy(x)〉 = V
2k
12
− V
2k
24
cos(2kx), (34b)
〈Ttt(x)〉 = 〈Txx(x) + Tyy(x)〉, (34c)
〈Ttx(x)〉 = 〈Tty(x)〉 = 〈Txy(x)〉 = 0. (34d)
In Figure 5 we compare the above analytic formulas to our numerics at small V and find excellent
agreement when thermal contributions to the numerical stress tensor are subtracted off. This is reasonable
because in the T → 0 and V → 0 limit the thermal and potential contributions to 〈Tij〉 do not mix. The
thermal stress tensor is simply
2〈T thermalxx 〉 = 2〈T thermalyy 〉 = 〈T thermaltt 〉 =
2
3
(
4piT
3
)3
. (35)
We compare the expectation values of simple operators in the CFT between our first-order perturbative
expressions and numerical results. We worked at T = 3/40⇡, and have subtracted o↵ the thermal expec-
tation value of the stress tensor hTtti = (4⇡T/3)2 = 2hTxxi = 2hTyyi from the stress tensor expectation
value. We find fantastic agreement between the perturbative answers and the numerical answers.
 2 0 2
 1
0
1
h⇢(x)i
kV
 2 0 2 0.1
 0.05
0
0.05
0.1
kx
hT xx(x)i
kV 2
 2 0 2
0.04
0.06
0.08
0.1
0.12
kx
hT yy(x)i
kV 2
first order perturbation
V = 0.1
V = 0.2
Figure 5: We compare the expectation values of simple operators in the CFT between our first-order
perturbative expressions and numerical results. In the numerical results, we have subtracted off the
thermal contribution to the stress tensor given by Eq. (35). As is clear, we find excellent agreement with
the numerics.
2.2.2. Conductivity
To compute the conductivity σ we compute three Witten diagrams, as shown in Figure 6. In each Witten
diagram, there are two probe photons Ax, which are used to measure the conductivity, which scatter
at tree level off of two background photons At via a single graviton h. As is shown in the figure, these
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At
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h(0, 0)
(a)
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h(!, k)
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At
At
Ax
h(!, k)
(c)
Figure 6: The three Witten diagrams required to compute the conductivity. (a) shows the elastic
channel, and (b-c) show the inelastic channel. The internal momenta in the t, x direction carried by the
graviton is also shown.
diagrams break up into an elastic channel where the probe gauge field scatters off of modified geometry,
and an inelastic channel where the probe gauge field scatters off of the background gauge field. After a
cumbersome but straightforward calculation, one can find that
σ(ω) = σel(ω) + σinel(ω) (36)
where
σel(ω) =
V 2k
32(k − iω)3 , (37a)
σinel(ω) = iV
2k10
(k − iω)P1(−iω/k)−
√
k2 − ω2 − iP2(−iω/k)
32ω3 (k2 − ω2 − i) (k − iω)8 (37b)
where  is an infinitesimal quantity, the principal square root is taken, and P1(x) and P2(x) are large
polynomials defined as:
P1(x) = 2 + 14x+ 49x
2 + 119x3 + 216x4 + 313x5 + 338x6
+ 313x7 + 216x8 + 119x9 + 49x10 + 14x11 + 2x12, (38a)
P2(x) = 2 + 16x+ 62x
2 + 160x3 + 310x4 + 464x5 + 532x6
+ 464x7 + 310x8 + 160x9 + 62x10 + 16x11 + 2x12. (38b)
We note that both the elastic and inelastic channels separately obey sum rules [49]:
0 =
∞∫
0
dωRe(σel) =
∞∫
0
dωRe(σinel). (39)
Although it may not be obvious from Eq. (37), it is clear physically (and true in perturbation theory)
that for ω  k, we have σ(ω) = 1, which is the pure AdS result. Sometimes we will also refer to this value
as σ∞, when we wish to emphasize the relative scaling of the conductivity in various frequency regimes.
At large energy scales, the geometry has not deformed substantially and therefore the perturbation lives
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in a pure AdS spacetime, which explains the UV behavior. In the deep IR, the spacetime again returns
to AdS, but compared to the UV an anisotropy has formed. We find that the d.c. conductivity becomes
σ(0) = 1 +
1
2
(
V
4k
)2
. (40)
This can be explained given our previous results for the geometry. In the IR, the relative anisotropy in
the metric can be rescaled away into t and y to give a pure AdS4 geometry, but at the consequence of
rescaling the length scales Lx and Ly associated to the theory. This means that relative to the UV CFT,
the IR CFT conductivity will pick up a relative rescaling factor of
a
σ(0)
σ∞
=
LIRy
LIRx
= 1 +
1
2
(
V
4k
)2
, (41)
using Eq. (32). Also, since the conductivity has not picked up any overall extra scaling factors, the charge
e associated to the U(1) gauge field has not renormalized (at least to this order in V/k).
A second interesting feature of the analytic result is a singularity at ω = k. For ω very close to k, we
have
σ(ω) ∼ i√
k − ω − i + subleading terms. (42)
Note that for ω just larger than k, the perturbative expression implies Re(σ) < 0, suggesting that
perturbation theory has broken down. Physically, this singularity is due to on-shell gravitons in scattering
events where the probe photon scatters off a background photon. We note that the Euclidean time
solution (see Eq. (121)) is perfectly well-behaved, and this singularity comes from analytically continuing
a function with branch cuts.
The presence of this singularity makes a numerical evaluation of the conductivity quite tricky at finite
temperature, which smooths out the singularity. We show our results in Figure 7. Although there are
large quantitative differences for ω < k between the analytical expression and the numerical result, we
do note that the qualitative features, e.g. singular behavior at ω = k and the d.c. conductivity, do agree
well, so we conclude that the finite temperature numerics are perfectly adequate to determine qualitative
features of the conductivity.
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We compare the first order perturbation to Re( ) between our numerics and the exact expression. For
quadratic extrapolation to T = 0 for ! < k, we used temperatures 4⇡T/3 = 0.4, 0.5, . . . , 0.8; for ! > k:
4⇡T/3 = 0.1, . . . , 0.5.
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Figure 7: A plot of the analytic and numerical solution for Re(σ) vs. ω in the perturbative regime
V  k. For the numerical solution we took k = 1, T = 1/50, and V = 1/4. At these values the analytical
and numerical values for 〈Tij〉 agree to 3 orders of magnitude, placing us well in the perturbative regime.
The discrepancy at low frequencies is a consequence of the fact the series expansion of σ in T is not
expected to converge near ω = k due to a non-analytic singularity; as such, we expect this discrepancy
to propagate an O(k) distance in ω.
2.3. The Nonperturbative Regime: V  k
Let us now discuss the nonperturbative regime: V  k. This is substantially more challenging to
understand analytically, and indeed we will not be able to find an analytic solution. Although the
standard approach thus far has been to simply use numerical methods, we will see that simple heuristics
also give us a surprising amount of insight into the nature of the nonperturbative geometry, and its
consequences on the conductivity.
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2.3.1. Geometric Results
As with the perturbative regime, let us begin by describing the geometry when V  k. As the geometry
encodes many features of the physics, making sure that we have a good description of the nonpertur-
bative geometry is crucial to understanding the conductivity. In particular, we will want to understand
the scales at which the effects of the periodic potential become nonperturbative in the geometry. The
typical approach which has been attempted in these sorts of nonperturbative AdS problems is a matched
asymptotic expansion: see e.g. [50, 51]. However, such approaches are not applicable here because we do
not formally know the appropriate boundary conditions to impose in the IR. Furthermore, even with a
reasonable guess, the intermediate scale at which the spatial modulation significantly warps the geometry
is mysterious. We will have to resort to a more heuristic argument.
Let us consider the limit when k → 0, and consider the geometry near x = 0. On a length scale which
is small compared to 1/k, the geometry will look like an extremal AdS4-Reissner-No¨rdstrom (AdS4-RN)
black hole describing a CFT at chemical potential V . We know that the metric undergoes nonperturbative
corrections when placed in a background with a constant At on the boundary [47, 52]. Let us make the
ansatz that in the UV, the spatial modulation is a minor correction, leading to a separation of length
scales. Such a separation of scales immediately allows us to write down a guess for the metric:
ds2BO =
1
z2
[−2dzdt− f(z, x)dt2 + dx2 + dy2] (43)
where
f(z) ≡ 1− 4
(
z
z+(x)
)3
+ 3
(
z
z+(x)
)4
, (44)
and
z+(x) ≡
√
12
V | cos(kx)| . (45)
We will refer to Eq. (43) as the Born-Oppenheimer metric (note that this Born-Oppenheimer ansatz can
also be extended to the µ0 6= 0 case). We have used Eddington-Finkelstein coordinates here, for reasons
which will become clear a bit later. Correspondingly, the gauge field should be
Aµdx
µ = V cos(kx)
[
1− z
z+(x)
]
dt. (46)
These are exact non-perturbative solutions to Einstein-Maxwell theory so long as x-derivatives can be
ignored. An analytic treatment of this problem when long-wavelength deviations from a constant chemical
potential are perturbative can be found in [53], but in our situation the deviations are nonperturbative as
well, as we will see below. Just as locally boosted black brane geometries serve as a starting point for the
fluid/gravity gradient expansions in [54], Eq. (43) can serve as as starting point for a gradient expansion
solution the Einstein-Maxwell system when ∂xµ→ 0, or equivalently in our case when k → 0. Just as in
the case of the fluid/gravity gradient expansion, a requirement for Eq. (43) to be a good starting point
for a gradient expansion solution to the Einstein-Maxwell system is that there exists a wide separation of
scales and that the dimensionless expansion parameter
kz+(x)→ 0. (47)
This condition is satisfied simply by taking k/V → 0, but it fails in the vicinity of the ‘turning points’
x = (n+ 1/2)pi/k, where n is any integer. We will shortly return to this point.
The Born-Oppenheimer ansatz can be quantitatively checked in a gauge-invariant way by looking at
the expectation value of the stress tensor on the boundary. Looking back to Eq. (14), we see that the
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leading order z3 term in f(z, x) corresponds to the term which will contribute to the diagonal components
of 〈Tij〉. Since the only scale in a RN black hole is µ, we conclude that 〈Tij〉 ∼ µ3: a more precise check
yields:
〈Ttt(x)〉 = 2〈Txx(x)〉 = 2〈Tyy(x)〉 =
(
1 +
z+(x)
2µ(x)2
4
)
2
3z+(x)3
(48)
At zero temperature we have z+(x)µ(x) =
√
12, but for our numerics which occur at finite temperature
the distinction matters. We show the results of a comparison of these three stress tensors to the geometry
when V  k in Figure 8. Despite our simple separation of length scales ansatz, this metric is quantitatively
correct in the UV. Note that this approximation only fails near points where cos(kx) = 0. For reasons
which become clear in the next paragraph, this region is dominated by different physics, and we will refer
to this as the “cross-over region” in the UV geometry.
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Figure 8: We show a comparison of the diagonal components of the stress tensor on the boundary to the
results predicted by the Born-Oppenheimer approximation. Away from the cross-over regions, agreement
between all curves is within 10%. Numerical data taken at T = 1/8, k = 1 and V = 10.
Of course, Eq. (43) fails whenever the separation of length scales ansatz is no longer valid, near the
points where cos(kx) = 0. In this cross-over region, (shifting x by −pi/2k), we have
lim
z→0
Aµdx
µ ≈ V kxdt. (49)
This turns out to be in many ways analogous to the AdS4-RN solution with a background magnetic field,
although of course the “magnetic field” lies in the xt plane, and is thus an electric field on the boundary.
Mathematically, a solution obeying the UV boundary conditions, and neglecting higher order terms in
the expansion of sin(kx), exists:
ds2CO =
1
z2
[
dz2
u(z)
− dt2 + dx2 + u(z)dy2
]
(50)
where
u(z) = 1 + c(V k)3/2z3 − V 2k2z4. (51)
Here c is an undetermined O(1) constant which is not important for our aims here, which are strictly
qualitative. The key thing that we note about this metric is that it becomes strongly anisotropic. Further-
more, in the “magnetic” cross-over regions, the only length scale is 1/
√
V k. Although the parameter c is
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unknown and so we cannot do as thorough a comparison as before, we can still check that quantitatively
the anisotropy in the crossover regimes scales as V 3/2 as we predict. This scaling law follows directly from
the fact that the leading order term in u(z) contributes to the boundary expectation values of 〈Txx〉 and
〈Tyy〉, and u can only depend on the combination
√
V k. Furthermore, note from Eq. (14) that 〈Txx−Tyy〉
is proportional to this leading order coefficient in u in the cross-over regions. We find numerically that
this scaling is quantitatively obeyed by the time we reach V/k = 10 as we show in Fig. 9.
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Figure 9: We show the anisotropy in the metric near the cross-over regions by looking at the stress
tensor on the boundary. Numerics were run at T = 1/8, k = 1 and varying V .
Next, let us justify more carefully our argument that Eq. (43) is valid away from the cross-over
regions, and precisely breaks down in these cross-over regions. Following earlier work from the fluid-
gravity correspondence [54], we have chosen to make a Born-Oppenheimer ansatz which does not contain
any coordinate singularities at the “local horizon”, so that we remove artifact coordinate singularities in
the gradient expansion. In this gauge, we can compute
∆µν ≡
[
Gµν [µ(x)]− 3gµν [µ(x)]− 1
2
Tµν [µ(x)]
]
(52)
Since obviously if we plug in the Born-Oppenheimer metric with a constant µ(x), the expression for
∆µν = 0, we see that ∆µν will capture the deviations from Einstein’s equations. So long as |∆µν | is much
smaller than either |Gµν | or |Tµν |,1 we trust the Born-Oppenheimer approximation, since the equations
of motion are perturbatively satisfied. In fact, for Eddington-Finkelstein coordinates, there is only one
non-zero component of this tensor:
∆rr = k2V 2z6
24 sin2(kx) + 2V 2z2 cos2(kx)− 4√3V z cos(kx)(1 + sin2(kx))
48
. (53)
For comparison, let us look at a “typical” term in the Einstein equations, so that we may compare the
sizes of the two terms at various (z, x). One can easily check that all tensor components in gµν , Gµν , and
Tµν , evaluated on the Born-Oppenheimer metric before taking spatial derivatives, are of the form
Gµν , gµν , Tµν ∼ z2P
(
z
z+(x)
)
(54)
1Einstein’s equations for us read Gµν − 3gµν − Tµν/2 = 0. At least two of these terms must always be “large” and of the
same order to satisfy the equations. Thus, we can always ignore gµν since either Gµν or Tµν must be large.
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where P is some polynomial function – of course, the generic form expression also follows directly from
dimensional grounds, although explicit analysis shows us that P is always finite. As much as we can
below, we will absorb all factors of V z into a z/z+, as this ratio is bounded and the Born-Oppenheimer
geometry is dependent only on this ratio. Note that not all polynomials P vanish at the local RN horizons,
so in order for the spatial modulation to have an important effect, we must therefore have ∆rr ∼ z2. We
find that spatial modulation becomes a nonperturbative correction when
∆rr
z2
∼ V 2k2z4C
(
z
z+
, x
)
. (55)
Here C(x, z/z+) is some x-dependent bounded function which only depends on the ratio z/z+. Thus, we
require that z  1/√V k for nonperturbative effects to kick in – this is allowed at O(√k/V ) points in x
near the turning points, corresponding precisely to the crossover regions.
Let us also look at Maxwell’s equations. We find that the non-zero components of ∇µFµν are given
by
∇µFµx ∼ z
z+
kV z3 sin(kx), ∇µFµz ∼ k2z3
(
V 2z2 +
z
z+
+
z2
z2+
)
(56)
In the latter equation we are neglecting the O(1) coefficients in the parentheses. For comparison, the
non-zero “contributions” to Maxwell’s equations for the Born-Oppenheimer metric come solely from
∇µFµt ∼ ∂zF zt ∼ z(z/z+)2. We see that once again, the corrections kick in at z ∼ 1/
√
V k.
We stress that it was crucial to work in a metric without coordinate singularities for the above
argument to be valid. Working with a Born-Oppenheimer ansatz in the more typical Fefferman-Graham
coordinates, one will find that the gradient expansion breaks down everywhere deep in the IR, despite the
fact that they are to leading order the same metric. When we promote µ(x) to have spatial dependence,
depending on the gauge in which we write the metric, certain O(k/µ) terms will be included or suppressed.
Coordinate singularities can amplify such terms deep in the IR and promote them to non-perturbative
corrections, which is why we chose Eddington-Finkelstein coordinates.
Let us conclude our discussion of the non-perturbative geometry with some speculation on the IR
geometry. In our numerics, we imposed the requirement that the periodic potential is an irrelevant
deformation in the IR. At next-to-leading order in the gradient expansion, this is a different boundary
condition than the boundary conditions of our Born-Oppenheimer metric above. We should keep in mind
that the Einstein-Maxwell system is nonlinear and may admit many interesting classes of solutions, some
even with identical boundary conditions, so this should not be seen as problematic. For the geometry we
studied numerically, as we saw in Figure 4, the d.c. conductivity is very close to σ∞, the value it would
take if the geometry was pure AdS in the IR, with only a small relative rescaling, even for V  k. We are
led to speculate that the geometry returns to AdS4 in the IR, even when V  k, in the regular solution to
Einstein’s equations with our UV boundary conditions, at T = 0. This means that the periodic potential
is an irrelevant operator in the IR, and the low energy effective theory is again conformal, just as in the
non-perturbative case. Geometrically, this is the statement that the Born-Oppenheimer ansatz breaks
down at all spatial points x, far enough in the bulk, due to corrections caused by the break down of
the gradient expansion. At V ∼ k, we are able to perform a strong check of this claim by computing
geometric invariants, such as the Kretschmann scalar
K = RµνρσRµνρσ. (57)
For the AdS black brane at temperature T , in our numerical gauge, this takes the simple form
KT = 24 + 12
(
z
3/4piT + (1− 3/4piT )z
)3
. (58)
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As we show in Figs. 10 and 11, we can use these invariants to study the geometry in the deep IR in a
gauge-invariant way. The fact that K → KT in the deep IR beyond the perturbative paradigm of the
previous subsection is consistent with the IR geometry being an AdS black hole geometry, with the same
AdS radius as the UV geometry. Note that the black brane is a consequence of the finite temperature
numerics; this argument should hold over at T = 0. Note that most of the structure in these plots is
located near z = 1. This is a consequence of our gauge choice squeezing many points close to z = 1,
and should not be interpreted as physical: momentum-carrying perturbations decay exponentially in an
IR-asymptotically AdS space. We also show the behavior of FµνF
µν , a geometric invariant which shows
us that, as expected, the gauge fields die off deep in the IR. Again, we have not proven that the deep IR
physics is conformal and described by an AdS geometry, but we believe this is a reasonable conjecture.
Figure 10: A plot of the invariant K/KT at T = 0.0385 for V = 1 and k = 1.
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Figure 11: A plot of the invariant FµνF
µν at T = 0.0385 for V = 1 and k = 1.
2.3.2. Conductivity
Now, let us ask what happens to the conductivity σ(ω) in the nonperturbative regime. Our numerical
results are shown in Figure 12. We see a couple dominant features. Firstly, the d.c. conductivity is
very close to σ∞, as we have already seen in Figure 4. The δ function peak in the conductivity of the
RN black hole has been smoothed out, and most of the spectral weight lies at ω ∼ k, as we will discuss
more shortly. We then transition into a regime where the conductivity dips below σ∞. At this point, the
conductivity is qualitatively approximated by the conductivity of a RN black hole, corresponding to a
CFT with chemical potential V/
√
2. For ω  V , the conductivity returns to σ∞, as we expect.
We note that the study of Ref. [14] also found a ‘resonance’ peak in the conductivity at ω ∼ k, but
this appeared on top of stronger ‘Drude’ peak at ω = 0; the latter appears because they had µ0 6= 0.
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Figure 12: A plot of σ vs. ω for V/k = 4, taken at k/T = 8.
To understand the features of the conductivity from first principles, let us begin by assuming that the
Born-Oppenheimer approximation is valid at the scale we are studying. We then can approximate that
the conductivity is given by Eq. (17), which states that σ(ω) ∼ ∫ dxσ(ω, x) where σ(ω, x) is the local
conductivity associated to the local RN “black hole” at spatial point x. This is a valid approximation
because the probe field dies off very quickly long before the effects of the background gauge field alter the
geometry significantly. Since the RN geometry has only a single energy scale µ, we conclude that
σ(ω, x) = Φ
(
ω
V | cos(kx)|
)
, (59)
where Φ is a universal function whose analytic form is unknown (plots of this function can be found in
[47], e.g.). Combining Eqs. (17) and (59) we find
σ(ω) ≈ 2
1∫
0
dζ√
1− ζ2 Φ
(
ω
V ζ
)
. (60)
For ω ∼ V , this formula suggests that the conductivity should roughly be RN conductivity, where a dip
begins to appear, an effect which we see in Figure 12. Of course, Φ(x) ∼ δ(x) for small x, and so this
approximation must break down at some point.
We can use this argument to connect the scales at which new physics appears in the conductivity to the
scales at which spatial modulation affects the geometry in an important way. Let us consider the equation
of motion for the gauge field Ax more carefully. It is this equation whose boundary behavior determines
the universal function Φ. We’re going to compute the conductivity by considering the equation of motion
where we treat µ as a constant. Although obviously this approximation is not appropriate for “small”
frequencies, our goal is to determine how the geometry determines what we mean by the word “small”. If
the function Ax is concentrated outside a regime where spatial modulation alters the Born-Oppenheimer
ansatz, then we expect RN conductivity to be a good approximation; otherwise, we conclude that the
striping has induced new behavior in the conductivity. The equation of motion neglecting the striping is
∂z (f(z)∂zAx) = − ω
2
f(z)
Ax + 4µ
2
(
z
z+
)2
Ax, (61)
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where µ is the local chemical potential at the x co-ordinate under consideration. Since we are looking
at near horizon physics, let us define w =
√
12 − zµ to be a new co-ordinate. Switching coordinates to
u = 1/w, we can show that up to O(1) factors, for large u the gauge field equation of motion reduces to
∂2uAx =
(
1
u2
− ω
2
µ2
)
Ax (62)
Note this relies on f(w) ∼ w2 for small w. By rescaling to u = µU/ω:
∂2UAx =
(
1
U2
− 1
)
Ax. (63)
So the behavior of the function Ax at low frequencies should be universal and only depend on ω/µw, if
the Born-Oppenheimer geometry holds.
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Figure 13: This figure shows that for µ k, Re(σ) approaches a universal function ×V/k for ω < k. The
deviations for ω ∼ k demonstrate the transition into an intermediate regime which transitions between
the peak and the RN conductivity. This data was taken at k/T = 8.
By far the dominant effect which is observed numerically is a strong peak which emerges at ω ∼ k.
Remarkably, the peak in σ(ω) at ω ∼ k is described by V/k times a universal function once V  k, as we
show in Figure 13. This qualitative scaling in the conductivity is quite easy to understand heuristically
using a sum rule:
∞∫
0
dω Re(σ(ω)− σ∞) = 0. (64)
We can break this integral into two pieces: one for ω < k, and one for k < ω < V . The former regime
is dominated by the large peak at finite ω, and the latter regime is dominated by the large dip in the
conductivity associated with the RN conductivity. We then have, heuristically:
σmaxk + (−σ∞)V = 0, (65)
which implies that σmax, the maximal value of Re(σ), should scale as
σmax ∼ V
k
σ∞. (66)
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Geometrically, this peak can be interpreted as a quasinormal mode of the black hole. In the field theory,
we suspect that this is a consequence of broken translational symmetry and the presence of low-lying
excitations at a finite momentum.
Thus, if the conductivity experiences new physics when ω ∼ k, it would suggest that the approximation
of Eq. (60) has broken down, at all points x, at a small distance w ∼ k/V from the horizon. Of course,
perturbation theory may still be quite good at describing the background geometry, but the first order
perturbation might lead to nonperturbative corrections to transport functions such as optical conductivity,
because turning on this perturbation couples Ax to new graviton modes. Further analytic exploration of
transport in weakly inhomogeneous systems is worthwhile to resolve this issue.
3. Weakly-coupled CFTs
As discussed in Section 1, a convenient paradigm for a weakly-coupled CFT is a theory of Nf Dirac
fermions ψα coupled to a SU(Nc) gauge field aµ with Lagrangian as in Eq. (3). To this theory we apply
a periodic chemical potential which couples to the globally conserved U(1) charge
LV = −V cos(kx)i
Nf∑
α=1
ψαγ
0ψα. (67)
The essential structure of the influence of the periodic potential is clear from a careful examination
of the spectrum of the free fermion limit. By Bloch’s theorem, the fermion dispersion ω = (qx, qy) is a
periodic function of qx with period k:
(qx + k, qy) = (qx). (68)
So we can limit consideration to the “first Brillouin zone” −k/2 ≤ qx ≤ k/2. This spectrum has been
computed in a number of recent works in the context of applications to graphene [34, 35, 36, 37, 38, 39, 40,
41]. We show results of our numerical computations in Figs. 14, 15, and 16, obtained via diagonalization
of the Dirac Hamiltonian in momentum space (see Appendix B for details). The periodic potential couples
together momenta, (qx + `k, qy) with different integers `, and we numerically diagonalized the resulting
matrix for each (qx, qy).
For small V/k, the spectrum can be understood perturbatively. There is a Dirac cone centered at
~q = (0, 0) and this undergoes Bragg reflection across the Bragg planes at qx/k = ±1/2, resulting in band
gaps at the Brillouin zone boundary. See Figs. 14 and 16(A).
However, the evolution at larger V/k is interesting and non-trivial. The spectrum undergoes an infinite
set of quantum phase transitions at a discrete set of values of V/k, associated with the appearance of
additional Dirac nodes along the qy axis [34, 35, 36, 37, 38, 39, 40, 41]. The first of these occurs at phase
transitions occurs at V/k = 1.20241.. [38]; for V/k just above this critical value 2 additional Dirac nodes
develop along the qy axis, and move, in opposite directions, away from qy = 0 with increasing V/k. This
is illustrated by the fermion spectrum at V/k = 2.0 which is displayed in Figs. 15 and 16(B).
Additional phase transitions appear at larger V/k, each associated with an additional pair of Dirac
nodes emerging from qy = 0. The second transition is at V/k = 2.76004.. [38]. This is illustrated by the
fermion spectrum at V/k = 4.0 which is displayed in Fig. 16(C), which has 5 Dirac nodes. Subsequent
phase transitions appear at V/k = Jn/2, where Jn is the n’th zero of the Bessel function J0 [38].
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Figure 14: Plot of the lowest positive energy eigenvalues (qx, qy) for V/k = 0.8. There is a single Dirac
node at (0, 0). The dispersion is periodic as a function of qx with period k, and a full single-period is
shown. There is no periodicity as a function of qy, and the energy increases as |qy| for large |qy|.
2⇡/k
x
V (x)
2V
Figure 17: Dirac fermions in a periodic rectangular-wave chemical potential. The regions alternate
between local electron and hole Fermi surfaces.
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Figure 15: As in Fig. 14, but for V/k = 2.0. Now there are 3 Dirac nodes: one at (0, 0), and a pair at
(0,±1.38). One of the latter pair is more clearly visible in Fig. 16B.
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Figure 18: Dirac points of the periodic rectangular-wave potential in Fig. 17 obtained from Eq. (69).
The Dirac points are at (0, qD) and move as a function of V/k as shown. Two new zero energy Dirac
points emerge at each integer V/k. There is also a Dirac point at (0, 0) for all V/k.
Some physical insight into these additional Dirac nodes can be obtained by considering instead a
simpler periodic rectangular-wave potential, illustrated in Fig. 17. The chemical potential is now piecewise
constant, and in each region there are electron-like or hole-like Fermi surfaces of radius kF = V . It is a
simple matter to include tunneling between these regions as described in Appendix B.1, and the resulting
spectrum is qualitatively similar to Fig. 16, with an infinite number of quantum transitions associated
with the appearance of pairs of Dirac nodes. However, it is now possible to write down a simple expression
for the positions of these nodes [39, 40]: the nodes are at qx = 0 and qy = ±qD(n) where
qD(n) = ±kF
√
1− n2k2/V 2, (69)
and n is a positive integer. Thus the Dirac node at qD(n) appears for V/k > n, and so the n’th quantum
transition is now at V/k = n. See Fig. 18.
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Figure 16: Contour plot of the lowest positive energy eigenvalues (qx, qy) for (A) V/k = 0.8, (B)
V/k = 2.0, and (C) V/k = 3.6. All three plots show Dirac nodes at (0, 0). However for larger V/k,
additional Dirac nodes appear at (B) (qx/k = 0, qy/k = ±1.38), and (C) (qx/k = 0, qy/k = ±1.75),
(qx/k = 0, qy/k = ±3.06)
A graphical derivation of the positions of the Dirac points is shown in Fig. 19, and this shows that
they appear precisely at the intersection points of the electron and hole Fermi surfaces of Fig. 17, after
they have been folded back into the first Brillouin zone. Thus we may view these points as the remnants
of the local Fermi surfaces obtained in a Born-Oppenheimer picture of the periodic potential.
We can also use the simpler rectangular-wave model to compute the velocities vx(n) and vy(n) char-
acterizing the n’th Dirac node at (0, qD(n)). Their values are [39] (see Appendix B.1)
vx(n) = 1−
(
qD(n)
kF
)2
, vy(n) =
(
qD(n)
kF
)2
. (70)
So we see that the Dirac points with small |qD(n)| move predominantly in the x direction, while those
with large |qD(n)| move predominantly in the y direction. This is also consistent with our remnant Fermi
surface interpretation: the Fermi velocity for small qy is oriented in the x direction, while the Fermi
velocity for qy ≈ kF is oriented in the y direction. Note also that the trends in the velocities for the
cosine potential, as deduced from the dispersions in Fig. 16, are the same as that of the rectangular-wave
potential.
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Figure 19: Illustration of the positions of the Dirac points with positive qD for V/k = 5.3. The dashed
line is the location of the electron and hole Fermi surfaces of Fig. 17. These are folded back into the first
Brillouin zone −k/2 < qx < k/2 and shown as the full lines. The Dirac points are the filled circles at the
positions in Eq. (69), and these appear precisely at the intersection points of the folded Fermi surfaces in
the first Brillouin zone.
We started here with a theory which had Nf massless Dirac fermions. After applying a periodic
potential, we end up with a theory which is described by NDNf Dirac fermions at low energies, where
ND ≥ 1 is an integer. For the periodic rectangular-wave potential
ND = 2 bV/kc+ 1. (71)
For the cosine potential, ND is a similar piecewise-constant function of V/k, determined by the zeros of
the Bessel function [38]. We can now add interactions to the low energy theory: by gauge-invariance, the
aµ gauge field will couple minimally to each of the NDNf Dirac fermions, and so the effective theory will
have the same structure as the Lagrangian in Eq. (3). A crucial feature of this theory is that the number
of massless Dirac fermions is stable to all orders in perturbation theory, and so our picture of emergent
Dirac zeros continues to hold also for the interacting theory. This stability of the Dirac zeros can be
viewed as a remnant of the Luttinger theorem applied to the parent Fermi surfaces from which the Dirac
zeros descend (Fig. 19).
However, this low energy theory of NDNf Dirac fermions is not, strictly speaking, a CFT. This is
because the velocities in (70) are a function of n, and it not possible to set them all to unity by a common
rescaling transformation. However, once we include interactions between the Dirac fermions from the
SU(Nc) gauge field in Eq. (3), there will be renormalizations to the velocities from quantum corrections.
As shown in Ref. [43], such renormalizations are expected to eventually scale all the velocities to a common
value (see Fig. 20).
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Figure 20: Schematic of the expected renormalization group flow (towards the IR) for the field theory
in Eq. (3), after we allow for velocity anisotropies, and a bare gauge kinetic energy f2/(4g) where f = da.
The 1/Nf expansion of Ref. [22] automatically places the theory at the fixed point g = gc, even in the
absence of an explicit gauge kinetic energy.
So the ultimate IR theory is indeed a CFT of NDNf Dirac fermions coupled to a SU(Nc) gauge field.
This is distinct from the UV theory, which had only Nf Dirac fermions coupled to a SU(Nc) gauge field.
Finally, we can also consider the transition points between these IR CFTs, which appear at critical
values of V/k. Here we find [39] the fermion dispersion
(0, qy) ∼ |qy|3 , (qx, 0) ∼ |qx|. (72)
This critical theory is evidently not relativistic, and it would be interesting to compute the effects of
interactions at such a point.
3.1. Conductivity
This subsection will compute the frequency dependent conductivity, σ(ω) of free Dirac fermions in the
presence of the cosine potential in Eq. (67). Previous results in the graphene literature have been limited
to the d.c. conductivity σ(0).
We use the standard Kubo formula applied to the band structure computed above, to compute σ(ω)
directly at T = 0 (see Appendix B). In the absence of a periodic potential, the free Dirac fermions yield
the frequency independent result [55]
σ(ω) =
Nf
16
, V = 0. (73)
For graphene, this is the conductivity measured in units of e2/~, and we have to take Nf = 4.
We begin by examining the frequency-dependence of the conductivity at small V/k, in the regime
where there is only a single Dirac node, as in Fig. 16A. The results were shown in Fig. 1. At large ω,
the result approaches the value in Eq. (73), and this will be the case for all our results below. At small
ω there is interesting structure in the frequency dependence induced by inter-band transitions in the
presence of the periodic potential, including at dip centered at ω = k. Notice the remarkable similarity
of this frequency dependence to that obtained in holography at small V/k, as shown in Fig. 2.
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Figure 21: Frequency-dependent conductivity at V/k = 2.0 for Nf Dirac fermions in a periodic chemical
potential.
Continuing on to large V/k, we consider the situation when there are 3 Dirac nodes as in Fig. 16B
at V/k = 2.0 in Fig. 21. Now there is a sharp inter-band transition peak, and additional structure at
ω ∼ k; the situation bears similarity to the holographic result in Fig. 12, including the dip after the peak
at ω ∼ k.
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Figure 22: As in Fig. 21, but with V/k = 6.0.
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At larger V/k, the peak at ω = k becomes sharper, as shown in Fig. 22 at V/k = 6.0. The reader
will also notice a peak at ω = 0 in Fig. 22. This arises because V/k = 6.0 is close to the transition point
where the number of Dirac nodes jumps from 7 to 9.
Finally, we also computed the V/k dependence of σ(0), and result showing peaks at the transition
points between the IR CFTs were shown earlier in Fig. 3. These peaks are at the points where ND jumps
by 2, and the lowest energy fermions have the dispersion in Eq. (72).
4. Conclusions
The basic physics of 2+1 dimensional CFTs in a periodic potential is elegantly captured by Figs. 17
and 19. As illustrated in Fig. 17, in each local region of the potential, the CFT acquires a local Fermi
surface determined by the local chemical potential. Each such region is therefore described by the theory
of a Fermi surface coupled to a gauge field, as discussed recently in Refs. [56, 57, 58]; holographically
these are ‘hidden’ Fermi surfaces, in the language of Ref. [25]. Now we go beyond the Born-Oppenheimer
picture and stitch the regions together. This by can be described by a “folding” of the Fermi surfaces
back into the first Brillouin zone with |qx| < k/2, as shown in Fig 19. Computations of the fermion
spectrum show that new zero energy Dirac points emerge at the intersections of the folded Fermi surfaces,
represented by the filled circles in Fig 19. So if we started with a UV CFT with Nf Dirac fermions, we
end up with an IR CFT with NDNf Dirac fermions, where ND is an odd integer which increases in steps
with increasing V/k; for large V/k, ND is linearly proportional to V/k. These emergent Dirac points
are stable under the gauge interactions, and this stability can be regarded as a remnant of the Luttinger
theorem for the underlying Fermi surfaces. Note that any possible “c theorem” is badly violated because
the IR CFT has many more gapless degrees of freedom; this is permitted in systems which are not Lorentz
invariant [44].
We computed the frequency-dependent conductivity, σ(ω) of CFTs in a periodic potential, both in the
Dirac fermion theory and in the Einstein-Maxwell holographic theory. For small V/k, the forms of σ(ω)
are remarkably similar, as shown in Fig. 1 and 2. For large V/k, the correspondence is not as good, but
the most prominent features of σ(ω) do match: both the Dirac fermion theory (in Figs. 21 and 22) and
the holographic theory (in Fig. 12) have a large peak in σ(ω) at ω ∼ k, followed by a dip until ω ∼ V . A
similar ω ∼ k peak was also present for µ0 6= 0, although in this case there was also a larger Drude peak
at ω = 0 [14].
Also interesting was the dependence of the d.c. conductivity, σ(0), on V/k. This is shown in Figs. 3
and 4 for the two approaches. While the background evolutions match, the Dirac fermion result in
Fig. 3 has sharp peaks at precisely the values of V/k where the integer ND jumps [38]. This discretely
increasing ND, a signal of emergent zero modes and underlying Fermi surfaces, is evidently not captured
by the holographic Einstein-Maxwell theory. It has been argued [4, 20, 21] that monopole operators need
to be included in the Einstein-Maxwell theory to properly quantize charge, and to obtain signatures of
the Fermi surface: so it will be interesting to add monopole operators to the present analysis and see if
they complete the correspondence between holography and field theory by leading to peaks in σ(0) as
function of V/k.
Finally, we note that the fermions dispersion spectra shown in Figs. 14, 15, and 16 apply unchanged
for the case of a non-zero average chemical potential, µ0 6= 0. The chemical potential would then not
lie precisely at the Dirac points, but away from it: so each Dirac point would have an associated Fermi
surface. The Fermi surface excitations remain coupled to the gauge field aµ, and so these Fermi surfaces
are ‘hidden’ [25] and they do not annihilate into Dirac points at µ0 6= 0 . Thus the evolution of the
low-energy spectrum involves discrete jumps in the number of Fermi surfaces with increasing V/k. This
surely has significant consequences for the charge transport. As was the case here for µ0 = 0, we expect
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that the holographic method smooths out the transitions between the changes in Fermi surface topology.
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Appendix A. Results from Perturbative Holography
This appendix collects the cumbersome calculations required to derive the first order perturbation to the
conductivity and to the geometry in the limit V  k.
A.1. Geometry
We begin with the perturbation theory for the metric, which we find by computing the solution to the
linearized graviton equation of motion. For simplicity, we do this calculation in Euclidean time, and
analytically continue at the end, as we will do for much of this appendix. In the transverse traceless
gauge (∇µhµν = 0), higher spin equations of motion take a particularly elegant form [59], which for spin
2 reads (using our conventions of L = 1, etc.):
∇ρ∇ρhµν + 2hµν = −T (EM)µν , (74)
where now we treat T
(EM)
µν as the source term for the gravitons. The traceless condition is allowed because
electromagnetic fields in 4 dimensions have a traceless stress tensor. We also note that the transverse
gauge implies that (
∂z − 2
z
)
hzµ + ∂ihiµ = 0. (75)
Let us first study the stress tensor. In Euclidean time, the photon is A = iV e−kz cos(kx)dt. This leads
to
F = dA = iV ke−kz [cos(kx)dx ∧ dt− sin(kx)dz ∧ dt] (76)
and correspondingly, the only non-zero components of the stress tensor are
1
z2
T (EM)zz = −
1
z2
T (EM)xx = F
2
zt −
1
2
F 2zt −
1
2
F 2xt =
F 2zt − F 2xt
2
=
1
2
V 2k2 cos(2kx)e−2kz. (77a)
1
z2
T
(EM)
tt = −
1
z2
T (EM)yy =
F 2xt + F
2
zt
2
= −1
2
V 2k2e−2kz (77b)
1
z2
T (EM)zx = FztFxt = −
1
2
V 2k2 sin(2kx)e−2kz (77c)
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Then, using that
∇ρ∇ρhzz + 2hzz =
(
z2∂2z − 2z∂z + z2∂2k
)
hzz (78a)
∇ρ∇ρhzi + 2hzi =
(
z2∂2z − 2 + z2∂2k
)
hzi − 2r∂ihzz (78b)
∇ρ∇ρhij + 2hij =
(
z2∂2z + 2z∂z − 2 + z2∂2k
)
hij − 2z∂ihjz − 2z∂jhiz + 2δijhzz (78c)
along with the fact that the non-zero components of the stress tensor are rr, rx, xx, tt, yy, we conclude
that htx = hty = hxy = hzt = hzy = 0. Note that the boundary conditions on the non-zero perturbations
are that they vanish on the conformal boundary of AdS (z = 0,∞).
Now, let us turn to the solutions of these equations of motion. By studying the stress tensor, one
concludes that the solutions to the equations of motion with the proper boundary conditions will be of
the form
hzz(z, x) = Hzz(z) cos(2kx), (79a)
hzx(z, x) = Hzx(z) sin(2kx), (79b)
hxx(z, x) = Hxx(z) cos(2kx), (79c)
hyy(z, x) = Gyy(z) +Hyy(z) cos(2kx), (79d)
htt(z, x) = −Gyy(z) +Hyy(z) cos(2kx). (79e)
Furthermore, since these are linear equations, Gyy decouples from the rest. We note from Eq. (78) that
Hzz will act as a source for Hzx and Hyy; we will find Hxx by a trick.
Let us begin with Gyy(z), which obeys the equation of motion
− V
2k2
2
e−2kz =
d2Gyy
dz2
+
2
z
dGyy
dz
− 2Gyy
z2
, (80)
which has exact solution
Gyy(z) = V
2 1− e−2kz
(
1 + 2kz + 2k2z2
)
16k2z2
. (81)
Eq. (81) has asymptotic behavior in the UV
Gyy(r) ≈ V
2kz
12
, (82)
which we will find to be a useful fact later.
The next step is to compute Hzz(z), which obeys an independent equation:
− V
2k2
2
e−2kz =
d2Hzz
dz2
− 2
z
dHzz
dz
− 4k2Hzz. (83)
The boundary conditions are that Hzz(0) = Hzz(∞) = 0. The solution to this differential equation may
be found exactly:
Hzz(z) =
V 2
16
[
e−2kz (2 + (1 + 2kz) log(kz)) + (2kz − 1)e2kzEi(−4kz)
]
+
V 2 (log 4 + γ − 2)
16
(1 + 2kz)e−2kz. (84)
where γ ≈ 0.577 is the Euler-Mascheroni constant and
Ei(x) ≡ −
∞∫
−x
dt
e−t
t
. (85)
Conformal field theories in a periodic potential: results from holography and field theory 34
Note that Ei(−4kz) ∼ e−4kz up to polynomial size corrections, at large z, and so we have Hzz ∼ e−2kz in
the IR as expected. In the UV, we have
Hzz(z) ≈ V
2k2z2
4
. (86)
Now let us turn to Hzx and Hxx. We can actually compute these very “efficiently” using the transverse
gauge condition Eq. (75). We will not bother writing down the exact solution, but we will extract the
leading order behavior at small r, which requires the next order in the asymptotic expansion of Hzz(z),
which is of order z3 log(kz). One can show that
Hzx(z) ≈ V
2k2
6
z2 log(kz). (87)
A second application of Eq. (75) immediately leads to asymptotic behavior
Hxx(z) ≈ V
2kz
12
. (88)
The traceless condition then leads to
Hyy(z) ≈ −V
2kz
24
. (89)
This concludes the derivation of the first order perturbation to the metric.
A.2. Geometry in Numerics Gauge
One of the major checks of the numerics is to compare the geometry to this perturbative answer, and
more importantly the expectation value of the stress tensor, which is gauge invariant. To show how this
can be done, let us describe explicitly a sequence of gauge transformations which will take us from the
equations of the previous subsection to a metric of the form Eq. (10).
Since we are looking for a perturbative geometry around AdS, let us expand the above metric to lowest
order about AdS, where B0 = F0 = 0, A0 = Σ
2
0 and Σ0 = r
−1. If we let A = Σ2 +A1, B = r2B1, F = F1
and Σ = Σ0 + Σ1, we find
ds2 = −
(
1
z2
+
2Σ1
z
+A1
)
dt2− 2dzdt
z2
+2F1dxdt+
(
1
z2
+
2Σ1
z
+B1
)
dx2+
(
1
z2
+
2Σ1
z
−B1
)
dy2 (90)
The first thing we can do is make the simple coordinate change t→ it (back to real time) and t→ t+ z
to put the metric in the form:
ds2 =
((Hzz −Hyy) cos(2kx) +Gyy)z2dz2 − (1− z2Gyy + z2Hyy cos(2kx))(dt2 + 2dzdt)
z2
+
2Hzx sin(2kx)z
2dxdz + (1 +Gyyz
2 +Hyyz
2 cos(2kx))dy2 + (1 +Hxxz
2 cos(2kx))dx2
z2
(91)
Up to O(V 2) terms, this is of the form of the numerical metric. So our remaining task will be to find the
O(V 2) diffeomorphism to get the rest right – we will drop all higher terms.
Let’s begin by shifting t again to remove the dr2 term. Let a (−1) superscript represent integration
of a function multiplied by r2: e.g., dH(−1)/dz = z2H: then we find that if we choose
t→ t+ (H
(−1)
zz −H(−1)yy ) cos(2kx) +G(−1)yy
2
(92)
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we can set gzz = 0 and shift
z2gzt = 1 +
(Hrr +Hyy) cos(2kx)−Gyy
2
z2 (93)
z2gtx = k(H
(−1)
zz −H(−1)yy ) sin(2kx). (94)
Next we remove gxz by shifting x (which must remain periodic with period 2pi/k) by a periodic
function:
x→ x−H(−1)zx sin(2kx) (95)
which removes gxr and changes
z2gxx = 1 + (2kH
(−1)
zx + z
2Hxx) cos(2kx) (96)
The final step is to change gzt = 1. To do this we perform a coordinate shift on z so that
d
1
z′
= z2gztd
1
z
(97)
Since to lowest order we can set z = z′ in z2gzt, we find that
1
z
→
z∫
0
dz′
z′2z2gzt
≈
∞∫
z
dz′
z′2
[
1− z2 (Hzz +Hyy) cos(2kx)−Gyy
2
]
=
1
z
+
(H
[−1]
rr +H
[−1]
yy ) cos(2kx)−G[−1]yy
2
(98)
where dG[−1]/dz = G (note the sign on the last term to ensure that the derivative factor works out right).
This sets gzt = 1, and it will also multiply all other metric components by the factor corresponding to
the shift in 1/z2:
1
z2
→ 1
z2
− (H
[−1]
zz +H
[−1]
yy ) cos(2kx)−G[−1]yy
z
(99)
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Straightforward manipulations then give:
B1 =
gxx − gyy
2
=
1
2
[(
1
z2
− (H
[−1]
zz +H
[−1]
yy ) cos(2kx)−G[−1]yy
z
+
(
Hxx +
2kH
(−1)
rx
z2
)
cos(2kx)
)
−
(
1
z2
− (H
[−1]
rr +H
[−1]
yy ) cos(2kx)−G[−1]yy
z
+Gyy +Htt cos(2kx)
)]
=
−Gyy + (Hxx + 2z−2kH(−1)zx −Hyy) cos(2kx)
2
(100a)
F1 = gtx =
k(H
(−1)
zz −H(−1)yy ) sin(2kx)
z2
(100b)
Σ1 =
z(gxx + gyy − 2z−2)
4
=
z
4
[(
1
z2
− (H
[−1]
zz +H
[−1]
yy ) cos(2kx)−G[−1]yy
z
+Gyy +Hyy cos(2kx)
)
+
(
1
z2
− (H
[−1]
zz +H
[−1]
yy ) cos(2kx)−G[−1]yy
z
+
(
Hxx +
2kH
(−1)
zx
z2
)
cos(2kx)
)
− 2
z2
]
= −(H
[−1]
zz +H
[−1]
yy ) cos(2kx)−G[−1]yy
2
+
z
4
[(
Hxx +Hyy +
2k
z2
H(−1)zx
)
cos(2kx) +Gyy
]
(100c)
A1 = −gtt − 1
z2
− 2Σ1
z
=
1
z2
− (H
[−1]
zz +H
[−1]
yy ) cos(2kx)−G[−1]yy
z
−Gyy +Hyy cos(2kx)
− 1
z2
+
(H
[−1]
zz +H
[−1]
yy ) cos(2kx)−G[−1]yy
z
− 1
2
[(
Hxx +Hyy +
2k
z2
H(−1)zx
)
cos(2kx) +Gyy
]
= −1
2
[(
Hxx −Hyy + 2k
z2
H(−1)zx
)
cos(2kx) + 3Gyy
]
(100d)
A.3. Conductivity
In this subsection we compute σel(ω) and σinel(ω). As before, it will be easier to perform this calculation
in Euclidean time, when all integrals are well-behaved and convergent. At the end of the calculation, we
will do an analytic continuation ω → −iω to extract the real time conductivity.
The strategy will be to compute the three Witten diagrams of Figure 6. The photon and graviton
propagators and vertices for an AdS4 background can be found in [60], in real time. Let us begin by
reviewing them in Euclidean time. For the probe Ax field, normalized to 1 on the boundary so we are
computing the conductivity, we have
〈Ax(ω, z)Ax(−ω, 0)〉 = e−|ω|z. (101)
〈At(k, z)At(−k, 0)〉 = iV
2
e−|k|z (102)
and for the graviton we have, in the axial gauge where hzµ = 0:
〈hij(qx, qt, z1)hkl(−qx,−qt, z2)〉 = −1
8
∞∫
0
dx√
z1z2
J3/2(
√
xz1)J3/2(
√
xz2)
x+ q2x + q
2
t
(TikTjl + TilTjk − TijTkl) (103)
where J3/2 is a Bessel function, and
Tij = δij + qiqj
x
. (104)
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The interaction vertex comes from the terms in the action
1
2
[
FµρF νρhµν − 1
4
hµµFρσF
ρσ
]
. (105)
The factor of 1/2 comes from the fact that the usual definition of the stress tensor is 2g−1/2δS/δgµν .
Using the background metric of AdS given by Eq. (5), we can simplify the interaction vertex to (now
there are no metric factors in summation convention: simply sum):
z2
2
[
FµρFνρhµν − 1
4
hµµFρσFρσ
]
(106)
Let us begin with the elastic channel: AtAth→ AxAxh (here h represents a generic graviton). In this
case, the graviton carries no internal momentum, so qt = qx = 0 and the vertex will be a bit simpler.
What are the possible internal modes of the graviton? At the AtAth vertex, we have Fzt = −|k|At and
Fxt = ikAt. Now since we have At(k)At(−k), the only surviving terms are:
z2
2
[
FtzFtzhtt + FtxFtxhtt + FtxFtxhxx − 1
2
(htt + hxx + hyy)(F
2
xt + F
2
zt)
]
(107)
We need to take into account a symmetry factor of 2 because there are 2 photons in the same direction,
so we will for simplicity add that to the vertex factor now. We find
z2k2AtAt
[
2htt + hxx − 2
2
(htt + hxx + hyy)
]
= z2k2AtAt(htt − hyy). (108)
It should be clear that this calculation is exactly the same for AxAxh, with an appropriate exchange of
the t and x labels, as well as the ω and k factors:
z2ω2AxAx(hxx − hyy). (109)
Now, let us look at the total Tij dependent factor – let’s call it α. We will also include in this
polarization factor the vertex coefficients. In this case, it is quite simple:
α = αtt,xx + αyy,xx + αtt,yy + αyy,yy (110)
where αtt,xx corresponds to AtAthtt → AxAxhxx, e.g.
αtt,xx =
(
2T 2xt − TttTxx
)× ω2 × k2 = −k2ω2 (111a)
αyy,xx = (−1)×−ω2 × k2 = k2ω2 (111b)
αyy,yy = (2− 1)×−ω2 ×−k2 = ω2k2 (111c)
αtt,yy = (−1)×−ω2 × k2 = ω2k2. (111d)
So we find the polarization/vertex reduces to
α = 2ω2k2. (112)
So now we simply attach the boundary-bulk propagators, and account for a remaining symmetry factor of
2 because either At can be treated as incoming. A remaining factor of 2 is needed due to the normalization
of the diagram with four external legs. Thus we find our first correction to the conductivity:
ωσel = −1
8
∫
dxdz1dz2(z1z2)
3/2(i2V 2e−2ωz1e−2kz2)(2ω2k2)
J3/2(
√
xz1)J3/2(
√
xz2)
x
(113)
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Now, we use the integral
∞∫
0
dz z3/2J3/2(az)e
−bz =
√
8
pi
a3/2
(a2 + b2)2
(114)
and find
σel =
2
pi
V 2ωk2
∞∫
0
dx
x3/2
x(x+ 4ω2)2(x+ 4k2)2
=
V 2k
32(k + ω)3
. (115)
Analytic continuation is straightforward and gives the first half of Eq. (37).
Next we compute σinel, which corresponds to AxAth → AxAth. This one is more subtle because of
the graviton polarization factor. To begin, let us analyze the vertex:
r2
2
[
2hxtFxzFtz + (hxx + htt)F
2
xt −
1
2
(hxx + htt + hyy)F
2
xt
]
(116)
Now since Fxt = iqxAt + iqtAx, we extract −2qxqtAxAt from F 2xt (remember we need an Ax and an At).
This turns the vertex into
z2
2
[2hxtωkAxAt + (hyy − hxx − htt)qxqtAxAt] . (117)
Note that qx = ±k and qt = ±ω, but it will be very convenient to not plug in yet.
Now let us look at the polarization factor α. There are a lot of terms to take into account, but we
can eliminate some early. Suppose we take a term of the form ωkqxqt. We have two diagrams to sum
over, one where the photons on one side have +ω and +k, and one where the photons have +ω and −k.
(Flipping the sign on both ω and k just means flipping the diagram, and this does not count as a separate
diagram). So anything odd in qx (or qt) vanishes under the sum of these two diagrams.
This means we only have to consider hxt → hxt and then the mixing of the diagonal hs. We have
αxt,xt = 2
(TxxTtt + (1− 1)T 2xt)× ωk × ωk = 2ω2k2(1 + k2x
)(
1 +
ω2
x
)
(118a)
αxx,xx =
1
2
T 2xx × (−qxqt)2 =
1
2
ω2k2
(
1 +
k2
x
)2
(118b)
αtt,tt =
1
2
T 2tt × (−qxqt)2 =
1
2
ω2k2
(
1 +
ω2
x
)2
(118c)
αxx,tt =
(
2T 2xt − TttTxx
)
(−qxqt)2 = ω2k2
(
ω2k2
x2
− 1− ω
2 + k2
x
)
(118d)
αyy,yy =
1
2
T 2yy × (qxqt)2 =
1
2
ω2k2 (118e)
αyy,xx = (−TxxTyy)× qxqt ×−qxqt = ω2k2
(
1 +
k2
x
)
(118f)
αyy,tt = (−TttTyy)× qxqt ×−qxqt = ω2k2
(
1 +
ω2
x
)
(118g)
Note when the gravitons have 2 different components, there is an extra factor of 2 by symmetry (which
side has which component). We get
α =
1
2
[
9 + 6
ω2 + k2
x
+
(
ω2 + k2
)2
x2
+ 4
ω2k2
x2
]
ω2k2 (119)
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We find the diagram, accounting for symmetry factors similarly to before:
ωσinel =
V 2ω2k2
4
∞∫
0
dxdz1dz2 (z1z2)
3/2e−(k+ω)(z1+z2)
J3/2(
√
xz1)J3/2(
√
xz2)
x+ ω2 + k2
α(x), (120)
which leads to
σinel =
2
piω
V 2k2
∞∫
0
dx
x3/2
(x+ ω2 + k2)(x+ (ω + k)2)4
α(x). (121)
This integral can be done with the aid of symbolic manipulators (Mathematica) and the result, appropri-
ately analytically continued, is the second half of Eq. (37). Note that the rightmost term in Eq. (119) is
responsible for the singularity in the real-time σinel.
Appendix B. Dirac fermions in a periodic potential
We describe the numerical computation of the conductivity of a single Dirac fermion in a periodic potential.
We write the “reciprocal lattice vector” of the periodic potential as K = (k, 0). We introduce 2
canonical fermions cA(q + `K) and cB(q + `K) where ` is an integer, and q is restricted to the “first
Brillouin zone”, |kx| < k/2. We discretized the momenta q = (k/N)(nx, ny) where nx, ny, and N are
integers, with |nx| < N/2, |ny| < Ny, and |`| < L. The continuum answers are obtained in the limit
where N , Ny, and L all become very large.
The Hamiltonian of the Dirac fermions in a periodic potential now takes the form
H =
∑
`=0
∑
q
[(
T (q + `K)c†A(q + `K)cB(q + `K) + c.c.
)
+
V
2
(
c†A(q + (`+ 1)K)cA(q + `K) + c
†
B(q + (`+ 1)K)cB(q + `K)
)
+ c.c.
]
(122)
The bare kinetic energy term is
T (q) = qx − iqy (123)
obtained from the Pauli matrices acting as the Dirac matrices. We diagonalize this Hamiltonian by the
unitary
cσ(q + `K) =
∑
n
Uσn(q + `K)γn(q) (124)
where σ = A,B, Uσn(q) is a unitary matrix, and εn(q) are the corresponding eigenvalues.
To obtain the conductivity, we need the current operator
j =
∑
`
∑
q
c†A(q + `K)J(q + `K)cB(q + `K) + c.c. (125)
where
J = (1,−i) (126)
is obtained from the Dirac matrices. We introduce the matrix element of the current operator
Ji,nm(q) =
∑
`
[
U∗An(q+ `K)Ji(q+ `K)UBm(q+ `K) +U
∗
Bn(q+ `K)J
∗
i (q+ `K)UAm(q+ `K)
]
(127)
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and the final expression for the conductivity is
σii(ω) = lim
η→0
lim
N,Ny ,L→∞
ik
4pi2N2ω
[Λ(ω)− Re (Λ(0))]
with Λ(ω) =
∑
q
∑
n,m
|Ji,nm(q)|2 (f(εn(q))− f(εm(q)))
ω − εm(q) + εn(q) + iη , (128)
where f(ε) is the Fermi function. Here η is small energy broadening parameter, and the order of limits
above is important. Our use of a sharp momentum space cutoff, Ny, requires the subtraction scheme in
Eq. (128) to eliminate cutoff dependence. With a gauge-invariant cutoff we would have Λ(0) = 0, but
instead we obtain a real part which diverges linearly with the cutoff momentum. This cutoff dependence
only influences Im(σ), and cutoff-independent results are obtained after the subtraction.
B.1. Emergence of Dirac zeros
This appendix will review the arguments [39, 40] for the appearance of the additional Dirac zeros for the
case of the periodic rectangular-wave potential in Fig. 17.
It is useful to first tabulate some properties of the Dirac equation for the case of a piecewise-constant
potential. In any given constant potential region a solution with energy E = (k2x + k
2
y)
1/2 will be a
superposition of plane waves with wavevectors (kx, ky) and (−kx, ky) (the wavevector ky is conserved
because the potential is independent of y). By working with the most general linear combination of such
waves, we can relate the two components of the wavefunction (ψA(x), ψB(x)) between two x locations by
a linear transfer matrix of the form
ψ(x1) = T+(x1 − x2; kx, ky)ψ(x2) (129)
It is easy to compute that the explicit form of this transfer matrix is
T+(x, kx, ky) =
(
cos(kxx) + (ky/kx) sin(kxx) i(1 + (ky/kx)
2)1/2 sin(kxx)
i(1 + (ky/kx)
2)1/2 sin(kxx) cos(kxx)− (ky/kx) sin(kxx)
)
(130)
Similarly, for the solution with energy E = −(k2x + k2y)1/2 the transfer matrix is
T−(x, kx, ky) =
(
cos(kxx) + (ky/kx) sin(kxx) −i(1 + (ky/kx)2)1/2 sin(kxx)
−i(1 + (ky/kx)2)1/2 sin(kxx) cos(kxx)− (ky/kx) sin(kxx)
)
(131)
Turning to the potential in Fig. 17, the solution with wavevector ky, has a negative (positive) energy
solution in the region with V (x) = V (V (x) = −V ). The corresponding values of kx in the two regions
are kx = ((V − E)2 − k2y)1/2 and kx = ((V + E)2 − k2y)1/2. So the complete transfer matrix across one
period of the potential is
T = T+
(
pi/k, ((V + E)2 − k2y)1/2, ky
)
T−
(
pi/k, ((V − E)2 − k2y)1/2, ky
)
. (132)
Finally, by Bloch’s theorem, this transfer matrix can only be a phase factor ei2pikx/k, where now kx is the
wavevector of the Bloch eigenstates along the x direction. So we obtain the eigenvalue condition, which
is det(T − ei2pikx/k) = 0. Evaluating this determinant, we find the condition for a zero energy eigenvalue,
E = 0 at kx = 0 is
sin(pi(V 2 − k2y)1/2/k) = 0, (133)
which leads immediately to Eq. (69) for the Dirac nodes. For small kx and E, and with ky =
√
V 2 − n2k2+
δky, the condition becomes
E2 =
(
nk
V
)4
k2x +
(
1− n
2k2
V 2
)2
(δky)
2 (134)
which yields the velocities in Eq. (70).
Conformal field theories in a periodic potential: results from holography and field theory 41
References
[1] S. A. Hartnoll, P. K. Kovtun, M. Muller and S. Sachdev, “Theory of the Nernst effect near quantum
phase transitions in condensed matter, and in dyonic black holes,” Phys. Rev. B 76, 144502 (2007)
[arXiv:0706.3215 [cond-mat.str-el]].
[2] S. S. Gubser, “Breaking an Abelian gauge symmetry near a black hole horizon,” Phys. Rev. D 78,
065034 (2008) [arXiv:0801.2977 [hep-th]].
[3] S. A. Hartnoll, C. P. Herzog and G. T. Horowitz, “Building a Holographic Superconductor,” Phys.
Rev. Lett. 101, 031601 (2008) [arXiv:0803.3295 [hep-th]].
[4] S. Sachdev, “Compressible quantum phases from conformal field theories in 2+1 dimensions,” Phys.
Rev. D 86, 126003 (2012) [arXiv:1209.1637 [hep-th]].
[5] T. Faulkner and N. Iqbal, “Friedel oscillations and horizon charge in 1D holographic liquids,”
arXiv:1207.4208 [hep-th].
[6] S. A. Hartnoll and C. P. Herzog, “Impure AdS/CFT correspondence,” Phys. Rev. D 77, 106009
(2008) [arXiv:0801.1693 [hep-th]].
[7] S. A. Hartnoll and D. M. Hofman, “Locally Critical Resistivities from Umklapp Scattering,” Phys.
Rev. Lett. 108, 241601 (2012) [arXiv:1201.3917 [hep-th]].
[8] D. Vegh, “Holography without translational symmetry,” arXiv:1301.0537 [hep-th].
[9] R. A. Davison, “Momentum relaxation in holographic massive gravity,” arXiv:1306.5792 [hep-th].
[10] R. Flauger, E. Pajer and S. Papanikolaou, “A Striped Holographic Superconductor,” Phys. Rev. D
83, 064009 (2011) [arXiv:1010.1775 [hep-th]].
[11] J. A. Hutasoit, S. Ganguli, G. Siopsis and J. Therrien, “Strongly Coupled Striped Superconductor
with Large Modulation,” JHEP 1202, 026 (2012) [arXiv:1110.4632 [cond-mat.str-el]]
[12] G. T. Horowitz, J. E. Santos and D. Tong, “Optical Conductivity with Holographic Lattices,” JHEP
1207, 168 (2012) [arXiv:1204.0519 [hep-th]].
[13] J. A. Hutasoit, G. Siopsis and J. Therrien, “Conductivity of Strongly Coupled Striped Superconduc-
tor,” arXiv:1208.2964 [hep-th].
[14] G. T. Horowitz, J. E. Santos and D. Tong, “Further Evidence for Lattice-Induced Scaling,” JHEP
1211, 102 (2012) [arXiv:1209.1098 [hep-th]].
[15] G. T. Horowitz and J. E. Santos, “General Relativity and the Cuprates,” arXiv:1302.6586 [hep-th].
[16] Y. Liu, K. Schalm, Y. -W. Sun and J. Zaanen, “Lattice Potentials and Fermions in Holographic non
Fermi-Liquids: Hybridizing Local Quantum Criticality,” JHEP 1210, 036 (2012) [arXiv:1205.5227
[hep-th]].
[17] Y. Ling, C. Niu, J. Wu, Z. Xian and H. Zhang, “Holographic Fermionic Liquid with Lattices,” JHEP
1307, 045 (2013) [arXiv:1304.2128 [hep-th]].
[18] S. Kachru, A. Karch and S. Yaida, “Holographic Lattices, Dimers, and Glasses,” Phys. Rev. D 81,
026007 (2010) [arXiv:0909.2639 [hep-th]].
Conformal field theories in a periodic potential: results from holography and field theory 42
[19] S. Kachru, A. Karch and S. Yaida, “Adventures in Holographic Dimer Models,” New J. Phys. 13,
035004 (2011) [arXiv:1009.3268 [hep-th]].
[20] N. Bao, S. Harrison, S. Kachru and S. Sachdev, “Vortex Lattices and Crystalline Geometries,”
arXiv:1303.4390 [hep-th].
[21] N. Bao and S. Harrison, “Crystalline Scaling Geometries from Vortex Lattices,” arXiv:1306.1532
[hep-th].
[22] I. R. Klebanov, S. S. Pufu, S. Sachdev and B. R. Safdi, “Entanglement Entropy of 3-d Conformal
Gauge Theories with Many Flavors,” JHEP 1205 (2012) 036 [arXiv:1112.5342 [hep-th]].
[23] L. Huijse and S. Sachdev, “Fermi surfaces and gauge-gravity duality,” Phys. Rev. D 84, 026001
(2011) [arXiv:1104.5022 [hep-th]].
[24] N. Ogawa, T. Takayanagi and T. Ugajin, “Holographic Fermi Surfaces and Entanglement Entropy,”
JHEP 1201, 125 (2012) [arXiv:1111.1023 [hep-th]].
[25] L. Huijse, S. Sachdev, and B. Swingle, “Hidden Fermi surfaces in compressible states of gauge-gravity
duality,” Phys. Rev. B 85, 035121 (2012) [arXiv:1112.0573 [cond-mat.str-el]].
[26] S.-S. Lee, “A Non-Fermi Liquid from a Charged Black Hole: A Critical Fermi Ball,” Phys. Rev. D
79, 086006 (2009) [arXiv:0809.3402 [hep-th]].
[27] T. Faulkner, H. Liu, J. McGreevy and D. Vegh, “Emergent quantum criticality, Fermi surfaces, and
AdS(2),” Phys. Rev. D 83, 125002 (2011) [arXiv:0907.2694 [hep-th]].
[28] M. Cˇubrovic´, J. Zaanen, and K. Schalm, “String Theory, Quantum Phase Transitions and the Emer-
gent Fermi-Liquid,” Science 325, 439 (2009). [arXiv:0904.1993 [hep-th]].
[29] S. A. Hartnoll, D. M. Hofman and D. Vegh, “Stellar spectroscopy: Fermions and holographic Lifshitz
criticality,” JHEP 1108, 096 (2011) [arXiv:1105.3197 [hep-th]].
[30] N. Iqbal, H. Liu and M. Mezei, “Semi-local quantum liquids,” JHEP 1204, 086 (2012)
[arXiv:1105.4621 [hep-th]].
[31] S. Sachdev, “A model of a Fermi liquid using gauge-gravity duality,” Phys. Rev. D 84, 066009 (2011)
[arXiv:1107.5321 [hep-th]].
[32] D. T. Son, “Quantum critical point in graphene approached in the limit of infinitely strong Coulomb
interaction,” Phys.Rev. B 75 235423 (2007) [arXiv:cond-mat/0701501 [cond-mat.str-el]].
[33] S. Sachdev, Quantum Phase Transitions, 2nd Edition, Cambridge University Press (2011).
[34] Cheol-Hwan Park, Li Yang, Young-woo Son, M. L. Cohen, and S. G. Louie, “Anisotropic behaviours
of massless Dirac fermions in graphene under periodic potentials,” Nature Phys. 4, 213 (2008)
[arXiv:0803.0306 [cond-mat.mtrl-sci]].
[35] J. H. Ho, Y. H. Chiu, S. J. Tsai, and M. F. Lin, “Semimetallic graphene in a modulated electric
potential,” Phys. Rev. B 79, 115427 (2009) [arXiv:0809.1514 [cond-mat.mes-hall]].
[36] Cheol-Hwan Park, Li Yang, Young-woo Son, M. L. Cohen, and S. G. Louie, “New Generation of
Massless Dirac Fermions in Graphene under External Periodic Potentials,” Phys. Rev. Lett. 101,
126804 (2008) [arXiv:0809.3422 [cond-mat.mes-hall]].
Conformal field theories in a periodic potential: results from holography and field theory 43
[37] Cheol-Hwan Park, Li Yang, Young-woo Son, M. L. Cohen, and S. G. Louie, “Landau Levels and Quan-
tum Hall Effect in Graphene Superlattices,” Phys. Rev. Lett. 103, 046808 (2009) [arXiv:0903.3091
[cond-mat.mes-hall]].
[38] L. Brey and H. A. Fertig, “Emerging Zero Modes for Graphene in a Periodic Potential,” Phys. Rev.
Lett. 103, 046809 (2009) [arXiv:0904.0540 [cond-mat.mes-hall]].
[39] M. Barbier, P. Vasilopoulos, and F. M. Peeters, “Extra Dirac points in the energy spectrum for
superlattices on single-layer graphene,” Phys. Rev. B 81, 075438 (2010) [arXiv:1002.1442 [cond-
mat.mes-hall]].
[40] Li-Gang Wang and Shi-Yao Zhu, “Electronic band gaps and transport properties in graphene super-
lattices with one-dimensional periodic potentials of square barriers,” Phys. Rev. B 81, 205444 (2010)
[arXiv:1003.0732 [cond-mat.mes-hall]].
[41] P. Burset, A. Levy Yeyati, L. Brey, and H. A. Fertig, “Transport in superlattices on single-layer
graphene,” Phys. Rev. B 83, 195434 (2011) [arXiv:1101.5270 [cond-mat.mes-hall]].
[42] M. Yankowitz et al., “Emergence of superlattice Dirac points in graphene on hexagonal boron nitride,”
Nature Physics 8, 382 (2012) [arXiv:1202.2870 [cond-mat.mes-hall]].
[43] M. Hermele, T. Senthil, and M. P. A. Fisher, “Algebraic spin liquid as the mother of many competing
orders,” Phys. Rev. B 72, 104404 (2005) [arXiv:cond-mat/0502215].
[44] B. Swingle, “Entanglement does not generally decrease under renormalization” [arXiv:1307.8117
[cond-mat.-stat-mech]].
[45] C. P. Herzog, P. Kovtun, S. Sachdev and D. T. Son, “Quantum critical transport, duality, and
M-theory,” Phys. Rev. D 75, 085020 (2007) [arXiv:hep-th/0701036].
[46] R. C. Myers, S. Sachdev, and A. Singh, “Holographic Quantum Critical Transport without Self-
Duality,” Phys. Rev. D 83, 066017 (2011) [arXiv:1010.0443 [hep-th]].
[47] S.A. Hartnoll, “Lectures on holographic methods for condensed matter physics”, Class. Quant. Grav.
26 224002 (2009) [arXiv:0903.3246 [hep-th]]
[48] S. de Haro, S. N. Solodukhin and K. Skenderis, “Holographic reconstruction of space-time and
renormalization in the AdS / CFT correspondence,” Commun. Math. Phys. 217, 595 (2001) [hep-
th/0002230].
[49] W. Witczak-Krempa and S. Sachdev, “The quasi-normal modes of quantum criticality”, Phys. Rev.
B. 86 235115 (2012) [arXiv:1210.4166 [cond-mat.str-el]]
[50] P. Basu, J. Bhattacharya, S. Bhattacharyya, R. Loganayagam, S. Minwalla and V. Umesh “Small
hairy black holes in global AdS spacetime”, JHEP. 1010 045 (2010) [arXiv:1003.3232 [hep-th]]
[51] O.J.C. Dias, G.T. Horowitz and J.E. Santos, “Black holes with only one Killing field”, JHEP. 1107
115 (2011) [arXiv:1105.4167 [hep-th]]
[52] A. Chamblin, R. Emparan, C.V. Johnson and R.C. Myers, “Charged AdS black holes and catastrophic
holography”, Phys. Rev. D. 60 064018 (1999) [arXiv:hep-th/9902170]
[53] K. Maeda, T. Okamura and J. Koga, “Inhomogeneous charged black hole solutions in asymptotically
anti-de Sitter spacetime”, Phys. Rev. D. 85 066003 (2012) [arXiv:1107.3677 [hep-th]]
Conformal field theories in a periodic potential: results from holography and field theory 44
[54] S. Bhattacharyya, S. Minwalla and S.R. Wadia, “The incompressible non-relativistic Navier-Stokes
equations from gravity”, JHEP 0908 059 (2009) [arXiv:0810.1545 [hep-th]]
[55] S. Sachdev, Lectures at TASI 2010, “The landscape of the Hubbard model, arXiv:1012.0299 [hep-th].
[56] M. A. Metlitski, and S. Sachdev, “Quantum phase transitions of metals in two spatial dimensions:
I. Ising-nematic order,” Phys. Rev. B 82, 075127 (2010). [arXiv:1001.1153 [cond-mat.str-el]]
[57] D. F. Mross, J. McGreevy, H. Liu, and T. Senthil, “A controlled expansion for certain non-Fermi
liquid metals,” Phys. Rev. B 82, 045121 (2010). [arXiv:1003.0894 [cond-mat.str-el]].
[58] D. Dalidovich and Sung-Sik Lee, “Perturbative non-Fermi liquids from dimensional regularization,”
arXiv:1307.3170 [cond-mat.str-el].
[59] S. Giombi and X. Yin. “Higher spin gauge theory and holography: the three-point functions”, JHEP
1009 115 (2010) [arXiv:0912.3462 [hep-th]].
[60] D. Chowdhury, S. Raju, S. Sachdev, A. Singh and P. Strack. “Multipoint correlators of confor-
mal field theories: implications for quantum critical transport”, Phys. Rev. B 87 0852139 (2013)
[arXiv:1210.5247 [cond-mat.str-el]].
