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1. INTRODUCTION 
A signal can be defined as a physical support of an information. Different ex¬ 
amples of signals are given below 
• acoustic signal which results from a variation of air pressure in a given region 
• seismic signal which results from the vibrations of the ground. 
• economic signal which is an indication of the fluctuation of the market. 
The analysis of a given signal consists in extracting relevant information out of 
it. It is important to mention that the nature of that information depends on the 
physical properties of the signal. Therefore if we are to extract an information, it is 
necessary to have a method, a technique to obtain that information. That method 
or technique is called a representation of the signal. 
In general most signals are not stationary and they cover a wide range of frequencies. 
The durations for high and low frequencies are different, and since the range is wide, 
it is necessary to investigate both temporal and frequency representation. 
Temporal representation 
The temporal representation corresponds to the signal represented as function 
of time, i.e, 
IR —> C : £ —+ s(t) (1.1) 
Temporal representation gives the beginning and the end of a signal, that is, a certain 
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Figure 1: High and low frequency regions. 
part is considered. It also gives the duration (cf. Figure 1) of the characteristic 
elements that contain regions of high frequencies, low frequencies, discontinuities, 
etc.. Temporal representation also allows one to compute the energy J5[s] (if finite) 
of the signal, 
E(s) = f dt\s(t)\2 < oo (1-2) 
Frequency representation. 
The temporal representation gives very limited information about the frequen¬ 
cies. Therefore it is necessary to have another representation with strong emphasis 
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on the frequency content of the signal. This representation is called the frequency 
representation. It is given by the well known Fourier transform 
1 f + oo 
= ~j= / (1.3) 
v Z7T J -oo 
The Fourier transform is a decomposition of the signal s in the improper basis 
{eiut} u> € IR (1.4) 
There are certain difficulties about the two reprentations. These drawbacks are 
given below 
• There is no localization in time t and we do not know when the component 
5(0;) appears. 
• They are not economical and for quasi-flat signal one has compensation of an 
infinite number of terms. 
Therefore it is extremely important that we come up with a simulteneous repre¬ 
sentation of the signal in two variables, namely, 
• a frequency variable which tells about the frequencies present, and 
• a time variable which gives the time at which the signal is observed. 
Such a representation, the so called Windowed Fourier transform or Gabor repre¬ 
sentation was introduced by Gabor in 1946. A variant of this representation, which 
is applied in this thesis, the so called wavelet transform, was introduced in 1980 by 
a French researcher working on seismic data analysis, who then collaborated with 
Grossmann, a theoretical physicist from the CNRS in Marseille-Luminy. They de¬ 
veloped a geometrical formalism of the continuous wavelet transform based on group 
theoretical (square integrable) representation language [Grossmann 1986]. In one 
3 
dimension, the wavelet transform is a decomposition of a signal (e.g. in Signal The¬ 
ory), field (e.g. in Fluid Mechanics) or wave function (e.g. in Quantum Mechanics), 
in a family of dilated and translated versions of one function called wavelet. It is a 
convolution , at each scale, of the signal (field, wavefunction, etc...) with a wavelet. 
One then obtains a representation in both space and scale (which is interpreted 
as the inverse of the frequency) [Daubechies 1990], [Daubechies 1992], [Grossmann 
1990]. 
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2. ONE DIMENSIONAL CONTINUOUS 
WAVELET TRANSFORMS 
2.1. One-Dimensional Signal 
Let us consider one dimensional signals s(<) of finite energy given by the following 
norm, 
11s112 — f dt\s(t)\2 < oo (2-1) 
J — OO 
where s G L2(JR,dt). 
We will also consider signals with non finite energy, for example: 
• Delta function, 
St.(t) = S(t - to) (2.2) 
• Monochromatic signals, 
(2.3) 
• Fractal signals etc. 
2.2. Elementary Operators Acting on Signals 
All operators are obtained from two elementary operations namely the transla¬ 
tion and the dilation as follows 
1) The dilation operation, 
t -> at aGlR+, t G IR (2.4) 
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which induces the unitary dilation operator D acting on a signal s, 
(Das)(t) = -hs(h) (2.5) 
yj CL CL 
where HTj. = IR+\{0} 
2) The translation operation 
t t-b be IR, t eJR (2.6) 
which induces the translation operator T acting on a signal s, 
(Tbs)(t) = s(t - b) (2.7) 
These two operators are then combined to form the following operator 
Sl(a, b) = TbDa (2.8) 
(Sl(«,iW(f)=4=»(—) (2-9) •y/ CL CL 
In the frequency domain we obtain, 
(Q(a,6)S')(w) = y/ae'wbs(aw). (2.10) 
The operator f1 has the following properties 
• It preserves the enery of the signal 
IM| = ||fl(a,6)s|| (2-11) 
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• The span of the family 
{f}(a,b)s, (a,b) € IR!j_ x IR} (2.12) 
is dense in H+ and H , where 
H+ = {sE X2(IR, dt), 5(0;) = 0 when w < 0} (2.13) 
H~ ={sG L2(JR.,dt),s(w) = 0 when w > 0} (2-14) 
2.3. ID Continuous Wavelets 
2.3.1 Definition 
A wavelet [Grossmann 1986] is a function g (g / 0) verifying the following 
conditions: 
• finite energy 
g € X2(IR, dt) 
• admissibility condition 
cg — 2JT p < OC J-OO U> 
(2.15) 
(2.16) 
This admissible condition implies that 
£(0) = 0 = J dtg(t) (2.17) 
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which is the zero mean condition. The wavelet g may be required to have a certain 
number of vanishing moments 
(2.18) 
where n=0,l,2,3,...N. This condition determines the ability of g to detect singulari¬ 
ties [Antoine et al. 1993]. 
The translation and dilation operator do not change the admissibility condition. 
Therefore, if g is a wavelet, then 
gab = {iï{a,b)g, (a, b) G IR+ x IR} (2.19) 
constitutes a family of wavelets. As the span of this family is dense in H+ and H , 
one can use it to decompose every signal of finite energy. 
2.3.2 Examples of wavelets 
We are going to concentrate on two widely used wavelets, namely the Morlet 
wavelet and the Mexican hat [Grossmann 1986, 1990]. The wavelet transforms will 
be discussed in the next chapter. 
• The mexican hat is the second derivative of a Gaussian function given by 
S«=-|)e-£ (2.20) 
= (l-t2)e~T- (2.21) 
or in Fourier space 
8 
(2.22) g(uj) = (jü2e 2 
• The Morlet wavelet is given by the following equation 
9{t) 
,2 Ji _j2_ 
= e~lWote~ 2<r2 — e~2»2 (2.23) 
or in Fourier space 
x ("—^°)2 
C7(u>) = e 2 — e 2 e 2 (2.24) 
These wavelets in time domain and in Fourier space are shown in the following 




Figure 2: The Mexican hat wavelet in time domain: at a — 1.0 and b = 0.0, a = 1/2 





Figure 3: The Mexican hat in frequency domain : a = 1.0, a = 1/2, a — 1/4 and 
b = 0 
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Figure 5: The Morlet wavelet in frequency domain: at scale a = 1, a = 1/2, a = 1/4 
and b = 0.0 
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2.4. The Continuous Wavelet Transform 
In the previous sections we discussed the signals of finite energy s G X2(IR, dt). 
We shall now project those finite energy signals onto a family of wavelets {ga(>}- It 
is important to emphasize the following conditions for wavelets 
• 3 / 0 g G T2(IR, dt) 
• cg = 2TT/+^ g|<7(u>)|
2 < oo 
The wavelet transform [Grossmann 1986, 1990] of a signal is the inner product given 
by the following 
S{a,b) = 
The wavelet transform S(a, b) is in general a complex function which can be written 
as a product of a modulus and a phase 
S(a,b) = |S(a,6)|e^a’b) 
where |5(a,6)| is a modulus and (f>(a,b) is a phase. 
2.5. Intepretation of a Continuous Wavelet Transform 
We now give the following interpretation [Grossmann 1990] of the continuous 
wavelet transform 
• The wavelet transform S(a, b) is a representation of the signal s(t), a function 
of one variable, in a space of function of two variables (a,b) G IR+ x IE (the 
half plane), that is, the scale and time. It is called time-scale representation 
of s. 
(2.27) 
^ Qab | ^ 




• The one dimensional continuous wavelet transform is a convolution at each 
scale. This leads to the interpretation of the wavelet transform as a math¬ 
ematical microscope with magnification L, position b , and optics given by 
9- 
2.6. Properties of Wavelet Transform 
Given the admissible condition of a wavelet g such that cg < oo, the corre¬ 
sponding continuous wavelet transform S of a signal s(t) is verified by the following 
properties 
1) Linearity, covariance and energy conservation 
• It is linear in the signal s 
Wg : s(t) —> S(a, b) (2.28) 
where Wg is a linear map, such that 
T2(IR,dt) -+ TZ(IR; x IR, ^db) 
a* 
(2.29) 
• It is covariant under translation 
Wg : s(t - to) —> S(a,b - to) (2.30) 
• It is covariant under dilation (scale change) 
Wg : (l/v/A)s(t/A) -> S{a/X,b/\) (2.31) 
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• It conserves energy 
J it\s(t)f = c;'J I ^db\S(a,b)\2 (2-32) 
where s is such that IR —> C and S is such that IR+ x IR —> C. 
2) Inversion formula 
s(t) can be reconstruted from the following inversion formula 
s(t) = f [ —^dbS(a, b)gab(t) (2.33) 
y/Cg J J a* 
(see Appendix 3 for the derivation of the inversion formula.) 
3) Reproducing Kernel 
The reproducing Kernel [Grossmann 1986] is given by the following inner product 




if and only if 
S(a,6)= / [ ^dbP,{(a,b),(â,b))S(b,b) (2.35) 
J j a2 
where Hg is the range of the wavelet transform Wg. 
3) Locahzation analysis of the continuous wavelet transform 
2.7.1 Theorem [Koornwinder 1993] 
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Let us consider a signal s and its wavelet transform S with respect to the wavelet 
g. Let us denote g(g) and a(g) as the center and the width of g, respectively. The 
wavelet transform S(a,b) is localized in the region: 
[b + aii(g)-aa(g),b + ap(g) + a<r(g)} x [a~lg(g)-a~la(g),a~lg(g) + a~l(r(g)} (2.36) 
Proof: 
Let fi(g) and a(g) denote the center and the width of g as in the following 
M = II 9 II 2 [ t\g{t)\2dt 
JR 
(2.37) 
Kd) = II 9 II-2 [ w\g(w)\2dw J R (2.38) 
a(9) = II sir1 MOW" (2.39) 
*(9) = II 9 II"1 [JR(w - M)2\g(w)\2dw}1/2 (2.40) 
The wavelet transform [Daubechies 1990, 1992] , [Grossmann 1986] is given by 
S{a,b) = 
1 r+°° , t — b 
/ dtg{ )«(<) 




\fa / dtg(t)s(at -f b) 
J — OO 
(2.42) 
■s/â / dtg(t)s(at + b) (2.43) 
= 
1 r (t - b) , , 
~r / 9 s(t) (2.44) 
= ( dfg— ~ b^s(t) (2.45) 
from which we get the interval 
[b + afi(g) - acr(g), b + ag(g) + aa(g)\ (2.46) 
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The same applies for S(a,b) in the Fourier space 
+ oo 
F(a,b) = s/a / du>el“ g(au>)s(u>) 
r-\-oo   
= - du>el^bg(u>)s(a~1üü) 
a J—oo « v 
a J\ui- 
cLoe1* g(u>)s(a 1u>) 






from which we get an interval 
[a V(»)-° lcrO)>a V(») + “ M?)] (2.51) 
The so called Heisenberg region becomes 
[b + an(g)-aa(g),b+afi(g) + aor(g)]x[a lg(g)-a 1cr(g),a 1g(g) + a <r(£)] (2.52) 
In particular if we choose g such that g(g) — 0 and g(g) = 1 we get 
[b ~ aa(g),b+ aa(g)\ X [a l-a l(g),a x + a 1cr(g)\ (2.53) 
Figure 6 shows the localization in the time scale representation. 
18 
Figure 6: Localization in the time scale representation. 
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3. APPLICATION OF THE CONTINUOUS 
WAVELET TRANSFORM 
3.1. Dirac Signal. 
Consider a signal given by 
s(t) = 6(t - ta) (3.1) 
The wavelet of this signal is 
S(a,b) = -7= /g(~ ~)S(t - t0)dt 
Y CL J CL 
1 (to-b 
= J-9K n ) y a a 
Using a Morlet wavelet, the transformation becomes 
(3.2) 
1 / tn — b \ (tc — *>)
2 
S(a,b) = —-=el“°( « 2-*2 
Va 
(3.3) 




and the phase (see Figure 8), 
<t>(a,b) = w0( ) a 
(3.5) 
The phase is constant on the lines £=constant, originating from the point b = ta. We 
see that at lower scales the singularity remains clearly visible. Even if the amplitude 
is small we can still use the X1-normalization to enhance the discontinuity. 
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Fig.7: Modulus of the wavelet 
transform S(a,b) of the 
Dirac signal with the 
Morlet wavelet. 
2 1 
P O SITION 
Fig 8. Phase of the wavelet 
transform S(a,b) of the 
Dirac signal with the 
Morlet wavelet. 
22 
3.2. Signal of Single Frequency 
Consider a monochromatic signal of frequency ws, 
s(t) = e~iwA (3.6) 
We shall use the Morlet wavelet as an analyzer. The Fourier transform of the signal 
equation (4.6), is 






We see that it is highly localized in the Fourier space. The Fourier transform of the 
Morlet wavelet is 
9m 
_ [(™-u>o)<rl2 
e ^ (3.8) 
This is shown in Figure 10. 
The Morlet wavelet transform of the signal s(i) in the Fourier space is 
S(a,b)= \fa J g(aw)s(w)elwbdw (3.9) 
Substituting equation (4.7) into equation (4.9) yields 
S{a,b) = 
[(aw—, , 
e ^ S(w — w,)eiwbdw 
a [(.?“■,2 iWtb 
(3.10) 
(3.11) 
From equation (4.10) we obtain two crucial properties about the modulus and the 
and the phase, namely, 
• The phase of S(a,b) depends only on b and is linear in b since the phase is 
27r-periodic and it is shown in Figure 9. 
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• The modulus M(a,b) is determined only by the scale parameter a, 
M(a,b) = \S(a,b)\ = J^g{aws) (3.12) 
and is shown in Figure 10. 
It is important to note that the signal frequency w3 can be recovered from both 
the modulus and the phase. From equation (4.5) we see that the maximum of the 
modulus occurs when 
Q'm'ms W0 -— 0 
that is 
(3.13) 
For a Morlet wavelet with w3 « 5.6, the pulsation of the signal becomes w, = 
where am is the scale corresponding to the maximum in the profile |5(a,6)|. 
The pulsation can also be recovered from the phase P(a,b) = w3b by taking the 
first derivative of P 
^P(a,b) = w3 (3.14) 
3.3. Signal of two Monochromatic Waves 
Consider the following signal [Antoine et al. 1993], [Grossmann 1986], 
s(t) = sinwit + sinw2t (3.15) 
Two cases can be studied with the help of the continuous wavelet transform (CWT). 
We shall consider both the Morlet wavelet and Mexican hat as analyzing wavelets. 
We shall employ the Morlet analyzer first, 
24 
-50 00 5.0 
P O SITION 
Fig 9 Phase o£ the wavelet 
transform S(a,b) of a 
single frequency signal 
with the Morlet wavelet 
and to =7 
21 
Fig 10 Modulus of the wavelet 
transform S(a,b) of a 
single frequency signal 
with the Morlet wavelet 
and Ms=7 
26 
(i) case 1: uq and w2 are far apart. 
In this case the wavelet transform of equation (4.9) is the superposition of the two 








and is shown in Figure 11. The phase shows two regions of frequencies w\ and w2 
respectively, see Figure 12. 
(ii) case 2: W\ and w2 are close. 
Unlike the previous case, in this case we see the interference of the two components. 
See Figure 13, which shows the interference pattern on the modulus. At this stage 
the two components are no longer separated because the wavelet g(aw) no longer 
overlaps with one component as in the previous case but overlaps with two compo¬ 
nents. Thus it fails to resolve the two components. The two options remaining are 
• to increase the resolution parameter aQ which will make the wavelet transform 
in the Fourier space to be narrow so that the frequency separation can be 
observed, or 
• to decrease the a in the time domain so that the full width at half maxima 
(FWHM) of the wavelet is greatly reduced. 
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Fig il Modulus of the wavelet 
transform S(a,b) of a sum 
of two monochromatic signals 
with the Morlet wavelet 
and 
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-50 00 5.0 
P O SITION 
Fig 12 Phase of the wavelet 
transform S(a,b) of a sum 
of two monochromatic signals 
with the Morlet wavelet 
and u)„=5.6,0Jj =7 , (0^=21 
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P O SITION 
Pig 13 Modulus of the wavelet 
transform S(a,b) of a sum 
of two monochromatic signals 
with the Morlet wavelet and 
u) j .1^2 close. 
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Figure 14 shows the results of using the first option . Parametric values used 
are the same as in Figure 13 except that aQ value has been changed to aQ = 0.125 
to achieve our main goal, the separation of two frequencies. 
3.4. Triangular Signal 
Consider a signal given by the following equation, 
•»(*) 
t + 1 if -1 < t < 0 
-t + 1 if 0 < t < 1 
(3.18) 
and shown in Figure 15. Its wavelet transform using the Mexican hat wavelet is 
given by the following inner product 
S(a,b) =< 3a(t|s > (3.19) 
t>2 (l-M2 (l + M2 
= -L{2e~^ -e-^~ 3.20) 
and is shown in Figure 16. 
We see in Figure 16 that the detection of these three singularities depends entirely 
on the scale. The smaller the scale the more pronounced are these singularities. (See 
appendix 2 for the derivation of S(a,b)). 
3.5. Square Signal 






if t < —1 
if —1 < t < 1 
if t > 1 
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P O SITION 
Fig 14 Modulus of the wavelet 
transform S{a,b) of a sum 
of two monochromatic signals 
with the Morlet wavelet 
and 0 =. 125-10^3'
tf>2*5 
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-5.0 0 0 
P O SITION 
Fig 15: Triangular signal 
5.0 
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Fig.l6:The wavelet transform 
S(a,b) of the triangular 
signal with the Mexican 
wavelet. 
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Fig.17 :A square signal 
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Fig.18:The wavelet transform 
S(a,b) of the square 
signal with the Mexican 
wavelet. 
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and is shown in Figure 17. 
Its wavelet transform, using the Mexican hat, is shown in Figure 18. 
The singularities at t = — 1 and t = 1, are clearly visible. The role of the scale, 
a, is again perfectly demonstrated in this example. 
This procedure clearly demonstrates that by projecting a signal onto the wavelet 
we can detect sharp changes (discontinuities) in the signal and more crucially the 
disentangling of mixed components. 
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4. CONCLUSION 
The analysis of the signals discussed in the previous chapters demonstrate that 
the one dimensional continuous wavelet transform (1D-CWT) is an efficient tool 
in signal processing which permits the detection of singularities in the signals and 
the separation of mixed frequencies. One dimensional wavelet transform breaks the 
signal down into component pieces and these pieces are examined instead of the 
original function. The inverse wavelet transform put the pieces back together again. 
The CWT has been employed in various branches of physics and medicine. We 
shall mention a few applications below: 
• In spectroscopy, particularly in NMR, the method of CWT is used to eliminate 
unwanted spectral lines or noise. 
• In geophysics, CWT has been applied to the analysis of various long time series 
of geophysical data, e.g. in gravimetry (fluctuations of the local gravitational 
field). 
• In medicine, the CWT has been employed for the analysis of various electrical 
or mechanical phenomena in the brain or in the heart. 
Finally, we emphasize that both the Morlet and Mexican hat wavelets have an 




The wavelet transform of a square signal, 
s(t) = 1 - 1 < t < 1 (4.1) 
using the Mexican hat wavelet is 
S(a,b) =< gab\s > (4.2) 
= /' ‘[1 
J — 1 \ CL CL 
(4.3) 
let = p, then 
S(a,b) 
rLhzÈl 
= fi-'-» \/®(l - P2)e~p2/2dp (4.4) 
-tLztl J2 2 
- »)<fr (4.5) 
= (4.6) 
- v^{(1 _ fc)e-
o-5^>s +(1 + bK-°^^2} (4.7) 






The wavelet transform of a triangular signal , 
s(t) = t + 1 — 1 < t < 0 (4.9) 
and 
= -f + 1 0 < t < 1, (4.10) 
using the Mexican hat wavelet at scale a and position b 
to(i) = 4=[(1 - (4.11) 
d d 
is given by the following inner product 
S{a,b) = <gab\s> (4-12) 
= f ~^{(1 - (4.13) 
J-1 y/a a 
= /° 7=[(1 - {^^}2]e-°-5^>2(< + l)<ft 
•/-l y/a a 
f y=\{l - {^^}2]e-°-5^>2(-t + 1 )dt (4.14) 
Jo y/a a 
Let the first integral be A, and the second be B. Consider A and let 
(t-b) 
= p a 
(4.15) 
~ p2)e_0'5pJ(ap + b + l)dp 
a 
(4.16) 
/_‘_M ^e“°'5p2(aP + 6 + (4.17) 
(4.18) 
40 




2 _|_ e <*
2 - e 
6
2






-0.5- + 6 





r 2 -0.5 (1+,^ / 2 1\ -0.54 \ {—a e o2 + (a — o)e <*2 } 
Consider B 
Let 









/; \A(1 — P2)e °'5p2(—ap — b + \)dp 
d2 
'a !=> ^■e_0'5p2( —ap — 6 + l)dp 
d 




,-0.5 p2 dp} 
+tJLe-o.5p
2|üf1 _ i.g-o.sp2,^! d_ 
dp 1 ^ dp 
a* a 
-0.511-.*)2 r 6 _o.54i 
e »2 + {a H—}e «2 j 
a 
-U-a!e-°'5li+ + (a2 + 6)e-° + } 
yja 
S(a,b) = A + B 









-aV°-5Ü^ a2 + b)e °'5-2 } 
= —p{2a e 
/a 
2 -0.5- 2 -0.5^-^-2 2 -0.5 (1+,^2 a e a e 
LL 
= vs{2e 
-0.5^- -0.5 t1 -0.5^ 
We put ^ equals ^ to enhance the singularities. Therefore 
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