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GENERAL FRACTIONAL SOBOLEV SPACE WITH VARIABLE
EXPONENT AND APPLICATIONS TO NONLOCAL PROBLEMS
E. AZROUL1, A. BENKIRANE2 AND M. SHIMI3
Abstract. In this paper, we extend the fractional Sobolev spaces with variable
exponents W s,p(x,y) to include the general fractional case WK,p(x,y), where p is a
variable exponent, s ∈ (0, 1) and K is a suitable kernel. We are concerned with
some qualitative properties of the space WK,p(x,y) (completeness, reflexivity, sep-
arability and density). Moreover, we prove a continuous and compact embedding
theorem of these spaces into variable exponent Lebesgue spaces. As applications,
we discus the existence of a nontrivial solution for a nonlocal p(x, .)-Kirchhoff
type problem. Further, we establish the existence and uniqueness of a solution
for a variational problem involving the integro-differential operator of elliptic type
L
p(x,.)
K .
1. Introduction
Our main goal in this paper is to extend the fractional Sobolev spaces with variable
exponents to cover the nonlocal general case with singular kernel. For this, we begin
this work by remembering the definition of fractional Sobolev spaces with variable
exponent, see for instance [3, 4, 11, 15].
Let Ω be a smooth bounded open set in RN . We start by fixing s ∈ (0, 1) and let
p : Ω× Ω −→ (1,+∞) be a continuous bounded function. We assume that
1 < p− = min
(x,y)∈Ω×Ω
p(x, y) 6 p(x, y) 6 p+ = max
(x,y)∈Ω×Ω
p(x, y) < +∞ (1.1)
and
p is symmetric, that is, p(x, y) = p(y, x) for all (x, y) ∈ Ω× Ω. (1.2)
Let denote by :
p¯(x) = p(x, x) for all x ∈ Ω.
We define the fractional Sobolev space with variable exponent via the Gagliardo
approach as follows,
W = W s,p(x,y)(Ω)
=
{
u ∈ Lp¯(x)(Ω) :
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|sp(x,y)+N
dxdy < +∞, for some λ > 0
}
,
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where Lp¯(x)(Ω) is the Lebesgue space with variable exponent, (see Section 2).
The space W s,p(x,y)(Ω) is a Banach space (see [11]) if it is endowed with the norm,
‖u‖W s,p(x,y)(Ω) = ‖u‖W = ‖u‖Lp¯(x)(Ω) + [u]s,p(x,y),
where [.]s,p(x,y) is a Gagliardo semi-norm with variable exponent, which is defined by
[u]s,p(x,y) = inf
{
λ > 0 :
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|sp(x,y)+N
dxdy 6 1
}
.
The space (W, ‖.‖W ) is separable and reflexive, see ([5, Lemma 3.1]).
Let us consider the fractional p(x, .)-Laplacian operator given by
(−∆p(x,.))
su(x) = p.v.
∫
Ω
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))
|x− y|n+sp(x,y)
dy , for all x ∈ Ω
where p.v. is a commonly used abbreviation in the principal value sense. One
typical feature of this operator is the nonlocality, in the sense that the value of
(−∆p(x,.))
su(x) at any point x ∈ Ω depends not only on the values of u on Ω, but
actually on the entire space RN .
Note that the operator (−∆p(x,.))
s is the fractional version of well known p(x)-
Laplacian operator ∆p(x)u(x) = div
(
|∇u(x)|p(x)−2u(x)
)
. On the other hand, we
remark that in the constant exponent case it is know as the fractional p-Laplacian
operator (−∆)sp. This nonlinear operator is consistent, up to some normalization
constant depending upon N and s, with the linear fractional Laplacian (−∆)s in the
case p = 2. The interest for this last operator and more generally pseudo-differential
operators, has constantly increased over the last few years, although such operators
have been a classical topic of functional analysis since long ago. Nonlocal opera-
tors such as (−∆)s and its generalisation LK (see for instance [14, 16, 20, 21, 22])
naturally arise in continuum mechanics, phase transition phenomena, population
dynamics and game theory, as they are the typical outcome of stochastical stabiliza-
tion of Lévy processes, see e.g. [9, 18, 19]. We refer the reader to [7, 12] and to the
references included for a self-contained overview of the basic properties of fractional
Sobolev spaces and fractional Laplacian operator.
Now, we introduce the nonlocal integro-differential operator of elliptic type L
p(x,.)
K
that generalizes the operator (−∆p(x,.))
s, as follows
L
p(x,.)
K (u(x)) = p.v.
∫
RN
|u(x)− u(y)|p(x,y)−2(u(x) − u(y))K(x, y) dy, for all x ∈ RN
= lim
ε−→0
∫
RN\Bε(x)
|u(x)−u(y)|p(x,y)−2(u(x)−u(y))K(x, y) dy, for all x ∈ RN .
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where p.v. is a commonly used abbreviation in the principal value sense, p : RN ×
R
N −→ (1,+∞) is a continuous bounded function satisfy (1.1), (1.2) and
p((x, y)− (z, z)) = p(x, y), for all (x, y), (z, z) ∈ RN × RN . (1.3)
The kernel K : RN × RN −→ (0,+∞) is a measurable function with the following
properties:
K(x, y) = K(y, x) for any (x, y) ∈ RN × RN , (1.4)
there exists k0 > 0 such that
K(x, y) > k0|x− y|
−(N+sp(x,y)), for any (x, y) ∈ RN × RN and x 6= y, (1.5)
mK ∈ L1(RN × RN),where m(x, y) = min
{
1, |x− y|p(x,y)
}
. (1.6)
A typical example for K is given by singular kernel K(x, y) = |x− y|−(N+sp(x,y)).
In this case L
p(x,.)
K = (−∆p(x,.))
s. An other example for K is given by the kernel
K1(x, y) = |x− y|
−(N+sp(x,y))a(x− y),
where a : RN −→ [1,+∞) is a bounded function, that is, a ∈ L∞(RN). It is easy to
see that K1 satisfy the assumptions (1.4)-(1.6).
This paper is organized as follows. In Section 2, we give some definitions and
fundamental properties of the spaces Lq(x) and W s,p(x,y). In Section 3, we com-
pare the space W s,p(x,y) with WK,p(x,y) and we study the completeness, reflexivity,
separability, and density of these spaces. Moreover, we prove a continuous and com-
pact embedding theorem of these spaces into variable exponent Lebesgue spaces. In
section 4, we prove some basic properties of the operator L
p(x.,)
K . As applications,
in Section 5, we show the existence of a nontrivial solution for a nonlocal p(x, .)-
Kirchhoff type problem by means of mountain pass theorem. Finally, we apply the
Minty-Browder theorem to establish the existence and uniqueness of a solution for
a variational problem involving the the integro-differential operator L
p(x,.)
K .
2. Some preliminary results
In this section, we recall some necessary properties of variable exponent spaces.
For more details we refer the reader to [10, 13, 17], and the references therein.
Consider the set
C+(Ω) =
{
q ∈ C(Ω) : q(x) > 1, for allx ∈ Ω
}
.
For all q ∈ C+(Ω), we define
q+ = sup
x∈Ω
q(x) and q− = inf
x∈Ω
q(x).
Such that
1 < q− 6 q(x) 6 q+ < +∞. (2.1)
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For any q ∈ C+(Ω), we define the variable exponent Lebesgue space as
Lq(x)(Ω) =
{
u : Ω −→ R measurable :
∫
Ω
|u(x)|q(x)dx < +∞
}
.
This vector space endowed with the Luxemburg norm, which is defined by
‖u‖Lq(x)(Ω) = inf
{
λ > 0 :
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣q(x)dx 6 1}
is a separable reflexive Banach space.
Let qˆ ∈ C+(Ω) be the conjugate exponent of q, that is,
1
q(x)
+
1
qˆ(x)
= 1. Then we
have the following Hölder-type inequality
Lemma 2.1. (Hölder inequality). If u ∈ Lq(x)(Ω) and v ∈ Lqˆ(x)(Ω), so∣∣∣∣ ∫
Ω
uvdx
∣∣∣∣ 6 ( 1q− + 1qˆ−
)
‖u‖Lq(x)(Ω)‖v‖Lqˆ(x)(Ω) 6 2‖u‖Lq(x)(Ω)‖v‖Lqˆ(x)(Ω).
A very important role in manipulating the generalized Lebesgue spaces with vari-
able exponent is played by the modular of the Lq(x)(Ω) space, which defined by
ρq(.) : L
q(x)(Ω) −→ R
u −→ ρq(.)(u) =
∫
Ω
|u(x)|q(x)dx
Proposition 2.1. Let u ∈ Lq(x)(Ω), then we have,
(i) ‖u‖Lq(x)(Ω) < 1 (resp = 1, > 1) ⇔ ρq(.)(u) < 1 (resp = 1, > 1),
(ii) ‖u‖Lq(x)(Ω) < 1 ⇒ ‖u‖
q+
Lq(x)(Ω)
6 ρq(.)(u) 6 ‖u‖
q−
Lq(x)(Ω)
,
(iii) ‖u‖Lq(x)(Ω) > 1 ⇒ ‖u‖
q−
Lq(x)(Ω)
6 ρq(.)(u) 6 ‖u‖
q+
Lq(x)(Ω)
.
Proposition 2.2. If u, uk ∈ L
q(x)(Ω) and k ∈ N, then the following assertions are
equivalent
(i) lim
k→+∞
‖uk − u‖Lq(x)(Ω) = 0,
(ii) lim
k→+∞
ρq(.)(uk − u) = 0,
(iii) uk −→ u in measure in Ω and lim
k→+∞
ρq(.)(uk) = ρq(.)(u).
From Theorems 1.6, 1.8 and 1.10 of [13], we obtain the following proposition:
Proposition 2.3. Suppose that (2.1) is satisfied. If Ω is a bounded open domain,
(Lq(x)(Ω), ‖u‖Lq(x)(Ω)) is a reflexive uniformly convex and separable Banach space.
Definition 2.1. Let p : Ω× Ω −→ (1,+∞), be a continuous variable exponent and
s ∈ (0, 1). For any u ∈ W , we define the modular
ρp(.,.) : W −→ R, by
ρp(.,.)(u) =
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy +
∫
Ω
|u(x)|p¯(x)dx
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and
‖u‖ρp(.,.) = inf
{
λ > 0 : ρp(.,.)
(
u
λ
)
6 1
}
.
Remark 2.1.
(i) It is easy to see that ‖.‖ρp(.,.) is a norm on W which is equivalent to the norm
‖.‖W .
(ii) ρp(.,.) also check the results of Propositions 2.1 and 2.2.
The following inequality can be easily obtained.
Lemma 2.2. Let p : Ω × Ω −→ (1,+∞), be a continuous variable exponent and
s ∈ (0, 1). For any u ∈ W0, we have
(i) 1 6 [u]s,p(x,y) ⇒ [u]
p−
s,p(x,y) 6
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy 6 [u]p
+
s,p(x,y),
(ii) [u]s,p(x,y) 6 1 ⇒ [u]
p+
s,p(x,y) 6
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dxdy 6 [u]p
−
s,p(x,y).
In [15], the authors introduce the variable exponent Sobolev fractional space as
follows
E = W s,q(x),p(x,y)(Ω)
=
{
u ∈ Lq(x)(Ω) :
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|sp(x,y)+N
dxdy < +∞, for some λ > 0
}
,
where q : Ω −→ (1,+∞) be a continuous function satisfying (2.1).
We would like to mention that the continuous and compact embedding theorem
has been proved in [15] under the assumption q(x) > p¯(x) = p(x, x). The authors
in [4] give a slightly different version of continuous compact embedding theorem
assuming that q(x) = p¯(x) = p(x, x)..
Theorem 2.1. ([4]). Let Ω be a Lipschitz bounded domain in RN and let s ∈ (0, 1).
Let p : Ω × Ω −→ (1,+∞) be a continuous function satisfies (1.1) and (1.2) with
sp+ < N . Let r : Ω −→ (1,+∞) be a continuous variable exponent such that
1 < r− = min
x∈Ω
r(x) 6 r(x) < p∗s(x) =
Np¯(x)
N − sp¯(x)
for all x ∈ Ω.
Then, there exists a constant C = C(N, s, p, r,Ω) > 0 such that, for any u ∈ W ,
‖u‖Lr(x)(Ω) 6 C‖u‖W .
That is, the spaceW is continuously embedded in Lr(x)(Ω). Moreover, this embedding
is compact.
Remark 2.2. Let W0 denotes the closure of C
∞
0 (Ω) in W , that is,
W0 = C∞0 (Ω)
||.||W
.
(i) Theorem 2.1 remains true if we replace W by W0, (Ω is not necessarily
smooth).
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(ii) Since 1 < p− 6 p¯(x) < p∗s(x), for any x ∈ Ω, then Theorem 2.1 implies
that [.]s,p(x,y) is a norm on W0, which is equivalent to the norm ‖.‖W . So
(W0, [.]s,p(x,y)) is a Banach space.
Let denote by the L the operator associated to the (−∆p(x,.))
s defined as
L : W0 −→W
∗
0
u −→ L(u) : W0 −→ R
ϕ −→ <L(u), ϕ >
such that
< L(u), ϕ >=
∫
Ω×Ω
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))(ϕ(x)− ϕ(y))
|x− y|N+sp(x,y)
dxdy,
where W ∗0 is the dual space of W0.
Lemma 2.3. ([5]). Assume that hypothesis (1.1) and (1.2) are satisfied and s ∈
(0, 1). Then, the the following assertions hold:
• L is a bounded and strictly monotone operator.
• L is a mapping of type (S+), that is,
if uk ⇀ u in W0 and lim sup
k−→+∞
< L(uk)−L(u), uk − u >6 0, then uk −→ u in
W0.
• L is a homeomorphism.
3. Functional framework
One of the aims of this paper is to study nonlocal problems driven by L
p(x,.)
K and
(−∆p(x,.))
s with Dirichlet boundary data via variational methods. For this purpose,
we need to work in a suitable fractional Sobolev space. For this, we consider a
functional analytical setting that is inspired by (but not equivalent to) the fractional
Sobolev spaces in order to correctly encode the Dirichlet boundary datum in the
variational formulation.
This section is devoted to the definition of this space as well as to its properties.
Further, we will prove a continuous compact embedding theorem of these spaces into
variable exponent Lebesgue spaces. Finally, we establish a convergence property for
a bounded sequence in W
K,p(x,y)
0 (Ω).
Let Ω be a Lipschitz open bounded subset of RN , s ∈ (0, 1) be fixed such that
sp+ < N . Denote by Q the set
Q := RN × RN \ (CΩ× CΩ), where CΩ = RN \ Ω.
Now, due to the non-locality of the operator L
p(x,.)
K we introduce the general
fractional Sobolev space with variable exponent as follows
WK,p(x,y)(Ω) =

u : RN −→ R measurable, such that u|Ω ∈ L
p¯(x)(Ω) with∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
K(x, y) dxdy < +∞, for some λ > 0
 .
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The norm in WK,p(x,y)(Ω) can be defined as follows:
‖u‖WK,p(x,y)(Ω) = ‖u‖K,p(x,y) = ‖u‖Lp¯(x)(Ω) + [u]K,p(x,y),
where, [u]K,p(x,y) = inf
{
λ > 0 :
∫
Q
|u(x) − u(y)|p(x,y)
λp(x,y)
K(x, y) dxdy 6 1
}
, (see Lemma
3.1).
For any u ∈WK,p(x,y)(Ω), we define the functional
ρK,p(.,.)(u) =
∫
Q
|u(x)− u(y)|p(x,y)K(x, y) dxdy +
∫
Ω
|u(x)|p¯(x)dx.
It is easy to see that ρK,p(.,.) is a convex modular on W
K,p(x,y)(Ω). The norm associated
with ρK,p(.,.) is given by
‖u‖ρK,p(.,.) = inf
{
λ > 0 : ρK,p(.,.)
(
u
λ
)
6 1
}
.
Using the same argument as in [10, Theorem 2.17], we prove that ‖.‖ρK,p(.,.) is a norm on
WK,p(x,y)(Ω), which is equivalent to the norm ‖.‖K,p(x,y). We also define the closed linear
subspace of WK,p(x,y)(Ω) by
W
K,p(x,y)
0 (Ω) =
{
u ∈WK,p(x,y)(Ω) : u(x) = 0 a.e. x ∈ RN \Ω
}
.
On the other hand, for any u ∈W
K,p(x,y)
0 (Ω), we define the functional
ρoK,p(.,.)(u) =
∫
Q
|u(x)− u(y)|p(x,y)K(x, y) dxdy.
ρoK,p(.,.) is a convex modular on W
K,p(x,y)
0 (Ω). The norm associated with ρ
o
K,p(.,.) is given
by
‖u‖ρo
K,p(.,.)
= [u]K,p(x,y) = inf
{
λ > 0 : ρoK,p(.,.)
(
u
λ
)
6 1
}
.
Remark 3.1.
(1) ρoK,p(.,.) also check the results of Proposition 2.2.
(2) The modular ρoK,p(.,.) does not satisfy the triangle inequality, that is,
ρoK,p(.,.)(u+ v) 6 ρ
o
K,p(.,.)(u) + ρ
o
K,p(.,.)(v)
However, there is a substitute that is sometimes useful.
ρoK,p(.,.)(u+ v) 6 2
p+−1
(
ρoK,p(.,.)(u) + ρ
o
K,p(.,.)(v)
)
.
We will refer to this as the modular triangle inequality.
Lemma 3.1. ‖.‖K,p(x,y) is a norm on W
K,p(x,y)(Ω).
Proof . Since ‖.‖Lp¯(x)(Ω) is a norm on L
p¯(x)(Ω). So we need to prove that:
(i) ‖u‖K,p(x,y) = 0 if and only if u = 0,
and [.]K,p(x,y) is a semi-norm on W
K,p(x,y)(Ω), that is,
(ii) for all α ∈ R, [αu]K,p(x,y) = |α|[u]K,p(x,y),
(iii) [u+ v]K,p(x,y) 6 [u]K,p(x,y) + [v]K,p(x,y).
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Indeed, For (i), if u = 0, then∫
Q
|u(x)− u(y)|p(x,y)K(x, y) dxdy = 0 and ‖u‖Lp¯(x)(Ω) = 0.
So, by Lemma 3.3 we get
[u]K,p(x,y) = 0 and ‖u‖Lp¯(x)(Ω) = 0 ⇒ ‖u‖K,p(x,y) = 0.
Conversely, if ‖u‖K,p(x,y) = 0, then
‖u‖Lp¯(x)(Ω) = 0, (3.1)
and
[u]K,p(x,y) = 0. (3.2)
By (3.1), we have
u = 0 a.e. in Ω. (3.3)
Using (3.2), we get
λ⋆ = inf
{
λ > 0 :
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
K(x, y) dxdy 6 1
}
= 0.
Let λn > 0, n ∈ N, such that λn decreases to λ
⋆ and∫
Q
|u(x) − u(y)|p(x,y)
λ
p(x,y)
n
K(x, y) dxdy 6 1.
If λn < 1, then wa have ∫
Q
|u(x) − u(y)|p(x,y)
λ
p−
n
K(x, y) dxdy 6 1.
Hence ∫
Q
|u(x)− u(y)|p(x,y)K(x, y) dxdy 6 λp
−
n .
When n −→ +∞, we obtain λp
−
n −→ λ
⋆ = 0. Thus
0 6
∫
Q
|u(x)− u(y)|p(x,y)K(x, y) dxdy 6 0 ⇒
∫
Q
|u(x)− u(y)|p(x,y)K(x, y) dxdy = 0.
We conclude that u(x) = u(y) a.e. (x, y) ∈ Q, then u = c ∈ R a.e. in RN . Finally, by
(3.3) it easily follows that c = 0, so u = 0 a.e. in RN .
To prove (ii), note that if α = 0, this follows from (i). Fix α 6= 0, then by a change of
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variable, we have
[αu]K,p(x,y) = inf
{
λ > 0 :
∫
Q
∣∣∣∣αu(x) − αu(y)λ
∣∣∣∣p(x,y)K(x, y)dxdy 6 1}
= inf
{
λ > 0 :
∫
Q
|u(x)− u(y)|p(x,y)(
λ
|α|
)p(x,y) K(x, y)dxdy 6 1}
= |α| inf
{
λ
|α|
> 0 :
∫
Q
|u(x)− u(y)|p(x,y)(
λ
|α|
)p(x,y) K(x, y)dxdy 6 1}
= |α| inf
{
µ > 0 :
∫
Q
|u(x)− u(y)|p(x,y)
µp(x,y)
K(x, y)dxdy 6 1
}
= |α|[u]K,p(x,y).
Finally, to prove (iii), fix λu > [u]K,p(x,y) and λv > [v]K,p(x,y). Then
ρoK,p(.,.)
(
u
λu
)
6 1 and ρoK,p(.,.)
(
v
λv
)
6 1
Now, Let λ = λu + λv, then by the convexity of ρ
o
K,p(.,.), we have
ρoK,p(.,.)
(
u+ v
λ
)
= ρoK,p(.,.)
(
λuu
λλu
+
λvv
λλv
)
6
λu
λ
ρoK,p(.,.)
(
u
λu
)
+
λv
λ
ρoK,p(.,.)
(
v
λv
)
Since,
λu
λ
+
λv
λ
= 1, then
ρoK,p(.,.)
(
u+ v
λ
)
6 1.
Hence,
[u+ v]K,p(x,y) 6 λ = λu + λv,
we take the infimum over all such λu and λv, we get the desired inequality. 
Remark 3.2. We remark that in the model case in which K(x, y) = |x− y|−(N+sp(x,y)) the
norms ‖.‖K,p(x,y) and ‖.‖s,p(x,y) are not the same, because Ω×Ω is strictly contained in Q:
This makes the fractional Sobolev space with variable exponent W s,p(x,y)(Ω) not sufficient
for studying the nonlocal problems.
Lemma 3.2. Let K : RN × RN −→ (0,+∞) be a measurable function satisfy (1.4) and
(1.6), let p : RN × RN −→ (1,+∞) be a continuous bounded function satisfy (1.1) and
(1.2). Then
C∞0 (Ω) ⊂W
K,p(x,y)
0 (Ω).
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Proof . Using the same argument as in [22], this lemma can be proved. For complete-
ness, we give its proof. For u ∈ C∞0 (Ω), we only need to check that [u]K,p(x,y) < +∞.
From Lemma 3.3, we need to prove that∫
R2N
|u(x)− u(y)|p(x,y)K(x, y) dxdy < +∞.
Indeed, since u = 0 in RN \ Ω, we have that∫
R2N
|u(x)− u(y)|p(x,y)K(x, y) dxdy =
∫
Ω×Ω
|u(x) − u(y)|p(x,y)K(x, y) dxdy
+ 2
∫
Ω×(RN\Ω)
|u(x)− u(y)|p(x,y)K(x, y) dxdy
6 2
∫
Ω×RN
|u(x)− u(y)|p(x,y)K(x, y) dxdy.
(3.4)
Notice that
|u(x)−u(y)| 6 ‖∇u‖L∞(RN )|x−y| and |u(x)−u(y)| 6 2‖u‖L∞(RN ), for all (x, y) ∈ R
2N .
Hence,
|u(x)− u(y)|p(x,y) 6 ‖∇u‖
p(x,y)
L∞(RN )
|x− y|p(x,y), for all (x, y) ∈ R2N
and
|u(x) − u(y)|p(x,y) 6 2p(x,y)‖u‖
p(x,y)
L∞(RN )
, for all (x, y) ∈ R2N .
Thus,
|u(x)− u(y)|p(x,y) 6
(
‖∇u‖p
+
L∞(RN )
+ ‖∇u‖p
−
L∞(RN )
)
|x− y|p(x,y), for all (x, y) ∈ R2N
and
|u(x)− u(y)|p(x,y) 6 2p+
(
‖u‖p
+
L∞(RN )
+ ‖u‖p
−
L∞(RN )
)
, for all (x, y) ∈ R2N .
So, we have
|u(x)− u(y)|p(x,y) 6 2p
++1
(
‖u‖p
+
C1(RN )
+ ‖u‖p
−
C1(RN )
)
min
{
1, |x− y|p(x,y)
}
.
From (3.4), we deduce that∫
R2N
|u(x)− u(y)|p(x,y)K(x, y) dxdy = 2p
++1
(
‖u‖p
+
C1(RN )
+ ‖u‖p
−
C1(RN )
)∫
Ω×RN
m(x, y)K(x, y) dxdy
6 C1
∫
RN×RN
m(x, y)K(x, y) dxdy
Assumption (1.6) implies that u ∈W
K,p(x,y)
0 (Ω). 
Remark 3.3. A trivial consequence of Lemma 3.2, WK,p(x,y)(Ω) and W
K,p(x,y)
0 (Ω) are
non-empty.
The modular ρoK,p(.,.) check the following result, which is similar to Proposition 2.1 and
Lemma 2.2.
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Lemma 3.3. Let p : RN × RN −→ (1,+∞) be a continuous variable exponent and K :
R
N × RN −→ (0,+∞) is a measurable function satisfy (1.4) and (1.6). Then For any
u ∈W
K,p(x,y)
0 , we have
(i) 1 6 [u]K,p(x,y) ⇒ [u]
p−
K,p(x,y) 6 ρ
o
K,p(.,.)(u) 6 [u]
p+
K,p(x,y),
(ii) [u]K,p(x,y) 6 1 ⇒ [u]
p+
K,p(x,y) 6 ρ
o
K,p(.,.)(u) 6 [u]
p−
K,p(x,y).
Proof . We prove the first pair of inequalities; the proof of the second is essentially the
same. Indeed, it is easy to see that, for all λ ∈ (0, 1), we get
λp
+
ρoK,p(.,.)(u) 6 ρ
o
K,p(.,.)(λu) 6 λ
p−ρoK,p(.,.)(u)
Now, if [u]K,p(x,y) > 1, then 0 <
1
[u]K,p(x,y)
< 1, so we have
ρo
K,p(.,.)(u)
[u]p
+
K,p(x,y)
6 ρoK,p(.,.)
(
u
[u]K,p(x,y)
)
6
ρo
K,p(.,.)(u)
[u]p
−
K,p(x,y)
.
Since ρoK,p(.,.)
(
u
[u]K,p(x,y)
)
= 1, so the desired result follows. 
In the following lemma we compare the spaces WK,p(x,y) and W s,p(x,y). This lemma is
crucial in the proof of the continuous embedding theorem.
Lemma 3.4. Let K : RN × RN −→ (0,+∞) be a measurable function satisfying (1.4)-
(1.6). Let p : RN ×RN −→ (1,+∞) be a continuous bounded function satisfying (1.1) and
(1.2). Then the following assertions hold:
(i) If u ∈WK,p(x,y)(Ω), then u ∈W s,p(x,y)(Ω). Moreover,
‖u‖s,p(x,y) 6 max
{
1, k˜0
}
‖u‖K,p(x,y),
where k˜0 = k˜0(k0, p
−, p+) is a positive constant. That is, the space WK,p(x,y)(Ω) is
continuously embedded in W s,p(x,y)(Ω).
(ii) If u ∈W
K,p(x,y)
0 (Ω), then u ∈W
s,p(x,y)(RN ). Moreover,
‖u‖W s,p(x,y)(Ω) 6 ‖u‖W s,p(x,y)(RN ) 6 max
{
1, k˜0
}
‖u‖K,p(x,y)
Proof . (i)- Let λ > 0, for u ∈WK,p(x,y)(Ω) and by (1.5), we have∫
Ω×Ω
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|sp(x,y)+N
dxdy 6
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
K(x, y)
k0
dxdy. (3.5)
We define
Asλ,Ω =
{
λ > 0 :
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|sp(x,y)+N
dxdy 6 1
}
,
and
AK,k0λ,Q =
{
λ > 0 :
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
K(x, y)
k0
dxdy 6 1
}
.
By (3.5), it is easy to see that AK,k0λ,Q ⊂ A
s
λ,Ω. Hence inf
λ>0
Asλ,Ω 6 inf
λ>0
AK,k0λ,Q . Then, we have
[u]s,p(x,y) = inf
λ>0
Asλ,Ω 6 inf
λ>0
AK,k0λ,Q . (3.6)
12 E. AZROUL, A. BENKIRANE AND M. SHIMI
Now, let
AKλ,Q =
{
λ > 0 :
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
K(x, y) dxdy 6 1
}
.
And we set
k˜0 = max
{
k
− 1
p−
0 , k
− 1
p+
0
}
and λ¯ = λk˜0
So , we obtain
k˜0 inf
λ>0
AKλ,Q = inf
λ>0
{
λk˜0 :
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
K(x, y) dxdy 6 1
}
= inf
λ¯>0
{
λ¯ :
∫
Q
|u(x)− u(y)|p(x,y)
λ¯p(x,y)
k˜
p(x,y)
0 K(x, y) dxdy 6 1
} (3.7)
Since k˜0 > k
− 1
p(x,y)
0 , then k˜
p(x,y)
0 >
1
k0
. So, we get∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
K(x, y)
k0
dxdy 6
∫
Q
|u(x) − u(y)|p(x,y)
λp(x,y)
k˜
p(x,y)
0 K(x, y) dxdy
Let
BK,k˜0λ,Q =
{
λ > 0 :
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)
k˜
p(x,y)
0 K(x, y) dxdy 6 1
}
.
We remark that BK,k˜0λ,Q ⊂ A
K,k0
λ,Q . This implies that inf
λ>0
AK,k0λ,Q 6 inf
λ>0
BK,k˜0λ,Q .
Using (3), we get
inf
λ>0
AK,k0λ,Q 6 inf
λ>0
BK,k˜0λ,Q = k˜0 inf
λ>0
AKλ,Q
Hence,by (3.6), we have
[u]s,p(x,y) 6 k˜0[u]K,p(x,y) < +∞.
In fact, by using the definition of norms ‖u‖s,p(x,y) and ‖u‖K,p(x,y), we infer
‖u‖s,p(x,y) 6 max
{
1, k˜0
}
‖u‖K,p(x,y).
The first assertion is proved.
(ii)- For u ∈W
K,p(x,y)
0 (Ω), we have u = 0 a.e. in R
N \ Ω. Then
‖u‖Lp¯(x)(Ω) = ‖u‖Lp¯(x)(RN ) < +∞.
By the same argument in the assertion (i), we get u ∈W s,p(x,y)(RN ) and
[u]W s,p(x,y)(Ω) 6 [u]W s,p(x,y)(RN ) 6 k˜0[u]K,p(x,y).
So the estimate on the norm is easily follows. 
Now, we are ready to prove the main theorem of this section.
Theorem 3.1. Let Ω be a Lipschitz bounded domain in RN and s ∈ (0, 1). Let p :
R
N × RN −→ (1,+∞) be a continuous variable exponent satisfies (1.1) and (1.2) with
sp+ < N . Let r : Ω −→ (1,+∞) be a continuous bounded variable exponent such that
1 < r− 6 r(x) < p∗s(x), for all x ∈ Ω.
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Suppose that K : RN × RN −→ (0,+∞) is a measurable function satisfying (1.4)-(1.6).
Then
(i) There exists a positive constant C = C(N, p, r, s,Ω) > 0, such that for any u ∈
WK,p(x,y)(Ω), we have
‖u‖Lr(x)(Ω) 6 C‖u‖W s,p(x,y)(Ω) 6 Cmax
{
1, k˜0
}
‖u‖K,p(x,y),
That is, the space WK,p(x,y)(Ω) is continuously embedded in Lr(x)(Ω). Moreover,
this embedding is compact.
(ii) There exists a positive constant C0 = C0(N, p, s, k˜0,Ω) > 0, such that
[u]K,p(x,y) 6 ‖u‖K,p(x,y) 6 C0[u]K,p(x,y).
Proof . (i)- Let u ∈WK,p(x,y)(Ω), by Lemme 3.4, we have u ∈W s,p(x,y)(Ω) and
‖u‖W s,p(x,y) = ‖u‖s,p(x,y) 6 max
{
1, k˜0
}
‖u‖K,p(x,y). (3.8)
Combining (3.8) with Theorem 2.1, we obtain
‖u‖Lr(x)(Ω) 6 C‖u‖W s,p(x,y)(Ω) 6 Cmax
{
1, k˜0
}
‖u‖K,p(x,y).
Hence, we deduce that
WK,p(x,y)(Ω) →֒ W s,p(x,y)(Ω) →֒→֒ Lr(x)(Ω).
Since the latter embedding is compact, then the embedding WK,p(x,y)(Ω) →֒ Lr(x)(Ω) is
also compact.
(ii)- This assertion is easily follows by combining the definition of ‖.‖K,p(x,y) with asser-
tion (i) and assumptions (1.4)-(1.6). 
Remark 3.4.
(1) The assertion (i) implies also thatW
K,p(x,y)
0 (Ω) is continuously embedded in L
r(x)(Ω),
where 1 < r− 6 r(x) < p∗s(x) for any x ∈ Ω. Moreover, this embedding is compact.
(2) As a consequence of assertion (ii), [.]K,p(x,y) is an equivalent norm of ‖u‖K,p(x,y)
on W
K,p(x,y)
0 (Ω).
Lemma 3.5.
(
W
K,p(x,y)
0 (Ω), [.]K,p(x,y)
)
is a separable, reflexive, and uniformly convex
Banach space.
Proof . We first prove that W
K,p(x,y)
0 (Ω) is complete with respect to the norm [.]K,p(x,y).
Let {un} be a Cauchy sequence in W
K,p(x,y)
0 (Ω). Since p¯(x) < p
∗
s(x), so, combining (i) and
(ii) of Theorem 3.1, for any ε > 0, there exists n⋆ε such that if n,m > n
⋆
ε, we get
1
C
‖un − um‖Lp¯(x)(Ω) 6 [un − um]K,p(x,y) 6 ε, (3.9)
where C = C0Cmax
{
1, k˜0
}
. By the completeness of Lp¯(x)(Ω), there exists u ∈ Lp¯(x)(Ω)
such that un −→ u strongly in L
p¯(x)(Ω) as n −→ +∞. Since un = 0 a.e. in R
N \Ω, so we
define u = 0 a.e. in RN \Ω. Then un −→ u strongly in L
p¯(x)(RN ) as n −→ +∞. So there
exists a subsequence {unj} of {un} in W
K,p(x,y)
0 (Ω), such that unj −→ u a.e. in R
N .
Now, we need to prove that [u]K,p(x,y) < +∞. By Lemma 3.3, is enough to show that
ρoK,p(.,.)(u) < +∞.
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Indeed, by the Fatou Lemma, with ε = 1, we have
ρoK,p(.,.)(u) =
∫
Q
|u(x)− u(y)|p(x,y)K(x, y) dxdy
6 lim inf
j−→+∞
∫
Q
|unj (x)− unj (y)|
p(x,y)K(x, y) dxdy
6 lim inf
j−→+∞
∫
Q
|unj (x)− unj (y)−
(
un⋆1(x)− un⋆1(y)
)
+
(
un⋆1(x)− un⋆1(y)
)
|p(x,y)K(x, y) dxdy
6 lim inf
j−→+∞
∫
Q
2p
+−1
(∣∣unj (x)− unj (y)− (un⋆1(x)− un⋆1(y))∣∣p(x,y)
+
∣∣(un⋆1(x)− un⋆1(y))∣∣p(x,y))K(x, y) dxdy
6 2p
+−1 lim inf
j−→+∞
{∫
Q
|(unj − un⋆1)(x)− (unj − un⋆1)(y)|
p(x,y)K(x, y) dxdy
+
∫
Q
|un⋆1(x)− un⋆1(y)
∣∣p(x,y)K(x, y) dxdy}
6 2p
+−1
{
lim inf
j−→+∞
ρoK,p(.,.)(unj − un⋆1) + ρ
o
K,p(.,.)(un⋆1)
}
.
Using Lemma 3.3 we obtain
ρoK,p(.,.)(u) 6 2
p+−1
{
lim inf
j−→+∞
(
[unj−un⋆1 ]
p+
K,p(x,y)+[unj−un⋆1 ]
p−
K,p(x,y)
)
+
(
[un⋆1 ]
p+
K,p(x,y)+[un⋆1 ]
p−
K,p(x,y)
)}
.
By the inequality (3.9) with ε = 1, we get
ρoK,p(.,.)(u) 6 2
p+−1
(
2 + [un⋆1 ]
p+
K,p(x,y) + [un⋆1 ]
p−
K,p(x,y)
)
< +∞.
Thus u ∈W
K,p(x,y)
0 (Ω).
On the other hand, let n > n⋆ε, combining (3.9) with Lemma 3.3 and the Fatou Lemma,
we have
ρoK,p(.,.)(un − u) 6 lim inf
j−→+∞
ρoK,p(.,.)(un − unj ) 6
εp
+
+ εp−
2
= ε′.
Hence,
lim
n−→+∞
ρoK,p(.,.)(un − u) = 0.
Using Remark 3.1-(1), we conclude that
lim
n−→+∞
[un − u]K,p(x,y) = 0.
That is, un −→ u strongly in W
K,p(x,y)
0 (Ω), as n −→ +∞.
Let us now prove that the space W
K,p(x,y)
0 (Ω) is a separable and uniformly convex reflexive
space. For this, we define the operator
P : W
K,p(x,y)
0 (Ω) −→ L
p(x,y)(Q, dxdy)
u −→
(
u(x)− u(y)
)
K(x, y)
1
p(x,y)
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Clearly P is an isometry fromW
K,p(x,y)
0 (Ω) into L
p(x,y)(Q). SinceW
K,p(x,y)
0 (Ω) is a Banach
space, then P(W
K,p(x,y)
0 (Ω)) is a closed subset of L
p(x,y)(Q) (which is a separable and
reflexive uniformly convex space, see Proposition 2.3). It follows that P(W
K,p(x,y)
0 (Ω))
is separable and reflexive uniformly convex space. Consequently, W
K,p(x,y)
0 (Ω) is also a
separable and reflexive uniformly convex space.
This concludes the proof. 
Corollary 3.1.
(i)
(
WK,p(x,y)(Ω), ‖.‖K,p(x,y)
)
is a separable and reflexive uniformly convex space.
(ii) If Ω ⊂ RN is a domain of class C0,1, then
(
WK,p(x,y)(Ω), ‖.‖K,p(x,y)
)
is a Banach
space.
Proof . (i)- We consider the operator
P˜ : WK,p(x,y)(Ω) −→ Lp¯(Ω)× Lp(x,y)(Q, dxdy) = E
u −→
(
u(x), (u(x) − u(y))K(x, y)
1
p(x,y)
)
,
which is an isometry from WK,p(x,y)(Ω) to E. The rest of proof is similar to Lemma 3.5.
(ii)- Since Ω of class C0,1. Then, by the same way in [6, Theorem 2.1], we can prove that
Ω is a WK,p(x,y)-extension domain. So, for any u ∈ WK,p(x,y)(Ω) we define the extension
function u˜ by
u˜(x) =

u(x) if x ∈ Ω,
0 if x ∈ RN \Ω.
The rest of proof is similar to Lemma 3.5. 
In the following lemma we prove a convergence property for a bounded sequence in
W
K,p(x,y)
0 (Ω).
Lemma 3.6. Under the same assumptions of Theorem 3.1. And let {uj} be a bounded
sequence in W
K,p(x,y)
0 (Ω). Then there exists u ∈ L
r(x)(RN ), with u = 0 a.e in RN \Ω, such
that up to a subsequence
un −→ u strongly in L
r(x)(Ω), as n −→ +∞.
Proof . Since uj ∈ W
K,p(x,y)
0 (Ω), then Lemma 3.4-(ii) implies that uj ∈W
s,p(x,y)(RN ),
hence uj ∈W
s,p(x,y)(Ω). Moreover, by Lemma 3.4-(ii), Theorem 3.1-(ii) and the definition
of W
K,p(x,y)
0 (Ω), we have
‖uj‖W s,p(x,y)(Ω) 6 ‖uj‖W s,p(x,y)(RN ) 6 C0[uj ]K,p(x,y).
Using this fact and since {uj} is bounded in W
K,p(x,y)
0 (Ω), we get that {uj} is bounded in
W s,p(x,y)(Ω). By Theorem 2.1, there exists u ∈ Lr(x)(Ω), such that up to a subsequence
un −→ u strongly in L
r(x)(Ω). Since uj = 0 a.e. in R
N \Ω, we can define u = 0 a.e. in RN \
Ω. 
As in the classic case with s being an integer, any function in the fractional Sobolev
space WK,p(x,y)(Ω) can be approximated by a sequence of smooth functions with compact
support.
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Lemma 3.7. Let (1.1), (1.2) and (1.3) be satisfied. Then the space C∞0 (R
N ) of smooth
functions with compact support is dense in WK,p(x,y)(Ω).
Proof . The proof is similar to the model caseK(x, y) = |x−y|−(N+sp(x,y)), in [5, Lemma
2.3]. 
Remark 3.5. It is worth mentioning that our functional setting above is inspired by the
pioneering works of M. Xiang et al. in [24] when 1 < p(x, y) = p = constant < +∞,
Servadi and Valdinoci in [21, 22] in which the corresponding functional framework was
discussed as p = 2.
4. Properties of the nonlocal fractional operator L
p(x,.)
K
In this section we give some basic properties of the nonlocal integro-differential operator
of elliptic type L
p(x,.)
K .
Let (1.1) and (1.2) be satisfied and K : RN ×RN −→ (0,+∞) is a measurable function
satisfy (1.4)-(1.6). Then
L
p(x,.)
K : W
K,p(x,y)
0 (Ω) −→
(
W
K,p(x,y)
0 (Ω)
)∗
u −→ L
p(x,.)
K (u) : W
K,p(x,y)
0 (Ω) −→ R
ϕ −→ <L
p(x,.)
K (u), ϕ >
such that
< L
p(x,.)
K (u), ϕ >=
∫
R2N
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))(ϕ(x) − ϕ(y))K(x, y) dxdy,
where
(
W
K,p(x,y)
0 (Ω)
)∗
is the dual space of W
K,p(x,y)
0 (Ω).
In the following Lemma, we show some fundamental properties of the operator L
p(x,.)
K .
Lemma 4.1. Suppose that (1.1) and (1.2) be satisfied and let K : RN × RN −→ (0,+∞)
be a measurable function satisfying (1.4)-(1.6). Then, The following assertions hold:
(i) L
p(x,.)
K is well defined and bounded,
(ii) L
p(x,.)
K is a strictly monotone operator,
(iii) L
p(x,.)
K is a mapping of type (S+), that is, if uk ⇀ u in W
K,p(x,y)
0 and lim sup
k−→+∞
<
L
p(x,.)
K (uk)− L
p(x,.)
K (u), uk − u >6 0, then uk −→ u in W
K,p(x,y)
0 ,
(iv) L
p(x,.)
K : W
K,p(x,y)
0 (Ω) −→
(
W
K,p(x,y)
0 (Ω)
)∗
is a homeomorphism,
(v) L
p(x,.)
K is coercive.
Proof .(i)- Let u, ϕ ∈W
K,p(x,y)
0 (Ω). Then,∣∣ < Lp(x,.)K (u), ϕ > ∣∣ 6 ∣∣∣∣ ∫
R2N
|u(x)− u(y)|p(x,y)−2(u(x) − u(y))(ϕ(x) − ϕ(y))K(x, y) dxdy
∣∣∣∣
6
∫
R2N
(
|u(x) − u(y)|p(x,y)−1K(x, y)
1
pˆ(x,y)
)(
|ϕ(x)− ϕ(y)|K(x, y)
1
p(x,y)
)
dxdy,
GENERALIZED FRACTIONAL SOBOLEV SPACE 17
where pˆ : RN ×RN −→ (1,+∞) is the conjugate exponent of p, that is,
1
pˆ(x, y)
+
1
p(x, y)
= 1.
If we set
Ψ(x, y) = |u(x)− u(y)|p(x,y)−1K(x, y)
1
pˆ(x,y) ∈ Lpˆ(x,y)(Q, dxdy),
Φ(x, y) = |ϕ(x)− ϕ(y)|K(x, y)
1
p(x,y) ∈ Lp(x,y)(Q, dxdy).
So, by Hölder inequality, we obtain∣∣ < Lp(x,.)K (u), ϕ > ∣∣ 6 2‖Ψ‖Lpˆ(x,y)(Q,dxdy)‖Φ‖Lp(x,y)(Q,dxdy)
6 C‖Φ‖Lp(x,y)(Q,dxdy).
It follows that
‖L
p(x,.)
K (u)‖
(
W
K,p(x,y)
0 (Ω)
)
∗ 6 C < +∞.
For the proof of the properties (ii), (iii) and (iv), we follow the same argument in Lemma
4.2-((i), (ii) and (iii)) in [5].
(v)- Let u ∈W
K,p(x,y)
0 (Ω). Then, we have
< L
p(x,.)
K (u), u >=
∫
R2N
|u(x)− u(y)|p(x,y)K(x, y) dxdy = ρoK,p(.,.)(u).
If [u]K,p(x,y) > 1. From Lemma 3.3-(i), we get
< L
p(x,.)
K (u), u >= ρ
o
K,p(.,.)(u) > [u]
p−
K,p(x,y) = ‖u‖
p−
W
K,p(x,y)
0
. (4.1)
If [u]K,p(x,y) < 1. By Lemma 3.3-(ii), we get
< L
p(x,.)
K (u), u >= ρ
o
K,p(.,.)(u) > [u]
p+
K,p(x,y) = ‖u‖
p+
W
K,p(x,y)
0
. (4.2)
Combining (4.1) and (4.2), we obtain
lim
‖u‖
W
K,p(x,y)
0
−→+∞
< L
p(x,.)
K (u), u >
‖u‖
W
K,p(x,y)
0
= +∞.
This concludes the proof. 
5. Application to nonlocal fractional problems with variable exponent
In this section, we work under the hypotheses of Theorem 3.1. we aim to study two
problems driven by the nonlocal operator Lp(x,.) and its particular case (−∆p(x,.))
s
5.1. Application to Kirchhoff type problems. At first, we discus the existence of a
nontrivial solution for a nonlocal p(x, .)-Kirchhoff type problem of the following form
(
PKM
)


M
( ∫
Q
|u(x)− u(y)|p(x,y)
p(x, y)
K(x, y) dxdy
)
L
p(x,.)
K
u(x) + |u|p¯(x)−2u = f(x, u) in Ω,
u = 0 in RN \ Ω,
where Ω ⊂ RN , N > 3, is a Lipschitz bounded open domain, M : R+ −→ R is a continuous
function which satisfies the following polynomial growth condition
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(M1) : (1− µ)t
α(x)−1 6M(t) 6 (1 + µ)tα(x)−1, for all t > 0 and µ ∈ [0, 1),
with α : Ω −→ (1,+∞) is a bounded function such that 1 < α− 6 α(x) 6 α+ < ∞.
f : Ω×R −→ R is a Carathéodory function satisfies the following growth condition
(f0) : |f(x, t)| 6 c1(1 + |t|
β(x)−1) for all (x, t) ∈ Ω× R,
where β ∈ C+(Ω) such that β(x) < p
∗
s(x) for all x ∈ Ω, and
β−
α+
> p+.
(f1) : lim
t→0
f(x, t)
|t|p+−1
= 0 uniformly for x ∈ Ω.
(AR) : There exist A > 0 and θ >
(
1 + µ
1− µ
)
α+(p+)α
+
(p−)α−−1
such that
0 < θF (x, t) = θ
∫ t
0
f(x, τ)dτ 6 f(x, t)t for all |t| > A and a.e. x ∈ Ω.
Actually, Ambrosetti-Rabinowitz condition (AR) is quite natural and important not only
to ensure that the Euler-Lagrange functional has a mountain pass geometry, but also to
guarantee that the boundedness of Palais-Smale (PS) sequences.
One typical feature of problem (PKM ) is the nonlocality, in the sense that the value of
(−∆p(x,.))
su(x) at any point x ∈ Ω depends not only on the values of u on Ω, but actually
on the entire space RN . Moreover, the presence of the function M , which implies that
the first equation in (PKM ) is no longer a pointwise equation, it is no longer a pointwise
identity, therefore it is often called nonlocal problem. Therefore, the Dirichlet datum is
given in RN \ Ω (which is different from the classical case of the p(x)-Laplacian) and not
simply on ∂Ω. This causes some mathematical difficulties which make the study of such
a problem particularly interesting. Motivated by the results in [1, 2, 3, 4], we will prove
that problem (PKM ) has at least one nontrivial weak solution, by means of mountain pass
theorem of of Ambrosetti and Rabinowitz [23].
Throughout this part, for simplicity, we use ci, to denote the general nonnegative or positive
constant (the exact value may change from line to line), we set also X0 = W
K,p(x,y)
0 (Ω).
Definition 5.1. We say that u ∈ X0 is a weak solution of problem (P
K
M ) if
M
(
σp(x,y)(u)
) ∫
Q
|u(x)− u(y)|p(x,y)−2
(
u(x)− u(y)
)(
ϕ(x) − ϕ(y)
)
K(x, y) dxdy
+
∫
Ω
|u|p¯(x)−2uϕdx−
∫
Ω
f(x, u)ϕ(x)dx = 0, (5.1)
for all ϕ ∈ X0, where
σp(x,y)(u) =
∫
Q
|u(x)− u(y)|p(x,y)
p(x, y)
K(x, y) dxdy .
Let us consider the Euler-Lagrange functional J : X0 −→ R which associated to (P
K
M ),
and defined by
J(u) = M̂
( ∫
Q
|u(x) − u(y)|p(x,y)
p(x, y)
K(x, y) dxdy
)
+
∫
Ω
1
p¯(x)
|u|p¯(x)dx−
∫
Ω
F (x, u)dx
= M̂
(
σp(x,y)(u)
)
+
∫
Ω
1
p¯(x)
|u|p¯(x)dx−
∫
Ω
F (x, u)dx,
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where M̂(t) =
∫ t
0
M(τ)dτ .
Standard arguments (see, for instance [4, Lemma 3.1]) and the continuity of M imply that
J is well defined and J ∈ C1(X0,R). Moreover, for all u, ϕ ∈ X0, its Gâteaux derivative
is given by
< J ′(u), ϕ >= M
(
σp(x,y)(u)
) ∫
Q
|u(x)− u(y)|p(x,y)−2
(
u(x)− u(y)
)(
ϕ(x) − ϕ(y)
)
K(x, y) dxdy
+
∫
Ω
|u|p¯(x)−2uϕdx−
∫
Ω
f(x, u)ϕdx.
Thus, the weak solutions of (PKM ) coincide with the critical points of J .
Now, we are in a position to state our existence result as follows
Theorem 5.1. Let Ω be a Lipschitz bounded domain in RN and let s ∈ (0, 1), let p :
Q −→ (1,+∞) be a continuous function satisfies (1.1) and (1.2) with sp+ < N . Assume
that the assumptions (M1), (f0), (f1) and (AR) hold. Then, problem (P
K
M ) has at least
one nontrivial weak solution.
The proof of Theorem 5.1 based on mountain pass theorem of Ambrosetti and Rabi-
nowitz, and it follows from the following Lemmas.
Lemma 5.1. Suppose that the assumptions (M1), (f0), and (AR) hold. Then, J satisfies
the (PS) condition.
Proof. Let us assume that there exists a sequence {un} ⊂ X0 sch that
|J(un)| 6 c2,
J ′(un) −→
n→+∞
0.
(5.2)
Using (M1), (AR), Proposition 2.1, Lemma 3.3 and Remark 3.4-(i), for n large enough,
we get
c2 + ‖un‖W0
> J(un)−
1
θ
< J ′(un), un >
= M̂
(
σp(x,y)(un)
)
+
∫
Ω
1
p¯(x)
|u|p¯(x)dx−
∫
Ω
F (x, un)dx
−
1
θ
M
(
σp(x,y)(un)
) ∫
Q
|un(x)− un(y)|
p(x,y)K(x, y) dxdy −
1
θ
∫
Ω
|un|
p¯(x)dx+
1
θ
∫
Ω
f(x, un)undx
>
1− µ
α+
(
σp(x,y)(un)
)α(x)
−
1 + µ
θ
(
σp(x,y)(un)
)α(x)−1
ρ0K,p(.,.)(un) +
(
1
p+
−
1
θ
)∫
Ω
|un|
p¯(x)dx
+
∫
Ω
[
1
θ
f(x, un)un − F (x, un)
]
dx
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>
1− µ
α+(p+)α+
(
ρ0K,p(.,.)(un)
)α(x)
−
1 + µ
θ(p−)α−−1
(
ρ0K,p(.,.)(un)
)α(x)
+
(
1
p+
−
1
θ
)
‖un‖
p−
Lp¯(x)(Ω)
>
(
1− µ
α+(p+)α+
−
1 + µ
θ(p−)α−−1
)
‖un‖
α−p−
X0
+
(
1
p+
−
1
θ
)
c3‖un‖
p−
X0
.
Since 1 < p− < α−p− and θ >
(
1 + µ
1− µ
)
α+(p+)α
+
(p−)α−−1
> p+, we obtain that {un} is bounded
in X0. This information, combined with the fact that X0 is reflexive, implies that there
exists a subsequence, still denote by {un}, and u ∈ X0 such that {un} converges weakly
to u in X0. Next, as β(x) < p
∗
s(x) for all x ∈ Ω, then by Remark 3.4-(1), X0 is compactly
embedded in Lβ(x)(Ω), it follows that
un −→ u (strongly) in L
β(x)(Ω) and un(x) −→ u(x) a.e. x ∈ Ω. (5.3)
Using (5.2), we have
< J ′(un), un − u >−→ 0, as n→ +∞,
that is,
M
(
σp(x,y)(un)
)
< L
p(x,.)
K (un), un−u > +
∫
Ω
|un|
p¯(x)−2un(un−u)dx−
∫
Ω
f(x, un)(un−u)dx −→
n→+∞
0.
From (f0) and Lemma 2.1, it follows that∣∣∣∣∫
Ω
f(x, un)(un − u)dx
∣∣∣∣ 6 c∥∥∥|un|β(x)−1∥∥∥
Lβˆ(x)(Ω)
‖un − u‖Lβ(x)(Ω) + c1
∫
Ω
|un − u|dx,
where
1
β(x)
+
1
βˆ(x)
= 1. So, by (5.3), we have∫
Ω
f(x, un)(un − u)dx −→ 0 as n→ +∞. (5.4)
Using again Hölder inequality, we obtain∫
Ω
|u|p¯(x)−2u(un − u)dx 6 2‖un‖Lp¯(x)(Ω)‖un − u‖Lp¯(x)(Ω).
Since un converges weakly to u in X0, then the compact embedding of X0 into L
p¯(x)(Ω)
helps us to get
lim
n→∞
∫
Ω
|un|
p¯(x)−2u(un − u)dx = 0. (5.5)
Hence, by (5.4) and (5.5), we get
M
(
σp(x,y)(un)
)
< L
p(x,y)
K (un), un − u > −→n→+∞
0. (5.6)
Now, since {un} is bounded in X0, we may assume that
σp(x,y)(un) −→
n→+∞
t1 > 0.
If t1 = 0, then {un} converge strongly to u = 0 in X0 and the proof is finished.
If t1 > 0, since the function M is continuous, we have
M(σp(x,y)(un)) −→
n→+∞
M(t1) > 0.
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Hence, by (M1), for n large enough, we have that
0 < c4 6M(σp(x,y)(un)) 6 c5. (5.7)
Combining (5.6) and (5.7), we deduce that
< L
p(x,y)
K (un), un − u > −→n→+∞
0. (5.8)
On the other hand, since {un} converge weakly to u in X0, we have that
< J ′(u), un − u > −→
n→+∞
0,
that is,
M
(
σp(x,y)(u)
)
< L
p(x,.)
K (u), un−u > +
∫
Ω
|u|p¯(x)−2u(un−u)dx−
∫
Ω
f(x, u)(un−u)dx −→
n→+∞
0,
which implies by using the same argument as before that
< L
p(x,y)
K (u), un − u > −→n→+∞
0. (5.9)
Combining (5.8), and (5.9) we deduce that
lim sup
n→+∞
< L
p(x,y)
K (un)− L
p(x,y)
K (u), un − u >6 0.
By Lemma 4.1-(iii) L
p(x,y)
K is a mapping of type (S+), thus
lim sup
n→+∞
< L
p(x,y)
K (un)− L
p(x,y)
K (u), un − u >6 0,
uk ⇀ u in X0,
L is a mapping of type (S+).
⇒ un −→ u (strongly) in X0.
Consequently, J satisfies the (PS) condition. 
The following lemma shows that the functional J satisfies the first geometrical condition
of the mountain pass theorem;
Lemma 5.2. Suppose that the assumptions (M1), (f0), and (f1) hold. Then there exist
two positive real numbers R and a such that J(u) > a > 0 for all u ∈ X0 with ‖u‖X0 = R.
Proof. Let u ∈ X0 with ‖u‖X0 < 1, then by (M1), we have
J(u) >
1− µ
α+(p+)α+
‖u‖α
+p+
X0
+
∫
Ω
1
p¯(x)
|u|p¯(x)dx−
∫
Ω
F (x, u)dx. (5.10)
Since β(x) < p∗s(x) and p
+ < p∗s(x) for all x ∈ Ω, then by Remark 3.4-(1), we have that
X0 is continuously embedded in L
β(x)(Ω), Lp¯(x)(Ω) and Lp
+
(Ω), that is , there exist three
positive constants c6, c7 and c8 such that
‖u‖Lβ(x)(Ω) 6 c6‖u‖X0 , ‖u‖Lp+ (Ω) 6 c7‖u‖X0 and ‖u‖Lp¯(x)(Ω) 6 c8‖u‖X0 . (5.11)
Now, we assume that ‖u‖X0 < min
{
1,
1
c6
,
1
c8
}
, where c6 and c8 are the positive constant
given in (5.11), then we get
‖u‖Lp¯(x)(Ω) < 1 and ‖u‖Lβ(x)(Ω) < 1 for all u ∈ X0 with ‖u‖X0 = R ∈ (0, 1).
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Combining (f0) and (f1), we get
F (x, t) 6 ε|t|p
+
+ cε|t|
β(x) for all (x, t) ∈ Ω× R.
Therefore, by (M1) ,(5.10), (5.11) and Proposition 2.1-(i), we obtain
J(u) >
1− µ
α+(p+)α+
‖u‖α
+p+
X0
+
1
p+
∫
Ω
|u|p¯(x)dx− ε
∫
Ω
|u|p
+
dx− cε
∫
Ω
|u|β(x)dx
>
1− µ
α+(p+)α+
‖u‖α
+p+
X0
+
1
p+
‖u‖p
+
Lp¯(x)(Ω)
− ε‖u‖p
+
Lp
+ (Ω)
− cε‖u‖
β−
Lβ(x)(Ω)
>
1− µ
α+(p+)α+
‖u‖α
+p+
X0
+
c
p+
8
p+
‖u‖p
+
X0
− εcp
+
7 ‖u‖
p+
X0
− cεc
β−
6 ‖u‖
β−
X0
>
[
1− µ
α+(p+)α+
‖u‖α
+p+−p+
X0
+
c
p+
8
p+
− εcp
+
7 − cεc
β−
6 ‖u‖
β−−p+
X0
]
‖u‖p
+
X0
.
We introduce the function g : [0, 1] −→ R, defined by
g(t) =
1− µ
α+(p+)α+
tα
+p+−p+ − cεc
β−
6 t
β−−p+ .
Since
β−
α+
> p+, it is clear that there exists t¯ ∈ [0, 1] such that
max
t∈[0,1]
g(t) = g(t¯) > 0.
Hence, for a fixed ε ∈
0, g(t¯) + c
p+
8
p+
c
p+
7
 small enough, there exist two positive real numbers
R and a such that J(u) > a > 0 for all u ∈W0 with ‖u‖X0 = R ∈ (0, 1). 
The following result shows that the functional J satisfies the second geometrical condi-
tion of mountain pass theorem;
Lemma 5.3. Assume that (M1) and (AR) hold. Then there exists u0 ∈ X0 such that
‖u‖X0 > R, J(u) < 0.
Proof. From the assumption (AR), we have that
F (x, tu) > tθF (x, u) for all t > 1 and a.e.x ∈ Ω.
Hence, by (M1), for v ∈ X0, v 6= 0 and t > 1, we have
J(tv) = M̂
(
σp(x,y)(tv)
)
+
∫
Ω
1
p¯(x)
|tv|p¯(x)dx−
∫
Ω
F (x, tv)dx
6
1 + µ
α−(p−)α−
tα
+p+(ρ0K,p(.,.)(v))
α+ +
1
p−
tp
+
∫
Ω
|v|p¯(x)dx− tθ
∫
Ω
F (x, v)dx.
From θ >
(
1 + µ
1− µ
)
α+(p+)α
+
(p−)α−−1
, we find that θ > α+p+ > p+. Therefore,
J(tv) −→ −∞ as t→ +∞.
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
Now, we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Combining Lemmas 5.1-5.3 and the fact that J(0) = 0, we have
that J satisfies the assumptions of mountain pass theorem (see [23]). Therefore, J has at
least one nontrivial critical point, that is, problem (PKM ) has at least one nontrivial weak
solution. 
Example 1. As a particular case we can take
• M(t) = a+ btα(x)−1, a, b > 0, with α : Ω −→ (1,+∞) is a bounded function such that
1 < α− 6 α(x) 6 α+ <∞.
• K(x, y) = |x− y|−(N+sp(x,y)).
• f(x, t) = |t|γ(x)−2t, where γ ∈ C+(Ω) such that γ(x) < p
∗
s(x) for all x ∈ Ω and γ
− >
α+p+.
In this case, problem (PKM ) becomes
(
Psa,b
)



a+ b
(∫
Q
|u(x)− u(y)|p(x,y)
p(x, y)|x− y|N+sp(x,y)
dxdy
)α(x)−1 (−∆p(x,.))su(x) + |u|p¯(x)−2u = |u|γ(x)−2u in Ω,
u = 0 in RN \ Ω,
It is easy to see that the function M satisfies (M1) and the function f verify the as-
sumptions (f0), (f1) and the (AR) conditions. Consequently, problem (P
s
a,b) has at least
one nontrivial weak solution.
5.2. Existence and uniqueness result for a nonlocal problems. Now, we investigate
the existence of a unique weak solution for a variational problem driven by general integro-
differential operators of nonlocal fractional type L
p(x,.)
K .
(PK)
 L
p(x,.)
K (u(x)) = f in Ω,
u = 0 in RN \Ω,
where Ω is a bounded open set of RN and f ∈ X∗0 .
Definition 5.2. We say that u ∈ X0 is a weak solution of problem (PK), if∫
R2N
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))(ϕ(x) − ϕ(y))K(x, y) dxdy =
∫
Ω
fvdx, (5.12)
for any ϕ ∈ X0.
Applying the Minty-Browder theorem, we get the following existence result.
Theorem 5.2. Let Ω be a bounded open set of RN and p : RN × RN −→ (1,+∞) be a
continuous variable exponent satisfies (1.1) and (1.2) with sp+ < N . Suppose that K :
R
N × RN −→ (0,+∞) is a measurable function satisfying (1.4)-(1.6) and f ∈ X∗0 . Then
the problem (PK) has a unique weak solution u ∈ X0.
A typical example for K is given by the singular kernel K(x, y) = |x− y|−(N+sp(x,y)). In
this case, problem (PK) becomes:
(Ps)

(−∆p(x,.))
s(u(x)) = f in Ω,
u = 0 in RN \ Ω.
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As a particular case, we derive an existence result for problem (PK), which is given by
the following corollary.
Corollary 5.1. Let Ω be a bounded open set of RN and p : RN × RN −→ (1,+∞) be
a continuous variable exponent satisfy (1.1) and (1.2) with sp+ < N . Let s ∈ (0, 1) and
f ∈ X∗0 . Then the following equation∫
R2N
|u(x)− u(y)|p(x,y)−2(u(x) − u(y))(ϕ(x) − ϕ(y))
|x− y|N+sp(x,y)
dxdy =
∫
Ω
fvdx, (5.13)
has a unique solution u ∈ X0.
Remark 5.1. We observe that (5.13) represents the weak formulation of problem (Ps).
Proof of Theorem 5.2. By Lemma 4.1 the operator L
p(x,.)
K satisfies the conditions of
Minty-Browder Theorem, that is,
• From Lemma 4.1-(i), L
p(x,.)
K is bounded, from X0 into X
∗
0 .
• From Lemma 4.1-(ii), L
p(x,.)
K is a strictly monotone operator.
• From Lemma 4.1-(iv), L
p(x,.)
K is a homeomorphism. Hence, L
p(x,.)
K is continuous.
• From Lemma 4.1-(v), L
p(x,.)
K is coercive.
Consequently, in the light of Minty-Browder theorem [8, Theorem V.15], then there exists
a unique weak solution u ∈ X0 of problem (PK). 
Proof of Corollary 5.1. It is a consequence of Theorem 5.2, by choosing
K(x, y) = |x− y|−(N+sp(x,y)),
and by recalling that X0 ⊂W
s,p(x,y)
0 (Ω). 
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