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Preface
In this thesis we consider two different problems in the theory of dynamical systems. Dy-
namical systems cover a wide array of subjects, from finite dimensional to infinite dimen-
sional, from analytic to statistical viewpoints and through all gradations in-between. No
matter the aspect or tool considered, the study of any dynamical system is concerned in
some way or another with the evolution of points through the action of a map
x 7→ F (x) 7→ F (F (x)) 7→ F (F (F (x))) 7→ · · · .
The simplest question to ask of a dynamical system is then which points are invariant?
Once we have an answer to this question we can proceed to study the dynamics in a
neighborhood of them. In general we find invariant subsets containing the fixed point
which provide very relevant information. Formally a fixed point satisfies
x0 7→ F (x0) = x0.
Under some sufficient conditions on the derivative of F , the invariant object has asso-
ciated invariant manifolds. The fundamental example is here a hyperbolic fixed point, x0,
which has stable (we can denote it by W s) and unstable (W u) invariant manifolds associ-
ated to it. In this case, the iterates of the points on W s are always on W s, and get closer
to x0 as the map is iterated. The unstable manifold W
u works in reverse, getting further
away from x0 as iterates increase. A fundamental result in the study of dynamical systems
is that under some suitable non-degeneracy conditions, slight perturbations of F preserve
these dynamical properties (the fixed object, hyperbolicity, associated invariant manifolds.)
Real-life dynamical systems can be modeled in a multitude of ways. Some of them can
be thought of as being an ensemble of really simple systems, together with a mechanism to
propagate changes from one to another. For instance, the human brain can be considered as
a dynamical system formed by several hundred billion variables (one for each neuron,) with
complex interactions and dynamics among them. Or instead as the ensemble of several
hundred billion simple dynamical systems (one for each neuron, or in a general setting,
one for each node) and a mechanism of interaction between them. The mathematical
generalisation is the study of systems in infinite dimensional lattices.
In Part I of this thesis we will study dynamical systems which are skew-products of a
lattice and a torus and are perturbations of systems which are uncoupled, with a hyperbolic
fixed point in the projection on the lattice. In other words, we will study systems of the
form
(x, θ) 7→ (F (x, θ), θ + ω), x ∈ `∞(Rn), θ ∈ Td,
vii
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which are perturbations of systems having {0} × Td as an invariant hyperbolic torus. The
interactions between nodes are governed through a decay function, which ensures that
further away nodes have increasingly smaller influence.
We will study the persistence of the invariant torus under perturbation and the persis-
tence of its invariant manifolds. The approach we will follow is the parametrisation method,
which allows us to determine invariant manifolds associated to the torus, as well as to study
its decay properties and obtain sharp results on the regularity of the manifolds.
We will also study normal forms of maps with decay in lattices around fixed points, and
as an application we will prove Sternberg theorems for attractors in lattices.
In Part II we will turn to a special case of 1-dimensional dynamics, namely holomorphic
dynamics. This field is concerned with the study of the iteration of holomorphic maps in C,
and its origin can be traced to another kind of fundamental question: when does the New-
ton method converge for complex polynomials? Observe that the question can be thought
as for which points or for which polynomials. This dichotomy appears when considering
dynamical systems depending on one parameter: we can talk about the dynamics for a
specific parameter in the dynamical plane or we can talk about the general properties of a
set of parameters in the parameter plane.
The study of holomorphic dynamics is also grounded in the study of invariant objects,
the foremost being the Fatou and Julia sets. They are complementary sets in the dynamical
plane, the Fatou set being an open set formed of open components where orbits behave
similarly and the Julia set being a closed set, which defines where orbits stop behaving
similarly. A similar dichotomy occurs in the parameter plane, where different behaviors of
parameters are separated by a bifurcation set.
In the dynamical plane the Fatou set can in turn be decomposed into several kinds
of open sets, depending on the behavior of orbits. For instance, an attracting fixed point
would induce an open Fatou component, containing its whole attraction basin. There is a
fundamental difference between real (or just higher-dimensional) dynamics and holomorphic
dynamics: singularities of the map play a very important role in splitting the Fatou set into
smaller invariant sets. Namely, each invariant open set of the Fatou set has “associated” a
singularity of the map. Thus, if the map has 1 singularity, the Fatou set will have one basic
component. Hence, as the number of singularities increases, the number of dynamically
different components increases. And when studying families of functions, the interplay
between singularities and Fatou components gets more complicated as their numbers rise.
Recall that holomorphic functions have two kind of singularities: critical points, where the
derivative vanishes, and asymptotic values, where the inverse is undefined because of the
presence of an essential singularity.
In the parameter plane different components appear for similarly behaving parameters,
usually meaning parameters whose Fatou set has a specific property. For instance, having
an attracting orbit of a specific period could form a component in parameter plane.
Thus, the most basic functions to study are polynomials (because the are the simplest
holomorphic functions in many ways) with one critical value, in other words, studying the
family Pc(z) = z
2 + c. The parameter plane of such a polynomial exhibits a widely known
bifurcation set: the Mandelbrot set (the bifurcation set is the boundary of the Mandelbrot
set, though.) The next step in complexity is studying an entire transcendental function
with one asymptotic value. Or in other words, studying the family Eλ(z) = λe
z. These
two families exhibit incredibly intricate parameter spaces and bifurcation sets, and play a
viii
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fundamental role in the study of more complicated holomorphic dynamical systems.
A natural next step would then be the study of families having two singularities, but
there is an intermediate step. Since singular values are always related to specific Fatou
components we can study families whose Fatou sets have a persistent component. This
means that one of the singular values is always tied to this component. For instance,
studying polynomials of degree 3 such that there is always a Siegel disc around 0. This
fixes one singular value to “handle” the Siegel disc and leaves one free to generate another
Fatou component. A natural extension is then studying a family of entire transcendental
functions with a persistent Siegel disc. One such a family is
fa(z) = λa(e
z/a(z + 1− a)− 1 + a), a ∈ C \ {0}, λ = e2piiθ.
This family is a good model, in the sense that any other function exhibiting these properties
(a persistent Siegel disc, one critical value, one asymptotic value, finite degree) is conjugate
to a map of this form, and thus models a wide array of holomorphic families in the simplest
possible way. It also includes as extreme cases the exponential family u 7→ λ(eu − 1) when
a→ 0, a polynomial-like function of degree 2 when a→∞ and the family u 7→ λueu when
a = 1.
In this work we will study the dynamics of fa and its parameter plane, where we
will describe its main stable components as well as parametrise some of them through
the techniques of quasiconformal surgery. We will also show several topological properties
about the open components in the parameter plane and about the boundaries of the Siegel
discs appearing in this family. We will also prove a general result, useful for generating
images of bifurcation sets that can be applied to families with one parameter, and thus can
be applied to all the families introduced above.
ix
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Resum en Catala`
En aquest treball considerem dos problemes en la teoria dels sistemes dina`mics. El camp
dels sistemes dina`mics abarca un ampli espectre de temes, des de sistemes finit dimensionals
a infinit dimensionals, des de punts de vista anal´ıtics a estad´ıstics, amb totes les possibles
gradacions intermitges. Obviant l’aspecte o eina considerats, l’estudi de qualsevol sistema
dina`mic es centra, d’una manera o una altra, en l’estudi de l’evolucio´ de punts sota l’accio´
d’una aplicacio´
x 7→ F (x) 7→ F (F (x)) 7→ F (F (F (x))) 7→ · · · .
La pregunta me´s simple que podem fer-li a un sistema dina`mic e´s llavors quins punts
so´n invariants? Un cop en tenim una resposta podem passar a estudiar la dina`mica en un
entorn d’ells. En general, hi trobem conjunts invariants que contenen els punts fixos, i que
ens proveeixen d’informacio´ molt rellevant. Formalment, un punt fix satisfa`
x0 7→ F (x0) = x0.
Requerint certes condicions suficients a la derivada de F en M, el conjunt invariant te´
associades unes varietats invariants. L’exemple fonamental seria un punt fix hiperbo`lic, x0,
que te´ associades una varietat estable (que podem anomenar W s) i una varietat inestable
(W u). Els iterats dels punts de W s sempre estan a W s, i s’apropen a x0 a mesura que iterem
l’aplicacio´. La varietat inestable W u es comporta a l’inreve´s, allunyant-se de x0 en iterar.
Un resultat fonamental en l’estudi dels sistemes dina`mics e´s el fet que, sota certes condicions
de no-degeneracio´ petites pertorbacions de F conserven aquestes propietats dina`miques
(l’objecte invariant, l’hiperbolicitat, les varietats associades.)
Els sistemes dina`mics al mo´n real es poden modelar de moltes maneres. Alguns d’ells
es poden considerar com un gran conjunt de sistemes senzills, juntament amb un me`tode
per propagar canvis d’un sistema a un altre. Per exemple, el cervell huma` es pot consid-
erar un sistema dina`mic de bilions de variables (una per cada neurona,) amb complexos
lligams entre les variables. O be´ el podem considerar com un conjunt de bilions de sistemes
dina`mics simples (un per cada neurona, o be´ en general, un per cada node) juntament amb
un mecanisme per propagar les interaccions. La generalitzacio´ matema`tica e´s l’estudi de
sistemes dina`mics en reticles infinit dimensionals.
A la primera part d’aquesta tesi estudiarem sistemes dina`mics formats per un skew-
product d’un reticle infinit i un tor, i que so´n pertorbacions de sistemes desacoblats en els
que la projeccio´ sobre el reticle te´ punts fixos hiperbo`lics. En altres paraules, estudiarem
sistemes del tipus
(x, θ) 7→ (F (x, θ), θ + ω), x ∈ `∞(Rn), θ ∈ Td,
xi
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que so´n pertorbacions de sistemes amb {0}×Td com a tor hiperbo`lic invariant. La interaccio´
entre els nodes esta` controlada a trave´s d’una funcio´ de deca¨ıment, que assegura que com
me´s llunya` e´s un node, menor e´s la seva influe`ncia.
Estudiarem la persiste`ncia del tor invariant sota pertorbacio´ i la persiste`ncia de les seves
varietats invariants. El me`tode que emprarem e´s el me`tode de la parametritzacio´, que ens
permetra` determinar les varietats aix´ı com estudiar-ne les propietats de deca¨ıment i obtenir
resultats fins de regularitat. Me´s concretament, comenc¸arem establint les definicions de
funcio´ de deca¨ıment i el sistema a estudiar al Cap´ıtol 2. Tot seguit establirem les propietats
dels espais de funcions en que` treballem, primer definint aplicacions lineals amb deca¨ıment al
Cap´ıtol 3, despre´s espais de funcions diferenciables amb deca¨ıment al Cap´ıtol 4 per acabar
amb funcions amb diferenciabilitat anisotro`pica al Cap´ıtol 5. Tot seguit introduirem el
concepte de Γ-espectre i conceptes ba`sics de teoria espectral en espais de Banach. Un
cop establerts aquests preliminars, determinarem la regularitat i deca¨ıment del tor en el
sistema pertorbat al Cap´ıtol 7. Continuarem determinant la part lineal de la dina`mica local
en les varietats invariants al Cap´ıtol 8, per a tot seguit estudiar termes d’ordre superior
en varietats fortament estables al Cap´ıtol 9, on trobarem resultats de diferenciabilitat fins.
Finalment, als Cap´ıtols 10 i 11 acabarem la parametritzacio´ de les varietats no ressonants,
determinant-ne la seva regularitat i deca¨ıment. Per acabar, al Cap´ıtol 12 donarem resultats
sobre formes normals i probarem els teoremes d’Sternberg en reticles amb deca¨ıment.
Tambe´ estudiarem formes normals d’aplicacions amb deca¨ıment en reticles al voltant de
punts fixos, i com a resultat provarem teoremes d’Sternberg per atractors en reticles.
A la segona part d’aquesta tesi estudiarem dina`mica 1-dimensional, en concret dina`mica
holomorfa. Aquest e´s un camp focalitzat en l’estudi de la dina`mica de funcions holomorfes
en C, i el seu origen es pot trac¸ar a un altre tipus de pregunta fonamental: quan convergeix
el me`tode de Newton per a polinomis complexos? Fixem-nos que aquesta pregunta te´ dos
vessants, per a quins punts o be´ per a quins polinomis. Aquesta dicotomia e´s frequ¨ent quan
considerem sistemes dina`mics depenents de para`metres: podem parlar sobre la dina`mica
per a un para`metre espec´ıfic en el pla dina`mic o be´ podem parlar sobre propietats generals
d’un conjunt de para`metres en el pla de para`metres.
L’estudi de la dina`mica holomorfa tambe´ es fonamenta en l’estudi d’objectes invariants,
els me´s destacats serien els conjunts de Fatou i Julia. So´n conjunts complementaris en
el pla dina`mic, el conjunt de Fatou e´s un obert format per components on les o`rbites es
comporten de manera similar, en canvi el conjunt de Julia e´s un conjunt tancat, i defineix on
les o`rbites deixen de comportar-se de manera similar. Una dicotomia similar apareix en el
pla de para`metres, on comportaments diferents estan separats per un conjunt de bifurcacio´.
En el pla dina`mic, el conjunt de Fatou es pot descomposar en diferents tipus de con-
junts oberts, en funcio´ del comportament de les o`rbites. Per exemple, un punt fix atrac-
tor formaria un obert en el conjunt de Fatou format per la conca d’atraccio´. Hi ha una
difere`ncia fonamental entre dina`mica real (o simplement, dina`mica en dimensions superi-
ors) i la dina`mica holomorfa: les singularitats de l’aplicacio´ tenen un paper destacat en
separar el conjunt de Fatou en conjunts invariants me´s senzills. Concretament, cada obert
invariant del conjunt de Fatou te´ associat una singularitat de l’aplicacio´. Aix´ı, si l’aplicacio´
te´ 1 singularitat, el conjunt de Fatou tindra` una component. Per tant, quan augmenta el
nombre de singularitats, el nombre de components amb comportaments dina`mics diferents
creix. D’aquesta manera quan estudiem famı´lies de funcions depenents d’un para`metre les
interaccions entre singularitats sera` me´s complicat com major sigui el nombre de singular-
xii
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itats lliures. Recordem que les funcions holomorfes tenen dos tipus de singularitats: punts
cr´ıtics, on la derivada e´s zero i valors asimpto`tics, on la inversa no e´s ben definida per la
prese`ncia d’una singularitat essencial.
En el pla de para`metres apareixera`n diferents components per para`metres amb com-
portaments similars, normalment aixo` implica que so´n para`metres on el conjunt de Fatou
te´ una certa propietat. Per exemple, tenir una o`rbita atractora d’un cert per´ıode podria
formar una component en el pla de para`metres.
Aix´ı, les funcions me´s simples a estudiar serien polinomis (les funcions holomorfes me´s
simples) amb un valor cr´ıtic, en altres paraules, estudiar la famı´lia Pc(z) = z
2 + c. El pla
de para`metres d’aquesta famı´lia mostra un conjunt de bifurcacio´ a`mpliament conegut: el
conjunt de Mandelbrot (de fet el conjunt de bifurcacio´ e´s la frontera del conjunt de Man-
delbrot.) El segu¨ent nivell en complexitat seria l’estudi de funcions enteres transcendents
amb un valor asimpto`tic. En altres paraules, l’estudi de la famı´lia Eλ(z) = λe
z. Aquestes
dos famı´lies mostren un intrincat pla de para`metres i complexos conjunts de bifurcacions,
i tenen un paper fonamental en l’estudi de sistemes dina`mics holomorfs me´s complexos.
Un pas segu¨ent natural seria doncs estudiar famı´lies amb dos singularitats, pero` hi ha
un pas intermig. Com els valors singulars sempre esta`n lligats a una component de Fatou,
podem estudiar famı´lies de funcions amb una component persistent. Aixo` voldra` dir que
un dels valors singulars sempre estara` lligat a aquesta component. Per exemple, podriem
estudiar polinomis de grau 3 tals que sempre hi ha un disc de Siegel al voltant del 0. Aix´ı
fixem un valor cr´ıtic, que s’haura` d’encarregar del disc i deixara` l’altre lliure per crear una
altra component de Fatou. Una complicacio´ natural sera` doncs l’estudi d’una famı´lia entera
transcendent amb un disc de Siegel persistent. Una famı´lia aix´ı te´ la forma
fa(z) = λa(e
z/a(z + 1− a)− 1 + a), a ∈ C \ {0} λ = e2piiθ.
Aquesta famı´lia e´s u´nica (fet que provarem al Cap´ıtol 15), en el sentit que qualsevol altra
famı´lia de funcions amb les mateixes propietats (disc de Siegel persistent, un valor cr´ıtic,
un valor asimpto`tic, grau finit) tindra` aquesta mateixa forma i per tant aquesta famı´lia
modela de la manera me´s simple una gran quantitat de funcions. Tambe´ inclou com casos
extrems la famı´lia exponencial u 7→ λ(eu − 1) quan a → 0, una funcio´ polynomial-like de
grau 2 quan a→∞ i la famı´lia u 7→ λueu quan a = 1.
En aquesta part estudiarem la dina`mica d’aquesta famı´lia al Cap´ıtol 15, aix´ı com el seu
pla de para`metres, on descriurem les seves components obertes i parametritzarem algunes
d’elles amb la te`cnica de la cirurgia quasiconforme, als Cap´ıtols 16 i 17. Tambe´ donarem
diversos resultats topolo`gics sobre aquestes components en el pla de para`metres en aquests
dos cap´ıtols, i sobre les fronteres dels discs de Siegel que apareixen en aquesta famı´lia en el
Cap´ıtol 18. Tambe´ provarem un resultat general, u´til per generar imatges de conjunts de
bifurcacio´, que es pot aplicar a famı´lies depenents d’un para`metre i per tant es pot aplicar
a totes les famı´lies esmentades anteriorment. Aquest resultat es presenta al Cap´ıtol 19.
xiii
Resum en Catala`
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Part I
The Parametrisation Method for
Invariant Manifolds of Tori in
Skew-Product Lattices
1

3
4
Introduction
In this part we deal with the study of some (invariant) objects and the associated tools
and methods related to the dynamics of lattice systems. The origin of the study of lattice
systems is found in the first models of the dynamics of chains of particles under the action
of some potential, with an interaction to nearest neighbours, models which were first con-
sidered by Prandtl (see [Pra28]) and Dehlinger (see [Deh29]). Later these models were also
considered by Frenkel and Kontorova for specific cases (see [FK38a], [FK38b], [FK38c] and
[FK39]). For one dimensional lattices, chains of particles can be described by a (formal)
Hamiltonian:
H(p, q) =
∑
i∈Z
(
1
2
‖pi‖2 + V (qi)
)
+
∑
i∈Z
W (qi+1 − qi), (1.1)
where (qi, pi) ∈ R2n are the position-momentum variables of the i-th particle, i ∈ Z, V
is the potential acting over the i-th particle (which is the same for all particles) and W
is the interaction potential with the nearest particle. Although the sums are infinite, the
equations of motion are well defined, with the form:
q˙i = pi
p˙i = −∇V (qi) +∇W (qi+1 − qi)−∇W (qi − qi−1), i ∈ Zd,
or equivalently
q¨i +∇V (qi) = ∇W (qi+1 − qi)−∇W (qi − qi−1), i ∈ Z.
More generally one can consider higher dimensional lattices, that is, consider i ∈ Zm
with m > 1 and also interactions of every particle with all the others. In this case we should
write the second term in (1.1) in the form∑
i∈Z
∑
k∈Z
Wk(qi+k − qi),
where Wk is the potential of the interaction between particles separated k positions.
In this case we have to ask for some decay in the strength of the interaction because, as
it is physically natural, the larger the separation between particles is, the smaller the force
of interaction should be. Observe that we could also consider i, k ∈ Zm.
It is worth mentioning that there is a methodology to convert these systems to their
continuous limit, yielding a partial differential equation. In particular, when V (q) = 1−cos q
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and W (qi+1−qi) = C(qi+1−qi)2 one obtains (after normalisation and ignoring discretisation
effects) the Sine-Gordon PDE:
∂2u
∂t2
− ∂
2u
∂x2
+ sinu = 0.
Several problems can be modeled under the Frenkel-Kontorova model or some general-
isation, ranging from chains of coupled pendula, dislocation dynamics and surface physics
to DNA dynamics. See [BK04] for the description of many applications of the model.
In this work we are concerned with the study of invariant tori and their invariant mani-
folds, taking into account their decay properties. We consider not only the stable manifold
but also the strong stable and more generally non-resonant manifolds (see [CFdlL03a],
[CFdlL03b], [CFdlL05], [HdlL06a] and [HdlL06b] for the description of these manifolds in
different settings.)
The first versions of invariant manifold theory are found in the works of Poincare´ and
Lyapunov. In [Poi90] we find convergent series for the manifold of a fixed point (say 0)
of a map F associated with a simple eigenvalue λ, with |λ| < 1, such that there are no
eigenvalues of DF (0) which are powers of λ. In [Poi99] we find asymptotic expansions of
the solutions around periodic solutions of periodic vector fields. In [Lya92] we find similar
results to those of Poincare´ (with great differences of style and methods of proof.) In [Lef77]
we can find a modern presentation of the work of Lyapunov.
There is a huge amount of literature dealing with invariant manifolds. Among the most
classical works we can mention [HP70], [HPS77], [Fen72], [Irw70].
In this work we use the parametrisation method. Roughly, this method, when applied
to finding invariant manifolds of a fixed point p of a map F : U ⊂ Rn → Rn, consists of
looking for immersions K : U ⊂ Rm → Rn, 1 ≤ m ≤ n, such that K(0) = p and
F ◦K = K ◦R, (1.2)
where R : V ⊂ Rm → Rm is the restriction of F to the manifold we are looking for,
expressed in the new variables (the variables of K) which is also an unknown.
Assuming differentiability of the map F , condition (1.2) implies
DF (p)DK(0) = DK(0)DR(0).
We can see that the image of DK(0) has to be invariant under DF (p), hence the image
of the linear part of the manifolds we are looking for has to be a collection of invariant
subspaces under the action of DF (p). Thus we can try to look for a manifold associated to
each invariant subspace of DF (p), but not all of them have associated (nonlinear) invariant
manifolds.
To find invariant manifolds associated to fixed points of vector fields X : Rn → Rn we
look instead for immersions K : U ⊂ Rm → Rn such that X ◦K = DK · Y where Y is a
vector field in Rm which is also unknown.
The papers [FR81] and [FG92] use this method for one-dimensional manifolds, specially
in conjunction with numerical calculations. Simo´ in [Sim90] describes the method to com-
pute stable and unstable invariant manifolds. In [BK98] the Taylor expansion of invariant
manifolds for n-dimensional maps is computed, to approximate the manifolds numerically.
The papers [CFdlL03a] and [CFdlL03b] systematically study non-resonant manifolds of
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fixed points of maps and vector fields in general Banach spaces obtaining sharp regularity
regularity results for the parametrisation and deals with the dependence of parameters of
the manifolds obtained in [CFdlL03a], respectively. Some papers deal with the existence of
tori using the parametrisation method. In this case, given a map F on a manifold M, one
looks for
K : Td →M,
a parametrisation of a d-dimensional torus carrying a quasi-periodic motion of rotation
vector ω ∈ Rd and satisfying the equation
F ◦K = K ◦ Tω,
where Tω(θ) = θ + ω.
Similarly given a vector field X on a manifold M we can determine a parametrisation
K : Td →M satisfying
X ◦K = DK · ω.
The papers [HdlL06a] and [HdlL06b] use the method to obtain invariant tori and their
manifolds in skew-product systems. This method is able to deal with the small divisor
problems that appear when determining tori in conservative systems (see [dlLGEJV05],
[GEdlL08], [HdLL07] and [GEHdlL14]). In [FdlLS09] the method is used to find invari-
ant tori and its invariant manifolds in finite-dimensional exact symplectic maps and flows
and [FdlLS15] determine invariant tori and their invariant manifolds in infinite-dimensional
coupled map lattices. In the forthcoming book [H+] the method is applied to finding invari-
ant manifolds of fixed points, invariant tori and their manifolds and normally hyperbolic
manifolds. The results provide the theoretical estimates to be readily applicable in a con-
crete system and obtain validated numerical computations. In this book the power of the
parametrisation method for effective computations becomes evident.
Dynamics on lattices appear in physics, biology and mathematics. They model infinite
arrays of subystems (called nodes or sites) which interact among them. Hence, the evolution
of each node depends on its state and also the states of all the others. Several surveys are
devoted to the study of such systems which are referred to as coupled map lattices, coupled
oscillators, extended systems, etc. These surveys study several mathematical aspects of
their dynamics, like travelling waves, spatio-temporal chaos, fronts and invariant measures
among others. See [Gal07], [BCC03], [MP03], [CF05], [Kan85], [FdlLS15], [Pey04], [BK97],
[FP99], [FP04], [JdlL00] for different approaches to this kind of problems. Mathematical
models of arrays of cells are also considered in neuroscience ([Hop86], [HI97], [BEFT05],
[Izh07]).
Several papers are devoted to the study of hyperbolicity properties in lattice maps,
[FdlLM11b] among others. In general they assume finite range interaction or an exponential
decay of the interactions among nodes. In [JdlL00] the authors introduce a class of decay
functions such that the linear maps which satisfy decay properties according to decay
functions of this class have algebra properties which simplify the functional analysis neded
in the proofs of the results.
The papers [FdlLM11a], [FdlLM11b] contain a functional analysis background to study
certain objects as invariant manifolds modelling the phase space as an `∞ space. In par-
ticular hyperbolic sets and their invariant manifolds for maps with decay properties are
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considered and their properties are studied. In [FdlLS15] finite and infinite dimensional
tori are obtained in lattices where each node is governed by a Hamiltonian system and each
node is coupled to all others with some interactions satisfying decay properties. In these
papers the spaces of functions considered are such that their derivatives satisfy a decay
controlled by decay functions in the class introduced in [JdlL00].
In this thesis we consider lattices indexed by Zm over `∞(Rn). Concretely, we consider
maps F : `∞(Rn)× Td → `∞(Rn)× Td having a skew-product structure, that is,
(x, θ) 7→ (F (x, θ), θ)
where ω ∈ Rd is a fixed frequency vector. We assume that F is a perturbation of an
uncoupled map F0, and that the perturbation F1 at each node depends on the other nodes
with an interaction whose strength is dominated by a decay function which satisfies some
properties.
We study the linear and multilinear maps between `∞ spaces having decay properties
according to some precise definition. From them we introduce Cr decay maps, which
roughly means that their derivatives are multilinear maps with decay. These classes of
maps were already introduced in [JdlL00], where some properties were already established.
A deeper study is found in [FdlLM11a]. Here we present a more complete set of properties
and provide more details.
Further we consider spaces of functions with different degrees of regularity with respect
to spatial and angular variables. We call them functions with anisotropic differentiability.
We also establish a set of properties of this class of functions to be used later within this
work.
Writing F = F0 + F1 with F0(0) = 0 and F0, F1 decomposed as the sum of their linear
and nonlinear parts, namely
F0(x) = M0x+N0(x), and F1(x, θ) = M1(θ)x+N1(x, θ),
we have results which give, under some suitable hypotheses, the existence of invariant tori
close to {0} × Td, using the parametrisation method. This result gives different decay and
regularity of the tori, assuming different decays and regularities for the map. See Chapters
3, 4 and 5 for the definitions of the corresponding function spaces.
Theorem 7.1. Using the notation introduced above, consider the dynamical system deter-
mined by F and assume that DF0(0) is hyperbolic. Consider the functional equation
F (W0(θ), θ) = W0(θ + ω). (1.3)
(i) Assume M1 ∈ C0
(
Td, L(`∞(Rn), `∞(Rn))
)
and N(x, θ) ∈ C0,0(U × Td, `∞(Rn)) with
N Lipschitz with respect to x for all θ ∈ Td and assume ‖F1‖C0 and
Lipx(N) := sup
θ∈Td
Lip(N(·, θ))
are small enough. Then the functional equation (1.3) has a unique solution W0(θ) ∈
C0(Td, `∞(Rn)) close to 0.
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(ii) Assume F0 ∈ Ct(U, `∞(Rn)), F1 ∈ Ct,r(U × Td, `∞(Rn)) with t ≥ r + 1, r ≥ 0
and ‖F1‖Ct,r small enough. Then the functional equation (1.3) has a solution W0 ∈
Cr(Td, `∞(Rn)). Since Ct,rΓ ⊂ Ct,r, for F ∈ Ct,rΓ we also obtain a solution W0 ∈
Cr(Td, `∞(Rn)) close to 0.
(iii) Assume F0 ∈ Ct(U, `∞(Rn)), F1 ∈ Ct,rj,Γ(U × Td, `∞(Rn)) with t ≥ r + 2, r ≥ 0
and ‖F1‖Ct,rj,Γ small enough. Then the functional equation (1.3) has a solution W0 ∈
Srj,Γ(Td, `∞(Rn)) close to 0.
To obtain the strong stable invariant manifolds and more generally, non-resonant man-
ifolds associated to this invariant torus, first we have to obtain a vector bundle tangent to
them, to have a good local coordinate system to work in. Before doing this though, we
translate the torus to the origin through a θ-dependent translation.
The invariant bundle associated to a strong stable invariant manifold is determined
in Proposition 8.1 and the bundle associated to a non-resonant manifold is obtained in
Proposition 8.4.
Concerning the existence and regularity of a strong stable manifold of the invariant
torus we have a first result for low degree of regularity.
Theorem 9.1. Given a dynamical system F (x, θ) as defined in Section 2.1 and a splitting
of `∞(Rn) = E1 ⊕ E2 as in Chapter 9 we can determine the unique local strong stable
manifold of W0 tangent to E
1 at 0 as the graph of ϕ : E1 × Td → E2 in the following
regularity cases:
(i) If F (x, θ) ∈ C1,0(`∞(Rn) × Td, `∞(Rn)) and ‖F1‖C1,0 is small enough then ϕ ∈
C1,0(B(0, 1)× Td,E2).
(ii) If F (x, θ) ∈ C1,0Γ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖C1,0Γ is small enough then ϕ ∈ C
1,0
Γ (B(0, 1)×
Td,E2).
(iii) If F (x, θ) ∈ C1,0j,Γ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖C1,0j,Γ is small enough then ϕ ∈ C
1,0
j,Γ(B(0, 1)×
Td,E2).
This theorem considers a more general setting than Theorems 1.1 and 1.2 in [CFdlL03a]
and [CFdlL03b], where the invariant manifolds of a fixed point are considered. Even though,
if in Theorem 9.1 we assume that F does not depend on θ we have a comparable situation.
In this case Theorem 9.1 covers the case of C1 maps, which was not covered in [CFdlL03a]
because the standing assumptions therein have a Cr map with r ≥ L + 1 and L ≥ 1. To
cover this case we have to deal with some nonlinear operators in function spaces whereas in
[CFdlL03a] the analogous operators involved are linear, a technique which does not work
directly for the C1 case.
We have a result which deals with higher orders of regularity.
Theorem 9.14. Given a dynamical system F (x, θ) as defined in Section 2.1, we can
determine the unique local strong stable manifold of W0 tangent to E
1 at 0 as a graph
ϕ : E1 × Td → E2 under the following regularity and decay assumptions:
(i) If F (x, θ) ∈ CΣs,r(`∞(Rn) × Td, `∞(Rn)) and ‖F1‖CΣs,r is small enough then ϕ ∈
CΣs,r(B(0, 1)× Td ⊂ E1 × Td,E2).
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(ii) If F (x, θ) ∈ CΣs,rΓ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖CΣs,rΓ is small enough then ϕ ∈ C
Σs,r
Γ (B(0, 1)×
Td,E2).
(iii) If F (x, θ) ∈ CΣs,rj,Γ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖CΣs,rj,Γ is small enough then ϕ ∈ C
Σs,r
j,Γ (B(0, 1)×
Td,E2).
The standard local stable manifold of the torus is obtained as a particular case of
Theorem 9.1. Also strong unstable manifolds as well as unstable manifolds are obtained
applying Theorem 9.1 to the map F−1.
As for non-resonant manifolds, the results are more involved since we have to first obtain
sufficiently good polynomial approximations of the parametrisation of the manifolds. The
main result is the following.
Theorem 10.1. Let U be an open set of `∞(Rn) such that 0 ∈ U and consider a dynamical
system F : U × Td ⊆ `∞(Rn) × Td → `∞(Rn), F (x, θ) = M(θ)x + N1(x, θ) with M(θ) =
M0 + M˜(θ) and
M0 =
(
A1,1 0
0 A2,2
)
, M˜(θ) =
(
B1,1(θ) B1,2(θ)
0 B2,2(θ)
)
, M(θ) =
(
M1,1(θ) M1,2(θ)
0 M2,2(θ)
)
.
Assume the following hypotheses,
(H1) F ∈ Ct,rΓ
(
`∞(Rn)×Td, `∞(Rn)), M0, M˜(θ) ∈ LΓ(`∞(Rn), `∞(Rn)), supθ∈Td ‖M˜(θ)‖Γ
is sufficiently small
(H2) A SpecΓ(A1,1) ⊂ D\{0},
(H3) 0 /∈ SpecΓ(A2,2),
(H4) A SpecΓ(A1,1)
L+1 ·A SpecΓ(M−10 ) ⊂ D,
(H5) A SpecΓ(A1,1)
i ∩A SpecΓ(A2,2) = ∅ for 2 ≤ i ≤ L,
(H6) L+ 1 ≤ t.
Then
(a) We can determine a polynomial bundle map R(s, θ) : E1×Td → E1 of degree not larger
than L in C∞,rΓ (E1 × Td,E1) such that R(0, θ) = 0, DsR(0, θ) = M1,1(θ) and a bundle
map W : E1 × Td → `∞(Rn) in Ct,rΓ (E1 × Td, `∞(Rn)) such that
F (W (s, θ), θ) = W (R(s, θ), θ + ω),
where W (0, θ) = 0, ΠE1DsW (0, θ) = IdE1 and ΠE2DsW (0, θ) = 0.
(b) Furthermore, if there is l ≥ 2 such that
A Spec(A1,1)
i ∩A Spec(A1,1) = ∅, l ≤ i ≤ L,
then we can choose R to be a polynomial bundle map of degree not larger than l − 1.
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To obtain the mentioned polynomial approximations of the parametrisation of the in-
variant manifolds we have to solve “normal form” type of equations, which involve the use
of the so-called Sylvester operators. These operators have to be inverted, hence we need
to study spectral properties of them. These operators were studied in detail in the setting
of Banach spaces in [CFdlL03a] but here, since we are interested in decay properties, we
consider them in sections of spaces of k-linear maps in `∞(Rn) with decay.
We introduce the notion of Γ-spectrum for linear maps with decay and establish some
spectral results for Sylvester operators in terms of it. The theory for the Γ-spectrum is
developed in Chapter 6 and appears to be quite similar to the theory for the standard
spectrum of linear operators, since we have been able to reproduce the majority of basic
facts. To the best of our knowledge this is a new notion which appears to be very well
suited for the kind of problems we need to solve in this work.
Finally, concerning the dynamics of lattices, we obtain Sternberg theorems for the con-
jugation of a map to its linear part or to its normal form, in the case that the linear part
is a contraction (Poincare´ domain.) Assuming decay properties for the map we obtain
decay properties for the conjugating map. For the results where we allow the existence of
resonances, we use a normal form theory with decay which we develop here (analogous to
the standard normal form theory around a fixed point) and is based on the use of Sylvester
operators in spaces of k-linear maps in `∞(Rn), introduced in Chapter 6, Section 6.7
We present two cases, the first one concerning maps that are small perturbations of an
uncoupled map with equal dynamics in each node. For this class of maps we put conditions
on the eigenvalues of the unperturbed map restricted to each node (all are the same). The
main results for this case are the two following theorems. The first theorem determines a
conjugation to the linear part of the map in the absence of resonances among eigenvalues.
Theorem 12.3. Let U be an open set of `∞(Rn) such that 0 ∈ U . Let F : U → `∞(Rn) be
a CrΓ map of the form F = F0 + F1 where F0 is an uncoupled map and F0(0) = F1(0) = 0.
Let A = DF0(0), B = DF1(0) and M = A+B. Assume that Aij = aδij with a ∈ L(Rn,Rn).
Let Spec(a) = {λ1, . . . , λn}. Assume furthermore
(H1) 0 < |λi| < 1,1 ≤ i ≤ n,
(H2) λi 6= λk, k ∈ Zm, |k| ≥ 2, 1 ≤ i ≤ n.
Let α = mini |λi|, β = maxi |λi|, ν = logαlog β and r0 = [ν] + 1. Then if F ∈ CrΓ(U, `∞(Rn))
with r ≥ r0 and ‖B‖Γ is small enough then there exists R ∈ CrΓ(`∞(Rn), `∞(Rn)) such that
R(0) = 0, DR(0) = Id and
R ◦ F = MR
in some neighborhood U1 ⊆ U of 0 in `∞(Rn).
The second theorem is more general, and conjugates with a normal form in the presence
of resonances (i.e. omitting Hypothesis (H2)).
Theorem 12.9. Under the conditions and notation of Theorem 12.3 except hypothesis
(H2), if F ∈ CrΓ(`∞(Rn), `∞(Rn)) with r ≥ r0 and ‖B‖Γ is small enough there exists a
polynomial C∞Γ (`
∞(Rn), `∞(Rn)) of degree not larger than r0 and R ∈ CrΓ(`∞(Rn), `∞(Rn))
such that
R(0) = 0, DR(0) = Id
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and
R ◦ F = H ◦R
in some neighborhood U1 ⊂ U .
Similar results (see Theorems 12.10 and 12.12) can be proved for maps which are not
perturbations of uncoupled maps, requiring conditions over the Γ-spectrum of their linear
part.
Observe that we could prove analogous results for flows in lattices using a time-one map
argument.
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Chapter 2
Lattices, decay functions and
dynamical systems
In the first part of this work we will consider dynamical systems in the space of bounded
sequences of points of Rn with indices in Zm. That is, we will work in the infinite product
space (Rn)Zm . As usual we will call node to each individual Rn. Associated with this
space we will consider a decay function, which will control the strength of the interactions
between different nodes.
The space of bounded sequences over the infinite product space (Rn)Zm is denoted by
`∞(Rn), formally defined as
`∞(Rn) =
{
(xi)i∈Zm |xi ∈ Rn, sup
i∈Zm
‖xi‖ <∞
}
,
where ‖ · ‖ is a given norm in Rn. We endow `∞(Rn) with the norm ‖x‖∞ = supi∈Zm ‖xi‖
as usual. Note that if we change the norm in Rn we end up with an equivalent norm
in `∞(Rn). We denote by proji : `∞(Rn) → Rn the projection onto the i-th component.
We denote by embi : Rn → `∞(Rn) the i-th embedding such that for every u ∈ Rn,
projj(embi(u)) = 0, i 6= j, and proji(embi(u)) = u. This embedding is an isometry if the
norm in `∞(Rn) is induced by the norm considered in Rn.
2.1 The dynamical system
Let f : Rn → Rn be a C1 mapping with a hyperbolic fixed point at 0. We can also consider
maps defined in a neighbourhood A of 0 in Rn. Observe that in the differentiable case we
can always reduce the latter case to the former one. Indeed, by using cut-off functions of
suitable differentiability we can extend f from a neighbourhood A˜ of 0 such that A˜ ( A (i.e.
a neighbourhood “smaller” than A) to Rn with the extension having the same regularity
as f . For simplicity of notation in this introductory chapter we consider f : Rn → Rn.
However, later we will write f : A→ Rn.
We will consider dynamical systems in Rn which have the form
F (x, θ) = F0(x) + F1(x, θ), x ∈ `∞(Rn), θ ∈ Td.
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CHAPTER 2. LATTICES, DECAY FUNCTIONS AND DYNAMICAL SYSTEMS
From now on we will consider F0 as the unperturbed system and we will assume that
F1 is small in a suitable sense.
The unperturbed system F0 will be an uncoupled system in `
∞(Rn) such that each node
Rn in the lattice has the same dynamics, given by f : Rn → Rn, that is F0 : `∞(Rn) →
`∞(Rn) is such that
(F0(x))i = f(xi).
We will write F0(x) =
(
f(xi)
)
i∈Zm . We will assume quasiperiodic dependence of F with
respect to θ. Therefore we can write the system as a skew product from `∞(Rn) × Td to
itself defined by
(x, θ) 7→ (F (x, θ), θ + ω).
The norm we will use in `∞(Rn) is the supremum norm, ‖ · ‖∞ i.e. ‖x‖∞ = supi∈Zm |xi|
where |xi| is a norm in Rn. Later on we will specify concrete norms depending on the
problem we deal with. In general the norms will be adapted norms to the decompositions
of the spectrum of Dxf(0) in Rn.
For instance, the spectrum of Df(0) can be decomposed into two sets of eigenvalues,
namely contracting and expanding eigenvalues. According to this decomposition we can
write Rn = Es ⊕ Eu, where Es is the subspace formed by the eigenspaces corresponding
to the eigenvalues of modulus less than 1, and Eu the subspace formed by eigenspaces
corresponding to eigenvalues of modulus larger than 1. We denote by pis, piu : Rn → Es,u
the linear projections on these eigenspaces. According to this decomposition of Rn we can
write:
Df(0) =
(
a1,1 0
0 a2,2
)
, (2.1)
where a1,1 is the contracting part and a2,2 the expanding one. In such case we would
consider a norm adapted to both a1,1 and a2,2. Also, the splitting E
s ⊕ Eu induces a
splitting in `∞(Rn). To study this we put ourselves in a more general setting where the
splitting may be different at each node.
Given a family (Ei)i∈Zm of subspaces of Rn we define E ⊂ `∞(Rn) by
v = (vi)i∈Zm ∈ E ⇔ vi ∈ Ei
and
‖v‖∞ <∞.
Given two families (Ei)i∈Zm , (Gi)i∈Zm of subspaces of Rn such that Ei ⊕ Gi = Rn we
define E and G as above. Let Πi : Rn → Ei be projections such that
Im Πi = Ei
Ker Πi = Gi.
We have that Π˜ = Id−Πi is a projection onto Gi.
Lemma 2.1. We have that supi∈Zm ‖Πi‖ < ∞ if and only if `∞(Rn) = E ⊕ G. In such
case, since E, G are Banach spaces, E ⊕ G ' E × G and the projections ΠE : `∞(Rn) → E
and ΠG : `
∞(Rn) → G defined by ΠE(u) = (Πiui)i∈Z and ΠG(u) = ((Id−Πi)ui)i∈Z are
continuous. Furthermore, ‖ΠE‖ = supi∈Zm ‖Πi‖.
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Proof. Let u = (ui)i∈Zm ∈ `∞(Rn), then we can write ui = vi + wi with vi ∈ Ei, wi ∈ Gi.
Let v = (vi)i∈Zm and w = (wi)i∈Zm . As vi = Πiui,
‖vi‖ ≤ ‖Πi‖‖ui‖ ≤ C‖u‖∞
which implies that v ∈ E. Since
‖Π˜i‖ ≤ ‖ Id ‖+ ‖Πi‖ < 1 + sup
i∈Zm
‖Πi‖ <∞
we get that w ∈ G. Clearly u = v + w and E ∩ G = {0}.
The following easy computation
‖ΠEu‖ = sup
i∈Zm
‖Πiui‖ ≤ sup
i∈Zm
‖Πi‖‖ui‖ ≤ sup
i∈Zm
‖Πi‖‖u‖∞
proves that ‖ΠE‖ ≤ supi∈Zm ‖Πi‖. Now let ε > 0 and j0 such that ‖Πj0‖ > supi∈Zm ‖Πi‖−
ε/2. Let x0 ∈ Rn such that ‖x0‖ = 1 and ‖Πj0x0‖ ≥ ‖Πj0‖ − ε/2. By the definition of
norm,
‖ΠE‖ = sup
‖u‖=1
‖ΠEu‖ ≥ ‖ΠEu0‖,
where projj0(u0) = x0 and proji(u0) = 0 for i 6= j0. Then
‖ΠE‖ ≥ ‖Πj0(x0)‖ ≥ ‖Πj0‖ − ε/2 ≥ sup
i∈Zm
‖Πi‖ − ε
which proves the other inequality.
For the reciprocal let ΠEu = v. The continuity of ΠE implies that
‖v‖ ≤ ‖ΠE‖‖u‖
and hence
‖vi‖ ≤ ‖ΠE‖‖u‖, i ∈ Zm.
Now
‖Πi‖ = sup
‖ui‖≤1
‖Πi(ui)‖ = sup
‖ui‖≤1
‖vi‖ ≤ ‖ΠE‖
and the result is proved.
As an application of Lemma 2.1 we consider the following important example.
Let a ∈ L(Rn,Rn) and assume that Rn has a splitting Rn = E ×G where a is written
as
a =
(
a1,1 0
0 a2,2
)
.
This splitting may be the one associated to the stable and unstable parts of the spectrum
of a or any other splitting.
Let M ∈ L(`∞(Rn), `∞(Rn)) be such that
Mi,i = a, Mi,j = 0, j 6= i.
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The sequence of subspaces (Ei)i∈Zm , (Gi)i∈Zm with Ei = E and Gi = G define two sub-
spaces E and G of `∞(Rn) and
`∞(Rn) = E⊕ G.
This induces a representation of M of the form
M =
(
A1,1 0
0 A2,2
)
because if x ∈ `∞(Rn), x = x1 + x2 ∈ E⊕ G and x1 = (x1i )i∈Zm , x2 = (x2i )i∈Zm , thus
Mx = Mx1 +Mx2 = (ax1i )i∈Zm + (ax
2
i )i∈Zm = (a1,1x
1
1)i∈Zm + (a2,2x
2
1)i∈Zm
and hence
A1,1x
1 = (a1,1x
1
i )i∈Zm , A2,2x
2 = (a2,2x
2
i )i∈Zm .
Assume for instance that Spec a1,1 ⊂ {λ | |λ| < 1} and Spec a2,2 ⊂ {λ | |λ| > 1}. Then
we have that M is a hyperbolic linear map. Thus we can consider an adapted norm to
a1,1, ‖ · ‖E in E, i.e. a norm such that ‖a1,1‖ < α < 1 and an adapted norm to a−12,2, ‖ · ‖G
in G, i.e., a norm such that ‖a−12,2‖ < β < 1. In Rn we take ‖x‖ = max(‖x1‖E , ‖x2‖G) if
x = x1 + x2 ∈ E ⊕G. In `∞(Rn) we take the supremum norm with the norms introduced
above in Rn. Then
‖A1,1‖ = ‖M |E ‖ = sup
x∈E
‖x‖≤1
‖Mx‖ = sup
x∈E
‖x‖≤1
‖(a1,1xi)i∈Zm‖
≤ sup
x∈E
‖x‖≤1
sup
i∈Zm
‖a1,1‖‖xi‖ ≤ ‖a1,1‖ < α.
Clearly, M |G is invertible, a similar argument follows for ‖A−12,2‖ and we get ‖A−12,2‖ < β.
If we have a gap in the splitting of the spectrum of a, we can write
a =
(
a˜1,1 0
0 a˜2,2
)
according to some decomposition Rn = E˜ ⊕ G˜ with ‖a˜1,1‖ < a, ‖a˜2,2‖ < b and a < b−1, a
completely analogous construction for the splitting in `∞(Rn) can be carried out.
Finally, in a decomposition `∞(Rn) = E⊕ G as above we will write
DxF1(0, θ) =
(
B1,1(θ) B1,2(θ)
B2,1(θ) B2,2(θ)
)
and
DxF (0, θ) = M(θ) =
(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)
.
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2.2 Decay functions in lattices
To be able to define meaningful localised perturbations in this product space, we consider
an appropriate set of weighted Banach spaces. The main idea is that the coupling term
in the perturbed system belongs to a weighted space, which controls the strength of the
interaction between nodes. We should note that nearest-neighbour (or any other finite rank
coupling, with similarly appropriate weights) coupling will satisfy these hypotheses.
We will make use of the following decay functions, originally introduced in [JdlL00].
Definition 2.2. We say that a function Γ : Zm → R+ is a decay function when it satisfies:
1.
∑
k∈Zm Γ(k) ≤ 1,
2.
∑
k∈Zm Γ(i− k)Γ(k − j) ≤ Γ(i− j), i, j ∈ Zm.
The first property ensures energy propagation related to such a decay function is finite,
while the second property is akin to a triangular inequality in a discrete lattice. As pointed
out by Prof. L. Sadun the second property says that the sum of the interactions between two
nodes through the interactions involving third nodes is dominated by the direct interaction
between them.
The following proposition can be found in [JdlL00] and provides a family of examples
of decay functions satisfying Definition 2.2.
Proposition 2.3. Given α > m, θ ≥ 0, there exists a > 0, depending on α, θ,m such that
the function defined by
Γ(j) =
{
a, j = 0,
a|j|−αe−θ|j|, j 6= 0
is a decay function on Zm.
Note that the standard exponential function Γ(j) = Ce−θ|j| is not a decay function for
any C, θ > 0, as is proved in [JdlL00].
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Chapter 3
Linear and multilinear maps with
decay
To define Cr maps with decay properties between lattices we need to introduce spaces of
linear and multilinear mappings with suitable decay properties. Then we can use these
definitions to introduce spaces of Cr maps with these predefined decay properties for its
derivatives. In this section we will define linear maps with decay and its related norm
‖ · ‖Γ. From now on we will use ‖ · ‖ to denote the norm induced in the space of linear or
multilinear maps by the same norm in `∞(Rn). We reproduce some results from [FdlLM11a]
and provide more details and some additional results, mainly the proofs that certain spaces
are Banach spaces.
3.1 The space of linear maps with decay
One of the simpler ways to define linear maps with decay is to ask for the components
of “infinite matrices” to have decay properties with respect to their indices. Given ‖ · ‖
a norm in Rn we define the space of linear mappings with decay as a subset of the space
of continuous linear mappings L(`∞(Rn), `∞(Rn)) with a weighted norm depending on a
decay function as follows:
LΓ = LΓ(`
∞(Rn), `∞(Rn)) =
{
A ∈ L(`∞(Rn), `∞(Rn)) | ‖A‖Γ <∞
}
,
where
‖A‖Γ = max{‖A‖, γ(A)},
with ‖A‖ the operator norm of A and
γ(A) = sup
i,k∈Zm
sup
‖u‖≤1,
projju=0,j 6=k
‖(Au)i‖Γ(i− k)−1.
Remark 3.1. We will use LΓ for LΓ(`
∞(Rn), `∞(Rn)). Although the definition has been
written for `∞(Rn), we can define linear maps with decay among arbitrary vector subspaces
of `∞(Rn), E,F ⊂ `∞(Rn) as
LΓ = LΓ(E,F) =
{
A ∈ L(E,F) | ‖A‖Γ <∞
}
.
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Many results stated for LΓ(`
∞(Rn), `∞(Rn)) extend straightforwardly to LΓ(E,F).
The following lemma formalises the introductory text of this section relating decay prop-
erties and “components” of infinite dimensional matrices. We define Aij = projiA embj .
Using this notation then
γ(A) = sup
i,k∈Zm
‖Aik‖Γ(i− k)−1.
Lemma 3.2. Let A ∈ L(`∞(Rn), `∞(Rn)), and v = (vi)i∈Zm ∈ `∞(Rn) such that
lim
|j|→∞
‖vj‖ = 0.
Then
(Av)i =
∑
k∈Zm
Aikvk.
Proof. Given v ∈ `∞(Rn), let vm ∈ `∞(Rn), m ≥ 0, be the vector defined by vmk = vk if
|k| ≤ m, and vmk = 0 otherwise. Then vm tends to v as m→∞ in the `∞ topology. Indeed,
since lim|k|→∞ ‖vk‖ = 0,
‖v − vm‖∞ = sup
|k|>m
‖vk‖
tends to 0 when m → ∞. Moreover, since vm has only a finite number of components
different from 0, we have that (Avm)i =
∑
|k|≤mAikvk. Finally,
‖(Av)i −
∑
|k|≤m
Aikvk‖ ≤ ‖A(v − vm)‖∞ ≤ ‖A‖‖v − vm‖∞
tends to 0 when m→∞.
Remark 3.3. In general, a linear map A ∈ L(`∞(Rn), `∞(Rn)) is not determined by its
matrix components Aij. As an example, consider the following space:
E0 = {v ∈ `∞(R) | lim|j|→∞ vj exists}
and the linear map lim, limE0 → R defined as lim(v) = lim|j|→∞ vj. Clearly, the operator
norm of lim is bounded on E0 by 1, thus from the Hahn-Banach theorem it follows that lim
admits an extension to `∞(R), L with the same norm. The matrix elements of L, Lij are
given by Lj : R → R, defined by Lj(α) = L(β), where β ∈ `∞(R) is such that βk = 0 if
k 6= j and βj = α. Clearly, lim|k|→∞ βk = 0, thus Lj = 0 for all j. However, L is not the
0 mapping.
This remark tells us that in general A ∈ L(`∞(Rn), `∞(Rn)) is not completely deter-
mined by its matrix entries.
Remark 3.4. Observe that given an uncoupled linear map A = aδij, with a ∈ L(Rn,Rn)
we have A ∈ LΓ(`∞(Rn), `∞(Rn)), γ(A) = Γ(0)−1‖a‖ and ‖A‖Γ = Γ(0)−1‖a‖.
We begin our study of LΓ spaces with its completeness properties.
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Proposition 3.5. The space (LΓ, ‖ · ‖Γ) is a Banach space.
Proof. First we have to show that ‖ · ‖Γ is a norm. As ‖ · ‖Γ is defined as the maximum
between ‖ · ‖ and γ(·), we just need to check the norm properties for γ(·).
Observe that given A ∈ LΓ, Lemma 3.2 and the definition of γ(·) imply ‖Aij‖ ≤
‖A‖ΓΓ(i− j).
First we check that γ(λA) = |λ|γ(A).
γ(λA) = sup
i,k∈Zm
sup
‖u‖≤1,
projju=0, j 6=k
‖(λAu)i‖Γ(i− k)−1
= sup
i,k∈Zm
sup
‖u‖≤1,
projju=0, j 6=k
|λ|‖(Au)i‖Γ(i− k)−1 = |λ|γ(A).
Now check that γ(A+B) ≤ γ(A) + γ(B).
γ(A+B) = sup
i,k∈Zm
sup
‖u‖≤1,
projju=0, j 6=k
‖((A+B)u)i‖Γ(i− k)−1
≤ sup
i,k∈Zm
sup
‖u‖≤1,
projju=0, j 6=k
(‖(Au)i‖+ ‖(Bu)i‖) Γ(i− k)−1
≤ γ(A) + γ(B).
Obviously if ‖A‖ = 0, then A = 0, thus if ‖A‖Γ = 0, A = 0. It is however not true that
γ(A) = 0 implies that A = 0, as the previous remark shows.
The only thing left is to prove that (LΓ, ‖ · ‖Γ) is a complete space. Let {An}n∈N be a
Cauchy sequence of elements of LΓ.
As the ‖ · ‖Γ-norm is stronger than the ‖ · ‖-norm and the space of linear applications is
complete, {An}n∈N converges to some linear map A∗ ∈ L(`∞(Rn), `∞(Rn)) in the ‖·‖-norm.
Moreover, as it is a Cauchy sequence, given ε > 0 there exists n0 such that for n > m >
n0 and for every u such that ‖u‖ ≤ 1 and projku = 0, k 6= i,
‖((An −Am)u)i‖Γ(i− k)−1 ≤ γ(An −Am) < ε/2.
Taking limit with respect to m in this expression,
‖((An −A∗)u)i‖Γ(i− k)−1 ≤ ε/2.
Observe that this bound holds for any i, k and u such that ‖u‖ = 1 and projku = 0 if k 6= i.
Now taking supremum with respect to u and i, k as in the definition of γ(·), we get
γ(An −A∗) ≤ ε/2 < ε.
This implies that An − A∗ ∈ LΓ, thus A∗ ∈ LΓ and that {An}n∈N converges to A∗ in the
‖ · ‖Γ-norm.
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Now we introduce, the following vector space which plays a significant role in the study
of linear maps with decay. Consider the vector subspace of `∞(Rn) of vectors centred around
the j-th component
Sj,Γ = {v ∈ `∞(Rn) | ‖v‖Sj,Γ <∞},
where
‖v‖Sj,Γ = sup
k∈Zm
‖vk‖Γ(k − j)−1.
Although this space looks dependant on the node j, all these spaces are equivalent (as
sets) as the following proposition shows. The intuitive idea is that all nodes look the same
from “far enough”.
Lemma 3.6. For all i, j ∈ Zm, Si,Γ = Sj,Γ as sets.
Proof. Let v ∈ Si,Γ, that is, supk∈Zm ‖vk‖Γ(k−i)−1 <∞. Now, as
∑
l∈Zm Γ(k− l)Γ(l−j) ≤
Γ(k − j) ≤ 1 and all terms in the sum are positive,
Γ(k − i)
Γ(k − j) ≤
Γ(k − i)∑
l∈Zm Γ(k − l)Γ(l − j)
≤ Γ(k − i)
Γ(k − i)Γ(i− j) =
1
Γ(i− j) .
Therefore
sup
k∈Zm
‖vk‖Γ(k − j)−1 = sup
k∈Zm
‖vk‖Γ(k − i)−1 Γ(k − i)
Γ(k − j)
≤ 1
Γ(i− j) supk∈Zm
‖vk‖Γ(k − i)−1 <∞
and this implies v ∈ Sj,Γ.
Note that if v ∈ Sj,Γ then
‖v‖∞ ≤ sup
i∈Zm
‖vi‖ ≤ sup
i∈Zm
‖vi‖Γ(i− j)−1 = ‖v‖Sj,Γ .
And now we prove completeness of this space.
Proposition 3.7. The space Sj,Γ is a Banach space.
Proof. We check the completeness. Consider a Cauchy sequence {vn}n∈N of elements of
Sj,Γ. As ‖ · ‖Sj,Γ is a stronger norm than ‖ · ‖∞ the sequence {vn}n∈N has a limit v∗ in
`∞(Rn).
As the sequence is a Cauchy sequence, for every ε > 0 there exists an n0 such that
‖vm − vn‖Sj,Γ < ε/2 if m, n ≥ n0. By definition of the Sj,Γ-norm, this means that
sup
k∈Zm
‖vmk − vnk‖Γ(k − j)−1 < ε/2.
We can take limit with respect to m in this last expression. The convergence of {vm} to v∗
in ‖ · ‖∞-norm implies that
sup
k∈Zm
‖v∗k − vnk‖Γ(k − j)−1 ≤ ε/2 < ε.
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Therefore ‖v∗ − vn‖Sj,Γ < ε implying (v∗ − vn) ∈ Sj,Γ and hence v∗ ∈ Sj,Γ. Now for every
ε there exists an n0 such that if n > n0, ‖v∗ − vn‖Sj,Γ < ε, thus the sequence {vn}n∈N
converges to v∗ in the Sj,Γ-norm.
After this short digression about the properties of the spaces Sj,Γ we come back to
linear mappings with decay proving several properties that lead to a fundamental fact:
LΓ is a Banach algebra. Observe that the identity map Id is a unit of this algebra but
‖ Id ‖Γ = Γ(0)−1 6= 1.
The following proposition from [FdlLM11a] characterises linear maps with decay Γ as
linear mappings preserving Sj,Γ. This is a key result that will be used several times.
Proposition 3.8. Let A ∈ L(`∞(Rn), `∞(Rn)). Then
1. If A ∈ LΓ(`∞(Rn), `∞(Rn)), then for any j ∈ Zm and for any v ∈ Sj,Γ, Av ∈ Sj,Γ and
‖Av‖Sj,Γ ≤ γ(A)‖v‖Sj,Γ.
2. If there exists 0 < C < ∞ such that for any j ∈ Zm and for any v ∈ Sj,Γ, ‖Av‖Sj,Γ ≤
C‖v‖Sj,Γ then A ∈ LΓ(`∞(Rn), `∞(Rn)) and γ(A) ≤ CΓ(0)−1.
Proof. The proof of Part (1) is standard, and the arguments used in it will appear several
times. It follows from
‖(Av)i‖ ≤
∑
k∈Zm
‖Aik‖‖vk‖ ≤ γ(A)‖v‖Sj,Γ
∑
k∈Zm
Γ(i− k)Γ(k − j)
≤ γ(A)‖v‖Sj,ΓΓ(i− j),
where we have used Lemma 3.2. Therefore
sup
i∈Zm
‖(Av)i‖Γ(i− j)−1 ≤ γ(A)‖v‖Sj,Γ .
To prove Part (2), we only need to use the definition of γ(A) as follows
γ(A) = sup
i,k∈Zm
sup
‖u‖≤1,
projju=0,j 6=k
‖(Au)i‖Γ(i− k)−1
= sup
k∈Zm
sup
‖u‖≤1,
projju=0,j 6=k
sup
i∈Zm
‖(Au)i‖Γ(i− k)−1 = sup
k∈Zm
sup
‖u‖≤1,
projju=0,j 6=k
‖Au‖Sk,Γ
≤ sup
k∈Zm
sup
‖u‖≤1,
projju=0,j 6=k
C ‖u‖Sk,Γ ≤ C Γ(0)−1.
Observe that a vector u ∈ `∞(Rn) such that ‖u‖ ≤ 1, projju = 0, j 6= k satisfies u ∈ Sk,Γ.
Proposition 3.9 (Algebra properties). Let A, B ∈ LΓ(`∞(Rn), `∞(Rn)). Then AB ∈
LΓ(`
∞(Rn), `∞(Rn)) and
• γ(AB) ≤ γ(A)γ(B),
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• ‖AB‖Γ ≤ ‖A‖Γ‖B‖Γ.
Proof. We just need to check the bounds on the norm, using the properties of γ(·) and
Proposition 3.8. Since
γ(AB) = sup
i, k∈Zm
sup
projju=0,
j 6=k
‖u‖≤1
‖(ABu)i‖Γ(i− k)−1
= sup
i, k∈Zm
sup
projju=0,
j 6=k
‖u‖≤1
‖
∑
p∈Zm
Aip(Bu)p‖Γ(i− k)−1
≤ sup
i, k∈Zm
sup
projju=0,
j 6=k
‖u‖≤1
∑
p∈Zm
‖Aip‖‖(Bu)p‖Γ(i− k)−1
≤ sup
i, k∈Zm
γ(A)
∑
p∈Zm
Γ(i− p)γ(B)Γ(p− k)Γ(i− k)−1
≤ sup
i, k∈Zm
γ(A)γ(B) ≤ γ(A)γ(B)
and
‖AB‖Γ = max(γ(AB), ‖AB‖) ≤ max(γ(A)γ(B), ‖A‖‖B‖),
the statement follows.
Remark 3.10. Proposition 3.5 and Proposition 3.9 imply LΓ(`
∞(Rn), `∞(Rn)) is a Banach
algebra. It has a unit element Id but ‖ Id ‖Γ 6= 1.
Proposition 3.11. Let M0 ∈ LΓ(`∞(Rn), `∞(Rn)) invertible such that
M−10 ∈ LΓ(`∞(Rn), `∞(Rn))
(or equivalently 0 /∈ SpecΓ(M0)) and M1 ∈ LΓ(`∞(Rn), `∞(Rn)) such that ‖M−10 ‖Γ‖M1‖Γ <
1. Then M = M0 +M1 is invertible, M
−1 ∈ LΓ(`∞(Rn), `∞(Rn)) and
|‖M−1‖Γ − ‖M−10 ‖Γ| ≤ ‖M−1 −M−10 ‖Γ = O(‖M1‖Γ).
The proof of this proposition is completely analogous to the proof of Lemma 4.18 where
a slightly more involved result is considered.
3.2 The space of k-linear maps with decay
With the definition of linear maps with decay we can only characterise first derivatives with
decay. But we can inductively define multilinear maps with decay which in turn we can use
to characterise higher order derivatives with decay.
Recall that we can define the space of k-linear maps Lk(`∞(Rn), `∞(Rn)) via the iden-
tification
Lk(`∞(Rn), `∞(Rn)) = L(`∞(Rn), Lk−1(`∞(Rn), `∞(Rn))).
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There are k possible identifications defined by ιj as follows: let
ιj : L
k(`∞(Rn), `∞(Rn))→ L(`∞(Rn), Lk−1(`∞(Rn), `∞(Rn))), 1 ≤ j ≤ k,
and given A ∈ Lk(`∞(Rn), `∞(Rn))
ιj(A)(w)(v1, . . . , vk−1) = A(v1, . . . ,
j︷︸︸︷
w , . . . , vk−1). (3.1)
All these mappings are isometries in the corresponding operator norms. We define
LkΓ(`
∞(Rn), `∞(Rn)) =
{
A ∈ Lk(`∞(Rn), `∞(Rn)) |
ιp(A) ∈ LΓ(`∞(Rn), Lk−1(`∞(Rn), `∞(Rn))), 1 ≤ p ≤ k
}
,
with the norm
‖A‖Γ = max{‖A‖, γ(A)},
where
γ(A) = max
1≤p≤k
{γ(ιp(A))}.
Note that this definition makes sense because we can identify Lk−1(`∞(Rn), `∞(Rn))
with the `∞ space `∞(Lk−1(`∞(Rn),Rn)).
With this norm we can prove that LkΓ(`
∞(Rn), `∞(Rn)) is a Banach space as in the
proof of Proposition 3.5.
The following proposition gives bounds to the norm of multilinear contractions. These
bounds are fundamental later on, since multilinear contractions appear naturally when
differentiating repeatedly invariance equations.
Proposition 3.12 (Γ norms of contractions). Let A ∈ LkΓ(`∞(Rn), `∞(Rn)), k ≥ 2, and
u ∈ `∞(Rn). Then, for any permutation of k elements τ ∈ Sk the map Bτ,u : `∞(Rn) ×
(k−1)· · · × `∞(Rn)→ `∞(Rn) defined by
Bτ,u(v1, . . . , vk−1) = A(τ(v1, . . . , vk−1, u))
belongs to Lk−1Γ (`
∞(Rn), `∞(Rn)). Moreover
γ(Bτ,u) ≤ γ(A)‖u‖. (3.2)
As a consequence
‖Bτ,u‖Γ ≤ ‖A‖Γ‖u‖. (3.3)
If τ = Id we will simply write Bu = BId,u.
Proof. For simplicity, we will only check the case τ = Id.
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Inequality (3.3) is trivial if u = 0. If u 6= 0 we need some auxiliary vectors to prepare
the bound as in the definition of γ(A). Let i, j ∈ Zm, 1 ≤ p ≤ k, v2, . . . vk−1 ∈ `∞(Rn) such
that ‖vq‖ ≤ 1, 2 ≤ q ≤ k − 1, and w = (wl)l∈Zm such that wl = 0, if l 6= j. Then
‖ιp(Bu)i(w)(v2, . . . , vk−1)‖Γ(i− j)−1
= ‖(Bu)i(v2, . . . ,
p︷︸︸︷
w , . . . , vk−1)‖Γ(i− j)−1
= ‖Ai(v2, . . . , w, . . . , vk−1, u/‖u‖)‖ ‖u‖Γ(i− j)−1
= ‖ιp(A)i(w)(v2, . . . , vk−1, u/‖u‖)‖ ‖u‖Γ(i− j)−1
≤ γ(A)‖u‖.
Inequality (3.2) follows from taking supremum above. Moreover ‖Bu‖ ≤ ‖A‖ ‖u‖ and using
these bounds
‖Bu‖Γ = max(γ(Bu), ‖Bu‖) ≤ max(γ(A) ‖u‖, ‖A‖ ‖u‖) = ‖A‖Γ‖u‖
we get that (3.3) holds true.
Remark 3.13. Observe that in the previous proposition we required u ∈ `∞(Rn), not
u ∈ Sj,Γ.
In the same way we have
Proposition 3.14. Let A ∈ LkΓ(`∞(Rn), `∞(Rn)), k ≥ 2 and u1, . . . , up ∈ `∞(Rn), 1 ≤ p ≤
k − 1. Then for any permutation of k elements τ ∈ Sk the map
Bτ,u1,...,up : `
∞(Rn)× (k−p)· · · × → `∞(Rn)
defined by
Bτ,u1,...,up(v1, . . . , vk−p) = A(τ(v1, . . . , vk−p, u1, . . . , up))
belongs to Lk−pΓ (`
∞(Rn), `∞(Rn)). Moreover
γ(Bτ,u1,...,up) ≤ γ(A)‖u1‖ · · · ‖up‖
and
‖Bτ,u1,...,up‖ ≤ ‖A‖Γ‖u1‖ · · · ‖up‖.
Proposition 3.12 can be used to bound Γ-norms of contractions in such a way that
decay properties can be ignored except for the bound of just one component, as the next
proposition shows. Furthermore, such a bound is also a characterisation of multilinear
mappings with decay.
Proposition 3.15. Let A ∈ Lk(`∞(Rn), `∞(Rn)). Then
(i) If A ∈ LkΓ(`∞(Rn), `∞(Rn)), then, for any v2, . . . , vk ∈ `∞(Rn), j ∈ Zm, v ∈ Sj,Γ and
τ ∈ Sk, we have A(v, v2, . . . , vk) ∈ Sj,Γ and
‖A(τ(v, v2, . . . , vk))‖Sj,Γ ≤ γ(A)‖v‖Sj,Γ‖v2‖ . . . ‖vk‖.
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(ii) If there exists C > 0 such that for any v2, . . . , vk ∈ `∞(Rn), j ∈ Zm, v ∈ Sj,Γ, τ ∈ Sk,
we have A(τ(v, v2, . . . , vk)) ∈ Sj,Γ and
‖A(τ(v, v2, . . . , vk))‖Sj,Γ ≤ C‖v‖Sj,Γ‖v2‖ . . . ‖vk‖,
then A ∈ LkΓ(`∞(Rn), `∞(Rn)) and γ(A) ≤ CΓ(0)−1.
Proof of Part (i): Proposition 3.8 proves case k = 1. By induction assume that the result is
true for k−1 ≥ 1 and letBτ,vk be defined byBτ,vk(v, v2, . . . , vk−1) = A(τ(v, v2, . . . , vk−1, vk)).
By Proposition 3.12, Bτ,vk ∈ Lk−1Γ and γ(Bτ,vk) ≤ γ(A)‖vk‖. Now by the induction hy-
pothesis we have
‖A(τ(v, v2, . . . , vk))‖Sj,Γ = ‖Bτ,vk(v, v2, . . . , vk−1)‖Sj,Γ ≤ γ(Bτ,vk)‖v‖Sj,Γ‖v2‖ . . . ‖vk−1‖
≤ γ(A)‖v‖Sj,Γ‖v2‖ . . . ‖vk‖.
Proof of Part (ii): Given 1 ≤ p ≤ k we compute
γ(ιp(A)) = sup
i,j∈Zm
sup
‖v‖≤1
projl v=0, l 6=j
‖[ιp(A)(v)]i‖Γ(i− j)−1
= sup
i,j∈Zm
sup
‖v‖≤1
sup
‖vq‖≤1
‖[ιp(A)(v)(v2, . . . , vk)]i‖Γ(i− j)−1
= sup
i,j∈Zm
sup
‖v‖≤1
sup
‖vq‖≤1
‖[A(v2, . . . , vp, v, . . . , vk)]i‖Γ(i− j)−1
≤ sup
i,j∈Zm
sup
‖v‖≤1
sup
‖vq‖≤1
‖[A(τ(v, v2, . . . , vk))]i‖Γ(i− j)−1
≤ sup
j∈Zm
sup
‖v‖≤1
sup
‖vq‖≤1
‖A(τ(v, v2, . . . , vk))‖Sj,Γ
≤ sup
j∈Zm
sup
‖v‖≤1
sup
‖vq‖≤1
C‖v‖Sj,Γ‖v2‖ · · · ‖vk‖
≤ CΓ(0)−1
for some permutation τ ∈ Sk. Recall that since projl v = 0, l 6= j, ‖v‖Sj,Γ = ‖vj‖Γ(0)−1.
This implies A ∈ LkΓ(`∞(Rn), `∞(Rn)) and γ(A) ≤ CΓ(0)−1.
From Proposition 3.12 and Proposition 3.9 we also obtain the following composition
property, which will prove crucial for later developments.
Given A ∈ LkΓ(`∞(Rn), `∞(Rn)), Bj ∈ LljΓ (`∞(Rn), `∞(Rn)) for j = 1, . . . , k and wlj ∈
`∞(Rn)lj , we define the composition AB1 · · ·Bk by
AB1 · · ·Bk(wl1 , . . . , wlk) = A(B1wl1 , . . . , Bkwlk).
Proposition 3.16. If A ∈ LkΓ(`∞(Rn), `∞(Rn)) and Bj ∈ LljΓ (`∞(Rn), `∞(Rn)), for j =
1, . . . , k, then the composition AB1 · · ·Bk ∈ Ll1+···+lkΓ (`∞(Rn), `∞(Rn)) and
γ(AB1 · · ·Bk) ≤γ(A)‖B1‖Γ · · · ‖Bk‖Γ, (3.4)
‖AB1 · · ·Bk‖Γ ≤‖A‖Γ‖B1‖Γ · · · ‖Bk‖Γ. (3.5)
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A consequence of the proof is that if Bp = Bq for all q 6= p the bounds can be written instead
as
γ(AB1 · · ·Bk) ≤γ(A)‖B‖Γ · · · ‖B‖‖B‖,
‖AB · · ·B‖Γ ≤‖A‖Γ‖B‖Γ‖B‖ · · · ‖B‖.
Proof. Since γ(A) ≤ ‖A‖Γ and the fact that we have the bound
‖AB · · ·B‖ ≤ ‖A‖‖B‖ · · · ‖B‖
in the operator norms, inequality (3.4) implies (3.5).
For convenience of notation we let l0 = 0. Then, for any 1 ≤ s ≤ k and for any
uls−1+1, . . . , uls ∈ `∞(Rn), we have that ‖Bsuls−1+1 . . . uls‖ ≤ ‖Bs‖Γ‖uls−1+1‖ · · · ‖uls‖.
Also, by an iterative application of Proposition 3.12, for any uls−1+2, . . . , uls ∈ `∞(Rn)
and τ ∈ Sls , the map Bτ,s : u 7→ Bs(τ(u, uls−1+2, . . . , uls)) belongs to LΓ and ‖Bτ,s‖Γ ≤
‖Bs‖Γ‖u2‖ · · · ‖uls‖.
Hence, by Proposition 3.15 for any u2, . . . , ul1+···+lk ∈ `∞(Rn), ‖u2‖, . . . , ‖ul1+···+lk‖ ≤
1 and ls−1 < p ≤ ls, the map A˜p : `∞(Rn)→ `∞(Rn) defined by
A˜p : u 7→ ιp(AB1 . . . Bk)(u)(u2, . . . , ul1+···+lk),
where ιp(AB1 . . . Bk) was introduced in (3.1), belongs to LΓ and
γ(A˜p) ≤ γ(A)‖B1‖ . . . γ(Bp) . . . ‖Bk‖.
Finally, since ‖Bj‖ ≤ ‖Bj‖Γ, for all 1 ≤ j ≤ k,
γ(AB1 . . . Bk) = max
1≤p≤k
γ(A˜p) ≤ γ(A)‖B1‖Γ . . . ‖Bk‖Γ.
An important special case of the previous proposition is the following result.
Corollary 3.17. If A ∈ LΓ(`∞(Rn), `∞(Rn)) and B ∈ LkΓ(`∞(Rn), `∞(Rn)) then A · B ∈
LkΓ(`
∞(Rn), `∞(Rn)) and
γ(AB) ≤ γ(A)γ(B),
‖AB‖Γ ≤ ‖A‖Γ‖B‖Γ.
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Spaces of differentiable functions
with decay
With the definition of k-linear mappings with decay, we can now define spaces of differ-
entiable functions with decay between open sets in `∞(Rn). We can also define spaces of
differentiable maps from the torus to `∞(Rn) and spaces of differentiable maps from the
torus to LkΓ(`
∞(Rn), `∞(Rn)).
Definition 4.1. Let U be an open set of `∞(Rn). We define
C1Γ(U, `
∞(Rn)) = {F ∈ C1(U, `∞(Rn)) | sup
x∈U
‖F (x)‖∞ <∞,
DF (x) ∈ LΓ(`∞(Rn), `∞(Rn)),∀x ∈ U,
sup
x∈U
‖DF (x)‖Γ <∞}
with norm
‖F‖C1Γ = max
(‖F‖C0 , sup
x∈U
‖DF (x)‖Γ
)
,
where ‖F‖C0 = supx∈U ‖F (x)‖∞ as usual. We can thus define
C1Γ(U,L
k(`∞(Rn), `∞(Rn))) =
{
F ∈ C1(U,Lk(`∞(Rn), `∞(Rn))) |
F (x) ∈ LkΓ(`∞(Rn), `∞(Rn)), ∀x ∈ U,
sup
x∈U
‖F (x)‖Γ <∞
}
.
Based on this we can define spaces of CrΓ functions:
CrΓ(U, `
∞(Rn)) =
{
F ∈ Cr(U, `∞(Rn)) |DkF ∈ C1Γ(U,Lk(`∞(Rn), `∞(Rn))),
0 ≤ k ≤ r − 1}
with norm
‖F‖CrΓ = max
(
‖F‖C0 , max
0≤k≤r−1
sup
x∈U
‖DDkF (x)‖Γ
)
.
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Remark 4.2. The inclusions CiΓ ⊂ Ci−1Γ , 1 ≤ i ≤ r, are satisfied.
It is easy to check that CrΓ(U, `
∞(Rn)) is a Banach space. We have the following result
concerning the composition of maps which appears in [FdlLM11a].
Proposition 4.3. Let U, V be open sets of `∞(Rn), F ∈ CrΓ(U, `∞(Rn)) and G ∈ CrΓ(V, `∞(Rn))
such that F (U) ⊆ V . Then
• G ◦ F ∈ CrΓ(U, `∞(Rn)),
• ‖G ◦ F‖CrΓ ≤ K(1 + ‖F‖rCrΓ)‖G‖CrΓ.
Remark 4.4. An important particular case appears when G is a linear map in LΓ(`
∞(Rn), `∞(Rn)).
In this case the estimates in the proof are much easier and the bound is
‖A ◦ F‖CrΓ ≤ ‖A‖Γ‖F‖CrΓ . (4.1)
Theorem 4.5 (Inverse Function Theorem). Let U be an open set of `∞(Rn) and F ∈
CrΓ(U, `
∞(Rn)), r ≥ 1. Let p ∈ U and q = F (p). Assume that DF (p) is invertible
and DF (p)−1 ∈ LΓ(`∞(Rn), `∞(Rn)). Then F is locally invertible around p and F−1 ∈
CrΓ(V, `
∞(Rn)) where V is a neighbourhood of q.
Proof. From the standard inverse function theorem in Banach spaces, F is locally invertible
and F−1 is defined in a neighbourhood V of q. Moreover,DF−1(q) = DF (p)−1 and by the
continuity of DF and Proposition 6.15, DF−1(x) ∈ LΓ for x ∈ V , provided V is small.
Since
DF−1(x) =
(
DF (F−1(x))
)−1
(4.2)
we can obtain the higher order derivatives of F−1 taking derivatives in the right hand side
of (4.2). For instance,
D2F−1(x) = − (DF (F−1(x)))−1D2F (F−1(x))(DF (F−1(x)))−1
= −DF−1(x)D2F (F−1(x))DF−1(x). (4.3)
Then, by Proposition 3.16, D2F−1(x) ∈ L2Γ. Proceeding in the same way for the other
derivatives we get that F−1 ∈ CrΓ(V, `∞(Rn)). Alternatively, we can use (4.3) to prove
inductively that F−1 ∈ CiΓ assuming F−1 ∈ Ci−1Γ , for i ≤ r.
Now we define mappings from the torus to an open subset U ⊆ `∞(Rn) with centred
decay. This definition is motivated by the definition of Sj,Γ given in Chapter 3.
Definition 4.6. Given j ∈ Zm, we define
S0j,Γ = S
0
j,Γ(Td) =
{
σ ∈ C0(Td, U) | sup
i∈Zm
sup
θ∈Td
‖σ(θ)‖Γ(i− j)−1 <∞},
with norm
‖σ‖S0j,Γ = supi∈Zm ‖σi‖C0Γ(i− j)
−1 = sup
θ∈Td
‖σ(θ)‖Sj,Γ = sup
i∈Zm
sup
θ∈Td
‖σi(θ)‖Γ(i− j)−1.
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We also define mappings of higher regularity with centred decay. Let
Srj,Γ = S
r
j,Γ(Td) =
{
σ ∈ Cr(Td, U) | ∂
k
∂θ`11 · · · ∂θ`dd
σ ∈ S0j,Γ(Td),
`1 + . . .+ `d = k, 0 ≤ k ≤ r
}
with norm
‖σ‖Srj,Γ = max0≤k≤r maxl1,...,ld≥0
l1+...+ld=k
∥∥∥∥∥ ∂k∂θ`11 · · · ∂θ`dd σ
∥∥∥∥∥
S0j,Γ
.
Proposition 4.7. The space Srj,Γ is a Banach space.
Proof. The proof for r = 0 follows similar arguments to the ones used in the proof of
Proposition 3.7. The proof for higher order derivatives is standard, but we will give it in
the case r = 1 for completeness. A standard induction argument from this case gives the
desired result.
Let {fn}n∈N be a Cauchy sequence of elements of S1j,Γ. Since ‖ · ‖S1j,Γ is a stronger norm
than the C1 norm (this is clear from the definition), {fn}n∈N converges to some function
f∗ ∈ C1(Td, U) in C1-norm. Similar arguments to those used in Proposition 3.7 show
that f∗ ∈ S0j,Γ. All we need to prove now is that the partial derivatives of the functions
converge to the corresponding partial derivatives of the limit function, in the S0j,Γ-norm.
Given 1 ≤ p ≤ d let gp be the limit of the sequence { ∂∂θp fn}n∈N in the C0-norm.
Define the following auxiliary sequence
hn(δ, θ) =
{
fn(θ+δ·ep)−fn(θ)
δ δ 6= 0,
∂
∂θp
fn(θ) δ = 0.
The mapping hn is continuous with respect to δ and θ and hn(δ, ·) belongs to S0j,Γ. By an
application of the mean value theorem, we can bound ‖hn − hm‖S0j,Γ as
‖hn − hm‖S0j,Γ =
∥∥∫ 10 D(fm − fn)(θ + λ δ · ep) · δep
δ
dλ
∥∥
S0j,Γ
≤ ∥∥ ∂
∂θp
(fn − fm)∥∥
S0j,Γ
≤ ‖fn − fm‖S1j,Γ < ε/2,
given ε > 0 and n > m > n0 large enough. Taking limit with respect to n in the previous
expression, we get
‖h∗ − hm‖S0j,Γ ≤ ε/2,
where
h∗(δ, θ) =
{
f∗(θ+δ·ep)−f∗(θ)
δ δ 6= 0,
∂
∂θp
f∗(θ) δ = 0.
As the convergence is uniform and {hn}n∈N are continuous, the limit function h∗ is also
continuous and ∂∂θp f
∗(θ) = gp(θ) for all θ ∈ Td.
Therefore {fn}n∈N converges to f∗ in S1j,Γ-norm and the derivatives of the sequence
converge to the derivative of the limit with respect to S0j,Γ-norm.
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The space S0j,Γ has several properties that we can extend to the differentiable case, the
most obvious one being the decay at infinity.
Lemma 4.8. Let U ⊂ `∞(Rn) be an open set and let σ ∈ Srj,Γ(U). Then for all 1 ≤ k ≤ r
lim
|i|→∞
∥∥∥∥∥ ∂k∂θ`11 · · · ∂θ`dd σi
∥∥∥∥∥
C0
≤ lim
|i|→∞
∥∥∥∥∥ ∂k∂θ`11 · · · ∂θ`dd σ
∥∥∥∥∥
S0j,Γ
Γ(i− j) = 0.
Proof. The proof is an easy consequence of the definitions of Srj,Γ. Observe that the decay
speed is controlled by the decay function Γ.
Now we define differentiable mappings from the torus Td to the space of k-linear maps.
These mappings will appear in the study and construction of invariant manifolds found in
this work.
Definition 4.9. We define
C0
LkΓ
= C0
(
Td, LkΓ(`∞(Rn), `∞(Rn))
)
= {F ∈ C0(Td, Lk(`∞(Rn), `∞(Rn))) | sup
θ∈Td
‖F (θ)‖Γ <∞}.
with norm
‖F‖C0LΓ = supθ∈Td
‖F (θ)‖Γ.
From this we define
Cr
LkΓ
= {F ∈ Cr(Td, Lk(`∞(Rn), `∞(Rn))) | ‖F‖Cr
Lk
Γ
<∞}
with norm
‖F‖Cr
Lk
Γ
= max
0≤j≤r
l1+...+ld=j
∥∥∥∥∥ ∂jF (θ)∂θ`11 · · · ∂θ`dd
∥∥∥∥∥
C0LΓ
.
When there is no possible confusion we will use the notation CrΓ instead of C
r
LkΓ
.
Remark 4.10. As in the definition of linear and multilinear mappings, the definition can
be made general for linear subspaces Ei, F ⊂ `∞(Rn), 1 ≤ i ≤ k,
Cr
LkΓ
= Cr
LkΓ
(E1 × · · · × Ek,F) = {F ∈ Cr(Td, Lk(E1 × · · · × Ek,F)) | ‖F‖Cr
Lk
Γ
<∞}.
Remark 4.11. Given a linear mapping A(θ) : `∞(Rn) → `∞(Rn) for all θ ∈ Td depend-
ing Cj with respect to θ, ∂
j
∂θ
`1
1 ···∂θ
`d
d
A(θ) is again a mapping of the same type, as we are
considering only partial derivatives and we can compute its C0
LkΓ
-norm in a straightforward
way.
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As usual, after defining each space we check its completeness.
Proposition 4.12. The space (Cr
LkΓ
, ‖ · ‖Cr
Lk
Γ
) is a Banach space.
Remark 4.13. If A,B ∈ Cr
LkΓ
we define AB by (AB)(θ) = A(θ)B(θ). We have that
AB ∈ Cr
LkΓ
but in general we do not have
‖AB‖Cr
Lk
Γ
≤ ‖A‖Cr
Lk
Γ
‖B‖Cr
Lk
Γ
.
Hence Cr
LkΓ
is not a Banach algebra. However, see Proposition 4.15 below for a bound of
this norm.
Proof. The proof that this space is a Banach space is very similar to the proof of Propo-
sitions 3.5 and 4.7 (LΓ is a Banach space and S
r
j,Γ is a Banach space respectively). To
prove it is an algebra, we can follow the same ideas as in Propositions 3.9 and 4.14 (Al-
gebra properties for LΓ and norm of the product of an element of C
r
LΓ
and one of Ssj,Γ,
respectively).
Now that we have defined vector maps from the torus to `∞(Rn) and (multi)linear maps
over the torus, we can study its interplay.
Proposition 4.14. Given σ ∈ Srj,Γ(Td, `∞(Rn)) and A ∈ CtLΓ(Td, L(`∞(Rn), `∞(Rn))),
then Aσ defined as (Aσ)(θ) = A(θ)σ(θ) belongs to ∈ Smj,Γ(Td, `∞(Rn)) with m = min(t, r).
Moreover
‖Aσ‖Smj,Γ ≤ 2m‖A‖CmLΓ‖σ‖Smj,Γ .
In the particular case that A does not depend on θ we have
‖Aσ‖Smj,Γ ≤ ‖A‖Γ‖σ‖Smj,Γ .
Proof. It is clear that Aσ has regularity at most m by an application of Leibniz’s rule.
Thus we can assume without loss of generality that t = r = m for the rest of the proof. We
need to check the statement on the bounds. If m = 0, by definition
‖Aσ‖S0j,Γ = supi∈Zm ‖ (Aσ)i ‖C0Γ(i− j)
−1.
As A(θ) ∈ LΓ(`∞(Rn), `∞(Rn)) for all θ ∈ Td, by Lemma 3.2 we can write
(A(θ)σ(θ))i =
∑
k∈Zm
Aik(θ)σk(θ)
and
sup
θ∈T
‖Aik(θ)σk(θ)‖ ≤ sup
θ∈T
γ(A(θ))Γ(i− k) sup
θ∈T
‖σk(θ)‖
≤ ‖A‖C0LΓ‖σ‖S0j,ΓΓ(i− k)Γ(k − j).
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Therefore
‖Aσ‖S0j,Γ ≤ ‖A‖C0LΓ‖σ‖S0j,Γ .
Assume now that m > 0. In this case we can use Leibniz’s rule to calculate ∂
m
∂θ
`1
1 ···∂θ
`d
d
(Aik ·
σk)(θ) for `1 + · · ·+ `d = m, and we get 2m terms, each of these terms can be bounded as
in the previous case yielding
‖Aσ‖Smj,Γ ≤ 2m‖A‖CmLΓ‖σ‖Smj,Γ .
In the following result we bound compositions of linear maps, with and without depen-
dence on θ.
Proposition 4.15. Given Ai, i = 1, . . . , j, with Ai ∈ CtiLΓ(Td, L(`∞(Rn), `∞(Rn))), then
A1 · · ·Aj ∈ CmLΓ(Td, L(`∞(Rn), `∞(Rn))) with m = mini=1,...,j{ti}. Moreover
‖A1 · · ·Aj‖CmΓ ≤ jm‖A1‖CmΓ · · · ‖Aj‖CmΓ .
If Ail , l = 1, . . . , k, k ≤ j, do not depend on θ, then
‖A1 · · ·Aj‖CmΓ ≤ (j − k)t‖A1‖CmΓ · · · ‖Aj‖CmΓ .
Proof. The proof is analogous to the proof of Proposition 4.14 above. When we differentiate
m times a product of j matrices, we get jm summands, and each summand can be bounded
by ‖A1‖CmΓ · · · ‖Aj‖CmΓ . If some elements do not depend on θ, they do not add summands
and the second statement follows.
The next proposition is a version of Proposition 3.12 for maps depending on θ ∈ Td.
Proposition 4.16. Let A ∈ Ct
LkΓ
(Td, Lk(`∞(Rn), `∞(Rn))) and u ∈ Ct(Td, `∞(Rn)). Then
for any permutation of k elements τ ∈ Sk the map Bτ,u defined by
Bτ,u(v1, . . . , vk−1) = A(θ)(τ(v1, . . . , vk−1, u(θ)))
satisfies Bτ,u ∈ CtLk−1Γ (T
d, Lk−1(`∞(Rn), `∞(Rn))), and
‖Bτ,u‖Ct
Lk−1
Γ
≤ 2t‖A‖Ct
Lk
Γ
‖u‖Ct .
Proof. The proof follows an inductive procedure with respect to t. For the case t = 0 we
write
Bτ,u(θ)(v1, . . . , vk−1) = A(θ)(τ(v1, . . . , vk−1, u(θ))).
We have
‖Bτ,u‖C0
Lk−1
Γ
= sup
θ∈Td
‖Bτ,u(θ)‖Γ.
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Given 1 ≤ p ≤ k − 1 we compute, for θ such that u(θ) 6= 0,
γ(ιpBτ,u(θ)) = sup
i,k∈Zm
sup
‖w‖≤1
projj w=0, j 6=k
‖(ιpBτ,u(θ))i(w)‖Γ(i− k)−1
= sup
i,k∈Zm
sup
‖w‖≤1
projj w=0, j 6=k
sup
‖vl‖≤1
‖[Bτ,u(θ)(v2, . . . , vp, w, . . . , vk−1)]i‖Γ(i− k)−1
= sup
i,k∈Zm
sup
‖w‖≤1
projj w=0, j 6=k
sup
‖vl‖≤1
u(θ) 6=0
‖[A(θ)(τ(v2, . . . , vp, w, . . . , vk−1, u(θ)‖u(θ)‖))]i‖‖u(θ)‖Γ(i− k)
= sup
i,k∈Zm
sup
‖w‖≤1
projj w=0, j 6=k
sup
‖vl‖≤1
u(θ) 6=0
‖[ιp(A(θ))(w)(v2, . . . , vk−1, u(θ)‖u(θ)‖)]i‖Γ(i− k)
−1‖u(θ)‖
≤ γ(ιp(A(θ)))‖u(θ)‖ ≤ ‖A‖C0
Lk
Γ
‖u‖C0 .
If u(θ) = 0 we easily see that γ(ιpBτ,u(θ)) = 0.
Let t = 1, now Bτ,u is clearly a (k − 1)-linear mapping of class C1, i.e. Bτ,u ∈
C1
Lk−1Γ
(Td, Lk−1(`∞(Rn), `∞(Rn))). We still have to check the bounds in Γ-norms. By defi-
nition,
‖Bτ,u‖C1
Lk−1
Γ
= max
0≤i≤1
∥∥∥∥∂iBτ,u∂θi
∥∥∥∥
C0LΓ
,
and ∥∥∥∥∂Bτ,u∂θi
∥∥∥∥
C0LΓ
≤
∥∥∥∥∥
(
∂B
∂θi
)
τ,u
∥∥∥∥∥+
∥∥∥∥Bτ, ∂u∂θi
∥∥∥∥
C0LΓ
.
Since both u(θ) and ∂u∂θi (θ) are in Sj,Γ for all θ ∈ Td, we can use the case t = 0 to get the
bound
‖Bτ,u‖C1
Lk
Γ
≤ 2‖B‖C1LΓ‖u‖S1j,Γ .
When t > 1 we can use an induction argument based on the cases t = 0, t = 1 and the
application of Leibniz’s rule.
Remark 4.17. Observe that each additional contraction adds a summand, thus apply-
ing p contractions to a multilinear map results in a factor pt, i.e. given v1, . . . , vp ∈
Ct(Td, `∞(Rn)) and A ∈ Ct
LkΓ
, p ≤ k − 1, then
‖A(v1, . . . , vp)‖Ct
L
k−p
Γ
≤ pt‖A‖Ct
Lk
Γ
‖v1‖Stj,Γ‖v2‖Ct · · · ‖vp‖Ct .
Lemma 4.18. Let M ∈ CrLΓ(Td, L(`∞(Rn), `∞(Rn))) of the form M(θ) = M0 + M1(θ),
satisfying
• M0 is invertible and M−10 ∈ LΓ(`∞(Rn), `∞(Rn)), (or equivalently, 0 /∈ SpecΓ(M0))
• ‖M−10 ‖Γ‖M1‖CrLΓ < 1.
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Then M is invertible, its inverse M−1 belongs to CrLΓ(T
d, L(`∞(Rn), `∞(Rn))) and
‖M−1 −M−10 ‖CrLΓ = O(‖M1‖CrLΓ ).
Proof. Since M0 is invertible, we can write
M(θ) = M0
(
Id +M−10 M1(θ)
)
.
If ‖M−10 ‖Γ‖M1‖CrLΓ < 1 we can use Neumann’s series to invert M(θ) as
M(θ)−1 =
∞∑
j=0
(−M−10 M1(θ))jM−10 = M−10 +
∞∑
j=1
(−M−10 M1(θ))jM−10
which is convergent in ‖ · ‖CrLΓ if ‖M
−1
0 ‖Γ‖M1‖CrLΓ < 1, since M0 does not depend on θ (see
Proposition 4.15.)
Lemma 4.19. Given M ∈ CrLΓ(Td, L(`∞(Rn), `∞(Rn))) such that we can write M(θ) =
M0 + M˜(θ) where M0 is a constant uncoupled linear map we have the following bounds for
all m ≤ r, n ≥ 2:
‖M(θ) · · ·M(θ + (n− 1)ω)‖C0LΓ ≤ Γ(0)
−1
(
‖M0‖+ Γ(0)−1‖M˜‖C0LΓ
)n
,
‖Dmθ (M(θ) · · ·M(θ + (n− 1)ω)) ‖C0LΓ ≤
Γ(0)−2nm‖M˜‖C0LΓ
(
‖M0‖+ Γ(0)−1‖M˜‖C0LΓ
)n−1
, 1 ≤ n ≤ r.
Remark 4.20. Remember that from Proposition 4.15
‖A(θ)B(θ)‖LΓ ≤ 2r‖A(θ)‖CrLΓ‖B(θ)‖CrLΓ ,
by the combinatorics coming from Leibniz’s rule.
Remark 4.21. Remember also that from the properties of the decay functions,
‖AB(θ)A‖C0LΓ ≤ Γ(0)
−3‖A‖2‖B(θ)‖C0 ,
‖AAB(θ)‖C0LΓ ≤ Γ(0)
−2‖A‖2‖B(θ)‖C0 .
Proof of Lemma 4.19. We will give details for m ∈ {0, 1} and sketch the general case from
it.
For the case m = 0 we want a bound for the C0LΓ norm of
(
M0 + M˜(θ)
)[n]
, where we
denote (A(θ))[n] = A(θ)A(θ + ω) · · ·A(θ + (n − 1)ω). As the norms we are considering
involve taking suprema with respect to θ, we can ignore the angular shifts and just study
the combinatorics of the norms of n products of linear maps. We can write M(θ)[n] =
Mn0 + B(θ), where B is a term with all possible combinations of n products of M0 and
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M˜(θ), except n times M0. From the previous remarks, we need to collect terms wisely. To
do so, consider the groupings of the factor M0 in the products of n factors chosen from M0
and M˜ . We can have all these factors M0 together, completely spread out or arranged in
several combinations.
Each term in B(θ) having j ≤ [n/2] factors M0 (there are
(
n
j
)
such terms) will have a
bound having at most j factors Γ(0)−1. When j > [n/2] (again, there are
(
n
j
)
such terms),
there will be at most n − j + 1 factors Γ(0)−1, since there are only n − j factors M˜ and
thus there can only be n− j + 1 groupings of factors having only M0 factors.
After taking norms, we can bound ‖M [n]‖Γ by the following expression
[n/2]∑
j=0
(
n
j
)
Γ(0)−j‖M0‖j‖M˜‖n−jC0LΓ (4.4)
+
n−1∑
j=[n/2]+1
(
n
j
)
Γ(0)−n+j−1‖M0‖j‖M˜‖n−jC0LΓ . (4.5)
Since in (4.4)+(4.5) the index j satisfies j ≤ [n/2] we have j ≤ n − j + 1 and we can
bound Γ(0)−j by Γ(0)−n+j−1, hence by the binomial formula (4.4)+(4.5) is bounded by
Γ(0)−1
(
‖M0‖+ Γ(0)−1‖M˜‖C0LΓ
)n
.
Hence
∥∥∥∥(M0 + M˜)[n]∥∥∥∥
C0LΓ
≤ Γ(0)−1
(
‖M0‖+ Γ(0)−1‖M˜‖C0LΓ
)n
. (4.6)
For the case m = 1 notice that differentiating each term in the binomial decomposition
we obtain as many new terms as the number of factors M˜ . Using the same trick to bound
powers of Γ(0)−1 as before we get
‖Dθ(M0 + M˜)[n]‖C0LΓ ≤
n−1∑
j=0
Γ(0)−1
(
n
j
)
(n− j)‖M0‖j
(
Γ(0)−1‖M˜‖C0LΓ
)n−j
= Γ(0)−2n‖M˜‖C0LΓ
n−1∑
j=0
(
n− 1
j
)
‖M0‖j
(
Γ(0)−1‖M˜‖C0LΓ
)n−1−j
= Γ(0)−2n‖M˜‖C0LΓ
(
‖M0‖+ Γ(0)−1‖M˜‖C0LΓ
)n−1
.
For 1 ≤ m ≤ r we bound the number of new terms arising at every step of differentiation
from each term by n. The same of type of arguments give the final bound in the statement.
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38
Chapter 5
Spaces of differentiable functions
with anisotropic differentiability
In this section we will introduce two notions of differentiable functions with anisotropic
differentiability, i.e. functions with different regularity in the x and θ directions. The first
will be the standard, independent notion of spaces Ct,r (and related spaces with decay).
To define the other concept we will follow the construction found in [CFdlL03b]. Once we
have defined these spaces using the spaces defined in Chapter 4, thus introducing the spaces
of anisotropic functions with decay and the spaces of anisotropic functions with j-localised
decay.
5.1 The spaces Ct,rΓ , C
t,r
Γ and C
t,r,L
Γ
Definition 5.1. Let U be an open set of `∞(Rn). We define
Ct,rΓ (U × Td, `∞(Rn)) = {F ∈ Ct,r(U × Td, `∞(Rn)) |
DixD
j
θF ∈ C0(U × Td, LiΓ(`∞(Rn), `∞(Rn))),
1 ≤ i ≤ t, 0 ≤ j ≤ r},
with norm
‖F‖Ct,rΓ = max
(‖F‖C0 , max
1≤i≤t
0≤j≤r
sup
x∈U
θ∈Td
‖DixDjθF (x, θ)‖Γ
)
,
where ‖F‖C0 = supx∈U
θ∈Td
‖F (x, θ)‖ as usual.
Definition 5.2. Let U be an open set of `∞(Rn). We define
Ct,rj,Γ(U × Td, `∞(Rn)) = {F ∈ Ct,rΓ (U × Td, `∞(Rn)) |DkθF (·, θ) ∈ S0j,Γ, 0 ≤ k ≤ r},
with norm
‖F‖Ct,rj,Γ = max
(‖F‖Ct,rΓ , max0≤k≤r supx∈U
θ∈Td
‖DkθF (x, θ)‖S0j,Γ
)
.
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The following results have technically simpler proofs than the equivalent results we will
prove in the next section for the spaces CΣt,r (to be defined later), and thus we omit the
proofs here.
Proposition 5.3. Let F ∈ Ct,r(U × Td, `∞(Rn)), t ≥ r + 1 and g ∈ Cr(Td, U). Then
F ◦ (g, Id) ∈ Cr(Td, `∞(Rn)) and
∂qθF (g(θ), θ) =
∑
(b,a)∈Σ˜0,q
∑
‖I‖1=q−a
C∂aθ∂
b
xF (g(θ), θ)∂
i1
θ g(θ) · · · ∂ibθ g(θ),
with q ≤ r, where
Σ˜0,i = {(k, i) ∈ N2 | k + i ≤ i, k ≥ 1} ∪ {(0, i)}
and I = (i1, . . . , ib) is a multi-index. We have used the notation ∂
j
θ with j ∈ N to denote
∂j
∂θ
`1
1 ···∂
`d
θd
with `1 + . . .+ `d = j.
Proposition 5.4. Let 0 ∈ U ⊆ `∞(Rn) be an open set, F ∈ Ct,rj,Γ(U × Td, `∞(Rn)) and
g(θ) ∈ Srj,Γ(Td, U). If t ≥ r + 1 then F ◦ (g, Id) ∈ Srj,Γ.
5.2 The spaces CΣt,r, C
Σt,r
Γ , C
Σt,r
j,Γ and C
Σt,r,L
j,Γ
Consider the following subsets of indices
Σt,r = {(k, i) | i ≤ r, i+ k ≤ r + t},
Σ˜t,r = {(k, i) | i ≤ r, i+ k ≤ r + t, k ≥ 1}, t ≥ 1
Σ˜0,r = {(k, i) ∈ N2 | k + i ≤ r, k ≥ 1} ∪ {(0, r)}
and let U ⊂ `∞(Rn) be an open set in the ‖ · ‖∞ norm. We define the space of anisotropic
differentiable functions F with derivatives DiθD
k
xF with indices (k, i) in the set Σt,r. These
spaces are well suited to deal with derivatives of compositions of the form F (W (θ), θ). The
first space is the following.
Definition 5.5. Given U an open set of `∞(Rn) we define
CΣt,r(U × Td, `∞(Rn)) = {F : U × Td → `∞(Rn) |
DiθD
k
xF ∈ C0(U × Td, Lk(`∞(Rn), `∞(Rn))), (k, i) ∈ Σt,r,
‖F‖CΣt,r <∞
}
, (5.1)
where
‖F‖CΣt,r = max
(
‖F‖C0 , max
(k,i)∈Σt,r
‖DiθDkxF‖C0
)
, (5.2)
and
‖DkxDiθF‖i = max
i1+...+ij=i
sup
(x,θ)∈U×Td
∥∥∥∥∥Dkx ∂i∂θi11 . . . ∂θidd F (x, θ
∥∥∥∥∥
Lk
.
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We can define a version of this space with decay as the following
Definition 5.6. Given U an open set of `∞(Rn) we define
C
Σt,r
Γ (U × Td, `∞(Rn)) =
{
F : U × Td → `∞(Rn) |F ∈ CΣt,r(U × Td, `∞(Rn)),
DiθD
k
xF ∈ C0Γ(U × Td, LkΓ(`∞(Rn), `∞(Rn))), (k, i) ∈ Σ˜t,r,
‖F‖
C
Σt,r
Γ
<∞}, (5.3)
where
‖F‖
C
Σt,r
Γ
= max
(
‖F‖CΣt,r , max
(k,i)∈Σ˜t,r
‖DiθDkxF‖C0Γ
)
, (5.4)
and
‖DkxDiθF‖C0Γ = maxi1+...+id=1 sup(x,θ)∈U×Td
‖Dkx
∂i
∂θi11 · · · ∂θidd
F (x, θ)‖LkΓ .
We can also define a j-localised version of this space.
Definition 5.7. Given U an open set of `∞(Rn) we define
C
Σt,r
j,Γ (U × Td, `∞(Rn)) =
{
F ∈ CΣt,rΓ (U × Td, `∞(Rn)),
|DiθF (·, θ) ∈ S0j,Γ, 0 ≤ i ≤ r, ‖F‖CΣt,rj,Γ <∞
}
(5.5)
with the norm
‖F‖
C
Σt,r
j,Γ
= max
(
‖F‖
C
Σt,r
Γ
, max
1≤i≤r
sup
(x,θ)∈U×Td
‖DiθF‖Sj,Γ
)
(5.6)
Finally, we define spaces of l-flat functions with j-localised decay.
Definition 5.8. Given U an open set of `∞(Rn) we define for l ≤ t
CΣt,r,lj,Γ (U × Td, `∞(Rn)) = {F ∈ CΣt,rj,Γ (U × Td, `∞(Rn)) |
DjxF (0, θ) = 0, ∀θ ∈ Td, 0 ≤ j ≤ l,
‖F‖
C
Σt,r,l
j,Γ
<∞}, (5.7)
where
‖F‖
C
Σt,r,l
j,Γ
= max
‖F‖
C
Σt,r
j,Γ
, max
i≤r
sup
x∈U\{0}
‖DiθDlxF (x, ·)‖C0
Ll
Γ
‖x‖
 . (5.8)
Remark 5.9. The definition of C
Σt,r
j,Γ is needed to study j-localised properties of invariant
tori, forced by the chain rule. As an example, consider W (θ) an invariant object under the
action of F , r-times differentiable w.r.t. θ with j-localised decay, i.e. W ∈ Srj,Γ. We need
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F (W (θ), θ) to be as differentiable as W (θ) with respect to θ, to study the object as a fixed
point. For the specific case of r = 2,
D2θF (W (θ), θ) = D
2
xF (W (θ), θ)(DθW (θ))
2 + 2DθDxF (W (θ), θ)DθW (θ)
+DxF (W (θ), θ)D
2
θW (θ)
+D2θF (W (θ), θ).
Since we need F (W (θ), θ) to be in S2j,Γ, a necessary condition comes now from Propo-
sitions 4.14 and 4.16, when D2xF and DxF are in C
0
L2Γ
and C0LΓ respectively and W ∈ S1j,Γ,
then D2xF (DθW,DθW ) and DθDxFDθW are in S
0
j,Γ thus this is a sufficient condition is
that derivatives with respect to x are in C0LΓ and derivatives with respect to (only) θ (re-
sulting in vectors) are in S0j,Γ.
Proposition 5.10. The space of functions C
Σt,r
j,Γ (U × Td, `∞(Rn)) is a Banach space.
Proof. Since C
Σt,r
j,Γ is a subset of C
Σt,r and the latter is a Banach space, we can use Cauchy
convergence in this space. Let Fn(x, θ) be a Cauchy sequence of elements of C
Σt,r
j,Γ (U ×
Td, `∞(Rn)), thus Fn(x, θ) converges to F∗(x, θ) in CΣt,r(U×Td, `∞(Rn)) (as this is a Banach
space), moreover DiθD
k
xFn(x, θ) converges to G
k,i(s, θ) in CkLΓ-norm, as C
k
LΓ
is a Banach
space. Now, as we have both uniform convergence for the function and its derivatives,
Gk,i(x, θ) = DiθD
k
xF∗(x, θ).
This is a well-known result, with a proof similar to the one given for the Banach space
properties of Srj,Γ in Proposition 4.7, but we prove it here for the first derivative with respect
to x nevertheless.
Let x1 ∈ U and
Gn(x, θ) =
{
Fn(x,θ)−Fn(x1,θ)
x−x1 x 6= x1,
DxFn(x1, θ) x = x1,
for x ∈ B(0, r) ⊂ U . The function Gn(x, θ) is well-defined and is continuous, as Fn ∈
C1,0(U × Td, `∞(Rn)). Moreover
lim
n→∞Gn(x, θ) =
{
F∗(x,θ)−F∗(x1,θ)
x−x1 x 6= x1,
G1,0(x1, θ) x = x1,
in LΓ-norm, taking supreme with respect to θ. Finally we check that the convergence is
uniform:
(Gn −Gm)(x, θ) =
{
Fn(x,θ)−Fn(x1,θ)+Fm(x1,θ)−Fm(x,θ)
x−x1 x 6= x1,
(DxFn −DxFm)(x1, θ) x = x1.
We can bound the function (Gn −Gm) for x 6= x1 by using the mean value theorem,
Fn(x, θ)− Fn(x1, θ) + Fm(x1, θ)− Fm(x, θ) =
∫ 1
0
(
DxFn(x+ λ(x− x1), θ)(x− x1)
−DxFm(x+ λ(x− x1), θ)(x− x1)
)
dλ,
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which can be bounded by ε‖x − x1‖, as {DxFn}n∈N is a Cauchy sequence. When x = x1
the function (Gn −Gm) can be bounded by ε, thus the convergence is uniform.
The norm of the limit function is finite, by using the same argument as in the proof of
Proposition 3.7.
The proof can be readily adapted to higher order derivatives, at the expense of longer
expressions.
We will now prove composition properties of functions of C
Σt,r
j,Γ and S
r
j,Γ. These are
crucial to study regularity properties of solutions of the invariance equations.
Proposition 5.11. Let 0 ∈ U ⊆ `∞(Rn) be an open set, F ∈ CΣt,rj,Γ (U × Td, `∞(Rn)) and
g ∈ Srj,Γ(Td, U). If r ≥ 1 then F ◦ (g, Id) ∈ Srj,Γ.
Before proving this proposition, we need a technical lemma.
Lemma 5.12. Let F ∈ CΣt,r(U × Td, `∞(Rn)) and g ∈ Cr(Td, U). Then F ◦ (g, Id) ∈
Cr(Td, U) and
∂qθF (g(θ), θ) =
∑
(b,a)∈Σ˜0,q
∑
‖I‖1=q−a
C∂aθ∂
b
xF (g(θ), θ)∂
i1
θ g(θ) · · · ∂ibθ g(θ),
with q ≤ r where I = (i1, . . . , ib) is a multi-index. We have used the notation ∂jθ with j ∈ N
to denote ∂
j
∂θ
`1
1 ···∂
`d
θd
with `1 + . . .+ `d = j.
Proof. We prove this by induction over q. Let q = 1 and apply the chain rule to get
∂1θ (F (g(θ), θ)) = DxF (g(θ), θ)∂
1
θg(θ) + ∂
1
θF (g(θ), θ),
Σ˜0,1 = {(0, 1), (1, 0)} ,
which coincides with the stated formula. Assume the formula for the derivatives holds for
all k ≤ q − 1, thus
∂q−1θ F (g(θ), θ) =
∑
(b,a)∈Σ˜0,q−1
∑
‖I‖1=q−1−a
C∂aθD
b
xF (g(θ), θ)∂
i1
θ g(θ) · · · ∂ibθ g(θ). (5.9)
Apply again the chain rule to differentiate an arbitrary summand of the sum in 5.9 with
respect to θp, with p ∈ {1, . . . ,m}, yielding
∂1θ
(
C∂aθD
b
xF (g(θ), θ)∂
i1
θ g(θ) · · · ∂ibθ g(θ)
)
= C∂a+1θ D
b
xF (g(θ), θ)∂
i1
θ g(θ) · · · ∂ibθ g(θ)
+ C∂aθD
b+1
x F (g(θ), θ)∂
1
θg(θ)∂
i1
θ g(θ) · · · ∂ibθ g(θ)
+ C∂aθD
b
xF (g(θ), θ)∂
i1+1
θ g(θ) · · · ∂ibθ g(θ)
+ . . .+ C∂aθD
b
xF (g(θ), θ)∂
i1
θ g(θ) · · · ∂ib+1θ g(θ).
In the previous expression we have exactly all the terms needed to get from Σ˜0,q−1 to Σ˜0,q,
since
Σ˜0,q = Σ˜0,q−1 ∪ {(b+ 1, a), (b, a+ 1) | a+ b = q − 1} ∪ {(0, q)},
therefore the formula holds for the q-th derivative and the result is proved.
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Proof of Proposition 5.11. We will prove this result by a repeated application of Lemma
5.12, first by setting r = 1. We need to check that ∂∂θpF (g(θ), θ) ∈ S0j,Γ(`∞(Rn)) for any
p ∈ {1, . . . , d}. We apply the properties stated in Proposition 4.14 to get
∥∥∥∥ ∂∂θpF (g(θ), θ)i
∥∥∥∥
S0j,Γ
=
∥∥∥∥DxF (g(θ), θ) ∂∂θp g(θ) + ∂∂θpF (g(θ), θ)
∥∥∥∥
S0j,Γ
≤
‖F‖
C
Σ0,1
j,Γ
‖g‖S1j,Γ + ‖F‖CΣ0,1j,Γ
as we wanted.
Now differentiate again with respect to θ, with r ≥ 1, getting the stated formula. To
finish the proof we have to bound ‖∂mF (g(θ), θ)‖S0j,Γ . To do so we use the formula given
in Lemma 5.12:
∂mθ (F (g(θ), θ)) =
∑
(b,a)∈Σ˜0,m
∑
i1+...+ib=m−a
C∂aθD
b
xF (g(θ), θ)∂
i1
θ g(θ) · · · ∂ibθ g(θ).
Now the b derivatives of F w.r.t. x are in LbΓ and all derivatives of g are in Sj,Γ. Hence we
can use Proposition 4.16 to get to get
‖∂mθ F (g(θ), θ)‖S0j,Γ ≤
∑
(b,a)∈Σ˜0,m
∑
i1+...+ib=m−a
C‖F‖
C
Σt,r
j,Γ
‖g‖S0j,Γ · · · ‖g‖S0j,Γ <∞
and then the statement follows.
Lemma 5.13. Let F ∈ CΣt,r,lj,Γ (U × Td, `∞(Rn)) and G ∈ CΣt,rj,Γ (V × Td, U) such that
G(0, θ) = 0, ∀θ ∈ Td and U , V are open subsets of `∞(Rn). Then F (G(x, θ), θ) ∈
C
Σt,r,l
j,Γ (V × Td, `∞(Rn)) and
‖F ◦G‖
C
Σt,r,l
j,Γ
≤ K‖F‖
C
Σt,r,l
j,Γ
· σ∗(‖G‖
C
Σt,r
j,Γ
, r + t
)
,
where σ∗(t,m) =
∑m
j=1 t
j.
Proof. Since we can write G(x, θ) = G1(θ)x + · · · , it is clear that Dix(F ◦ G)(0, θ) = 0 by
the chain rule, for i ≤ l. Remember that to determine the CΣt,r,lj,Γ -norm of a mapping H,
we need to bound DiθD
k
xH for (k, i) ∈ Σ˜t,r in C0 and C0LΓ norms (to find bounds for the
expressions in the definition of the CΣt,r norm), bound the S0j,Γ-norm of D
i
θH for i ≤ r (to
have bounds in the C
Σt,r
j,Γ -norm) and finally bound the expression
max
i≤r
sup
x∈U\{0}
‖DiθDlxH(x, θ)‖C0LΓ
‖x‖ .
We can use an induction procedure similar to the one used in the proof of Lemma 5.12,
and obtain the following formula for the derivative of this composition,
DiθD
k
x(F ◦G) =
∑
(b,a)∈Σ˜k,i
∑
I,J
CDaθD
b
xF ◦GDi1θ Dj1x G · · ·Dibθ Djbx G,
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where C is a combinatorial coefficient, I = (i1, . . . , ib), J = (j1, . . . , jb) are multi-indices
with ‖I‖1 = i − a and ‖J‖1 = k. This formula also appears in Lemma 2.3 of [CFdlL03b]
in an equivalent setting. We can bound this expression in C0-norm by using the fact that
‖Dipθ Djpx G(x, θ)‖C0 ≤ ‖G‖CΣt,r ≤ ‖G‖CΣt,rj,Γ and ‖D
a
θD
b
xF ◦ G‖C0 ≤ ‖F‖CΣt,r ≤ ‖F‖CΣt,r,lj,Γ ,
therefore
‖DiθDkx(F ◦G)‖C0 ≤
∑
(b,a)∈Σ˜k,i
∑
I,J
C‖F‖
C
Σt,r
j,Γ
‖G‖b
C
Σt,r
j,Γ
≤ C˜‖F‖
C
Σt,r
j,Γ
· σ∗(‖G‖
C
Σt,r
j,Γ
, r + t
)
as we wanted.
For the derivative Diθ(F ◦G) we can use the formula in Lemma 5.12 to get
Diθ(F ◦G) =
∑
(b,a)∈Σ˜0,i
∑
‖I‖1=i−a
CDaθD
b
xF ◦GDi1θ G · · ·Dibθ G,
and use the properties of the product of Cr
LkΓ
functions to bound in S0j,Γ norm getting
‖DiθF ◦G‖S0j,Γ ≤
∑
(b,a)∈Σ˜0,i
∑
‖I‖1=i−a
C‖F‖Cr
Lb
Γ
‖G‖bSrj,Γ ,
where C is a combinatorial coefficient depending on r, and we can bound as in the previous
case.
Finally, we need to bound the last term in the definition of the C
Σt,r,l
j,Γ -norm. We can
use the previous arguments to likewise bound ‖DiθDlx(F ◦G)(x, θ)‖C0LΓ/‖x‖ by
C‖F‖
C
Σt,r,l
j,Γ
σ∗(‖G‖
C
Σt,r
j,Γ
, i+ l).
The following Corollary is straightforward from the previous lemmas.
Corollary 5.14. Consider P ∈ CrLΓ(Td, L(`∞(Rn), `∞(Rn))), F ∈ C
Σt,r,l
j,Γ (U ×Td, `∞(Rn))
and G ∈ CΣt,rj,Γ (V ×Td, U) such that G(0, θ) = 0, ∀θ ∈ Td. Then P (θ)·F (G(x, θ), θ) ∈ CΣt,r,lj,Γ
and
‖P · F ◦G‖
C
Σt,r,l
j,Γ
≤ K‖P‖CrLΓ‖F‖CΣt,r,lj,Γ · σ
∗(‖G‖
C
Σt,r
j,Γ
, r + t).
The following proposition can be proved used the same techniques as in Propositions
5.11 and 5.13.
Proposition 5.15. (i) Let F ∈ CΣt,r(V, `∞(Rn)) and G ∈ CΣt,r(U, V ) where U , V are
open sets in `∞(Rn). Then F ◦ (G, Id) is a function in CΣt,r(U, `∞(Rn)).
(ii) Let F ∈ CΣt,rΓ (V, `∞(Rn)) and G ∈ CΣt,rj,Γ (U, V ) where U , V are open sets in `∞(Rn).
Then F ◦ (G, Id) is a function in CΣt,rj,Γ (U, `∞(Rn)).
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Chapter 6
Spectral theory for Γ-coupled maps
In this Chapter we recall some results in spectral theory of linear operators and also intro-
duce a new notion, the Γ-spectrum of a linear operator in a lattice, associated to a decay
function Γ satisfying the definition introduced in Chapter 2. It turns out that this definition
is very convenient when we deal with linear maps and operators with decay. We develop
the basic theory for the Γ-spectrum which will be used to deal with the invariant manifolds
we consider in this thesis and a few Sternberg conjugation theorems.
To that end we need to study the so-called Sylvester operators in spaces with decay. We
will deal with two slightly different versions of these operators in two ways, depending on the
spaces where they are defined. The first type are defined in the spaces LkΓ(`
∞(Rn), `∞(Rn))
and the second one in CrΓ(Td, LkΓ(`∞(Rn), `∞(Rn))). In the latter case the actual way that
θ ∈ Td is involved in the definition of the Sylvester operator leads to dealing with annular
extensions of the spectrum of the associated linear operators.
Definition 6.1. A complex algebra is a C-vector space E with a product E × E → E
denoted by (x, y) 7→ xy satisfying
• x(yz) = (xy)z,
• (x+ y)z = xz + yz, x(y + z) = xy + xz,
• α(xy) = (αx)y = x(αy)
for all x, y, z ∈ E, α ∈ C. We call an algebra unitary if it has a unit element e ∈ E such
that
• ex = xe = x, ∀x ∈ E,.
A (complex) Banach algebra is a (complex) algebra such that E is a Banach space with
norm ‖ · ‖ such that
• ‖xy‖ ≤ ‖x‖‖y‖, ∀x, y ∈ E,
• if the algebra is unitary, ‖e‖ = 1.
Throughout this appendix E and F will stand for arbitrary complex Banach spaces. If
we have to deal with a real Banach space V we can apply the results of this appendix to
the complexified space V C = V ⊗R C.
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Given a Banach space E the space of continuous linear maps L(E,E) is also a Banach
space with the standard operator norm. Moreover it is a Banach algebra with the product
given by the composition of maps.
Let E = `∞(Rn). Given a decay function Γ as in Definition 2.2 the space LΓ(E,E)
introduced in Section 3.1 is a Banach algebra (see Proposition 3.9.)
We have that LΓ(E,E) ⊂ L(E,E) as sets, but LΓ(E,E) is not a closed subalgebra of
L(E,E), so that it is not a Banach subalgebra of L(E,E). Indeed, consider a concrete
decay function:
Γ(j) = a|j|−αe−θ|j|, j ∈ Zm
with α > m, θ > 0 and a > 0 small enough.
Consider the sequence of linear maps {Ak}k∈N defined by
Ak =
{
Aki,j = |i− j|Γ(i− j), |i− j| ≤ k
Aki,j = 0, otherwise.
Clearly Ak ∈ L(E,E) ∩ LΓ(E,E). Next we check that {Ak}k∈N converges to A∞ in
L(E,E), where A∞i,j = |i− j|Γ(i− j), ∀i, j ∈ Zm. Indeed
‖A∞ −Ak‖ = sup
u∈E
‖u‖≤1
‖(A∞ −Ak)u‖ = sup
‖u‖≤1
sup
i∈Zm
‖
∑
|i−j|>k
|i− j|Γ(i− j)uj‖
≤
∑
|l|>k
|l|Γ(l)
which goes to zero as k →∞ because ∑l∈Zm |l|Γ(l) is convergent provided either θ > 0 or
θ = 0 and α > m+ 1. However A∞ /∈ LΓ(E,E) because
γ(A∞) = sup
i,j∈Zm
|Ai,j |Γ(i− j)−1 = sup
i,j∈Zm
|i− j| =∞.
LΓ(E,E) is a Banach algebra with the identity as unit, but ‖ Id ‖Γ = Γ(0)−1 6= 1. To
be able to apply the general results of Banach algebras with unit we can introduce an
equivalent norm in LΓ(E,E), ‖ · ‖′ such that ‖ Id ‖′ = 1. The procedure is standard (see
[Joh72]). We define
‖A‖′ = sup {‖AC‖, C ∈ LΓ(E,E), ‖C‖ ≤ 1} .
The properties of norm are easily checked from the definition. We check the equivalence.
On the one hand,
‖A‖′ = sup
‖C‖≤1
‖AC‖ ≤ sup
‖C‖≤1
‖A‖‖C‖ = ‖A‖
and on the other hand
‖A‖′ ≥ ‖A Id‖ Id ‖‖ =
1
‖ Id ‖‖A‖.
Finally,
‖ Id ‖′ = sup
‖C‖≤1
‖ Id ·C‖ = sup
‖C‖≤1
‖C‖ = 1.
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6.1 Two examples
Let E = `∞(Cn) and A ∈ L(E,E) be such that Aij = Cδij with C ∈ L(Cn,Cn), i.e. an
uncoupled linear map such that all the dynamics on the nodes are identical. Concretely, A
is defined by (Ax)i = Cxi, ∀x ∈ `∞(Cn). Assume that SpecC = {λ1, . . . , λn}. We claim
that
SpecA = {λ1, . . . , λn}.
Indeed, first we compute the resolvent of A. Let µ ∈ C, µ 6= λj , j = 1, . . . , n. Given
y = (yi)i∈Zm ∈ `∞(Cn) we consider the equation
(A− µ Id)x = y
for x = (xi)i∈Zm ∈ `∞(Cn). The solution of the equation is straightforward due to the
uncoupledness of the system, hence for each node j we have
(C − µ Id)xj = yj
which has the unique solution xi = (C − µ Id)−1yi. Clearly
|xi| ≤ ‖(C − µ Id)−1‖|yi| ≤ ‖(C − µ Id)−1‖‖y‖
and therefore x = (xi)i∈Zm ∈ `∞(Cn). This proves that the resolvent of C is contained in the
resolvent of A. Then we deduce that SpecA = SpecC, since the relation SpecC ⊂ SpecA
is obvious.
Now we provide examples of arbitrary (compact) spectrum. Actually we will show that
given a compact set K ⊂ C there exists a linear map A ∈ L(E,E), with E = `∞(C2) over
a one dimensional lattice (i.e. the lattice is indexed by j ∈ Z) such that SpecA = K. For
the sake of concreteness, we assume that we are working with the Euclidean norm in C2,
although the spectrum is an intrinsic object that does not depend on the norm.
Indeed, since K is compact there exists a countable dense subset S ⊂ K. We write
S = {γj | j ∈ Z}.
Let Cj ∈ L(C2,C2) such that γj is an eigenvalue of Cj and ‖Cj‖ = |γj |. In fact, we can
explicitly set
Cj =
(
γj 0
0 γj
)
if γj ∈ R
and
Cj =
(
αj −βj
βj αj
)
if γj = αj + iβj ∈ C
otherwise.
Now let A ∈ L(E,E) be determined by Aij = Cjδij , i.e. (Ax)i = Cixi for all x ∈ Cn.
Clearly it is well defined because
‖Ax‖ = sup
j∈Z
‖Cjxj‖ ≤ sup
j∈Z
‖Cj‖|xj | ≤ (sup
j∈Z
‖Cj‖)‖x‖
and supj∈Z ‖Cj‖ = supγ∈K |γ| <∞.
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If µ /∈ K, dist(µ,K) > 0. Let y = (yj)j∈Z ∈ `∞(C2) and consider again the equation
(A− µ Id)x = y
for x = (xj)j∈Z ∈ `∞(C2). It is equivalent to
(Cj − µ Id)xj = yj , j ∈ Z
and hence we have that
xj = (Cj − µ Id)−1yj
and
|xj | ≤ ‖(Cj − µ Id)−1‖|yj | ≤ 1
dist(µ,K)
‖y‖.
The last inequality is obvious if Cj is (γj Id). For the other case we use the identity
‖(Cj + µ Id)−1‖ =
∥∥∥∥∥
(
αj − µ −βj
βj αj − µ
)−1∥∥∥∥∥ = 1|αj + iβj − µ| .
However, if µ ∈ S,
(A− µ Id)x = y (6.1)
has no solution and if µ ∈ K\S we can solve Equation (6.1) but for y 6= 0 the obtained
solution x does not belong to `∞(C2) since ‖(Cj −µ Id)−1‖ is unbounded with respect to j.
6.2 Γ-spectrum of linear maps on lattices
Consider the lattice `∞(Rn) and a decay function Γ. Also consider the complexified space
`∞(Rn)⊗R C ∼ `∞(Rn)⊕ i`∞(Rn) ∼ `∞(Cn).
Let E be a linear subspace of `∞(Cn). Given A ∈ LΓ(E,E) we define:
• Γ-resolvent of A as
ρΓ(A) = {λ ∈ C |A− λ Id is invertible and (A− λ Id)−1 ∈ LΓ(E,E)},
• Γ-spectrum of A as
SpecΓA = C\ρΓ(A),
• Γ-spectral radius of A as
rΓ(A) = sup{|λ| |λ ∈ SpecΓ(A)}.
From the definition it is immediate that
ρΓ(A) ⊂ ρ(A)
and therefore
Spec(A) ⊂ SpecΓ(A), r(A) ≤ rΓ(A).
The fact that LΓ(E,E) is a Banach algebra implies that SpecΓ(A) is a compact subset
of C.
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Remark 6.2. The theory of Γ-spectrum is similar to the theory of the spectrum of linear
maps between Banach spaces but the proofs have to be adapted to this setting, because the
algebra L(E,E) is different from LΓ(E,E). In the next sections we develop this theory to be
used later for Sylvester operators.
An easy consequence of the definitions is the following lemma.
Lemma 6.3. Let B ∈ LΓ(E,E). If 0 /∈ SpecΓ(B) then
λ ∈ SpecΓ(B)⇔ λ−1 ∈ SpecΓ(B−1).
Proof. It follows from the identities
B−1 − λ−1 = −λ−1B−1(B − λ),
B − λ = −λB(B−1 − λ−1),
and the algebra properties of LΓ(E,E).
To illustrate some features of LΓ(E,E) we present an example of an invertible linear map
in LΓ(`
∞(Cn), `∞(Cn)) such that its inverse may not be in LΓ(`∞(Cn), `∞(Cn)) depending
on the decay function Γ considered.
Let `∞(C) be a one dimensional lattice (m = 1,) r ∈ N, and A ∈ L(`∞(Cn), `∞(Cn))
determined by
Aij = 0, if either j < i or j > i+ r,
Aii = a0,
Ai,i+1 = a1,
...
Ai,i+r = ar,
with ak ∈ C.
Clearly A ∈ LΓ(`∞(C), `∞(C)) for any decay function Γ, since
γ(A) = sup
i,j
|Aij |Γ(i− j)−1 = max{|a0|Γ(0)−1, |a1|Γ(1)−1, . . . , |ar|Γ(r)−1} <∞
and
‖A‖ = sup
‖x‖≤1
‖Ax‖ = sup
‖x‖≤1
‖(. . . , 0, a0x0, a1x1, . . . , arxr, 0, . . .)‖ ≤ max(|a0|, . . . , |ar|).
We look for the inverse B of A assuming “a priori” that it is upper triangular and that it
is a band matrix, i.e. Bij = bj−i for some bk ∈ C, with bk = 0 if k < 0.
Imposing the condition AB = Id, or equivalently∑
k∈Z
AikBkj = δij
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we get
a0bj−i + a1bj−i−1 + . . .+ arbj−i−r = δij .
When i = j we have a0b0 = 1. This condition implies a0 6= 0. We assume it from now on.
Then we proceed by induction and recursively obtain bj for j > 0. Actually bj satisfies the
r-th order linear difference equation
bj = −a1
a0
bj−1 − a2
a0
bj−2 − . . .− ar
a0
bj−r, j ≥ 1,
with initial conditions b0 = 1/a0, b−1 = 0, . . . , b−r+1 = 0.
Using the theory of linear difference equations we can compute bj in terms of the zeros
of the characteristic polynomial of this equation,
a0x
r + a1x
r−1 + . . .+ ar = 0.
Once we have determined bj we can check that formally
AB = BA = Id .
For this to hold it is important that Aik ∈ L(R,R) ∼ R. It remains to check that B sends
`∞(R) to itself. This will depend on the choice of the values of ai.
To work with a concrete example, assume r = 2 and a0 = 1. Hence we can determine the
zeros of the characteristic polynomial and determine the general solution of the difference
equation as
bj = β1
(
−a1 +
√
a21 − 4a2
2
)j
+ β2
(
−a1 −
√
a21 − 4a2
2
)j
, j ≥ 1,
for suitable values of β1, β2.
Now we can choose a1, a2 to adjust the growth of the coefficients bj . For instance, taking
a1 = −34 , a2 = 18 , then bj = 2
(
1
2
)j − (14)j . In this case B ∈ L(`∞(R), `∞(R)). With the
choice of decay function Γ(j) = a|j|−αe−θ|j| we have that
γ(B) = sup
i,j
|Bij |Γ(i− j)−1
= max
(
1
a
, sup
j−i≥1
[
2
(
1
2
)j−i
−
(
1
4
)j−i]
a−1|j − i|αeθ|j−i|
)
which is finite provided that θ < log 2. Hence B ∈ LΓ(`∞(R), `∞(R)) (with this particular
choice of decay function Γ) if and only if θ < log 2.
6.3 Integration of Banach space valued functions
We introduce the so-called Cauchy-Bochner integral (see [AMR88]) and adapt it to deal
with complex line integrals. First we recall the Linear Extension Theorem
Theorem 6.4 (Linear Extension Theorem). Let E,F be normed vector spaces with F ⊂ E,
G a Banach space and A ∈ L(F,G). Then the closure F of F is a normed subspace of E and
the map A can be extended in a unique way to a map A ∈ L(F ,G). Moreover ‖A‖ = ‖A‖.
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Let [a, b] be an interval of R and E a Banach space.
Definition 6.5. A map f : [a, b]→ E is a step function if there exists a partition a = t0 <
t1 < t2 < . . . < tn = b such that f |[ti−1,ti) is constant (the values of f at ti do not matter.)
We denote by S([a, b], E) the set of step functions from [a, b] to E.
Remark 6.6. It is easy to check that S([a, b], E) is a vector subspace of the Banach space
B([a, b], E) of bounded functions from [a, b] to E.
We define the integral of a step function by∫ b
a
f =
∫ b
a
f(t) dt =
n−1∑
j=0
(tj+1 − tj)f(tj).
It is easy to verify that this definition of integral is independent of the partition. Also
note that ∥∥∥∥∫ b
a
f
∥∥∥∥ ≤ ∫ b
a
‖f‖ ≤ (b− a)‖f‖∞,
where ‖f‖∞ = supa≤t≤b |f(t)|, that is, the operator∫ b
a
: S([a, b], E)→ E
is continuous and linear. By the Linear Extension Theorem (Theorem 6.4), it extends to a
continuous linear map ∫ b
a
∈ L(S([a, b], E), E).
Definition 6.7. The extended linear map
∫ b
a is called the Cauchy-Bochner integral.
Note that the Cauchy-Bochner integral satisfies∥∥∥∥∫ b
a
f
∥∥∥∥ ≤ ∫ b
a
‖f‖ ≤ (b− a)‖f‖∞
and the usual properties of the integral such as∫ b
a
λf = λ
∫ b
a
f
and ∫ b
a
f =
∫ c
a
f +
∫ b
c
f
as can be readily verified. For b < a we define∫ b
a
f = −
∫ a
b
f.
Observe that
C0([a, b], E) ⊂ S([a, b], E) ⊂ B([a, b], E).
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We can prove the first inclusion using uniform continuity of continuous functions in the
compact set [a, b] and the second inclusion is trivial. Observe also that the Cauchy-Bochner
integral defined in this section is less general than the Riemann integral if E = R.
Note that if E and F are Banach spaces, A ∈ L(E,F ) and f ∈ S([a, b], E), we have
A ◦ f ∈ S([a, b], F ) since
‖A ◦ fn −A ◦ f‖∞ ≤ ‖A‖‖fn − f‖∞,
where {fn}n∈N is a sequence of step functions in E converging to f . Moreover,∫ b
a
A ◦ f = A
(∫ b
a
f
)
,
since the same relation holds for step functions.
Let A ∈ S([a, b], L(E,F )) and u ∈ E. We have∫ b
a
A(s)u ds =
(∫ b
a
A(s) ds
)
u. (6.2)
Note that the previous formula involves two different integrals (in E and L(E,F ), re-
spectively.) Indeed, it is easily seen that (6.2) is true if A ∈ S([a, b], L(E,F )). Now let
Ak ∈ S([a, b], L(E,F )) such that {Ak}k∈N is a sequence converging to A. From the inequal-
ity
sup
s∈[a,b]
‖Ak(s)u−A(s)u‖ ≤ sup
s∈[a,b]
‖Ak(s)−A(s)‖‖u‖
we conclude that
lim
k→∞
Ak(s)u = A(s)u.
Since s 7→ Ak(s)u belongs to S([a, b], F ) we have that∫ b
a
A(s)u ds =
∫ b
a
(
lim
k
Ak(s)
)
u ds =
∫ b
a
lim
k
Ak(s)u ds = lim
k
∫ b
a
Ak(s)u ds
= lim
k
(∫ b
a
Ak(s) ds
)
u =
(∫ b
a
lim
k
Ak(s)
)
u =
(∫ b
a
A(s) ds
)
u.
In the particular case that E = `∞(Rn), if f ∈ S([a, b], E), since projj is a linear and
continuous operator (∫ b
a
f(t) dt
)
i
=
∫ b
a
fi(t) dt.
Let Γ be a decay function. We will consider integrals of functions from [a, b] to LΓ(E,F).
Since LΓ(E,F) is a Banach space the general definition of integral applies.
Proposition 6.8. If A ∈ S([a, b], LΓ(E,F)) then
(i)
∫ b
a A(t) dt ∈ LΓ(E,F),
(ii)
∥∥∥∫ ba A(t) dt∥∥∥Γ ≤ ∫ ba ‖A(t)‖Γ dt.
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Proof. It is immediate from the definitions that if A ∈ S([a, b], LΓ(E,F)) then
∫ b
a A(t) dt ∈
LΓ(E,F). Now let A ∈ S([a, b], LΓ(E,F)) and {Ak}k∈N be a sequence in S([a, b], LΓ(E,F))
such that limk Ak = A. This condition implies
sup
a≤t≤b
γ(Ak(t)−A(t)) = sup
a≤t≤b
sup
i,j
sup
‖u‖≤1
ul=0,l 6=j
‖[Ak(t)−A(t)]iu‖Γ(i− j)−1 < ε
and supt ‖Ak(t)−A(t)‖ < ε provided k > k0 for some k0 depending on ε. Then∥∥∥∥[∫ b
a
(Ak(t)−A(t)) dt
]
i
u
∥∥∥∥Γ(i− j)−1
=
∥∥∥∥∫ b
a
[Ak(t)−A(t)]i u dt
∥∥∥∥Γ(i− j)−1
≤
∫ b
a
‖ [Ak(t)−A(t)]i u‖ dtΓ(i− j)−1 ≤ ε(b− a)
and ∥∥∥∥∫ b
a
[Ak(t)−A(t)] dt
∥∥∥∥ ≤ ∫ b
a
‖Ak(t)−A(t)‖ dt ≤ ε(b− a).
Hence
∫ b
a Ak(t) dt−
∫ b
a A(t) dt ∈ LΓ(E,F) and therefore
∫ b
a A(t) dt ∈ LΓ(E,F).
Moreover, by
∥∥∥∫ ba A(t) dt∥∥∥ ≤ ∫ ba ‖A(t)‖ dt and
γ
(∫ b
a
A(t) dt
)
= sup
i,j
sup
‖u‖≤1
ul=0,l 6=j
∥∥∥∥(∫ b
a
A(t) dt
)
i
u
∥∥∥∥Γ(i− j)−1
≤ sup
i,j
sup
‖u‖≤1
ul=0,l 6=j
∥∥∥∥∫ b
a
[A(t)]i u dt
∥∥∥∥Γ(i− j)−1
≤
∫ b
a
sup
i,j
sup
‖u‖≤1
ul=0,l 6=j
‖[A(t)]iu‖Γ(i− j) dt
≤
∫ b
a
γ (A(t)) dt (6.3)
we obtain (ii).
Analogously we can prove the following result.
Proposition 6.9. If f ∈ S([a, b], Sj,Γ) then
(i)
∫ b
a f(t) dt ∈ Sj,Γ,
(ii)
∥∥∥∫ ba f(t) dt∥∥∥Sj,Γ ≤ ∫ ba ‖f(t)‖Sj,Γ dt.
If furthermore A ∈ LΓ then
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∥∥∥∫ ba Af(t) dt∥∥∥Sj,Γ ≤ ‖A‖Γ ∫ ba ‖f(t)‖Sj,Γ dt.
We also have the following properties.
• if A ∈ LΓ(E,F) and g : [a, b]→ E then∫ b
a
Ag(t) dt = A
∫ b
a
g(t) dt
and ∥∥∥∥∫ b
a
Ag(t) dt
∥∥∥∥ ≤ ‖A‖Γ ∥∥∥∥∫ b
a
g(t) dt
∥∥∥∥ ,
• if A : [a, b]→ LΓ(E,F) belongs to S([a, b], LΓ(E,F)) and u ∈ E∫ b
a
A(s)u ds =
(∫ b
a
A(s) ds
)
u
and ∥∥∥∥∫ b
a
A(s)u ds
∥∥∥∥ ≤ ∥∥∥∥∫ b
a
A(s) ds
∥∥∥∥
Γ
‖u‖.
6.4 Complex line integrals
If Ω is an open set of C, E is a complex Banach space, γ : [a, b] → Ω is a curve in Ω and
f : Ω→ E is analytic then we define∫
γ
f(z) dz =
∫ b
a
f(γ(t))γ′(t) dt =
∫ b
a
Re(f(γ)γ′(t)) dt+ i
∫ b
a
Im(f(γ)γ′(t)) dt.
From this definition the usual properties of complex integrals follow. In particular
• Linearity of the integral with respect to f .
• ‖ ∫γ f(z) dz‖ ≤ supz∈γ∗ ‖f(z)‖length(γ), where γ∗ = γ([a, b]).
• If A ∈ L(E,F ), then ∫γ Af(z) dz = A ∫γ f(z) dz.
• If A ∈ C0(Ω, L(E,F )), u ∈ E,∫
γ
A(z)u dz =
(∫
γ
A(z) dz
)
u
and the analogous properties for functions over LΓ(E,F).
Moreover, if f(z) is analytic on a simply connected domain Ω and γ is a closed curve
in Ω then ∫
γ
f(z) dz = 0.
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Lemma 6.10. Let A ∈ LΓ(E,E). If z, w ∈ ρΓ(A) then
(z −A)−1 − (w −A)−1 = (w − z)(z −A)−1(w −A)−1. (6.4)
Proof. Let u ∈ E and v = (z −A)−1u. Then
(z −A)v = u
and
(w −A)v = (w − z)v + u.
Hence
(z −A)−1u− (w −A)−1u = v − (v − (w − z)(w −A)−1v)
= (w − z)(w −A)−1(z −A)−1u
which proves the statement.
Lemma 6.11. Let A ∈ LΓ(E,E) and w ∈ ρΓ(A). If |z−w|‖(w−A)−1‖Γ < 1 then z ∈ ρΓ(A)
and
(z −A)−1 =
∞∑
k=1
(w − z)−k−1(w −A)−k (6.5)
and the series converges in LΓ(E,E).
Proof. We write (6.4) in the form
(z −A)−1 = (w −A)−1 + (w − z)(z −A)−1(w −A)−1.
Substituting (z −A)−1 into the right hand side and iterating the process we obtain
(z −A)−1 =
m∑
k=1
(w − z)k−1(w −A)−k + (w − z)m(z −A)−1(w −A)−m.
Expression (6.5) follows from the fact that
|w − z|m‖(z −A)−1‖Γ‖(w −A)−1‖mΓ −→m→∞ 0.
Lemmas 6.10 and 6.11 prove the continuity and analiticity of z 7→ (z−A)−1 respectively.
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6.5 Operational calculus
Given A ∈ LΓ(E,F), let Ω be an open set such that SpecΓ(A) ⊂ Ω and let ω be an open
set such that
SpecΓ(A) ⊂ ω ⊂ ω ⊂ Ω
and ∂ω is a finite union of closed curves.
Given f : Ω→ C analytic we define
f(A) =
1
2pii
∫
∂ω
f(z)(z −A)−1 dz.
This definition is independent of the choice of ω provided it satisfies the previous con-
ditions.
Lemma 6.12. We have that
f(A) ∈ LΓ(E,F).
Proof. Let ω : [a, b] → ∂ω be a parametrisation of ∂ω and v an arbitrary element of Sj,Γ.
We have
‖f(A)v‖Sj,Γ =
1
2pi
∥∥∥∥∫
∂ω
f(z)(z −A)−1v dz
∥∥∥∥
Sj,Γ
≤ 1
2pi
∫ b
a
|f(γ(t))|‖(γ(t)−A)−1v‖Sj,Γ |γ′(t)| dt
≤ 1
2pi
sup
z∈∂ω
|f(z)| sup
z∈∂ω
‖(z −A)−1v‖Sj,Γ length(∂ω)
≤ length(∂ω)
2pi
sup
z∈∂ω
|f(z)| sup
z∈∂ω
‖(z −A)−1‖Γ‖v‖Sj,Γ ≈ C‖v‖Sj,Γ ,
where C depends on ∂ω, f and A but not on v. By statement 2 of Proposition 3.8 we have
that f(A) ∈ LΓ(E,F).
In the case that f is a polynomial, f(z) =
∑m
k=0 akz
k, the previous definition gives
f(A) =
∑m
k=0 akA
k. Indeed, let Bη be a ball of radius η > 0 around 0, big enough such
that SpecΓ(A) ⊂ Bη and η ≥ ‖A‖Γ. If z ∈ ∂Bη we have (z − A)−1 =
∑∞
j=0 z
−j−1Aj
convergent in LΓ norm. Then
f(A) =
1
2pii
∫
∂ω
(
m∑
k=0
akz
k
)
(z −A)−1 dz = 1
2pii
∫
∂Bη
(
m∑
k=0
akz
k
)
(z −A)−1 dz
=
1
2pii
∫
∂Bη
(
m∑
k=0
akz
k
) ∞∑
j=0
z−j−1Aj
 dz = ∑
k,j
akA
j
∫
∂Bη
zk−j−1 dz
=
∑
k,j
akA
jδk−j−1,−1 =
m∑
k=1
akA
k.
At this point we can prove the following result.
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Proposition 6.13. We have
rΓ(A) = lim
n→∞ (‖A
n‖Γ)1/n = inf
n≥1
(‖An‖Γ)
1
n . (6.6)
We need the following auxiliary lemma.
Lemma 6.14. Given A ∈ LΓ(E,E),
(i) If |λ| > ‖A‖Γ then λ ∈ ρΓ(A).
(ii) If λ ∈ SpecΓ(A) then λn ∈ SpecΓ(An), for all n.
Proof:
Part (i): Consider the formal identity
A− λ = −λ(Id−λ−1A).
If |λ| ≥ ‖A‖Γ then ‖λ−1A‖Γ < 1 and by a particular case of Lemma 4.18 we have that
Id−λ−1A is invertible and (Id−λ−1A)−1 ∈ LΓ(E,E). As a consequence, A−λ is invertible
and (A− λ)−1 ∈ LΓ(E,E).
Part (ii): Assume the opposite, i.e. λn ∈ ρΓ(An) for some n. From the identity
An − λn = (A− λ)C = C(A− λ),
with
C = An−1 + λAn−2 + λ2An−3 + . . .+ λn−2A+ λn−1
we have that if An − λn is invertible then (A − λ) is exhaustive and (A − λ) is injective,
which implies (A− λ) is invertible.
Moreover
Id = (A− λ)C(An − λn)−1
and hence
(A− λ)−1 = C(An − λn)−1 ∈ LΓ(E,E)
because C ∈ LΓ(E,E). This is a contradiction with λ ∈ SpecΓ(A).
Proof of Proposition 6.13. On the one hand from Lemma 6.14, if λ ∈ SpecΓ(A) we have
|λn| ≤ ‖An‖Γ, ∀n ∈ N
and
|λ| ≤ (‖An‖Γ)1/n, ∀n ∈ N
which implies
rΓ(A) ≤ liminf
n→∞ (‖A
n‖Γ)1/n
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and
rΓ(A) ≤ inf
n≥1
(‖An‖Γ) 1
n
.
On the other hand, from the consequence of Lemma 6.10 we have
An =
1
2pii
∫
∂ω
zn(z −A)−1 dz,
where ω is an open set such that SpecΓ(A) ⊂ ω. We take ω to be the disc centered at the
origin with radius α+ ε, where α = rΓ(A) and ε > 0 arbitrary. Then
‖An‖Γ ≤ 1
2pi
sup
z∈∂ω
|zn| sup
z∈∂ω
‖(z −A)−1‖Γ length(∂ω) ≤ 1
2pi
(α+ ε)nM2pi(α+ ε)
where M = supz∈∂ω ‖(z −A)−1‖Γ <∞ by compactness.
Then
limsup
n→∞
(‖An‖Γ)1/n ≤ rΓ(A) + ε ≤ liminf
n→∞ (‖A
n‖Γ)1/n + ε.
Since ε is arbitrary limn→∞ (‖An‖Γ)1/n exists and we get 6.6.
The following proposition is a kind of continuity of SpecΓA with respect to A.
Proposition 6.15. Let A ∈ LΓ(E,E) and µ ∈ ρΓ(A). Then if B ∈ LΓ(E,E) and ‖B‖Γ is
small enough then µ ∈ ρΓ(A+B).
Proof. From the hypothesis, (A−µ Id)−1 ∈ LΓ. By Proposition 3.11, if ‖(A−µ Id)−1‖Γ‖B‖Γ <
1, A+B − µ Id is invertible and (A+B − µ Id)−1 ∈ LΓ.
Lemma 6.16. Let A ∈ LΓ(E,E) and Ω be an open set such that Ω ⊃ SpecΓ(A). Let
f, g : Ω→ C be analytic functions and h(z) = f(z)g(z). Then
h(A) = f(A)g(A).
Proof. Let ω1, ω2 be two open sets such that
SpecΓ(A) ⊂ ω1 ⊂ ω1 ⊂ ω2 ⊂ ω2 ⊂ Ω
and ∂ω1, ∂ω2 are the finite union of closed curves. Next we are going to use the identity (6.4),
(z−A)−1(w−A)−1 = (z−A)−1−(w−A)−1w−z and the fact that if z ∈ ∂ω1,
∫
∂ω2
g(w)
w−z dw = 2piig(z)
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and if w ∈ ∂ω2,
∫
∂ω1
f(z)
z−w dz = 0. Thus
f(A)g(A) =
1
2pii
∫
∂ω1
f(z)(z −A)−1g(A) dz
=
−1
4pi2
∫
∂ω1
f(z)(z −A)−1
∫
∂ω2
g(w)(w −A)−1 dw dz
=
−1
4pi2
∫
∂ω1
∫
∂ω2
f(z)g(w)
(z −A)−1 − (w −A)−1
w − z dw dz
=
1
2pii
∫
∂ω1
f(z)(z −A)−1 1
2pii
∫
∂ω2
g(w)
w − z dw dz
− 1
2pii
∫
∂ω2
g(w)(w −A)−1 1
2pii
∫
∂ω1
f(z)
w − z dz dw
=
1
2pii
∫
∂ω1
f(z)g(z)(z −A)−1 dz = h(A).
Corollary 6.17. In the conditions of the previous lemma, assume f : Ω → C is not zero.
Then f(A) is invertible, f(A)−1 ∈ LΓ(E,E) and
[f(A)]−1 =
1
2pii
∫
∂ω1
1
f(z)
(z −A)−1 dz.
Proof. Let g(z) = 1f(z) in Lemma 6.16. Then f(z)g(z) = 1 which means f(A)g(A) = Id,
and hence we have the stated formula for [f(A)]−1.
6.6 Spectral projections associated to a gap in the Γ-spectrum
We can adapt the spectral projection theorem to the setting of Γ-spectrum.
Assume that
SpecΓ(A) = σ1 ∪ σ2
with
σi ⊂ ωi ⊂ ωi ⊂ Ωi, i = 1, 2,
where Ωi are disjoint open sets and ωi are open sets such that ∂ωi are finite union of simple
closed curves.
We define
P =
1
2pii
∫
∂ω1
(z −A)−1 dz.
Lemma 6.18. We have
(i) P ∈ LΓ(E,E),
(ii) P 2 = P ,
61
CHAPTER 6. SPECTRAL THEORY FOR Γ-COUPLED MAPS
(iii) P (E) and Ker(P ) are closed and invariant.
Proof. Part (i) follows from the properties of integrals of functions over LΓ. Part (ii) follows
from the fact that P can be written as
1
2pii
∫
∂ω
f(z)(z −A)−1 dz,
with f : Ω1 → C, defined by f(z) = 1. Since f(z) = f(z)f(z), by Lemma 6.16
PP = f(A)f(A) = f(A) = P,
proving P is a projection.
For Part (iii), P (E) and Ker(P ) are invariant when P is a projection, and E = P (E)⊕
Ker(P ). Moreover since P (E) = Ker(Id−P ) and P is continuous, both P (E) and Ker(Id−P )
are closed.
We denote E1 = P (E) and E2 = (Id−P )(E) = Ker(P ) and Ai = A|Ei .
Theorem 6.19. We have that
SpecΓ(Ai) = σi, i = 1, 2.
Proof. Let
f(z) =
{
1, if z ∈ Ω1
0, if z ∈ Ω2
.
Moreover let λ /∈ σ1 and g1(z) = f(z)λ−z . The function g1 is analytic in a neighbourhood U of
SpecΓA and satisfies
f(z) = (λ− z)g1(z), z ∈ U,
f(z)g1(z) = g1(z), z ∈ U.
By Lemma 6.16,
f(A) = (λ−A)g1(A), (6.7)
f(A)g1(A) = g1(A),
and hence
P = (λ−A)g1(A) = g1(A)(λ−A), Pg1(A) = g1(A)P = g1(A).
If x ∈ E1,
g1(A)x = Pg1(A)x = P (g1(A)x) ∈ E1.
Moreover, from (6.7)
g1(A) = (λ−A)−1
∣∣
E1
= (λ−A1)−1
which implies that λ ∈ ρΓ(A1). Therefore SpecΓ(A1) ⊂ σ1. Since Id−P is a projection onto
E2 a completely analogous argument shows that SpecΓ(A2) ⊂ σ2. Indeed, given λ /∈ σ2, let
g2(z) =
1−f(z)
λ−z . Then
(Id−P ) = (λ−A)g2(A) = g2(A)(λ−A), (Id−P )g2(A) = g2(A)(Id−P ) = g2(A)
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and
g2(A) = (λ−A)−1
∣∣
E2
= (λ−A2)−1.
Now suppose that λ ∈ ρΓ(A1) ∩ ρΓ(A2). Since g1(z) + g2(z) = 1λ−z , Corollary 6.17 shows
(λ−A)−1 = g1(A) + g2(A) = g1(A)P + g2(A)(Id−P )
= (λ−A1)−1P + (λ−A2)−1(Id−P ).
Then λ ∈ ρΓ(A) which implies that
SpecΓ(A) ⊂ SpecΓ(A1) ∪ SpecΓ(A2),
and therefore
σi ⊂ SpecΓ(Ai), i = 1, 2.
6.7 Sylvester operators in LkΓ
In this section we will prove some auxiliary results on Sylvester operators in spaces with
decay. In the next section we will give results related to Sylvester operators defined on
bundles.
Definition 6.20. Let E = `∞(Rn). Given A,B ∈ LΓ(E,E) we define the operators
Rj,A : L
k
Γ(E,E)→ LkΓ(E,E), 1 ≤ j ≤ k,
by
Rj,A(W )(u1, . . . , uk) = W (u1, . . . , Auj , . . . , uk),
and LB, SB,A : L
k
Γ(E,E)→ LkΓ(E,E) by
LB(W )(u1, . . . , uk) = BW (u1, . . . , uk),
SB,A(W )(u1, . . . , uk) = BW (Au1, . . . , Auk),
respectively.
Note that by Proposition 3.16, if W ∈ LkΓ(E,E) then Rj,A(W ),LB(W ) and SB,A(W )
are in LkΓ(E,E) so that the operators are well defined.
Given two subsets X, Y of C we denote by X · Y the set
X · Y = {x · y |x ∈ X, y ∈ Y }.
Analogously we define
Xk = X ·X k· · · X.
Proposition 6.21. We have
Spec(SB,A, L
k
Γ(E,E)) ⊂ SpecΓ(B) · (SpecΓ(A))k , k ∈ N.
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The proof of this proposition is a consequence of the following theorem and the next
lemma.
Theorem 6.22. [Theorem 11.23, [Rud91]] Let a and b be two commuting elements in a
unitary Banach algebra. Then
Spec(ab) ⊆ Spec(a) · Spec(b).
Lemma 6.23. Given A,B ∈ LΓ(E,E), k ∈ N, 1 ≤ j ≤ k, then
Spec(Rj,A, L
k
Γ(E,E)) ⊂ SpecΓ(A),
Spec(LB, L
k
Γ(E,E)) ⊂ SpecΓ(B).
Proof. Let λ ∈ ρΓ(A). This means that (A−λ Id)−1 ∈ LΓ(E,E). To study the invertibility
of Rj,A − λ Id we consider the equation
W (u1, . . . , Auj , . . . , uk)− λW (u1, . . . , uj , . . . , uk) = H(u1, . . . , uj , . . . , uk),
which is equivalent to
W (u1, . . . , (A− λ Id)uj , . . . , uk) = H(u1, . . . , uj , . . . , uk).
Then, formally,
H = Rj,(A−λ Id)−1W
and hence H ∈ LkΓ(E,E) and λ ∈ ρ(Rj,A).
The proof of the result for LB is completely analogous.
Proof of Proposition 6.21. It follows directly from the fact that
SB,A = LB ◦ R1,A ◦ . . . ◦ Rk,A
and the fact that the operators on the r.h.s. commute. Then Theorem 6.22 gives the result.
6.8 Sylvester operators on CrΓ(Td, Lk(E,F))
In this section we will prove some auxiliary results on Sylvester operators on bundles used
in this thesis. Let E, F be linear subspaces of `∞(Rn). To simplify the notation in this
section we will write Cr
LkΓ
instead of CrΓ(Td, Lk(E,F)).
Definition 6.24. Given a linear map A ∈ LΓ(E,E), we define the operator Rj,A : CrLkΓ →
Cr
LkΓ
, 1 ≤ j ≤ k, by
Rj,A(W )(θ)(z1, . . . , zk) = W (θ)(z1, . . . , Azj , . . . , zk).
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Definition 6.25. Given a linear map B ∈ LΓ(F,F), we define the operator LB : CrLkΓ →
Cr
LkΓ
by
LB(W )(θ)(z1, . . . , zk) = BW (θ − ω)(z1, . . . , zk).
Remark 6.26. Observe that these two operators trivially commute. This is a key point in
the main proof of this section.
Definition 6.27. Given A ∈ LΓ(E,E), B ∈ LΓ(F,F) we define the Sylvester operator
SB,A : C
r
LkΓ
→ Cr
LkΓ
by
SB,A(W )(θ)(z1, . . . , zk) = BW (θ − ω)(Az1, . . . , Azk).
Remark 6.28. Actually LB and SB,A depend on ω, but since ω will be kept fixed we do
not express this dependence explicitly in the notation.
Let D be the open unit disc in C. Given a set S ⊂ C, we define the annulus generated
by S as
AS = {eiθs | θ ∈ [0, 2pi), s ∈ S}.
Proposition 6.29. We have the following inclusions of spectra
Spec
(
SB,A, C
r
LkΓ
(E,F)
)
⊆ Spec
(
LB, C
r
LkΓ
)
· Spec
(
R1,A, C
r
LkΓ
)
· · · Spec
(
Rk,A, C
r
LkΓ
)
⊆ A SpecΓ(B)A (SpecΓ(A))k .
The proof of this proposition follows from the next results and Theorem 6.22.
Remark 6.30. We will apply Theorem 6.22 when the Banach algebra is LΓ(E,E). As we
indicated before ‖ Id ‖Γ 6= 1, but there is an equivalent norm ‖ · ‖′ in LΓ(E,E) such that
‖ Id ‖′ = 1.
Using this norm we are able to apply the theorem and obtain the inclusions of spectra.
Since the spectra are intrinsic we therefore obtain that if A,B ∈ LΓ(E,E) commute then
SpecΓ(AB) ⊆ SpecΓ(A) · SpecΓ(B).
Lemma 6.31. Given B ∈ LΓ(F,F) the spectrum of LB over CrΓ(Td, Lk(E,F)) is related to
the Γ-spectrum of B through
Spec(LB, C
r
LkΓ
) ⊆ A SpecΓ(B,F).
Proof. We will prove that if
λeiϕ /∈ SpecΓ(B), ∀ϕ ∈ [0, 2pi) (6.8)
then λ /∈ SpecLB. Since SpecΓ(B) is compact the condition (6.8) implies that there is a
gap in the spectrum, i.e. there exists η > 0 such that
{µ ∈ C | |λ| − η ≤ |µ| ≤ |λ|+ η} ∩ SpecΓ(B) 6= ∅.
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By Lemma 6.18 and Theorem 6.19 there exist F1,F2 linear subspaces of F such that
F = F1 ⊕ F2 and
SpecΓ(B|F1) ⊂ {µ ∈ C | |µ| > |λ|+ η},
SpecΓ(B|F2) ⊂ {µ ∈ C | |µ| < |λ| − η}.
Let Pi : F → Fi be the spectral projections. We have that Pi ∈ LΓ(F,Fi). We write
Bi = PiB, i = 1, 2. By Proposition 6.13 there exist C1, C2 > 0 such that
‖B−n1 ‖Γ ≤ C1(|λ|+ η)−n, n ≥ 0,
‖Bn2 ‖Γ ≤ C2(|λ| − η)n, n ≥ 0.
We want to determine whether LB − λ Id is invertible. Given W ∈ CrLkΓ we write
Wi = Pi ◦W.
Now let H ∈ Cr
LkΓ
, Hi = Pi ◦H and consider the equations
B1W1(θ − ω)− λW1(θ) = H1(θ), (6.9)
B2W2(θ − ω)− λW2(θ) = H2(θ) (6.10)
which we can solve recursively as
W1(θ) =
∞∑
n=1
B−n1 λ
n−1H1(θ + nω), (6.11)
W2(θ) = −
∞∑
n=0
Bn2 λ
−(n+1)H2(θ − nω). (6.12)
These two series are absolutely convergent in ‖ · ‖Cr
Lk
Γ
. Indeed, we can bound the general
term of the series in (6.11) as follows
‖B−n1 λn−1H1(θ + nω)‖Cr
Lk
Γ
≤ sup
θ∈Td
max
0≤j≤r
j1+...+jd=j
∥∥∥∥∥ ∂j∂θj11 · · · ∂θjdd B−n1 λn−1H1(θ + nω)
∥∥∥∥∥
LkΓ
≤ C1 |λ|
n−1
(|λ|+ η)n ‖H‖CrLkΓ
,
and hence
‖W1‖Cr
Lk
Γ
≤ C1
∞∑
n=1
|λ|n−1
(|λ|+ η)n ‖H‖CrLkΓ
=
C1
η
‖H‖Cr
Lk
Γ
.
We can proceed similarly for the series in (6.10). Therefore these series are absolutely
convergent in ‖ · ‖Cr
Lk
Γ
, and this implies that LB − λ Id is invertible in CrLkΓ whenever λ /∈
A SpecΓ(B).
The formulas (6.11) and (6.12) determine uniquely the solution W = (W1,W2)
> of
(6.9), (6.10), thus LB − λ Id is bijective whenever λ /∈ A SpecΓ(B).
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Remark 6.32. It is worth to remember the relationship between spectra. In particular,
λ /∈ A SpecΓB implies λ /∈ SpecLB, thus C\A SpecΓB ⊆ C\ SpecLB, and A SpecΓB ⊃
SpecLB.
Lemma 6.33. The spectrum of Rj,A, 1 ≤ j ≤ k, over CrLkΓ is related to the Γ-spectrum of
A through
Spec(Rj,A, C
r
LkΓ
) ⊆ A SpecΓ(A,E).
Proof. Observe that there are k natural identifications between Lk(E,F) and L(E, Lk−1(E,F)).
We denote them as ιj , then
W (z1, . . . , zk) = ιj(W )(zj)(z1, . . . , zj−1, zj+1, . . . , zk).
We can use this notation with Rj,A, and write
Rj,A(W )(z1, . . . , zk) = ιj(W )(Azj)(z1, . . . , zj−1, zj+1, . . . , zk).
From now on we will write W instead of ιj(W ) to simplify the notation.
Let λ ∈ C such that λ /∈ A SpecΓ(A). Then there is a gap in the spectrum of A in the
sense that there exists η > 0 such that
{µ ∈ C | |λ| − η ≤ |µ| ≤ |λ|+ η} ∩ SpecΓA 6= ∅.
As in the previous lemma, Lemma 6.18 and Theorem 6.19 prove that there exist E1,E2
linear subspaces of E such that E = E1 ⊕ E2 and
SpecΓ(A|E1) ⊂ {µ ∈ C | |µ| > |λ|+ η},
SpecΓ(A|E2) ⊂ {µ ∈ C | |µ| < |λ| − η}.
Let Pi : E→ Ei be the corresponding spectral projections. We have that Pi ∈ LΓ(E,Ei).
We write Ai = PiA, i = 1, 2. As in the proof of the previous lemma, there exist C1, C2 > 0
such that
‖A−n1 ‖Γ ≤ C1(|λ|+ η)−n, n ≥ 0,
‖An2‖Γ ≤ C2(|λ| − η)n, n ≥ 0.
Now to study whether (Rj,A − λId) is invertible, let H1,2 : Td → LΓ(E1,2, Lk−1Γ (E,F))
be the induced embeddings of an arbitrary element H ∈ Cr
LkΓ
and consider the following
equations
W1(θ)(A1)− λW1(θ)(Id1) = H1(θ),
W2(θ)(A2)− λW2(θ)(Id2) = H2(θ).
Observe that these equations can be rewritten as W1,2(θ)(A1,2 − λ Id) = H1,2(θ), and we
can solve them just by writing
Wi(θ) = Hi(θ)(Ai − λ Id)−1, i = 1, 2.
Observe that ‖ιj(Wp)(Ap)‖Cr
Lk−1
Γ
≤ ‖Wp‖Cr
Lk
Γ
· ‖Ai‖Γ, p = 1, 2, by Proposition 3.12.
Then this condition and the spectral properties of A ensure that W obtained in this way
belongs to Cr
LkΓ
.
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Proof of Proposition 6.29. Observe that we can write the Sylvester operator SB,A as
SB,A(W )(θ)(z1, . . . , zk) = LB ◦ R1,A ◦ · · · ◦ Rk,A(W )(θ)(z1, . . . , zk).
Thus we can apply Theorem 6.22 to get
Spec(SB,A, C
r
LkΓ
) ⊆ Spec(LB, CrLkΓ) · Spec(R1,A, C
r
LkΓ
) · · · Spec(Rk,A, CrLkΓ)
and now apply Lemmas 6.31 and 6.33 to get
Spec(SB,A, C
r
LkΓ
⊆ A SpecΓB · (A SpecΓA)k
as desired.
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The invariant torus
We want to determine an invariant torus close to {0}×Td in `∞(Rn)×Td of the perturbed
dynamical system F = F0 +F1, where F0 is defined in Section 2.1 and F1 is a small pertur-
bation of it. Once we have obtained this invariant object, we will find a parametrisation of
some of its invariant manifolds, namely strong stable manifolds and non-resonant ones. The
first step is then to determine the invariant torus, a task that will be done in this section.
In the forthcoming sections we will find the parametrisation of the invariant manifolds.
We will denote the invariant torus by its parametrisation, W0 : Td → `∞(Rn). Find-
ing this object is the first step in the parametrisation method as detailed in [CFdlL03a],
[HdlL06b] or [FdlLS09]. We will do this (under suitable smallness assumptions on the per-
turbing function F1) by solving the functional equation given by the invariance of the torus
with respect to the dynamical system
F (W0(θ), θ) = W0(θ + ω). (7.1)
The solution will be found under different regularity and decay assumptions for F , which
will result in different properties for the torus determined by W0.
We recall that the dynamical system we deal with, as defined in Section 2.1 has the
form
(x, θ) 7→
(
F (x, θ), θ + ω
)
, x ∈ `∞(Rn), θ ∈ Td, (7.2)
where F (x, θ) = F0(x, θ) + F1(x, θ) and F0(x, θ) = (f(xi))i∈Zm . The function f : Rn → Rn
is Ct in a neighbourhood A of 0. Let U ⊂ `∞(Rn) be a neighbourhood of 0 such that
U ⊆∏i∈Zm A. The function W0 : Td → `∞(Rn) parametrising the invariant torus will be a
solution of Equation (7.1) and note that due to the particular form of the dynamical system
(7.2), (W0(θ), θ) will be an invariant graph of (7.2):(
F (W0(θ), θ), θ + ω
)
=
(
W0(θ + ω), θ + ω
)
.
We write
F (x, θ) = F0(x) + F1(x, θ),
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and
M(θ) = M0 +M1(θ),
N(x, θ) = N0(x) +N1(x, θ),
with DN0(0) = DxN1(0, θ) = 0. We also write
F0(x) = M0x+N0(x),
F1(x, θ) = M1(θ)x+N1(x, θ).
The main result of this section is the following theorem, which determines, under hy-
perbolicity and several regularity assumptions, the invariant torus as a graph.
Theorem 7.1. Consider the dynamical system defined in (7.2) together with the notation
introduced above. Assume that Df(0) is hyperbolic and consider the functional equation
F (W0(θ), θ) = W0(θ + ω). (7.3)
(i) Assume M1 ∈ C0
(
Td, L(`∞(Rn), `∞(Rn))
)
and N(x, θ) ∈ C0,0(U × Td, `∞(Rn)) with
N Lipschitz with respect to x for all θ ∈ Td and assume ‖F1‖C0 and
Lipx(N) := sup
θ∈Td
Lip(N(·, θ))
are small enough. Then the functional equation (7.3) has a unique solution W0(θ) ∈
C0(Td, `∞(Rn)) close to 0.
(ii) Assume F0 ∈ Ct(U, `∞(Rn)), F1 ∈ Ct,r(U × Td, `∞(Rn)) with t ≥ r + 1, r ≥ 0
and ‖F1‖Ct,r small enough. Then the functional equation (7.3) has a solution W0 ∈
Cr(Td, `∞(Rn)). Since Ct,rΓ ⊂ Ct,r, for F ∈ Ct,rΓ we also obtain a solution W0 ∈
Cr(Td, `∞(Rn)) close to 0.
(iii) Assume F0 ∈ Ct(U, `∞(Rn)), F1 ∈ Ct,rj,Γ(U × Td, `∞(Rn)) with t ≥ r + 2, r ≥ 0
and ‖F1‖Ct,rj,Γ small enough. Then the functional equation (7.3) has a solution W0 ∈
Srj,Γ(Td, `∞(Rn)) close to 0.
As was justified in Section 2.1, M0 = DF0(0) is a hyperbolic linear map, and M0 is
uncoupled.
We will start by proving Part (i). The proof of Parts (ii) and (iii) follow a different
scheme of proof. To prove this “Lipschitz” case we will use a fixed point theorem, since
we cannot use the differentiability of N to apply an implicit function theorem in Banach
spaces.
Proof of Part (i) in Theorem 7.1. A solution of (7.3) can be obtained as a fixed point of
the operator
F˜ : C0(Td, U)→ C0(Td, U)
defined by
F˜(W )(θ) = F (W (θ − ω), θ − ω).
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We can write F (x, θ) = M(θ)x + N(x, θ) where M(θ) = M0 + M1(θ) and use the decom-
position
`∞(Rn) = E1 ⊕ E2
associated to M0 introduced in Section 2.1, where the super-indices 1 and 2 stand for stable
and unstable respectively, to get the following decompositions
M0 =
(
A1,1 0
0 A2,2
)
, M1(θ) =
(
B1,1(θ) B1,2(θ)
B2,1(θ) B2,2(θ)
)
,
M(θ) =
(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)
.
Remember that the hyperbolicity of M0 implies ‖A1,1‖ < 1 and ‖A−12,2‖ < 1 in the norm we
are using, based on a suitable adapted norm in Rn, and the norm of M1 is bounded by the
norm of F1. We also write
N(x, θ) = (N1(x, θ), N2(x, θ)),
W (θ) = (W 1(θ),W 2(θ))
according to this decomposition of `∞(Rn). We can express the operator F˜ component-wise
as
F˜(W )(θ) =
(
M1,1(θ − ω)W 1(θ − ω) +M1,2(θ − ω)W 2(θ − ω) +N2(W (θ − ω), θ − ω)
M2,1(θ − ω)W 1(θ − ω) +M2,2(θ − ω)W 2(θ − ω) +N2(W (θ − ω), θ − ω)
)>
.
The operator F˜ is clearly not a contraction since ‖A2,2‖ > 1, which means the second
component is expanding. As A−12,2 exists and ‖A−12,2‖ < 1, since ‖B2,2‖C0 is small enough we
can use Neumann’s formula to invert M2,2(θ) = A2,2 +B2,2(θ) = A2,2(Id +A
−1
2,2B2,2) as
M−12,2 (θ) =
∞∑
k=0
(−A2,2B2,2(θ))kA−12,2
and hence ‖M−12,2 ‖ ≤ ‖A−12,2‖ (1 + C‖M1‖C0) (see also Lemma 4.18) and we can rewrite the
fixed point equation projected to the unstable directions:
M2,1(θ − ω)W 1(θ − ω) +M2,2(θ − ω)W 2(θ − ω) +N2(W (θ − ω), θ − ω) = W 2(θ)
as
M2,2(θ)
−1W 2(θ + ω)−M2,2(θ)−1M2,1(θ)W 1(θ)−M2,2(θ)−1N2(W (θ), θ) = W 2(θ).
Observe that for a fixed W 1, the operator G defined as
G(W ) = M2,2(θ)
−1 (W (θ + ω)−M2,1(θ)W 1(θ)−N2((W 1 +W )(θ), θ))
is a contraction by the hyperbolicity of M0 and the smallness of M2,1 and N . Now we can
find the invariant torus as a fixed point of F : C0(Td, `∞(Rn)) → C0(Td, `∞(Rn)) defined
by
F(W )(θ)
=
(
M1,1(θ − ω)W 1(θ − ω) +M1,2(θ − ω)W 2(θ − ω) +N1(W (θ − ω), θ − ω)
M2,2(θ)
−1W 2(θ + ω)−M2,2(θ)−1M2,1(θ)W 1(θ)−M2,2(θ)−1N2(W (θ), θ)
)>
.
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We need to check this operator is a contraction if ‖M1‖C0 and Lipx(N) are small enough.
Indeed, given W, V in C0(Td, `∞(Rn)), we can bound ‖F(W )− F(V )‖C0 component-wise:∥∥∥∥[F(W )− F(V )]
1
∥∥∥∥
C0
= sup
θ∈Td
∥∥M1,1(θ − ω)(W 1(θ − ω)− V 1(θ − ω))
+M1,2(θ − ω)
(
W 2(θ − ω)− V 2(θ − ω))
+N1(W (θ − ω), θ − ω)−N1(V (θ − ω), θ − ω)∥∥
≤ (‖A1,1‖+ 2‖M1‖C0)‖W − V ‖C0 + Lipx(N)‖W − V ‖C0
≤ ρ1‖W − V ‖C0 ,
with ρ1 = ‖A1,1‖+ 2‖M1‖C0 + Lipx(N) < 1 if ‖M1‖C0 and Lipx(N) are small enough. The
bound of ‖[F(W )− F(V )]
2
‖C0 is accordingly(‖A−12,2‖+ O(‖M1‖C0) + Lipx(N))‖W − V ‖C0 ≤ ρ2‖W − V ‖C0
with ρ2 = ‖A−12,2‖+ O(‖M1‖C0) + Lipx(N) < 1 if ‖M1‖C0 is small enough.
In this bound we have used the fact that, for ∗ ∈ {1, 2},
‖N∗(W, ·)−N∗(V, ·)‖C0 = sup
θ∈Td
‖N∗(W (θ), θ)−N∗(V (θ), θ)‖
≤ sup
θ∈Td
Lip(N(·, θ))‖W (θ)− V (θ)‖
≤ Lipx(N)‖W − V ‖C0 .
By the Banach fixed point theorem we get a unique fixed point W0 which gives the
desired invariant torus.
The proofs of Parts (ii) and (iii) in Theorem 7.1 are a consequence of the next two
Lemmas, which deal with the regularity of an operator related to the invariance equation.
Lemma 7.2. Let
Vr = {W ∈ Cr(Td, `∞(Rn)) |W (θ) ∈ U ,∀θ ∈ Td},
V = Ct,r(U × Td, `∞(Rn))× Vr, t ≥ r + 1.
We introduce the operator F : V→ Cr(Td, `∞(Rn)) by
F(F,W )(θ) = F (W (θ − ω), θ − ω)−W (θ).
The operator F is well-defined, jointly C1 in V and
[DWF(F,W )] ∆W (θ) = DxF (W (θ − ω), θ − ω)∆W (θ − ω)−∆W (θ).
We will need the following auxiliary result. The proof can be found in [FdlLM11a] (page
2875).
Theorem 7.3. Let E, F , G be Banach spaces and U ⊂ E, V ⊂ F open sets such that
0 ∈ V . Let f : U × V → G under the following assumptions
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1. for all y ∈ V , f(·, y) is linear continuous,
2. for all x ∈ U , f(x, ·) is Cr(V,G) and ‖f(x, ·)‖Cr(V,G) ≤ C for x ∈ B(0, δ) and
C, δ > 0.
Then f ∈ Cr(U × V,G).
Remark 7.4. In fact, by the linearity of f with respect to x ∈ E we can extend f to be Cr
in E × V .
Proof. First we need to check that the operator is well defined between these spaces. Lemma
5.3 proves that Ct,r functions composed with Cr functions are again Cr functions, thus the
operator is well-defined.
To study the regularity of F, we only need to study the differentiability of the compo-
sition operator:
F˜(F,W )(θ) = F (W (θ − ω), θ − ω),
observe that F˜ = F+Π2, where Π2(F,W ) = W , and F˜ is linear with respect to F . Theorem
7.3 proves that an operator in two variables between Banach spaces which is linear with
respect to one variable and Cr with respect to the other is jointly Cr. If we can show F˜ is
C1 with respect to the first variable (which is W ) then the operator F˜ is jointly C1.
Define
A(W )(∆W )(θ) = DxF (W (θ − ω), θ − ω)∆W (θ − ω)
with ∆W ∈ Cr(Td, `∞(Rn)) with ‖∆W‖ small enough so that W (θ) +λ∆W (θ) ∈ U for all
θ ∈ Td and λ ∈ [0, 1]. By applying the mean value theorem we can write
F˜(F,W + ∆W )(θ)− F˜(F,W )(θ)−A(W )(∆W )(θ) (7.4)
=
∫ 1
0
[DxF ((W + λ∆W )(θ − ω), θ − ω)−DxF (W (θ − ω), θ − ω)] ∆W (θ − ω) dλ.
Observe that the graph of W for a fixed W ,
SW := {W (θ) | θ ∈ Td},
is a compact set: a torus. Since DxF is continuous, it is uniformly continuous in this
compact set and since λ∆W is arbitrarily small, W + λ∆W is arbitrarily close to the
compact set SW . We are thus working with two sets of points, x =
(
W + λ∆W
)
(θ) and
y = W (θ), and with an uniformly continuous function, DxF . The difference DxF (W +
λ∆W ) −DxF (W ) is then a difference of images of points such that one of them is in the
set where DxF is uniformly continuous and thus is bounded by ε if ‖x− y‖ < δ for x and
y defined as above and θ ∈ Td, λ ∈ [0, 1], in particular when ‖∆W‖C0 < δ, where ε and δ
are the constants used in the definition of uniform continuity of DxF .
Thus given ε > 0 there is δ > 0 such that if ‖∆W‖C0 < δ, we can bound the integral
(7.4) in C0-norm as
sup
θ∈Td
∥∥∥∥∫ 1
0
[DxF ((W + λ∆W )(θ − ω), θ − ω)−DxF (W (θ − ω), θ − ω)] ∆W (θ − ω)dλ
∥∥∥∥
≤
∫ 1
0
sup
θ∈Td
∥∥∥∥ [DxF ((W + λ∆W )(θ − ω), θ − ω)−DxF (W (θ − ω), θ − ω)] ∆W (θ − ω)∥∥∥∥dλ
≤ ε‖∆W‖C0 .
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Actually we have to bound the Cr norm of (7.4). To this end, consider the integral of
the derivatives, which we can write as follows (cf. 5.3) for 1 ≤ k ≤ r:
∫ 1
0
Dkθ [DxF ((W + λ∆W )(u), u)−DxF (W (u), u)] ∆W (u)dλ
= C
∫ 1
0
∑
(b,a)∈Σ∗0,k
‖I‖1=k−a
[
∂aθ∂
b
xDxF ((W + λ∆W )(u), u)∂
i1
θ (W + λ∆W )(u) · · · ∂ibθ (W + λ∆W )(u)
− ∂aθ∂bxDxF (W (u), u)∂i1θ W (u) · · · ∂ibθ W (u)
]
∆W (u)dλ,
where u = θ − ω,
Σ∗0,i = {(b, a) ∈ N2 | a+ b ≤ i, b ≥ 1} ∪ {(0, i)}
and I = (i1, . . . , ib) is a multi-index. We can bound the argument of this integral in C0-norm
grouping terms and using the same technique of uniform continuity of ∂b+1x ∂
a
θF around the
graph of W we have used above. This bound for the derivatives implies we have a bound
in Cr-norm of the form Cε‖∆W‖Cr , where the constant C only depends on t and r. This
means we can exchange derivation with respect to θ and integration, thus the Cr-norm of
F˜(F,W + ∆W )(θ)− F˜(F,W )(θ)−A(W )(∆W )(θ)
has a bound of the form Cε‖∆W‖Cr .
To prove continuity of A(W ) with respect to W we can use a similar argument with the
uniform continuity of DjxF , 1 ≤ j ≤ r + 1, in a compact set as follows. Given ε > 0 and a
fixed W1, there is a δ > 0 such that if ‖W1 −W2‖Cr ≤ δ, the expression(
A(W1)−A(W2)
)
∆W (θ)
= (DxF (W1(θ − ω), θ − ω)−DxF (W2(θ − ω), θ − ω)) ∆W (θ)
can be bounded in Cr-norm by Cε‖∆W‖Cr by the uniform continuity of DjxF , 0 ≤ j ≤ r+1
in W1(θ), θ ∈ Td (or W2(θ), θ ∈ Td), therefore A(W ) is continuous.
The following lemma is analogous to Lemma 7.2 above, but using decay norms.
Lemma 7.5. Let
Vr,Γ = {W ∈ Srj,Γ(Td, `∞(Rn)) |W (θ) ∈ U ,∀θ ∈ Td},
VΓ = C
t,r
Γ (U × Td, `∞(Rn))× Vr,Γ, t ≥ r + 2.
We introduce the operator F : VΓ → Srj,Γ(Td, `∞(Rn)) by
F(F,W )(θ) = F (W (θ − ω), θ − ω)−W (θ).
The operator F is well-defined, jointly C1 in VΓ and
[DWF(F,W )] ∆W (θ) = DxF (W (θ − ω), θ − ω)∆W (θ − ω)−∆W (θ).
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Proof. Proposition 5.4 proves that the composition of a function F ∈ Ct,rj,Γ(U ×Td, `∞(Rn))
with W (θ) ∈ Srj,Γ(Td, U) is in Srj,Γ. Therefore this operator sends VΓ to Srj,Γ(Td, `∞(Rn)).
To study the regularity of F, we only need to study the differentiability of the compo-
sition operator:
F˜(F,W )(θ) = F (W (θ − ω), θ − ω)
as we did in the previous case.
Observe that as before F˜ = F+ Π2, where Π2(F,W ) = W , and F˜ is linear with respect
to F , thus Theorem 7.3 proves that if we can show F˜ is C1 with respect to the first variable
by the continuity with respect to the other variable the operator F˜ will be jointly C1.
Let A : Vr,Γ → L(Srj,Γ, Srj,Γ) be defined by
A(W )(∆W )(θ) = DxF (W (θ − ω), θ − ω)∆W (θ − ω)
with ∆W (θ) ∈ Srj,Γ(Td, U) small enough. By means of an application of the mean value
theorem
F˜(F,W + ∆W )(θ)− F˜(F,W )(θ)−A(W )(∆W )(θ) (7.5)
=
∫ 1
0
[DxF ((W + λ∆W )(θ − ω), θ − ω)−DxF (W (θ − ω), θ − ω)] ∆W (θ − ω)dλ.
As before, we use the fact that the graph of W is a compact set:
SW :=
{
W (θ) | θ ∈ Td
}
,
hence DxF is uniformly continuous in SW and the difference DxF (W + λ∆W )−DxF (W )
is bounded by ε if ‖x − y‖ < δ for all x = (W + λ∆W )(θ), y = W (θ), θ ∈ Td, λ ∈ [0, 1],
which holds if ‖∆W‖C0 < δ, where ε and δ are the constants given by the definition of
uniform continuity of DxF .
Given ε > 0 there is δ > 0 such that if ‖∆W‖C0 < δ, we can bound the integral in
S0j,Γ-norm by∥∥∥∥∫ 1
0
[DxF ((W + λ∆W )(θ − ω), θ − ω)−DxF (W (θ − ω), θ − ω)] ∆W (θ − ω)dλ
∥∥∥∥
S0j,Γ
≤
∫ 1
0
∥∥∥∥ [DxF ((W + λ∆W )(θ − ω), θ − ω)−DxF (W (θ − ω), θ − ω)] ∆W (θ − ω)∥∥∥∥
S0j,Γ
dλ
≤ ε‖∆W‖S0j,Γ
by applying Proposition 4.14, which proves that for σ ∈ Srj,Γ(Td, `∞(Rn)) and
A ∈ CtLΓ(`∞(Rn), `∞(Rn)), Aσ ∈ Smj,Γ(Td, `∞(Rn)) withm = min(t, r) and ‖A(θ)σ(θ)‖Smj,Γ ≤
2m‖A(θ)‖CmLΓ‖σ(θ)‖Smj,Γ . Hence the result follows with A(θ) = DxF (W (θ), θ) and σ(θ) =
∆W (θ).
75
CHAPTER 7. THE INVARIANT TORUS
We can now write the integral of the derivatives as∫ 1
0
Drθ [DxF ((W + λ∆W )(u), u)−DxF (W (u), u)] ∆W (u)dλ
= C
∫ 1
0
∑
(b,a)∈Σ∗0,r
‖I‖1=r−a
[
∂aθ∂
b
xDxF ((W + λ∆W )(u), u)∂
i1
θ (W + λ∆W )(u) · · · ∂ibθ (W + λ∆W )(u)
− ∂aθ∂bxDxF (W (u), u)∂i1θ W (u) · · · ∂ibθ W (u)
]
∆W (u)dλ,
where u = θ − ω,
Σ∗0,i = {(b, a) ∈ N2 | a+ b ≤ i, b ≥ 1} ∪ {(i, 0)}
and I = (i1, . . . , ib) is a multi-index. We can bound this expression in S
0
j,Γ norm with
the same uniform continuity argument as before and using Proposition 4.16, which proves
the contraction properties for multilinear maps with regularity Srj,Γ. This bound for the
derivatives implies we have a bound in Srj,Γ-norm of the type Cε‖∆W‖Srj,Γ with the constant
C depending only on and r. This shows that A is the derivative with respect to W of F in
the spaces we are working with.
To prove the continuity of A(W ) with respect to W we use the fact that F is at least
C2 with respect to x. Given ε > 0 and W1 ∈ Vr,Γ there is δ > 0 such that given W2 ∈ Vr,Γ
with ‖W1 −W2‖Srj,Γ ≤ δ,
‖(A(W1)−A(W2))∆W (θ)‖Srj,Γ
= ‖ (DxF (W1(θ − ω), θ − ω)−DxF (W2(θ − ω), θ − ω)) ∆W (θ − ω)‖Srj,Γ
=
∥∥∥∥∫ 1
0
D2xF (W2(θ − ω) + t(W1 −W2)(θ − ω), θ − ω)
× ((W1 −W2)(θ − ω),∆W (θ − ω) dt
∥∥∥∥
Srj,Γ
,
which can be bounded by C‖W1 −W2‖Srj,Γ‖∆W‖Srj,Γ since D
j
xF (x) ∈ LΓ, 0 ≤ j ≤ r + 2
thus A(W ) is continuous in Vr,Γ. Observe that the condition t ≥ r + 2 is needed in this
step which proves continuity of the derivative.
Proof of Parts (ii) and (iii) of Theorem 7.1. We will prove these two parts using the Im-
plicit Function Theorem in Banach spaces.
Part (ii) is standard, we need to check that DWF(F0, 0) is invertible, i.e. we have to
uniquely solve
DWF(F0, 0)∆W = g (7.6)
given an arbitrary function g ∈ Cr(Td, `∞(Rn)), determining ∆W .
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To do so, consider the decomposition `∞(Rn) = E1 ⊕ E2, for which DxF0(0) splits as a
block-diagonal linear application
DxF0(0) =
(
A1,1 0
0 A2,2
)
,
as detailed in Section 2.1. We can project ∆W according to this decomposition as ∆W 1
and ∆W 2.
In coordinates, Equation (7.6) reads
A1,1∆W
1(θ − ω)−∆W 1(θ) = g1(θ),
A2,2∆W
2(θ − ω)−∆W 2(θ) = g2(θ),
for an arbitrary g = (g1, g2) ∈ Cr(Td, `∞(Rn)) also projected as above. This can be solved
iteratively, by setting
∆W 1(θ) = −
∞∑
p=0
(A1,1)
pg1(θ − pω),
∆W 2(θ) =
∞∑
p=1
(A2,2)
−pg2(θ + pω).
Since ‖A1,1‖ < 1, ‖A−12,2‖ < 1 the previous series are absolutely convergent. Moreover, if
g ≡ 0, the only solution is ∆W ≡ 0.
The convergence of the series of the derivatives is easy to check since A1,1 and A2,2 do
not depend on θ. They are also absolutely convergent if g(θ) is in Cr(Td, `∞(Rn)). This
means we can exchange the order of derivation and infinite sum and then the solution ∆W
is in Cr(Td, `∞(Rn)).
By the Implicit Function Theorem in Banach spaces (see [Nir01], for instance) we now
know that there exists a unique function G from a neighbourhood U of F0 in C
t,r(U ×
Td, `∞(Rn)) to Cr(Td, U) such that G is C1 and
F(F,G(F ))(θ) = G(F )(θ + ω).
Moreover we have the following bound
‖G(F )‖Cr ≤ C‖F − F0‖Ct,r , F ∈ U
as a consequence of the fact that G(F ) depends C1 with respect to F , where C is a constant
depending only on ‖DxF0(0)‖.
To prove Part (iii) we need to work a little more. Recall from Remark 3.4 that bounds
involving uncoupled linear maps with Γ-decay have an additional constant, Γ(0)−1. There-
fore we cannot bound iterates directly, since it results in factors Γ(0)−n making fixed point
arguments divergent.
To avoid this difficulty we consider the invariance of this torus for a high enough iterate
of F . Starting with
F (W (θ − ω), θ − ω) = W (θ),
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we can write
F (F (W (θ − 2ω), θ − 2ω), θ − ω) = F (W (θ − ω), θ − ω) = W (θ)
and iterate this procedure. To simplify the notation we introduce
F [1](x, θ) = F (x, θ − ω),
F [2](x, θ) = F (F [1](x, θ − ω), θ − ω) = F (F (θ − 2ω), θ − 2ω), θ − ω)
and in general,
F [n](x, θ) = F (F [n−1](x, θ − ω), θ − ω).
With this notation the invariant torus parametrised by W has to satisfy
F [n](W (θ − nω), θ) = W (θ),
and hence we define the operator
F[n](F,W )(θ) = F [n](W (θ − nω), θ)−W (θ).
Moreover we define M [n] as the linear part of F [n], i.e.
M [n](θ) = M(θ − ω) · · ·M(θ − nω) = Mn0 + O(‖M1‖).
Observe that Mn0 can be written as (
An1,1 0
0 An2,2
)
.
By the properties of Γ-norms, ‖An1,1‖Γ = ‖An1,1‖Γ(0)−1, ‖A−n2,2‖Γ = ‖A−n2,2‖Γ(0)−1. Let N be
the minimum natural number such that both these norms are smaller than 1. This number
has to exist since ‖A1,1‖ and ‖A−12,2‖ are both smaller than 1.
Now the proof proceeds analogously to the proof of Part (ii) working with the operator
F˜ = F[N ] instead of F.
By Lemma 7.5, the operator F˜(F,W )(θ) = F [N ](W (θ −Nω), θ) −W (θ) can be differ-
entiated with respect to W and
DW F˜(F,W )∆W (θ) = DxF
[N ](W (θ −Nω), θ)∆W (θ −Nω)−∆W (θ).
To prove the existence of the invariant torus we apply the Implicit Function Theorem
in Banach Spaces to F˜(F,W ) = 0. We clearly have that F˜(F0, 0) = 0. We only have to
check the invertibility of
DW F˜(F0, 0)(θ) = DxF
[N ]
0 (0, θ)∆W (θ −Nω)−∆W (θ) = MN0 ∆W (θ −Nω)−∆W (θ).
As before, given g ∈ Srj,Γ(Td, `∞(Rn)) and projecting onto E1 and E2 respectively we
are led to consider the equations
AN1,1∆W
s(θ −Nω)−∆W s(θ) = gs(θ),
AN2,2∆W
u(θ −Nω)−∆W u(θ) = gu(θ),
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which have the solutions
∆W s(θ) = −
∞∑
p=0
ANp1,1g
s(θ −Npω),
∆W u(θ) =
∞∑
p=1
A−Np2,2 g
u(θ +Npω),
respectively. By Proposition 4.14 we have that ∆W s and ∆W u belong to Srj,Γ and
‖∆W s‖Srj,Γ ≤
∞∑
p=0
‖ANp1,1‖Γ‖gs‖Srj,Γ ≤
∞∑
p=0
‖AN1,1‖pΓ‖gs‖Srj,Γ ,
‖∆W u‖Srj,Γ ≤
∞∑
p=1
‖A−Np2,2 ‖Γ‖gu‖Srj,Γ ≤
∞∑
p=1
‖A−N2,2 ‖pΓ‖gu‖Srj,Γ ,
the series on the right-hand sides being convergent by the choice of N .
Then there exists a (locally) unique implicit function G[N ] such that
F[N ](F,G[N ](F ))(θ) = G[N ](F )(θ).
Observe that G[N ](F ) is a solution in the Srj,Γ-norm and also a C
r solution of F[N ](F,W ) = 0.
The same argument applied to F[N ] from V to Cr(Td, `∞(Rn)) proves that F[N ](F,W ) = 0
has a unique Cr solution G˜[N ](F ).
On the other hand, F(F,W ) = 0 has a unique Cr solution G(F ). These two solutions
must be the same, since G(F ) is also a solution of F[N ](F,W ) = 0 and both solutions are
locally unique. Therefore G[N ](F ) is the (locally) unique Srj,Γ ⊂ Cr solution of F(F,W ) = 0
and the result is proved.
As before, we can use the C1-regularity of the implicit function G[N ] to get the following
bound
‖G[N ](F )‖Srj,Γ ≤ C‖F − F0‖Ct,rj,Γ ,
which will be used in later sections.
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Chapter 8
Linearisation around the torus
In this chapter we will determine the linearisation around the invariant torus and find the
linear term in the parametrisation of strong stable invariant manifolds and non-resonant
stable invariant manifolds. Recall that strong stable invariant manifolds of fixed points of
maps F are associated to a subset σ1 of the spectrum having the following property: if
M is the linear part of the map at the fixed point, Spec(M) = σ1 ∪ σ2 and there exists a
modulus ρ < 1 such that
sup
λ∈σ1
|λ| < ρ < inf
λ∈σ2
|λ|.
We introduce now the annulus generated by a set. Let D be the open unit disc in C.
Given a set S ⊂ C, we will define the annulus generated by S as the set
AS = {eiθs | θ ∈ [0, 2pi), s ∈ S}.
Non-resonant stable invariant manifolds on the other hand are associated to an invariant
subspace by the linear part M such that the spectrum of M restricted to this subspace
is contained in the unit disc. Some non-resonance conditions are needed so that these
manifolds do exist and have the required regularity. In this Chapter our maps F will be
perturbations of an uncoupled map f with
Df0(0) =
(
a1,1 0
0 a2,2
)
We will require an additional (with respect to the case of manifolds of fixed points)
non-resonance condition to determine non-resonant invariant manifolds,
• A Spec a1,1 ·A Spec a−12,2 ∩ {z ∈ C | |z| = 1} = ∅.
This condition is a technical requirement, used when the extended mapping DxF :
`∞(Rn) → `∞(Rn) is not in block triangular form in the decomposition defined by the
projections ΠE1 and ΠE2 of the induced decomposition `
∞(Rn) = E1⊕E2. When the linear
part of the dynamical system is in block triangular form, the linearisation has a trivial
solution, and with this spectral condition we can find a linear transformation that puts
DxF in block triangular form, i.e. where ΠE2DxF˜ embE1 is 0. This is done by splitting the
restrictions ΠE1DxF0 = A1,1 and ΠE2DxF0 = A2,2 according to the spectral decomposition.
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Actually, strong stable manifolds are particular cases of non-resonant manifolds. We
treat both cases separately because we can prove better regularity results for strong stable
manifolds.
We want to determine the linear part of the function describing the local dynamics on the
invariant manifold close to the torus, traditionally denoted by R(s, θ) in the parametrisation
method ([CFdlL03a]). This linear part of R(s, θ) is denoted by R1(θ), and we write the
expansion of R(s, θ) as
R(s, θ) = R1(θ)s+R2(θ)s
⊗2 + . . . .
Following the same convention in the parametrisation method, the parametrising function
W (x, θ) has a linear part, denoted by W1(θ), which we want to determine. The condition
R1 and W1 satisfy under the action of the dynamical system (up to first order) is
F
(
W0(θ) +W1(θ)s, θ
)
= W0(θ + ω) +W1(θ + ω)R1(θ)s+ o(‖s‖). (8.1)
For convenience we will translate the torus W0(θ) to 0 ∈ `∞(Rn). Let TW0(θ)(x, θ) =
(W0(θ) + x, θ), which clearly has the same regularity as W0 with respect to θ. The trans-
formed mapping is F˜ (x, θ) = T−1W0(θ+ω) ◦ F ◦ TW0(θ)(x, θ) and satisfies F˜ (0, θ) = 0.
Notice that
F˜ (x, θ) = F0(x+W0(θ)) + F1(x+W0(θ), θ)−W0(θ + ω)
= F0(x) + [F0(x+W0(θ))− F0(x) + F1(x+W0(θ), θ)−W0(θ + ω)]
which can be written as
F˜ (x, θ) = F0(x) + F˜1(x, θ),
where
F˜1 = F0(x+W0(θ))− F0(x) + F1(x+W0(θ), θ)−W0(θ + ω).
Then F˜1 has the same regularity and smallness properties as F1.
Note also that
DxF˜ (0, θ) = DxF0(0) +DxF0(W0(θ))−DxF0(0) +DxF1(W0(θ), θ).
From now on we will write F again for F˜ .
With this new notation we also write F (x, θ) = DxF (0, θ)x+N(x, θ), with N(0, θ) = 0
and DN(0, θ) = 0.
With the torus translated to 0, Equation (8.1) has the form
F (W1(θ)s, θ) = W1(θ + ω)R1(θ)s+ o(‖s‖). (8.2)
8.1 Linear part for a strong stable invariant manifold
Recall from Section 2.1 that the splitting of the spectrum of DxF0(0) into a strong stable
part and its complement induces a splitting of `∞(Rn) = E1 ⊕ E2, where E1 and E2 are
invariant by DxF0(0). We write
DxF0(0) =
(
A1,1 0
0 A2,2
)
,
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and
DxF1(0, θ) =
(
B1,1(θ) B1,2(θ)
B2,1(θ) B2,2(θ)
)
.
Let
DxF (0, θ) = DxF0(0) +DxF1(0, θ) =
(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)
.
Recall also from Section 2.1 that we use an adapted norm in `∞(Rn) such that∥∥A1,1‖‖A−12,2‖ < 1,
induced by a norm in Rn. From now on we will use this underlying norm unless explicitly
stated.
It is straightforward to determine a linear part of the parametrisation W1(θ) in the
strong stable (also in the non-resonant) case if we assume DxF (0, θ) is block triangular
in the decomposition `∞(Rn) = E1 ⊕ E2 (see for instance [CFdlL03a], [HdlL06b]). In this
subsection we will put DxF (0, θ) in block triangular form to determine this linear part,
assuming A1,1 is contracting and ‖A1,1‖‖A−12,2‖ < 1.
Observe that if DxF (0, θ) is block triangular, i.e.
DxF (0, θ) =
(
M1,1(θ) M1,2(θ)
0 M2,2(θ)
)
we can choose R1(θ) = M1,1(θ) and W1(θ) = (IdE1 , 0E2) where W1 is expressed according
to the splitting `∞(Rn) = E1 ⊕ E2, IdE1 denotes the mapping g(θ) ≡ IdE1 for all θ and 0E2
denotes the mapping h(θ) ≡ 0E2 for all θ.
We will use the fact that our system is close to a constant coefficients system and the
contraction conditions stated above to find a linear change of coordinates transforming
DxF (0, θ) into a block triangular linear mapping as shown, thus finding the linear terms in
the parametrisation.
We look for W1(θ) in the form (Id, v(θ)), where Id denotes the identity in E
1 and
v(θ) ∈ E2, ∀θ ∈ Td. Equation (8.2) cut to first order can be written as(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)(
Id
v(θ)
)
=
(
Id
v(θ + ω)
)
R1(θ). (8.3)
Proposition 8.1. Let F be defined as in Section 2.1 and DxF0(0) written as above under
the splitting of its spectrum in a strong stable part and its complementary. Assume
(H1) ‖A1,1‖ < 1 in some norm,
(H2) A2,2 is invertible, and ‖A1,1‖‖A−12,2‖ < 1 in the same norm as the previous hypothesis,
(H3) ‖F1‖
C
Σt,r
Γ
is small enough, t ≥ r + 1, r ≥ 0.
Then we can find R1 ∈ CrΓ(Td, L(E1,E1)) and W1 ∈ CrΓ(Td, L(E1, `∞(Rn))) such that
F (W1(θ)s, θ) = W1(θ + ω)R1(θ)s+ o(‖s‖). (8.4)
Moreover
R1 = A1,1 + O(‖F1‖).
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Remark 8.2. In Hypothesis (H3) we ask for t ≥ r + 1 because this condition is needed
to determine the invariant torus of class Cr. However, if we start with F (x, θ) = F0(x) +
F1(x, θ) such that
F0(0) = 0, F1(0, θ) = 0, ∀θ ∈ Td,
to prove the results in this chapter it would be enough to require F1 ∈ CΣ1,rΓ .
As stated in the previous introductory text, this proposition is a direct consequence of
the following lemma, which determines a linear transformation converting DxF (0, θ) into
a block triangular map. The proof of this lemma is very similar to the proof needed in the
next section, but the spectral condition is simpler, making the proof easier. We include it
for completeness.
Lemma 8.3. Under the hypotheses of Proposition 8.1 we can find v ∈ CrΓ(Td, L(E1,E2))
such that the linear transformation
S(θ) =
(
Id 0
v(θ) Id
)
transforms DxF (0, θ) into a block upper triangular matrix. More precisely, there exists a
splitting `∞(Rn) = E˜1θ ⊕ E˜2θ such that the projections ΠE˜1θ ,ΠE˜2θ ∈ LΓ(`
∞(Rn), `∞(Rn)) and
that in this splitting we have
DxF (0, θ) =
(
M1,1(θ) M1,2(θ)
0 M2,2(θ)
)
.
Proof of Proposition 8.1. Expanding F by Taylor at 0 and keeping the first order terms in
Equation (8.4) we get the following invariance equation
DxF (0, θ)W1(θ) = W1(θ + ω)R1(θ).
By Lemma 8.3 we can find a linear transformation S(θ) transforming DxF (0, θ) into
DxF˜ (0, θ) having a block triangular form, i.e.
S(θ)−1DxF (0, θ)S(θ) = DxF˜ (0, θ) =
(
M˜1,1(θ) M˜1,2(θ)
0 M˜2,2(θ)
)
with M˜i,j ∈ CrΓ(Td, L(Ej ,Ei)).
After this change of coordinates, we can choose W1(θ) = (IdE1 , 0E2) and
R1(θ) = M˜1,1(θ) = M1,1(θ) +M1,2(θ)v(θ) = A1,1 + O(‖F1‖)
and the statement is proved.
Proof of Lemma 8.3. Converting a 2×2 block matrix into triangular form amounts to mak-
ing one of the non-diagonal terms M1,2(θ) or M2,1(θ) zero. This problem in this particular
setting is equivalent to solving an invariance equation for a linear function w(θ) : E2 → E1
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or v(θ) : E1 → E2. The invariance condition for the graph of a function v(θ) : E1 → E2
under DxF (0, θ) can be expressed as
DxF (0, θ)
(
Id
v(θ)
)
=
(
α(θ)
v(θ + ω)α(θ)
)
(8.5)
for some suitable function α.
Equation (8.5) is equivalent to the fixed point equation
S(W )(θ) = W (θ),
where S : CrΓ(Td, L(E1,E2))→ CrΓ(Td, L(E1,E2)) is the operator defined as
S(v)(θ) = M−12,2 (θ) [v(θ + ω) (M1,1(θ) +M1,2(θ)v(θ))−M2,1(θ)] .
We write this operator as S = S0 + S1 with
S0(v)(θ) = A
−1
2,2v(θ + ω)A1,1,
S1(v)(θ) = S(v)(θ)− S0(v)(θ).
By hypothesis, ‖A1,1‖‖A−12,2‖ ≤ ρ < 1 in the norm of `∞(Rn). Thus we can iterate S0 to
a high enough order and find
SN0 (v)(θ) = S0(S0(. . . (v))) = A
−N
2,2 v(θ +Nω)A
N
1,1
which we can bound by
‖SN0 (v)‖CrΓ ≤ ‖A−N2,2 ‖Γ‖AN1,1‖Γ‖v‖CrΓ ≤ ρNΓ(0)−2‖v‖CrΓ .
Using the triangle inequality we can show that a high iterate of the operator S is a
contraction in CrΓ norm. Indeed,
‖SN‖ ≤ ‖SN0 ‖+ ‖SN0 − SN‖,
where
SN0 − SN =
N−1∑
k=0
Sk0(S0 − S) ◦ SN−k−1.
We can bound this expression by
‖SN0 − SN‖ = ‖S0 − S‖
N−1∑
k=0
‖Sk0‖ ≤
Γ(0)−2
1− ρ ‖S0 − S‖. (8.6)
Let N be such that ρNΓ(0)−2 < 1− δ for some δ > 0, and ‖F1‖
C
Σt,r
Γ
small enough such
that the right-hand side of (8.6) is smaller than δ. Then SN sends CrΓ(Td, L(E1,E2)) into
itself and the operator SN is a contraction on it.
Since SN is a contraction it has a unique fixed point on it giving W1(θ) in the form
(θ, v(θ)). Since the fixed point of S0 is zero and S − S0 = O(‖F1‖), the fixed point of S is
also O(‖F1‖). Moreover,
R1(θ) = M1,1(θ) +M1,2(θ)v(θ) = A1,1 + O(‖F1‖)
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as stated.
It is clear that E˜1θ = graph v(θ) and E˜
2
θ = E
2. Then from x + y = x + v(θ)x + y −
v(θ)x we see that Π
E˜1θ
(x, y) = x + v(θ)x and Π
E˜2θ
(x, y) = y − v(θ)x and since v(θ) ∈
LΓ(`
∞(Rn), `∞(Rn)) for all θ ∈ Td, we also have Π
E˜iθ
∈ LΓ(`∞(Rn), `∞(Rn)), i = 1, 2, for
all θ ∈ Td.
8.2 Linear part of a non-resonant stable invariant manifold
As in the previous section, it is straightforward to determine the linear part W1(θ) of the
parametrisation W (x, θ) in the non-resonant case if we assume DxF (0, θ) is block triangular
in the decomposition `∞(Rn) = E1 ⊕ E2. In this subsection we will put DxF (0, θ) in block
triangular form to determine this linear part, assuming different spectral properties of the
non-perturbed system than in the previous section, which make the proof slightly different.
Again, observe that if DxF (0, θ) is block triangular, i.e.
DxF (0, θ) =
(
M1,1(θ) M1,2(θ)
0 M2,2(θ)
)
we can choose R1(θ) = M1,1(θ) and W1(θ) = (IdE1 , 0E2) where W1 is expressed according
to the splitting `∞(Rn) = E1 ⊕ E2, IdE1 denotes the mapping g(θ) ≡ IdE1 for all θ and 0E2
denotes the mapping h(θ) ≡ 0E2 for all θ.
As before, assume we have a splitting of SpecDxF0(0) and a corresponding splitting of
`∞(Rn) = E1 ⊕ E2 associated to the spectral decomposition. We write
DxF0(0) =
(
A1,1 0
0 A2,2
)
, DxF1(0, θ) =
(
B1,1(θ) B1,2(θ)
B2,1(θ) B2,2(θ)
)
and
DxF (0, θ) =
(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)
.
Proposition 8.4. Let F be defined as in Section 2.1 and DxF0(0) written as above. Assume
(H1) ‖A1,1‖ < 1 in some norm,
(H2) A2,2 is invertible,
(H3) A SpecA1,1 ∩A SpecA2,2 = ∅ ,
(H4) ‖F1‖
C
Σt,r
Γ
is small enough (with t ≥ r + 1, r ≥ 0).
Then we can find R1 ∈ CrΓ(Td, L(E1,E)1) and W1 ∈ CrΓ(Td, L(E1, `∞(Rn))) such that
F (W1(θ)s, θ) = W1(θ + ω)R1(θ)s+ o(‖s‖). (8.7)
Moreover R1 = A1,1 + O(‖M1‖).
As in the previous case, this proposition is a direct consequence of the following lemma,
which determines a linear transformation converting DxF (0, θ) into a block upper triangular
map.
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Lemma 8.5. Under the hypotheses of Proposition 8.4 we can find v ∈ CrΓ(Td, L(E1,E2))
such that the linear transformation
T (θ) =
(
Id 0
v(θ) Id
)
,
transforms DxF (0, θ) into a block upper triangular matrix.
Once we have proved Lemma 8.5, the proof of Proposition 8.4 is exactly the same as
the proof of Proposition 8.1.
Proof of Lemma 8.5. The components Bi,j , Mi,j satisfy
Bi,j , Mi,j ∈ CrΓ
(
Td, L(Ej ,Ei)
)
,
and we have the following bounds
‖Bi,j‖CrΓ ≤ C‖F1‖CrΓ ,
where ‖ · ‖CrΓ applied to Bi,j is the norm of the corresponding space CrΓ(Td, L(Ej ,Ei)).
Now we proceed to prove the existence of the change of variables claimed in the state-
ment of this lemma.
As in the proof of Lemma 8.5 we start by studying an invariance equation for the graph
of a function v(θ) : E2 → E1.
This invariance condition under DxF (0, θ) can be expressed as
DxF (0, θ)
(
Id
v(θ)
)
=
(
α(θ)
v(θ + ω)α(θ)
)
(8.8)
for some function α. Thus we need to find a bundle linear map v ∈ CrΓ(Td, L(E1,E2))
satisfying this condition to determine the change of variables.
If we write (8.8) in components, we get the pair of equations
M1,1(θ) +M1,2(θ)v(θ) = α(θ), (8.9)
M2,1(θ) +M2,2(θ)v(θ) = v(θ + ω)α(θ). (8.10)
We can substitute α from Equation (8.9) into Equation (8.10), obtaining
M2,1(θ) +M2,2(θ)v(θ) = v(θ + ω)
(
M1,1(θ) +M1,2(θ)v(θ)
)
. (8.11)
We introduce
B =
(
B1,1 B1,2
B2,1 B2,2
)
.
Note that B ∈ CrΓ(Td, L(`∞(Rn), `∞(Rn))).
Now we can determine v(θ) satisfying Equation (8.11) as a zero of the following operator:
T(v,B)(θ) = M−12,2 (θ) [v(θ + ω)(M1,1(θ) +M1,2(θ)v(θ))−M2,1(θ)]− v(θ). (8.12)
This operator maps CrΓ(Td, L(E1,E2)) × CrΓ(Td, L(`∞(Rn), `∞(Rn))) into CrΓ(TdL(E1,E2))
if ‖F1‖
C
Σt,r
Γ
is small enough, since under this condition, M−12,2 exists by Lemma 4.18.
We will find a zero of T for B small using the Implicit Function Theorem in Banach
spaces.
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Lemma 8.6. The operator T is C1, T(0, 0) = 0 and
DvT(v,B)∆v(θ) =M
−1
2,2 (θ)∆v(θ + ω)M1,1(θ)−∆v(θ)
+M−12,2 (θ)∆v(θ + ω)M1,2v(θ) +M
−1
2,2 (θ)v(θ + ω)M1,2∆v(θ).
To prove this result we need an auxiliary lemma.
Lemma 8.7. Under the regularity assumptions and notation introduced above, the mapping
B2,2 7→ (A2,2 +B2,2)−1 is C1 from CrΓ(Td, L(E2,E2)) to CrΓ(Td, L(E2,E2)).
Proof. It is sufficient to study the differentiability of the map Inv, that is, A 7→ A−1. In
this case we can formally write
(A+ ∆)−1 = (I +A−1∆)−1A−1 = A−1 −A−1∆A−1 +
∞∑
n=2
(−1)n(A−1∆)nA−1.
Recall that to prove differentiability we actually need to bound
‖Inv(A+ ∆)− Inv(A)−DInv(A)∆‖.
For DInv(A) we will use the formal derivative (cf. [AMR88]).
‖(A+ ∆)−1 −A−1 +A−1∆A−1‖CrΓ ≤
∞∑
n=2
‖(A−1∆)‖nCrΓ‖A
−1‖CrΓ
= ‖A−1‖CrΓ‖A−1∆‖2CrΓ
∞∑
n=0
‖(A−1)∆‖nCrΓ .
The n-th term of the infinite sum can be bounded, by using Proposition 4.15, as(
2r‖A−1‖CrΓ‖∆‖CrΓ
)n
.
Thus, the infinite sum is convergent when ‖∆‖CrΓ ≤ 12r‖A−1‖Cr
Γ
and the differentiability is
proved.
Proof of Lemma 8.6. Since ‖(A + ∆)−1 − A−1 + A−1∆A−1‖CrΓ = O(‖∆‖2CrΓ) to prove the
differentiability of T first we will prove the differentiability of some auxiliary operators.
First, note that the map B 7→ Bi,j is linear and continuous, then it is C∞.
Let
T1(v,B)(θ) = v(θ + ω)B1,2(θ)v(θ). (8.13)
This operator is C1 with respect to v (since it is quadratic in v) and linear in B. Hence,
from Theorem 7.3 it is jointly C1.
Let
T2(v,B)(θ) = v(θ + ω)M1,1(θ)−M2,1(θ) + T1(v,B)(θ),
which is clearly C1 because T1 is. Since Lemma 8.7 proves B2,2 7→ (A2,2 + B2,2)−1 is C1,
the operator
T3(w,B) = (A2,2 +B2,2)
−1(θ)w(θ)
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is C1 and the differentiability of the operator T follows from
T(v,B)(θ) = T3(T2(v,B), B)(θ)− v(θ).
To finish the proof of Lemma 8.5 we need to prove the invertibility of DvT(0, 0). First,
we decompose the spectrum of a1,1 and a2,2 as
Spec a1,1 = Λ1 ∪ . . . ∪ Λp,
Spec a2,2 = Λ
′
1 ∪ . . . ∪ Λ′q, |q − p| ≤ 1,
where λ ∈ Λi implies αi ≤ |λ| ≤ βi and µ ∈ Λ′j implies α′j ≤ |µ| ≤ β′j so that all intervals
[αi, βi], [α
′
j , β
′
j ] are disjoint. Hence, if η ∈ Λi and ζ ∈ Λ′j then either ζ−1η < 1 or ζη−1 < 1.
Observe that A1,1, A2,2 can be put in a block diagonal form in this decomposition. Now
write
A1,1 = diag(A
1
1,1, . . . , A
p
1,1),
A2,2 = diag(A
1
2,2, . . . , A
q
2,2).
We can also write v in this decomposition using q × p blocks of linear mappings. We take
a norm in Rn such that
‖Ai1,1‖ ≤ βi + ε, ‖(Ai1,1)−1‖ ≤ (αi + ε)−1,
‖Aj2,2‖ ≤ β′j + ε, ‖(Aj2,2)−1‖ ≤ (α′j + ε)−1,
with ε > 0 so small that the intervals [αi − ε, βi + ε], [α′j − ε, β′j + ε] are disjoint.
Thus, either
‖Ai1,1‖‖(Aj2,2)−1‖ < 1
or
‖(Ai1,1)−1‖‖Aj2,2‖ < 1.
Finally, to prove the invertibility of DvT(0, 0), let w ∈ CrΓ(Td, L(E1,E2)) and assume it is
also expressed in q×p blocks according to the same decomposition. To solve DvT(0, 0)∆v =
w, we have to solve q × p equations, expressed in matrix form. They are
A−12,2
∆v1,1(θ + ω) · · · ∆v1,p(θ + ω)... ... ...
∆vq,1(θ + ω) · · · ∆vq,p(θ + ω)
A1,1−
∆v1,1(θ) · · · ∆v1,p(θ)... ... ...
∆vq,1(θ) · · · ∆vq,p(θ)

=
w1,1(θ) · · · w1,p(θ)... ... ...
wq,1(θ) · · · wq,p(θ)
 .
Thus we have to solve equations of the type(
DvT(0, 0)∆v
)
i,j
(θ) = wi,j(θ),
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which can be written as(
Ai2,2
)−1
∆vi,j(θ + ω)A
j
1,1 − vi,j(θ) = wi,j(θ).
We can solve this type of equation by either setting
∆vi,j(θ) = −
∞∑
n=0
(
Ai2,2
)−n
wi,j(θ + nω)
(
Aj1,1
)n
(8.14)
or
∆vi,j(θ) =
∞∑
n=1
(
Ai2,2
)n
wi,j(θ − nω)
(
Aj1,1
)−n
(8.15)
depending on the relationship between eigenvalues.
By Proposition 4.15, the series in 8.14 converges in CrΓ because
‖∆vi,j‖CrΓ ≤
∞∑
n=0
‖(Ai2,2)n‖Γ‖(Aj1,1)−n‖Γ‖wi,j‖CrΓ
≤ Γ(0)−2
∞∑
n=0
(‖Ai2,2‖‖(Aj1,1)−1‖)n‖wi,j‖CrΓ .
An analogous result holds for (8.15).
This proves DvT(0, 0) is invertible. By the Implicit Function Theorem, if B is small,
from T(v,B) = 0 we get v = v(B) such that
TB =
(
Id 0
v(B) Id
)
transforms DxF (0, 0) into block upper triangular form.
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8.3 Transforming DxF (0, θ) into block diagonal form
Actually we can transform the linear part of M to diagonal form by a CrΓ transform. In a
completely analogous way to the linearisation in Chapter 8 we can find w ∈ CrΓ(Td, L(E2,E1))
such that
(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)(
w(θ)
Id
)
=
(
w(θ + ω)
Id
)
Ru1(θ) (8.16)
for some Ru1(θ) ∈ CrΓ(Td, L(E2,E2)) close to A2,2.
Indeed w(θ) has to satisfy
M1,1(θ)w(θ) +M1,2(θ) = w(θ + ω) [M2,1(θ)w(θ) +M2,2(θ)] ,
which is equivalent to
w(θ + ω) = [M1,1(θ)w(θ) +M1,2(θ)] [M2,2(θ) +M2,1(θ)w(θ)]
−1 .
That is, w has to be a fixed point of the operator Su : CrΓ(Td, L(E2,E2))→ CrΓ(Td, L(E2,E2))
defined as
Su(w)(θ) = [M1,1(θ − ω)w(θ − ω) +M1,2(θ − ω)] [M2,2(θ − ω) +M2,1(θ − ω)w(θ − ω)]−1 .
Note that Su can be written as Su = Su0 + S
u
1 with
Su0(w)(θ) = A1,1w(θ − ω)A−12,2
Su1(w)(θ) = S
u(w)(θ)− Su0 (w)(θ).
The hypothesis ‖A−12,2‖‖A1,1‖ ≤ ρ < 1 used in the previous section allows, in the same
way, to prove the existence of a unique fixed point w ∈ CrΓ of the operator Su. As a
consequence ‖w‖ = O(‖M1‖) and
Ru1(θ) = M2,1(θ)w(θ) +M2,2(θ) = A2,2 + O(‖M1‖).
Moreover Ru1 ∈ CrΓ(Td, L(E2,E2)).
Now consider the linear map (depending on θ)
C(θ) =
(
Id w(θ)
v(θ) Id
)
where v has been obtained in Lemma 8.3 of Chapter 8. Since v and w are small, C(θ) is
invertible. We claim that
C−1(θ + ω)M(θ)C(θ) (8.17)
is the block diagonal matrix (
R1(θ) 0
0 Ru1(θ)
)
.
Indeed, the expression (8.17) is equivalent to(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)(
Id w(θ)
v(θ) Id
)
=
(
Id w(θ + ω)
v(θ + ω) Id
)(
R1(θ) 0
0 Ru1(θ)
)
which in turn is equivalent to both (8.3) and (8.16).
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8.4 Scaling procedure
In this section we will use a “scaling trick” that moves the smallness requirements on the
space to smallness requirements on a parameter, allowing us to work always in the unit ball
B(0, 1) of the corresponding space.
Remember that after translating W0(θ) to 0 in the previous section, we write F (x, θ) =
DxF (0, θ)x+N(x, θ), with N(0, θ) = 0 and DN(0, θ) = 0. Using the results of Section 8.3
we know that we can find a linear change of variables Cr-smooth (if the system is Cr with
respect to θ, and CrΓ if the system is C
r
Γ) such that it transforms
DxF (0, θ) =
(
M1,1(θ) M1,2(θ)
M2,1(θ) M2,2(θ)
)
into
DxF˜ (0, θ) =
(
M˜1,1(θ) 0
0 M˜2,2(θ)
)
.
For convenience of notation we will denote M˜1,1 and M˜2,2 by M1,1 and M2,2. We should
observe that M1,1(θ) = A1,1 + B1,1(θ), M2,2 = A2,2 + B2,2(θ) and ‖Bi,i‖CrΓ ≤ ε, 1 ≤ i ≤ 2,
by the smallness properties of ‖F1‖ (and hence of ‖M1‖, in C1,0, C1,0Γ or C1,0j,Γ norms as
needed).
We will write F according to the splitting in Section 8.3 as
F (x, y, θ) =
(
M1,1(θ) 0
0 M2,2(θ)
)(
x
y
)
+
(
N1(x, y, θ)
N2(x, y, θ)
)
.
We will denote by DN the derivative of N with respect to (x, y) and DxN , DyN the
derivatives ofN with respect to x and y respectively. Finally, DθN will denote the derivative
of N with respect to θ.
We apply a re-scaling T (x, y, θ) = (δx, δy, θ) to F to get F (x, y, θ) = T−1 ◦F ◦T (x, y, θ)
and write N¯(x, y, θ) = T−1 ◦N ◦ T (x, y, θ). Observe that this re-scaling makes N¯ and DN¯
as small as needed in a ball of radius 1:
N¯(x, y, θ) =
1
δ
N(δx, δy, θ) =
∫ 1
0
DN(µδx, µδy, θ)dµ = o(δ0),
DN¯(x, y, θ) = DN(δx, δy, θ) = o(δ0).
We will write N instead of N¯ for convenience.
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Chapter 9
Regularity of local strong stable
invariant manifolds of the torus
W0(θ)
This section is devoted to the study of the strong stable manifolds of the invariant torus W0
determined in Chapter 7 for a system F = F0 +F1 as defined in Section 2.1, assuming C
Σt,r
regularity for F as defined in Chapter 5. We will use the same notation for the invariant
spaces and projections as the one used in Chapter 8. More precisely, recall from Section
2.1 that we will assume we have a splitting `∞(Rn) = E1⊕ E2 induced by a splitting of the
spectrum of DF0(0) of the form Spec(DF0(0)) = σ1 ∪ σ2 with
σ1 = {λ ∈ Spec(DF0(0)) | |λ| < α},
σ2 = {λ ∈ Spec(DF0(0)) | |λ| > α}
for some α < 1. We have that DF0(0) leaves E
1 and E2 invariant. We will denote the
projections Π1DF0(0)emb1 = A1,1, Π2DF0(0)emb2 = A2,2 as introduced in Section 2.1,
where Πi : `
∞(Rn) → Ei and Embi : Ei → `∞(Rn) are the corresponding projections and
embeddings, respectively. Notice that, by the spectral conditions, A2,2 is invertible. Recall
also from Section 2.1 that additionally, they satisfy the following bounds for some adapted
norm in `∞(Rn):
‖A1,1‖ < 1, ‖A1,1‖‖A−12,2‖ < 1,
a bound we will be using throughout this section.
A strong stable invariant manifold will be determined as an invariant graph under the
action of the dynamical system. More precisely, we will look for a function ϕ(x, θ) such
that the local strong invariant manifold of the invariant torus W0(θ) found in Chapter 7
can be expressed locally as the graph (x, ϕ(x, θ), θ)1.
The regularity result is split into 4 parts. In the first one, we will find the C0,0 function
parametrising the invariant manifold using a fixed point argument. Then, in the second part
we will deal with determining the C1,0 parametrisation. The third part is just a sketch of
the C1,1 case in preparation for the fourth part, which is an inductive proof of the existence
of a CΣt,r parametrisation. In each part we will also find Γ and (j,Γ) parametrisations
1We write the graph in this form to keep the notation uniform, since this is how it will be used later
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when the conditions on the system are adequate to determine them with the techniques we
use.
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9.1 Regularity in the C1,0, C1,0Γ , C
1,0
j,Γ cases
In this section we deal with the first regularity results, which are the basis for the inductive
proof in the general case. This proof is very similar to the regularity proofs found in
[CFdlL03a] and [CFdlL03b], but here we deal with a nonlinear operator acting on C1,0
functions to find sharp regularity. In this way we obtain the sharp regularity of the manifold
when F is just C1,0, a case not considered in [CFdlL03a]. The main result is the following.
Theorem 9.1. Given a dynamical system F (x, θ) as defined in Section 2.1 and a splitting
of `∞(Rn) = E1 ⊕ E2 as in the introduction of this chapter, we can determine the unique
local strong stable manifold of W0 tangent to E
1 at 0 as the graph of ϕ : E1 × Td → E2 in
the following regularity cases:
(i) If F (x, θ) ∈ C1,0(`∞(Rn) × Td, `∞(Rn)) and ‖F1‖C1,0 is small enough then ϕ ∈
C1,0(B(0, 1)× Td,E2).
(ii) If F (x, θ) ∈ C1,0Γ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖C1,0Γ is small enough then ϕ ∈ C
1,0
Γ (B(0, 1)×
Td,E2).
(iii) If F (x, θ) ∈ C1,0j,Γ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖C1,0j,Γ is small enough then ϕ ∈ C
1,0
j,Γ(B(0, 1)×
Td,E2).
Remark 9.2. The standard local stable manifold of the torus is obtained as a particular
case of Theorem 9.1. Also strong unstable manifolds as well as unstable manifolds are
obtained applying Theorem 9.1 to the map F−1.
We will determine first the existence of a C0,0 parametrisation under the hypotheses of
the theorem and then prove Part (i). We will then prove parts (ii) and (iii) by adding the
required conditions and using results from Chapters 4 and 5.
9.2 Lipschitz regularity of the parametrisation of strong sta-
ble manifolds
Since we want to determine the strong stable invariant manifolds as graphs of functions
ϕ : E1 × Td → E2, the invariance equation we need to solve has a different expression from
the invariance equation we have used in the results of Chapter 7 and Chapter 8. We impose
that the graph of ϕ is invariant, thus
F
(
x, ϕ(x, θ), θ
)
=
(
x¯, ϕ(x¯, θ + ω)
)
. (9.1)
We assume that we have done the linear change S(θ) introduced in Section 8.3 to F so that
we can write F (x, y, θ) as
F (x, y, θ) =
(
M1,1(θ) 0
0 M2,2(θ)
)(
x
y
)
+
(
N1(x, y, θ)
N2(x, y, θ)
)
. (9.2)
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If we denote by F 1 and F 2 the projections of the image of F on E1 and E2 respectively
we can rewrite Equation (9.1) in components as(
F 1(x, ϕ(x, θ), θ)
F 2(x, ϕ(x, θ), θ)
)
=
(
x¯
ϕ(x¯, θ + ω)
)
. (9.3)
Substituting x¯ by F 1(x, ϕ(x, θ), θ) in the projection over E2 in Equation (9.3) we end up
with the following equation:
F 2(x, ϕ(x, θ), θ) = ϕ(F 1(x, ϕ(x, θ), θ), θ + ω).
By using Expression (9.2) we can write this as
M2,2(θ)ϕ(x, θ) +N2(x, ϕ(x, θ), θ) = ϕ
(
M1,1(θ)x+N1(x, ϕ(x, θ), θ), θ + ω
)
. (9.4)
Any solution of (9.4) is a fixed point of the following operator
T(ϕ)(x, θ) = M2,2(θ)
−1
(
ϕ (ψϕ(x, θ), θ + ω)−N2(x, ϕ(x, θ), θ)
)
, (9.5)
where
ψϕ(x, θ) = M1,1(θ)x+N1(x, ϕ(x, θ), θ). (9.6)
Now we introduce the spaces we will use to prove the existence of a C0 fixed point for
the operator T. Recall from Chapter 7 that given f ∈ C0(`∞(Rn) × Td, `∞(Rn)) we have
defined
Lipx(f) := sup
θ∈Td
Lip(f(·, θ)),
and observe that by the definition of M1,1, M2,2 and the smallness of the perturbating
function F1:
‖M1,1‖ = sup
θ∈Td
‖M1,1(θ)‖ ≤ ‖A1,1‖+ O(ε),
‖M−12,2 ‖ = sup
θ∈Td
‖M2,2(θ)−1‖ ≤ ‖A−12,2‖+ O(ε).
To prove the result for the strong stable manifold, we will use the following space.
Consider U a bounded open set in E1 such that 0 ∈ U and
Y =
{
ϕ ∈ C0,0(U × Td,E2) |ϕ(0, θ) = 0,
ϕ Lipschitz with respect to the first variable,
‖ϕ‖Y <∞, Lipx(ϕ) ≤ 1
}
with the norm
‖ϕ‖Y = sup
x∈U\{0}
θ∈Td
‖ϕ(x, θ)‖
‖x‖ .
Remark 9.3. Observe that Y is a Banach space.
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Remark 9.4. Observe that a necessary condition for
sup
x∈U\{0}
θ∈Td
‖ϕ(x, θ)‖
‖x‖ <∞
is that
ϕ(0, θ) = 0.
A property we will use several times when working with the ‖·‖Y norm and compositions
of functions ϕ, g ∈ Y (assuming the composition makes sense) is the following:
‖ϕ ◦ g‖Y ≤ ‖ϕ‖Y‖g‖Y, (9.7)
where we have made the abuse of notation
ϕ ◦ g(x, θ) = ϕ(g(x, θ), θ).
Indeed, first consider the case where x and θ are such that g(x, θ) 6= 0:
‖ϕ(g(x, θ), θ)‖
‖x‖ ≤ supx∈U\{0}, θ∈Td
g(x,θ)6=0
‖ϕ(g(x, θ), θ)‖
‖x‖
‖g(x, θ)‖
‖g(x, θ)‖
= sup
x∈U\{0}, θ∈Td
g(x,θ)6=0
‖ϕ(g(x, θ), θ)‖
‖g(x, θ)‖
‖g(x, θ)‖
‖x‖
≤ ‖ϕ‖Y‖g‖Y.
When g(x, θ) = 0,
‖ϕ(g(x, θ), θ)‖
‖x‖ = 0 ≤ ‖ϕ‖Y‖g‖Y
and taking supremum and using these two bounds (9.7) follows.
Having defined Y and having established Property (9.7) we can prove the existence of
a local strong stable manifold when F1 ∈ Y is small enough.
In the following we will use U = B(0, 1) in the definitions of these function spaces.
Lemma 9.5. The operator T defined in (9.5) is well-defined from B(0, 1) ⊂ Y into itself
and is a contraction in the Y norm if ‖F1‖Y and the scaling parameter δ are small enough.
Proof. We have to show that T sends Y into itself and bound the Lipschitz constant of T
in the norm of Y.
If ϕ ∈ B(0, 1) ⊂ Y, we can use Property (9.7) to bound
sup
x∈U\{0}
θ∈Td
‖T(ϕ)(x, θ)‖
‖x‖ ≤ supx∈U\{0}
θ∈Td
‖M2,2(θ)−1‖
(‖M1,1(θ)‖+ Lip(N))
+ ‖M2,2(θ)−1‖Lip(N) < 1,
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where we have used that ‖ϕ‖Y ≤ 1 and the fact that given f ∈ Y and g ∈ C0,0(E1 × E2 ×
Td, `∞(Rn)) such that ‖g‖C0,0 < 1, we have f(0, θ) = 0 for all θ and
‖f ◦ g‖C0,0 = sup
x∈`∞(Rn)
θ∈Td
∥∥f(g(x, θ), θ)− f(0, θ)‖C0,0 ≤ (Lipx f)‖g‖C0,0
with f = N , g = (Id, ϕ). Observe that LipxN is as small as needed after the scaling
procedure in Section 8.4, i.e. if δ is small enough. To bound the Lipschitz constant of
T(ϕ), remember that if ϕ and g are Lipschitz functions with respect to x, Lipx(ϕ ◦ g) ≤
Lipx(ϕ) Lipx(g) thus
Lipx(T(ϕ)) ≤ ‖M−12,2 ‖
(
Lipx(ϕ)
[‖M1,1‖+ Lipx(N) + Lipx(N) Lipx(ϕ)]),
which is smaller than 1 if Lipx(N) is small enough, since
‖M1,1‖ = sup
θ∈Td
‖M1,1(θ)‖ ≤ ‖A1,1‖+ O(ε),
‖M−12,2 ‖ = sup
θ∈Td
‖M2,2(θ)−1‖ ≤ ‖A−12,2‖+ O(ε).
Also observe that
‖T(ϕ)‖C0,0 = sup
x∈U
θ∈Td
∥∥∥∥M2,2(θ)−1(ϕ (ψϕ(x, θ), θ + ω)−N2(x, ϕ(x, θ), θ))∥∥∥∥
= sup
x∈U
θ∈Td
∥∥∥∥M2,2(θ)−1(ϕ (ψϕ(x, θ), θ + ω)−N2(x, ϕ(x, θ), θ))
−M2,2(θ)−1
(
ϕ(0, θ + ω)−N2(0, 0, θ)
)∥∥∥∥
≤ sup
x∈U
θ∈Td
[
‖M2,2(θ)−1‖
(‖M1,1(θ)‖+ Lipx(N) · Lipx(ϕ))
+ ‖M2,2(θ)−1‖ · Lipx(N) · ‖ϕ(x, θ)‖
]
< 1
by the conditions on the norms of the linear part and the fact that Lipx ϕ < 1 for ϕ ∈ Y,
ensuring we can compose T with itself.
Finally observe that
sup
x∈U\{0}
θ∈Td
‖T(ϕ)(x, θ)
‖x‖ ‖ = supx∈U\{0}
θ∈Td
∥∥∥∥M2,2(θ)−1(ϕ (ψϕ(x, θ), θ + ω)−N2(x, ϕ(x, θ), θ))∥∥∥∥
‖x‖
= ‖M−12,2 ‖
(
Lipx(N2) + sup
x∈U\{0}
θ∈Td
‖ϕ(ψϕ(x, θ), θ + ω)‖‖ψϕ(x, θ)‖
‖x‖‖ψϕ(x, θ)‖
)
≤ ‖M−12,2 ‖
(
Lipx(N2) + ‖ϕ‖Y
(‖M1,1‖+ Lipx(N1))) < 1
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if ε is small enough.
Now we will prove the contractivity of the operator. Let ϕ1, ϕ2 ∈ B(0, 1) ⊂ Y and write(
T(ϕ1)− T(ϕ2)
)
(x, θ) = M2,2(θ)
−1(T 1(x, θ) + T 2(x, θ))
with
T 1(x, θ) = ϕ1(ψϕ1(x, θ), θ + ω)− ϕ2(ψϕ2(x, θ), θ + ω),
T 2(x, θ) = N2(x, ϕ2(x, θ), θ)−N2(x, ϕ1(x, θ), θ).
Let T 1(x, θ) = Z1(x, θ) + Z2(x, θ), with
Z1(x, θ) = ϕ1(ψϕ1(x, θ), θ + ω)− ϕ1(ψϕ2(x, θ), θ + ω),
Z2(x, θ) = ϕ1(ψϕ2(x, θ), θ + ω)− ϕ2(ψϕ2(x, θ), θ + ω).
We can bound
‖Z1‖Y = sup
x∈U\{0}
θ∈Td
‖Z1(x, θ)‖
‖x‖ ≤ supx∈U\{0}
θ∈Td
‖ϕ1(ψϕ1(x, θ), θ)− ϕ1(ψϕ2(x, θ), θ)‖
‖x‖
≤ Lipx(ϕ1) sup
x∈U\{0}
θ∈Td
‖ψϕ1(x, θ)− ψϕ2(x, θ)‖
‖x‖
≤ Lipx(ϕ1) Lipx(N)‖ϕ1 − ϕ2‖Y
and
‖Z2‖Y = sup
x∈U\{0}
θ∈Td
‖Z2(x, θ)‖
‖x‖ ≤ ‖ϕ1 − ϕ2‖Y‖ψϕ2‖Y ≤
(
‖M1,1‖+ Lipx(N)
)
‖ϕ1 − ϕ2‖Y
by using Property (9.7) and the bound for Lipx(N2). We can bound sup ‖T 2(x, θ)‖/‖x‖ by
Lipx(N)‖ϕ1 − ϕ2‖Y, and by combining these bounds and assuming the perturbation size ε
and the scaling parameter δ are small enough we get
‖T(ϕ1)− T(ϕ2)‖Y ≤ ρ‖ϕ1 − ϕ2‖Y
for some ρ such that ‖A1,1‖‖A−12,2‖ < ρ < 1.
An immediate consequence of the lemma is that the sequence
{ϕ0n := Tn(0)}n∈N
converges in Y to some function ϕ0∞.
We can summarise this claim in the following proposition.
Proposition 9.6. Under the assumptions of Theorem 9.1, the sequence ϕ0n = {Tn(0)}n∈N
converges to the unique fixed point ϕ0∞ of the operator T in Y and this fixed point gives a
parametrisation of the strong stable manifold of W (θ) as the graph
(
x, ϕ(x, θ), θ
)
.
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9.3 C1,0 regularity of the parametrisation of strong stable
manifolds
To prove C1,0 regularity, we will assume that the operator T defined by Equation (9.5)
acts over C1,0(B(0, 1)× Td,E2) where B(0, 1) is the unit ball in E1. With this assumption
Proposition 9.6 still applies, thus T has a fixed point ϕ0∞ in C0,0 as before and we only need
to prove this fixed point is in C1,0. We will prove this by determining its derivative with
respect to x as a limit. This proof mimics the proofs in [CFdlL03a] and [CFdlL03b], but
extends the result to the C1,0 case, a case which was not needed for the results therein.
Observe that the regularity proofs in [Irw70] and [HP70] follow a different construction
to prove regularity of the fixed point. In the first, the main tool is the implicit function
theorem applied to a space of sequences, in the second the graph transform and the fixed
point theorem (applied to the graph transform operator) are used.
Observe that for an arbitrary ϕ ∈ C1,0(B(0, 1)× Td,E2), T(ϕ) ∈ C1,0(B(0, 1)× Td,E2)
and the derivative DxT can be computed and has the form
DxT(ϕ)(x, θ) =M2,2(θ)
−1
(
Dxϕ(ψϕ(x, θ), θ + ω)Dxψϕ(x, θ)
−DxN2(x, ϕ(x, θ), θ)
−DyN2(x, ϕ(x, θ), θ)Dxϕ(x, θ)
)
, (9.8)
where ψϕ is defined as in (9.6), that is
ψϕ(x, θ) = M1,1(θ)x+N1(x, ϕ(x, θ), θ).
Moreover, if ‖Dxϕ‖C0,0 ≤ 1 (consequence of ‖ϕ‖C1,0 ≤ 1) then the right-hand side of
(9.8) has C0,0-norm smaller than 1 if ‖N1‖C1,0 , ‖N2‖C1,0 are small enough by the conditions
on the norms of A1,1 and A2,2, since Dxψϕ is close to A1,1. Hence ‖T(ϕ)‖C1,0 ≤ 1.
Our goal is now to prove that the limit function ϕ0∞ introduced at the end of the previous
section is in C1,0. To do so, we will study the convergence of the sequence
{ϕ1n(x, θ) := Dxϕ0n(x, θ)}n∈N.
Observe that by differentiating ϕ0n+1 = T(ϕ
0
n)(x, θ) we can write the sequence as
ϕ1n+1(x, θ) = Anϕ
1
n(x, θ) + Cn(ϕ
1
n)(x, θ) +Bn(x, θ), (9.9)
where
An,Cn : C
0,0(B(0, 1)× Td ⊂ E1 × Td, L(E1,E2))→ C0,0(B(0, 1)× Td ⊂ E1 × Td, L(E1,E2))
and
Bn ∈ C0,0(B(0, 1)× Td ⊂ E1 × Td, L(E1,E2))
are defined as
AnJ(x, θ) = M2,2(θ)
−1J(ψn(x, θ), θ + ω)
(
M1,1(θ) +DxN1(x, ϕ
0
n(x, θ), θ)
)
(9.10)
−M2,2(θ)−1DyN2(x, ϕ0n(x, θ), θ)J(x, θ),
Cn(J)(x, θ) = M2,2(θ)
−1J(ψn(x, θ), θ + ω)DyN1(x, ϕ0n(x, θ), θ)J(x, θ),
Bn(x, θ) = −M2,2(θ)−1DxN2(x, ϕ0n(x, θ), θ),
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where we have used the notation ψn(x, θ) = ψϕ0n(x, θ). We also introduce the objects A∞,
C∞, B∞ and ψ∞ with the same expressions as An, Cn, Bn, ψn but changing ϕ0n by the limit
function ϕ0∞ whose existence is proved in Proposition 9.6.
Remark 9.7. Observe that the operator Cn is nonlinear. This is a difference with the
regularity proofs found in [CFdlL03a] and [CFdlL03b], since the operator T is linear when
the regularity required is higher than 1, as happens in those papers.
We want to show that {ϕ1n}n∈N has as limit a continuous function ϕ1∞ and that the limit
is uniform in compact sets. First we will prove that this limit exists and it is continuous.
Then we will show that the convergence is uniform in compact sets. To end the proof of
Part (i) in Theorem 9.1 we will check that the limit function coincides with the derivative of
ϕ0∞, thus ϕ0∞ is a C1,0 function, proving the differentiability of the function parametrising
the strong stable manifold of W0(θ).
The following lemma shows that given J ∈ C0,0(B(0, 1)×Td ⊂ E1×Td, L(E1,E2)), the
sequences {AnJ}n∈N, {Cn(J)}n∈N and {Bn}n∈N converge in compact sets to A∞J , C∞(J)
and B∞ respectively.
Lemma 9.8. Under the previous definitions and assumptions,
(i) The operator An is well defined from B(0, 1) ⊂ C0,0
(
B(0, 1)×Td ⊂ E1×Td, L(E1,E2))
to itself and is a contraction in ‖ ·‖C0,0 for all n ∈ N∪{∞}. Furthermore, there exists
ρA < 1 such that LipAn < ρA for all n ∈ N ∪ {∞}.
(ii) Given J ∈ C0,0(B(0, 1)×Td ⊂ E1×Td, L(E1,E2)), the sequence {AnJ}n∈N converges
uniformly over compact sets to A∞J .
(iii) The operator Cn is well defined from B(0, 1) ⊂ C0,0
(
B(0, 1)×Td ⊂ E1×Td, L(E1,E2))
to itself and is a contraction in ‖·‖C0,0 for all n ∈ N∪{∞}. Furthermore, supn LipCn ≤
ρC with ρC as small as needed by taking the scaling parameter sufficiently small.
(iv) Given J ∈ C0,0(B(0, 1)×Td ⊂ E1×Td, L(E1,E2)), the sequence {Cn(J)}n∈N converges
uniformly over compact sets to C∞(J).
(v) The sequence {Bn}n∈N converges uniformly over compact sets to B∞ and ‖Bn‖C0,0 ≤
ρB for all n ∈ N ∪ {∞}, with ρB as small as needed by taking the scaling parameter
sufficiently small.
Before proving this lemma, we need the following auxiliary result.
Lemma 9.9. Let Ω ⊂ E1 be an open set and G ⊂ Ω a compact set. Let {ξn}n∈N, be
a sequence of continuous functions ξn : Ω × Td → E2, n ∈ N, converging uniformly to a
continuous function ξ∞(x, θ) in Ω× Td. Then
G :=
{( ∞⋃
n=0
ξn(x, θ)
)
∪ {ξ∞(x, θ)}, x ∈ G, θ ∈ Td
}
is a compact set. Moreover, let Λ be an open set such that G ⊂ Λ and f ∈ C0,0(G × Λ ×
Td, `∞(Rn)) then
Gf :=
{( ∞⋃
n=0
f(x, ξn(x, θ), θ)
)
∪ {f(x, ξ∞(x, θ), θ)}, x ∈ G, θ ∈ Td
}
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is a compact set.
Proof. We will only prove the result for the set G, the proof for the set Gf being analogous.
Consider an open covering of G and denote it by U. Let
Un = {U ∈ U | ξn(x, θ) ∈ U for some x ∈ G, θ ∈ Td},
U∞ = {U ∈ U | ξ∞(x, θ) ∈ U for some x ∈ G, θ ∈ Td}.
Observe that
⋃
nUn ∪ U∞ is a sub-covering of U which also covers G. Since for a fixed
n ∈ N ∪ {∞}
{ξn(x, θ) |x ∈ G, θ ∈ Td}
is a compact set and {Un}n∈N is a covering of it, for each n ∈ N∪ {∞} there exists a finite
sub-covering of Un, which we will denote by Vn that covers {ξn(x, θ) |x ∈ G, θ ∈ Td}. The
sub-covering V∞ has a Lebesgue number δ > 0 and by the convergence of {ξn}n∈N to ξ∞
we can find a N(δ) <∞ such that for all n > N(δ),
‖ξn(x, θ)− ξ∞(x, θ)‖ < δ, ∀x ∈ G, θ ∈ Td.
Therefore V∞ covers {ξn(x, θ), x ∈ G, θ ∈ Td} for all n > N(δ). ThusN(δ)⋃
n=0
Vn
 ∪ V∞
is a finite sub-covering of U covering G, which is then a compact set.
After having proved this auxiliary lemma we come back to the proof of Lemma 9.8.
Proof of Lemma 9.8: Recall that ϕ0n ∈ B(0, 1) ⊂ C0,0(E1 × Td,E2) and ψn(x, θ) =
M1,1(θ)x+N1(x, ϕ
0
n(x, θ), θ).
Part (i) (An is well defined and a contraction): Given J ∈ B(0, 1) ⊂ C0,0
(
B(0, 1)× Td ⊂
E1 × Td, L(E1,E2)), AnJ is clearly continuous. We only need to bound the norm of the
image to check that AnJ ∈ B(0, 1):
‖AnJ‖C0,0 ≤ ‖M−12,2 ‖C0‖J‖C0,0
(‖M1,1‖C0 + ‖DxN1‖C0,0)
+ ‖M−12,2 ‖C0‖DyN2‖C0,0‖J‖C0,0
≤ ‖M−12,2 ‖C0‖J‖C0,0
(
‖M1,1‖C0 + o(δ0)
)
+ o(δ0)‖M−12,2 ‖C0‖J‖C0,0
≤ ρ˜‖J‖C0,0 ,
with ρ˜ = ‖M−12,2 ‖C0
(‖M1,1‖C0 +o(δ0)) which is smaller than some ρ < 1 if ε and δ are small
enough. Observe that this bound is independent of n ∈ N ∪ {∞}.
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To prove the contraction property, let J1, J2 ∈ B(0, 1) ⊂ C0,0
(
B(0, 1) × Td ⊂ E1 ×
Td, L(E1,E2)
)
. We can write(
AnJ1 −AnJ2
)
(x, θ) = T 1n(x, θ) + T
2
n(x, θ) + T
3
n(x, θ),
where
T 1n(x, θ) = M2,2(θ)
−1J1(ψn(x, θ), θ + ω)M1,1(θ)
−M2,2(θ)−1J2(ψn(x, θ), θ + ω)M1,1(θ), (9.11)
T 2n(x, θ) = M2,2(θ)
−1J1(ψn(x, θ), θ + ω)DxN1(x, ϕ0n(x, θ), θ)
−M2,2(θ)−1J2(ψn(x, θ), θ + ω)DxN1(x, ϕ0n(x, θ), θ), (9.12)
T 3n(x, θ) = −M2,2(θ)−1DyN2(x, ϕ0n(x, θ), θ)J1(x, θ)
+M2,2(θ)
−1DyN2(x, ϕ0n(x, θ), θ)J2(x, θ). (9.13)
We now bound these three terms separately. We can bound T 1n in (9.11) by
‖M−12,2 ‖C0‖M1,1‖C0‖J1 − J2‖C0,0 < ρ˜‖J1 − J2‖C0,0
with ρ˜ = ‖M−12,2 ‖C0‖M1,1‖C0 < 1 if the perturbation of the original system is small enough.
Similarly we can bound T 2n in (9.12) by ‖M−12,2 ‖C0‖J1 − J2‖C0,0‖DN‖C0,0 and a similar
bound follows for T 3n in (9.13). All these bounds together result in∥∥(AnJ1 −AnJ2)∥∥C0,0 ≤ µ‖J1 − J2‖C0,0
with
µ = ‖M−12,2 ‖C0‖M1,1‖C0 + 2‖M−12,2 ‖C0‖DN‖C0,0
which is smaller than some ρ < 1 if the scaling parameter δ and the size of the perturbation
term ε are small enough.
Part (ii) (convergence of {An(J)}n∈N): To prove the convergence of the sequence {AnJ}n∈N,
observe that we can write[
An −A∞
]
(J)(x, θ) = T 1n(x, θ) + T
2
n(x, θ) + T
3
n(x, θ),
where
T 1n(x, θ) = M2,2(θ)
−1J(ψn(x, θ), θ + ω)M1,1(θ)
−M2,2(θ)−1J(ψ∞(x, θ), θ + ω)M1,1(θ),
T 2n(x, θ) = M2,2(θ)
−1J(ψn(x, θ), θ + ω)DxN1(x, ϕ0n(x, θ), θ)
−M2,2(θ)−1J(ψ∞(x, θ), θ + ω)DxN1(x, ϕ0∞(x, θ), θ),
T 3n(x, θ) = −M2,2(θ)−1DyN2(x, ϕ0n(x, θ), θ)J(x, θ)
+M2,2(θ)
−1DyN2(x, ϕ0∞(x, θ), θ)J(x, θ).
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Given a compact set G ∈ E1, by Lemma 9.9 applied to the sequence {ψn}n∈N, the sets
G1 =
{( ∞⋃
n=0
ψn(x, θ)
)
∪ {ψ∞(x, θ)}, x ∈ G, θ ∈ Td
}
,
G2 =
{( ∞⋃
n=0
ϕn(x, θ)
)
∪ {ϕ∞(x, θ)}, x ∈ G, θ ∈ Td
}
, (9.14)
G1×Td, G2×Td and G×G2×Td are compact sets. Since J and DyN2 are continuous, they
are uniformly continuous on G1 × Td and G × G2 × Td respectively. Thus for each ε > 0
there is some δ > 0 such that if ‖ψn − ψ∞‖C0,0 < δ then ‖T 1n‖ < ε/3, where ε and δ are
the constants used in the uniform continuity bounds for J in G1 ×Td. The same argument
applies to T 3n , with the compact set G×G2×Td. Finally, to bound ‖T 2n‖ we add and subtract
the term M2,2(θ)
−1J(ψn(x, θ), θ + ω)DxN1(x, ϕ0∞(x, θ), θ) and use the same argument as
above to get analogous bounds. To prove the convergence of
{[
An −A∞
]
(J)
}
n∈N to 0 we
just have to take n0 such that if n > n0 then ‖ψn − ψ∞‖C0,0 < δ and ‖ϕ0n − ϕ0∞‖C0,0 < δ,
where δ is related to the definition of uniform continuity of the above mentioned functions.
Part (iii) (Cn is well defined and a contraction): It is straightforward to see that Cn(J),
n ∈ N ∪ {∞}, is continuous. To prove the contraction property, let J1, J2 ∈ B(0, 1) ⊂
C0,0
(
B(0, 1)× Td ⊂ E1 × Td, L(E1,E2)). We can bound
‖(Cn(J1)− Cn(J2))‖C0,0 ≤ 2O(‖DyN1‖C0,0)‖J1 − J2‖C0,0
by adding and subtracting
M−12,2 (θ)J1(ψn(x, θ), θ + ω)DyN1(x, ϕ
0
n(x, θ), θ)J2(x, θ)
and using the fact that ‖J1‖C0,0 < 1, ‖J2‖C0,0 < 1.
Part (iv) (convergence of {Cn(J)}n∈N): We can write
Cn(J)− C∞(J) = T 1n(x, θ) + T 2n(x, θ),
where
T 1n(x, θ) =M
−1
2,2 (θ)J(ψn(x, θ), θ + ω)DyN1(x, ϕ
0
n(x, θ), θ)J(x, θ)
−M−12,2 (θ)J(ψ∞(x, θ), θ + ω)DyN1(x, ϕ0n(x, θ), θ)J(x, θ)
T 2n(x, θ) =M
−1
2,2 (θ)J(ψ∞(x, θ), θ + ω)DyN1(x, ϕ
0
n(x, θ), θ)J(x, θ)
−M−12,2 (θ)J(ψ∞(x, θ), θ + ω)DyN1(x, ϕ0∞(x, θ), θ)J(x, θ).
Now given a compact set G ⊂ E1 we can use the same uniform continuity argument as in
the proof of Part (ii) to prove the convergence on compact sets of {Cn(J)}n∈N to C∞(J).
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Part (v) (convergence of {Bn}n∈N): Given a compact set G ⊂ E1, we can use the same
argument as before to show the uniform convergence of {Bn −B∞}n∈N to 0 in G×Td. As
before, the key ingredient is the uniform convergence of DxN2(x, ϕ
0
n(x, θ), θ) in the same
set as in the proof of Part (ii). The bound ‖Bn‖ < ρB < 1 is a consequence of the smallness
of ‖DN‖C0,0 and the smallness of the scaling parameter. There is a common bound for all
terms, independent of n, as small as needed.
Consider the operator
T1∞ : C
0,0
(
B(0, 1)× Td ⊂ E1 × Td, L(E1,E2))→ C0,0(B(0, 1)× Td ⊂ E1 × Td, L(E1,E2))
defined as
T1∞(J) := A∞J + C∞(J) +B∞.
According to the results in Lemma 9.8 this operator is well defined and is a contraction in
B(0, 1) if the perturbation is small enough. By Lemma 9.8 we can have ρA + ρB + ρC < 1,
then T1∞ sends B(0, 1) into itself. Thus it has a fixed point ϕ˜1∞ ∈ B(0, 1). Obviously, the
fixed point condition holds
ϕ˜1∞ = A∞ϕ˜
1
∞ + C∞(ϕ˜
1
∞) +B∞. (9.15)
We will prove that the iteration defined as
ϕ1n+1 = Anϕ
1
n + Cn(ϕ
1
n) +Bn
converges to this fixed point uniformly on compact sets. Note that, again by Lemma 9.8,
if ϕ1n ∈ B(0, 1) then ϕ1n+1 ∈ B(0, 1).
Let G ⊂ E1 be a compact set. We can write
ϕ1n+1 − ϕ˜1∞ = Z1n + Z2n + Z3n,
where
Z1n := Anϕ
1
n −Anϕ˜1∞ +Anϕ˜1∞ −A∞ϕ˜1∞,
Z2n := Cn(ϕ
1
n)− Cn(ϕ˜1∞) + Cn(ϕ˜1∞)− C∞(ϕ˜1∞),
Z3n := Bn −B∞,
where we have used (9.15) and added and subtracted suitable terms to make bounding
easier. We can now bound each term separately.
The term Z1n can be bounded by αn + ‖An‖‖ϕ1n − ϕ˜1∞‖, where αn = ‖(An − A∞)ϕ˜1∞‖
on G× Td and {αn}n∈N converges to 0 by Part (ii) of Lemma 9.8. Similarly for Z2n we get
the bound γn + LipCn‖ϕ1n − ϕ˜1∞‖ where γn = ‖(Cn − C∞)(ϕ˜1∞)‖ on G × Td and {γn}n∈N
converges to 0 by Part (iv) of Lemma 9.8. Finally, ‖Z3n‖ ≤ βn where βn = ‖Bn − B∞‖ on
G× Td and {βn}n∈N converges to 0 by Part (v) of the same lemma.
With these bounds we can write
‖ϕ1n+1 − ϕ˜1∞‖ ≤ ρ‖ϕ1n − ϕ˜1∞‖+ νn ≤
n∑
i=0
ρn−iνi,
where ρ = supn∈N (‖An‖+ LipCn) < 1 in G × Td and νi = αi + βi + γi. This sequence of
bounds converges to 0 as the following lemma shows.
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Lemma 9.10. Given λ ∈ R such that |λ| < 1 and a sequence {νn}n∈N of elements in a
Banach space E converging to 0, the sequence {σn}n∈N defined by
σn :=
n∑
i=0
λn−iνi,
converges to 0 in E (we can use λ ∈ C if E is a complex Banach space.)
Proof. Let A := maxi ‖νi‖. Given any ε > 0 let N ∈ N be such that ‖νn‖ < ε(1 − |λ|)/2
for n > N . For n > N , we can write
‖σn‖ ≤
∥∥∥∥∥
N∑
i=0
λn−iνi
∥∥∥∥∥+
∥∥∥∥∥
n∑
i=N+1
λn−iνi
∥∥∥∥∥ .
The first term can be bounded by
A
|λ|n−N − |λ|n+1
1− |λ| < A
|λ|n−N
1− |λ| ,
which is smaller than ε/2 if n > K for some K > N depending on N , A, ε and λ since
λ < 1. The second term can be bounded by 11−|λ|
ε(1−|λ|)
2 and the result follows.
Let ϕ1∞ = limn→∞ ϕ1n. We have just proved that ϕ1∞ = ϕ˜1∞. Therefore ϕ1∞ is continuous.
To finish the proof, we need to check that ϕ1∞(x, θ) is the derivative with respect to x of
ϕ0∞(x, θ).
Since by definition ϕ1n = Dxϕ
0
n, for all n ∈ N we can write the following
ϕ0n(x2, θ)− ϕ0n(x1, θ) =
∫ 1
0
ϕ1n(x1 + µ(x2 − x1), θ)(x2 − x1)dµ.
As we have uniform convergence over compact sets of {ϕ1n(x, θ)}n∈N to ϕ1∞(x, θ) and
{ϕ0n(x, θ)}n∈N to ϕ0∞(x, θ) respectively, and the integral is over a compact set (ϕ1n is evalu-
ated on the segment which joins x1 with x2,) we can take limit n → ∞ and exchange the
integral and the limit in the previous expression to get
ϕ0∞(x2, θ)− ϕ0∞(x1, θ) =
∫ 1
0
ϕ1∞(x1 + µ(x2 − x1), θ)(x2 − x1)dµ,
= ϕ1∞(x1)(x2 − x1)
+
∫ 1
0
[
ϕ1∞(x1 + µ(x2 − x1), θ)− ϕ1∞(x1, θ)
]
(x2 − x1)dµ
which implies that Dxϕ
0∞(x1, θ) = ϕ1∞(x1, θ), since by the continuity of ϕ1∞, the integral
can be made smaller than ε‖x2 − x1‖ if ‖x2 − x1‖ is small enough.
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9.4 C1,0Γ regularity of the parametrisation of strong stable
manifolds
To prove Part (ii) of Theorem 9.1 we cannot use the same proof as in the C0,0 case, since
although for some block diagonal (uncoupled) matrix A0, ‖A0‖ < 1, ‖A0‖LΓ = ‖A0‖Γ(0)−1
which is then not necessarily smaller than 1. To overcome this problem, if F (x, θ) =
A(θ)x+N(x, θ) with A(θ) close to A0 we will consider F˜ (x, θ) = F
p(x, θ) with p ∈ N which
we can write as A(θ)px+ N˜(x, θ).
The following lemma establishes the contraction property of a high enough iterate of a
perturbed coupled linear map.
Lemma 9.11. Given A ∈ CrΓ(Td, LΓ(`∞(Rn), `∞(Rn))) such that
A(θ) = A0 + A˜(θ)
with A0 ∈ LΓ(`∞(Rn), `∞(Rn)), uncoupled and ‖A˜‖CrΓ small, the following bound holds
‖Ak‖CrΓ ≤ krΓ(0)−1
(
‖A0‖+ Γ(0)−1‖A˜‖CrΓ
)k
, k ≥ 1.
Proof. We will prove first the C0Γ bound.
A(θ)k =
k∑
m=0
Products of m factors A0 and (k −m) factors A˜(θ).
Since the product of matrices is not commutative, the order of the factors matters. When
we bound this expression in LΓ norm, we get as many Γ(0)
−1 factors in each summand as
groups of consecutive factors A0, but this is at most k−m for each summand, therefore we
can bound the previous expression by:
Γ(0)−1
(
‖A0‖k +
k−1∑
m=0
Cm,kΓ(0)
−k+m‖A0‖m‖A˜‖k−mC0Γ
)
,
where Cm,k is a binomial coefficient. This expression can be bounded by
Γ(0)−1
(
‖A0‖+ Γ(0)−1‖A˜‖C0Γ
)k
.
For the general CrΓ case, observe that ∂
i
θA(θ) = ∂
i
θA˜(θ) for all 1 ≤ i ≤ r, which is a term of
order ‖A˜‖CrΓ , thus for each derivative of A(θ)k with respect to θ we get k new terms which
can be bounded by the previous expression, hence
‖A(θ)k‖CrΓ ≤ krΓ(0)−1
(
‖A0‖+ Γ(0)−1‖A˜‖CrΓ
)k
.
By using Lemma 9.11 we can find p ∈ N such that ‖Ap1,1‖C0Γ < 1 and ‖A
p
1,1‖C0Γ‖A
−p
2,2‖C0Γ <
1. We will fix this p for the rest of this section. For convenience we will write again F and
N instead of F˜ = F p and N˜ . Now we can prove
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Proposition 9.12. Let p ∈ N such that ‖Ap1,1‖C0Γ < 1 as defined above, then we can
determine the local strong stable manifold of W0(θ) for F
p as the graph of ϕ : E1×Td → E2
with ϕ ∈ C1,0Γ
(
B(0, 1)× Td,E2).
The proof of this proposition follows the same formal outline as the proof of Part (i) of
Theorem 9.1. We need to prove analogous auxiliary lemmas and proposition to the ones
used in that proof but now in the decay setting.
The formal structure of the proofs of the mentioned lemmas is also similar, thus we will
only point out the differences in the bounds, for a shorter exposition.
The operators An, Cn and Bn defined in (9.10) are now defined in Γ-linear spaces:
An,Cn : C
0,0
(
B(0, 1)×Td ⊂ E1×Td, LΓ(E1,E2))→ C0,0(B(0, 1)×Td ⊂ E1×Td, LΓ(E1,E2)
)
and
Bn ∈ C0,0
(
B(0, 1)× Td ⊂ E1 × Td, LΓ(E1,E2)
)
.
Lemma 9.13. Under the previous definitions and assumptions,
(i) An is well defined from B(0, 1) ⊂ C0,0(B(0, 1) × Td ⊂ E1 × Td, LΓ(E1,E2)) to itself
and is a contraction in ‖ · ‖C0,0 for all n ∈ N∪{∞}. Furthermore, there exists ρA < 1
such that LipAn < ρA for all n ∈ N ∪ {∞}.
(ii) Given J ∈ C0,0(B(0, 1) × Td ⊂ E1 × Td, LΓ(E1,E2)), {AnJ}n∈N converges uniformly
over compact sets to A∞J .
(iii) Cn is well defined from B(0, 1) ⊂ C0,0(B(0, 1)×Td ⊂ E1×Td, LΓ(E1,E2)) to itself and
is a contraction in ‖ · ‖C0,0 for all n ∈ N ∪ {∞}. Furthermore, supn LipCn < ρC and
ρC can be made as small as needed by taking the scaling parameter sufficiently small.
(iv) Given J ∈ C0,0(B(0, 1)×Td ⊂ E1×Td, LΓ(E1,E2)), {Cn(J)}n∈N converges uniformly
over compact sets to C∞(J).
(v) Bn converges uniformly over compact sets to B∞ and ‖Bn‖C0,0 < ρB for all n ∈
N ∪ {∞}, and ρB can be made as small as needed by taking the scaling parameter
sufficiently small.
Proof of Lemma 9.13: Recall that ϕ0n ∈ B(0, 1) ⊂ C0,0(E1 × Td,E2) and ψn(x, θ) =
M1,1(θ)x+N1(x, ϕ
0
n(x, θ), θ).
Part (i) (An is well defined and a contraction): Given J ∈ C0,0
(
B(0, 1) × Td ⊂ E1 ×
Td, LΓ(E1,E2)
)
, AnJ is clearly continuous. Note that we compute ‖J‖C0,0 , although J(x, θ) ∈
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LΓ(E
1,E2). We only need to bound the norm of the image to check that AnJ ∈ B(0, 1):
‖AnJ‖C0,0 ≤ ‖M−12,2 ‖C0Γ‖J‖C0,0
(‖M1,1‖C0Γ + ‖DxN1‖C0,0)
+ ‖M−12,2 ‖C0Γ‖DyN2‖C0,0‖J‖C0,0
≤ ‖M−12,2 ‖C0Γ‖J‖C0,0
(
‖M1,1‖C0Γ + o(δ
0)
)
+ o(δ0)‖M−12,2 ‖C0Γ‖J‖C0,0
≤ ρ˜‖J‖C0,0 ,
with ρ˜ = ‖M−12,2 ‖C0Γ
(‖M1,1‖C0Γ + o(δ0)). Observe that this bound is independent of n ∈
N ∪ {∞}, and by Lemma 9.11 is smaller than 1 if the perturbation parameter ε is small
enough.
To prove the contraction property, let J1, J2 ∈ B(0, 1) ⊂ C0,0
(
B(0, 1) × Td ⊂ E1 ×
Td, LΓ(E1,E2)
)
, we can write(
AnJ1 −AnJ2
)
(x, θ) = T 1n(x, θ) + T
2
n(x, θ) + T
3
n(x, θ),
where
T 1n(x, θ) = M2,2(θ)
−1J1(ψn(x, θ), θ + ω)M1,1(θ)
−M2,2(θ)−1J2(ψn(x, θ), θ + ω)M1,1(θ), (9.16)
T 2n(x, θ) = M2,2(θ)
−1J1(ψn(x, θ), θ + ω)DxN1(x, ϕ0n(x, θ), θ)
−M2,2(θ)−1J2(ψn(x, θ), θ + ω)DxN1(x, ϕ0n(x, θ), θ), (9.17)
T 3n(x, θ) = −M2,2(θ)−1DyN2(x, ϕ0n(x, θ), θ)J1(x, θ)
+M2,2(θ)
−1DyN2(x, ϕ0n(x, θ), θ)J2(x, θ). (9.18)
Now we proceed to bound all these terms separately. We can bound T 1n in (9.16) by
‖M−12,2 ‖C0Γ‖M1,1‖C0Γ‖J1 − J2‖C0,0 < ρ˜‖J1 − J2‖C0,0
with ρ˜ = ‖M−12,2 ‖C0Γ‖M1,1‖C0Γ < 1 if the perturbation of the original system ‖F1‖ is small
enough. Similarly we can bound T 2n in (9.17) by ‖M−12,2 ‖C0Γ‖J1 − J2‖C0,0‖DN‖C0,0 and a
similar bound follows for T 3n in (9.18). All these bounds together result in∥∥(AnJ1 −AnJ2)∥∥C0,0 ≤ µ‖J1 − J2‖C0,0
with
µ = ‖M−12,2 ‖C0Γ‖M1,1‖C0Γ + 2‖M
−1
2,2 ‖C0Γ‖DN‖C0,0
which is smaller than 1 if the scaling parameter δ and the size of the perturbation term ε
are small enough.
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Part (ii) (convergence of {An(J)}n∈N): To prove the convergence of AnJ , observe that
we can write [
An −A∞
]
(J)(x, θ) = T 1n(x, θ) + T
2
n(x, θ) + T
3
n(x, θ),
where
T 1n(x, θ) = M2,2(θ)
−1J(ψn(x, θ), θ + ω)M1,1(θ)
−M2,2(θ)−1J(ψ∞(x, θ), θ + ω)M1,1(θ),
T 2n(x, θ) = M2,2(θ)
−1J(ψn(x, θ), θ + ω)DxN1(x, ϕ0n(x, θ), θ)
−M2,2(θ)−1J(ψ∞(x, θ), θ + ω)DxN1(x, ϕ0∞(x, θ), θ),
T 3n(x, θ) = −M2,2(θ)−1DyN2(x, ϕ0n(x, θ), θ)J(x, θ)
+M2,2(θ)
−1DyN2(x, ϕ0∞(x, θ), θ)J(x, θ).
Given a compact set G ∈ E1, by Lemma 9.9 applied to the sequence {ψn}n∈N, the sets
G1 =
{( ∞⋃
n=0
ψn(x, θ)
)
∪ {ψ∞(x, θ)}, x ∈ G, θ ∈ Td
}
,
G2 =
{( ∞⋃
n=0
ϕn(x, θ)
)
∪ {ϕ∞(x, θ)}, x ∈ G, θ ∈ Td
}
,
G1×Td, G2×Td and G×G×Td are compact sets. Since J and DyN2 are continuous, they
are uniformly continuous on G1×Td and G×G2×Td respectively. Thus for each ε > 0 there
is some δ > 0 such that if ‖ψn−ψ∞‖ < δ then ‖T 1n‖ < ε/3, where ε and δ are the constants
used in the uniform continuity bounds for J in G1×Td. The same argument applies to T 3n ,
with the compact set G × G2 × Td. Finally, to bound ‖T 2n‖ we add and subtract the term
M2,2(θ)
−1J(ψn(x, θ), θ + ω)DxN1(x, ϕ0∞(x, θ), θ) and use the same argument as above to
get analogous bounds. To prove the convergence of
{[
An −A∞
]
(J)
}
n∈N to 0 we just have
to take n0 such that if n > n0 ‖ψn−ψ∞‖C0,0 < δ and ‖ϕ0n−ϕ0∞‖C0,0 < δ where δ is related
with the definition of uniform continuity of the above mentioned functions.
Part (iii) (Cn is well defined and a contraction): It is straightforward to see that Cn(J),
n ∈ N ∪ {∞}, is continuous. To prove the contraction property, let J1, J2 ∈ B(0, 1) ⊂
C0,0
(
B(0, 1)× Td ⊂ E1 × Td, L(E1,E2)). We can bound
‖ (Cn(J1)− Cn(J2)) ‖C0,0 ≤ 2O(‖DyN1‖C0,0)‖J1 − J2‖C0,0
by adding and subtracting
M−12,2 (θ)J1(ψn(x, θ), θ + ω)DyN1(x, ϕ
0
n(x, θ), θ)J2(x, θ)
and using that ‖J1‖C0,0 < 1, ‖J2‖C0,0 < 1.
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Part (iv) (convergence of {Cn(J)}n∈N): We can write
Cn(J)− C∞(J) = T 1n(x, θ) + T 2n(x, θ),
where
T 1n(x, θ) =M
−1
2,2 (θ)J(ψn(x, θ), θ + ω)DyN1(x, ϕ
0
n(x, θ), θ)J(x, θ)
−M−12,2 (θ)J(ψ∞(x, θ), θ + ω)DyN1(x, ϕ0n(x, θ), θ)J(x, θ)
T 2n(x, θ) =M
−1
2,2 (θ)J(ψ∞(x, θ), θ + ω)DyN1(x, ϕ
0
n(x, θ), θ)J(x, θ)
−M−12,2 (θ)J(ψ∞(x, θ), θ + ω)DyN1(x, ϕ0∞(x, θ), θ)J(x, θ).
Now given a compact set G ⊂ E1 we can use the same uniform continuity argument as in
the proof of Part (ii) to prove the convergence on compact sets of {Cn(J)}n∈N to C∞(J).
Part (v) (convergence of {Bn}n∈N): Given a compact set G ⊂ E1, we can use the same
argument as before to show the uniform convergence of {Bn −B∞}n∈N to 0 in G×G2×Td
with G2 the same set as in the proof of Part (ii). The bound ‖Bn‖ < ρB is a consequence
of the smallness of ‖DN‖ and the smallness of the scaling parameter. There is a common
bound for all terms Bn, independent of n, and as small as needed.
The proof of Proposition 9.12 now finishes like the proof of the C1,0 case.
Observe that the local strong stable invariant manifold of F , denoted for clarity as W sF ,
is a subset of the invariant manifold of F p(θ), denoted by W sF p . Due to the uniqueness of
the local invariant graphs tangent to the same linear strong stable space, they are the same
local parametrisation proving the result.
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9.5 C1,0j,Γ regularity of the parametrisation of strong stable
invariant manifolds
The proof when F ∈ C1,0j,Γ is completely analogous to the proof in the C1,0Γ , changing C0,0
bounds by S0j bounds where appropriate.
9.6 The CΣ0,1 case
We will only give a rough sketch of the construction of this case, to give an idea of how the
proof in the CΣr,s case works. Consider the sequence ϕ0n = T
n(0) introduced at the end of
Section 9.2. Taking derivatives with respecto to θ we can write
∂θϕ
0
n+1 = A˜n∂θϕ
0
n + B˜n,
where A˜n, B˜n and ψn are defined for n ∈ N ∪ {∞} as follows
A˜nJ(x, θ) =M2,2(θ)
−1[ϕ1n(ψn(x, θ), θ + ω)DyN1(x, ϕ0n(x, θ))J(x, θ)
+ J(ψn(x, θ), θ + ω)−DyN2(x, ϕ0n(x, θ), θ)J(x, θ)
]
,
B˜n(x, θ) =∂θM2,2(θ)
−1 (ϕ0n(ψn(x, θ), θ + ω)−N2(x, ϕ0n(x, θ, θ)))
+M2,2(θ)
−1[ϕ1n(ψn(x, θ), θ + ω) (∂θM1,1(θ)x+ ∂θN1(x, ϕ0n(x, θ), θ))
− ∂θN2(x, ϕ0n(x, θ), θ)
]
,
ψn(x, θ) =M1,1(θ)x+N1(x, ϕ
0
n(x, θ), θ),
where we denote ϕ1n = Dxϕ
0
n for n ∈ N∪{∞}. Observe that the proof of convergence is now
done in a step-wise fashion. From Part (i) of Theorem 9.1 we already know that ϕ0n and ϕ
1
n
converge over compact sets to ϕ0∞ and ϕ1∞ respectively. This allows us to prove a lemma
analogous to Lemma 9.8 showing that the sequences {A˜n}n∈N and {B˜n}n∈N converge to A˜∞
and B˜∞, and that A˜∞ is a contraction. Observe that in this case, A˜n is a linear operator
and we do not need an operator analogous to Cn. This allows us to prove that the sequence
{∂θϕ0n}n∈N converges uniformly over compact subsets to ∂θϕ0∞.
The proof of the CΣs,r case follows the same lines, covers the CΣ0,1 sketched here and
is done in full detail in the next section.
9.7 Sharp regularity in the CΣs,r case
The proof of this result follows the lines of the proof of sharp regularity in [CFdlL03a]. We
use an induction argument that allows us to find higher order derivatives, based on the
proof of C1,0 regularity.
We will need a few preliminary lemmas describing the structure of derivatives of com-
positions of functions in CΣs,r and related spaces. The structure of the inductive step then
follows closely the regularity proofs in the previous sections.
Theorem 9.14. Given a dynamical system F (x, θ) as defined in Section 2.1, we can
determine the unique local strong stable manifold of W0 tangent to E
1 at 0 as a graph
ϕ : E1 × Td → E2 under the following regularity and decay assumptions:
112
CHAPTER 9. REGULARITY OF LOCAL STRONG STABLE INVARIANT MANIFOLDS OF THE TORUS W0(θ)
(i) If F (x, θ) ∈ CΣs,r(`∞(Rn) × Td, `∞(Rn)) and ‖F1‖CΣs,r is small enough then ϕ ∈
CΣs,r(B(0, 1)× Td ⊂ E1 × Td,E2).
(ii) If F (x, θ) ∈ CΣs,rΓ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖CΣs,rΓ is small enough then ϕ ∈ C
Σs,r
Γ (B(0, 1)×
Td,E2).
(iii) If F (x, θ) ∈ CΣs,rj,Γ
(
`∞(Rn), `∞(Rn)
)
and ‖F1‖CΣs,rj,Γ is small enough then ϕ ∈ C
Σs,r
j,Γ (B(0, 1)×
Td,E2).
For the remaining part of this section, let p(x, θ) = θ be the projection on the torus Td.
Lemma 9.15. Let s, r ∈ Z+ with s+r ≥ 1. Given a pair of functions f ∈ CΣs,r(`∞(Rn)×
Td, `∞(Rn)) and g ∈ Cs,r(`∞(Rn)× Td, `∞(Rn)), for i, j ∈ Σs,r we can write
DixD
j
θ(f ◦ (g, p))(x, θ) =
∑
(a,b)∈Σ∗i,j
i1+...+ia=i
j1+...+ja=j−b
CDbθD
a
xf ◦ (g, p)Di1x Dj1θ g · · ·Diax Djaθ g,
where
Σ∗0,j = {(a, b) ∈
(
Z+
)2 | a+ b ≤ j, a ≥ 1} ∪ {(0, j)}, j ≥ 1
Σ∗i,j = {(a, b) ∈
(
Z+
)2 | a+ b ≤ i+ j, a ≥ 1, b ≤ j} ∪ {(0, j)}, if i ≥ 1, j ≥ 0
and C is a combinatorial constant depending on a, b, i1, . . . , ia, j1, . . . , ja.
Proof. We will prove this result by a double induction. First we will prove
Djθ
[
f ◦ (g, p)] = ∑
(a,b)∈Σ∗0,j
j1+...+ja=j−b
CDbθD
a
xf ◦ (g, p)Dj1θ g · · ·Djaθ g. (9.19)
Indeed, when j = 1, the summation indices are in Σ∗0,1 =
{
(1, 0)}∪{(0, 1)} and by Leibniz’s
rule
Dθ
[
f ◦ (g, p)] = Dxf(g, p)Dθg +Dθf(g, p),
which coincides with the required expression. Assuming that (9.19) holds for the j-th
derivative we will show the expression also holds for the (j + 1)-th derivative. If we differ-
entiate the general term in the sum in the right-hand side of Equation (9.19) with respect
to θ, we get
CDb+1θ D
a
xf ◦ (g, p)Dj1θ g · · ·Djaθ g, (9.20)
+ CDbθD
a+1
x f ◦ (g, p)
(
Dθg
)
Dj1θ g · · ·Djaθ g, (9.21)
+
a∑
k=1
CDbθD
a
xf ◦ (g, p)Dj1θ g · · ·Djk+1θ g · · ·Djaθ g. (9.22)
Consider the range of indices (a, b) and jk in the summation of Equation (9.19), which are
(a, b) ∈ Σ∗0,j and j1 + . . .+ ja = j − b. Then
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• in (9.20) the indices span
(a, b) ∈ Σ∗0,j+1\{(c, 0) | 0 ≤ c ≤ j + 1}, j1 + . . .+ ja = j − b,
• in (9.21) the indices span
(a, b) ∈ Σ∗0,j+1\
(
{(0, c) | 0 ≤ c ≤ j+1}∪{(1, c) | 0 ≤ c ≤ j−1}
)
, j1+. . .+ja = j−b+1,
• in (9.22) the indices span
(a, b) ∈ Σ∗0,j , j1 + . . .+ ja = j − b+ 1.
Combining these three sets, we get the desired result,
Dj+1θ [f ◦ (g, p)] =
∑
(a,b)∈Σ∗0,j+1
j1+...+ja=j+1−b
CDaxD
b
θf ◦ (g, p)Dj1θ g · · ·Djaθ g,
since differentiating passes exactly from one set of indices to the next.
Now to prove the general formula, we have derivatives of Djθ
[
f ◦ (g, p)] with respect to
x. When i = 1,
DxD
j
θ
[
f ◦ (g, p)] = ∑
(a,b)∈Σ∗0,j
j1+...+ja=j−b
(
CDa+1x D
b
θf ◦ (g, p)DxgDj1θ g · · ·Djaθ g
+
a∑
s=1
CDaxD
b
θf ◦ gDj1θ g · · ·Djsθ Dxg · · ·Djaθ g
)
. (9.23)
Since Σ∗1,j = {(a, b) ∈ (Z+)2 | a + b ≤ j + 1, b ≤ j, a ≥ 1}, we can re-write the previous
expression as
DxD
j
θ [f ◦ (g, p)] =
∑
(a,b)∈Σ∗1,j
j1+...+ja=j−b
i1+...+ia=1
CDaxD
b
θf ◦ (g, p)Di1x Dj1θ g · · ·Diax Djaθ g, (9.24)
since the two terms in Equation (9.23) combine to fill the set of indices Σ∗1,j . Note that
there is no term having Djθf ◦ (g, p) in (9.24).
We assume now that the formula holds up to the i-th derivative with respect to x, thus
DixD
j
θ(f ◦ (g, p))(x, θ) =
∑
(a,b)∈Σ∗i,j
i1+...+ia=i
j1+...+ja=j−b
CDaxD
b
θf ◦ (g, p)Di1x Dj1θ g · · ·Diax Djaθ g, (9.25)
and we differentiate the general term of the sum in the right-hand side of (9.25) with respect
to x. We get
CDa+1x D
b
θf ◦ (g, p)DxgDi1x Dj1θ g · · ·Diax Djaθ g
+
a∑
s=1
CDaxD
b
θf ◦ (g, p)Di1x Dj1θ g · · ·Dis+1x Djsθ g · · ·Diax Djaθ g. (9.26)
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Observe that passing from Σ∗i,j to Σ
∗
i+1,j is realised by the two terms in (9.26). The first
term covers the increment in the a direction, and the second term fills the gaps caused by
the shift a 7→ a+ 1.
To denote derivatives of functions like N(x, y, θ), depending on two space variables and
one angle variable we introduce the following sets of indices.
Σ∗∗0,j = {(a, b, 0) ∈ (Z+)3 | a+ b ≤ j, a ≥ 1} ∪ {(0, j, 0)}, j ≥ 1
Σ∗∗i,j = {(a, b, c) ∈ (Z+)3 | a+ b+ c ≤ i+ j, b ≤ j, c ≤ i, a ≥ 1, j ≥ 1} ∪ {(0, j, i)}, i ≥ 1, j ≥ 0
An analogue of the previous lemma holds for this type of functions.
Lemma 9.16. Let f ∈ CΣs,r(`∞(Rn) × Td, `∞(Rn)), g ∈ Cs,r(E1 × Td, `∞(Rn)) with f =
f(x, y, θ). Then we can write
DixD
j
θ [f ◦ (Id, g, p)] =
∑
(a,b,c)∈Σ∗∗i,j
i1+...+ia=i−c
j1+...+ja=j−b
CDbθD
c
xD
a
yf ◦ (Id, g, p)Di1x Dj1θ g · · ·Diax Djaθ g.
Proof. We will prove this result by induction. The first step in the inductive proof consists
in showing that the formula holds for Σ∗∗0,j , but this is already covered by Lemma 9.15.
Therefore the result holds for i = 0.
Assume the formula holds up to the i-th derivative,
DixD
j
θ
[
f ◦ (Id, g, p)] = ∑
(a,b,c)∈Σ∗∗i,j
i1+...+ia=i−c
j1+...+ja=j−b
CDbθD
c
xD
a
yf ◦ (Id, g, p)Di1x Dj1θ g · · ·Diax Djaθ g. (9.27)
If we differentiate a generic term of the right hand side of Equation (9.27) with respect to
x, we get the following expression
DbθD
c+1
x D
a
yf ◦ (Id, g, p)Di1x Dj1θ g · · ·Diax Djaθ g
+DbθD
c
xD
a+1
y f ◦ (Id, g, p)DxgDi1x Dj1θ g · · ·Diax Djaθ g
+
a∑
s=1
DbθD
c
xD
a
yf ◦ (Id, g, p)Di1x Dj1θ g · · ·Dis+1x Djsθ g · · ·Diax Djaθ g.
Note that a term with indices (a, b, c) generates new terms, with indices (a, b, c), (a+1, b, c),
(a, b, c+ 1). Let
Σ˜mi,j = {(a,m, c) | a+ c ≤ i+ j −m, c ≤ i, a ≥ 1}, i ≥ 0, j ≥ 0, 0 ≤ m ≤ i+ j.
Clearly Σ∗∗i,j = ∪jm=0Σ˜mi,j . The operation over indices represented by
(a, b, c) 7→ (a, b, c) ∪ (a+ 1, b, c) ∪ (a, b, c+ 1)
is exhaustive from Σ˜mi,j to Σ˜
m
i+1,j , since the increments in indices fill up the increment in
i. When i = 0, Σ∗∗0,j = ∪jm=0Σ˜m0,j , observe that in the induction procedure the initial
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case corresponds to Σ˜j0,j = {(0, j, 0)} and this term (0, j, 0) generates (1, j, 0) and (0, j, 1)
satisfying
Σ˜j1,j = {(1, j, 0), (0, j, 1)}.
Observe also that the term in DixD
j
θ
[
f ◦ (Id, g, p)] with the derivative of highest order
in g is DixD
j
θg and that this term is multiplied by a factor of the form Dyf ◦ (Id, g, p).
To end these technical lemmas about derivatives, we need a formula for the derivatives
of products of linear mappings by functions of the types we have considered.
Lemma 9.17. Let f ∈ CΣs,r(`∞(Rn) × Td, `∞(Rn)), g ∈ Cs,r(`∞(Rn) × Td, `∞(Rn)) and
h ∈ Cr(Td, L(`∞(Rn), `∞(Rn))). Then if (i, j) ∈ Σs,r the following formula holds
DixD
j
θ
[
h(θ)f ◦ (g, p)] =
j∑
p=0
∑
(a,b)∈Σ∗i,p
i1+...+ia=i
j1+...+ja=p−b
CDj−pθ h(θ)
(
DbθD
a
xf ◦ (g, p)Di1x Dj1θ g · · ·Diax Djaθ g
)
,
where C is a combinatorial coefficient depending on all indices.
Proof. The proof is a direct application of Leibniz’s rule and Lemma 9.15.
Remark 9.18. Observe that the previous lemmas also hold changing CΣs,r for C
Σs,r
Γ or
C
Σs,r
j,Γ and C
s,r for Cs,rΓ or C
s,r
j,Γ, since they deal with the differentiability of compositions,
not with the decay properties of the functions.
The following theorem establishes the inductive step in the proof of CΣs,r regularity of
the strong stable manifold.
Theorem 9.19. Let F ∈ CΣs,r(`∞(Rn) × Td, `∞(Rn)) and let Σi,j ⊂ Σs,r, (i, j) 6= (1, 0).
Then if we define Σ′i,j = Σi,j\{(i, j)}, ϕ0,0n = Tn(0) and assume
1) ϕ0,0n ∈ CΣi,j (E1,E2) for all n ∈ N,
2) {ϕa,bn }n∈N converges uniformly over compact sets to ϕa,b∞ for (a, b) ∈ Σ′i,j,
then
a) ϕ0,0∞ ∈ CΣi,j ,
b) {ϕi,jn }n∈N converges uniformly over compact sets to ϕi,j∞ , which is a continuous function
which coincides with the derivative of ϕi−1,j∞ with respect to x and with the derivative of
ϕi,j−1∞ with respect to θ.
The proof of this result is based on the next lemmas.
Lemma 9.20. The operator T defined in (9.5) is well-defined from B(0, 1) ⊂ CΣi,j(B(0, 1)×
Td ⊂ E1×Td,E2) into itself and is a contraction in B(0, 1) in the C0, C0Γ and C0j,Γ norms.
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Proof. This proof is completely analogous to the proof of Lemma 9.5.
Observe that if Tn(0) = ϕ0,0n by differentiating ϕ
0,0
n+1 = Tϕ
0,0
n , we can write, for (a, b) 6=
(1, 0),
Da,bϕ0,0n+1(x, θ) := ϕ
a,b
n+1(x, θ) = Anϕ
a,b
n (x, θ) +Bn(x, θ), (9.28)
with An : B(0, 1)
d ⊂ C0,0(B(0, 1) × Td ⊂ E1 × Td,La,b(E1,E2)), Bn ∈ C0,0(B(0, 1) × Td ⊂
E1 × Td,La,b(E1,E2)) defined as
AnJ(x, θ) = M2,2(θ)
−1J(x, θ)(ψn(x, θ), θ + ω) (Dxψn)⊗a
+M2,2(θ)
−1ϕ1,0n (ψn(x, θ), θ + ω)DyN1(x, ϕ
0,0
n (x, θ), θ)J(x, θ)
−M2,2(θ)−1DyN2(x, ϕ0,0n (x, θ), θ)J(x, θ),
Bn(x, θ) = D
a
xD
b
θT(ϕ
0,0
n )(x, θ)−AnDaxDbθϕ0,0n (x, θ),
where
ψn(x, θ) = M1,1(θ)x+N1(x, ϕ
0,0
n (x, θ), θ)
for n ∈ N ∪ {∞} and
La,b(E1,E2) = La(E1, Lb(Rd,E2)).
We have dropped the dependence on the differentiation order a, b of An and Bn for sim-
plicity. Recall that ϕ1,0n = DxT
n(0) which converges to ϕ1,0∞ as proved in Proposition 9.6.
Remark 9.21. Observe that Bn will have multilinear terms in D
a′
x D
b′
θ ϕ
0,0
n with a′, b′ ∈ Σ′i,j
by the properties of Lemmas 9.15 and 9.16. By the hypotheses of Theorem 9.19, these terms
converge uniformly over compact sets to ϕa
′,b′∞ , thus {Bn}n∈N also converges.
Remark 9.22. Observe that ‖Bn‖C0,0 is of order ε if ‖ϕa,bn ‖C0,0 ≤ 1 and δ is small enough.
This is a consequence of Lemma 9.15, since all terms in Bn have either a factor N(x, θ)
or one of its first derivatives, which are smaller than δ, or derivatives of either M1,1(θ) or
M−12,2 (θ) with respect to θ, which are smaller than ε.
Observe that the operator An as defined above is very similar to the operator in Lemma
9.8, having similar properties. We can use similar arguments as those used in Lemma 9.8
to prove the following result.
Lemma 9.23. Under the previous definitions and assumptions,
(i) An is well defined from B(0, 1) ⊂ C0,0(B(0, 1)×Td ⊂ E1×Td,La,b(E1,E2)) into itself
and is a contraction in ‖ · ‖C0,0 for all n ∈ N∪{∞}. Furthermore, there exists ρA < 1
such that LipAn < ρA for all n ∈ N ∪ {∞}.
(ii) Given J ∈ C0,0(B(0, 1) × Td ⊂ E1 × Td, L(E1,E2)), {AnJ}n∈N converges uniformly
over compact sets to A∞J
(iii) Bn converges uniformly over compact sets to B∞ and ‖Bn‖C0,0 < ρB for all n ∈
N ∪ {∞}, with ρB as small as needed.
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In the remaining part of this section we will add again the a, b indices to the objects for
clarity. Consider the operator
Ta,b∞ : C
0,0
(
B(0, 1)×Td ⊂ E1×Td,La,b(E1,E2))→ C0,0(B(0, 1)×Td ⊂ E1×Td,La,b(E1,E2))
defined as
Ta,b∞ (J) := A
a,b
∞ J +B
a,b
∞ .
According to the results in Lemma 9.23 this operator is well defined and a contraction if
the perturbation F1 of the dynamical system is small enough. Thus it has a fixed point
ϕ˜a,b∞ ∈ B(0, 1). Obviously
ϕ˜a,b∞ = A
a,b
∞ ϕ˜
a,b
∞ +B
a,b
∞ . (9.29)
We will prove that the iteration
ϕa,bn+1 = A
a,b
n ϕ
a,b
n +B
a,b
n
converges to this fixed point uniformly on compact sets.
Let G ⊂ E1 be a compact set. We can write
ϕa,bn+1 − ϕ˜a,b∞ = Z1n + Z2n,
where
Z1n := A
a,b
n ϕ
a,b
n −Aa,bn ϕ˜a,b∞ +Aa,bn ϕ˜a,b∞ −Aa,b∞ ϕ˜a,b∞ ,
Z2n := B
a,b
n −Ba,b∞ ,
where we have used (9.29) and added and subtracted suitable terms to make bounding
easier. We can now bound each term separately as we have done before and prove the
convergence of ϕa,bn to ϕ
a,b∞ .
To prove ϕa,b∞ is the derivative with respect to x (or with respect to θ) of ϕa−1,b (respec-
tively of ϕa,b−1) we use the same argument as in the previous results.
To prove Theorem 9.14, we follow the scheme of Figure 9.7. We prove the C0,0 and C1,0
regularities via Theorem 9.1. Then advance along the a axis by proving higher regularity
with respect to θ, given by the previous inductive step. Then, we prove a higher derivative
with respect to x, also given by the previous inductive step (which only fails when the
derivative with respect to x is of order 1).
9.8 Sharp regularity in the C
Σs,r
Γ case
This case is completely analogous, using Fα as introduced in Section 9.4 and the same
inductive proof as in the previous section. The equality of the parametrisations is shown
using the uniqueness argument already used at the end of Section 9.4.
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Chapter 10
Non-resonant manifolds I: Formal
expansion
In this chapter and the next we consider non-resonant manifolds of invariant tori. In this
chapter we will determine parametrisations W (s, θ) of the manifolds and a normal form
R(s, θ) for the dynamics restricted to them. In this chapter we will determine the terms
of a formal parametrisation up to a predefined degree L, while finding the terms of the
restricted dynamics over the invariant manifold at the same time. After this formal part is
given, in the next chapter we will proceed to determine the tail of the parametrisation by
using a fixed point argument.
We assume that we have translated the torus to the origin as in Chapter 7. After this
change is done, W0(θ) = 0 and hence M(θ) = DxF (0, θ). Assuming we are in the setting
of Proposition 8.4, we change variables so that M(θ) is in block upper triangular form. To
simplify the domains of definition of the functions involved in the following proofs, we will
introduce a scaling procedure as in Section 8.4 which allows us to work in the unit ball of
`∞(Rn) and shift the smallness requirements to the size of the perturbing function.
We recall that given δ > 0, we consider the scaling defined by
T (x, θ) = (δx, θ),
which we apply to F (x, θ) to get
(T−1 ◦ F ◦ T )(x, θ) = M(θ)x+ N(δx, θ)
δ
,
where M(θ) = DxF (0, θ). If the invariance equation
F
(
W0(θ) +W1(θ)s+ . . . , θ
)
= W0(θ + ω) +W1(θ + ω)R1(θ)s+ . . .
is satisfied for W and R defined on B(0, δ)×Td ⊂ `∞(Rn)×Td, after applying this scaling it
holds for W and R defined on B(0, 1)×Td ⊂ `∞(Rn)×Td. Moreover, assuming F ∈ CΣt,rΓ ,
the C
Σt,r
Γ (or the C
Σt,r
j,Γ norm if F ∈ CΣt,rj,Γ ) norms of δ−1N(δx, θ) are as small as desired in
B(0, 2)×Td (this fact is important later on) by taking δ small, because N(x, θ) is of order
2 (assuming the system is at least C2) with respect to x.
Recall that we denote the annulus generated by a set S by AS, as introduced in Chapter
8. The main result of this chapter and the next is the following theorem.
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Theorem 10.1. Let U be an open set of `∞(Rn) such that 0 ∈ U and consider a dynamical
system F : U × Td ⊆ `∞(Rn) × Td → `∞(Rn), F (x, θ) = M(θ)x + N1(x, θ) with M(θ) =
M0 + M˜(θ) and
M0 =
(
A1,1 0
0 A2,2
)
, M˜(θ) =
(
B1,1(θ) B1,2(θ)
0 B2,2(θ)
)
, M(θ) =
(
M1,1(θ) M1,2(θ)
0 M2,2(θ)
)
.
Assume the following hypotheses,
(H1) F ∈ CΣt,rΓ
(
`∞(Rn)× Td, `∞(Rn)), with t ≥ r + 1, M0, M˜(θ) ∈ LΓ(`∞(Rn), `∞(Rn)),
supθ∈Td ‖M˜(θ)‖Γ = O(ε) and the scaling parameter δ are sufficiently small
(H2) A Spec(A1,1) ⊂ D\{0},
(H3) 0 /∈ Spec(A2,2),
(H4) A Spec(A1,1)
L+1 ·A Spec(M−10 ) ⊂ D,
(H5) A Spec(A1,1)
i ∩A Spec(A2,2) = ∅ for 2 ≤ i ≤ L,
(H6) L+ 1 ≤ t.
Then
(a) We can determine a polynomial bundle map R : E1×Td → E1 of degree not larger than
L in C∞,rΓ (E1 × Td,E1) such that R(0, θ) = 0, DsR(0, θ) = M1,1(θ) and a bundle map
W : B(0, 1)× Td ⊂ E1 × Td → `∞(Rn) in CΣt,rΓ (B(0, 1)× Td ⊂ E1 × Td, `∞(Rn)) such
that
F (W (s, θ), θ) = W (R(s, θ), θ + ω),
where W (0, θ) = 0, ΠE1DsW (0, θ) = IdE1 and ΠE2DsW (0, θ) = 0.
(b) Furthermore, if there is l ≥ 2 such that
A Spec(A1,1)
i ∩A Spec(A1,1) = ∅, l ≤ i ≤ L,
then we can choose R to be a polynomial bundle map of degree not larger than l − 1.
Remark 10.2. Given a map F as in Chapter 2.1, in general DxF (0, θ) is not in triangular
form as is required in the theorem above. In such case one has first to apply Proposition
8.4 for which the additional hypothesis A SpecA1,1∩A SpecA2,2 = ∅ is needed. Under such
condition, the results in Section 8.2 give a CrΓ linear transformation turning M(θ) into block
triangular form. Hence, if the linear map is already in block triangular form this condition
can be skipped.
Hypotheses (H2) and (H3) have already been used in Section 8.2 to determine the linear
part of the parametrisation. Hypothesis (H5) is a non-resonance hypothesis for the spectral
decomposition, used to invert the homological equations at each order. Hypothesis (H6)
ensures we can still differentiate the remaining terms. The condition in (b) is a stronger
non-resonance condition that ensures we can solve all homological equations by setting as
zero some higher order terms in the normal form of the restricted dynamics. Hypothesis
(H4) is used in controlling the tail of the parametrisation.
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10.1 Formal solution up to degree L
The proof of Theorem 10.1 begins with determining a formal solution of the homological
equations of the problem under consideration.
Proposition 10.3. Under the assumptions of Theorem 10.1, we can determine a polyno-
mial bundle map of degree not larger than L, R(s, θ) : E1 × Td → E1 such that R(0, θ) = 0,
DsR(0, θ) = M1,1(θ) and a polynomial bundle map of degree not larger than L, W :
E1 × Td → `∞(Rn) such that W (0, θ) = 0, ΠE1DsW (0, θ) = IdE1 and ΠE2DsW (0, θ) = 0
satisfying
F (W (s, θ), θ) = W (R(s, θ), θ + ω) + O(‖s‖L+1).
Moreover W ∈ C∞,rΓ (E1 × Td, `∞(Rn)), R ∈ C∞,rΓ (E1 × Td,E1) and
‖F (W (s, θ), θ)−W (R(s, θ), θ + ω)‖
C
Σt,r,L
Γ
= O(ε) + O(δ).
Furthermore, if
A Spec(A1,1)
i ∩A Spec(A1,1) = ∅, (10.1)
for 2 ≤ i ≤ L, then R is linear and equal to M1,1(θ). More generally, if (10.1) holds for
all i such that l ≤ i ≤ L, we can take R to be a polynomial bundle map of degree not larger
than l − 1.
Proof. Since we have already translated the torus to the origin x = 0, we want to determine
W (s, θ) and R(s, θ) of the form
W (s, θ) = 0 +W1(θ)s+ . . .+WL(θ)s
⊗L,
R(s, θ) = R1(θ)s+ . . .+RL(θ)s
⊗L
and satisfying
F (W (s, θ)) = W (R(s, θ), θ + ω) + O(‖s‖L+1). (10.2)
Using that F (x, θ) = M(θ)x + F2(θ)x
⊗2 + . . . + FL(θ)x⊗L + . . ., we can expand formally
Equation (10.2) in powers of s and find homological equations for each order k ≤ L. For
k = 1 the condition is
M(θ)W1(θ)s = W1(θ + ω)R1(θ)s+ O(‖s‖2). (10.3)
As in Section 8.2 once we have M(θ) in block triangular form we can choose (and it is
not the only possibility) W1(θ) = (IdE1 , 0)
>, that is, the canonical embedding from E1
to `∞(Rn) and R1(θ) = M1,1(θ). This choice solves (10.3). For k ≥ 2 the homological
equations are
M(θ)Wk(θ) = W1(θ + ω)Rk(θ) +Wk(θ + ω)R
⊗k
1 (θ) + Qˆk(θ), k ≥ 2,
where Qˆk(θ) comes inductively and depends on Fj(θ), j ≤ L, and Wj(θ) and Rj(θ) for
j < k.
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To solve these equations, we start by re-parametrising s by M−11,1 (θ), that is writing
s = M−11,1 (θ)s˜, obtaining
M(θ)Wk(θ)M
−1
1,1 (θ)
⊗k = W1(θ + ω)Rk(θ)
(
M−11,1 (θ)
)⊗k
+Wk(θ + ω) +Qk(θ).
Now we project this equation over E1 and E2 and rearrange terms to get a triangular system
of equations. We write
W jk = ΠEjWk,
Qjk = ΠEjQk,
for j = 1, 2, where ΠEj is the projection `
∞(Rn)→ Ej . The first equation is
M1,1(θ)W
1
k (θ)
(
M−11,1 (θ)
)⊗k −W 1k (θ + ω) (10.4)
= Rk(θ)M
−1
1,1 (θ)
⊗k −M1,2(θ)W 2k (θ)M−11,1 (θ)⊗k +Q1k(θ),
and the second one is
M2,2(θ)W
2
k (θ)M
−1
1,1 (θ)
⊗k −W 2k (θ + ω) = Q2k(θ). (10.5)
Expanding these equations using the fact that M1,1(θ) = A1,1 + B1,1(θ), M2,2(θ) = A2,2 +
B2,2(θ) and M1,2(θ) = B1,2(θ), we get
A1,1W
1
k (θ)
(
A−11,1
)⊗k
+ T˜1(W
1
k )(θ)−W 1k (θ + ω)
= Rk(θ)
(
M−11,1 (θ)
)⊗k −B1,2(θ)W 2k (θ)M−11,1 (θ)⊗k +Q1k(θ), (10.6)
and
A2,2W
2
k (θ)
(
A−11,1
)⊗k
+ T˜2(W
2
k )(θ)−W 2k (θ + ω) = Q2k(θ), (10.7)
where
T˜1(W
1
k )(θ) = M1,1(θ)W
1
k (θ)M
−1
1,1 (θ)
⊗k −A1,1W 1k (θ)
(
A−11,1
)⊗k
,
T˜2(W
2
k )(θ) = M2,2(θ)W
2
k (θ)M
−1
1,1 (θ)
⊗k −A2,2W 2k (θ)
(
A−11,1
)⊗k
.
Observe that
‖M1,1(θ)−A1,1‖CrLΓ ≤ C‖F1‖Ct,rΓ ,
and M−11,1 (θ) = A
−1
1,1 + Bˆ1,1(θ), where by Lemma 4.18, ‖Bˆ1,1‖CrΓ = O(‖B1,1‖CrΓ). From these
facts, a telescopic decomposition and Proposition 4.12 we get the bound
‖T˜i(W )(θ)‖CrΓ ≤ C˜‖F1‖CΣt,rΓ , i = 1, 2.
To solve the triangular system for W 1k , W
2
k , we start by solving Equation (10.7). Given
E1, E2 arbitrary subspaces of `∞(Rn) and A ∈ L(E1,E1), B ∈ L(E2,E2), we define the
Sylvester operator SB,A(C) for C ∈ CrLkΓ(T
d, Lk(E1,E2)) as
SB,A(C)(θ) = BC(θ − ω)A⊗k.
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With this definition, we can rewrite Equation (10.7) as
SA2,2,A
−1
1,1
(W 2k )(θ + ω)−W 2k (θ + ω) + T˜2(W 2k )(θ) = Q2k(θ).
Since ‖T˜2(W 2k )‖Ck,rΓ is small and all operators involved in the r.h.s. of this equation are
linear, we can solve it if we can solve (SA2,2,A
−1
1,1
− Id)(W 2k )(θ + ω) = Q2k(θ), in turn, we
can solve this equation if 1 is not in the spectrum of the Sylvester operator SA2,2,A
−1
1,1
.
Notice that Q2k is determined by simple operations on C
r
Γ functions which maintain the C
r
Γ
character. Then Q2k ∈ CrL2Γ (below we show an explicit expression for Q2.)
Proposition 6.29 in Section 6.8 states that
SpecΓ SA2,2,A
−1
1,1
⊆ A SpecΓ(A2,2) ·A SpecΓ
(
A−11,1
)k
,
and by Hypothesis (H5), the r.h.s of this expression does not contain values in the unit circle
for 2 ≤ k ≤ L. Therefore we can solve Equation (10.7) and findW 2k ∈ CrΓ(Td, L2Γ(E1, `∞(Rn))).
We have two options to solve (10.6). If we can solve the following equation
(SA1,1,A
−1
1,1
− Id)(W 1k )(θ + ω) + T˜1(W 1k )(θ + ω)
= −B1,2(θ)W 2k (θ)M−11,1 (θ)⊗k +Q1k(θ), (10.8)
i.e. if 1 is not in the spectrum of (SA1,1,A
−1
1,1
, Cr
LkΓ
), we set W 1k (θ) equal to the solution
of (10.8), and Rk ≡ 0. Observe that this spectral condition holds for k large enough by
Proposition 6.29. Observe that to solve (10.8) we use the fact that SA1,1,A
−1
1,1
− Id can be
inverted and the smallness and linearity of T˜1(W
1
k ) as before.
If this is not the case and we can not solve equation (10.8), we can solve equation (10.6)
by setting W 1k ≡ 0 and Rk as
Rk(θ) = B1,2(θ)W
2
k (θ)−Q1k(θ)(M1,1(θ))⊗k.
Obviously there are many other possibilities to solve equations (10.6) and (10.7). The
remaining part of the proof is devoted to prove that if we use the choices indicated above
to solve the equations, the terms Wk, Rk for k ≥ 2 obtained are small if δ is small. Indeed,
this can be shown inductively while proving Qk are small. When k = 2, the homological
equation is
M(θ)W2(θ)s
⊗2 +
[
N(W1(θ)s+W2(θ)s
⊗2)
]
O(2)
= W1(θ + ω)R2(θ)s
⊗2 +W2(θ + ω) (M1,1(θ)s)⊗2
where the subscript O(2) means we only keep the order 2 terms. From this equation we
find
Q2(θ) = −
[
N(W1(θ)s+W2(θ)s
⊗2)
]
O(2)
,
which is of order δ since N is of order δ. This implies R2 and W2 are also small by the
following lemma.
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Lemma 10.4. Let A, B be linear operators defined on a Banach space E, A invertible and
f ∈ E. If ‖B‖ is small enough then the equation
Ax+Bx = f
has a unique solution, g ∈ E. Furthermore,
‖g‖ ≤ 1
1− ‖A−1B‖‖A
−1f‖.
The proof is straightforward. The smallness of W2 and R2 follows considering the
Sylvester operator SA−12,2,A2,2
as A and Q2 as f for the second equation and SA−11,1,A1,1
for
the first equation. Observe that the case when the Sylvester operator is not invertible also
implies W2 and R2 are small, since in this case W2 = 0 and R2 is a sum of small terms.
When k > 2, B = T1 or B = T2 depending on which equation we are solving. As before, if
we can not solve Equation (10.8), Wk and Rk are small since in this case Wk = 0 and Rk
is inductively a small term.
124
Chapter 11
Non-resonant manifolds II:
Regularity
11.1 Bounds for shifted iterated maps
In this chapter we will introduce a notation for skew products and skew product-like com-
position of anisotropic functions. This kind of expressions will appear in Section 11.3 when
defining certain inverses of operators via formal series. To prove the convergence of these
series we will need sharp bounds of these expressions.
Given M ∈ Cr(Td, LΓ(`∞(Rn), `∞(Rn))) and R ∈ CΣt,rΓ (`∞(Rn)×Td, `∞(Rn)) we define
M [k](θ) = M(θ) · · ·M(θ + (k − 1)ω), k ≥ 1, M [0](θ) = Id,
R[k](s, θ) = R(R[k−1](s, θ), θ + (k − 1)ω), k ≥ 1, R[0](s, θ) = s. (11.1)
These expressions are also called co-cycles over rotations in the literature. The bounds
for M [k](θ) when M = M0 + M˜(θ) and M0 is uncoupled are already established in Lemma
4.19.
The sharp bounds on R[k], based on the ideas in [dlLMM86] (page 574), are obtained by
determining bounds for the number of terms and factors when differentiating expressions
similar to R[k].
Let N > 0 be an arbitrary natural number. For technical reasons we will be interested
in grouping compositions of R in R[k] in groups of N maps. For that, given k let
k = pN + q
with p, q ∈ N, q < N , and define
R˜(s, θ) := R[N ](s, θ),
R˜[p] := R˜
(
R˜[p−1](s, θ), θ + (p− 1)Nω
)
. (11.2)
Observe that the definition of R˜[p] is different from the definition of R[k], as there is a
different shift in the angles. This makes the definitions compatible.
Note that with this definition of R˜[p], we can show inductively that
R[pN ] = R˜[p]. (11.3)
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Finally define (as an abuse of notation):
R˜[a] ◦R[b] := R˜[a](R[b](s, θ), θ + (b− 1)ω), for any b < N. (11.4)
Since k = pN + q, statements (11.3) and (11.4) imply the identity
R[k] = R˜[p] ◦R[q].
Lemma 11.1. Let f(x, θ) and g(x, θ) be such that f(g[k](x, θ), θ) is well defined for any
k ≥ 1 and assume that they are differentiable enough so that the j-th derivative with respect
to θ of the above expression makes sense. Let A(k, j) be the maximum number of terms
and B(k, j) be the number of factors in each term in the expansion of Djθ(f(g
[k](x, θ), θ))
expressed in terms of derivatives of g and f . Then
A(k, j) ≤ (k + 1)(j−1)j/2(k + 2)j−1, j > 1,
B(k, j) ≤ (k + 1)j , j > 1,
A(k, j) ≤ k + 1, j = 1,
B(k, j) ≤ k + 1, j = 1.
Proof. We will prove this result by analysing how the number of terms and factors increase
after differentiation with respect to θ. We will start by counting the terms and factors of
the first derivative, to get the initial conditions of a recurrence for the number of terms and
factors.
When we differentiate for the first time, we get
Dθf(g
[k]) = Dxf(g
[k](x, θ), θ)Dθ(g
[k](x, θ)) +Dθf(g
[k](x, θ), θ). (11.5)
If we expand the term Dθ(g
[k](x, θ)), we can use a similar identity k times. Observe that
each time we differentiate g[k](x, θ) with respect to θ to get the complete expansion we get
the terms
Dxg(g
[k−1](x, θ), θ + (k − 1)ω)Dθg[k−1](x, θ),
Dθg(g
[k−1](x, θ), θ + (k − 1)ω).
The second term has no more derivatives left to expand and the first term still has one
derivative left. Thus when we expand Dθg
[k−1](x, θ) we get two new terms, one with
pending expansions and one with no expansions left. We can repeat this process until we
have no derivatives left, i.e. when we have differentiated k times and the last product is
then Dθg(x, θ). Thus after expanding all derivatives in (11.5), we have k + 1 terms, each
term having a decreasing number of factors. The term with the least number of factors has
1 factor and the term with the most number of factors has k+ 1 factors. Therefore the first
derivative has k+ 1 terms and the term with the most number of factors has k+ 1 factors.
This proves the bound for j = 1.
When we have a term with m factors from the differentiation of f(g[k](x, θ), θ) a certain
number of times with respect to θ, we can assume each factor generates at most the same
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number of factors and terms as f(g[k](x, θ), θ) does under differentiation. This is an upper
bound, since a generic factor in this expression will have one of the following forms:
DaxD
b
θg(g
[c−1](x, θ), θ + (c− 1)ω),
DaxD
b
θf(g
[c](x, θ), θ + cω), c ≤ k.
Differentiating such a factor generates at most the same number of factors and terms as
differentiating f(g[k](x, θ), θ). Therefore if we have m factors, differentiating this expression
with respect to θ generates m terms (the same as the number of factors), each factor then
generates at most k + 1 new terms (following the rule for differentiating (11.5)) and each
new term gets an addition of at most k+ 1 new factors. Thus we will have m(k+ 2) terms
arising from each factor in a generic term of m factors of Djθf(g
[k](x, θ), θ), and each term
will have at most m(k + 1) factors.
Using this argument, we can write the following recurrences for the number of terms
(A) and factors (B):
A(k, j + 1) ≤ A(k, j)B(k, j)(k + 2), j > 1, A(k, 1) = k + 1,
B(k, j + 1) ≤ B(k, j)(k + 1), j > 1, B(k, 1) = k + 1.
Since this recurrence is of positive terms, we can bound it by the solution of the recur-
rence with an equality:
a(k, j + 1) = a(k, j)b(k, j)(k + 2), j > 1, a(k, 1) = k + 1, (11.6)
b(k, j + 1) = b(k, j)(k + 1), j > 1, b(k, 1) = k + 1. (11.7)
Expanding Equation (11.7) we get
b(k, j + 1) = b(k, j)(k + 1) = b(k, j − 1)(k + 1)2 = . . . = (k + 1)j+1.
We can now substitute this expansion into Equation (11.6),
a(k, j + 1) = a(k, j)(k + 1)j(k + 2),
and expand
a(k, j + 1) = a(k, j)(k + 1)j(k + 2) = a(k, j − 1)(k + 1)j−1(k + 1)j(k + 2)2
= . . . = (k + 1)(j+1)j/2(k + 2)j .
This proves that
A(k, j) ≤ a(k, j), j > 1, A(k, 1) ≤ (k + 1)
B(k, j) ≤ b(k, j),
as we wanted.
The next lemma obtains analogous bounds as Lemma 11.1 for the derivative
DixD
j
θ(f(g
[k](x, θ), θ)).
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Lemma 11.2. Let f(x, θ) and g(x, θ) be such that f(g[k](x, θ), θ) is well defined for any
k ≥ 1 and assume they are differentiable enough so that the (k, i)-th derivatives of the
above expression make sense. Let A(k, i) be the maximum number of terms and B(k, i)
be the maximum number of factors in each term in the expansion of DixD
j
θ(f(g
[k](x, θ), θ))
expressed in terms of derivatives of f and g. Then
A(k, i, j) ≤ (k + 1)i(i−1)/2(k + 1)j(i−1)(k + 1)j(j−1)/2(k + 2)j−1, j > 1,
B(k, i, j) ≤ (k + 1)i(k + 1)j , j > 1,
and
A(k, i) ≤ (k + 1)i(i−1)/2, j = 0,
B(k, i) ≤ (k + 1)i, j = 0,
A(k, i) ≤ (k + 1)i(i−1)/2(k + 1)i+1, j = 1,
B(k, i) ≤ (k + 1)i+1, j = 1.
Proof. We will follow the same method as in the proof of Lemma 11.1. We will differentiate
with respect to x an expression coming from Djθf(g
[k](x, θ), θ) and count the number of
terms appearing in it. Differentiating f(g[k](x, θ), θ) with respect to x generates one term
with k+1 factors. The number of factors depends on the iteration depth, k+1 in this case,
and the number of terms is the same as the number of factors, 1 in this case. A generic
term of DixD
j
θf(g
[k](x, θ), θ) will obviously be the product of terms, of one of the following
two types:
DaxD
b
θg(g
[c](x, θ), θ), c ≤ k − 1,
DaxD
b
θf(g
[c](x, θ), θ), c ≤ k.
This means that when differentiating with respect to x, each factor generates k + 1 new
factors and one new term. Thus the following recurrences hold, assuming j > 1.
A(k, i+ 1) ≤ A(k, i)B(k, i),
A(k, 0) = (k + 1)j(j−1)/2(k + 2)j−1, (11.8)
B(k, i+ 1) ≤ (k + 1)B(k, i),
B(k, 0) = (k + 1)j . (11.9)
We can follow the same bounding procedure as in Lemma 11.1. First consider the recurrence
with an equality,
a(k, i+ 1) = a(k, i)b(k, i),
a(k, 0) = (k + 1)j(j−1)/2(k + 2)j−1, (11.10)
b(k, i+ 1) = b(k, i)(k + 1),
b(k, 0) = (k + 1)j , , (11.11)
and now solve Equation (11.11):
b(k, i+ 1) = b(k, i)(k + 1) = b(k, i− 1)(k + 1)2 = . . . = (k + 1)i+1(k + 1)j .
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Replace this expression in Equation (11.10)
a(k, i+ 1) = a(k, i)(k + 1)i+1(k + 1)j = . . . = a(k, 0)(k + 1)i(i+1)/2(k + 1)j(i+1)
= (k + 1)(i+1)(i+2)/2(k + 1)j(i+1)(k + 1)j(j−1)/2(k + 2)j−1.
Finally,
A(k, i) ≤ a(k, i),
B(k, i) ≤ b(k, i),
for the j > 1 case, as we wanted.
When j = 0, the initial conditions in the recurrences (11.8), (11.9) are A(k, 0) = 1,
B(k, 0) = 1. We can obtain teh bound as before
A(k, i) ≤ (k + 1)i(i−1)/2,
B(k, i) ≤ (k + 1)i.
When j = 1, the initial conditions in the recurrences (11.8), (11.9) are A(k, 0) = k + 1,
B(k, 0) = k + 1. We can obtain the bound as before
A(k, i) ≤ (k + 1)i(i−1)/2(k + 1)i+1,
B(k, i) ≤ (k + 1)i+1.
In the case where f = R˜[p], g = R˜[q] the proof would be (formally) slightly different due
to the addition of shifts in the angles. Since shifting angles does not add differentiation
terms or factors, the number of terms can be bound exactly in the same way using p instead
of k in the formulas.
11.2 Bounds for the iterated local dynamics in Γ-norms
In this section we want to determine the tail terms in the parametrisation of the non-
resonant invariant manifold. To do so, we want to bound ‖DixDjθR[k]‖C0Γ in such a way
that a particular series to be defined later is absolutely convergent in Γ-norm. Since we
are bounding in Γ-norm, to get contraction properties we have to work with a high enough
iterate to turn uncoupled C0 linear contractions into Γ linear contractions. To find the
minimal iterate we need for this procedure, let N be such that Γ(0)−4‖A−1‖N‖A1,1‖LN <
ρ˜ < 1, for some ρ˜.
Recall that we define the restricted dynamics on the invariant manifold as
R =
L∑
j=1
Rk(θ)s
⊗j ,
which is a contraction in C0 if the perturbation ε and scaling parameter δ are small enough
as the following lemma shows. The following lemma is the first step in the proof of existence
of a C0 tail.
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Lemma 11.3. If ε and δ are small enough, we can bound
‖R[k]‖C0 ≤ (‖A1,1‖+ O(ε) + O(δ))k
in B(0, 1)× Td ⊂ `∞(Rn)× Td.
Proof. Observe that we can writeR(s, θ) = M1,1(θ)s+Q˜(s, θ), with Q˜(s, θ) =
∑L
j=2Rj(θ)s
⊗j
where Rj are the multilinear terms determined in Chapter 10. We have the bounds
‖M1,1(θ)‖C0 ≤ ‖A1,1‖ + O(ε) and ‖Q˜‖C0 = O(δ)‖s‖2 by the results in Chapter 10. It
is then clear that if δ and ε are small enough,
‖R‖C0 ≤ sup
‖s‖≤1
(‖A1,1‖+ O(ε))‖s‖+ O(δ)‖s‖
≤ sup
‖s‖≤1
((‖A1,1‖+ O(ε))‖s‖+ O(δ)‖s‖) < ρ,
with ρ = ‖A1,1‖+ O(ε) + O(δ), proving the case k = 1. Thus the map (s, θ) 7→ R[2](s, θ) is
well-defined. Now we can bound ‖R[j]‖C0 by induction:
‖R[j+1]‖C0 = ‖R(R[j](s, θ), θ + jω)‖C0
≤ (‖A1,1‖+ O(ε))‖R[j]‖C0 + O(δ)‖R[j]‖C0
which by induction hypothesis satisfies
‖R[j+1]‖C0 ≤ ρj+1‖s‖.
as desired.
Of course we also need bounds for higher regularity functions. Thus we need to bound
their derivatives by following a similar scheme of proof. In this case the bound will be in Γ
norms, since it is the bound needed when differentiating.
Lemma 11.4. If ε and δ are small enough and for (i, j) ∈ Σt,r we can bound
‖DixDjθR[k](x, θ)‖C0Γ
≤ (p+ 1)i(i−1)/2(p+ 1)j(i−1)(p+ 1)j(j−1)/2(p+ 2)j−1Γ(0)−2p(p+ 1)jp
× (‖A1,1‖+ O(ε) + O(δ))pN ,
where k = pN + q and C is independent of p.
Proof. Recall that we write R[k](x, θ) = R[pN+q](x, θ) = R[pN ](R[q](x, θ), θ + (q − 1)ω) and
denote R˜(x, θ) = R[N ](x, θ). Thus we can write R[k](x, θ) = R˜[p](R[q](x, θ), θ + (q − 1)ω).
Remember that N and L are fixed and observe that if ε and δ are small enough, ‖R‖C0 ≤
ρ‖x‖ as a particular case of Lemma 11.3 which implies all compositions are well-defined.
Finally observe that
‖M [N ]1,1 ‖C0Γ ≤ Γ(0)
−1
(
‖M0‖+ Γ(0)−1‖M˜‖C0LΓ
)N
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by Lemma 4.19.
The number of terms and factors appearing in the derivative DixD
j
θR
[k] (in terms of
derivatives of R˜ and R[q]) can be bounded by Lemma 11.2, hence the number of terms can
be bounded by (p+ 1)i(i−1)/2(p+ 1)j(i−1)(p+ 1)j(j−1)/2(p+ 2)j−1 and the number of factors
by (p+ 1)i+j+1. Each factor in a generic term of DixD
j
θ[R˜
[p](R[q])] is of one of the following
three types:
1. DbθR˜
[p](R[q]), b ≤ j,
2. DaxD
b
θR˜(R˜
[c](R[q])), a ≤ i+ j, b ≤ j, c < p, a ≥ 1, b ≥ 1,
3. DaxD
b
θR
[q], a ≤ i, b ≤ j.
We can bound factors of the first type by either a small constant related to the scaling
parametre when a ≥ 1 or using Lemma 4.19 when a = 0. Recall that Lemma 4.19 bounds
expressions of the form M [k](θ) where M(θ) = M0 +M˜(θ), and this is essentially equivalent
to bounding expressions of the type R[p], since we can write R˜ = M
[N ]
1,1 (θ)x+Q(x, θ), where
Q(x, θ) has order larger than 2 and has small coefficients (of order of the scaling parameter
δ) in all the considered norms and M
[N ]
1,1 is a contraction in LΓ-norm, since we have chosen
N satisfying this propperty.
We can bound factors of the second type likewise. When a ≥ 1 or b ≥ 1 the derivative
of R is of the order of the scaling parameter or the perturbation term respectively.
Finally, factors of type 3 can be bounded directly by a constant Cq. Observe that this
type of factor appears only once in each term.
Let µ be the worst bound of a factor in the previous discussion (which is smaller than
1 with the possible exception of the constant bounding type 3, which we will consider this
separately). Such a bound comes necessarily from the factor having no derivatives of R and
hence comes from bounding directly by using Lemma 4.19, since all other factors are bound
by the scaling or perturbation parameters and are thus as small as needed. Since the factor
(3) only appears in the term having the largest number of factors, we can bound the whole
expression by bounding all terms with the term having the least amount of factors (which
is p factors) and using the largest bound (the one not involving any derivatives, since the
others introduce scaling factors which decrease the bound).
Therefore we can bound DixD
j
θ(R˜
[p](R[q](x, θ), θ + (q − 1)ω)) by
(p+ 1)i(i−1)/2(p+ 1)j(i−1)(p+ 1)j(j−1)/2(p+ 2)j−1
(
‖M [N ]1,1 ‖C0Γ + O(ε) + O(δ)
)p
Cq
≤ (p+ 1)i(i−1)/2(p+ 1)j(i−1)(p+ 1)j(j−1)/2(p+ 2)j−1
×
((
‖A1,1‖+ O(‖B1,1‖CrLΓ )
)N
+ O(ε) + O(δ)
)p
Cq
≤ (p+ 1)i(i−1)/2(p+ 1)j(i−1)(p+ 1)j(j−1)/2(p+ 2)j−1 (‖A1,1‖+ O(ε) + O(δ))pN Cq
with ρ˜ = ρ+O(δ) < 1 when ε and δ are small enough, where we have used Lemma 11.2 to
bound the number of terms in this expression.
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11.3 Determining the tail of the parametrisation in Theorem
10.1
The results in Chapters 7, 8 and 10 determine terms Wj and Rj , 0 ≤ j ≤ L, such that W≤
and R defined as
W≤(s, θ) =
L∑
j=0
Wj(θ)s
⊗j ,
R(s, θ) =
∑
j=1
Rj(θ)s
⊗j
satisfy the invariance equation for a non-resonant manifold up to order L. Note that in this
and the next section we denote by s the variable in E1.
Now assume the parametrisation we are determining is written as
W = W≤ +W>, (11.12)
with W> ∈ CΣt,r,LΓ
(
B(0, 1)× Td ⊂ E1 × Td, `∞(Rn))
The term W> is the unknown tail of the parametrisation, W≤ is the formal solution
already established and the goal of this section is finding W> and determining its regularity.
We can write
F (x, θ) = M(θ)x+N(x, θ),
and write the invariance equation for W as
M(θ)
(
W≤(s, θ) +W>(s, θ)
)
+N
(
W≤(s, θ) +W>(s, θ), θ
)
= W≤ (R(s, θ), θ + ω) +W>(R(s, θ), θ + ω). (11.13)
Since M(θ) is invertible by combining Hypotheses (H2) and (H3) in Theorem 10.1, we
can write Equation (11.13) as
W>(s, θ)−M(θ)−1W>(R(s, θ), θ + ω)
= M(θ)−1W≤(R(s, θ), θ + ω)−W≤(s, θ)
−M(θ)−1N(W≤(s, θ) +W<(s, θ), θ). (11.14)
Given W≤ and R given by Proposition 10.3 we define
G,H : C
Σt,r,L
Γ (B(0, 1)×Td ⊂ E1 ×Td, `∞(Rn))→ CΣt,r,LΓ (B(0, 1)×Td ⊂ E1 ×Td, `∞(Rn)),
as
G(W )(s, θ) = W (s, θ)−M(θ)−1W (R(s, θ), θ + ω). (11.15)
H(W )(s, θ) = M(θ)−1W≤(R(s, θ), θ + ω)
−W≤(s, θ)−M(θ)−1N((W≤ +W )(s, θ), θ).
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We can write (11.14) as
G(W>)(s, θ) = H(W>)(s, θ), (11.16)
or equivalently, assuming G is invertible,
W>(s, θ) = G−1H(W>)(s, θ).
If we can prove G is an invertible operator and the Lipschitz constant of the composition
G−1H is smaller than 1, we will find W> satisfying (11.16) using a fixed point argument.
In the fixed point process we will lose some regularity of W> with respect to the regularity
of F , but we will recover the lost derivative in the next section.
We need the following bound.
Lemma 11.5. Given η ∈ CΣt,r,LΓ (B(0, 1)×Td ⊂ E1×Td, `∞(Rn)) with t ≥ 2 we can bound
‖DaθDbxη(x, θ)‖Γ ≤
1
(L− b)+!‖η‖CΣt,r,LΓ ‖x‖
(L−b+1)+ , (b, a) ∈ Σt,r,
where (a)+ = max(0, a).
Proof. Since Dbxη(0, θ) = 0, ∀θ ∈ Td for b ≤ L, we can use Taylor’s expansion around x = 0
to write
DaθD
b
xη(x, θ) =
1
(L− b− 1)!
∫ 1
0
(1− t)L−b−1DaθDLx η(tx, θ)x⊗(L−b) dt.
We can bound
‖DaθDLx η(tx, θ)‖Γ ≤ ‖η‖CΣt,r,LΓ ‖x‖,
since ∥∥∥∥DaθDLx η(tx, θ)tx tx
∥∥∥∥
Γ
≤ ‖η‖
C
Σt,r,L
Γ
‖x‖
by the definition of the C
Σt,r,L
Γ norm and the result follows.
Proposition 11.6. The operator
G : C
Σt,r,L
Γ (B(0, 1) ⊂ E1 × Td, `∞(Rn))→ CΣt,r,LΓ (B(0, 1) ⊂ E1 × Td, `∞(Rn))
defined as
G(W )(s, θ) = W (s, θ)−M(θ)−1W (R(s, θ), θ + ω)
is a well-defined injective linear operator.
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Proof. First observe that t − 1 ≥ L and that (x, θ) 7→ W>(R(x, θ), θ + ω) is well-defined
and stays in the domain of definition since ‖R‖C0 < 1. Also, we already established that
M(θ) is invertible for all θ. Observe also that the image of an L-flat function under the
operator G is also L-flat. Hence, to prove the operator is well-defined we need to check the
norm of the image in the target space is finite.
The only term in the norm which requires attention is
‖DiθDLx
(
M(θ)−1W (R(s, θ), θ + ω)
) ‖
‖s‖ .
Expanding the derivative we have terms with DjθD
k
xW (R(s, θ), θ+ω) with j ≤ i and k < L
which can be dealt with the Mean Value Theorem because DjθD
k
xW (0, θ + ω) = 0 and
‖R(s, θ)‖/‖s‖ is bounded and terms with DjθDLsW (R(s, θ), θ + ω) which can be bounded
by
‖DjθDLsW (R(s, θ), θ + ω)‖
‖R(s, θ)‖ ‖R(s, θ)‖ ≤ ‖W‖CΣt,r,LΓ (‖A1,1‖+ O(δ) + O(ε)) ‖‖s‖,
for s 6= 0. Recall that R(s, θ) = A1,1s+ h.o.t. and A1,1 is invertible.
To prove the operator is injective we will determine its kernel. Consider the projections
in stable and unstable bundles. Write W = (W 1,W 2) where W 1 = ΠE1W , W
2 = ΠE2W .
Since M(θ)−1 is triangular in this decomposition (since M(θ) is) we can write G in compo-
nents as
G1(W )(s, θ) = W 1(s, θ)−M−11,1W 1(R(s, θ), θ + ω) + (M−11,1M1,2M−12,2 )(θ)W 2(R(s, θ), θ + ω)
G2(W )(s, θ) = W 2(s, θ)−M−12,2 (θ)W 2 (R(s, θ), θ + ω) ,
We can solve G2(W ) = 0 iteratively by setting
W 2(s, θ) = lim
k→∞
M−12,2 (θ) · · ·M−12,2 (θ + (k − 1)ω)W 2(R[k](s, θ), θ + (k − 1)ω).
Observe that the limit is actually 0, which can be shown using a Taylor expansion like
above and the bound ‖M−12,2 ‖‖M1,1‖L+1 < ‖M−10 ‖‖M1,1‖L+1 < 1. Indeed,
DpθD
q
xM
[k]
2,2(θ)W
2(R[k](s, θ), θ + kω)
=
∑
j
CDp−mθ M
[k]
2,2(θ)D
q
xD
j
θ(W
2 ◦R[k])
=
∑
0≤m≤p
(β,α)∈Σ∗q,m
i1...+iβ=m−α
j1+...+jβ=q−β
CDp1θ M
−1
2,2 · · ·Dpkθ M−12,2CDαθDβxW 2 ◦R[k]Di1θ Dj1x R[k] · · ·D
iβ
θ D
jβ
x R
[k].
Since for η ∈ CΣt,r,LΓ (B(0, 1)×Td ⊂ E1×Td, `∞(Rn)) we can bound ‖DαθDβxη(x, θ)‖CΣt,rΓ ≤
1
(L−β−1)+!‖η‖CΣt,r,LΓ |x|
(L−β+1)+ by Lemma 11.5 and ‖Dipθ Djpx R[k]‖CΓ ≤ (p˜ + 1)i(i−1)/2(p˜ +
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1)j(i−1)(p˜+ 1)j(j−1)/2(p˜+ 2)j−1 (‖A1,1‖+ O(ε) + O(δ))p˜N Cq˜ with k = p˜N + q˜. Taking limit
when k → ∞ we get that W 2 = 0. In an analogous way we obtain W 1 = 0. the result
follows.
To prove G is invertible we need the following auxiliary lemma.
Lemma 11.7. The definition of R[k](s, θ) given in (11.1) is equivalent to
R<k>(s, θ) = R<k−1>(R(s, θ), θ + ω)
Proof. The proof is immediate by unwrapping the compositions:
R[k](s, θ) = R(R(R(. . . R(s, θ), θ + ω), . . .), θ + (k − 1) · ω),
R<k>(s, θ) = R(R(R(. . . R(s, θ), θ + ω), . . .), θ + (k − 1) · ω),
and observe that both coincide.
Proposition 11.8. The operator G is invertible.
Proof. Given η ∈ CΣt,r,LΓ (B(0, 1) × Td ⊂ E1 × Td, `∞(Rn)), the operator G has a formal
inverse given by
G−1(η)(s, θ) =
∞∑
k=0
(M−1)[k](θ)η(R[k](s, θ), θ + kω). (11.17)
Observe that since R is a contraction in C0, the composition η(·, θ+kω)◦R[k] is always
well-defined.
A straightforward calculation using the definitions of R[k] and R<k> proves this expres-
sion is indeed a formal inverse. For completeness, we prove one of the compositions.
G−1(G(η))(s, θ) =
∞∑
k=0
(M−1)[k](θ)η(R[k](s, θ), θ + kω)
−
∞∑
k=0
(M−1)[k](θ)M−1(θ + kω)η(R(R[k](s, θ), θ + (k + 1)ω))
=
∞∑
k=0
(M−1)[k](θ)η(R[k](s, θ), θ + kω)
−
∞∑
k=0
(M−1)[k+1](θ)η(R[k+1](s, θ + (k + 1)ω)) = η(s, θ).
The introduction of R<k> is necessary to check G(G−1η) = η. To prove the inverse indeed
exists we need to show the series in (11.17) is absolutely convergent in the C
Σt,r,L
Γ norm.
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This is equivalent to checking the convergence of the series
∞∑
k=0
DaθD
b
x
(
(M−1)[k](θ)η(R[k](s, θ), θ + kω)
)
for (b, a) ∈ Σ˜t,r.
According to the results of the previous section, every term in the sum is bounded by
a sum of terms of the general form
C‖Da−mθ (M−1)[k](θ)‖Γ‖DαθDβxη(R[k](s, θ), θ + kω)‖Γ
× ‖Di1θ Dj1x R[k](s, θ)‖Γ · · · ‖D
iβ
θ D
jβ
x R
[k](s, θ)‖Γ,
with 0 ≤ m ≤ a, (β, α) ∈ Σ˜b,m, i1 + . . . + iβ = m − α and j1 + . . . + jβ = b. This can be
bounded by
CnmΓ(0)−1(‖M−10 ‖+ O(‖M1‖CrLΓ ))
k‖η‖
C
Σt,r,L
Γ
‖R[k]‖(L−β+1)+κ(p, i1, j1) · · ·κ(p, iβ, jβ)
× (‖A1,1‖+ O(ε) + O(δ))pNβ
where
κ(p, i, j) = (p+ 1)i(i−1)/2(p+ 1)j(i−1)(p+ 1)j(j−1)/2(p+ 2)j−1
comes from Lemma 11.4. Hence each term in the sum can be bounded by
C(‖M−10 ‖+ O(ε) + O(δ))pN+q(‖A1,1‖+ O(ε) + O(δ))pN(L+1)‖η‖CΣt,r,LΓ ,
where C depends on n, a, b polynomially, thus the series is convergent. Moreover we check
that the series of the DiθD
L
x derivatives of the k-th terms divided by ‖s‖ converges. Hence
we obtain norms,
‖G−1(η)‖
C
Σt,r,L
Γ
≤ C‖η‖
C
Σt,r,L
Γ
with C independent of k, δ and ε.
Once we have proved that G is invertible, we want to solve the fixed point equation
W>(s, θ) =G−1
(
M(θ)−1W≤(R(s, θ), θ + ω)
−W≤(s, θ)−M(θ)−1N(W≤(s, θ) +W>(s, θ))) .
We will show this problem has a unique solution in C
Σt−1,r,L
Γ , and then prove this solution
has a derivative with respect to s, a concept similar to the situation in Section 9.1 but with
different tools.
We can decompose the operator H as H = H1 +H2, with
H1(W )(s, θ) = −W≤(s, θ) +M(θ)−1W≤(R(s, θ), θ + ω)−M(θ)−1N(W≤(s, θ), θ),
H2(W )(s, θ) = M(θ)
−1N(W≤(s, θ), θ)−M(θ)−1N((W≤ +W )(s, θ), θ).
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We rewrite H1(W ) as
H1(W )(s, θ =)M(θ)
−1 [−M(θ)W≤(s, θ)−N(W≤(s, θ), θ)−W≤(R(s, θ), θ + ω)]
and from this expression we readily get that H1(W ) is flat and ‖H1(W )‖
C
Σt,r,L
Γ
is as small
as needed.
We can write H2(W )(x, θ) as
H2(W )(x, θ) =
∫ 1
0
M(θ)−1DxN((W≤ + µW )(x, θ), θ)W (x, θ) dµ,
which is also as small as needed in the C
Σt,r,L
Γ norm because ‖N‖CΣt,rΓ is small and W ∈
C
Σt,r,L
Γ .
We can write the fixed point equation for the tail of the parametrisation W> as
W>(s, θ) = G−1H(W>)(s, θ)
which is well defined, since ‖H‖ is as small as needed. If we define T = G−1H, T maps the
unit ball of C
Σt,r,L
Γ to itself and the only thing left to check is to determine the Lipschitz
constant of T restricted to C
Σt−1,r,L
Γ .
Let ∆ ∈ CΣt−1,r,LΓ , we can write
(T(W> + ∆)− T(W>))(x, θ)
= −
∫ 1
0
G−1DxN
(
(W≤ +W> + λ∆)(x, θ), θ
)
∆(x, θ) dλ. (11.18)
We can take the DaθD
b
s derivative of this expression for W
> ∈ Ct,r,LΓ to see that
‖DaθDbs
[
T(W> + ∆)− T(W>)] ‖C0Γ ≤ C‖G−1‖‖DxN‖CΣt−1,rΓ ‖∆‖CΣt,r,LΓ .
Observe that when b = L, each term in the sum forming DaθD
L
xN ◦ (W≤+W> +λ∆)∆
has at least one derivative DαθD
β
s∆, with β ≤ L which is then bounded by C‖x‖L−β+1.
Thus
sup
‖x‖≤1, θ∈Td
‖ (DaθDbxDxN ◦ (W≤ +W> + λ∆)∆) (x, θ)‖C0,0Γ
‖x‖ ≤ C‖DxN‖CΣt−1,rΓ .
Therefore the operator T is a contraction in B(0, 1) ⊂ CΣt,r,LΓ (B(0, 1) × Td ⊂ E ×
Td, `∞(Rn)) and has a fixed point in it satisfying Equation (11.16).
11.4 Recovering the last derivative
In the previous result we lose a derivative with respect to x in the parametrisation W when
proving the contractivity of the operator T. Recovering this last derivative is the subject
of this section.
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Since W> satisfies the fixed point equation
W>(s, θ)−M(θ)−1W>(R(s, θ), θ + ω)
= M(θ)−1W≤(R(s, θ), θ + ω)−W≤(s, θ)
−M(θ)−1N(W≤(s, θ) +W<(s, θ), θ), (11.19)
its derivative with respect to x, DsW has to satisfy
DsW
>(s, θ)−M(θ)−1DsW>(R(s, θ), θ + ω)DsR(s, θ) =
M(θ)−1DsW≤(R(s, θ), θ + ω)DsR(s, θ)−DsW≤(s, θ)
−M(θ)−1DxN((W≤ +W>)(s, θ), θ)(DsW≤ +DsW>)(s, θ). (11.20)
Let
U(s, θ) =−DsW≤(s, θ) +M(θ)−1DsW≤(R(s, θ), θ + ω)DsR(s, θ)
−M(θ)−1DxN((W≤ +W>)(s, θ), θ)DsW≤(s, θ). (11.21)
Observe that now we can write Equation (11.20) as
DsW
>(s, θ)−M(θ)−1DsW>(R(s, θ), θ + ω)DsR(s, θ) =
−M(θ)−1DxN((W≤ +W>)(s, θ), θ)DsW>(s, θ) + U(s, θ). (11.22)
Define the operators
G˜, H˜ : C
Σt−1,r,L−1
Γ (B(0, 1)×Td ⊂ E1×Td, `∞(Rn))→ CΣt−1,r,L−1Γ (B(0, 1)×Td ⊂ E1×Td, `∞(Rn))
by
G˜(K)(s, θ) = K(, θ)−M(θ)−1K(R(s, θ), θ + ω)DsR(s, θ),
H˜(K)(s, θ) = −M(θ)−1DxN((W≤ +W>)(s, θ), θ)K(s, θ).
Now the fixed point equation (11.22) can be written as
G˜(DsW
>)(s, θ) = H˜(DsW
>)(s, θ) + U(s, θ).
Lemma 11.9. The operators
G˜, H˜ : C
Σt−1,r,L−1
Γ (B(0, 1)×Td ⊂ E1×Td, `∞(Rn))→ CΣt−1,r,L−1Γ (B(0, 1)×Td ⊂ E1×Td, `∞(Rn))
are well-defined.
Proof. It is straightforward to prove the well-definedness of G˜. Since M(θ)−1 exists, and if
K is in C
Σt−1,r
Γ , so is G˜(K). Likewise, if K is L− 1-flat, so is G˜(K) since R has no term of
order 0.
Similarly for H˜, the only thing to check is whether (W≤ +W>)(s, θ) is in the domain
of definition of DxN for all (s, θ) ∈ B(0, 1) × Td, but they are because W≤ contracts and
‖W≤‖C0 ≤ 1.
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The main result to recover the lost derivative is the following lemma.
Lemma 11.10. G˜, H˜ : C
Σt−2,r,L−1
Γ (B(0, 1)×Td ⊂ E1×Td, `∞(Rn))→ CΣt−2,r,L−1Γ (B(0, 1)×
Td ⊂ E1×Td, `∞(Rn)) are bounded linear operators. Moreover, if ‖N‖
C
Σt,r
Γ
is small enough,
then G˜ is invertible and ‖G˜−1‖‖H˜‖ < 1.
Remark 11.11. Observe that the operators are well defined in C
Σt−1,r,L−1
Γ , but to prove
contractivity we need C
Σt−2,r,L−1
Γ . We recover the missing regularity later.
Proof. They are clearly linear operators.
The proof of the invertibility of G˜ is very similar to proving the invertibility for G
(Proposition 11.8). Thus the operator G˜ has a formal inverse, given by the series
∞∑
k=0
(M−1)[k](θ)G(R[k](s, θ), θ + kω)(DsR)[k](s, θ).
Proving its convergence is totally analogous to the proof of G referenced above. Observe
that the missing R factor in the bounds (since G ∈ Ct−1,r,L−1) comes from the additional
factor DsR.
The operator H˜ is as small as needed, since its size can be adjusted via the scaling as
for the operator H, hence the composition is well defined.
Thus the bound for the operator norms follows.
To finish the proof we need to prove U(s, θ) ∈ Ct−1,r,L−1Γ (B(0, 1)×Td, `∞(Rn)). Indeed,
we can write
U(s, θ) = −Ds(U1 + U2),
where
U1 = W
≤(s, θ)−M(θ)−1W≤(R(s, θ), θ + ω)−M(θ)−1N(W ≤ (s, θ), θ),
U2 = M(θ)
−1N(W≤(s, θ), θ)−M(θ)−1N((W≤ +W>)(s, θ), θ)
where we have added and removed M(θ)−1N(W≤(s, θ), θ).
Observe that U1 and U2 are the expressions appearing in (11.22) and hence they are in
C
Σt,r,L
Γ and then U ∈ CΣt,r,LΓ .
Finally, we can solve
G˜(K)(s, θ) = H˜(K)(s, θ) + U(s, θ) (11.23)
by writing
K =
(
G˜+ H˜
)−1
(U) = G˜−1(Id +G˜−1H˜)−1U.
Since Lemma 11.10 states ‖G˜−1‖‖H˜‖ < 1 and G˜−1 is well defined by the same result, we can
find a unique solution of Equation (11.23), which is DsW
> and therefore W> ∈ CΣt,r,LΓ ,
proving Theorem 10.1.
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Chapter 12
Normal forms and Sternberg’s
conjugation theorems
12.1 Normal forms of maps in lattices
In this Section we consider the computation of normal forms around a fixed point of a map
in a lattice, assuming the map has decay properties. We estimate the decay properties of
the normal form and the transformation to it.
We consider an open set U of `∞(Rn) such that 0 ∈ U and
F : U → `∞(Rn)
a map such that F (0) = 0 and F ∈ CrΓ(U, `∞(Rn)). LetA = DF (0), withA ∈ LΓ(`∞(Rn), `∞(Rn))
and consider its Γ-spectrum SpecΓ(A).
Theorem 12.1. In the previously described setting there exist polynomials H ∈ C∞Γ (`∞(Rn), `∞(Rn))
and R ∈ C∞Γ (`∞(Rn), `∞(Rn)) of degree at most r such that H(0) = 0, DH(0) = Id and
F ◦H(x)−H ◦R(x) = o(‖x‖r)
and R(x) = Ax+
∑
j∈J Rjx
⊗j where
J = {2 ≤ j ≤ r | SpecΓ(A)j ∩ SpecΓ(A) 6= ∅}
and Rj ∈ LjΓ(`∞(Rn), `∞(Rn)).
Corollary 12.2. Under the conditions of the previous theorem, if
SpecΓ(A)
j ∩ SpecΓ(A) = ∅, 2 ≤ j ≤ r,
then there exists a polynomial H ∈ C∞Γ (`∞(Rn), `∞(Rn)) such that
F ◦H(x)−H ◦Ax = o(‖x‖r).
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Proof. We look for H and R in the form
H(x) =
r∑
j=1
Hjx
⊗j ,
R(x) =
r∑
j=1
Rjx
⊗j ,
where Hj , Rj ∈ LjΓ(`∞(Rn), `∞(Rn)). Taking derivatives on both sides of
F ◦H = H ◦R
and evaluating at 0 we have
AH1 = H1R1.
This equation has the obvious solution H1 = Id, R1 = A, although other solutions are
possible, for instance H1 any linear map which commutes with A, as H1 = α Id, α ∈ R and
R1 = A.
Taking k-th order derivatives using the Faa` di Bruno formula,
k∑
j=1
∑
i1,...,ij≥1
i1+...+ij=k
CDjF ◦H(Di1H · · ·DijH) =
k∑
j=1
∑
i1,...,ij≥1
i1+...+ij=k
CDjH ◦R(Di1R · · ·DijR)
(where for the sake of simplicity we have not written the dependence of C on the indices,)
and evaluating the derivatives at 0 we can write
AHk +G
1
k = Rk +HkA
⊗r +G2k, (12.1)
where G1k, G
2
k are k-linear maps which depend on D
jF (0), 1 ≤ j ≤ r, and Hi, Ri, 1 ≤ i ≤
r − 1.
Let Gk = G
1
k −G2k. Note that Gk is sum and contraction of multilinear operators.
Using Sylvester operators (introduced in Chapter 6) we rewrite Equation (12.1) as(
SA−1,A − Id
)
Hk = A
−1(−Rk +Gk). (12.2)
Now we proceed inductively from k = 2 up to k = r. Assume that for j up to the (k−1)-
th step we have obtained Hj and Rj in L
j
Γ(`
∞(Rn), `∞(Rn)) solving Equation (12.2). From
the way Gk is defined, from Proposition 3.16 we get that Gk ∈ LkΓ(`∞(Rn), `∞(Rn)) and
hence A−1(−Rk +Gk) ∈ LkΓ(`∞(Rn), `∞(Rn)). Now, if
SpecΓ(A) ∩ SpecΓ(A)k = ∅,
then 1 /∈ Spec SA−1,A thus
(
SA−1,A − Id
)
: LkΓ → LkΓ is invertible by Proposition 6.21.
This implies we can choose Rk = 0 and Hk = (SA−1,A)
−1Gk.
Obviously with this choice Rk, Hk ∈ LkΓ(`∞(Rn), `∞(Rn)). On the other hand, if
SpecΓ(A) ∩ SpecΓ(A)k 6= ∅
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the operator SA−1,A may not be invertible and we set Rk = Gk and Hk = 0. This
is not the only possible choice, it is only the simplest one and we also have Hk, Rk ∈
LkΓ(`
∞(Rn), `∞(Rn)).
Another standard possibility is to decompose LkΓ(E,E) = Im SA−1,A ⊕ V , where Im
stands for the range of SA−1,A and V is a complementary subspace in L
k
Γ(E,E). Then one
decomposes Gk according to this splitting of the space as G
I
k + G
V
k and choose Hk such
that SA−1,A Hk = G
I
k and Rk = G
v
k. Of course this choice also depends on the choice of
the complementary space V .
By the choice of Hk, Rk, 1 ≤ k ≤ r,
Dk [F ◦H −H ◦R] = 0, 1 ≤ k ≤ r
and hence, by Taylor’s theorem F ◦H(x)−H ◦R(x) = o(‖x‖r).
12.2 Sternberg theorems in lattices
In this section we will prove several Sternberg conjugation theorems for contractions under
several non-resonance hypotheses. All are adaptations to our setting of the classical proof
in [Ste57], using the normal form theory developed in the previous section.
Although we do not explore it here, another possibility is to follow the ideas in [CC97],
based on the fact that a function ϕ conjugates h0 and h1 if and only if the graph of ϕ is
invariant under h0×h1. Using this insight and the constructions of invariant manifolds up
to a certain order in Chapters 8 and 10 under non-resonance we might also prove Sternberg
theorems in lattices with decay.
Theorem 12.3. Let U be an open set of `∞(Rn) such that 0 ∈ U . Let F : U → `∞(Rn) be
a CrΓ map of the form F = F0 + F1 where F0 is an uncoupled map and F0(0) = F1(0) = 0.
Let A = DF0(0), B = DF1(0) and M = A+B. Assume that Aij = aδij with a ∈ L(Rn,Rn).
Let Spec(a) = {λ1, . . . , λn}. Assume furthermore
(H1) 0 < |λi| < 1, 1 ≤ i ≤ n,
(H2) λi 6= λk, k ∈ Zn, |k| ≥ 2, 1 ≤ i ≤ n.
Let α = mini |λi|, β = maxi |λi|, ν = logαlog β and r0 = [ν] + 1. Then if F ∈ CrΓ(U, `∞(Rn))
with r ≥ r0 and ‖B‖Γ is small enough, there exists R ∈ CrΓ(`∞(Rn), `∞(Rn)) such that
R(0) = 0, DR(0) = Id and
R ◦ F = MR
in some neighborhood U1 ⊆ U of 0 in `∞(Rn).
Remark 12.4. Note that we do not require ‖F1‖ to be small but only B = DF1(0) to be
small.
Remark 12.5. Since a is a contraction, assumption (H2) involves only a finite set of
conditions.
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Before starting the proof we perform a re-scaling of F as in Section 8.4 to move the
smallness conditions on the domains of definition to the smallness of an auxiliary parameter.
Let δ ∈ R, δ > 0, and the re-escaling map Tδx = δx. We define
Fδ(x) = T
−1
δ ◦ F ◦ Tδ(x) = Mx+Nδ(x) = Mx+ δ−1N(δx).
From now on we will not write the dependence on δ of Fδ(x) and Nδ(x) and we will
assume that F is defined on B(0, 1) ⊂ `∞(Rn) and δ is as small as needed. In particular,
if F is at least of class C2, we have that
‖N‖C0 = O(δ), ‖DN‖C0 = O(δ) and ‖DjN‖C0 = O(δj−1), j ≥ 2,
and moreover
‖N‖CrΓ = O(δ).
Given r, r0 ∈ N, r ≥ r0 we introduce the spaces
χr,r0 =
{
g ∈ Cr(B(0, 1), `∞(Rn)) |Djg(0) = 0, 0 ≤ j ≤ r0, ‖g‖Cr <∞
}
,
χr,r0Γ =
{
g ∈ CrΓ(B(0, 1), `∞(Rn)) ∩ χr,r0 | ‖g‖CrΓ <∞
}
.
Observe that χr,r0Γ is a closed subspace of C
r
Γ.
Lemma 12.6. There exists m ∈ N such that
Γ(0)−2
(
α−1βr0
)m
< 1.
Then if r ≥ r0 with F ∈ CrΓ(U, `∞(Rn)) and ‖B‖Γ and the re-scaling parameter are small
enough, the operator Gm : χ
r,r0
Γ → χr,r0Γ defined by
Gm(g) = M
−mg ◦ Fm
is well defined and a contraction in the CrΓ-norm.
Proof. First we fix some quantities to be used throughout the proof. From the definition
of r0 and the fact that β < 1 we have
α−1βr0 < 1.
Then there exists m ∈ N such that
Γ(0)−2
(
α−1βr0
)m
< 1
and also there exists positive numbers ε1, ε2 and ε3 such that
Γ(0)−1(α−1 + ε1)m
[
Γ(0)−1 ((β + ε1)m + ε2)r0 + ε3
]
< 1. (12.3)
On the other hand there exists a norm in Rn such that
‖a‖ < β + ε1
2
, ‖a−1‖ < α−1 + ε1
2
,
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where ‖ · ‖ is the associated operator norm. Clearly,
‖am‖ <
(
β +
ε1
2
)m
, ‖am‖ <
(
α−1 +
ε1
2
)m
and
‖Am‖Γ < Γ(0)−1
(
β +
ε1
2
)m
, ‖A−m‖Γ ≤ Γ(0)−1
(
α−1 +
ε1
2
)m
.
Moreover,
‖Mm‖Γ = ‖(A+B)m‖Γ
≤ ‖Am‖Γ + O(‖B‖Γ) ≤ Γ(0)−1(β + ε1
2
)m + Γ(0)−1
ε1
2
βm−1
< Γ(0)−1(β + ε1)m
if ‖B‖Γ is small enough.
In the same way, now using Proposition 3.11,
‖M−m‖Γ ≤ ‖A−m‖Γ + O(‖B‖Γ)
≤ Γ(0)−1(α−1 + ε1
2
)m + Γ(0)−1
ε1
2
α−(m−1) < Γ(0)−1(α−1 + ε1)m,
and finally
‖Mm‖ ≤ ‖M‖m ≤ (β + ε1)m.
Let g ∈ χr,r0Γ . By Remark 4.4 we have
‖Gm(g)‖CrΓ ≤ ‖M−m‖Γ‖g ◦ Fm‖CrΓ .
To estimate ‖g ◦ Fm‖CrΓ we will use again the Faa` di Bruno formula for the derivative,
1 ≤ p ≤ r,
Dp(g ◦ Fm)(x) =Dpg(Fm(x))(DFm(x))⊗p
+
p−1∑
j=1
∑
i1,...,ij≥1
i1+...+ij=p
CDjg(Fm(x))Di1Fm(x) · · ·DijFm(x), (12.4)
where C is a combinatorial coefficient which depends on all the indices. From (12.4) it is
clear that Dp(g ◦ Fm)(0) = 0 for 1 ≤ p ≤ r0, since Fm(0) = 0.
Since g ∈ χr,r0 , by Taylor’s theorem in integral form (see [AMR88])
g(x) =
1
(r0 − 1)!
∫ 1
0
(1− t)r0−1Dr0g(tx)x⊗r0 dt
and also
Djg(x) =
1
(r0 − j − 1)!
∫ 1
0
(1− t)r0−j−1Dr0g(tx)x⊗(r0−j) dt, 0 ≤ j ≤ r0 − 1.
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Using the previous formulas, the results in Section 6.3 and Proposition 3.14 we have
‖Djg(Fm(x))‖Γ ≤ 1
(r0 − j − 1)!
∥∥∥∥∫ 1
0
(1− t)r0−j−1Dr0g(tFm(x))(Fm(x))⊗(r0−j) dt∥∥∥∥
Γ
≤ 1
(r0 − j − 1)!
∫ 1
0
(1− t)r0−j−1‖Dr0g(tFm(x))‖Γ‖Fm(x)‖r0−j dt
≤ 1
(r0 − j)!‖g‖C
r
Γ
‖Fm(x)‖r0−j , 0 ≤ j ≤ r0 − 1
and
‖Djg(Fm(x))‖Γ ≤ ‖g‖CrΓ , r0 ≤ j ≤ r.
We can write both bounds in the more compact form
‖Djg(Fm(x))‖Γ ≤ ‖g‖CrΓ‖Fm(x)‖(r0−j)+ ,
where (t)+ = max(t, 0).
Then
‖Dp(g ◦ Fm)(x)‖Γ
≤ ‖g‖CrΓ‖Fm(x)‖(r0−p)+‖DFm(x)‖Γ‖DFm(x)‖p−1
+
p−1∑
j=1
∑
i1,...,ij≥1
i1+...+ij=p
C‖g‖CrΓ‖Fm(x)‖(r0−j)+‖Di1Fm(x)‖Γ · · · ‖DijFm(x)‖Γ.
By the scaling,
‖Fm(x)‖ ≤ ‖Mmx‖+ O(δ) ≤ ‖Mm‖+ O(δ),
‖DFm(x)‖ ≤ ‖Mm‖+ O(δ), ‖DFm(x)‖Γ ≤ ‖Mm‖Γ + O(δ),
and
‖DjFm(x)‖Γ = O(δ), j ≥ 2.
Also note that for p ≥ 0, (r0 − p)+ + p ≥ r0.
Then
‖Dp(g ◦ Fm)(x)‖Γ ≤ ‖g‖CrΓ
[
(‖Mm‖Γ + O(δ)) (‖Mm‖+ O(δ))r0−1 + O(δ)
]
, 1 ≤ p ≤ r
and finally
‖Gm(g)‖CrΓ ≤ ‖M−m‖Γ
[
(‖Mm‖Γ + O(δ)) (‖Mm‖+ O(δ))r0−1 + O(δ)
]
‖g‖CrΓ
≤ Γ(0)−1(α−1 + ε1)m
×
[(
Γ(0)−1(β + ε1)m + O(δ)
)
((β + ε1)
m + O(δ))r0−1 + O(δ)
]
‖g‖CrΓ .
Then if δ is small enough, by (12.3) the factor in front of ‖g‖CrΓ is strictly less than 1
and hence G is a contraction in χr,r0Γ .
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Now we use the normal form theory in the previous section to find a decay map which
linearises our map F up to order r0. The form of A implies that SpecA = {λ1, . . . , λn} and
SpecAm = {λ1, . . . , λmn }. Since Am is uncoupled, SpecΓ(Am) = Spec(Am). Moreover the
non-resonance condition (H2) implies that
λmi 6= λnk11 · · ·λmknn , k ∈ Zn, |k| ≥ 2
and therefore
(SpecΓ(A
m))j ∩ SpecΓ(Am) = ∅, j ≥ 2.
Taking ‖B‖Γ sufficiently small, by Proposition 6.15 we have
(SpecΓM
m)j ∩ SpecΓMm = ∅, 2 ≤ j ≤ r0,
since we are only asking for a finite set of conditions.
Hence Corollary 12.2 gives us that there exists a polynomial H ∈ C∞Γ (`∞(Rn), `∞(Rn))
of degree (at most) r0 such that H(0) = 0, DH(0) = Id and
Fm ◦H(x)−H ◦Mm(x) = o(‖x‖r0).
Let S0 = H
−1. By Theorem 4.5, S0 ∈ CrΓ and satisfies
S0(0) = 0, DS0(0) = Id,
M−m ◦ S0 ◦ Fm − S0 = o(‖x‖r0).
Starting with this approximate conjugation we define the sequence
Sn = M
−mSn−1 ◦ Fm, n ≥ 1.
The next lemma proves that Sn converges to a well-defined conjugation in the space
CkΓ.
Lemma 12.7. The sequence {Sn}n∈N defined above converges to a function S ∈ CkΓ satis-
fying S(0) = 0, DS(0) = Id and
S ◦ Fm = MmS.
Proof. Since m is fixed we do not write the dependence of Gm on m. First we will prove
the following relation
Sn = S0 +
n−1∑
j=0
Gj(M−mS0 ◦ Fm − S0), (12.5)
where G0 = Id and Gj = G ◦ Gj−1, j ≥ 1. Observe that M−mS0 ◦ Fm − S0 ∈ χr,r0 , since S0
solves the conjugation equation formally up to order r0. Moreover M
−mS0 ◦Fm−S0 ∈ CkΓ
since S0, F ∈ CkΓ. We will prove (12.5) by induction. When n = 1, we can use the definition
S1 = G(S0):
S1 = G(S0) = M
−mS0 ◦ Fm = S0 + G0(M−mS0 ◦ Fm − S0).
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Now assume Equation (12.5) is true up to the index n, then
Sn+1 = M
m(−n−1)S0 ◦ Fm(n+1)
= M−mnS0 ◦ Fmn +Mm(−n−1)S0 ◦ Fm(n+1) −MmnS0 ◦ Fmn
= Sn +M
−mn (M−mS0 ◦ Fm − S0) ◦ Fmn
= Sn + G
n(M−mS0 ◦ Fm − S0)
= S0 +
n∑
j=0
Gj
(
M−mS0 ◦ Fm − S0
)
.
Now by Lemma 12.6, G is a contraction in χr,r0Γ and therefore the series determining
limn→∞ Sn is convergent.
Finally, we have to check the conjugacy properties. We can write
S ◦ Fm = lim
n→∞Sn ◦ F
m = lim
n→∞M
−mnS0 ◦ Fmn+m = lim
n→∞M
mM−mn−mS0Fmn+m = MmS,
proving the conjugacy part. Finally,
S(0) = lim
n→∞M
−mnS0 ◦ Fmn(0) = 0,
and since DFmn(0) = DFmn(Fmn−1(0)) · · ·DF (0) = Mmn and DS0(0) = Id,
DS(0) = lim
n→∞M
−mnDS0(Fmn(0))DFmn(0) = lim
n→∞M
−mn IdMmn = Id .
Thus, S conjugates Fm to Mm. The final step is showing that S also conjugates F to
M .
By the spectral properties, and also applying Corollary 12.2, there exists a polynomial
H˜ ∈ C∞(`∞(Rn), `∞(Rn)) such that
H˜(0) = 0, DH˜(0) = Id,
and
F ◦ H˜(x) = H˜ ◦M(x) = o(‖x‖r0).
Let R0 = H˜
−1. Thus
M−1R0 ◦ F (x) = R0(x) + o(‖x‖r0)
and as a consequence
M−mR0 ◦ Fm(x) = R0(x) + o(‖x‖r0). (12.6)
Lemma 12.8. Under the hypotheses of Theorem 12.3, if ‖B‖ is small enough the operator
G˜ : Cr(B(0, 1), `∞(Rn))→ Cr(B(0, 1), `∞(Rn))
defined by
G˜(g) = M−1g ◦ F
is well defined and a contraction in the Cr-norm.
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The proof of this lemma is analogous to the proof of Lemma 12.6 but the estimates are
much simpler, since they do not involve decay functions.
Define the sequence
Rn = M
−1Rn−1 ◦ F, n ≥ 1.
The same arguments to the ones used in the proof of Lemma 12.7 but now in the space
Cr instead of CrΓ give that there exists R = limn→∞Rn and R ∈ Cr(`∞(Rn), `∞(Rn)) such
that R ◦ F = MR.
Now consider the iteration Sn considered in Lemma 12.7 with S0 = R0 ∈ CrΓ. Since R0
satisfies (12.6), we see that Sn is then a sub-sequence of Rn, being both convergent in the
larger space Cr. Then
R = lim
n→∞Rn = limn→∞Sn = S ∈ C
r
Γ
and S also conjugates F with M , proving Theorem 12.3.
An improvement of Theorem 12.3 consist of not assuming the non-resonant condition
(H2). In such case we obtain a CrΓ local conjugation to a normal form of F instead to a
conjugation to its linear part.
Theorem 12.9. Under the conditions and notation of Theorem 12.3 except hypothesis
(H2), if F ∈ CrΓ(`∞(Rn), `∞(Rn)) with r ≥ r0 and ‖B‖Γ is small enough there exists a poly-
nomial H ∈ C∞Γ (`∞(Rn), `∞(Rn)) of degree not larger than r0 and R ∈ CrΓ(`∞(Rn), `∞(Rn))
such that
R(0) = 0, DR(0) = Id
and
R ◦ F = H ◦R
in some neighborhood U1 ⊂ U of 0.
Proof. We will only comment on the differences of this proof with the proof of Theorem
12.3. After re-scaling and defining χr,r0 and χr,r0Γ , we use the same integer m. We determine
a normal form H provided by Theorem 12.1 and define an operator
Gm(g) = H
−m ◦ g ◦ Fm.
Now the estimates on Gm become more involved because in this case H is not linear. This
implies that Gm is not linear anymore. However, because of the re-scaling, H
−1 is very
close to M−1 in CrΓ (and C
r) norm, a fact which gives similar estimates and thus proves
LipGm < 1. The remaining part of the proof is analogous.
The previous theorems assume that the linear part of the maps is close to an uncoupled
map and that all restrictions to nodes are equal. This gives sufficient conditions for the
conjugation in terms of the eigenvalues of the restriction to the nodes.
A statement using conditions on the Γ-spectrum of the linear part is the following.
Theorem 12.10. Let U be an open set of `∞(Rn) such that 0 ∈ U . Let F ∈ CrΓ(U, `∞(Rn))
with F (0) = 0. Let A = DF (0). Assume
(H1) 0 /∈ SpecΓ(A) and SpecΓ(A) ⊂ D(0, 1),
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(H2) SpecΓ(A) ∩ SpecΓ(A)j = ∅, j ≥ 2.
Let α = inf{|λ| |λ ∈ SpecΓ(A)}, β = sup{|λ| |λ ∈ SpecΓ(A)}, ν = logαlog β and r0 = [ν] + 1.
Then if F ∈ CrΓ(U, `∞(Rn)) with r ≥ r0 there exists R ∈ CrΓ(`∞(Rn), `∞(Rn)) such that
R(0) = 0, DR(0) = Id and
R ◦ F = AR
in a neighborhood U1 ⊂ U of 0.
Remark 12.11. Since SpecΓ(A) is compact, (H1) implies that 0 < α ≤ β < 1. Therefore
(H2) needs to be checked only for 2 ≤ j ≤ logαlog β .
Proof. The proof has a structure very similar to the proof of Theorem 12.3 but has some
technical differences. Let r0 and r be as in the statement of the theorem. Note that
β = rΓ(A) and α
−1 = rΓ(A−1). Since r0 > ν, α−1βr0 < 1 and there exists ε1 > 0 such that
(α−1 + ε1)(β + ε1)r0 < 1.
From Proposition 6.13 there exists m such that
‖An‖Γ ≤ (rΓ(A) + ε1)n , n ≥ m
and
‖A−n‖Γ ≤ (rΓ(A−1) + ε1)n, n ≥ m.
Obviously
(α−1 + ε1)m(β + ε1)mr0 < 1
and there exists ε2, ε3 > 0 such that
(α−1 + ε1)m [((β + ε1)m + ε2)r0 + ε3] < 1.
Now we introduce the operator Gm : χ
r,r0
Γ → χr,r0Γ defined by
Gm(g) = A
−mg ◦ Fm
where the space χr,r0Γ is the same as in the proof of Theorem 12.3.
Analogous estimates as in Lemma 12.6 lead us to prove that if the re-scaling parameter
is small enough Gm is well defined in χ
r,r0
Γ and a contraction. Then the proof follows the
same lines as the proof of Theorem 12.3.
For the uniqueness arguments needed at the end of the proof, we consider the operator
G˜(g) = A−1g◦F in Cr(B(0, 1), `∞(Rn)). Since Spec(A) ⊂ SpecΓ(A), condition (H2) implies
that there are also no resonances among the elements of Spec(A) and that r(A) < β and
r(A−1) > α−1. Hence we can find a norm in the space, equivalent to the original one such
that
‖A−1‖‖A‖r0 < 1, (12.7)
where in the previous expression ‖ · ‖ stands for the associated operator norm. The bound
(12.7) allows us to prove the estimates needed to show that G˜ is a contraction. With these
ingredients we can finish the proof in this setting.
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The analogous version of Theorem 12.9 in this setting is the following.
Theorem 12.12. Under the conditions of Theorem 12.10, except condition (H2), if F ∈
CrΓ(`
∞(Rn), `∞(Rn)) with r ≥ r0 there exists a polynomial H ∈ C∞Γ (`∞(Rn), `∞(Rn)) of
degree not larger than r0 and R ∈ CrΓ(`∞(Rn), `∞(Rn)) such that
R(0) = 0, DR(0) = Id
and
R ◦ F = H ◦R
in some neighborhood U1 ⊂ U of 0.
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Part II
An Entire Transcendental Family
with a Persistent Siegel Disk
153
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Introduction
In the second part we deal with a holomorphic dynamics problem, studying a family of
entire transcendental functions with a persistent Siegel disc.
Holomorphic dynamics started with the work of Fatou ([Fat20]) and Julia ([Jul18]) at
the beginning of the 20th century, motivated by the complex Newton method. They studied
general properties shared between rational and transcendental functions (those having an
essential singularity at ∞) alike. They gave a dynamically natural partition of the phase
space named after them, the Fatou set F (f) where the iterates of f form a normal family
and the Julia set J (f) = Cˆ − F (f) its complement. Informally, the Fatou set is formed
by those points that behave under iteration “like their neighbors do”, which is why it is
sometimes called the stable set. Its complement, the Julia set, is also called the chaotic set
and, indeed the dynamics on J (f) exhibit high amounts of unpredictability. Both sets are
completely invariant, that is f(J ) = f−1(J ) = J , and the same holds for F . Naturally from
its definition, the Fatou set is open and the Julia set is closed.
Given a connected component U of the Fatou set, it is always the case that f(U) is also
a connected component of the Fatou set. At a first level, a connected component U ∈ F (f)
may be periodic if fp(U) = U (and we call the minimum p its period), pre-periodic if there
is some n such that fn(U) is periodic and finally it may be a wandering domain if all
{fn(U)}n are distinct.
Fatou also gave a description of all possible periodic connected components of U ⊆ F (f).
They can be classified as:
• Attracting domain: U contains an attracting periodic point z0 of period n and
fnp(z) → z0 for z ∈ U as n → ∞. If z0 is superattracting we also call U a Bo¨ttcher
domain, otherwise a Schro¨der domain.
• Parabolic domain: ∂U contains a fixed point z0 of fp and fnp(z) → z0 for z ∈ U as
n→∞ and also (fp)′(z0) = e2piiα, α ∈ Q. We also call U a Leau domain at z0
• Siegel disk : There exists an analytic homeomorphism φ : U → D where D is the unit
disk and such that φ(fn(φ−1(z))) = e2piiαz for some α ∈ R\Q.
• Herman ring : There exists an analytic homeomorphism φ : U → A where A is an
annulus A = {z | 1 < |z| < r, r > 1} such that φ(fn(φ−1(z))) = e2piiαz for some
α ∈ R\Q.
• Baker domain: fnp(z)→∞ for z ∈ U as n→∞, and ∞ is an essential singularity.
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Examples of functions with attracting or indifferent periodic basins are easy to find.
The existence of Siegel disks, however, was first shown by C.L. Siegel ([Sie42]), proving the
following theorem.
Theorem (Siegel’s linearization). Let f(z) = λz+O(z2) be an analytic function with 0 as
a fixed point with multiplier λ. If 1/|λq − 1| is less than some polynomial function of q,
then f is locally linearisable.
Being locally linearizable means that there is a conformal homeomorphism conjugating
the function to an irrational rotation, hence it is equivalent to the existence of a Siegel disk
around z = 0. As a corollary, if λ = e2piiξ and ξ a Diophantine number, every function with
a fixed point of multiplier λ is locally linearisable.
The main difference between real dynamics and holomorphic dynamics is the role that
singularities play, since holomorphic mappings are local homeomorphisms except in a dis-
crete set of points, the set of its singular values (i.e. points where some branch of f−1 fails
to be well defined).
There are two types of singular values, critical values and asymptotic values. A point z0
is said to be a critical point of f(z) if f(z) is not a local homeomorphism in z0. If z0 6=∞,
this is equivalent to f ′(z0) = 0. Then f(z0) is a critical value. For rational functions this
is the only type of singularity of f−1. We say v is an asymptotic value if there is a curve
γ : [0, 1]→ Cˆ such that γ(t)→∞ as t→ 1 and f(γ(t))→ v as t→ 1. From now on v will
denote an asymptotic value.
The key point with singular values is that every connected component of the Fatou set
is ‘related’ in some way to one of them. Indeed, attracting and parabolic domains must all
contain a singular value, while Herman rings and Siegel disks must have a singular orbit
(the forward orbit of a singular value) accumulating at their boundary. Likewise, Baker
domains and wandering domains require the existence of infinitely many singular values (see
[Sul85] and [EL92]), satisfying some conditions related to their distance to the boundary
of the domains. Hence the asymptotic behavior of the singular orbits contains plenty of
information about the possible stable domains in the dynamical plane.
Holomorphic dynamics was stagnating for almost 50 years until D. Sullivan proved
his non-wandering domain theorem (which states that a rational map has no wandering
domains, ending the classification of components started by Fatou) using as a tool the
theory of quasiconformal maps. Then came a new interest, focused mainly in the study
of polynomial dynamics, not only because of their simplicity but also because they are
“universal”, as A. Douady and J.H Hubbard showed with their theory of polynomial-like
maps (see [DH85]).
Most of the work was centred around the quadratic family Pc(z) = z
2 + c, which has
only one critical value. Its parameter plane contains the well-known Mandelbrot set, which
has been a subject of study for many years and still is the center of several important
conjectures.
There is an increasing interest in entire transcendental functions. The first one to
be systematically studied was the exponential family fλ(z) = λe
z. This family has one
asymptotic value as its only singularity and is often considered the transcendental analogue
of the quadratic family.
S. Zakeri studied a family of cubic polynomials with a fixed Siegel disc. He investigated
the interplay of the 2 critical values with the boundary of the Siegel disk.
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The dynamics of rational maps are fairly well understood, given the fact that they
possess a finite number of critical points and hence of singular values. This motivated the
definition and study of special classes of entire transcendental functions like, for example,
the class S of functions of finite type which are those with a finite number of singular values.
A larger class is B the class of functions with a bounded set of singularities. These functions
share many properties with rational maps, one of the most important is the fact that every
connected component of the Fatou set is eventually periodic (see e.g. [EL92] or [GK86]).
There is a classification of all possible periodic connected components of the Fatou set for
rational maps or for entire transcendental maps in class S. Such a component can only
be part of a cycle of rotation domains (Siegel discs) or part of the basin of attraction of
an attracting, super-attracting or parabolic periodic orbit. This rules out the existence of
Baker or wandering domains, which are naturally unbounded, as well as the existence of
Herman rings.
In this work, we are specially interested in the case of rotation domains. We say that
∆ is an invariant Siegel disc if there exists a conformal isomorphism ϕ : ∆ → D which
conjugates f to Rθ(z) = e
2piiθz (and ϕ can not be extended further), with θ ∈ R \Q∩ (0, 1)
called the rotation number of ∆. Therefore a Siegel disc is foliated by invariant closed simple
curves, where orbits are dense. The existence of such Fatou components was first settled
by Siegel [Sie42] who showed that if z0 is a fixed point of multiplier ρ = f
′(z0) = e2piiθ and
θ satisfies a Diophantine condition, then z0 is analytically linearisable in a neighbourhood
or, equivalently, z0 is the centre of a Siegel disc. As already mentioned, the Diophantine
condition was relaxed later by Brjuno and Ru¨ssman (for an account of these proofs see
e.g. [Mil06] or the original articles [Bry69], [Ru¨s67]), who showed that the same is true if θ
belonged to the set of Brjuno numbers B. The relation of Siegel discs with singular orbits
is as follows. Clearly ∆ cannot contain critical points since the map is univalent in the disc.
Instead, the boundary of ∆ must be contained in the post-critical set ∪c∈Sing(f−1)O+(c)
i.e., the accumulation set of all singular orbits. In fact something stronger is true, namely
that ∂∆ is contained in the accumulation set of the orbit of at least one singular value (see
[Man˜93]).
Our goal in this part is to describe the dynamics of the one parameter family of entire
transcendental maps
fa(z) = λa(e
z/a(z + 1− a)− 1 + a), (13.1)
where a ∈ C \ {0} = C∗ and λ = e2piiθ with θ being a fixed irrational Brjuno number.
Observe that 0 is a fixed point of multiplier λ and therefore, for all values of the parameter
a, there is a persistent Siegel disc ∆a around z = 0. The functions fa have two singular
values: the image of the only critical point w = −1 and an asymptotic value at va = λa(a−1)
which has one and only one finite pre-image at the point pa = a− 1.
The motivation for studying this family of maps is manyfold. On one hand this is
the simplest family of entire transcendental maps having one simple critical point and one
asymptotic value with a finite pre-image (see Theorem 15.1 for the actual characterisation
of fa). The persistent Siegel disc makes it into a one-parameter family, since one of the
two singular orbits must be accumulating on the boundary of ∆a. We will see that the
situation is very different, depending on which of the two singular values is doing that.
Therefore, these maps could be viewed as the transcendental version of cubic polynomials
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with a persistent invariant Siegel disc, studied by Zakeri in [Zak99]. In our case, many new
phenomena are possible with respect to the cubic situation, like unbounded Siegel discs
for example; but still the two parameter planes share many features like the existence of
capture components or semi-hyperbolic ones.
There is a second motivation for studying the maps fa, namely that this one parameter
family includes in some sense three emblematic examples. For a = 1 we have the function
f1(z) = λze
z; for large values of a we will see that fa is polynomial-like of degree 2 in a
neighbourhood of the origin (see Theorem 15.2); finally when a → 0, the dynamics of fa
are approaching those of the exponential map u 7→ λ(eu − 1), as it can be seen changing
variables to u = z/a. Thus the parameter plane of fa can be thought of as containing the
polynomial λ(z+ z
2
2 ) at infinity, its transcendental analogue f1 at a = 1, and the exponential
map at a = 0. The maps z 7→ λzez have been widely studied (see [Gey01] and [Fag95]),
among other reasons, because they share many properties with quadratic polynomials: in
particular it is known that when θ is of constant type, the boundary of the Siegel disc is
a quasi-circle that contains the critical point. It is not known however whether there exist
values of θ for which the Siegel disc of f1 is unbounded. In the long term we hope that this
family fa can throw some light into this and other problems about f1.
For the maps at hand we prove the following.
Theorem A. Let fa as in (13.1) and denote by ∆a the Siegel disc of fa for all a ∈ C∗.
a) There exists R,M > 0 such that if θ is of constant type and |a| > M then the boundary
of ∆a is a quasi-circle which contains the critical point. Moreover ∆a ⊂ D(0, R).
b) If θ is Diophantine and the orbit of c = −1 belongs to a periodic basin or is eventually
captured by the Siegel disc, then either the Siegel disc ∆a is unbounded or its boundary
is an indecomposable continuum.
c) If θ is Diophantine and fna (−1) n→∞−→ ∞ the Siegel disc ∆a is unbounded, and the bound-
ary contains the asymptotic value.
Part a) follows from Theorem 15.2 (see Corollary 15.3 below it). The remaining parts
(see Theorem 15.4) are based on Herman’s proof [Her85] of the fact that Siegel discs of the
exponential map are unbounded, if the rotation number is Diophantine. The proof in this
case, however, presents some extra difficulties given by the free critical point and the finite
pre-image of the asymptotic value.
In this part we are also interested in studying the parameter plane of fa, which is C∗,
and in particular the connected components of its stable set, i.e., the parameter values for
which the iterates of both singular values form a normal family in some neighbourhood.
We denote this set as S (not to be confused with the class of finite type functions). These
connected components are either capture components, where an iterate of the free singular
value falls into the Siegel disc; or semi-hyperbolic, when there exists an attracting periodic
orbit (which must then attract the free singular value); otherwise they are called queer.
The following theorem summarises the properties of semi-hyperbolic components, and
is proved in Chapter 16 (see Proposition 16.4, Theorems 16.7, 16.9 and Proposition 16.10
therein). By a component of a set we mean a connected component.
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Theorem B. Let fa be as in (13.1) and denote by va = λ(a − 1) its asymptotic value.
Define
Hc = {a ∈ C|O+(−1) is attracted to an attracting periodic orbit},
Hv = {a ∈ C|O+(va) is attracted to an attracting periodic orbit}.
a) Every component of Hv ∪Hc is simply connected.
b) If W is a component of Hv then W is unbounded and the multiplier map χ : W → D∗
is the universal covering map.
c) There is one component Hv1 of H
v for which O+(va) tends to an attracting fixed point.
Hv1 contains the segment [r,∞) for r large enough.
d) If W is a component of Hc, then W is bounded and the multiplier map χ : W → D is a
conformal isomorphism.
Indeed, when the critical point is attracted by a cycle, we naturally see copies of the
Mandelbrot set in parameter space. Instead, when it is the asymptotic value that acts
in a hyperbolic fashion, we find unbounded exponential-like components, which can be
parametrised using quasiconformal surgery.
A dichotomy also occurs with capture components. Numerically we can observe copies
of quadratic Siegel discs in parameter space, which correspond to components for which
the asymptotic value is being captured. There is in fact a main capture component Cv0 ,
the one containing a = 1 (see Figure 13.1), which corresponds to parameters for which the
asymptotic value va, belongs itself to the Siegel disc. This is possible because of the existence
of a finite pre-image of va. The centre of C
v
0 is the semi-standard map f1(z) = λze
z, for
which zero itself is the asymptotic value.
The properties we show for capture components are summarised in the following theorem
(see Chapter 17: Theorem 17.3 and Proposition 17.5 for the proof).
Theorem C. Let fa and va be as in Theorem B and ∆a be the Siegel disc of fa for all
a ∈ C∗. Let us define
Cc = {a ∈ C|fna (−1) ∈ ∆a for some n ≥ 1},
Cv = {a ∈ C|fna (va) ∈ ∆a for some n ≥ 0}.
Then
a) Cc and Cv are open sets.
b) Every component W of Cc ∪ Cv is simply connected.
c) Every component W of Cc is bounded.
d) There is only one component of Cv0 = {a ∈ C|va ∈ ∆a} and it is bounded.
Numerical experiments show that if θ is of constant type, the boundary of Cv0 is a Jordan
curve, corresponding to those parameter values for which both singular values lie on the
boundary of the Siegel disc (see Figure 13.1). This is true for the slice of cubic polynomials
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Figure 13.1: Left: Simple escape time plot of the parameter plane. Light grey: asymptotic
orbit escapes, dark grey critical orbit escapes, white neither escapes. Regions labelled
H1 and H2 correspond to parameters for which the asymptotic value is attracted to an
attracting cycle. Right: The same plot, using the algorithm grounded on the results in
Chapter 19, which emphasises the capture components. Upper left: (−2, 2), Lower right:
(4,−4).
having a Siegel disc of rotation number θ, as shown by Zakeri in [Zak99], but his techniques
do not apply to this transcendental case.
As we already mentioned, we are also interested in parameter values for which fa is
J-stable (see [McM94] or [MSS83]), i.e. where both families of iterates {fna (−1)}n∈N and
{fna (va)}n∈N are normal in a neighbourhood of a (see Chapter 18). We first show that any
parameter in a capture component or a semi-hyperbolic component is J-stable.
Proposition D. Let fa, H
c, Hv and Cc, Cv be as in Theorems B and C. If a ∈ H ∪ C
then fa is J-stable, where H = H
c ∪Hv and C = Cc ∪ Cv.
By using holomorphic motions and the proposition above, it is enough to have certain
properties for one parameter value a0, to be able to “extend” them to all parameters
belonging to the same stable component. More precisely we obtain the following corollaries
(see Proposition 17.6 and Corollary 18.3).
Proposition E. Let fa, H
c, Hv, Cc, Cv, ∆a be as in Theorems B and C.
a) If θ is of constant type and a ∈ Cv0 (i.e. the asymptotic value lies inside the Siegel disc)
then ∂∆a is a quasi-circle that contains the critical point.
b) Let W ⊂ Hv ∪Cv be a component intersecting {|z| > M} where M is as in Theorem A.
Then,
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i) if θ is of constant type, for all a ∈W the boundary ∂∆a is a quasi-circle containing
the critical point.
ii) There exist values of θ ∈ R\Q ∩ (0, 1) such that if a component W ⊂ Cv ∪ Hv
intersects {|z| > M}, then for all a ∈ W , the boundary of ∆a is a quasi-circle not
containing the critical point.
13.0.1 Numerical approximations
During the exploration of this family of functions we used an empirical numerical algorithm
to plot capture components. Later on we formalised the method and generalised it to
arbitrary holomorphic functions of degree larger than 2.
In his seminal work, Fatou [Fat20] described the set of non-normality for a family of
iterates for a rational function, a set he denoted by F (probably for ferme´, French for
closed). This set would be later known as the Julia set of a holomorphic dynamical system.
Among the properties he proved for this set is the fact that every point is a limit point of
pre-images of almost any point in C. Naturally, a pre-image of a point a for a function f
is any point b such that fn(b) = a for some n ∈ N.
Later H. Brolin re-wrote and added new results to Fatou’s papers in [Bro65], giving a
shorter proof of this result and its reciprocal (under suitable conditions any limit point of
pre-images is in the Julia set). An interesting consequence of this result was the construction
of a measure of weight 1 over the Julia set of a polynomial, based on the proof of this result.
Our interest though is in the parameter plane, not the dynamical plane. Given a
dynamical system depending on one parameter, {fc}c∈C, a natural object of study is the
bifurcation locus of the family: the set of points c ∈ C where the dynamical behavior changes
significantly in any neighborhood of c. This set can be described in terms of the normality
of a certain sequence of functions. The best known example of a bifurcation locus is the
Mandelbrot set, the bifurcation locus for the quadratic family Pc(z) = z
2 + c.
The Mandelbrot set was represented for the first time by R. Brooks and J.P. Matelski
in [BM80] while they were studying the dynamics of PSL(2,C). This set is one of the most
fruitful objects of study in holomorphic dynamics during the last 30 years for its simple
definition, complex behavior and universality among a wide range of dynamical systems. A
remarkable property of the Mandelbrot set M is that any point in its boundary is a limit
point of centres of hyperbolic components, centres are parameters for which the attracting
orbit of the corresponding quadratic polynomial is superattracting. These components
are open regions where the dynamics of the family are governed by an attracting periodic
orbit, and its centres are parameters where the critical value is part of this attracting orbit.
Centres are easy to compute, and by this property the resulting picture is an accurate
representation of ∂M. In Figure 13.2 you can see a plot of this set.
We prove a generalisation of this result for uni-parametric families of functions of degree
at least 2 with a finite number of singular values. An additional requirement is for these
singular values to be analytic functions with respect to the parameter. We prove that any
point in a set we name bifurcation set, denoted by B, of an arbitrary uni-parametric family
of functions of degree larger than 2 is the limit of certain “pre-image parameters” (to be
defined later,) which we denote by C, of almost any point in the plane. We have to exclude
some points from a set which we denote by K. This fact can be considered an analogous
result to Fatou’s pre-image result in parameter plane, and can be used numerically to
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Figure 13.2: Upper left: (-2.2,1.6), lower right: (1,-1.6) To generate this image, the
centres are determined numerically, solving Pnc (c) = 0 for different values of n, using a
Newton method
generate images of bifurcation loci, as can be seen in Figure 13.1, right and 13.2. The
result by Fatou and Brolin also appears as a relatively easy corollary of this result.
Theorem F. Let fc be a one-parameter family of entire functions of degree at least 2
depending analytically on the parameter c. If vj(c), 1 ≤ j ≤ N denoting the singular and
asymptotic values of fc as functions of c are analytic for all j and all c ∈ C, then
B \Kε ⊆ C ′.
Under certain conditions on the dynamics of the family we can also prove the reverse
inclusion, see Propositions 19.15 and 19.17. One of this conditions is when the family fc
has a persistent Fatou component for all values of the parameter. Observe that the family
fa(z) = λa(e
z/a(z + 1− a)− 1 + a), has a non-vanishing, persistent Siegel disk as shown in
Part (a) in Theorem C.
The second part is organised as follows. Chapter 14 contains statements and references
of some of the results used throughout this part. Chapter 15 contains the characterisation of
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the family fa, together with descriptions and images of the possible scenarios in dynamical
plane. It also contains the proof of Theorem A. Chapter 16 deals with semi-hyperbolic
components and contains the proof of Theorem B, split in several parts, and not necessarily
in order. In the same fashion, capture components and Theorem C are treated in Chapter
17. In Chapter 18 we investigate Julia stability and contains the proofs of Propositions
D and E. These results have been published in [BF10]. Finally in Chapter 19 we prove
Theorem F and related results.
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Chapter 14
Preliminary results in holomorphic
dynamics
In this section we state results and definitions which will be useful in the sections to follow.
14.1 Quasiconformal mappings and holomorphic motions
First we introduce the concept of quasiconformal mapping. Quasiconformal mappings are a
very useful tool in holomorphic dynamical systems as they provide a bridge between a geo-
metric construction for a system and its analytic information. They are also a fundamental
pillar for the framework of quasiconformal surgery, the other one being the measurable Rie-
mann mapping theorem. For the groundwork on quasiconformal mappings see for example
[Ahl06], and for an exhaustive account on quasiconformal surgery, see [BF14].
Definition 14.1. Let µ : U ⊆ C → C be a measurable function. Then it is a k-Beltrami
form (or Beltrami coefficient, or complex dilatation) of U if ‖µ(z)‖∞ ≤ k < 1.
Definition 14.2. Let f : U ⊆ C → V ⊆ C be a homeomorphism. We call it k-
quasiconformal if locally it has distributional derivatives in L2 and
µf (z) =
∂f
∂z¯ (z)
∂f
∂z (z)
is a k-Beltrami coefficient. Then µf is called the complex dilatation of f(z) (or the Beltrami
coefficient of f(z)).
Given f(z) satisfying all above except being an homeomorphism, we call it k-quasi-
regular.
The following technical theorem will be used when we have compositions of quasicon-
formal mappings and finite order mappings.
Theorem 14.3 ([FSV04, p. 750]). A k-quasiconformal mapping in a domain U ⊂ C is
uniformly Ho¨lder continuous with exponent (1− k)/(1 + k) in every compact subset of U .
Theorem 14.4 ((Measurable Riemann Mapping, MRMT)). Let µ be a Beltrami form over
C. Then there exists a quasiconformal homeomorphism f integrating µ (i.e. the Beltrami
coefficient of f is µ), unique up to composition with an affine transformation.
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Theorem 14.5 ((MRMT with dependence of parameters)). Let Λ be an open set of C
and let {µλ}λ∈Λ be a family of Beltrami forms on Cˆ. Suppose λ → µλ(z) is holomorphic
for each fixed z ∈ C and ‖µλ‖∞ ≤ k < 1 for all λ. Let fλ be the unique quasiconformal
homeomorphism which integrates µλ and fixes three given points in Cˆ. Then for each z ∈ Cˆ
the map λ→ fλ(z) is holomorphic.
The concept of holomorphic motion was in [MSS83] introduced along with the (first)
λ-lemma.
Definition 14.6. Let h : Λ×X0 → Cˆ, where Λ is a complex manifold and X0 an arbitrary
subset of Cˆ, such that
• h(0, z) = z,
• h(λ, ·) is an injection from X0 to Cˆ,
• For all z ∈ X0, z 7→ h(λ, z) is holomorphic.
Then hλ(z) = h(λ, z) is called a holomorphic motion of X.
The following two fundamental results can be found in [MSS83] and [Slo91] respectively.
Lemma 14.7 ((First λ-lemma)). A holomorphic motion hλ of any set X ⊂ Cˆ extends to
a jointly continuous holomorphic motion of X¯.
Lemma 14.8 ((Second λ-lemma)). Let U ⊂ C be a set and hλ a holomorphic motion of
U . This motion extends to a holomorphic motion of C.
14.2 Hadamard’s factorisation theorem
We will need the notion of rank and order to be able to state Hadamard’s factorisation
theorem, which we will use in the proof of Theorem 15.1. All these results can be found in
[Con78].
Definition 14.9. Given f : C → C an entire function we say it is of finite order if there
are positive constants a > 0, r0 > 0 such that
|f(z)| < e|z|a , for |z| > r0.
Otherwise, we say f(z) is of infinite order. We define
λ = inf{a||f(z)| < exp(|z|a) for |z| large enough}
as the order of f(z).
Definition 14.10. Let f : C → C be an entire function with zeros {a1, a2, . . .} counted
according to multiplicity. We say f is of finite rank if there is an integer p such that
∞∑
n=1
|an|p+1 <∞. (14.1)
We say it is of rank p if p is the smallest integer verifying (14.1). If f has a finite number
of zeros then it has rank 0 by definition.
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Definition 14.11. An entire function f : C→ C is said to be of finite genus if it has finite
rank p and it factorises as:
f(z) = zmeg(z) ·
∞∏
n=1
Ep(z/an), (14.2)
where g(z) is a polynomial, an are the zeros of f(z) as in the previous definition and
Ep(z) = (1− z)ez+
z2
2
+...+ z
p
p .
We define the genus of f(z) as µ = max{deg g, rank f}
Theorem 14.12. If f is an entire function of finite genus µ then f is of finite order
λ < µ+ 1.
The converse of this theorem is also true, as we see below.
Theorem 14.13 ((Hadamard’s factorisation)). Let f be an entire function of finite order
λ. Then f is of finite genus µ ≤ λ.
Observe that Hadamard’s factorisation theorem implies that every entire function of
finite order can be factorised as in (14.2).
14.3 Siegel discs
The following theorem (which is an extension of the original theorem by C.L. Siegel) gives
arithmetic conditions on the rotation number of a fixed point to ensure the existence of
a Siegel disc around it. J-C. Yoccoz proved that this condition is sharp in the quadratic
family. The proof of this theorem can be found in [Mil06].
Theorem 14.14 ((Brjuno-Ru¨ssmann)). Let f(z) = λz + O(z2). If pnqn = [a1; a2, . . . , an] is
the n-th convergent of the continued fraction expansion of θ, where λ = e2piiθ, and
∞∑
n=0
log(qn+1)
qn
<∞, (14.3)
then f is locally linearisable.
Irrational numbers with this property are called of Brjuno type.
We define the notion of conformal capacity as a measure of the “size” of Siegel discs.
Definition 14.15. Consider the Siegel disc ∆ and the unique linearising map h : D(0, r) ∼→
∆, with h(0) and h′(0) = 1. The radius r > 0 of the domain of h is called the conformal
capacity of ∆ and is denoted by κ(∆).
A Siegel disc of capacity r contains a disc of radius r4 by Koebe 1/4 Theorem.
The following theorem (see [Yoc95] for a proof) shows that Siegel discs can not shrink
indefinitely.
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Theorem 14.16. Let 0 < θ < 1 be an irrational number of Brjuno type, and let Φ(θ) =∑∞
n=1(log qn+1/qn) <∞ be the Brjuno function. Let S(θ) be the space of all univalent func-
tions f : D → C with f(0) = 0 and f ′(0) = e2piiθ. Finally, define κ(θ) = inff∈S(θ) κ(∆f ),
where κ(∆) is the conformal capacity of ∆. Then, there is a universal constant C > 0 such
that | log(κ(θ)) + Φ(θ)| < C.
We will also need a well-known theorem about the regularity of the boundary of Siegel
discs of quadratic polynomials. Its proof can be found in [Dou87].
Theorem 14.17 ((Douady-Ghys)). Let θ be of bounded type, and p(z) = e2piiθz+z2. Then
the boundary of the Siegel disc around 0 is a quasi-circle containing the critical point.
The following is a theorem by M. Herman concerning critical points on the boundary
of Siegel discs. Its proof can be found in [Her85, p. 601]
Theorem 14.18 ((Herman)). Let g(z) be an entire function such that g(0) = 0 and g′(0) =
e2piiα with α Diophantine. Let ∆ be the Siegel disc around z = 0. If ∆ has compact closure
in C and g|∆¯ is injective then g(z) has a critical point in ∂∆.
In fact, the set of Diophantine numbers could be replaced by the set H of Herman
numbers, where D ( H ( B, as shown in [Yoc02].
Finally, we state a result which is a combination of Theorems 1 and 2 in [Rem08].
Definition 14.19. We define the class B as the class of entire functions with a bounded
set of singular values.
Theorem 14.20 ((Rempe)). Let f ∈ B with S(f) ⊂ J (f), where S(f) denotes the set of
singular values of f . If ∆ is a Siegel disc of f(z) which is unbounded, then S(f)∩ ∂∆ 6= ∅.
14.4 Topological results
To prove Theorem 15.4 we need to extend a result of Rogers in [Jr.92] to a larger class of
functions, namely functions of finite order with no wandering domains.
The result we need follows some preliminary definitions.
Definition 14.21. A continuum is a compact connected non-void metric space.
Definition 14.22. A pair (g,∆) is a local Siegel disc if g is conformally conjugate to an
irrational rotation on ∆ and g extends continuously to ∆¯.
Definition 14.23. We say a bounded local Siegel disc (f |∆ ,∆) is irreducible if the bound-
ary of ∆ separates the centre of the disc from∞, but no proper closed subset of the boundary
of ∆ has this property.
Theorem 14.24. Suppose ∆ is a Siegel disc of a function f in the class B, and ∂∆ is a
decomposable continuum. Then ∂∆ separates C into exactly two complementary domains.
For the proof of this theorem we will need the following ingredients which will be only
used in this proof. The topological results can be found in any standard reference on
algebraic topology.
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Theorem 14.25. If (∆, fθ) is a bounded irreducible local Siegel disc, then the following are
equivalent:
• ∂∆ is a decomposable continuum,
• each pair of impressions is disjoint, and
• the inverse of the map ϕ : D→ ∆ extends continuously to a map Ψ : ∂ ∆→ S1 such
that for each η ∈ S1, the fibre Ψ−1(η) is the impression I(η).
Proof. See [Jr.92].
Theorem 14.26 ((Vietoris-Begle)). Let X and Y be compact metric spaces and f : X → Y
continuous and surjective and suppose that the fibres are acyclic, i.e.
H˜r(f−1(y)) = 0, 0 ≤ r ≤ n− 1, ∀y ∈ Y,
where H˜r denotes the r-th reduced co-homology group. Then, the induced homomorphism
f∗ : H˜r(Y )→ H˜r(X)
is an isomorphism for r ≤ n− 1 and is a surjection for r = n.
Theorem 14.27 ((Alexander’s duality)). Let X be a compact sub-space of the Euclidean
space E of dimension n, and Y its complement in E. Then,
H˜q(X) ∼= H˜n−q−1(Y )
where H˜∗, H˜∗ stands for Cˇech reduced homology and reduced co-homology respectively.
Remark 14.28. The case E = S2, X = S1 (or H1(X) = Z) is Jordan’s Curve Theorem.
Definition 14.29. If X is a compact subset of C, then the three following conditions are
equivalent:
• X is cellular,
• X is a continuum that does not separate C,
• H1(X) = 0 = H˜0(X),
where H˜r(X) stands for reduced Cˇech co-homology and Hr(X) for Cˇech co-homology.
Definition 14.30. We say a map f : X → Y is cellular if each fibre f−1(y) is a cellular
set.
Remark 14.31. Recall that H˜1(X) ∼= H1(X).
Remark 14.32. By definition and in view of the Vietoris-Begle Theorem, cellular maps
induce isomorphisms between first reduced co-homology groups.
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Proof of Theorem 14.24. We first show that any Siegel disc ∆ for f ∈ B is a bounded
irreducible local Siegel disc. Recall that we define the escaping set of a function f : C→ C
as:
I(f) = {z| fn(z)→∞ as n→∞}.
Clearly (f |∆ ,∆) is a local Siegel disc. It is also bounded by assumption. The only thing
left to prove is it is irreducible. If X is a proper closed subset of ∂∆ and if x is a point of
∂∆\X, then there is a small disc B containing x and missing X. Since x ∈ ∂∆, the disc
B contains a point of ∆. As x ∈ ∂∆ ⊂ J (f), the disc B contains a point y ∈ I(f). Now,
Theorem 3.1.1 in [Rot05] states that for f ∈ B the set I(f) ∪ {∞} is arc-connected, and
thus y can be arc-connected to ∞ through points in I(f). It follows that the centre of the
Siegel disc and infinity are in the same complementary domain of C\X.
Clearly Ψ(η) for η ∈ S1 is a continuum, which is called the impression of η and denoted
Imp(η). Furthermore, Imp(η) does not separate C. Indeed, if U is a bounded complementary
domain of Imp(η), then either fn(U) ∩ U = ∅ for all n or there are intersection points.
Clearly fn(U) ∩ U = ∅, as if fn(U) ∩ U 6= ∅ for some n, then fn(∂U) ∩ ∂U 6= ∅, but this
implies Imp(η) = Fn(Imp(η)) = Imp(η + nθ) and as ∂∆ is a decomposable continuum,
each pair of impressions is disjoint by Theorem 14.25 and this intersection must be empty.
Hence, fn(U) ∩ U = ∅ for all n ∈ N which implies U is a wandering domain, and for
functions in B it is known there are no wandering domains (see [EL92]).
Therefore Imp(η) is a cellular set and thus Ψ is a cellular map. The Vietoris-Begle the-
orem implies that the induced homomorphism Ψ∗ : H˜1(S1) → H˜1(∂∆) is an isomorphism
(see Remark 14.32). Then H˜1(∂∆) = Z and by Alexander’s duality ∂∆ separates C into
exactly two complementary domains (see Remark 14.28).
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Chapter 15
The (entire transcendental) family
fa
In this chapter we describe the dynamical plane of the family of entire transcendental maps
fa(z) = λa(e
z/a(z + 1− a)− 1 + a),
for different values of a ∈ C∗, and for λ = e2piiθ, with θ being a fixed irrational Brjuno
number (unless otherwise specified). For these values of λ, in view of Theorem 14.14 there
exists an invariant Siegel disc around z = 0, for any value of a ∈ C∗.
We start by showing that this family contains all possible entire transcendental maps
with the properties we require.
Theorem 15.1. Let g(z) be an entire transcendental function having the following proper-
ties
1. finite order,
2. one asymptotic value v, with exactly one finite pre-image p of v,
3. a fixed point (normalised to be at 0) of multiplier λ ∈ C,
4. a simple critical point (normalised to be at z = −1) and no other critical points.
Then g(z) = fa(z) for some a ∈ C with v = λa(a − 1) and p = a − 1. Moreover no two
members of this family are conformally conjugate.
Proof. As g(z)− v = 0 has one solution at z = p, we can write:
g(z) = (z − p)meh(z) + v,
where, by Hadamard’s factorisation theorem (Theorem 14.13), h(z) must be a polynomial,
as g(z) has finite order. The derivative of this function is
g′(z) = eh(z)(z − p)m−1(m+ (z − p)h′(z)),
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whose zeros are the solutions of z−p = 0 (if m > 1) and the solutions of m+(z−p)h′(z) = 0.
But as the critical point must be simple and unique, m = 1 and deg h′(z) = 0. Therefore
g(z) = (z − p)eαz+β + v,
and from the expression for the critical points,
α =
1
p+ 1
.
Moreover from the fact that g(0) = 0 we can deduce that v = peβ, and from condition 3,
i.e. g′(0) = λ, we obtain eβ = λ(1 + p). All together yields
g(z) = λ(z − p)(1 + p)ez/(1+p) + λp(1 + p).
Writing a = p+ 1 we arrive to
g(z) = λa(z − a+ 1)ez/a + λa(a− 1) = fa(z),
as we wanted.
Finally, if fa(z) and fa′(z) are conformally conjugate, the conjugacy must fix 0,-1 and
∞ and therefore is the identity map.
15.1 Dynamical planes
For any parameter value a ∈ C∗, the Fatou set always contains the Siegel disc ∆a and all
its pre-images. Moreover, one of the singular orbits must be accumulating on the boundary
of ∆a. The other singular orbit may then either eventually fall in ∆a, or accumulate in
∂∆a, or have some independent behaviour. In the first case we say that the singular value
is captured by the Siegel disc. More precisely we define the capture parameters as
C = {a ∈ C∗|fna (−1) ∈ ∆a for some n ≥ 1 or
fna (va) ∈ ∆a for some n ≥ 0}
Naturally C splits into two sets C = Cc∪Cv depending on whether the captured orbit is the
critical orbit (Cc) or the orbit of the asymptotic value (Cv). We will follow this convention,
superscript c for critical and superscript v for asymptotic, throughout this part.
In the second case, that is, when the free singular value has an independent behaviour,
it may happen that it is attracted to an attracting periodic orbit. We define the semi-
hyperbolic parameters H as
H = {a ∈ C∗|fa has an attracting periodic orbit}.
Again this set splits into two sets, H = Hc ∪Hv depending on whether the basin contains
the critical point or the asymptotic value.
Notice that these four sets Cc, Cv, Hc, Hv are pairwise disjoint, since a singular value
must always belong to the Julia set, as its orbit has to accumulate on the boundary of the
Siegel disc.
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In the following sections we will describe in detail these regions of parameter space, but
let us first show some numerical experiments. For all figures we have chosen θ = 1+
√
5
2 , the
golden mean number.
Figure 13.1 (in the Introduction) shows the parameter plane, where the left side is made
with a simple escaping algorithm. The component containing a = 1 is the main capture
component for which va itself belongs to the Siegel disc. On the right side we see the same
parameters, drawn with a different algorithm. Also in Figure 13.1, we can partially see the
sets Hv1 and H
v
2 (and infinitely many others), where the sub-indices denote the period of
the attracting orbit.
In Figure 15.1 (left) we can see the dynamical plane for a chosen in one of the semi-
hyperbolic components of Figure 13.1, where the Siegel disc and the attracting orbit and
corresponding basin are shown in different colours.
Figure 15.1 (right) shows the dynamical plane of f1(z) = λze
z, the semi-standard map.
In this case the asymptotic value v1 = 0 is actually the centre of the Siegel disc. It is still an
open question whether, for some exotic rotation number, this Siegel disc can be unbounded.
For bounded type rotation numbers, as the one in the figure, the boundary is a quasi-circle
and contains the critical point [Gey01].
Figure 15.2, left side, shows a close-up view of the parameter region around a = 0, and
in the right side, we can see a closer view of a random spot, in particular a region in Hc,
that is, parameters for which the critical orbit is attracted to a cycle.
One of these dynamical planes is shown in Figure 15.4. Observe that the orbit of the
asymptotic value is now accumulating on ∂∆a and we may have unbounded Siegel discs.
Finally Figure 15.3 shows some components of Cv, where the orbit of the asymptotic
value is captured by the Siegel disc.
We start by considering large values of a ∈ C∗. By expanding fa(z) into a power
series it is easy to check that as a→∞ the function approaches the quadratic polynomial
λz(1 + z/2). It is therefore not surprising that we have the following theorem, which we
shall prove at the end of this section.
Theorem 15.2. There exists M > 0 such that the entire transcendental family fa(z) is
polynomial-like of degree two for |a| > M . Moreover, the Siegel disc ∆a (and in fact, the full
small filled Julia set) is contained in a disc of radius R where R is a constant independent
of a.
Figure 15.5 shows the dynamical plane for a = 15+15i, λ = e2pi(
1+
√
5
2
)i where we clearly
see the Julia set of the quadratic polynomial λz(1 + z/2), shown on the right side.
An immediate consequence of Theorem 15.2 above follows from Theorem 14.17. This
is Part a) of Theorem A in the Introduction.
Corollary 15.3. For |a| > M , and θ of constant type the boundary of ∆a is a quasi-circle
that contains the critical point.
In fact we will prove in Section 17 (Proposition 17.6) that the same occurs in many
other situations like, for example, when the asymptotic value lies itself inside the Siegel
disc or when it is attracted to an attracting periodic orbit. See Figures 15.1 (Left) and
15.5.
In fact we believe that this family provides examples of Siegel discs with an asymptotic
value on the boundary, but such that the boundary is a quasi-circle containing also the
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Figure 15.1: Left: Julia set for a parameter in a semi-hyperbolic component (for the
asymptotic value). Details: a = (−0.62099, 0.0100973), upper left: (−4, 3), lower right:
(2,−3). In light grey we see the attracting basin of the attracting cycle, and in white the
Siegel disc and its pre-images. Right: Julia set of the semi-standard map, corresponding
to f1(z) = λze
z. Upper left: (−3, 3), lower right: (3,−3). The boundary of the Siegel
disc around 0 is shown, together with some of the invariant curves. The Fatou set consists
exclusively of the Siegel disc and its pre-images.
critical point. A parameter value with this property could be given by a0 ≈ 1.544913893 +
0.32322773i ∈ ∂Cv0 , λ = e2pi(
1+
√
5
2
)i (see Figure 15.6) where the asymptotic value and the
critical point coincide.
The opposite case, that is, the Siegel disc being unbounded and its boundary non-locally
connected also takes place for certain values of the parameter a, as we show in the following
theorem, which covers parts b) and c) of Theorem A.
Theorem 15.4. Let θ be Diophantine1, then:
a) If fna (−1)→∞ then ∆a is unbounded and va ∈ ∂∆a,
b) if a ∈ Hc ∪ Cc either ∆a is unbounded or ∂∆a is an indecomposable continuum.
Proof. The proof of the first part is a slight modification of Herman’s proof for the expo-
nential map (see [Her85]). The difference is given by the fact that the asymptotic value of
fa(z) is not an omitted value, and by the existence of a second singular value. For both
parts we need the following definitions. Suppose that ∆ := ∆a is bounded and let ∆i
denote the bounded components of C\∂∆. Let ∆∞ be the unbounded component. Since
1Diophantine numbers can actually be replaced by the larger class of irrational numbers H (see [Yoc02],
[PM97])
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Figure 15.2: Left: “Crab”-like structure corresponding to escaping critical orbits (dark
grey). Upper left: (−0.6, 0.6), lower right: (0.6,−0.6). In light grey we see parameters for
which the orbit of va escapes. Right: Baby Mandelbrot set from a close-up in the “crab
like” structure. Upper left: (−0.336933, 0.1128), lower right: (−0.322933, 0.08828).
∆ and ∆i are simply connected, then ∆ˆ := C\∆∞ is compact and simply connected. By
the Maximum Modulus Principle and Montel’s theorem, {fna |∆i}n∈N form a normal family
and hence ∆i is a Fatou component. We also have that ∂∆ = ∂∆∞, although this does not
imply a priori that ∆i = ∅ (see Wada lakes and similar examples [Rog98]).
Proof of Part a). Now suppose the critical orbit is unbounded. Then c ∈ J(fa), but
∆ˆ ∩ J(fa) is bounded and invariant. Hence c /∈ ∆ˆ.
We claim that there exists U a simply connected neighbourhood of ∆ˆ such that U
contains no singular values. Indeed, suppose that the asymptotic value va belongs to ∆ˆ.
Since va ∈ J(f), then va ∈ ∂∆. But ∆ is bounded, and f |∂∆ is surjective, hence the only
finite pre-image of va, namely a− 1, also belongs to ∂∆. This means that va is not acting
as an asymptotic value but as a regular point, since f(z) is a local homeomorphism from
a− 1 to va.
Hence there are no singular values in U . It follows that
f |f−1(U) : f−1(U)→ U
is a covering and f−1 : ∆ → ∆ extends to a continuous map h(z) from ∆¯ to ∆¯. Since
hf = fh = id, it follows that f |∂∆ is injective. As this mapping is always surjective, it is a
homeomorphism. We now apply Herman’s main theorem in [Her85] (see Theorem 14.18) to
conclude that ∂∆ must have a critical point, which contradicts our assumptions. It follows
that ∆ is unbounded. Finally Theorem 14.20 implies that va ∈ ∂∆a.
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Figure 15.3: A close up of Figure 13.1, Right. A quadratic Siegel disc in parameter space,
corresponding to a capture zone for the asymptotic value. Upper left: (7.477, 4.098), Lower
right: (7.777, 3.798).
Proof of part b). The work was done already when proving Theorem 14.24. Since fa has 2
singular values, it belongs to the Eremenko-Lyubich class B. Hence, if we assume that ∆a
is bounded, it follows from Theorem 14.24 that ∂∆a is either an indecomposable continuum
or ∂∆a separates Cˆ in exactly two complementary domains. This would imply that ∆ˆ = ∆¯
and by hypothesis −1 /∈ ∆¯. The same arguments as in Part a concludes the proof.
Remark 15.5. In part a) it is not strictly necessary that the critical orbit tends to infinity.
In fact we only use that the critical point is in J (fa) and some element of its orbit belongs
to ∆∞.
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Figure 15.4: Left: Julia set for a parameter in a semi-hyperbolic component for the critical
value. By Theorem 15.4 this Siegel disc is unbounded. Details: a = (−0.330897, 0.101867),
upper left: (−1.5, 1.5)., lower right: [3,−3]. Right: Close-up of a basin of attraction of the
attracting periodic orbit. Upper left: (−1.1, 0.12), lower right: (−0.85,−0.13).
Figure 15.5: Left: Julia set corresponding to a polynomial-like mapping. Details: a =
(15,−15), upper left: (−4, 3), lower right: (2,−3). Right: Julia set corresponding to the
related polynomial. Upper left: (−4, 3), lower right: (−2, 3)
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Figure 15.6: Julia set for the parameter a ≈ 1.544913893 + 0.32322773i. The parameter is
chosen so that the critical point and the asymptotic value are at the same point, hence both
singular orbits accumulate on the boundary. Upper left: (−1.5, 1.5), lower right: (3,−3).
15.2 Large values of |a|: Proof of theorem 15.2
Let D := {w ∈ C||w| < R}, γ = ∂D, g(z) = λz(z/2 + 1). If we are able to find some R and
S such that
|g(z)− w| z∈γ
w∈D
≥ S,
|f(z)− g(z)|z∈γ < S,
then we will have proved that D ⊂ f(D) and deg f = deg g = 2 by Rouche´’s theorem.
Indeed, given w ∈ D f(z)−w = 0 has the same number of solutions as g(z)−w = 0, which
is exactly 2 counted according with multiplicity. Clearly,
|g(z)− w| z∈γ
w∈D
≥ |g(z)|z∈γ − |w|w∈D ≥ (R2/2−R)−R.
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Figure 15.7: Point in a capture component for the critical value, so that the Siegel disc
is either unbounded or an indecomposable continuum. Details: a = (−0.33258, 0.10324),
upper left: (−1.5, 1.5), lower right: (−3,−3).
Figure 15.8: Sketch of inequalities
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Define S := R2/2 − 2R. Since we want S > R > 0, we require that R > 4. Now expand
exp(z/a) as a power series and let |a| = b > R. Then
|f(z)− g(z)| =
∣∣∣∣∣∣ z
3
2a
+
z2
2a
− a(z + 1− a)
∞∑
j=3
zj
j!aj
∣∣∣∣∣∣ ≤
≤ R
3
2b
+
R2
2b
+
R3
6b3
(3b2eR/b) =
R2
2b
(1 + (1 + eR/b)R).
This last expression can be bounded by R
2
2b (1 + 4R) as b > R. Now we would like to find
some R such that for b > R, R
2
2b (1 + 4R) < S. It follows that
R+ 4R2
R− 4 < b,
and this function of R has a local minimum at R ≈ 8.12311. We then conclude that given
R = 8.12311 b must be larger than 65.9848.
This way the triple (fa, D(0, R), f(D(0, R))) is polynomial-like of degree two for |a| ≥ 66.
Remark 15.6. Numerical experiments suggest that |a| > 10 would be enough.
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Chapter 16
Semi-hyperbolic components:
Proof of Theorem B
In this chapter we deal with the set of parameters a such that the free singular value is
attracted to a periodic orbit. We denote this set by H and it naturally splits into the
pairwise disjoint subsets
Hvp = {a ∈ C|O+(va) is attracted to a periodic orbit of period p}
Hcp = {a ∈ C|O+(−1) is attracted to a periodic orbit of period p}.
where p ≥ 1. We will call these sets semi-hyperbolic components.
It is immediate from the definition that semi-hyperbolic components are open. Also
connecting with the definition in the previous section we have Hc = ∪p≥1Hcp and Hv =
∪p≥1Hvp .
As a first observation note that, by Theorem 15.2, every connected component of Hcp for
every p ≥ 1 is bounded. Indeed, for large values of a the function fa(z) is polynomial-like
and hence the critical orbit cannot be converging to any periodic cycle, which partially
proves Theorem B, Part d). We shall see that, opposite to this fact, all components of
Hvp are unbounded. We start by showing that no semi-hyperbolic component in H
c
p can
surround a = 0, by showing the existence of continuous curves of parameter values, leading
to a = 0, for which the critical orbit tends to∞. These curves can be observed numerically
in Figure 15.2 in the previous section.
Proposition 16.1. If γ is a closed curve contained in a component W of Hc ∪ Cc, then
ind(γ, 0) = 0.
Proof. We shall show that there exists a continuous curve a(t) such that fna(t)(−1)
n→∞−→ ∞
for all t. It then follows that a(t) would intersect any curve γ surrounding a = 0. But
if γ ⊂ Hc ∪ Cc, this is impossible. For a 6= 0 we conjugate fa by u = z/a and obtain
the family ga(u) = λ(e
u(au + 1 − a) − 1 + a). Observe that g0(u) = λ(eu − 1). The idea
of the proof is the following. As a approaches 0, the dynamics of ga converge to those of
g0. In particular we find continuous invariant curves {Γak(t), k ∈ Z}t∈(0,∞) (Devaney hairs
or dynamic rays) such that Re Γak(t)
t→∞−→ ∞ and if z ∈ Γak(t) then Re gna (z) → ∞. These
invariant curves move continuously with respect to the parameter a, and they change less
and less as a approaches 0, since ga converges uniformly to g0.
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On the other hand, the critical point of ga is now located at ca = −1/a. Hence, when
a runs along a half circle around 0, say ηt = {teiα, pi/2 ≤ α ≤ 3pi/2}, ca runs along a half
circle with positive real part, of modulus |ca| = 1/t.
Figure 16.1: Right: Parameter plane Left: Dynamical plane of ga(z).
If t is small enough, this circle must intersect, say, Γa0 in at least one point. This
means that there exists at least one a(t) ∈ ηt such that gna(t)(ca(t)
n→∞−→ ∞). Using standard
arguments (see for example [Fag95]) it is easy to see that we can choose a(t) in a continuous
way so that a(t)
t→0−→ 0. Undoing the change of variables, the conclusion follows.
Remark 16.2. It is worth noting that for functions in class Bˆ, that is, bounded singular
set with finite order (fa belongs to this class), all periodic dynamic rays land, and landing
points are either repelling or parabolic periodic points (see [Den14]).
We would like to show now that all semi-hyperbolic components are simply connected.
We first prove a preliminary lemma.
Lemma 16.3. Let U ⊆ Hvp with U¯ compact. Then there is a constant C > 0 such that
for all a ∈ U the elements of the attracting hyperbolic orbit, zj(a), satisfy |zj(a)| ≤ C,
j = 1, . . . , p.
Proof. If this is not the case, then for some 1 ≤ j ≤ p, zj(a) → ∞ as a → a0 ∈ ∂U with
a ∈ U . But as long as a ∈ U , zj(a) is well defined, and its multiplier bounded (by 1).
Therefore,
p∏
j=1
|f ′a(zj(a))| =
p∏
j=1
|λezj(a)/a||zj(a) + 1| < 1.
Now, we claim that zj(a) + 1 does not converge to 0 for any 1 ≤ j ≤ p as a goes to a0.
Indeed, if this was the case, zj(a) would converge to -1, which has a dense orbit around the
Siegel disc, but as the period of the periodic orbit is fixed, this contradicts the assumption.
Hence
∏p
j=1 |zj(a) + 1| → ∞ and necessarily
∏p
j=1 |ezj(a)/a| → 0 as a goes to a0. This
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implies that at least one of these elements goes to 0, say |ezj(a)/a| → 0. But this means
that zj+1(a)→ λa0(a0− 1) = va0 as a→ a0. Now the first p− 1 iterates of the orbit of va0
by fa0 are finite. Since fa is continuous with respect to a in U¯ , these elements cannot be
the limit of a periodic orbit, with one of its points going to infinity. In particular we would
have fp−1a (zj+1(a)) = zj(a)→ fp−1a0 (va0) which contradicts the assumption.
With these preliminaries, the proof of simple connectedness is standard (see [BR84] or
[BDH+99]).
Proposition 16.4. (Theorem B, Part a) For all p ≥ 1 every connected component W of
Hvp or H
c
p is simply connected.
Proof. Let γ ⊂ W a simple curve bounding a domain D. We will show that D ⊂ W . Let
gn(a) = f
np
a (va) (resp. f
np
a (−1)). We claim that {gn}n∈N is a family of entire functions
for a ∈ D. Indeed, fa(va) has no essential singularity at a = 0 (resp. fa(−1) has no
essential singularity as 0 /∈ D), neither do fna (fa(va)), n ≥ 1 (resp. fna (fa(−1)), n ≥ 1) as
the denominator of the exponential term simplifies.
By definition W is an open set, therefore there is a neighbourhood γ ⊂ U ⊂ W . By
Lemma 16.3 |zj(a)| < C, j = 1, . . . , p and it follows that {gn(a)}n∈N is uniformly bounded
in U , since it must converge to one point of the attracting cycle as n goes to ∞. So by
Montel’s theorem and the Maximum Modulus Principle, this family is normal, and it has
a sub-sequence convergent in D. If we denote by G(a) the limit function, G(a) is analytic
and the mapping H(a) = fpa (G(a)) − G(a) is also analytic. By definition of Hp, H(a) is
identically zero in U , and by analytic continuation it is also identically zero in D. Therefore
G(a) = z(a) is a periodic point of period p.
Now let χ(a) be the multiplier of this periodic point of period p. This multiplier is an
analytic function which satisfies |χ(a)| < 1 in U , and by the Maximum Modulus Principle
the same holds in D. Hence D ⊂ Hvp (resp. D ⊂ Hcp).
The following lemma shows that the asymptotic value itself can not be part of an
attracting orbit.
Lemma 16.5. There are neither a nor p such that fp(va) = va and the cycle is attracting.
Proof. It cannot be a super-attracting cycle since such orbit must contain the critical point
and its forward orbit, but the critical orbit is accumulating on the boundary of the Siegel
disc and hence its orbit cannot be periodic.
It cannot be attracting either, as the attracting basin must contain a singular value
different from the attracting periodic point itself, and this could only be the critical point.
But, as before, the critical point cannot be there. The conclusion then follows.
We can now show that all components in Hvp are unbounded, which is part of Part b) of
Theorem B. The proof is also analogous to the exponential case (see [BR84] or [BDH+99]).
Theorem 16.6. Every connected component W of Hvp is unbounded for p ≥ 1.
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Proof. From Lemma 16.3 above, the attracting periodic orbit z(a) of Proposition 16.4
above is not only analytic in W but as lim sup|χ(a)| ≤ 1 for a ∈W , z(a) has only algebraic
singularities at b ∈ ∂W . These singularities are in fact points where χ(b) = 1 by the implicit
function theorem. This entails that the boundary of W is comprised of arcs of curves such
that |χ(a)| = 1.
The multiplier in W is never 0 by Lemma 16.5, thus if W is bounded, it is a compact
simply-connected domain bounded by arcs |χ(a)| = 1. Now ∂χ(W ) ⊂ χ(∂W ) ⊂ {χ||χ| = 1}
but by the minimum principle this implies 0 ∈ χ(W ) against assumption.
To end this section we show the existence of the largest semi-hyperbolic component, the
one containing a segment [r,∞) for r large, which is Theorem B, Part c).
Theorem 16.7. The parameter plane of fa(z) has a semi-hyperbolic component H
v
1 of
period 1 which is unbounded and contains an infinite segment.
Proof. The idea of the proof is to show that for a = r > 0 large enough there is a region R
in dynamical plane such that fa(R) ⊂ R. By Schwartz’s lemma it follows that R contains an
attracting fixed point. By Theorem 15.2 the orbit of va must converge to it. Not to break
the flow of exposition, the detailed estimates of this proof can be found in the Appendix.
Remark 16.8. The proof can be adapted to the case λ = ±i showing that Hv1 contains an
infinite segment in iR. Observe that this case is not in the assumptions of this part since
z = 0 would be a parabolic point.
16.1 Parametrisation of Hvp : Proof of Theorem B, Part b
In this section we will parametrise connected components W ⊂ Hvp by means of quasi-
conformal surgery. In particular we will prove that the multiplier map χ : W → D∗ is a
universal covering map by constructing a local inverse of χ. The proof is standard.
Theorem 16.9. Let W ⊂ Hvp be a connected component of Hvp and D∗ be the punctured
disc. Then χ : W → D∗ is the universal covering map.
Proof. For simplicity we will consider W ⊂ Hv1 in the proof. Take a0 ∈ W , and observe
that fna (va) converges to z(a) as n goes to ∞, where z(a) is an attracting fixed point of
multiplier ρ0 < 1. By Ko¨nigs theorem there is a holomorphic change of variables
ϕa0 : Ua0 → D
conjugating fa0(z) to mρ0(z) = ρ0z where Ua0 is a neighbourhood of z(a0).
Now choose an open, simply connected neighbourhood Ω of ρ0, such that Ω¯ ⊂ D∗, and
for ρ ∈ Ω consider the map
ψρ : Aρ0
// Aρ
reiζ  // rαei(ζ+β log r),
where Ar denotes the standard straight annulus Ar = {z|r < |z| < 1} and
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α =
log |ρ|
log |ρ0| , β =
arg ρ− arg ρ0
log |ρ0| .
This mapping verifies ψρ(mρ0(z)) = mρ(ψρ(z)) = ρψρ(z). With this equation we can
extend ψρ to mρ(Aρ),m
2
ρ(Aρ), . . . and then to the whole disc D by setting ψ(0) = 0.
Therefore, the mapping ψρ maps the annuli m
k
ρ(Aρ) homeomorphically onto the annuli
{z||ρk+1| ≤ |z| ≤ ρk}.
This mapping has bounded dilatation, as its Beltrami coefficient is
µψρ =
α+ iβ − 1
α+ iβ + 1
e2iζ .
Now define Ψρ = ψρϕa0 , which is a function conjugating fa0 quasiconformally to ρz in D.
Let σρ = Ψ
∗
ρ(σ0) be the pull-back by Ψρ of the standard complex structure σ0 in D.
We extend this complex structure over Ua0 to f
−n
a0 (Ua0) pulling back by fa0 , and prolong it
to C by setting the standard complex structure on those points whose orbit never falls in
Ua0 . This complex structure has bounded dilatation, as it has the same dilatation as ψρ.
Observe that the resulting complex structure is the standard complex structure around 0,
because no pre-image of Ua0 can intersect the Siegel disc.
Now apply the Measurable Riemann Mapping Theorem (with dependence upon pa-
rameters, in particular with respect to ρ) so we have a quasiconformal integrating map hρ
(which is conformal where the structure was the standard one) so that h∗ρσ0 = σρ. Then
the mapping gρ = h ◦ f ◦ h−1 is holomorphic as shown in the following diagram:
(C, σρ′)
ψfaψ−1//
hρ′

(C, σρ′)
hρ′

(C, σ0)
gρ′ // (C, σ0)
Moreover, the map ρ 7→ hρ(z) is holomorphic for any given z ∈ C since the almost complex
structure σρ depends holomorphically on ρ. We normalise the solution given by the Mea-
surable Riemann Mapping Theorem requiring that -1, 0 and ∞ are mapped to themselves.
This guarantees that gρ(z) satisfies the following properties:
• gρ(z) has 0 as a fixed point with rotation number λ, so it has a Siegel disc around it,
• gρ(z) has only one critical point, at -1 which is a simple critical point,
• gρ(z) has an essential singularity at ∞,
• gρ(z) has only one asymptotic value with one finite pre-image.
Moreover gρ(z) has finite order by Theorem 14.3. Then Theorem 15.1 implies that gρ(z) =
fb(z) for some b ∈ C∗. Now let’s summarise what we have done.
Given ρ in Ω ⊂ D∗ we have a b(ρ) ∈ W ⊂ Hv1 such that fb(ρ)(z) has a periodic point
with multiplier ρ. We claim that the dependence of b(ρ) with respect to ρ is holomorphic.
Indeed, recall that va has one finite pre-image, a − 1. Hence hρ(a − 1) = b(ρ) − 1 which
implies a holomorphic dependence on ρ.
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We have then constructed a holomorphic local inverse for the multiplier. As a conse-
quence, χ : H → D∗ is a covering map and as W is simply connected by Proposition 16.4
and unbounded by Theorem 16.6, χ is the universal covering map.
16.2 Parametrisation of Hcp: Proof of Theorem B, Part d
LetW be a connected component ofHcp which is bounded and simply connected by Theorem
15.2. The proof of the following proposition is analogous to the case of the quadratic family
but we sketch it for completeness.
Proposition 16.10. The multiplier χ : W → D is a conformal isomorphism.
Proof. Let W ∗ = W\χ−1(0). Using the same surgery construction of the previous section
we see that there exists a holomorphic local inverse of χ around any point ρ = χ(z(a)) ∈ D∗,
a ∈ W ∗. It then follows that χ is a branched covering, ramified at most over one point.
This shows that χ−1(0) consists of at most one point by Hurwitz’s formula.
To show that the degree of χ is exactly one, we may perform a different surgery con-
struction to obtain a local inverse around ρ = 0. This surgery uses an auxiliary family of
Blaschke products. For details see [BF14] or [Dou87].
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Capture components: Proof of
Theorem C
A different scenario for the dynamical plane is the situation where one of the singular
orbits is eventually captured by the Siegel disc. The parameters for which this occurs are
called capture parameters and, as it was the case with semi-hyperbolic parameters, they
are naturally classified into two disjoint sets depending whether it is the critical or the
asymptotic orbit the one which eventually falls in ∆a. More precisely, for each p ≥ 0 we
define
C =
⋃
p≥0
Cvp ∪
⋃
p≥0
Ccp,
where
Cvp = {a ∈ C|fpa (va) ∈ ∆a, p ≥ 0 minimal},
Ccp = {a ∈ C|fpa (−1) ∈ ∆a, p ≥ 0 minimal},
Observe that the asymptotic value may belong itself to ∆a since it has a finite pre-image,
but the critical point cannot. Hence Cc0 is empty.
We now show that being a capture parameter is an open condition. The argument is
standard, but we first need to estimate the minimum size of the Siegel disc in terms of the
parameter a. We do so in the following lemma.
Lemma 17.1. For all a0 6= 0 exists a neighbourhood V of a0 such that fa(z) is univalent
in D(0, R).
Proof. The existence of a Siegel disc around z = 0 implies that there is a radius R′ such
that fa0(z) is univalent in D(0, R
′). By continuity of the family fa(z) with respect to the
parameter a, there are R > 0, ε > 0 such that fa(z) is univalent in D(0, R) for all a in the
set {a| |a− a0| < ε}.
Corollary 17.2. For all a0 6= 0 exists a neighbourhood a0 ∈ V such that ∆a contains a
disc of radius
C
4R
where C is a constant that only depends on θ and R only depends on a0.
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Proof. For any value of a the maps fa(z) and f˜a(z) =
1
Rλa(e
Rz/a(Rz + 1− a)− 1 + a) are
affine conjugate through h(z) = R · z. For |a − a0| < ε, f˜a(z) is univalent on D, thus we
can apply Theorem 14.16 to deduce that the conformal capacity κ˜a of the Siegel disc ∆˜a is
bounded from below by a constant C = C(θ). Undoing the change of variables we obtain
Rκ = κ˜a ≥ C(θ)
and therefore, by Koebe’s 1/4 Theorem, ∆a contains a disc of radius
C(θ)
4R .
Theorem 17.3 ((Theorem C, Part a)). Let a ∈ Cvp (resp. a ∈ Ccp) for some p ≥ 0 (resp.
p ≥ 1) which is minimal. Then there exists δ > 0 such that D(a, δ) ⊂ Cvp (resp. Ccp)
Proof. Let b = fpa (va) ∈ ∆a (resp. b = fpa (−1) ∈ ∆a). Assume b 6= 0, (the case b = 0 is
easier and will be done afterwards). Define the annulus A as the region comprised between
O(b) and ∂∆a as shown in Figure 17.1.
Figure 17.1: The annulus A.
Define ψ˜ as the restriction of the linearising coordinates conjugating fa(z) to the rotation
Rθ in ∆a, taking A to the straight annulus A(1, ε), where ε is determined by the modulus
of A. Also define a quasiconformal mapping φ˜ : A(1, ε)→ A(1, ε2) conjugating the rotation
Rθ to itself. Let φ be the composition φ˜ ◦ ψ˜.
Let µ be the fa invariant Beltrami form defined as the pull-back µ = φ˜
∗µ0 in A and
spread this structure to ∪nf−na (A) by the dynamics of fa(z). Finally define µ = µ0 in
C\ ∪n f−n(A). Observe that µ = µ0 in a neighbourhood of 0. Also φ has bounded
dilatation, say k < 1, which is also the dilatation of µ.
Now let µt = t ·µ be a family of Beltrami forms with t ∈ D(0, 1/k). These new Beltrami
forms are integrable, since ‖µt‖∞ = t‖µ‖ < 1kk = 1. Thus by the Measurable Riemann
Mapping Theorem we get an integrating map φt fixing 0,-1 and ∞, such that φ∗tµ0 = µt.
Let f t = φt ◦ fa ◦ φ−1t ,
(C, µt)
φt

fa // (C, µt)
φt

(C, µ0)
f t // (C, µ0)
Since µt is fa-invariant, it follows that f
t(z) preserves the standard complex structure
and hence it is holomorphic by Weyl’s lemma.
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Notice also that by Theorem 14.3 in Section 14 f t(z) has finite order. Furthermore by
the properties of the integrating map and topological considerations, it has an essential
singularity at∞, a fixed point 0 with multiplier λ and a simple critical point in -1. Finally,
it has one asymptotic value φt(a) with one finite pre-image, φt(a− 1). Hence by Theorem
15.1 f t(z) = fa(t)(z) for some a(t). Now we want to prove that a(t) is analytic. First
observe that for any fixed z ∈ C, the almost complex structure µt is analytic with respect
to t. Hence, by the MRMT, it follows that t 7→ φt(z) is analytic with respect to t. Now,
a−1 is the finite pre-image of va, so φt(a−1) = a(t)−1, and this implies a(t) = 1+φt(a−1),
which implies that a(t) is also analytic.
It follows that a(t) is either open or constant. But fa(0) = fa and f1 are different
mappings since the annuli φ0(A) = A and φ1(A) have different moduli. Then a(t) is open
and therefore {a(t), t ∈ D(0, 1/k)} is an open neighbourhood of a which belongs to Cvp
(resp. Ccp).
If fpa0(va0) = 0 (resp. f
p
a0(−1) = 0), by Lemma 17.1 and Corollary 17.2 there exists an
ε > 0 such that for all a close to a0, ∆a0 ⊃ D(0, ε). Hence a small perturbation of fa0 will
still capture the orbit of va0 (resp. -1) as we wanted.
The theorem above shows that capture parameters form an open set. We call the
connected components of this set, capture components, which may be asymptotic or critical
depending on whether it is the asymptotic or the critical orbit which falls into ∆a.
As in the case of semi-hyperbolic components, capture components are simply con-
nected. Before showing that, we also need to prove that no critical capture component may
surround a = 0. We just state this fact, since the proof is a reproduction of the proof of
Proposition 16.1 above.
Proposition 17.4. Let γ be a closed curve in W ⊂ Cv. Then ind(γ, 0) = 0.
Proposition 17.5. (Theorem C, Part b) All connected components W of Cv or Cc are
simply connected.
Proof. Let W be a connected component of Cv or Cc and γ ⊂W a simple closed curve. Let
D be the bounded component of C\γ. Let U be a neighbourhood of γ such that U ⊂ W .
Then, for all a ∈ U , fna (va) (resp. fna (−1)) belongs to ∆a for n ≥ n0, and even more it
remains on an invariant curve. It follows that Gvn(a) = f
n
a (va) (resp. G
c
n(a) = f
n
a (−1)) is
bounded in U for all n ≥ n0.
Since Gvn(a) is holomorphic in all of C (resp. in C∗), we have that Gvn(a) (resp. Gcn(a))
is holomorphic and bounded on D, and hence it is a normal family in D. By analytic con-
tinuation the partial limit functions must coincide, so there are no bifurcation parameters
in D. Hence D ⊂W .
As it was the case with semi-hyperbolic components, it follows from Theorem 15.2 that
all critical capture components must be bounded, since for |a| large, the critical orbit must
accumulate on ∂∆a. This proves Part c) if Theorem C. Among all asymptotic capture
components, there is one that stands out in all computer drawings, precisely the main
component in Cv0 . That is, the set of parameters for which va itself belongs to the Siegel
disc.
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We first observe that this component must also be bounded. Indeed, if va ∈ ∆a then its
finite pre-image a − 1 must also be contained in the Siegel disc. But for |a| large enough,
the disc is contained in D(0, R), with R independent of a (see Theorem 15.2). Clearly Cv0
has a unique component, since va = 0 only for a = 0 or a = 1. This proves Part d) of
Theorem C.
The “centre” of Cv0 is a = 1, or the map fa(z) = λze
z, for which the asymptotic value
v1 = 0 is the centre of the Siegel disc. This map is quite well-known, as it is, in many
aspects, the transcendental analogue of the quadratic family. It is known, for example that
if θ is of constant type then ∂∆a is a quasi-circle and contains the critical point. This
type of properties can be extended to the whole component Cv0 as shown by the following
proposition.
Proposition 17.6. (Proposition E, Part a) If θ is of constant type then for every a ∈ Cv0
the boundary of the Siegel disc is a quasi-circle that contains the critical point.
Proof. For a = 1, f1(z) = λze
z and we know that ∂∆a is a quasi-circle that contains the
critical point (see [Gey01]). Define cn = f
n
1 (−1), denote by Oa(−1) the orbit of -1 by fa(z)
and
H : {cn}n≥0 × Cv0 // C
(cn , a) // f
n
a (−1)
Then this mapping is a holomorphic motion, as it verifies
• H(cn, 1) = cn,
• it is injective for every a, as if va ∈ Cv0 , then Oa(−1) must accumulate on ∂∆a. Hence
fna (−1) 6= fma (−1) for all n 6= m.
• It is holomorphic with respect to a for all cn, an obvious assertion as long as 0 /∈ Cv0
which is always true.
Now by the second λ-lemma (Lemma 14.8 in Section 14), it extends quasiconformally to
the closure of {cn}n∈N, which contains ∂∆a. It follows that for all a ∈ Cv0 , the boundary
of ∆a satisfies ∂∆a = Ha(∂∆a) with Ha quasiconformal, and hence ∂∆a is a quasi-circle.
Since −1 ∈ ∂∆1, we have that −1 ∈ ∂∆a.
We shall see in the next section that this same argument can be generalised to other
regions of parameter space.
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Julia stability
The maps in our family are of finite type, hence fa0(z) is J-stable if both sequences
{fna (−1)}n∈Z and {fna (va)}n∈Z are normal for a in a neighbourhood of a0 (see [McM94]
or [EL92]).
We define the critical and asymptotic stable components as
Sc = {a ∈ C|Gcn(a) = fna (−1) is normal in a neighbourhood of a},
Sv = {a ∈ C|Gvn(a) = fna (va) is normal in a neighbourhood of a},
respectively. Accordingly we define critical and asymptotic unstable components Uc, Uv
as their complements, respectively. These stable components are by definition open, its
complements closed. With this notation the set of J-stable parameters is then S = Sc ∩ Sv.
Capture parameters and semi-hyperbolic parameters clearly belong to Sc or Sv. Next,
we show that, because of the persistent Siegel disc, they actually belong to both sets.
Proposition 18.1. Hc,v, Cc,v ⊂ S
Proof. Suppose, say, that a0 ∈ Hv. The orbit of va0 tends to an attracting cycle, and hence
a0 ∈ Sv. In fact, since Hv is open, we have that a ∈ Sv for all a in a neighbourhood U
of a0. For all these values of a, the critical orbit is forced to accumulate on ∂∆a, hence
{fna (−1)}n∈N avoids, for example, all points in ∆a. It follows that {fna (−1)}n∈N is also
normal on U and therefore a0 ∈ Sc. The three remaining cases are analogous.
Any other component of S not in H or C will be called a queer component, in analogy to
the terminology used for the Mandelbrot set. We denote by Q the set of queer components,
so that S = H ∪ C ∪Q.
At this point we want to return to the proof of Proposition 17.6, where we showed that,
for parameters inside Cv0 , the boundary of the Siegel disc was moving holomorphically with
the parameter. In fact, this is a general fact for parameters in any non-queer component of
the J-stable set.
Proposition 18.2. Let W be a non-queer component of S = Sc ∩ Sv, and a0 ∈ W . Then
there exists a function H : W × ∂∆a0 → ∂∆a which is a holomorphic motion of ∂∆a0.
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Proof. Since W is not queer, we have that W ⊂ H ∪ C. Let sa denote the singular value
whose orbits accumulates on ∂∆a for a ∈ W , so that sa ∈ {−1, va}. Let sna = fna (sa), and
denote the orbit of sa by Oa(sa). Then the function
H : Oa0(sa0)×W // C
(sna0 , a)
// sna
is a holomorphic motion, since Oa(sa) must be infinite for all n, and f
n
a (sa) is holomorphic
on a, because 0 /∈W . By the second λ-lemma, H extends to the closure of Oa0(sa0) which
contains ∂∆0.
Combined with the fact that fa(z) is a polynomial-like map of degree 2 for |a| > R (see
Theorem 15.2) we have the following immediate corollary.
Corollary 18.3. (Proposition E, Part b) Let W ⊂ Hv ∪ Cv be a component intersecting
{|z| > R} where R is given by Theorem 15.2 (in particular this is satisfied by any component
of Hv). Then,
a) if θ is of constant type, for all a ∈W , the boundary ∂∆a is a quasi-circle containing the
critical point.
b) Depending on θ ∈ R\Q, other possibilities may occur: ∂∆a might be a quasi-circle not
containing the critical point, or a C n, n ∈ N Jordan curve not being a quasi-circle con-
taining the critical point, or a C n, n ∈ N Jordan curve not containing the critical point
and not being a quasi-circle. In general, any possibility realised by a quadratic polyno-
mial for some rotation number and which persists under quasiconformal conjugacy, is
realised for some fa = e
2piθia(ez/a(z + 1− a) + a− 1).
Remark 18.4. In general, for any W ⊂ Hv ∪Cv we only need one parameter a0 ∈W for
which one of such properties is satisfied, to have it for all a ∈W .
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Chapter 19
Approximating sets of instability
In this chapter we will prove Theorem F and related results, hence proving a parameter
plane analogue of a result by Fatou and Brolin. The chapter is divided in 5 sections. In
Section 19.1 we will see two specific examples from the family of quadratic polynomials with
the purpose of motivating and illustrating our results. In Section 19.2 we will introduce
the notation used in the rest of the chapter. In Section 19.3, we will prove the main result
in a general setting. In Section 19.4 we will prove additional results extending the main
theorem.
19.1 Two examples for the quadratic family
We will illustrate the main result for the quadratic family, to give a concrete example where
the construction is clearer than in the general setting.
19.1.1 Centres of hyperbolic components
Let Pc(z) = z
2 + c and let M denote the Mandelbrot set, that is, the set
M = {c ∈ C |Pnc (z) 9∞},
or equivalently, the set of parameters for which the filled Julia set of Pc(z) is connected.
The boundary of M, denoted by ∂M, is exactly the set of parameters for which Pc is
not J-stable. It can also be characterised as
∂M =
{
c ∈ C | {gn(c) := Pnc (0)}n∈N is not normal in any neighborhood of c
}
, (19.1)
which is also known as the bifurcation locus of the quadratic family.
Recall that we call an open set in the parameter plane of Pc a hyperbolic component if
all parameters in it have an attracting cycle. This definition generalises for all families with
one singular value. In the Mandelbrot set, each hyperbolic component has a distinguished
point called the centre, which is the unique parameter for which the critical point is itself
periodic, and hence superattracting. Recall that
∂M = {centres of hyperbolic components}′.
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This property is the idea for an algorithm suggested by Christian Henriksen, which produces
very accurate pictures of ∂M. We want to find points arbitrarily close to ∂M, characterised
as in (19.1).
It is easy to see that Pc(z) has two different branches of the inverse function, except at
the critical point w = 0, for every c ∈ C. Moreover, these two branches are analytic with
respect to c and we can denote them by ϕw(c)
+ and ϕw(c)
− as functions depending on c.
Define the sets
Cn = {c ∈ C |Pnc (0) = 0 for n in N},
C =
∞⋃
n=0
Cn,
which is the set of centres of hyperbolic components. Observe that the critical point 0 is
in C, since Pn0 (0) = 0.
Theorem 19.1. With ∂M and C as above,
∂M ⊂ C.
Proof. We prove that ∂M ⊂ C by contradiction. Assume there is a d ∈ ∂M and a neigh-
borhood d ∈ U such that U ∩ C = ∅. This implies Pnc (0) 6= 0 for all c ∈ U and all n ∈ N.
Shrink this neighborhood as needed so that 0 /∈ U . We can do this because 0 /∈ ∂M. Now
consider an auxiliary family of functions defined as
Gn(c) =
Pnc (0)− ϕ+0 (c)
Pnc (0)− ϕ−0 (c)
, c ∈ U, n ∈ N,
which is well-defined for c ∈ U because 0 /∈ U and the two branches of the inverse ϕ+0 and
ϕ−0 are well defined. This family avoids 0 and ∞, as Pnc (0) can not be equal to a pre-image
of 0 for c ∈ U , because U ∩ C = ∅. Since 0 /∈ U , this family also avoids 1 because the
branches ϕ0(c)
+ and ϕ0(c)
− are different. Now by Montel’s normality theorem Gn(c) is
normal in U as it avoids 3 points and then gn(c) is also normal, contradicting the fact that
d ∈ ∂M.
Observe that in the proof the role of the critical point could be played by an arbitrary
analytic function w(c) as long as we defined the set of centres Cn accordingly:
C˜n = {c ∈ C |Pnc (w(c)) = 0 for n in N},
C˜ =
∞⋃
n=0
C˜n.
19.1.2 Misiurewicz points in the quadratic family
Remember that a parameter c ∈ C is called a Misiurewicz point (or Misiurewicz parameter)
if the critical point of Pc(z) is strictly pre-periodic.
It is well known that (see [DH+84])
∂M = {Misiurewicz points},
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and with slight variations in the construction of the previous section, we can prove a more
general result implying this.
Define the following set of (k, q)-Misiurewicz points
Misk,q =
{
c ∈ C |Pnc (P kc (0)) = P qc (0) for some n ≥ 0
}
,
for a fixed choice of k ≥ 2, k ∈ N and 1 < q < k, q ∈ N. The set Misk,q is the set of
parameters c ∈ C such that the critical point is pre-periodic of pre-period q and period
n+ k for any n ∈ N. We can simplify the notation used here and write w(c) = P kc (0) and
β(c) = P qc (0),
Misk,q =
{
c ∈ C |Pnc (w(c)) = β(c) for some n ≥ 0
}
.
As in the previous section, we have two different branches for the inverse function. These
two branches are different in C, except when c = 0 and thus the branches coincide in the
following set
K =
{
c ∈ C |Pc(0) = β(c)
}
.
Observe that this set is either discrete or the whole plane, since this is the set of zeros of
an analytic function. Now the result is the following.
Theorem 19.2. With ∂M, Misk,q and K as above,
∂M ⊂Misk,q \K = Misk,q.
Proof. We will prove this result by contradiction. Let d ∈ ∂M and consider a neighborhood
d ∈ U such that U ∩Misk,q = ∅ and shrink it such that U ∩ K = ∅. This implies that
Pnc (w(c)) 6= β(c) for all c ∈ U and any n ∈ N.
As before, we have two branches of the inverse function depending on c, for the point
z = β(c), written as ϕ±β(c)(c). These two branches are different in U , since Pc(0) 6= β(c) in
U (also, β(c) 6= 0), as U ∩K = ∅. As in the proof of Theorem 19.1 we can now construct
an auxiliary family of functions avoiding 3 points in U , meaning gn(c) is normal in U in
contradiction of our assumption, proving
∂M = Misk,q ⊂ Misiurewicz parameters.
Observe that this setting is a generalisation of the setting in Section 19.1.1, since the
sets we are studying now depend on two analytic functions, w(c) and β(c).
The main result of this chapter is a generalisation of these examples.
19.2 Definitions
In this section we will give a general framework, valid for general families of functions based
on the construction for the Mandelbrot set we have illustrated with centres of hyperbolic
components and Misiurewicz points.
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Consider a one-parameter family of entire functions of degree at least 2 depending
analytically on the parameter c, fc : C → C with a discrete set of singular (critical and
asymptotic) values.
Definition 19.3. Given fc(z) as above and w(c) an analytic function we define the sequence
of functions {gn}n∈N as {
gn(c) = f
n
c (w(c))
}
n∈N
.
Observe that in Section 19.1.1 w(c) = 0, in Section 19.1.2 w(c) = P kc (0) for some k ∈ N.
Definition 19.4. We define the bifurcation set associated to w(c)
B = Bw(c) =
{
c ∈ C | {gn(c)}n∈N is not normal in any neighborhood of c
}
This set has dynamical relevance for specific choices of w(c). For example, B is the
bifurcation locus if w(c) is the unique singular value of fc, as it was the case in Section
19.1.1 (or a pre-image of the singular value, as in Section 19.1.2). For other choices, B may
be empty. We will omit the dependence of the set B and of the sequence {gn}n∈N on the
choices of w or f .
Definition 19.5. We denote by vj(c), j = 1, · · · , N , the set of analytic functions with
respect to c ∈ C which correspond to the singular values (asymptotic or critical) of f .
Remark 19.6. The functions vj(c) are not necessarily analytic functions in the whole plane
C, in general. A simple example would be fc(z) = cz2 +ecz+sin c. See [Ere¨06] for a general
result on analyticity of asymptotic values with respect to parameters.
Definition 19.7. Given β(c) an analytic function and gn(c) defined above, we define the
set of n-centres as
Cn =
{
c ∈ C | gn(c) = β(c), with minimal n ∈ N
}
and the set of centres as
C =
∞⋃
n=1
Cn.
These “centres” correspond to centres of hyperbolic components in Section 19.1.1 and
to (k, q)-Misiurewicz points in Section 19.1.2.
Definition 19.8. We define the period of a point cn ∈ C as the minimal pn such that
fpn(w(cn)) = β(cn).
We now define the set of parameters for which the inverse function of fc does not exist
(or fails to have different branches.) These sets have to be excluded from our results.
198
CHAPTER 19. APPROXIMATING SETS OF INSTABILITY
Definition 19.9. Given β(c) an analytic function and vj(c) as above, we define the j-th
critical set as
Kj =
{
c ∈ C | vj(c) = β(c)
}
, j = 1, 2, . . . , N
and the set
K =
N⋃
j=1
Kj .
Let Kε be an ε-neighbourhood of K.
The function fc(z) has (at least) two different and well-defined branches of the inverse
function in a neighborhood of β(c) for c ∈ C\K.
These three sets follow the construction in Sections 19.1.1 and 19.1.2 for the Mandelbrot
set. Observe that Kj is the set of zeros of an analytic function and thus it is discrete for
each j. Although all these sets depend on w(c) and β(c), we will omit this dependence for
the sake of a clearer notation.
19.3 First theorem
This is the main result, proving that we can approximate B by some set C which is numer-
ically approximable.
Theorem 19.10. Let fc be a one-parameter family of entire functions of degree at least 2
depending analytically on the parameter c. If vj(c), 1 ≤ j ≤ N denoting the singular and
asymptotic values of fc as functions of c are analytic for all j and all c ∈ C, then
B \Kε ⊆ C ′.
In other words, the set of not normality is contained in the limit set of the zeros of
{fnc (w(c))− β(c)}n∈N, except at a neighborhood of K.
Proof. We will prove this result by contradiction. Assume there is some c0 ∈ B\(B ∩Kε)
such that there is a neighborhood c0 ∈ U , U∩Kε = ∅ and such that U∩C = ∅. This implies
gn+1(c) 6= β(c) for all c ∈ U and all n ∈ N, which gets expanded into fc(fnc (w(c))) 6= β(c)
and thus fnc (w(c)) /∈
{
f−1c (β(c))
}
. Let ϕ±w(c) be two branches of the inverse function such
that fc(ϕ
±
β(c)(c)) = β(c). These two branches exist and are different since U ∩ Kε = ∅.
Consider the following auxiliary family:
Gn(c) =
fnc (w(c))− ϕ+β(c)(c)
fnc (w(c))− ϕ−β(c)(c)
, c ∈ U, n ∈ N.
This family avoids both 0 and infinity, because fnc (w(c)) 6= ϕ±β(c)(c) for c ∈ U . It avoids
1, as it would imply ϕ+β(c)(c) = ϕ
−
β(c)(c) and this condition holds only for c ∈ K but
dist(U,K) > ε. Thus Gn(c) is a normal family in U and hence gn(c) is also a normal family
in U , yielding a contradiction.
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Figure 19.1: Upper left: (-2.2,1.6), lower right: (1,-1.6). Left shows c ∈ C such that
Pnc (0) = 25, right shows c ∈ C such that Pnc (0) = c3 − c.
This theorem clearly covers Theorems 19.1.1 and 19.2, in addition to extending to other
uni-parametric families like fa studied in the previous chapters.
The techniques used in the proof can be extended to dynamical planes (in a sense,
by exchanging z and c and then fixing c). More concretely, let f be an entire function of
degree at least 2, let w(z) and β(z) be two arbitrary analytic functions and denote by vj(z),
j = 1, · · · , N the set of singular values of f . Assume vj(z) are analytic with respect to z
and define the sequence
{
gn(z) = f
n(w(z))
}
n∈N and the sets
B˜ = {z ∈ C | {gn(z)}n∈N is not normal in any neighborhood of z}
C˜ =
⋃
n≥1
{z ∈ C | gn(z) = β(z) with minimal n},
K˜ =
N⋃
j=1
{z ∈ C | vj(z) = β(z)},
K˜ε = ∪z∈K˜D(z, ε), ε > 0.
Observe that for w(z) = z, the set denoted B˜ above is the Julia set of f . Clearly we
can prove an equivalent result to Theorem 19.10 but about dynamical planes.
Theorem 19.11. Let f be an entire function of degree at least 2. If vj(z), 1 ≤ j ≤ N
denoting the singular and asymptotic values of f as functions of z are analytic for all j and
all z ∈ C, then
B˜ \ K˜ε ⊆ C˜ ′.
In other words, the set of not normality is contained in the limit set of the zeros of
{fn(w(z))− β(z)}n∈N, except at a neighborhood of K.
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Proof. The proof is totally equivalent to the proof of Theorem 19.10.
This is just a generalisation of a classical result by Fatou and Brolin regarding Julia
sets.
Corollary 19.12. Every point in the Julia set of a function f satisfying the conditions of
Theorem 19.11 and with the notation as above is a limit point of pre-images of almost any
point in C.
19.4 Reverse inclusion
We have previously proved that B \Kε ⊂ C ′. In this section we want to show the reverse
inclusion, C ′ ⊂ B, which proves B = C ′. This will be done in less generality than Section
19.3, but the result will include several interesting cases. Observe that this result is trivial
when C ⊂ B, as is the case with Misiurewicz points in Section 19.1.2. In this section we
will use the same objects that we used in the previous section.
Definition 19.13. Let fc be a family of analytic functions. We will say fc has a persistent
Fatou component Λc if for any c ∈ C:
• Λc is a Fatou component,
• There exists α(c) ∈ Λc and r > r0 > 0, with r0 independent of c such that the disc
D(α(c), r) ⊂ Λc.
Let β(c) be a function such that β(c) ∈ D(α(c), r) for all c ∈ C and w(c) an arbitrary
analytic function.
Definition 19.14. We say c is a β-capture point of order p for specific choices of β(c) and
w(c), if fpc (w(c)) = β(c) and fkc (w(c)) 6= β(c) for all 0 ≤ k < p.
This setting includes persistent Fatou components of any type (attracting basins, parabolic
components, Siegel disks...)
Proposition 19.15. If fc has a persistent Fatou component Λc and β(c) ∈ D(α(c), r/2)
for all c ∈ C, then B = C ′.
Proof. Let {cn}n∈N be a sequence of points cn ∈ C with limit point c˜ and let pn be the order
of the point cn. We claim that the sequence {pn}n∈N is an unbounded sequence. Indeed, if
pn ≤ P∀n ∈ N, all points in {cn}n∈N would be zeros of gk(c) − β(c) for some 1 ≤ k ≤ P ,
where gk(c) = f
k
c (w(c)). But the zeros of an analytic function form a discrete set, and a
finite number of discrete sets cannot have accumulation points in the plane.
Let
Gr = {c ∈ C | gn(c) = fnc (w(c)) lands in D(α(c), r), for some n ≥ 0},
G = {c ∈ C | gn(c) = fnc (w(c)) lands in the Fatou component Λc, for some n ≥ 0}
Any point c0 ∈ Gr/2 has an open neighborhood U ⊂ Gr/2 ⊂ G. Indeed, by definition
of Gr/2, there is some minimal n such that gn(c0) = f
n
c0(w(c0)) ∈ D(α, r/2). Since gn is
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continuous with respect to c and gn(c0) ∈ D(α, r/2), there is an open neighborhood c0 ∈ U
such that gn : U → D(α, r/2).
Therefore cn is in an open component Dn ⊂ Gr and limn cn ∈ Gr/2 or limn cn ∈ ∂Gr/2.
If we denote the limit point as c˜, then c˜ ∈ Gr/2 ⊂ Gr ⊂ G, thus there is some minimal P
such that gP (c˜) ∈ Λc and we can find an open neighborhood D˜ of c˜ such that gP (c) ∈ Λc
for all c ∈ C˜. But in any neighborhood of c˜ we have open neighborhoods Dp associated
with points cp with increasing minimal order pn, which is a contradiction with the fact that
in D˜ the minimal order was P .
This proposition includes the family fa with the function β(a) = v(a) studied in the
previous chapters since it has a persistent and non-vanishing Siegel disc (see Corollary 17.2).
Another interesting case is motivated by the components studied in Chapter 16.
Definition 19.16. Assume v(c) is a critical point of a family fc under the assumptions of
Theorem 19.10. We define the hyperbolic components of fc for the critical point v(c) as
Hv = {c ∈ C | fnc (v(c)) converges to a periodic orbit}.
Let β(c) = w(c) = v(c). In this case, the set C = ∪nCn is the set of centres of
hyperbolic components (for the critical point v(c)), in other words, parameters where fc(z)
has a superattracting periodic orbit of period n and v(c) is part of the cycle.
We restrict the case of hyperbolic components to critical values because hyperbolic com-
ponents associated to asymptotic values do not necessarily have centres, as is the case in
the family of functions studied in the preceding chapters (see Lemma 16.5).
Proposition 19.17. If β(c) = w(c) = v(c) then B = C ′.
Proof. Let {cn}n∈N be a sequence of points in C with limit point c˜. We claim that the
sequence of periods {pn}n∈N of the points in the sequence {cn}n∈N form an unbounded
sequence. Indeed, let P be a bound for the sequence {pn}n∈N. The points cn with period
pn are zeros of hpn(c) = f
pn
c (v(c))−v(c), which is an analytic function. The set Zpn of zeros
of hpn is thus a discrete set
1, therefore the set
⋃P
p=0 Zp is also discrete, in contradiction
with the fact that c˜ is an accumulation point.
By the implicit function theorem, there is a neighborhood of cn, Dn and an analytic
function ξ such that fpnξ(c)(ξ(c)) = ξ(c) for all c ∈ Dn. In other words, there is a neighborhood
of cn formed by pn-periodic orbits. These orbits are necessarily attracting, since the implicit
function theorem fails when the orbit is indifferent.
This implies that the limit point c˜ is either in Hv or in ∂Hv. If c˜ ∈ Hv, there is an open
neighborhood of c˜ with periodic orbits of constant period, but in any neighborhood of c˜ we
have open sets Dn with minimal period pn, which is a contradiction.
If c˜ ∈ ∂Hv the family is not normal and c˜ ∈ B.
This proposition includes centres of hyperbolic components in many cases, for these
specific choices of β and w. A particular case for the family fa is shown in Figure 19.2.
1Unless fpn(v(c)) = v(c) for all c ∈ C, which implies v(c) is always a periodic point of period pn.
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Figure 19.2: Close up around the unit circle of the parameter plane of the family fa. In
red and purple we can see exponential hairs for the asymptotic and critical values. In blue,
centres of semi-hyperbolic components for the critical value, Hc, in black, centres of capture
components for the asymptotic value, Cc
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Appendix A
Proof of Theorem 16.7 and
numerical bounds
We may suppose λ 6= ±i since θ 6= ±1/2. Let λ = λ1 +iλ2, σ = Sign (λ1) and ρ = Sign (λ2).
We define:
Figure A.1: Sketch of the construction in Thm. 16.7 for the case λ1, λ2 > 0.
C1 : = {σs+ ti||t| ≤ y}
C2 : = {σt+ iρy|t ≥ s}
C3 : = {σt− iρy|t ≥ s}
with y > 0, s > 0, see Figure A.1 for a sketch of this curves. Let R be the region bounded
by C1, C2, C3. Recall that va = λ(a
2 − a) is the asymptotic value. Note that we will
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consider a real, furthermore following Figure A.1, we will set a := −σb with b > 0, as
hinted by numerical experiments. Defined this way, the curves that are closer to va are C1
and C2. We choose y and s in such a way that d(va, C1) = d(va, C2), as in Figure A.1.
More precisely,
d(va, C1,2) = |λ1|
(
b2 + σb
)− s = |λ2|(b2 + σb)− y
and hence
y = (|λ1|+ |λ2|)
(
b2 + σb
)− s.
To ease notation, define L = (|λ1|+ |λ2|). We would like some conditions over s assuring
that if b > b∗, d(va, f(∂R)) ≤ d(va, ∂R), as this would imply f(R) ⊂ R and thus the
existence of an attracting fixed point. We write fa(z) = va + ga(z) where ga(z) = a · λez/a ·
(z + 1− a). Then
d(va, f(∂R)) = d(0, ga(∂R)) = |ga(∂R)|.
Therefore we need to find values such that the following three inequalities hold
|ga(C1)| < |λ1|
(
b2 + σb
)− s, (A.1)
|ga(C2)| < |λ1|
(
b2 + σb
)− s, (A.2)
|ga(C3)| < |λ1|
(
b2 + σb
)− s. (A.3)
For (A.1) to hold the following inequality needs to be satisfied
b · e−s/b
√
((σs+ σb+ 1) + t2)
?≤ |λ1|
(
b2 + σb
)− s.
Observe that
b · e−s/b
√
(σs+ σb+ 1)2 + t2 ≤ b · e−s/b (|σ(s+ b) + 1|+ y) =
= b · e−s/b (s+ b+ σ + y) =
= b · e−s/b (b+ σ + L(b2 + σb)) ,
so we define the following function
h(s) = b · e−s/b (b+ σ + L(b2 + σb))− |λ1| (b2 + σb)+ s,
and we will find an argument which makes it negative. We need to find s such that
h(s) < 0 and 0 < s < |λ1|(b2 + σb)|. It is easy to check that h(s) has a local minimum at
s∗ := b log
(
b+ σ + L(b2 + σb)
)
and furthermore
h(s∗) = b+ b log
(
b+ σ + L(b2 + σb)
)− |λ1| (b2 + σb) ,
which is negative for some b∗ big enough (in Appendix A we will give some estimates on
how big this b∗ must be as a function of λ). This s∗ is again in our target interval, for a
big enough b (note that if h(s∗) < 0 then s∗ < |λ1|(b2 + σb)|).
From now on, let s = s∗, and check if (A.2) holds, where we will put s = s∗ at the end
of the calculations.
b · e−σt/σb
√
((σt+ σb+ 1) + y2)
?≤ |λ1|
(
b2 + σb
)− s.
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As we have done before, expand
b · e−σt/σb
√
((σt+ σb+ 1) + y2) ≤ b · e−t/b · (|σt+ σb+ 1|+ y) =
= b · e−t/b · (t+ b+ σ + y) =
= b · e−t/b · (t+ b+ σ + L (b2 + σb)− s∗) .
It is easy to check that b · e−t/b · (b+ σ + y) is a decreasing function in t, and b · e−t/bt
has a local maximum at t = b and is a decreasing function for t > b. Then, we can bound
both terms by setting t = s∗, as s∗ ≥ b whenever b + σ + L(b2 + σb) is bigger than e, but
this inequality holds if all other conditions are fulfilled. Now we must only check if
|λ1|
(
b2 + σb
)− s∗ ?≥ b · e−s∗/b · (s∗ + b+ σ|+ L (b2 + σb)− s∗) =
= b · b+ σ + L
(
b2 + σb
)
b+ σ + L (b2 + σb)
= b,
which is the same inequality we have for h(s), thus it is also satisfied. Inequality (A.3) is
equivalent to (A.1), hence the result follows.
Now we give numerical bounds for how big b must be in Theorem 16.7. We will consider
only the general case λ1 6= 0, as the other is equivalent.
Consider the inequality
b log
(
b+ σ + L(b2 + σb
)
) ≤ −b+ |λ1|
(
b2 + σb
)
If this inequality holds and b + σ + L(b2 + σb) > 0, we have the required estimates to
guarantee that all required inequalities in Theorem 16.7 hold. The second inequality is
clearly trivial, as it holds when b > 1. Now, we must find a suitable b for the first.
Simplifying a b factor and taking exponentials in both sides, we must check which b
verify
b+ σ + L(b2 + σb) ≤ e−1+|λ1|σe|λ1|b. (A.4)
We can get a lower bound of ex:
e|λ1|b ≥ 1 + |λ1|b+ |λ1|
2b2
2
+
|λ1|3b3
6
.
And this way if
b+ σ + L(b2 + σb) ≤ e−1+|λ1|σ
(
1 + |λ1|b+ |λ1|
2b2
2
+
|λ1|3b3
6
)
,
then is also true (A.4). Now we must check when a degree 3 polynomial with negative
dominant term has negative values. This will be true as long as b > 0 is greater than
the root with bigger modulus. It is well-known (see [HM97]) that a monic polynomial
zn+
∑n−1
i aiz
i has its roots in a disc of radius max(1,
∑n−1
i |ai|), so every b > 1 and bigger
than
6
eσ|λ1|−1|λ1|3
·
(
|L− eσ|λ1|−1 |λ1|
2
2
|+ |1− eσ|λ1|−1|λ1|b+ Lσb|+ |b+ σ − 1|
)
207
APPENDIX A. PROOF OF THEOREM 16.7 AND NUMERICAL BOUNDS
satisfies our claims.
Finer estimates for b depending on λ can be obtained with a more careful splitting of λ
space, for instance
{λ|λ ∈ S1} = {λ ∈ [7pi/4, pi/4]} ∪ {λ ∈ [pi/4, 3pi/4]} ∪ {λ ∈ [3pi/4, 5pi/4]}
∪ {λ ∈ [5pi/4, 7pi/4]} = B1 ∪B2 ∪B3 ∪B4.
The proof can be adapted with very minor changes to this partition, although the exposition
and calculations are more cumbersome.
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