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Resumo
O célebre efeito Hall quântico semi-inteiro no grafeno é uma consequência direta dos
níveis de Landau característicos previstos pela equação de Dirac. Apesar de se saber que os
níveis de Landau devam ser tão estreitos quanto possível para que os efeitos de mecânica
quântica relativística sejam realçados, pouca informação sobre os mecanismos mais rel-
evantes que levam ao alargamento destes níveis em grafeno está disponível atualmente.
Nesta tese, experimentos de micro-Raman a baixas temperaturas e campos magnéticos
de até 15 T foram feitos em tipos diferentes de amostras de grafeno: monocamadas e
bicamadas depositadas sobre um substrato de Si/SiO2; e multicamadas produzidas sobre
SiC. As larguras das transições interbanda entre níveis de Landau são obtidas pela análise
do amortecimento das ressonâncias magneto-fônon que ocorrem quando transições opti-
camente ativas entre níveis de Landau cruzam a energia do fônon E2g. A partir de uma
análise quantitativa das larguras dependentes do índice de cada transição, encontramos
que amostras produzidas por meios distintos mostram mecanismos de alargamento de
níveis de Landau amplamente diferentes. O alargamento na amostra com multicamadas
é causado por uma distribuição nas velocidades de Fermi (δvF ∼ 8.7× 104 m/s) possivel-
mente devida a flutuações residuais nas interações entre camadas, enquanto o alargamento
em monocamadas é devido, principalmente, à presença de pseudo-campos magnéticos
(δBstrain = 1.7 T para nossa amostra) criados por tensões na rede através de interações
com o substrato. A busca por métodos de fabricação de grafeno com qualidade eletrônica
superior precisa levar em conta estes dois tipos de mecanismos de alargamento.
Palavras-chave: grafeno, espectroscopia Raman, níveis de Landau.
Abstract
The famous half-integer quantum hall effect in graphene is a direct consequence of
the characteristic Landau levels predicted by the Dirac equation. Albeit minimal Landau
level widths are mandatory to reinforce the relativistic quantum effects under low mag-
netic fields, little information on the most relevant mechanisms leading to Landau level
broadening in graphene samples is presently available. In this thesis, micro-Raman exper-
iments at low temperatures and fields up to 15 T were performed on distinct graphene
samples, namely a natural single-layer and a bilayer graphene flake deposited over a
Si/SiO2 substrate; and a multilayer epitaxial graphene sample produced on SiC. The in-
terband Landau level transition widths are obtained by an analysis of the damping of
the magnetophonon resonances that occur when optically active Landau level transitions
cross the energy of the E2g phonon. We find, by means of a quantitative analysis of the
index-dependent Landau level transition widths, that graphene samples produced by such
distinct routes show largely different dominant Landau level broadening mechanisms. In
fact, the broadening in multilayer epitaxial graphene is caused by a distribution of Fermi
velocities (δvF ∼ 8.7×104 m/s), possibly due to fluctuations of residual interlayer graphene
interactions, while the Landau level broadening in single-layer graphene is mainly due to
the presence of random strain-induced pseudo-magnetic fields (δBstrain = 1.7 T for our
sample) caused by interactions with the substrate. Search for production methods of
graphene with optimal electronic quality must take into account both possible Landau
level broadening mechanisms.
Keywords: graphene, Raman spectroscopy, Landau levels.
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Chapter 1
Introduction
Materials science is at the very center of civilized life. From ancient days, the de-
velopment of tools, made possible by the exploitation of certain characteristics of rough
materials, such as stones, was the key for the improvement of human conditions. The
need for new outstanding materials is, perhaps, the most practical consequence of man's
active mind, because it is through the manipulation of raw materials and the rational use
of their properties that ideas are brought into reality. This process produces more pow-
erful computers, efficient engines, resistant glasses. It is how distant ideas meet shapes
and functions. The imaginative mind that conceived abstract concepts, like unit cells and
electronic wave functions, finally reaches the real world. This creates a circle of discovery,
innovation, development and production.
Among the multitude of possibilities in materials science, one element is of preeminent
usefulness. Carbon is, perchance, the most versatile element in nature. It can form an
infinitude of substances, alone or combined with other members of the periodic table.
When alone, a carbon atom can bind with others in two distinct manners. In one of them,
the atoms arrange themselves on tetragonal structures. Those structures, when grouped
up, rise in the form of diamond, which is the hardest known solid, transparent and an
electrical insulator, among other properties. However, carbon can make flat arrangements,
leading to planar structures with a atomic honeycomb form. When stacked, the resulting
material is called graphite, which, in contrast to diamond, is a black, soft, semi-metal. The
increase of the interest on carbon-based materials can be explained by their interesting
and versatile properties described above.
In particular, graphite is known since, at least, the Neolithic age [9]. Its first large
scale exploitation occurred in England during the XVII century, being used as a rudimen-
tary pencil. Modern applications may include refractories, batteries, steel making, brake
linings, foundry facings and lubricants, highlighting the significance of such material for
the industry.
The physics of graphite has been studied in the last 60 years. Its structure is composed
by the stacking of several layers of carbon atoms arranged in a bi-dimensional honeycomb
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Figure 1.1: Due to the morphology of the sp2 hybridization, carbon atoms can form a 2D honey-
comb structure. Such 2D structures can be piled up in an alternating pattern, in which the atom
of the A layer is aligned with the center of the honeycomb above, the B layer, which, in turn, is
aligned with the center of the layer above that is lined with the first one, thus, being also called A
layer. This is called Bernal or ABAB... stacking. The superposition of a great number of layers
in such manner forms graphite.
lattice, as shown in Fig. 1.1. Based on the fact that the spacing between layers is about
2.4 times greater than the distance between first neighbors in the carbon sheets [61], the
basic building block of the theoretical models at the time was a single layer of carbon
atoms arranged in a honeycomb lattice. The first of such models was done by Wallace [88]
in 1947. At the time the treatment of single layers was a theoretical approximation to
understand the graphite physics. A more accurate description of the band structure was
achieved by McClure in 1957 [61] and Slonczwsky and Weiss in 1958 [83], which is known
as SWM model. The theoretical models reveal a Dirac-like Hamiltonian, with a band
structure that is conical around the edges of the first Brillouin zone, known as Dirac
points. The quasi-particles described by this model are called massless Dirac fermions.
Concerning the single-layer carbon system, it was predicted by Peierls, Landau, Mer-
min and others that 2D crystals should be unstable at any finite temperature [1, 46, 63,
64, 72, 85]. Later, new theoretical models proposed that the presence of topological long
range order could stabilize the 2D crystals [23, 45]. In 2004, Novoselov and Geim et al. ex-
perimentally demonstrated that thin films of carbon, so called graphene, can be obtained
by means of the mechanical exfoliation method from the graphite, i.e., a single graphene
sheet can be isolated. They have also demonstrated that, in fact, the electronic dispersion
is linear around K-point of the Brillouin zone in such samples, as expected by theory [69].
Later, in 2005, it was confirmed that those sheets were, in fact, single layers [70].
In terms of band structure, graphene is a gapless semi-metal. The valence and conduc-
tion bands touch each other at the Dirac points and the carrier concentration can be tuned
by an external electric field [3, 14, 17, 48, 69, 74, 89]. It can be varied continuously and can
either increase the concentration of electrons or holes, as depicted in Fig. 1.2. As the Fermi
level approaches the Dirac point, the density of states vanishes and the resistivity finds a
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Figure 1.2: From Ref. [32]: Ambipolar electric field effect in single-layer graphene. The insets
show its conical low-energy spectrum E(k), indicating changes in the position of the Fermi energy
EF with changing gate voltage Vg. Positive (negative) Vg induce electrons (holes) in concentrations
n = αVg, where the coefficient α ≈ 7.2 × 1010 cm−2V−1 for field-effect devices with a 300 nm
SiO2 layer used as a dielectric. The rapid decrease in resistivity ρ on adding charge carriers
indicates their high mobility (in this case, µ ≈ 5000 cm2V−1s−1 and does not noticeably change
with increasing temperature to 300 K).
maximum value. The carrier mobility was initially reported to exceed 20.000 cm2V−1s−1
and, so, graphene is said to feature ballistic transport properties in the micrometer scale,
even at 300 K [32]. If extrinsic factors such as ripples and charged impurities are re-
moved, the mobility can reach values as high as 200.000 cm2V−1s−1 [65]. For comparison,
InSb, a semiconductor with a very high mobility, can reach 77.000 cm2 V−1s−1 [32]. Other
graphene properties, such as Young's modulus of 1 TPa and intrinsic strength of 130 GPa,
as well as very high thermal conductivity, capability to carry high densities of current,
etc. make it a premium candidate for new outstanding technologies. Some potential appli-
cations include flexible electronics, high frequency transistors, photo detectors and THz
generators [71].
The graphene can be obtained through different methods, the most popular ones
are mechanical exfoliation [16, 69], chemical vapor deposition (CVD) [16, 92] and Si
evaporation of SiC substrates. [16, 22] Graphene-like behavior has been also reported in
bulk graphite, which is attributed to the small regions with uncoupled layers [26, 50, 52].
However, one of the greatest barriers between the lab and large scale fabrication is the
difficulty to produce large wafers of high quality material. Perhaps the epitaxial growth
on SiC substrates or the transfer of single layers grown from CVD to other substrates can
make it possible [71].
As the object of interest in this thesis, the electronic levels are quantized under mag-
netic fields due to the bi-dimensionality of graphene [15, 33, 60]. The energy levels emerg-
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Figure 1.3: The half-integer quantum Hall effect in graphene presents a ladder spaced by 4e2/h
and is shifted by 1/2 units from the center. [32]
ing from such quantization are the so-called Landau Levels. For massless Dirac Fermions,
the energies of the levels are given by the relation En(B) ∝
√
Bn, where B stands for
the applied magnetic field and n is the Landau level index. Here, the mixture of wave
functions from sublattices A and B causes an important asymmetry, because the Dirac
particles are confined to only one sublattice when n = 0, but can exist in both if n 6= 0.
Another consequence of its characteristic Landau levels is that there is always a level with
zero energy, i.e. E0 = 0. Although its degeneracy is the same as the other levels, it is
shared both by electrons and holes, meaning that there are only half the number of total
states available for each type of charge carrier. For this reason, it presents a half-integer
quantum Hall effect, where the ladder is spaced by jumps of 4e2/h and is shifted from
the center by 2e2/h (see Fig. 1.3). The quantum Hall effect is also observed at room tem-
perature. It is important to mention that the half-integer quantum Hall effect had been
observed in graphite before the discovery of this effect on single-layer graphene, indicating
that some characteristics of isolated graphene sheets could be found in graphite [43, 54].
Such seminal work was carried out with the participation of Prof. Yakov Kopelevich (IFG-
W/UNICAMP).
On the technique side, the Raman effect is the inelastic light scattering by the material.
It involves excitation of a system such as lattice vibration (phonons in crystals), carriers,
magnons, etc. The incident photon transfers part of its energy to excite, for instance, a
phonon through an interaction with an electron, that is promoted to a virtual or to a
real state, in the latter case it is called resonant Raman. When the electron de-excites it
emits a new photon which energy is smaller than the original photon by the amount of
24
the energy given to the phonon. This is called the Stokes mode. If the electron, otherwise,
absorbs the energy of a phonon, the emitted photon will have a greater energy. This is
the anti-Stokes mode and in this case, it depends on the electron population, i.e., on the
temperature [51].
For graphene studies, Raman spectroscopy has been the main non-destructive tech-
nique to identify the single- and multilayers [20, 58, 86]. Due to graphene's unique elec-
tronic bands, the Raman spectrum is strongly affected by the number of layers in the
sample. For this reason, Raman spectroscopy is the ultimate tool in the determination
of the number of layers in this kind of sample [20, 29, 35, 36, 57, 58, 86]. It can also be
used to determine the Fermi level through the analysis of the G- and 2D-band charac-
teristics as a function of a backgate voltage [20, 48, 74, 86, 89]. Comparison with previ-
ous results enables one to estimate the carrier concentration of an unprocessed sample.
Another important aspect is that graphene's bands are strongly affected by self-doping
and defects [12, 13, 20, 21, 39, 86], leading to a high level of inhomogeneity in some
samples. Of course, those are just a few illustrative examples on the versatility of the
technique [20, 58, 86].
Since the graphene presents relatively strong electron-phonon interaction [15, 33], elec-
tronic level quantization under magnetic field can be investigated by Raman scattering
through the so-called magneto-phonon resonance, predicted by Ando [4] and Goerbig [34].
When the difference of energy between two Landau levels becomes equal to the energy
of the E2g optical phonon there is a resonance, causing oscillations in the energy and
width of the Raman E2g phonon peak, as a function of the applied magnetic field. Such
phonon energy and broadening oscillation have been, in fact, observed in graphite in-
clusions [27, 44, 90], multilayer epitaxial graphene [25] and single-layers deposited on
atomically flat boron nitrate substrates [68]. Even though several works have been re-
ported on the magneto-phonon-resonance effect, it is still unclear why the behavior is
only observed in certain sample condition, i.e, it is strongly sample dependent.
The scope of this thesis is to address this point and we present here a investigation
of magneto-phonon resonances for fields below 15 T using the micro-Raman technique
and two different types of sample, namely multilayer epitaxial graphene and single-layers
deposited over Si/SiO2 substrates. Using the theoretical model proposed by Ando [4],
simplified for neutral samples by Faugeras et al. [25], we can extract, in addition to the
information related to the electronic levels in the sample, the experimental condition the
magneto-phonon-resonance may occur.
The magneto-phonon resonance (MPR) for lower fields is observed in our multilayer
epitaxial graphene samples. In contrast to the results reported by Faugeras et al. [25],
where two components are observed on the G-band, we observed only one oscillatory
component. The field-independent second component is not observed in our data. Our
results are successfully represented by Ando's theoretical model [4, 25] and the obtained
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parameters are within the expected range reported in the literature. Our results also
corroborates that the uncoupled multilayer graphene presents high electronic quality.
Our single-layer graphene samples deposited on Si/SiO2 display strongly sample and
spot position dependent results, revealing that the electronic behavior of graphene single-
layers under magnetic fields can be quite inhomogeneous. Measurements at different spots
yielded, at first sight, conflicting results. The unexpected absence of magneto-phonon
resonances on graphene on Si/SiO2 substrate at fields below 10 T were also reported in
the literature as this thesis work was being carried out [41, 68, 77]. We propose here a
mechanism, based in simulations using the Ando model, in which the Landau level widths
depend on magnetic field and Fermi velocity fluctuations. This model could not only





This chapter is an overview of the theoretical developments of the physical mechanisms
behind the magneto-phonon resonance effect. The first part of the chapter is devoted to the
principles of the Raman effect and is the background for the experimental technique. The
rest of the chapter is dedicated to the theoretical treatment from basic graphene physics
to the interaction between electrons and phonons and the quantization of electronic levels
under magnetic field.
Then the linear energy dispersion around the corners of its first Brillouin zone will be
shown using a simple tight binding model and the resulting expression will be compared
to the Dirac equation in order to build an analogy between them.
After that, the mechanisms behind the Raman spectrum of graphene are discussed
and the application of the technique for the characterization of samples, such as the
determination of the number of layers and the carrier concentration is presented.
Finally, the linear dispersion is explored by the insertion of a magnetic field in the
Hamiltonian, quantizing the Dirac cones into Landau Levels. Next, which is the focus of
this thesis, the consequences of electronic levels quantization to the phonon energies will
be investigated. The resulting magneto-phonon resonance and its dependence on the width
of the Landau Levels and how this effect can be incorporated in the existing theoretical
model is addressed.
2.1 Raman Scattering
Around 1920, C. V. Raman, a physicist from India, was investigating the light scat-
tering by atoms and molecules [81]. At the time, the elastic scattering of light by matter,
the Rayleigh scattering, was an already known phenomenon. The intensity of the elastic
scattered light was determined to be proportional to the fourth power of the incident
light frequency, the scattered light being polarized. This scattering is responsible for the
blue color of the sky, but Lord Rayleigh, the scientist whose name is attributed to the
elastic scattering effect, stated that the blue color of the ocean should be a reflection of
27
Figure 2.1: C. V. Raman during a light scattering experiment.
the color of the sky. Raman was skeptic of Lord Rayleigh's explanation and, using the
Einstein-Smoluchowski equation, showed that the blueish color of the ocean is also related
to the tendency of the ocean water to scatter the smaller wavelengths.
The interest of Raman on this subject guided him to study the light scattering by
crystals and liquids. As a result of his observations, Raman concluded that a residual
fluorescence was always present, even if the substance was further distilled and purified.
Meanwhile, one of his collaborators, K. R. Ramanathan, studied the intensity of scattered
light by liquids and show that the intensity of the scattered light was in agreement with
theory when the tested liquids were anisotropic, like alcohol, but failed for highly isotropic
molecules like benzene. These facts led him to perform further research on the relation
between light polarization and its wavelength.
In 1928, Raman and his student, K. S. Krishnan, were continuing the experiments
of Ramanathan, and tried to determine the residual fluorescence spectrum previously
observed. Due to the rudimentary experimental conditions and the feebleness of the scat-
tered light, high exposure time, up to 180 hours, was required to successfully sensitize the
photographic films. Smaller wavelengths than the incident light were observed in more
than 60 liquids and gases. The relatively high intensity of those wavelengths and its po-
larization ruled out the possibility of fluorescence, leading him to conclude that this was
a new phenomenon, which, later, received his name.
Some controversy exists of who had the priority over the discovery of the inelastic
scattering phenomenon because two Russian physicists, G. Landsberg and L. Mandelstam
observed this same effect in crystals two weeks earlier, in 1928 [47]. Details about the
controversy of why Raman, and not the Russians, was nominated for the Nobel Prize can
be found in Ref. [81, 82], but it was due to the fact that Raman carried the most extensive
studies while being involved in the area for a long time. However, the individual freedom
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problems and though conditions in the aftermath of the Russian revolution surely had its
contribution in this matter.
It is worth noting that Adolf Smekal previously predicted the inelastic scattering of
photons in 1923 [84]. Those were the flourishing times of quantummechanics and, although
this theory was not relevant to the discovery of the Raman scattering, it placed the
phenomenon in the realm of the newborn physics paradigm.
Later on, the use of lasers for Raman spectroscopy was pioneered by Sergio Porto [19,
49, 55], the founder of the Spectroscopy Lab at the Department of Quantum Electronics,
IFGW-UNICAMP, in which the author started his works with spectroscopy.
The Raman scattering phenomenon can be treated in a classic or in a quantum me-
chanical way. The difference between them lies in the quantization of the electric dipole,
leading to a discrete polarizability. Both models yield similar conclusions, although the
quantum mechanical one will reveal the resonant Raman scattering. Below is compiled a
brief condensation of the extensive work contained in Ref. [30] and [51].
2.1.1 The Classical Approach
The scattering of light by matter is a process that involves two photons, in which the
incident photon is absorbed by the material and excites the system, which, in turn, emits a
second photon, returning to its original state. In this context, it is possible that the emitted
photon has the same energy as the incident one, but emitted in a different direction (this
is called the Rayleigh or elastic scattering), or it may have a slightly different energy
and direction from the incident photon, in which case it is called Raman, or inelastic,
scattering.
Although it is a quantum phenomenon, a model based on classical electrodynamics is
able to describe, to some degree, the main features of the Raman scattering and offers
a good visualization of the physical process. With that in mind, we should consider a
molecule in the presence of an electric field. This field causes the displacement of the
positive and negative electric charges in opposite directions, turning the neutral molecule
into an electric dipole. The effect of the field over the molecule, i.e., the polarization, is
given by
P = αE (2.1)
where α is called atomic polarizability. If the displacement is considered to be small, we
can approximate the polarizability, using a Taylor expansion, as a function of the distance
to the center of the molecule, as






q + ... (2.2)
α0 being the polarizability at the equilibrium position in relation to the origin of the
29
Figure 2.2: Schematics of a typical Raman scattering process. A photon with energy ~ω0 excites
an electron to a virtual energy state. If the electron returns to its original state we have an elastic,
or Rayleigh, process and the emitted photon energy will be ~ω0. If the electron interacts with a
phonon and returns to an excited level, the emitted photon will have frequency ~ω = ~ω0 − ~ωv,
where ~ωv is the energy of the excited level in relation to the ground state. This is the Stokes
mode. Conversely, if an electron on an excited state absorbs the photon and then goes to the
ground state, emitting a phonon, we have the anti-Stokes mode with the emitted energy being
~ω = ~ω0 + ~ωv.
coordinate system and q is the displacement. If this molecule vibrates around the origin
in a sinusoidal manner, i.e., its position varies as
q = q0 cosωmt (2.3)
where ωm is the oscillation frequency of the molecule and q0 is its amplitude. Combining
this equation with first two terms of the series expansion of the polarizability, eq. 2.2, it
can be written







Now, treating the incident light as an sinusoidal oscillating electric field, according to the
classical electromagnetic theory, it can be written as
E = E0 cosω0t (2.5)
where E0 is field amplitude and ω0 is its frequency. Combining equations 2.1, 2.4 and 2.5,
it yields






q0E0 cosω0t cosωmt (2.6)
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Using trigonometric relations, one can arise at






q0E0 [cos (ω0 + ωm)t+ cos (ω0 − ωm)t] (2.7)
As stated in the beginning of this section, the variation in the polarization is the con-
sequence of the displacement of the electric charges of the molecule due to the oscillating
external electric field applied to it. If this displacement is periodic, the oscillating dipole
will induce an electromagnetic wave with the same frequency as that of the oscillating
dipole, which is the scattered radiation. Analyzing the above equation, we have three
terms: the first contains the same frequency of the incident radiation and refers to the
elastic scattering. The other two terms do present a frequency shift and are related to the
Raman, or inelastic, scattering. The term that contains a smaller frequency than the inci-
dent light is called Stokes mode, while the one with higher frequency is called anti-Stokes.
In Raman spectroscopy one measures a difference in energy in relation to the incident
light. When the variation of the polarizability is zero there is no active Raman scattering
mode, because the two last terms vanish. This generates the Raman selection rules for
the active modes.
We can now extend this effect in a qualitative way to a schematic quantum model. A
molecular system will absorb a photon if the Bohr condition, ∆E = hω, is satisfied. In
this case, the system will be excited and then decay to another state with energy equal
or smaller than the original one. If the final state has the same energy as the initial, the
photon wavelength will be unchanged. If the states have different energies the emitted
photon will be either a Stokes or anti-Stokes scattering. The diagram in Fig. 2.2 is a
schematics of the scattering processes. The anti-Stokes scattering occurs if the system
initially occupies an excited state. On the other hand, the fundamental state will be
involved in the generation of the Stokes mode. For this reason the former process is less
likely to happen than the latter, and the Stokes mode is more intense than the anti-Stokes.
For the same reason, the probability of the system be excited and return to its original
state is greater than the other two possibilities, than the Rayleigh scattering is the most
intense of them. The virtual states of the figure are a way to represent the surplus energy
of the photon in relation to the energy levels involved in the process.
2.1.2 Quantum Mechanical Treatment
In this approach, the lattice vibrations of the material, i.e. the phonons, are quantized
while the electromagnetic radiation is considered in the classical way. As in the classical
case, the induced electric dipole, associated with a transition from state i to f , can be




(3))fi + ... (2.8)
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where the superscripts denote the order of the term, (p(1)) being linear in E, (p(2))






in which pˆ is the electric dipole moment operator and Ψ′i and Ψ
′
f are the time-dependent
perturbed wave functions of the initial and final states, respectively. Those wave functions













f + ...+ Ψ
n
f (2.11)
Reinserting the two latter equations in eq. 2.9 will lead, until the second power of the












∣∣∣ pˆ ∣∣∣Ψ(2)i 〉+ 〈Ψ(2)f ∣∣∣ pˆ ∣∣∣Ψ(0)i 〉+ 〈Ψ(1)f ∣∣∣ pˆ ∣∣∣Ψ(1)i 〉+O(3) (2.12)
The zero-eth order corresponds to a transition in which the initial and final states
are the same and does not involve perturbed terms. The first order terms, on the other
hand, contains one perturbed first order term, thus being dependent on the electric field.
Now, we must consider the initial and final states wave functions through time-dependent
perturbation theory. They can be expressed as linear combinations of the unperturbed
wave functions. Here we include an electric dipole interaction Hamiltonian, Hp, we may





















and so on. The effect of the electric field is contained, then, in the αpir terms. According
to eq. 2.13, we see that in the first order terms of eq. 2.12 the perturbed wave function
depends on one α(1)pir term, meaning that it is linear with E. Furthermore, it will rely on
transitions in which the initial and final states are not the same, implying that it represents
a Stokes or an Anti-Stokes scattering. Higher order terms involves the multiplication of
one or more αpir coefficients, hence the E-dependence is, at least, quadratic. This is called
hyper-Raman scattering and will not be considered here.
If we do not consider special cases, such as magnetic perturbed terms, the time-
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independent wave functions can be considered to be real. In this case, we can define






where (p˜(1))∗fi is the complex conjugate of (p˜
(1))fi.







[〈Ψf | p˜ρ |Ψr〉 〈Ψr| p˜σ |Ψi〉
ωri − ω1 − ıΓr E˜σ0e
−ı(ω1−ωfi)t +
〈Ψf | p˜ρ |Ψr〉 〈Ψr| p˜σ |Ψi〉
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〈Ψf | p˜ρ |Ψr〉 〈Ψr| p˜σ |Ψi〉






In the equation above, the wave functions Ψi, Ψr and Ψf are the time-independent
unperturbed wave functions of states i, r and f , respectively. The relation between those
wave functions and their time-perturbed functions are of the type Ψr = Ψre−ı(ωr−ıΓ)t,
where ωr = Er~ . Er is the energy of the r level and Γ is its half-width. The initial (i)
and final (f) states are considered to have infinite lifetimes, so Ψi = Ψie−ıωit, and, for
this reason, there are no Γi or Γf on the prior equation. Also, the double subscript in the
frequencies denotes ωri = ωr − ωi. The indexes ρ and σ refer to the components of the
electric dipole moment operator and E˜σ0 is the σ component of the complex amplitude
of the plane harmonic electromagnetic wave of frequency ω1 associated with the incident
radiation.
According to Placzek [76], the terms involving ω1 − ωfi describe the Rayleigh and
Raman scattering if (ω1 − ωfi) > 0. This condition is also satisfied if ωfi < 0, i.e., the
energy of the initial state is higher than the final state, as in the anti-Stokes Raman
scattering. If ωfi is zero, both initial and final states have the same energy, as in the
Rayleigh scattering. Similarly, ωfi can be positive, as in a Stokes Raman scattering. The
terms involving ω1 +ωfi in the exponential relates to the induced emission of two quanta,







[〈f | p˜ρ |r〉 〈r| p˜σ|i >
ωri − ω1 − ıΓr +
〈f | p˜ρ |r〉 〈r| p˜σ|i >





where the notation is simplified by adopting |i〉 instead of |Ψi〉 and the same goes for the
33
Figure 2.3: The role of the intermediate state |r〉 in the Raman scattering process. From ref. [51]
other states. The absolute frequency is defined as ωs = ω1−ωfi. The polarizability tensor






[〈f |pˆρ| r〉 〈r |pˆσ| i〉
ωri − ω1 − ıΓ +
〈f |pˆσ| r〉 〈r |pˆρ| i〉
ωrf + ω1 + ıΓ
]
(2.18)
This quantum description of the Raman scattering can help us visualize the role of the
intermediate states in the process, as illustrated in Fig. 2.3. The most interesting feature
of this equation is the fact that it has a divergent behavior when ωri = ω1. In this case,
we have a resonant scattering (see Fig. 2.3-c), which will enhance the intensity of the
observed signal by orders of magnitude. Also, there can be more intermediary processes
involved in the scattering. In these cases, more resonance conditions could be met, leading
to double or higher order resonant scattering. As will be seen later, Raman scattering in
graphene is resonant.
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Figure 2.4: The graphene lattice (left) is a composition of two trigonal lattices A and B. The
primitive vectors a1 and a2 denotes the position of carbon atoms inside lattice A. The vectors
δ1, δ2 and δ3 indicate the position of the first neighbors. The first Brillouin zone is an hexagon
whose vertices are the K and K ′ points. As will be shown later, those are called Dirac points. b1
and b2 are the reciprocal lattice vectors. Image from Ref. [15]
2.2 The Electronic Structure of Graphene in The Vicin-
ity of Dirac Points
The energy dispersion of electronic levels is the feature that makes graphene such an
interesting material. In this section we will discuss, through the tight binding model using
the first-neighbors approach, the linear dispersion around the Dirac point.
Graphene has a honeycomb lattice (shown in Fig. 2.4), which is formed by two tri-
















































In these equations, N is the number of unit cells, R is the Bravais vector specifying
the unit cell of a given atom, Φn,α(r −R) is the orbital of the atom located in sublattice
α. The index n specifies one of the four orbitals of the carbon atoms.
Considering an Hamiltonian that is composed by an atomic term (Hat) and a po-
tential between the atoms in the crystal (∆U), we can insert the ansatz above into the
corresponding Schroedinger equation
(Hat + ∆U) Ψ = Ψ (2.23)
The conduction and valence bands are due to the two 2pz orbitals. In this case we
should focus on those two orbitals, so the coefficient n in Φn,α will be dropped. The
nearest neighbor hoping is described by
〈φα(r −R) |∆U |φα′(r −R′)〉 = t (2.24)
The nearest neighbor overlap will be neglected. This way, we have two equations, one













with g(k) = (1 + e−ık·a1 + e−ık·a2) and 0 = 〈Φα(r) |Hat|Φα′〉. The energy eigenvalues of
the system with 0 = 0, are
 (kx, ky) = ±t
√












which has form shown in Fig. 2.5. The Fermi level for intrinsic graphene is located in the
points where the conduction and valence bands touch each other, i.e., in the K and K ′
points of the first Brillouin Zone, namely, the Dirac points. The energy dispersion plotted
along the symmetry lines K → Γ→M → K in Fig. 2.6. Since in this work we are dealing
with low energy excitation of electrons, we are interested in the physics on the vicinity of
the Dirac points. Now, we may focus on those points. The wave vector that locates the










The vicinity of the Dirac point can be accessed by considering a small displacement q
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Figure 2.5: The graphene energy eigenvalue, given by eq. 2.26, displays symmetric valence and
conduction bands that touches each other in the K and K ′ points of the Brillouin zone. For a
neutral graphene sample, the Fermi Level is located in the touching points.
around the K vector. If we use
k = K + q. (2.28)
into eq. 2.26, due to the fact that q is much smaller K, i.e., we are in the very vicinity
of the Dirac points, the energy dispersion around the K and K ′ can be approximated,
discarding second order approximations, by
 (K + k) ≈ ±~vF |k| (2.29)
where vF =
3a|t|
2~ ≈ 106 m/s [15] is the Fermi velocity.
The linear dispersion around the Dirac points tempts one on doing a parallel with
Dirac systems. To this, we can start by substituting eq. 2.29 into the Hamiltonian of
eq. 2.25 and taking 0 = 0. Then, the Hamiltonian around the K point can be defined as
H0K(k) = ~vF
(
0 ı(kx − ıky)
−ı(kx + ıky) 0
)
(2.30)



























Figure 2.6: The energy dispersion plotted along the symmetry lines K → Γ → M → K.
The symmetry between conduction and valence bands is due to the two roots of eq. 2.26. The
lack of band gap is due to the assumption that both sub-lattices have the same energy, i.e., no
asymmetry is assumed between them. Finally, the most interesting feature is that the dispersion
becomes almost linear near the K point. Image from ref. [2].
is possible to rewrite eq. 2.30 as
HK(k) = ~vF~σ · k (2.33)
where ~σ = (σx, σy) is a vector of the Pauli matrices. The coefficients of the spinor Ψβ gives
the probability of finding the particle in the sublattices A and B at K and K ′, hence the
eigenvector must have four components. Near the K ′ point, the hamiltonian is
HK′(k) = −HTK(k) (2.34)
Combining the Hamiltonians for both Dirac points, the final equation is written as
HΨ = vF
(
−~σ∗ · p 0
0 ~σ · p
)
Ψ (2.35)
and Ψ = (ΨK
′
,ΨK)T contains the spinors of Dirac Points K ′ and K, respectively. Finally,
comparing eq. 2.35 with the Dirac equation
HΨ = c
(
−~σ · p 0
0 ~σ · p
)
Ψ (2.36)
Although both equations are not exactly the same, we see that vF , the Fermi velocity,
plays the role of the speed of light in Dirac systems. In the case of graphene the linear
dispersion is only a consequence of its lattice symmetry and charge carriers are expected
to behave like massless fermions.
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Figure 2.7: Phonon dispersion of graphene along high symmetry line. The solid lines are the-
oretical DFT predictions and the dots are IXS measurements. The red line is the highest optical
branch near the K point and is corrected with GW approximation. The dotted red line is the same
branch without the correction. Image from Ref. [87]
.
Figure 2.8: From Ref. [75]: Phonon dispersion of graphene calculated by DFT. The red lines
are guides to the eye, emphasizing the presence of two Kohn anomalies at Γ and K.
2.3 Phonon Dispersion and the Raman Spectrum of
Graphene
As discussed earlier, the Raman effect can be mediated through the interaction between
electrons and lattice vibrations, or phonons. The characteristics of the observed spectra
depends, hence, on both energy dispersions of electrons and phonons. The combination
between them makes the signature spectrum for each material.
Since there are two carbon atoms per graphene unit cell, the system has six phonon
modes, three optical and three acoustic. [20, 58, 79, 86] They can be parallel to the A-B
direction (longitudinal) or orthogonal (transverse). The three acoustic modes are one out
of plane mode (oTA), one in-plane transverse mode (iTA) and one in-plane longitudinal
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Figure 2.9: Typical single-layer graphene spectra (top), consisting of the G- and 2D-bands. High
defect concentration activates D- and D′-bands and their combinations (bottom). Image from
Ref. [28].
(iLA). The optical modes are one out of plane mode (oTO) and two in-plane modes
(iLO and iTO). In Fig. 2.7 is plotted the phonon dispersion of graphene along the high
symmetry lines (Γ → M → K → Γ) of its Brillouin's first zone. Fig. 2.8 is a theoretical
plot in the region of 1500 cm−1.
An important feature of the phonon dispersion is the Kohn anomaly in the phonon
modes. Let two vectors, k1 and k2, touch the Fermi surface of a metal. A discontinuity
in the derivative of the phonon dispersion is expected when the phonon wave vector
q = k2−k1 +Kν lies in the first Brillouin zone, where Kν is a vector that accomplishes
this task [42]. In graphene, this happens when k1 and k2 coincides with the vectorsK and
K′. In this case those anomalies are expected to occur at the Γ and K points [75]. This
implies that such effect would occur when q ≈ 2kF , hence the phonon dispersion depends
on the Fermi energy and any changes in the occupation of electronic bands would led to
a hardening of the phonon energies, accompanied by an increase in phonon lifetime [48].
Single-layer graphene has a very simple and peculiar Raman spectra composed, mainly,
by the G-, D-, 2D-bands and their overtones and combinations, as the example shown
in Fig. 2.9. Each band has a specific generation process. While the G-band is a more
conventional Raman process, the D- ad 2D- requires more intermediate steps to occur,
such as scattering by defects or additional phonons. The schematics of such processes can
be seen in Fig. 2.10.
The G-band (Fig. 2.10-a) is a resonant scattering in which an electron is excited by a
photon to the conduction band, then it excites a phonon and decays to the valence band
where it recombines with a hole, emitting a photon with energy given by the original
photon energy decreased by the phonon energy, in the case of Stokes scattering. This
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Figure 2.10: From Ref.[7]: Role of the electron dispersion (Dirac cones, shown in black lines) in
Raman scattering: (a) intravalley one-phonon G-peak, (b) defect-assisted intravalley one-phonon
D′ peak, (c) intravalley two-phonon 2D′ peak, (d) defect-assisted inter-valley one-phonon D peak,
and (e) intervalley two-phonon 2D-peak. Vertical solid arrows represent interband transitions
accompanied by photon absorption (upward arrows) or emission (downward arrows) (the photon
wave vector is neglected). Dashed arrows represent phonon emission. Horizontal dotted arrows
represent defect scattering.
band is related to the E2g phonon (degenerated iLO and iTO phonons) in the center of
the Brillouin Zone (Γ). [20, 58, 86]. Since the involved phonon is in the Γ point, its energy
is ≈ 1585cm−1, according to Fig. 2.8.
The D′-band (Fig. 2.10-b), on the other hand, is a bit more complex and involves
a change in the electron momentum. The excited electron is scattered to the other side
of the same K valley, thus implying a variation in its momentum, compensated by the
generated phonon momentum. A defect then scatters the electron elastically to its original
momentum, then recombining and emitting a photon. The amount of energy spent in the
phonon creation is a bit larger than the G-band, because, inspecting Fig. 2.7, the energy
of the iLO phonon increases in the direction of the K point of the phonon's Brillouin
zone [20, 58, 86].
The D-band (Fig. 2.10-d) is very similar to the process described bellow for the D′-
band, with the distinction that the excited electron is scattered from theK to theK ′ Dirac
cone. In this case, according to the phonon dispersion, it is expected that this band lies in
the region of ≈ 1350cm−1. Since the D- and D′ bands relies on an elastic scattering, both
will require the presence of defects and disorder in the crystal to happen [20, 39, 58, 86].
For this reason they are prime indicators of sample quality, specially the D-band that is
more preeminent.
The 2D-band (Fig. 2.10-e) process is very similar to the D-band, with the difference
that the second scattering is done by the generation of a second phonon. In this case, the
energy spent in the process equals that of two phonons in the K point and it does not
require the presence of defects, occurring in all graphene spectra. Since it requires two
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Figure 2.11: G-band energy as a function of temperature. Image from Ref. [11]
Figure 2.12: a) The Raman spectra of graphene and graphite. The most striking differences are
the shape of the 2D-band and the intensity ratio I2D/IG b) The evolution of the 2D-band shape
as the number of layer increases. [29]
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Figure 2.13: a) The 2D-band Raman scattering in a single-layer graphene. b) the same process
for a bilayer, where the electronic bands now have two components for the valence and two for
the conduction bands. The result is four scattering possibilities with different energies, leading to
shape in c), where the 2D-band is a convolution of four lorentzians. From Ref. [29]
phonons with momentum K, it is expected to have two times the energy of the D-band,
i.e. ≈ 2700cm−1.
Both the phonon and electronic dispersions are affected by the stacking of graphene
layers. Of course, this has effects in the Raman peaks. The main differences between
the spectra of single and more layers of graphene are the intensity ratio I2D/IG and the
shape of the 2D-band, as depicted in Fig. 2.12. The latter feature alone lets one identify
a single-layer through the analysis of the 2D-band shape and width, which is expected to
be around 2700 cm−1 and have a full width at half maximum of ≈ 27 cm−1 [20, 58, 86].
In bilayer graphene, the electronic levels form four bands in the vicinity of K point.
The 2D-band has four possible pathways to happen, with different energies. The resulting
band has four components, as opposed to one from the single-layer. The striking difference
between the shapes of this band as a function of the number of layers allows us to easily
and quickly identify the number of layers in a sample. Because of this, Raman spectroscopy
is the ultimate tool in the identification of single layers [20, 29, 35, 36, 57, 58, 86].
Samples deposited over substrates other than SiO2 can also be studied with the Raman
technique. In Fig. 2.14 is an example of samples produced via the decomposition of a SiC
substrate. As the number of layers increase, the signature of the substrate is reduced and
the graphene spectra emerges, becoming comparable to that of an exfoliated graphene,
evidencing the decoupling between layers in this type of sample.
The bands that relies on a change of momentum are all dispersive with laser energy.
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Figure 2.14: From Ref. [24]: Raman spectra of a) a 4H −SiC substrate b′) a graphitic residue,
b) and c) five to ten layers FLG on 4H − SiC, d) 70 − 90 layers and e) exfoliated graphene.
From Ref. [24].
This happens because the greater the photon energy, the greater the change in momentum
required to make the intraband transition. [56, 57, 59]. For this reason, the 2D peak has
a dispersive behavior, assuming larger values for smaller incident light wavelengths. In
Fig. 2.16, data by Malard et al. [57] depicts the 2D-band dependence to incident light
energy. The single layer data can be represented by the linear fit of the data,
E2D = 2470.8(1) + 88(3)Elaser (2.37)
where Elaser is the energy of the incident light, in meV. The four components of the bilayer
2D-band can be represented by
EP11 = 2532(5) + 79(2)Elaser (2.38)
EP12 = 2472(2) + 97.8(8)Elaser (2.39)
EP21 = 2473(1) + 89.6(6)Elaser (2.40)
EP22 = 2381(6) + 116(3)Elaser (2.41)
Other peaks can occur, such as the 2D′-band, which is similar D′-, but involving two
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Figure 2.15: Raman Shift and FWHM of the G-band as a function of gate voltage at 200 K,
from Ref. [74]
Figure 2.16: The 2D-band dispersive behavior for a-) single- and b-) bilayer graphene. From
ref. [57]
phonons. All the processes involving two phonons are called double-resonant. A theoretical
approach of this matter, including several other mechanisms, can be found in Ref. [87].
Obviously, the phonon energy is dependent upon temperature. Evidence suggests that
the G-band hardens linearly with decreasing temperature, see Fig. 2.11 [11].
2.3.1 Electron and Hole Concentration
As seen on previous sections, the energy of the phonon in the Γ point have a discon-
tinuity in its derivative due to the Kohn anomaly. For this reason, the phonon energy
can be manipulated through the chemical potential, using back-gated samples [3, 14, 17,
48, 69, 74, 89]. Those samples consists of a semiconductor substrate, generally a n-doped
silicon single crystal with an insulating layer of SiO2, in which the single-layer is exfoliated
and electrical contacts are deposited. Those experimental works are of fundamental im-
portance because with them it is possible to estimate the electron and hole concentration
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Figure 2.17: Raman Shift and FWHM of the G-band as a function of gate voltage at 100 K,
from Ref. [89]
in a given sample without the fabrication of electrical contacts.
Figure 2.18: Raman Shift and FWHM of the G-band as a function of gate voltage at 300 K,
from Ref. [17]
The more neutral the simple is, i.e. the chemical potential approaching the Fermi level,
the lower the phonon energy and the broader its width. The energy increases rapidly as the
chemical potential surpasses the Fermi level, with an accompanying peak width decrease.
As the concentration continues to increase the effect is less noticeable. Experimental data
can be seen in Fig. 2.15, 2.17 and 2.18, from Ref. [74, 89] and [17], respectively.
Samples may already have an initial concentration that may be due to the fabrication
processes or even intrinsic self-doping and strain [13, 15, 73]. In any case, the effect is that
the Fermi level is dislocated from its position, being necessary some amount of electric
field to reach the G-band energy minimum.
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2.4 Graphene Under High Magnetic Fields
Due to its bi-dimensional character, a quantization of the electronic levels (Landau
Levels) arise when graphene is subjected to an external magnetic field. The effects of such
field, applied in a perpendicular direction to the sample plane, are going to be presented in
this section, along with its consequences for the phonon energies, leading to the magneto-
phonon resonance effect.
2.4.1 Landau Levels in Graphene
In order to understand how the Landau Levels develop around the Dirac points, we
may start by inserting a magnetic interaction of electrons with an external orthogonal field
in the Hamiltonian. According to Ref. [15] and [33], this can be attained by substituting
pi for p0i = pi− ecAi into equation 2.35, where A = ∇×B is the vector potential defined
by the gauge A = (By, 0, 0) with B is perpendicular do the xy-plane,
H = vF

0 −(p0x + ıp0y) 0 0
−(p0x − ıp0y) 0 0 0
0 0 0 p0x − ıp0y
0 0 p0x + ıp0y 0
 (2.42)
The eigenvector, as before, have four wave functions for points K and K ′ and sublat-












In order to find the eigenfunctions of eq. 2.42, we can divide the Hamiltonian in two
parts, one for each Dirac point, as long as inter-valley interactions are not considered. Also,
we need to define the ladder operators a = (lB/~
√
2)(p0x−ıp0y) and a∗ = (lB/~
√
2)(p0x+















is the cyclotron frequency. The solution of the eigenvalue equation








Figure 2.19: A schematic representation of the Dirac cone under quantization of electronic
levels due to an external magnetic field perpendicular to the sheet plane.
result in the system of equations
~ω′aΦn,A = nΦn,B (2.46)
~ω′a∗Φn,B = nΦn,A (2.47)
















where sgn(n) expresses a positive or negative result due to the square root solution and
plays the role of band index, being positive for the conduction band and negative for the
valence band. From Eq. 2.47, aΦn,A ∝ Φn,B. Because of usual ladder operations from a
and a∗, if we know Φn,B, we can determine that aΦn,A ∼ a|n >∼ |n− 1 >. Therefore, for
n = 0 the first component is zero because a|0 >= 0.
According to Ando [2, 5], the full solution for both Cartesian coordinates, considering
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where Hn are the Hermite polynomials and lB =
√
~/eB ≈ 25.6 nm at 1 T. The coeffi-
cients are given by
Cn(x) =
{
1 if n = 0
1√
2




0 if n = 0
n
|n| if n 6= 0
(2.54)
and L is the area of the system.
The properties of the wave function of the n = 0 Landau Level make it unique. The
wave function has non-trivial solution in sublattice A in the K point and sublattice B in
the K ′ point, in opposition to the n 6= 0 levels, in which all the four wave functions are
non-zero. For this reason, the n = 0 level has a more localized wave function than the
others.
Now, we must establish a relation between the number of charge carriers and the
occupation of the Landau levels. For a massless Dirac particle, the cyclotron radius is
given by
rn = |n|/eBvF (2.55)




Thus, the area occupied by a quantized cyclotron orbit is
pir2n+1 − pir2n = 2pil2B (2.57)
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Explicitly writing lB, one arrives at
NΦ = A~/2pieB (2.59)
The filling factor ν is, then, defined by the ratio between charge carriers present in the













The filling factor represents which Landau levels are filled. Each Landau level has a
total degeneracy of 4, 2 due to spin and 2 due to valley, hence, all levels have the same
number of states, i.e. 4NΦ. Since the n = 0 level is shared by both the conduction and
valence bands, it has of 2NΦ states for electrons and 2NΦ for holes. Therefore, if ν = |2|
it means that the n = 0 is completely filled. The next levels have a degeneracy of 4NΦ,
thus if ν = ±6 the n = ±1 is completely filled. The next levels also have a degeneracy of
4NΦ, being completely filled when ν = ±10 and so on.
2.4.2 The Magneto-phonon Resonance
The coupling between electrons and phonons have two main theoretical lines, from
Goerbig [34] and Ando [4]. Both models are very similar and are derived in the realm
of Quantum Field Theory (QFT). In the next lines, we are going to have an overview of
them.
In the Ando model, The optical phonons are described by a vector representing the











where N is the number of unit cells, M is the mass of the carbon atoms, ω0 is the frequency
of the unperturbed phonon, bq and b∗q are the phonon's annihilation and creation operators
and eˆ is the unitary vector in the direction of q.
This displacement causes a variation in the overlapping parameter of the atoms in
sublattices A and B, altering the band structure. A new Hamiltonian term must be
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σ × u(r) (2.63)
where γ is the overlap integral between first neighbors, b = a/
√
3 is the equilibrium
bond length and β represents the change in the wave function overlap integral, γ. This












ıq·r(bq,µ + b∗−q,µ) (2.64)
In this equation, µ represents the transverse or longitudinal mode of the phonon. Ando
assumes both modes are equivalent and then drops the index. The phonon energy shift




(~ω)2 − (~ω0)2 − 2~ω0Π(q, ω) (2.65)
where ω is the resulting frequency of the magneto-phonon-exciton interaction, ω0 is the
unperturbed frequency and Π(q, ω) is the phonon self-energy. Now we have a relation
between the original phonon frequency (ω0), the shifted phonon frequency (ω) and its
self-energy. In this case, we may obtain the phonon energy from
ω − ω0 = 1~Re[Π(q, ω)] (2.66)




The phonon energy and width may be defined as a complex quantity ˜ = − ıΓ, where
 and Γ are the phonon energy and width, respectively. It is equal to the phonon self
energy, which, in turn, is given by









[f(sn)− f(s′n+1)] 2(sn − s
′n+1)




in the vicinity of q = 0. The the parameter λ is the electron-phonon coupling constant
and f(sn) is the Fermi-Dirac distribution function of a nth level for valence (s = −1) or
conduction band(s = 1). This term assures that if the initial state is completely unoc-
cupied, or if the final state is completely occupied, than the resonance cannot take place
and, thus, its amplitude vanishes.
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According to Faugeras et al. [25], this equation may be written in the following way
in order to give the phonon energy and width, in the case of a neutral sample,











where ˜0 = 0 + ıΓ0 is the unperturbed complex phonon energy, 0 and Γ0 are the







k + 1).To extract numerical values of ω˜ from the above equation, an
iterative method using discretization is needed because we have a recurrence relation in
˜. Details of the method used can be found on Appendix 5.
Figure 2.20: From Ref. [34]: (a) Coupled phonon and magnetoexcitons as a function of the
magnetic field. Energies are in units of the bare phonon energy. Dashed lines indicate the uncou-
pled valley-symmetric modes, with gA = 0. (b) Mode splitting as a function of the filling factor,
as may be seen in Raman spectroscopy, with the resonance condition Ωn=0 ≈ ω˜0, for ν = 0in
(I), 0 < |ν| < 2 (in II), and ν = ±2 (in III). The absolute intensity of the modes is in arbitrary
units, but the height and the width reflect the expected relative intensities.
The broadening of electronic states is introduced in eq. 2.69 by the phenomenological
parameter δ, corresponding to a finite transition width. This transition width dictates
whether or not a resonance in the phonon energy should occur. If it becomes too large, the
involved levels and their neighbors start to merge with each other, becoming a continuous
level. As an obvious consequence, no resonance may happen in this case. This affects most
the transitions with higher k, since they take place at smaller fields and involves LLs that
are close in energy. This is the main reason for the progressive damping of resonances as
a function of k, and why a very large δ is needed to damp the resonance for k = 0.
The model of Goerbig et al. [34] is derived from similar principles from Ando but, in
turn, describes the phonon as a combination of the transverse and longitudinal modes
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that results in two polarized phonon displacement components: u	 = ux + ıuy and u =
ux−ıuy. From this point on, it is assumed that −(n+1)→ +n transitions are -polarized,
while the −n → (n + 1) are 	-polarized. In this case, the phonon renormalization is
represented by

















where A denotes the polarization, ω˜A is the renormalized phonon frequency, ωph is the
unperturbed phonon energy, gA is the effective coupling constant, δn, NF denotes the
last possible intraband magneto-exciton from the last filled Landau level and Nc is the
energy cutoff. As a result, when the phonon energy is close to the energy of an electronic








(Ωn − ω˜0)2 + g2A(n) (2.71)
A summary of this result is shown in Fig. 2.20. Taking into account the band occupancy,
the G-band should split into 2,4 or 3 components as the filling factor varies from 0 to




Samples and Experimental Setup
In this section the methods used to obtain the samples and the micro-Raman experi-
mental setup used in this work are discussed. The samples employed here were developed
by means of two methods: the mechanical exfoliation of Kish graphite and the thermal de-
composition of the carbon face of a SiC substrate. The first method results in the common
samples broadly used in graphene research, which consists of a single layer of graphene
lying in a substrate composed of single crystalline Si and a thin layer of SiO2, usually with
a thickness of about 300 nm. The second method creates a sample that is a deposition of
several graphene layers, in the order of the hundreds, over the SiC substrate, hence the
name multilayer epitaxial graphene. The high number of layers ensures their decoupling
from the substrate. Raman spectra characteristic of single layer graphene were obtained
in this kind of sample, indicating that the multilayer has decoupled graphene layers, i.e,
do not have ordered stacking that would result in an electronic dispersion of a graphite
sample. All samples were made by collaborators in the Federal University of Minas Gerais
(UFMG).
The experimental setup is a combination of a regular micro-Raman equipment with
a superconducting magnet. The magnet is an open cycle liquid Helium cryostat with a
superconducting coil inside it. A sample holder operated mounted on top of three piezo-
electric stages gives the ability to move the sample under the laser beam, which, in turn, is
focalized on the sample by means of an objective lens that is attached to same structure as
the sample holder, inside the cryostat. All these parts are kept in an environment cooled
by He inside the cryostat that has an optical window in its bottom, from where the laser
beam can access the sample space. The rest of the setup is composed of regular equipment
used in micro-Raman spectroscopy, such as Ar-ion laser, a single-stage monochromator
and related optics needed to guide the beams. This system was also developed to permit
electrical transport studies. This feature adds possibilities for further extension of the
present work and will be briefly presented in the following sections.
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Figure 3.1: a) AFM image showing the topography of a SiC(0001) substrate treated with hydrogen
before the formation of graphene. Topographical AFM images of the multilayers formed after b)
30 min, c) 45 min and d) 60 min.
3.1 Multilayer Epitaxial Graphene
3.1.1 Sample Preparation and Growth
The Multilayer Epitaxial Graphene (MEG) sample used in this work was grown and
characterized by our collaborator in the Federal University of Minas Gerais, Mr. Thiago G.
Mendes-de-Sá and Prof. Dr. R. G. Lacerda. The growth of epitaxial graphene was done
through the heating of 4H-SiC (0001) substrates. The sample was mounted in contact
with a graphite stripe, which was heated by means of an electric current, via Joule effect.
This oven can heat the samples up to 2000oC. The temperature was monitored using an
optical pyrometer. The silicon carbide samples utilized in this study were acquired from
Cree Incorporated. The first step consisted of heating the substrates at 1700oC for 10
minutes in a hydrogen atmosphere (flowing with a tax of 500 cm3/min) in order to obtain
atomically flat terraces that would serve to grow the graphene sheets in further steps. The
formation of such terraces was verified using atomic force microscopy (AFM). The sample
used in this work was obtained by heating one of those substrates in a temperature of
1700oC for 60 minutes under a flow of 1000 cm3/min of argon.
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3.1.2 Sample Morphology
The substrates and samples were characterized via AFM by our collaborators at
UFMG. For completeness, more information can be found in Ref. [62]. In Fig. 3.1 typ-
ical topographic images of the substrate and grown sample are shown. The substrate is
composed by atomically flat terraces with a width of the order of 1 µm. To illustrate the
growth process, images of samples heated for 30 and 45 minutes are also included. After
30 minutes of sample heating, it is possible to see brighter lines in Fig. 3.1-b, which are
believed to be wrinkles of the graphene sheets. Those wrinkles show that the graphene
sheets grew continuously over the terraces. While the number of graphene layers increase,
those folding lines can still be seen, as evidenced by Fig. 3.1-c, which depicts a sample with
45 min of heating. Finally, for 60 minutes heating (shown in Fig. 3.1-d), the roughness of
the sample is so pronounced that those wrinkles are not visible anymore.
Fig. 3.2-a shows the Raman spectra for several growth times., as reported in Ref. [62].
The Raman spectra of SiC features some peaks between 1400 and 1800cm−1 [10]. The
four graphene-characteristic peaks are marked by the dashed lines. After 30 minutes of
growth, the the G- and 2D-bands appears in the spectrum, indicating the formation of
graphene layers. For a growth time of 37 minutes, the G-band becomes dominant over
the substrate signal. From 45 minutes on, the substrate signal becomes negligible, but the
defect-activated D-band appears.
The de-coupling between layers, as discussed earlier, is attested by the FWHM of the
2D-band. After 60 minutes of growth the 2D-band has a FWHM of 28cm−1, the expected
result for a single-layer. In Fig. 3.2-b it is evident the decrease of the 2D-band FWHM as
a function of growth time. Another signature of the single-layer behavior is the intensity
ratios I2D/IG, in this case, approximately 3, which fits the description of a single-layer.
This intensity ratio is characteristic of epitaxial graphene grown on the carbon face of
SiC [18]. For single- and bilayers of graphene over the silicon face, this ratio is usually
lower than 1 [78]. This has been attributed to a stronger structural coupling between the
graphene layers and the SiC substrate. So, this comparison must be taken with care.
In Fig. 3.2-c, also from Ref. [62], a direct comparison between the MEG and an exfo-
liated sample is shown. The FWHM of the 2D-band in both cases are almost the same.
The main difference between them is a shift of ≈ 10cm−1 of the 2D-band, which is similar
to another results for MEG in the literature (20cm−1) [24], but smaller than those for the
silicon face of SiC (70 cm−1) [78].
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Figure 3.2: a) Evolution of the Raman spectra as function of growth time. With 30 minutes it
is still possible to see the substrate signature. For 60 minutes, the strength of the graphene signal
is enough the screen the substrate signature. Also, it is identical to a single-layer spectrum. b)
The FWHM of the 2D-band peak as a function of growth time. A typical FWHM of this band
for a single-layer is of the order of 25 cm−1 and is referenced by the dashed line. c) Comparison
between the spectra of a single-layer and the MEG after 60 minutes of growth. From Ref. [62]
Figure 3.3: On the left, Kish graphite crystals are placed over the glued side of a regular scotch
tape. After the crystallites are pressed against another stripe of tape and then pulled off, the
result after repeating this process for some time is shown on the right side. A layer of smaller
and thinner graphite crystallites will develop.
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Figure 3.4: The tape of Fig. 3.3 is pressed over a Si/SiO2 substrate. Some pressure is applied
and the air bubbles between the tape and the substrate must be eliminated for maximizing the
contact of crystallites with the substrate.
3.2 Single Layer Graphene
3.2.1 Sample Preparation by Mechanical Exfoliation
This stunningly simple and cheap (on the lab-level) technique consists of repeatedly
cleaving Kish graphite in the in-plane direction. This is attained by placing a piece of
graphite between two stripes of regular scotch tape. When the tapes are pulled apart,
the graphite bulk is divided between them. If this process is repeated with one of these
stripes several times, the result will be a tape covered with a thin layer of small graphite
crystallites. Placing this tape over a clean substrate and applying a little pressure on it
makes some flakes that are feebly attached to the tape to be transferred to the substrate.
After pulling the tape off, the result will be a substrate studded with small graphite flakes.
The success of the procedure relies mostly in the graphite used and the cleanliness
of the substrate. The Kish graphite must have large crystallite sizes, which will ensure
better crystallite quality and may result in larger flakes. The substrate cleaning is of
vital importance because the adherence of the graphite crystallites depends on the direct
contact with the substrate. The cleaning procedure is done by washing the substrate in
acetone with ultrasound. Then, the procedure is repeated with iso-propanol. The sample
is dried between those steps with a flux of nitrogen gas. Next, the substrate is immersed
a pirana solution consisting of 2/3 of sulfuric acid and 1/3 hydrogen peroxide at 70o C.
The final step of cleaning is done by oxygen plasma.
The next step is to search for the single-layer crystallites. Since few-layer graphene
is almost transparent [67], it is very difficult to be seen directly. The visualization is
possible if the crystallite is deposited over a silicon substrate with a thin layer of SiO2.
In this condition, the contrast of the crystallite in relation to the substrate will depend
on the thickness of the SiO2 layer and the wavelength of the incident light [8]. In other
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Figure 3.5: Example of a substrate under an optical microscope with 10× magnification and
an orange filter after the graphite crystallites are deposited through the mechanical exfoliation
process. Crystallites marked by the a and b arrows are thick graphite flakes. The c arrow indicates
a few-layer crystallite.
words, the single-layer crystallites are only visible if there is a match between the silicon
oxide thickness and the wavelength. In the case of an oxide layer of 300 nm, the optimal
wavelength value is around 560 nm. In our case, it was used an optical microscope with
an orange filter (≈ 590 nm). Under these conditions, an example of a sample is shown
in Fig. 3.4. Graphite flakes with any number of layers are spread all over the substrate
surface. There will be some bright, reflective pieces which have a large number of layers.
Darker ones may also a large number o layers. Some of the flakes, which can barely be
seen, are few-layer graphene. Among those few-layer crystallite may be the single-layers.
A practical example can be viewed in Fig. 3.6. If the crystallite has regions with
varying number of layers, the contrast, given by the gray value profile, will exhibit steps
of intensity that will be a multiple of the number of layers. But difficulty arises when a
single-layer graphene crystallite is isolated. In this case, it is still possible to distinguish
the number of layers by visual analysis, but a good calibration of the system is needed.
The final characterization will be obtained through raman spectroscopy.
In this work, two single-layer graphene samples were used (namely SLG1 and SLG2),
both produced by the above described technique by our collaborators Daniela Mafra and
Eduardo Nery, supervised by Professors Marcos Pimenta and Elmo Alves, from Federal
University of Minas Gerais (UFMG). An optical image of those samples are available in
Fig. 3.7, along with their typical Raman spectra. While SLG1 is a sheet of single layer
graphene, SLG2 has a single-layer region, indicated in Fig. 3.7-b, a bilayer and a few-layer
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Figure 3.6: Graphene crystallite marked by the c arrow in Fig. 3.5 (top). The gray value (bot-
tom), plotted along the yellow line from points a to b in the top figure, is proportional to the
brightness of each pixel. Darker regions will have a smaller value. In this case the substrate is
the highest level. The next step is the single-layer. The next, which has half the intensity of the
first, is a bilayer. The darker strips on the single-layer section appears as a small dip on the
single-layer step.
Figure 3.7: Optical image obtained using an orange filter of the single-layer samples a) SLG1
and b) SLG2.
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Figure 3.8: A schematic picture of the interior of the cryostat. The beam coming from the optical
window is focused by the objective lens on the sample. The scattered light follows the same path
in opposite direction. The sample positioning and focus adjustment is made by means of the three
piezoelectric stages.
region.
The sample characterization, that will be presented later on, shows that the G-band
energy depends on the region being measured. Whether the reason may be attributed to
self-doping, roughness, interstitial charge trapping, the laser beam must be maintained
on a fixed spot during the experiments with varying magnetic field. A convenient uniform
region with an extension of at least a few microns must be chosen to perform the mea-
surements due to the system characteristic beam position instability during the process
of lowering the temperature. For this reason, the characterization of the studied sample
region must be done by the time of the measurement with field, to assure the character-
ized region is the same as the measured region. Further details will be inferred from the
magneto-micro-Raman experiments.
3.3 The Magneto-micro-Raman Setup
The recent years trend of techniques going to micro- and nano-scale would not de-
velop leaving Raman spectroscopy behind. In this sense, the micro-Raman technique is
the merge between a laser, an optical microscope and a spectrometer. This technique is
important mostly because it can study the Raman effect in inhomogeneous and small sam-
ples. Single-layer exfoliated graphene would hardly be studied using Raman spectroscopy
if not by reducing dramatically the beam focusing spot diameter. By using an objective
lens, the laser beam can be focused to a small spot (of the order of ≈ 1 µm) and the scat-
tered light is collected by the same lens. In most cases, the objective lens stays very close
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Figure 3.9: The first setup we implemented was composed by: I1, I2 and I3 are iris to keep the
system alignment; NF1 and NF2 are neutral density filters to adjust the laser intensity delivered
to the sample; M1, M2 and M3 are mirrors; BS1 and BS2 are beam splitters, EF are edge filters;
L1 is an objective lens, L2 focuses the scattered beam into the entrance slit of the spectrometer.
LS is a white light source and CCD2 is the camera to acquire the sample image.
to the samples, some hundreds of microns, improving the collection of light by increasing
the solid angle covered by the lens. Also, more laser power is focused on a smaller spot,
causing a very high specific power on the sample surface.
The Raman effect, as related to electrons, phonons and all the phenomena that in-
volves them, must also be instrumental in the investigation of magnetic-related effects. A
magneto-micro-Raman setup is achieved by the development of a holder for the objective
lens inside a superconducting-magnet equipped cryostat. This enables both low tempera-
ture and magnetic field measurements. Some shortcomings such as low intensity, vibration
and mechanical instability must be addressed. Details will be given in the sections below.
3.3.1 Instruments and Details
The magnet interior is the heart of the magneto-micro-Raman setup, because it is
where the Raman effect and the magnetic fields are put together. Also, this is the most
sensible part of the system and its performance will ultimately depend on that. We had
used two setups during the development of this work. Both of them used the same cryostat
internals, except for the objective lens. The system is composed by a superconducting
magnet open-cycle liquid Helium cryostat from Oxford Scientific, which can provide up to
15 T and temperatures down do 2 K, located at the Group of Optical Properties (GPO)
of the Condensed Matter Physics Department (DFMC) of the Institute of Physics "Gleb
Wataghin". The sample space is under Helium atmosphere. Optical access is granted by a
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quartz window located at the bottom of the magnet. The sample must be mounted inside
the magnet coil, so the objective lens must also be in this region.
The sample is positioned in the cryostat by means of a long tube with a head in its
top, in which are placed all the electrical harness that controls the instruments in the
sample space. In the bottom of the tube is placed a stack of three piezoelectric stages
from AttoCube, which grants both sample positioning in the xy-plane and also beam
focus control using the z-axis. A diode for temperature measurement is attached into
the bottom of the stages mount. The sample is attached to the top stage by means of a
rubber cement that is strong enough to hold the sample in place but can be easily removed
afterward.
At the base of the piezoelectric stage mount is a thread in which a holder for the
objective lens can be attached. The thread is made long enough to allow a coarse vertical
adjustment. A cage that contains the objective lens is screwed in the latter part. This
setup permits the use of an interchangeable set of objective lenses.
The alignment of the laser beam is done by passing it through the center of the optical
window and the center of the top extremity of the cryostat. Obviously, this must be done
before the insert is put in its place, and there is a lid with an optical window for this
job. Once this is done, by adjusting the mirror beneath the cryostat window, the beam
alignment for this part is done. The next step consists of inserting a sample, adjusting
the focus of the incident beam and finding the scattered beam outside the cryostat. If
everything is done correctly, the scattered beam should make the reverse path of the
incident beam.
3.3.2 Setup 1
Our excitation source is a 488 nm laser supplied by an Ar-ion outfit or a solid state
device. Next, the beam is directed using a mirror, passes through an iris, is reflected
by another mirror, which, in turn, directs the beam to an interference filter. Between
these two parts is another iris. The main function of those iris is to retain the alignment
parameters of the incident beam, so the laser source can be exchanged without excessive
problems. Also, a couple of neutral density filters are placed after the first iris, allowing a
fine control of the beam intensity.
The referred interference filter has two functions: to act as a mirror for the excitation
beam and to allow the scattered beam to pass to the spectrometer side. Because it is
an interference filter, one that rejects light in the region of the excitation wavelength is
chosen, so it acts as a mirror and is more efficient than a beam-splitter based setup. The
beam is then sent to another mirror that is located in the same axis as the magnet inner
tube, where the sample lies. This, way, the beam is sent inside the cryostat through its
optical window. Inside the cryostat a 40× objective lens with a 200 µm working distance
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Figure 3.10: Our second setup is composed by: I1, I2 and I3 are iris; NF1 and NF2 are neutral
density filters; M1, M2 and M3 are filters; IF is an interference filter; BS1 and BS2 are pelicle
beam splitters; L1 is an objective lens; LS is a white light source; CCD2 captures the sample
image; EF is an edge filter; L2 focuses the scattered beam into the optical fiber OF; L3 collimates
the beam that emerges from OF and L4 focuses it in the entrance slit of the spectrometer.
focuses the beam over the sample, with a spot diameter of ≈ 3.5 µm. The scattered
beam, then, makes the same path as the incident. Outside the cryostat another iris may
be inserted between the interference filter and the last mirror to avoid spurious secondary
reflections. The alignment of this part of the system is quite straightforward, but, in order
to make things easier, the beam must be kept as horizontal as possible and hit the middle
of the last mirror.
Finally, The scattered beam passes through an edge filter to remove the elastic com-
ponent and then is focused on the entrance slit of a 0.5 m Andor Solis spectrometer with
a single 1200 lines/mm grating and a 100 µm entrance slit. The CCD employed in this
setup was peltier-cooled. The system schematics is shown in Fig. 3.9.
However, a micro-Raman setup is not useful without means to visualize the sample
and the incident beam at the same time. To this task, one beam must be derived from
the optical path and lead to a camera. A second beam, from a white light source, must
be injected in the incident beam's path to illuminate the sample. Both conditions are
attained using a couple of very thin beam splitters. One of them directs the white light
to the cryostat and the other diverts the scattered beam in the direction of the camera.
The first step to tune this outfit is to find the scattered laser spot with the camera.
If it is the correct spot, then it should be sensitive to a variation of height relative to
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the objective, since we should be altering the focus position. The next step is to find a
position for the light source to not interfere with the beams while illuminating the right
portion of the sample at the region in which the beam is positioned. This is achieved by
a trial and error process, and some times it can be a challenging task.
3.3.3 Setup 2
The second setup uses the same optics of the first to direct the beam inside the cryostat.
Inside the cryostat we employed a 50× objective lens with a 7 mm working distance that
results in a focusing spot of ∼ 1.5 µm. The scattered beam is directed to a Jobin Yvon
T64000 spectrometer with a 1800 lines/mm diffraction grating. The detector is a liquid
nitrogen cooled Symphony CCD with 512×256 pixels. Due to logistical reasons, while our
cryostat and laser assemblies were in the same room, the spectrometer was in another.
To solve this limitation, an optical fiber leading the signal from the interference filter
to the spectrometer was used. A focusing lens sends the beam that passed through the
interference filter to the entrance of the fiber, which is mounted on a xyz stage. Its other
extremity is attached to a similar xyz stage. After that, the emerging signal goes through
a set of two convex lenses. The first one collimates the divergent beam that comes from
the fiber end. The second focuses the beam in the spectrometer entrance slit. The lenses
were chosen in such a way to grant optimized focus on the 200 µm entrance slit while
allowing the beam to be spread in the entire internal mirror of the spectrometer, allowing
optimized scattered light collection.
After this alignment procedure is done, with the neutral density filter assistance, the
laser intensity is lowered to a point the CCD can detect the laser line without being
saturated. The system now can be fine tuned to achieve its maximum performance by
adjusting the optical components position and alignment. Once maximum intensity is
achieved, an edge filter must be added between the existing filter and the optical fiber
focusing lens, in order to further block elastic scattered light. Finally, a calibration using
single crystalline silicon is performed.
After all of that is done, an image of the sample may be obtained, allowing the incident
beam to be focused on a desired location. Now we are ready to go.
3.3.4 Further System Capabilities
Along with the magneto-micro-Raman setup is an electronic transport measurement
system that can operate simultaneously with the optical measurements. This system is
composed by a Keithley 6221A current source and its counterpart, the Keithley 2182A
nanovoltimeter. A wide range of currents can be sourced from pico- to mili-Amperes,
and the voltmeter sensitivity is about 3 nV. This equipment can operate in alternate
current mode and uses a moving average filter. For increased flexibility, a Keithley 7001
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Figure 3.11: The optical path outside the cryostat as follows: the beam coming from the laser
is reflected by a mirror (not shown on photo) through the iris a), to neutral density filter b), to
the second iris c), to mirror d), to interference filter e), to another iris f), to mirror g), inside
the cryostat k), back do interference filter e), through edge filter h) and finally to the optical fiber
(also, not included in the picture). i) is the beam splitter that sends white light to the sample
space, j) is the camera used to acquire the sample image. The beam splitter associated with the
camera can not be seen in this picture. The path in which light is traveling towards the cryostat
is illustrated by the blue line. The green line is path where light is going in both directions and
the yellow line represents light going towards the optical fiber.
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Figure 3.12: The optical apparatus on the spectrometer side. a) is the end of the optical fiber,
b) is a convex lens that collimates the beam. The lens c) focuses it in the spectrometer entrance
slit d).
multiplexer manages the distribution of the sample's electrical contacts. There is also a
voltage source intended for use with gated samples.
The piezoelectric stages, AttoCube model AN340, have the capability of position read-
ing in the x- and y-axis, that are instrumental in the implementation of a spatial-resolved
magneto-micro-Raman setup in the future. The integration of all the equipment is done
by a Labview software developed by the author of this thesis.
3.3.5 System Limitations and Operational Details
The most common issue is related to the beam positioning during variation of tem-
perature and magnetic field. In the first case the effect was more significant, moving the
beam for several micrometers away from its original position. In the case of magnetic
field, it would dislocate about 1 or 2 µm from 0 to 15 T. If a homogeneous portion of the
sample is to be measured, there will be less concern about the sample position. Anyway,
it was not possible to characterize a specific point of the sample in high temperature and
making measurements after that, because it would be very difficult to assure the spots
measured in both cases were the same. Even using a piezoelectric stage with a positioning
system, which was not available at the time, the beam position cannot be held in a fixed
position because other parts of the system may be moving relative to each other, like, for
example, the long insert tube that is under a high temperature gradient and, therefore,
must be subjected to additional strains that can not be easily taken into account. For this
matter, a methodology in which information could be inferred from the spot measured
in low temperature was used. To turn matters even more difficult, the contrast of the
image worsens in low temperatures, making it very difficult to visualize where the beam
is hitting the sample.
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At some point, an spurious signal between 1545 and 1560 cm−1 appeared. After exten-
sive testing, it was concluded that they not related with the samples and may be related
to inelastic scattering by the optical fiber. It was removed from all the spectra, but did




This project started in 2008 motivated by the quantum effects observed in previous
works reported for multilayer graphene. The presence of the quantum Hall effect in the
single-layer indicates the existence of Landau Levels, and, as mentioned in Chapter 2, it
was expected to observe the magneto-phonon resonance, even at fields lower than 10 T.
In order to address this point or to study in details the magneto-phonon resonance effects
of graphene we have joined effort from several groups in Brazil, such as UFMG and op-
tical measurements group from UNICAMP, GPOMS and GPO. The UFMG group had
expertise in Raman spectroscopy and sample manufacturing, GPOMS had previous expe-
rience with graphite under high magnetic fields - for instance, in my Master's dissertation
versed, in part, about Raman spectroscopy of graphite under magnetic fields - and GPO
had the magneto-micro-Raman facility needed to carry out the measurements. However,
we noticed that due to the relatively low intensity of the Raman scattering, for instance,
of single-layer, the optical alignment and mechanical and laser stability as well as high
quality of samples have been crucial to obtain successfully reliable experimental results.




The Raman spectrum of the single-layer region of sample SLG2 at room temperature
is shown in Fig. 4.1. It is a typical single-layer spectrum, with 2D-band width of 25.4 cm−1
composed by a single lorentzian curve, one of the indications of a single-layer graphene.
The intensity ratio between the G- and 2D-bands, I2D/IG, is 4.1, another indication
expected for single-layer graphene. From this spectrum of Fig. 4.1 we can estimate the
charge carrier concentration using the G-band position and width, 2D-band position and
the intensity ratio. Comparing our G-band position and width with references [7], [17] and
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Sample SLG2      = 488 nm - Room Temperature
Figure 4.1: Raman spectrum of single-layer region of sample SLG2 at room temperature.
[74], it can be attributed to the neutral graphene. The intensity ratio, compared to the
data of references [7] and [17] leads to the same conclusion. The peak position of 2D-band
in our case, as described in Sec. 2.3 is slightly blue-shifted as compared to those reported
in Ref. [7, 17], due to the different laser line used in these experiments. Correcting the
laser line, according to eq. 2.37, by subtracting 11.2 cm−1 from our 2D-band position,
2693.6 cm−1 (see Fig. 4.1), results in a correspondent position of 2682.4 cm−1 if we had
used 514 nm. When this value is confronted with data on Ref. [7, 17] it is seen that
it is consistent with a neutral sample. Those experiments were performed in our first
experimental setup (see Sec. 3.3.2), which focusing spot was of about 3.5 µm. In the
case of this sample, the size of the laser spot was comparable to the area of the single-
layer region, therefore any movement of the beam would result in a bilayer signal being
detected in the spectra. In order to assure the measured area was in fact the single-layer,
constant monitoring of the 2D-band shape was performed during all the experiment. In
this situation, we can safely use the room temperature spectra for the determination of
the carrier concentration of the probed region.
Applying magnetic field perpendicularly to the graphene sheet we obtained preliminary
results using the first experimental setup described in Sec. 3.3.2. Fig. 4.2 shows the G-band
and 2D-band Raman spectra measured at zero and 15 T for sample SLG2. In Fig. 4.2
we can clearly see a splitting experienced by the G-band for fields higher than 10 T. The
Raman spectra for high fields are depicted in Fig. 4.3. There is a clear fixed component
while a lateral band develops and broadens above 12 T. We attribute this component to
the first magneto-phonon resonance predicted for single-layer graphene in the range of
25− 30 T. The higher order resonances, expected to occur below 10 T were not observed.
A very similar effect was observed in parallel by Remi et al. [77]. These results clearly
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Figure 4.2: Our first results with the single-layer region of sample SLG2 showed a remarkable
splitting of the G-band at higher fields.
indicated interesting phenomena occurring in the Raman spectra of graphene as a function
of magnetic field, which motivated further detailed experimental investigation. In face of
this fact, two series of measurements sweeping the magnetic field from 0 to 15 T were
performed in this sample.
4.1.2 Other Single-layer Graphene Results
After preliminary measurements mentioned in the subsection above, we performed
further measurement using the second setup described in Sec. 3.3.3, mainly due to the
problem with the CCD of the first setup. However, the second system presents higher
spectral resolution due to the longer focal length of the monochromator. This system
required new optical setup and acquisition controls that we had to mount and optimize.
In addition, the home made microscopy, mechanical stability and XYZ translators were
also improved. Using this equipment, sample SLG2 was probed again in the new setup,
the improvement of the optical part, mainly the optical image of the sample, helped us
to be able to to probe several parts of the single-layer region. Surprisingly, we could not
reproduce the preliminary results discussed above. We speculate that it can be related to
the surface condition, considering that the sample was exposed by air atmosphere during
several months, or position dependent, that will discussed below.
Figure 4.4 shows the Raman spectra of G and 2D bands measured at different posi-
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Figure 4.3: Selected spectra demonstrating the splitting of the G-band as a function of magnetic
field.
Figure 4.4: Spectra of various regions of sample SLG2. The spots are highly position dependent.
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Figure 4.5: Peak position vs FWHM of the spectra contained in Fig. 4.4. The data shows the
same correlation as reported by Casiraghi et al. [13].
tions on the graphene from the sample SLG2. In fact, the peak position and intensity are
not uniform along the graphene. In Fig. 4.5 we plotted the peak position versus linewidth
of G and 2D bands in order to extract information on the doping effects, since these
parameters are related to the amount of doping in graphene, as discussed before. These
results indeed shows that the single-layer graphene may be inhomogeneous and it can also
be enhanced by extended exposition to air. Similar conclusion has been obtained by Casir-
aghi et al. [13], who found out that non-manipulated single-layer samples show strikingly
different Raman spectra at different positions in the same sample, sometimes indicating
a carrier concentration as high as 1013 cm−2, which it is also observed in our sample
shown in Fig. 4.4. There may occur charge accumulation due to substrate, adsorbates
and process residuals [80]. We also remark that there is also a huge variation between
different samples, and some can be more uniform than others. In fact, in our results, we
had found both homogenous and inhomogeneous portions in the same single-layer. There
is a tendency that the phonon energy increases along with a decrease in width, as shown
in Fig. 4.4-a); which is consistent with the back gate controlled carrier concentration ex-
periments in the literature, suggesting that this effect is related to natural doping of the
samples. The 2D-band behaves in opposite way, it tends to be sharper when it energy
decreases. This can be seen in Fig. 4.4-b). Unfortunately, this second experimental setup
did not allow for a simultaneous visualization of G and 2D bands.
In order to obtain further information on the MPR effect for single-layer graphene we
performed magneto-Raman measurements in two positions of sample SLG1 described in
Sec. 3.2. The G-band of two regions, for both zero and high magnetic fields, are shown
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Figure 4.6: G-band of two regions of sample SLG1 for 0 and 15 T. No splitting is observed, but
there is a clear variation in the peak energy and width.
in Fig. 4.6. They show a magnetic field dependence of the peak energy and width, but
no splitting is observed, as shown for SLG2. However, we noticed that the G-band of
this sample is broader than it would be expected. All the Raman spectra are fitted using
Lorentzian function. We noticed that the spectra present asymmetries in the peak base,
which, when needed, it was treated with a multi-peak fit using lorentzian functions.
The peak energy and full width at half maximum for two regions of sample SLG1
are presented in Fig. 4.7. In Fig. 4.7-a), the G-band peak center increases approximately
5 cm−1 monotonically, while its width remains almost constant with a slightly negative
slope. In Fig. 4.7-b) we can see the opposite trend, the G-band peak center decreases by
3 cm−1 and the peak width remains almost constant.
In both measurements of sample SLG1, experimental difficulties related to sample
visualization and beam stability during cooling prevented the measured regions from
being tested at room temperature. In this case, we must adjust our data to be comparable
with the literature in Sec 2.3.1. The G-band should be decreased by 4 cm−1 due to low
temperature [11], while the 2D-band should be decreased by 8 cm−1 since it involves two
phonons in the process. The 2D-band also needs to be compensated for laser wavelength,
since we employed 488 nm while the results in the literature uses 514 nm. This is done
by subtracting 11.4 cm−1 [59]. Using this corrected data, plus the I2D/IG intensity ratio
and the G-band width, one can conclude that both first and second measured regions are
doped.
The first region is expected to have a carrier concentration of about 2 × 1012 cm−2
which corresponds to a filling factor 2 < ν < 6 at 30 T, indicating that the first resonance













































































Figure 4.7: Phonon energy and FWHM of regions 1 (left) and 2 (right) of sample SLG1.
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Figure 4.8: Measurements were made in the bilayer portion of the sample, inside the region
marked by the green lines. The blue circle represents the size of the laser spot.
at 5 T it is expected to be greater than 10, blocking the resonances.
The second region is expected to have a carrier concentration of more than 1 ×
1013 cm−2, yielding a filling factor ν > 6 at 30 T, thus blocking even the first reso-
nance. Of course, the higher order resonances are also blocked, so no MPR is observed
in this sample. In those cases, the Faugeras equation, eq. 2.69, which is a special case of
Ando's equation for neutral samples, cannot be used. The analysis of MPR dependent of
carrier concentration falls out of the scope of this thesis.
4.1.3 Bilayer Graphene
Sample SLG2 presents a very large bilayer region, as shown by the region marked by
the green lines in Fig. 4.8. We present here the main results obtained for bilayer graphene.
The spectra in Fig. 4.9 were performed in two different spots of the bilayer region at room
temperature. The spectra contains the typical features of bilayer, with a broad 2D-band
composed of more than one component and intensity ratio I2D/IG ≈ 1. Bilayer graphene
is expected to have four components in its 2D-band, but, for the sake of analysis, the
energies of two components were extracted from the data, in order to estimate the charge
carrier concentration.
Comparing the G-band position with the results shown by Basko et al. [7], one can
conclude that this sample might be fairly neutral. The FWHM of this band suggests
the Fermi level to be around 0.1 eV. The bands intensity ratio, I2D/IG, also suggests a
neutral sample. The 2D-band components in the work done by Basko was probed with
a 514 nm laser. Since this band has a dispersive behavior, it is necessary to convert our
value in order to compare it with the available literature. According to Malard et al. [57].
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Figure 4.9: a- and b-): G- and 2D-bands of two regions of bilayer graphene of sample SLG2. The
main features of a bilayer spectrum is the larger and multi-component 2D-band with a comparable
intensity in relation to the G-band. No defect activated D-band is present.

















Figure 4.10: Bilayer graphene spectra selected for some values of magnetic field. There are no
evidences of a second component development at high magnetic fields.
The first component of the 2D-band is expected to be shifted 11.7 cm−1 (see equation
2.39) in relation to 514 nm measurements, resulting in corrected values of 2684.4 cm−1
in both spectra. The second component must be corrected by 12.7 cm−1 (see equation
2.40), resulting in corrected values of 2707.5 and 2707.2 cm−1. These values fall around
the neutrality points of the data in Ref. [7]. Based on such data, we can claim that this is
a neutral sample, in both measured spots. In such case, doping is not expected to block
magneto-phonon resonances.
The G-band presented some changes in the phonon energy as a function of magnetic
field, as can be seen in the selected spectra of Fig. 4.10 but there is no observable splitting
of the G-band for fields higher than 10 T. The peak width remains almost constant in the
entire field range.








hence transitions between −n → +(n + 1) or −(n − 1) → +n have transition energies
∆Ek = 2(k + 1)~ eBm , where m is the effective mass and is assumed to be 0.05 ×me, me





































Bilayer Graphene - G-band
Figure 4.11: G-band position and FWHM as a function of magnetic field.












































































































Figure 4.12: The position and width of the two main components of the bilayer 2D-band of
bilayer graphene as a function of magnetic field.
around 42, 21, 14, 10.5 and 8.5 T, respectively, most of them being out of our experimental
limit of 15 T . The observable resonances, with indexes higher than 3 would be, in fact, very
difficult to be observed given the attenuation that the higher index resonances naturally
have.
In Fig. 4.11 we present the extracted G-band position and FWHM as a function of
magnetic field. Some variations in the phonon energy are observed all across the data,
with a notable hardening for higher fields. Such hardening can be attributed to the third
transition, expected to happen around 14 T. Although our measurements can reach 15 T,
only a part of this resonance could be observed, hence, not enabling us to reach a solid
conclusion. The fourth resonance, around 10.5 T, may be related to the phonon energy
and width oscillations present in the data.
The 2D-band displays a hardening in both components we were able to resolve and a
constant FWHM, as seen in Fig. 4.12. The first component displayed a total hardening
of ≈ 4 cm−1 and the second ≈ 6 cm−1. There is no evidence of energy oscillations below
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Figure 4.13: Raman spectrum of a probed region of the MEG sample. The 2D-band has a single
lorentzian profile with a FWHM of 24 cm−1, indicating the decoupling between layers. A weak
D-band is present revealing a moderate level of disorder.




















Figure 4.14: False color map of the G-band of the Multilayer Epitaxial Graphene sample as a
function of magnetic field.
10 T.
4.1.4 Multilayer Epitaxial Graphene
The evidence of strongly inhomogeneous behavior of single-layer graphene, brought
by the preliminary measurements described in Section 4.1.1, led us to subsequently direct
our efforts to measurements on a multilayer epitaxial graphene sample.
The MEG sample was, then, a good opportunity to test our magneto-micro-Raman
system because the magneto-phonon resonance was already known in this type of graphene
samples. We employed the MEG sample described in Sec. 3.1 using the second setup
mentioned above. We also noted that the Raman spectra depend of the spot on the
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Figure 4.15: The G-band of MEG as a function of magnetic field. No splitting was observed,
but, instead, a remarkable oscillation of the band energy, consistent with the MPR effect.
sample. Two regions of this sample were selected based on the profile of the 2D-band
that presents decoupled graphene layers. A spectra of one of those regions is shown in
Fig. 4.13. The 2D-band shows a single peaked shape with a full width at half maximum
of 24 cm−1. Thus, it was expected to have a graphene-like behavior.
Magneto-oscillations of the G-band energy, similar to the result reported by Faugeras
et al. [25] were observed, see Fig. 4.14 and Fig. 4.15. The G-band peak oscillated a total
8 cm−1 while its width varied 14 cm−1, in both datasets we acquired. Oscillations can
be clearly seen at 3.0 and 5.2 T, corresponding to k = 1 and k = 2 transitions. In our
case, a remarkable fact of those oscillations is that the G-band displays no splitting nor
satellite bands. All fittings were done using a single lorentzian profile as shown in Fig. 4.15.
This may be compared to the macro-Raman results by Faugeras et al., where a two-peak
structure was observed, with only one of them showing the peak oscillations.
Applying the same methodology of Faugeras et al., eq. 2.69 was modeled against the
extracted phonon energy and full width half maximum, from which some parameters could
be retrieved. In Fig. 4.16 the data is confronted with the theoretical model, displaying a
very good agreement between them. More details about the numerical solution of eq. 2.69
can be found in Appendix 5.
In Fig. 4.16 we plotted the peak energy and linewidth of the G-band extracted from
the Fig. 4.15. The model described in eq. 2.69 was used to compare with our experimental
data. The parameters used to adjust the curve were 0 = 1581.7 cm−1, vf = 0.985×106m/s,













































Figure 4.16: Eq. 2.69 was modeled to fit the experimental data of the multilayer epitaxial
graphene. There is a good agreement between the model and the data. The extracted parame-
ters are in the expected range for this type of sample.
broadening, is larger than that reported by Faugeras et al. (90 cm−1), but the oscillations
with field are still well resolved. With those data, the first anti-crossing (k = 0) is expected
to occur at 30.4 T, far beyond our experimental upper limit of 15 T.
4.2 Relation with Literature Results
At this point, it is necessary to compare our results with the previous studies reported
in the literature to check whether they reproduce the previous results or present new ones.
Of course, since we employed a similar methodology and samples, the first comparison
must be with the work of Faugeras et al. [25] which shows magneto-phonon resonance
predicted theoretically. Furthermore, their work was one of the motivations of this thesis.
At the time of publication, in 2009, that work the first reported on the magneto-phonon
resonance, using a multilayer graphene sample grown from a SiC substrate (see Sec 3.1
for more information about this kind of sample). The measurements were performed with
a multilayer graphene of ≈ 70 layers, using a macro-raman setup with 600 µm of laser
beam spot size at 4.2 K, and magnetic field up to 32 T. Their results are summarized
in Fig. 4.17. The 2D-band in this sample is composed of at least two peaks (Fig. 4.17-
a), not being symmetrical as one would expect for a single-layer. Also, the G-band has
two components: one that is fixed with magnetic field and other that oscillates, shown in
Fig. 4.17-b. The evolution of the G-band oscillatory component is presented in Fig. 4.17-c.
The solid line is a fit of eq. 2.69 with parameters vf = 1.02 × 106m/s, λ = 4.5 × 10−3,
0 = 1586.5 cm−1 and, the width of electronic transitions δ = 90 cm−1.
The similarities with our results resides in the observation of the k = 1 and k = 2
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Figure 4.17: Images from Ref. [25], a study of MPR in multilayer epitaxial graphene.
transitions. The k = 0 transition is not observed in our work, because it is located above
our experimental limit (B ≈ 30 T). Their group estimated the Landau Level transition
width to be ≈ 90 cm−1 while we found ≈ 140 cm−1. In fact, the transitions observed
by Faugeras had a greater amplitude than ours, which is consistent with the determined
values, further attesting the usefulness of Ando's theoretical model.
On the other hand, due to our micro-Raman setup, we were able to analyze areas with
pure single layer behavior, by monitoring the linewidth of the the 2D-band. Faugeras et al.
employed a macro-Raman setup (the laser spot was ≈ 600 µm while ours was ≈ 2.5 µm),
probing a large area of the sample, containing likely both single layers and graphitic
inclusions, resulting in a 2D-band presents a structure of a single-layer dominated shape
(single component) plus a satellite band with graphite-like shape (multi-component) that
resembles a shoulder in the single-layer peak, see Fig. 4.17-a. This is also the explanation
used by Faugeras et al. for the dual component G-band under magnetic field, while our
selected single-layer-like region did not show this feature. This result suggests that the
field-independent component of the G-band observed by Faugeras is not a intrinsic feature
of graphene.
There are similar effects in graphene inclusions in graphite samples as well, as doc-
umented in another work by Faugeras et.al. [26], and summarized in Fig. 4.18. Using a
macro Raman setup with 600 µm focal spot, at 4.2 K, either electronic transitions from
single-, bi-layer and graphite are detected. However, when probed using a micro-Raman
setup with focal spot diameter 1 µm, the G-band displays two components on some areas
and only one component, independent of magnetic field, on others. In Fig. 4.18-a spectra
of both type of regions are displayed. In Fig. 4.18-b, a map of the sample was done using
the ratio of the G-band components intensity under high magnetic field. Locations market
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Figure 4.18: Images and captions from Ref. [26]: a) Unpolarized micro-Raman scattering spec-
tra at B = 20 T for two representative locations on the surface of natural graphite. The shaded
area represent the energy interval from which the average amplitude I1 and I2 are expected. (b)
False-color map of the intensity ratio I1/I2 showing different regions on the surface of natural
graphite. At B = 20 T the E2g phonon appears as a single component feature in locations A, as
a two-components feature in locations B. As reference to figure c, it states False-color map of
the B = 0 T spectra measured with the laser spot on location B as a function of magnetic field.
Solid lines correspond to symmetric transitions L−,n in graphene while dotted lines correspond to
the hybrid modes involving E2g phonons and optical-like transitions in graphene.
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Figure 4.19: Images and caption from Ref. [90]: (a) and (b) Magnetic-field dependence of
the E2g phonon spectra taken at two representative regions of the sample. One region displays
significant MPR effect while the other does not. The smooth curves are Lorentzian fits to the
data. (c) Mode energy evolution extracted from the spectra displayed in (a).
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Figure 4.20: Images and caption from Ref. [40]: (a) Experimental configuration. (b) Unpolar-
ized, background-corrected, Raman spectrum of natural graphite at zero magnetic field and 10 K
for various magnetic fields. A series of interband electronic transitions are observed, as indicated,
as well as large G peak ≈ 1580 cm−1. Gray arrows point to weak low-frequency scattering peaks.
Figure 4.21: G-band splitting reported in. [77]
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Figure 4.22: Images and caption from Ref. [41]: (a),(b) Unpolarized magneto-Raman spectra
at carrier density corresponding to ν ≥ 6. The inset compares 20 T σ+ and σ− circular polarized
spectra. (c)-(f) Circular-polarized magneto-Raman spectra at (c),(d) 2 < ν < 6 and (e),(f) ν < 2
for B > 15 T. (f) the star symbol points do a B-independent peak caused by parasitic scattering
in fibers. This artifact, shown in B = 0 T spectrum is subtracted from all spectra. The dashed
lines in (d),(f) are guides to the eye for the B dependence of electron-phonon coupled modes
at the (0 → 1) magnetoexciton anti-crossing. The dotted curves in (d) are additional spectral
components observed in close vicinity of the intersection between the (0 → 1) magnetoexciton
and the E2g phonon energy.
as A behaves like graphite, and those marked as B have graphene characteristics. The B
points exhibit the magneto-phonon resonance and electronic transitions, exemplified in
Fig. 4.18-c. This does not happen when probed on graphite areas, marked as A.
Once more, the graphitic samples display all the resonances, which is one more evidence
of sharper Landau Levels in this kind of sample. Interestingly, even using a setup with a
small spot diameter, both G-band components were present. It is possible that there still
exists some interaction with the bulk of the sample that are still probed by the Raman
spectroscopy. If the uncoupled sections of the sample is less than 50 layers thin, the laser
should be able to penetrate the inner layers. However, in this case, the 2D-band should still
display some distinct graphite-like features, such as the the multilayer epitaxial graphene
studied by Faugeras, discussed in the last paragraph. Unfortunately, there is no mention
about the 2D-band in this paper. Another difference is that the observed features are direct
observation of electronic transitions, not mediated by phonons, which means that they are
not observing resonances in the G-band, but, instead, the development of a series of peaks
due to electronic transitions. Eventually, one of such peaks crosses the G-band, but does
not cause a resonant behavior, i.e., the G-band does not move accordingly. This result
is highly compatible with the scenario proposed by Goerbig [34], but is quite different
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Figure 4.23: Evolution of a single-layer G-band with magnetic field, deposited on hBN (top)
and SiO2 (bottom), from Ref. [68].
by that formulated by Ando [4]. For instance, a comparison between the experimental
result in Fig. 4.18 and the theoretical simulation by Goerbig (Fig. 2.20) reveals that the
theory is very accurate. In fact, the Faugeras multilayer sample did not show electronic
peaks crossing the G-band, but a satellite peak that appeared around the G-band due to
magnetic field, which has more resemblance to the Ando model. Our results, however, are
totally compatible with the Ando picture.
Concerning graphite samples, Yan et.al. [90] brought forward a sharp MPR in Kish
graphite, using a spot size of 80 µm and a temperature of 2 K. Again, the G-band compre-
hended two-components, with a remarkable splitting at 4.7 T, as can be seen in Fig. 4.19.
The authors estimate the electronic level width to be 52 cm−1, almost half that reported
by Faugeras [25] for the MEG sample. This result is very similar to that reported on the
previous paragraph and, again, there is no mention of the shape of the 2D-band.
The interband electronic excitations in graphite are clearly depicted by Kim et.al. [40],
in a micro-Raman experiment at 10 K using a 10 µm focal spot size up to 44.5 T. In this
case, peaks due to the symmetrical −n→ n transitions crosses the G-band peak. Fig. 4.20
synthesizes those effects. Similar results, for lower fields, were demonstrated previously
by our group [31].
All those results involving inclusions in graphite evidence a consistent behavior that
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may not be totally equivalent to what is expected for single-layer graphene. What can be
concluded with certainty is that a graphite substrate helps the electronic quality of the
sample by promoting sharper electronic levels and this may be related with the fact that
such transitions were not observed, at least yet, for other types of samples.
Earlier experiments with single-layer graphene deposited on Si/SiO2, performed by
the same time we were testing our first sample, already reported a splitting of the G-band
above 10 T, as in Fig. 4.21 [77]. In fact, this result is very similar to ours and shows the
same features, indicating that our first measurements were sound. However, the resonances
bellow B = 10 T were not present in this work as well.
Investigation of single-layer graphene at high magnetic fields, done by Kim et al. [41],
reveals that magneto-phonon effects depend on carrier concentration, as expected [4,
34]. Experiments were done using circularly polarized Raman spectra of CVD grown
samples transferred to Si/SiO2 substrates, with a spot diameter of less than 10 µm at
room temperature and up to 45 T. For low carrier concentration, less than ν = 2, two field-
dependent components are observed, with a resonance around 25 T, which corresponds
to the n = 0 → 1 transition. If 2 < ν < 6, i.e., the n = 0 level is fully occupied, only
one field-dependent component is observed. At higher concentrations, ν > 6, no effect is
noted. Furthermore, the G-band displayed a softening for such high concentration. Such
softening is also present in our results. Also, there is no evidence of magneto-phonon
resonance for B < 10 T.
Recently, Neumann et al. [68], reported evidence of MPR at 3.7 T for a single-layer
over a hBN substrate. Another portion of the same sample, lying on a SiO2 surface, did
not show any remarkable oscillation in the region between 0 and 8.5 T (Fig. 4.23), in line
with previous reports.
From those results it is clear that the magneto-phonon resonance for B < 10 T is
somehow inhibited in the single-layer samples over a SiO2 substrate.
4.3 Discussion
The magneto-phonon resonance is, at this point, a well documented phenomenon in
multilayers and graphite inclusions, as shown in the previous sections. At the same time,
the absence of higher order resonances in single-layers, for fields smaller than 10 T, is
also a well established fact. On the other hand, this is a hint on what is happening in the
electronic structure of single-layer graphene. It is worth to reinspect eq. 2.69:











Here, the parameter δ represents a phenomenological broadening of electronic transi-
tions and it is assumed to be constant with respect to magnetic field, as it was successfully
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Figure 4.24: Simulation employing eq.2.69 shows that the MPR can be attenuated by an increase
of Landau Level transition width, represented by the δ parameter.
applied to the MEG sample data in this thesis, and also in other works in the literature.
However, there are evidences that this is not the case. Jiang et al. [38], for example, de-
termined by means of Infrared absorption experiments that the first transitions, involving
n = 0 and 1 have width of ≈ 35 meV at 12 T and ≈ 25 meV at 18 T.Transitions −2→ 1
and −1→ 2 have width of ≈ 20 meV at 12 T and ≈ 18 meV at 18 T.
For further understanding, we carried out simulations of the magneto-phonon reso-
nances with increasing δ, shown in Fig. 4.24. An increment in the δ parameter damps the
resonances, to the point of complete extinction if δ is greater than 500 cm−1 (≈ 60 meV).
In Fig. 4.25 a simulation using a large δ of 500 cm−1 is able to capture the observed extinc-
tion of the small field transitions, but cannot represent the observed phonon hardening
for increasing fields due to the k = 0 pre-resonance. If δ is diminished in the simulation to
fit the higher field part of the data, oscillations appear in the lower field range (blue lines
in Fig. 4.27). As a consequence, if a single delta parameter is used in the simulations, all
resonances are simultaneously dampened with increasing delta, and the observed data of
MPR for SLG samples cannot be successfully modeled in the whole field range of 0−15 T.
The role of the δ parameter in eq. 2.69 can be better understood if we plot each term
of the summation individually, as in Fig. 4.26. Eq. 2.69 is a sum of lorentzian functions,
one for each transition with index k. Each term is centered around the transition energy
and has a definite width. This is illustrated in Fig. 4.26-a) and b), where the terms from
k = 1 to k = 4 are plotted. The whole effect is the superposition of such terms. When
δ is increased, the amplitude of each resonance is attenuated and the width is increased,
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Figure 4.25: Simulation employing two values of field-independent δ broadening parameter. A
high value of δ extinguishes not only the low field magneto-phonon resonances, but also the k = 0
resonance. On the other hand, if a smaller δ is used, the k = 0 resonance is reproduced but
the other resonances appears. Therefore the data cannot be represented by a single value of the
Landau level broadening parameter δ.
spreading the resonances through the B-axis and, thus, making them vanish. This is
illustrated for the k = 1 resonance in Fig. 4.26-c) and d). The combined result of all
terms, as a function of δ is plotted in Fig. 4.26-e) and f).
In single-layer graphene, the interband Landau Levels electronic transitions have en-






k + 1), therefore we can expect the levels to be
broadened by a dispersion of the Fermi velocity (vF ) or magnetic field. In the first case,
the broadening is described by δEres/Eres = δvF/vF where Eres is the energy of the res-
onance, i.e. the unperturbed phonon energy. For this broadening mechanism, the width
is therefore constant, i.e., k-independent. On the other hand, if one assumes a dispersion
of magnetic fields (to be discussed below), we have δEres/Eres = δB/2Bres, where Bres is
the field in which the corresponding resonance occurs. It is clear that, for this broadening
mechanism, the width of the magneto-phonon resonance depends on the transition index
k through the Bres term, which is distinct for each transition. In the case of multilayer
epitaxial graphene, the Fermi velocity dispersion is the dominant term, thus allowing the
data to be explained by a constant δ that coincides with the value that is expected for
high magnetic fields [25].
Considering a scenario where δ is a combination of both Fermi velocity and magnetic
field dispersion, its value is determined from a convolution of both effects. Assuming a
Lorentzian energy distribution for both broadening mechanisms, the total width of the
Landau Levels will be given by the sum of the widths arising from each mechanism, i.e.,
δEres/Eres = δvF/vF + δB/2Bres. To each k index of eq. 2.69 it was attributed a value of
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Figure 4.26: a) and b):Each term in eq. 2.69 contributes with an oscillation of the G-band
energy and FWHM at an energy that corresponds to a transition between Landau Levels. c) and
d): the broadening of the transitions causes the attenuation of the oscillation in energy and width
of the terms. As a result, the MPR vanishes. e) and f): The combined effect of a large δ is the
suppression of MPR.
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Figure 4.27: Phonon energy and FWHM of SLG2 as a function of magnetic field extracted from
two datasets taken from the same sample, SLG2. In this case the G-band splits in two-components
depicted above. Here is plotted the energy and FWHM of the field dependent component, which
can only be separated from the independent component above 12 T. The solid lines represents the
theoretical model incorporating field-dependent Landau level broadening.
92
δ based on the latter assumption. By this procedure, the phonon energy and width were
extracted from the two available datasets. The data was successfully simulated employ-
ing a magnetic field fluctuation δB = 1.7 T and a LL broadening due to Fermi velocity
fluctuation of 50 cm−1. With these parameters, the k = 0 transition had δ = 96.0cm−1
(12 meV) and the others δ = 318.2 cm−1 (40 meV). The electron-phonon coupling param-
eter used was λ = 5.5× 10−3 and Fermi velocity 1.15× 106 m/s. Adjustment parameters
were 0 = 1582 cm−1 and δ0 = 2 cm−1. Results are shown in Fig. 4.27. For both datasets,
we encountered some difficulty to resolve both components of the G-band through the
peak fittings from 8 to 12 T, resulting in the discrepancy between the model and the data
in this range.
The Fermi velocity used in both cases are close to typical values. Ref. [38] found
vF = 1.12×106 m/s using infrared absorption spectroscopy, while Ref. [40] reported 1.08×
106 m/s through Raman experiments similar to ours and Ref. [53] found 1.2×106 m/s on a
graphene single-layer stacked over another graphene single-layer using scanning tunneling
spectroscopy.
The electronic level broadening model we are proposing is backed by well established
facts. Substrate interaction is also known to have a role in the Fermi velocity of graphene,
since it is believed that residual interactions could affect electron-electron interactions
causing a fluctuation in the Fermi velocity. As a result, the Fermi velocity depends on
the substrate in which graphene is deposited[37]. Ref. [37] also relates that two different
samples, deposited over the same material, but using different fabrication process (one is
exfoliated and other is graphene grown by CVD and transferred to a quartz substrate) can
exhibit differences in the measured Fermi velocity due to other factors than the substrate
material, such as impurities. This is a good indication that graphene is very susceptible
to interactions with substrates and/or neighboring layers, leading to local variations in
the Fermi velocity, causing the energy level broadening described above.
Magnetic field fluctuations may be attributed to inhomogeneous strain in graphene,
caused by long-range distortions induced by topological lattice defects (disclinations and
dislocations), nonplanarity of the graphene layers, and slowly varying random electrostatic
potentials that break the symmetry between the two sublattices. These static potentials
can result in the effective breaking of time-reversal symmetry of electronic states around
each K-point, leading to a pseudo-field with opposite signs inK andK′ valleys [66]. Strain
induced magnetic fields in graphene single-layers deposited over SiO2 are reported to be
up to tens of teslas. Ref. [91] reports δB = 16 T on a strained region of a single-layer, and
no discernible effects over other areas. In the latter case, it is reasonable to conclude that
pseudo-field fluctuations would be one order of magnitude smaller than in the strained
region, in accordance with our observations.
Meanwhile, in their very recent paper, from February 2015, Neumann et al [68], using
the same method as employed here, found a width of 80 cm−1 (10 meV) for a resonance
93
involving levels n = ±1 at 5.8 T, 160 cm−1 (20 meV) for the k = 1 at 3.7 T resonance
and 270 cm−1 (34 meV) at 2.1 T for the k = 2 resonance in a sample that consists of a
sandwich of hBN/single-layer graphene/hBN. This data can be explained by our model
taking δB = 0.7 T and considering δvF negligible. Those values are in great agreement with
the picture described above, since this kind of sample is expected to have less topological
lattice defects and a more uniform substrate interaction, leading to, respectively, smaller
pseudo-magnetic field and Fermi velocity dispersions, further confirming our claims.
As a conclusion, the scenario herein proposed accounts for an explanation that is ab-
sent in the physics of graphene for some years. The outstanding electrical properties of
graphene allied to a strong theoretical background opened by Ando and Goerbig inspired
several research groups in the then-believed easy task of magneto-phonon resonance ob-
servation in graphene single-layers. As we have shown in section 4.2, first attempts were
done almost 6 years ago, all of them lacking the expected resonances for magnetic fields
lower than 6 T. The present thesis delivers its originality by claiming that such effect is
damped by a broadening of Landau levels due to two main causes: a) residual interac-
tions with substrate, causing fluctuations in the Fermi velocity that are proportional to
the Landau level broadening plus b) sample inhomogeneities that lead to a broadening
inversely proportional to B, due to pseudo-magnetic field fluctuation caused by ripples
and topographic distortions. However, the broadening due to Fermi velocity alone is not
enough to damp the MPR, as indicated by all the data from multilayers and graphite. On
the other hand, the pseudo-magnetic field fluctuation broadening mechanism described
above affects samples deposited over SiO2 due to its typical long range ripples. Samples
deposited on substrates that favors flatter surfaces, such as hBN, reportedly display the
MPR in the literature, as expected. All kinds of samples are subject to both mecha-
nisms, the first revealing its character in all the samples measured to date. A sample
that isolates the graphene sheet from the substrate, i. e., suspended graphene, would be
the ideal situation to minimize Fermi velocity fluctuations, allowing a clearer picture of
the pseudo-magnetic field broadening mechanism. Bilayer graphene measurements, on the
other hand, revealed indications of magneto-phonon resonances around expected values.
Further measurements and comparison with a theoretical model is another subject left
open by this thesis.
For a clearer conclusion of the subject of this thesis, simultaneous experiments of
magneto-micro-Raman and electronic transport should be carried, correlating the direct
measurement of level width while determining and varying the filling factor with preci-
sion. During the development of this thesis, two attempts were done by our group, but,
unfortunately we had problems with the electrical contacts of the samples. However, the
methods used for device fabrication are described in Appendix 5 and the available setup
for electronic transport is presented in Appendix 5. Addressing the problems we have
found in this attempt, allied to new types of samples, may result in another project, as a
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The magneto-phonon resonances were successfully observed in a multilayer epitax-
ial graphene sample. A Landau Level width of 140 cm−1 (17.6 meV) was found using
the Ando model [4], in good agreement with similar experiments done by Faugeras et
al. [25]. Opposed to results in the literature (see Sec. 4.2), the G-band only had one single
lorentzian component. No field-independent component is observed. This is attributed to
inhomogeneities in the sample that results in areas with different characteristics being
probed at the same time when a large beam diameter is used.
Exfoliated graphene samples did not show magneto-phonon resonances for low mag-
netic fields and required a new interpretation of the theoretical model. In charge-neutral
single-layers the first magneto-phonon resonance, that occurs in the range of 25−30 T, is
always present, indicating that this resonance has a smaller transition width. In order to
explain the data satisfactorily it was necessary to attribute transition widths dependent
upon the magnetic field.
Residual interactions between the electrons in the graphene sheet and the substrate







k + 1), it is expected that the transitions are broadened
by δEres/Eres = δvF/vF , thus being independent of the magnetic field. On the other
hand, long range ripples and other types of topological defects can lead to a situation in
which the magnetic field is not uniform in the sample. In this case, the transition energy
may be broadened by δEres/Eres = δB/2Bres. As this effect is related to topological
defects, exfoliated graphene is more susceptible to it than other types of samples, such
as the multilayers, graphite inclusions and graphene over hBN. In fact, magneto-phonon
resonances were observed in all those samples, in full agreement with the scenario we
are proposing. Recent data in the literature regarding graphene heterostructures further
confirm our conclusions[68].
This work leaves two tasks for the future. The confrontation of information retrieved
by Raman spectroscopy and electronic transport characterization may further clarify the
role of the Landau Level widths in the suppression of magneto-phonon resonance. We
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had already done some of the work in this direction, but all the needed techniques to
accomplish this goal have not been mastered yet, requiring an extra time that is not
available for this project.
Samples that present higher Fermi velocities and flatter surfaces are the easiest way
to go if one intend to go deeper on this subject. A single-sheet deposited over hBN with
a typical Fermi velocity vF ≈ 1.5 × 106 m/s, as reported in Ref. [37], would have the
k = 0 resonance at ≈ 13 T, bringing it to the observable range of more simple equipments
and also be less subject to broadening due to field fluctuation. Studies with suspended
graphene would be even more desirable because it is free from substrate interactions,
enabling one to pin down the proposed broadening mechanisms.
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Numerical Evaluation of Ando
Equation
As discussed in chapter 2, eq. 2.69 describes the energy of the E2g phonon mode
in the presence of a magnetic field in the crystallographic c direction. For purpose of
data analysis, it was necessary to find numerical values for this equation. Difficulty arises
because the equation is not analytically solvable for the phonon energy (). In this case,
a numerical method was applied. To this we can exploit the fact that the function and its
derivative may have no singularities and its value varies slowly from point to point. From
this assumption, we are able to use a discretization method to evaluate the equation's
value, i.e, we divide the function in several small segments, in terms of the independent
variable (B), and use the value of a segment to find the value of the next, because their
difference would be small. For example, we use an initial value of , at, say, B = 0 T,
inside the right-hand side of eq. 2.69 to obtain the value of  for, say, B = 0.01 T. If we
discretize eq. 2.69 with an index i, it may look like












In this case, we may define a value of the magnetic field for each index i, which is
done by creating a B vector in which the position of the selected element, defined by the
index i, represents the magnetic field for each discrete point. The transition energy, Tk,
must also be discretized because it depends on the magnetic field. The obtained values of
 are stored in a vector with the same index i. Finally, it is separated in real (energy) and
complex (linewidth) and merged with the B vector, resulting in a matrix with an energy
or linewidth and its corresponding magnetic field. The width of the Landau Levels, that
are represented by the δ parameter, are tied to the index k by creating a vector with a
width associated to each value of the index. The widths of the few first terms are defined
manually before the calculation.
The next concern would be about the series convergence, but as long as we have a
way to evaluate the function, it can be done in an empirical manner. Here we present the
source code written for Wolfram Mathematica 9 that calculates the phonon energy and
linewidth using eq. 2.69. To simulate the results shown in Chapter 4 one should replace the
values in section Sample Parameters with the needed ones. To simulate the suppression
of the first transition, as in Fig. 4.27, the index k must start from k = 1, as indicated
in the code. The calculation results will be stored in the matrix xc and w containing the
phonon energy and linewidth, respectively.
(* ITERACTIVE ALGORITHM FOR CALCULATION OF PHONON ENERGY
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AND LINEWIDTH *)
(* Physical Constants *)
e = 1.602176 ∗ 10−19; (* Coulomb *)
~ = 6.626069 ∗ 10−34/(2 ∗ Pi); (* J*s *)
(* ============================================= *)
(* Sample Parameters *)
c = 1 ∗ 106; (* Fermi velocity in m/s *)
Γ = 7 ∗ 0.124 ∗ 10−3 ∗ e; (* Initial Phonon Linewidth in J *)
0 = 1578 ∗ 0.124 ∗ 10−3 ∗ e; (* Initial Phonon Energy in J *)
λ = 4× 10−3; (* Electron-phonon Coupling Parameter *)
(* Values of Transition Widths (δ) in cm−1 times conversion factor to J *)
δ1 = 120 ∗ 0.124 ∗ 10−3 ∗ e; (* Width for transitions higher than 3 *)
δ = ConstantArray[δ1, 50001]; (* Vector containing all transition widths *)
δ[[1]] = 150 ∗ 0.124 ∗ 10−3 ∗ e; (* First transition width *)
δ[[2]] = 750 ∗ 0.124 ∗ 10−3 ∗ e; (* Second transition width *)
δ[[3]] = 1000 ∗ 0.124 ∗ 10−3 ∗ e; (* Third transition width *)
(* ============================================ *)
(* Start of Calculation *)
E1[B_] := c ∗ Sqrt[2e~B] (* First landau Level Energy as a function of B *)
Tk[k_, B_] := (Sqrt[k] + Sqrt[k + 1])E1[B] (* Energy of Electronic Transitions *)
dB = 0.5; (* Step in Field used in the Discretization *)
B0 = 0.0; (* Initial Field *)
Bmax = 50; (* Final Field *)
B = Range[B0, Bmax, dB]; (* Vector Containing the Field Values *)
 = Range[B0, Bmax− dB, dB]; (* Dummy Vector for the Phonon Energy *)
[[1]] = 0− ı ∗ (Gamma/2); (* Defining the Initial Values of the Phonon Energy and
Width *)
(* Iterative Method *)
(* The Following is the Discretization of eq. 2.69 *)
Do
[[[n+ 1]] = Sqrt[02 + 20Λ(E1[B[[n]]]2)
∑50000
k=0 ((Tk[k,B[n]]]/([[n− 1]] + i ∗ δ[[(k+
1)]])2 − Tk[k,B[[n]]]2) + 1/Tk[k,B[[n]]])];
{n, 2, (Bmax−B0)/dB}];
(* If the suppression of the first transition is required, the summation over k in the
code above must start from k = 1, else, it must start from k = 0 *)
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(* Matrix of Calculated Phonon Energy as a Function of B, in cm−1: *)
xc = Table[B[[n]], Re[[[n]]]/(0.123984187 ∗ 10−3 ∗ e), n, 1, (Bmax−B0)/dB, 1];
(* Matrix of Calculated Phonon Width as a Function of B Plus Lorentzian Instrumen-
tal Broadening, in cm−1: *)
w = Table[B[[n]], (−2 ∗ im[[[n]]] + δ0)/(0.123984187 ∗ 10−3 ∗ e),
n, 1, (Bmax−B0)/dB, 1];













































































Figure 1: Simulations using various values of dB, from 0.01 to 0.2 T. Insets show details for a
limited range of magnetic fields that are more affected by the field step. Clearly, a step of 0.01 T
is desired for more accurate results.
Calculation accuracy will be given by the field step dB and the number of terms in the
summation. Due to computational limitations, some study relating those parameters are
required in order to optimize the calculation time. The number of terms in the summation
will determine the model behavior in the low-field region, since the higher k's are terms
due to lower energy transitions, causing resonance peaks in the phonon energy at those
values. As can be observed in the insets of Fig. 2, the first resonance terms, i.e., the ones
with higher order in k are the more affected. The linewidth is less affected by the number
of terms than the energy. However, good results can be obtained from 50, 000 terms. The
computational costs become significantly higher for 100, 000 and above values of k.
In Fig. 1 are plotted simulations using the same parameters, except the field step,
which had values of 0.01, 0.05, 0.1 and 0.2 T. The inset in both graphs are a close-up in
the low field region, where the effects of larger field step are more dramatic. For higher
fields, above 2.5 T, even a step of 0.1 T can provide a smooth enough curve, but for the
sake of precision, a step of 0.01 T is required.
Quick calculations to determine the starting parameters can be made with good ac-
curacy taking a step of 0.1 and summing 10, 000 terms, since our data have more pronun-
ciated effects at fields higher than 5 T. Once the initial estimates are rapidly obtained,
the final calculations were done using a step of 0.01 T and summing 50, 000 terms. The
parameters were obtained inserted manually in the equations and then the program was
run. The results were superposed to the data. The procedure was repeated until it could
describe the observed behavior satisfactorily. Since this is not a non-linear curve fitting
process, the parameters extracted must be considered estimates.
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Figure 2: The influence of the number o terms in the sum of eq. 2.69 are relevant for fields
smaller than 2.5 T. The FWHM is less affected than the energy, and from 500, 000 terms the
simulations start to converge. The most relevant discrepancy between the simulations occur near
0 T because the higher order terms will have peaks on smaller energies. Since, for practical
purposes, the summation can not be taken to infinity, this effect will be present in all calculations.
108
Fabrication of Single-layer Graphene
Devices
Single-layer exfoliated graphene devices for electrical characterization were produced
in this project. Here is an overview of the fabrication process using lithography techniques,
summarized in Fig. 3.
Samples produced and identified according to the procedure described in Sec. 3.2 are
then covered with photoresist, using the following procedure: by means of a spinner, that
rotates the sample at high speed in order to spread a uniform layer of the coating material
over the surface, a layer of primer is applied, which is cured in a hot plate at 100◦ C. After
the cool down of the sample, a coat of LOR 3B resist is applied and cured at 180◦ C.
This layer will create an undercut to facilitate the liftoff procedure. The last step is the
application of the photoresist SI805 and its cure in the hot plate.
The lithography mask is formed by exposing the areas of the photoresist that must
be removed, i.e, where the metal will form the sample's electrical contacts. The desired
mask is drawn in a specific software that translates it to coordinates to a laserwriter,
which, in turn, drives an UV laser through those coordinates, making the drawing into
the photoresist. The resolution of this equipment is about 1 µm. The next step is the
developing of the resist. A new baking in the hot plate is done in order to harden the
mask.
At this point, the samples are ready to be metalized. In our samples, this was done
by evaporation of metals using Joule effect in a vacuum chamber. The sample is rotated
during the deposition, for increased film homogeneity. Our samples received a 20 nm layer
of Chrome topped by a 100 nm layer of Gold. The final step in the formation of contacts
is to remove the mask through a solution of PG remover, that dissolves the photoresist,
lifting the metal layer where it is not desired. This procedure is called liftoff.
The last step of fabrication is the shaping of graphene flake as a Hall bar. Oxygen
plasma is used to remove Carbon from the sample. A new lithographic mask is made to
protect the areas of the graphene flake we want to preserve. After the plasma application,
the mask is etched with PG remover and the sample is done.
Then, the sample must be placed in a support that contains wires that connect to the
electronic transport measurement system. The connections between those wires and the
samples are done by hand, gluing a thin gold wire to the sample pads using a conductive,
silver based, ink.
Some samples were produced in the curse of a three month training in the Semicon-
ductors Lab of the Physics Department of UFMG. The obtained devices were well formed,
but, unfortunately, we were not able to have satisfactory results with them in the time
available to this project. The main issues faced were the current leakage through the back
gate. Only two samples did not have this problem, but instead they developed a diode






Figure 3: The fabrication of graphene devices are performed in the following way: a) an exfoliated
graphene flake is identified, b) a lithography mask is fabricated exposing photoresist by means of an
UV laserwriter. After the development the mask is baked for hardening, c) a thin film of Chrome
is deposited followed by one of Gold. The mask is removed with solvent, leaving the contacts in the
sample, d) a new mask is fabricated in a Hall bar shape, e) the sample is exposed to an Oxygen
plasma, removing the material not protected by the mask. After etching with solvent the device is
finished.
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some effect on the G-band as a function of gate voltage, the lack of negative voltages
prevented us from finding the Fermi level of such samples. The correction of such prob-
lems would require dedication of more time in the fabrication of samples and may be a




The simultaneous electronic transport characterization and magneto-micro-Raman
setup is an enhanced step in order to deeply understand the connection between the
Landau Level width and the MPR effect. For this purpose, along with the fabrication of
devices described in the previous section, it is necessary to embed an electrical measure-
ment system in our micro-Raman setup.
The equipment selected for this task is the one that I had used in my Master's
project [6], which consists of a 6221 current source, a 2182A nanovoltimeter, a 7005
switch, a 7011S multiplexer and a 230 voltage source, all made by Keithley. The cryostat
is managed by a temperature controller and a superconducting magnet current source,
both made by Oxford Research. All the equipments are integrated via a LabView software
and operated through a GPIB (IEE 488.2) bus. The current source and the nanovoltime-
ter are a synchronized system per design, which means that all the operations necessary
for operation using alternate current are done in a high-level programming language, not
being necessary to send specific instructions for that task. Other features to highlight are
the analogical and statistical filters. The later makes a moving average of the last set of
data, treating it before sending to our software. When fully optimized, is is possible to
achieve a maximum noise amplitude of only 3 nV.
A harness of eight small diameter copper wires run from a feed-through into the head
of the cryostat insert all the way down to a socket near the base of the piezoelectric
dislocators. The socket was made from a regular 16-pin integrated circuit socket cut in
half. It is an easy and effective way of making electrical connections. The feed-through
was fabricated from a regular microphone connector of eight poles sealed with epoxy
glue. Another harness was fabricated to control the AttoCube ANC 350Z piezoelectric
dislocators. All the cables outside the cryostat were made with shielded cables. All ground
connections were checked to avoid ground looping.
Each sample electrical contact connection (total of 6) must be distributed to 2 current
source and 2 nanovoltimeter connections. This is accomplished through the multiplexer
switch, along with a signal divider. With this resource, we can setup the geometry of
the contacts in any configuration. For example, it is possible to make one longitudinal
resistance measurement and a transverse measurement afterward only by switching the
contact configuration in the software. The switching process in the hardware only takes
some micro-seconds to occur. The voltage source is used to feed the sample gate and is
controlled by a software designed to minimize the chances of sudden voltage changes that
should damage the sample. With this equipment, it is possible to measure longitudinal
and transverse resistance as a function of magnetic field, differential conductivity and
resistance as function of gate voltage.
A late modification of our system comprised the installation of AttoCube ANC 350Z
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Figure 4: The electronic transport measurement system interface in LabView.
Figure 5: The piezoelectric dislocator control interface in LabView.
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piezoelectric dislocator system. Its most important feature is the positioning system, which
allows the operation by coordinates. A software was designed to operate this equipment
and integrate it with the other modules. The system is a few steps away of a magneto-
micro-Raman imaging system.
All the software is designed to be modular and integrates into a system developed
for the Optical Properties Group by Emilio Heredia, a former PhD student. This system
integrates the software using a local network over TCP/IP protocol. There is a control
module that synchronizes the modules that drive the equipments. Remote monitoring and
operation is also possible. This resource also enables the integration of this experiment
with other available equipment at the lab.
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