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Introduction
Introduction




σ(s) dX(s), t ∈ I := [0, 1]
Hypothèses générales.
• {σ(t)}t∈I dénote un processus Gaussien centré qui est, en moyenne
quadratique, Hölder-continu d’ordre α0 ∈ (0, 1) i.e. ∃c > 0 tel que
E
(|σ(t1)− σ(t2)|2) ≤ c|t1 − t2|2α0 ∀t1, t2 ∈ I
• {X(t)}t∈I dénote un processus Gaussien centré qui est, en moyenne
quadratique, Hölder-continu d’ordre β0 ∈ (0, 1)
• α0 + β0 > 1
−→ Permet de donner du sens à l’intégrale trajectoire par trajectoire
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Introduction
Sous ces hypothèses, avec une probabilité 1, les trajectoires de {σ(t)}t∈I et
{X(t)}t∈I appartiennent aux espaces de Hölder Cα(I) et Cβ(I) respectivement,
pour tous α ∈ (0, α0), β ∈ (0, β0).
Défintion
Pour tout θ ∈ [0, 1), l’espace de Hölder Cθ(I) est l’espace de Banach des fonctions
f : I → R telles que
‖f‖Cθ(I) := ‖f‖I,∞ + sup
(x1,x2)∈I2, x1<x2
|f(x1)− f(x2)|
|x1 − x2|θ < +∞.
Il existe donc des constantes aléatoires positives Cα et Cβ telles que pour P-presque
tout ω ∈ Ω
|σ(t1, ω)− σ(t2, ω)| ≤ Cα(ω)|t1 − t2|α ∀t1, t2 ∈ I
et
|X(t1, ω)−X(t2, ω)| ≤ Cβ(ω)|t1 − t2|β ∀t1, t2 ∈ I
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Introduction
Soient σ(·, ω) et X(·, ω) deux trajectoires typiques de {σ(t)}t∈I et {X(t)}t∈I . Les
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rn : rn ∈ N, 0 = δn0 < δn1 < . . . < δnrn = t
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n∈Z+












X(δni , ω)−X(δni−1, ω)
)
converge vers ζt(ω). On peut donc définir l’intégrale
∫ t
0
σ(s, ω) dX(s, ω) en posant
∫ t
0
σ(s, ω) dX(s, ω) := ζt(ω).
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Young - Loeve
Soient f ∈ Cα(I) et g ∈ Cβ(I) avec α, β ∈ (0, 1) tels que α+ β > 1. Il existe une







≤ Kα+β‖f‖Cα([t1,t2])‖g‖Cβ([t1,t2])(t2 − t1)α+β
pour tous 0 ≤ t1 < t2 ≤ 1.





appartient à l’espace de Hölder Cβ(I).
Remarque. Les fonctions f et g peuvent être vues comme des trajectoires typiques
des processus {σ(t)}t∈I et {X(t)}t∈I . Donc avec une probabilité 1, les trajectoires
de {Y (t)}t∈I appartiennent à Cβ(I).
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Introduction
Première partie. On va supposer que σ et X sont des fonctions déterministes de
Cα(I) et Cβ(I) respectivement
• Approximation via les sommes de Riemann
• Approximation via la base de Haar
Deuxième partie. On va supposer que σ et X sont des processus Gaussiens
indépendants dont les trajectoires typiques appartiennent à Cα(I) et Cβ(I)
respectivement.
• Hypothèses sur les incréments d’ordre 2 et amélioration de la vitesse de
convergence
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Approximation via les sommes de Riemann
Approximation via les sommes de Riemann











































:=∆j,l(X) incréments d’ordre 1 deX
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Approximation via les sommes de Riemann
Par linéarisation, on obtient pour tout j ∈ N, une approximation Y RSj de Y :












Il existe une constante c > 0 telle que
‖Y − Y RSj ‖∞ ≤ c2−j(α+β−1) ∀j ∈ N .
Remarque. Dans le cas de l’espace Cγ(I) avec γ ∈ [0, β), on obtient
‖Y − Y RSj ‖∞ ≤ c2−jmin(β−γ,α+β−1) ∀j ∈ N
et le résultat est optimal si γ ∈ [1− α, β), où α et β sont les exposants de Hölder
uniformes de σ et X .
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Approximation via la base de Haar














On propose donc une approximation Y Hj de Y :












Si on pose L := 1[0,1), cela revient à définir
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Approximation via la base de Haar
Théorème
Il existe une constante c > 0 telle que
‖Y − Y Hj ‖∞ ≤ c2−j(α+β−1) ∀j ∈ N .






















en utilisant le théorème de la moyenne pour estimer
∣∣σ(2−j l)− σj,l∣∣
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Approximation via la base de Haar
Lien avec la base de Haar
La base de Haar est la base orthonormée de L2(R) formée par les fonctions{
x 7→ L(x− k), k ∈ Z
x 7→ 2j/2H(2jx− k), j ∈ N, k ∈ Z
où L := 1[0,1) etH := 1[0,1/2) − 1[1/2,1). Pour tout t ∈ I fixé, la fonction
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Approximation via la base de Haar
Lien avec la base de Haar
La base de Haar est la base orthonormée de L2(R) formée par les fonctions{
x 7→ L(x− k), k ∈ Z
x 7→ 2j/2H(2jx− k), j ∈ N, k ∈ Z
où L := 1[0,1) etH := 1[0,1/2) − 1[1/2,1). Pour tout t ∈ I fixé, la fonction
s 7→ σt(s) := σ(s)1[0,t](s)
peut s’exprimer comme
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Approximation via la base de Haar






Pour tout J ∈ N, on considère les sommes partielles

























C. Esser (Université Lille 1) Intégrales stochastiques et base de Haar Le Mans, 23 – 27 Mai 2016 12 / 28
Approximation via la base de Haar






Pour tout J ∈ N, on considère les sommes partielles
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Approximation via la base de Haar
Autre point de vue : Travailler avec les incréments d’ordre 2
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Approximation via la base de Haar















Afin d’avoir une vitesse de convergence de Y Hj vers Y , il faut donc estimer ‖Zj‖∞.
On peut en fait se ramener à une estimation de Zj sur les nombres dyadiques :
Lemme





|Zj(2−j l)| ≤ C2−jβ ∀j ∈ N
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Approximation via la base de Haar
Lemme





|Zj(2−j l)| ≤ C2−jβ ∀j ∈ N









|Zj(2−j l)| ≤ |Zj(t0)| − |Zj(2−j l0)|




∣∣aj,k(t0)− aj,k(2−j l0)∣∣ ∣∣∆2j,k(X)∣∣
=
∣∣aj,l0(t0)∆2j,l0(X)∣∣
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Approximation via la base de Haar
De plus,




≤ 2j(t0 − l02−j)‖σ‖∞ ≤ ‖σ‖∞
































|Zj(2−j l)| ≤ C ′2−βj

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Approximation via la base de Haar
Retour aux processus stochastiques
Hypothèses générales.
• σ est une fonction de Cα(I)
• {X(t)}t∈I dénote un processus Gaussien centré qui est, en moyenne
quadratique, Hölder-continu d’ordre β0 ∈ (0, 1)
• α+ β0 > 1
Hypothèse (H) sur les incréments d’ordre 2 du processus X : il existe une





∣∣Cov [∆2j,k1(X),∆2j,k2(X)] ∣∣ ≤ c2−2jβ0 ∀j ∈ N
Cette hypothèse permet d’améliorer la vitesse de convergence : pour tout β ∈ (0, β0),
il existe une variable aléatoire positive C telle que
‖Y − Y HJ ‖∞ ≤ C2−J min(β,α+β−
1
2 ) ∀J ∈ N
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Dans ce cas, on aura









P[{ξj2jmin(β,α+β−1/2) > s}] < +∞.
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Approximation via la base de Haar
Lemme
Soit {gn}n∈N un processus Gaussien centré. Il existe une constante c > 0 telle que
























et le problème se ramène donc au calcul de E
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Approximation via la base de Haar
Remarquons que aj,k(2−j l) = 0 si l ≤ k, et si l ≥ k + 1
aj,k(2


















)− σ (2−jk))H(u) du
Comme σ est Hölder-continu d’ordre α,
|aj,k(t)| ≤
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Approximation via la base de Haar
Par conséquent,
E
















∣∣Cov [∆2j,k1(X),∆2j,k2(X)] ∣∣︸ ︷︷ ︸
≤ c2−2jβ0 vu (H)
≤ C˜2−j(2α+2β0−1)






] ≤ c0√1 + j√C˜2−j(α+β0−1/2) ≤ C2−j(α+β1−1/2)
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Approximation via la base de Haar
Total. On a montré que E
[
supl∈{0,...,2j−1} |Zj(2−j l)|
] ≤ C2−j(α+β1−1/2). Par















d’où le résultat suivant :
Théorème
Il existe une constante aléatoire positive C˜ telle que, avec une probabilité 1,
‖Y − Y Hj ‖∞ ≤ C˜2−jmin(β,α+β−1/2) ∀j ∈ N .
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Approximation via la base de Haar





∣∣Cov [∆2j,k1(X),∆2j,k2(X)] ∣∣ ≤ c2−2jβ0 ∀j ∈ N
Cette condition est satisfaite s’il existe c > 0 et κ > 1 tels que∣∣Cov [∆2j,k1(X),∆2j,k2(X)] ∣∣ ≤ c2−2jβ0(1 + |k1 − k2|)−κ
pour tous j ∈ N, k1, k2 ∈ {0, . . . , 2j − 1}.
• Le mouvement Brownien fractionnaire de paramètre β0 ∈ (0, 1) satisfait (H)
• Le processus X(t) :=
∫
R(e
itξ − 1)√f(ξ) dŴ (ξ) (où f ≥ 0, f paire et
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Approximation via la base de Haar
Cas où σ est aléatoire
Hypothèses générales.
• {σ(t)}t∈I dénote un processus Gaussien centré qui est, en moyenne
quadratique, Hölder-continu d’ordre α0 ∈ (0, 1), et dont les accroissements sont
indépendants
• {X(t)}t∈I dénote un processus Gaussien centré qui est, en moyenne
quadratique, Hölder-continu d’ordre β0 ∈ (0, 1) qui satisfait l’hypothèse (H)
• α0 + β0 > 1
• {σ(t)}t∈I et {X(t)}t∈I sont indépendants
















Problème. Dans ce cas, le processus {Zj(t)}t∈I n’est plus Gaussien.
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pour pouvoir appliquer Borel-Cantelli.






Comme X est un processus Gaussien indépendant de σ, conditionnellement à Gj , le
















] ≤ c0√1 + j E [ sup
l∈{0,...,2j−1}
E
[|Zj(2−j l)|2∣∣Gj] 12 ]
≤ c0
√
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(θjl )l∈{0,...,2j−1} est une sous-martingale.
Preuve. Pour tout l ∈ {0, . . . , 2j − 1}, soit Glj la sigma-algèbre engendrée par les




















Par conséquent, θlj est Glj -mesurable.
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∣∣Glj]E [(∆2j,l(X))2]︸ ︷︷ ︸
≥0















où on a utilisé le fait que σ est centré et à accroissements stationnaires. 
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Approximation via la base de Haar












≤ 4 E [(θ2j−1j )2]




































On arrive à la conclusion en utilisant l’indépendance des bj,k (car les accroissements
de σ sont indépendants), le fait que E [bj,k] = 0 (car σ est centré), la continuité
Höldérienne de σ et l’hypothèse (H).
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