For a vector of (estimable) functionals of several independent distributions, sequential confidence ellipsoids (of bounded maximum width) based on a class of generalized U-statistics are studied.
A stopping rule along with a procedure for choosing the component sample sizes at each stage is developed, so that the proposed confidence ellipsoid has a confidence coefficient asymptotically (as the prescribed maximum width shrinks to zero) equal to a preassigned 1 -a (0 < a < 1), and the expected total sample size is minimized for the procedure. Asymptotic efficiency of the procedure is also studied. The case of von Mises' functionals is treated briefly at the end.
INTRODUCTION
Let {Xki , i > 1} be a sequence of independent and identically distributed random vectors (i.i.d.r.v.) with a ~(21) variate distribution function (Q!!)
~&4> YC E @', the p-dimensional Euclidean space, for Iz = l,..., ~(22); all these c sequences are assumed to be mutually independent.
Consider an estimable parameter (vector) where 4(F) = &(.Xkj , 1 G-i < mki , 1 < k < c), i = l,..., r, u4 the rnki are all nonnegative integers, rni = (mli ,..., mci) # 0, 1 < i < t, and, without any loss of generality, we assume that the kernel & is symmetric in &x Xk?nki kl ,-**> for every 1 < k < c; 1 < i < t. By (1.2), we have for every i(=l,..., t), (l-3) where mi = mill = mli + ... + rnCi, 1 < i < t. On denoting the coordinatewise inequalities fzk < (or <) & , 1 < k < c by a < (or <) b, and by n = (n1 ,..., nJ', we note that for n > rn{ , the generalized U-statistic corresponding to ei(F) is where (3 = Ilk 6;) and the summation z&j extends over all possible 1 < akl < "' < ak,,$' < nk, 1 < k < c, for i = I ,..., t. Thus, if we let m* = (ml* ,..., mC*)' where mk* = rnaxlGfGt mki , k = l,..., c, then for n > m*,
For a fixed n(> m*), U(n) is known to be an optimal unbiased estimator of 0(F), for a general class of F; for various properties of U(n), we may refer to Section 3.3 of Puri and Sen [7] . 0 ur interest centers here in providing a confidence region for e(F) based on U(n). Specifically, we like to determine a closed convex region Z,,(E Z?) such that P{~(F)E&} = 1 -CK: 0 <a < I, 0.6) and for some preassigned positive d, u&J(n), I,,) = supb(U(n), e(F)) : e(F) E 4,) < 4
where for two t-vectors a and b, p(a, b) = sup{/ Z'(a -b)l : Z'f = I).
W3)
In the above setup, a, d are given, and we require to determine n such that n'l = ti is minimized.
More specifically, we desire to determine n,,* = q*(d) = Q&4,..., n;(d))' such that xiC1 n&(d) = Q* = no*(d) and n0 * = inf{n'l 7 n : Z'{e(F) E Z,, : a(U(n), Z,,) < d} = 1 -a}.
WI
Now, F is unknown, and the distribution of U(n), in general, depends on F.
As a result, q*(d) as well as as*(d) depends on F in addition to that of d and a. We therefore write n0 * = no*@, a; F), no* = ~$1 = q,*(d, a; F).
We therefore require to find an estimator (1.10) Sections 3 and 4 are devoted to the study of the asymptotic consistency and efficiency of the procedure.
In the last section, solutions based on von Mises'
[6] differentiable statistical functions are briefly presented. Throughout the paper, for simplicity of presentation, we consider the case of c = 2, while the general case of c > 2 is treated briefly at the end. <j<~k~,k=l,2;+l==y), (2.10) where the summation~~.r extends over all possible 1 < c+ < a** < aimlj < vi, and 1 < ~~ai < -*. < a2mi2 < v2 , with a+ -+ Y, 2 < j < mn ;
where the summation xc,: extends over all possible 1 < c+r < *.* < aimli < vl and 1 < ~~aa -=c q-7 < %mzi < va , with azj # r, 2 < j < mzi. Let then The Proposed Procedure.
We conceive of a set of positive integ.ers {na , a 2 01, such that no > max max rnki, 1<i=zt la3<2 (2.17) while the subsequent entries na, cx 2 1, need not satisfy (2.17). We start with ~a observations from each distribution, and for vs = q = rz,, (l, l) Remark.
One should note that in the above treatment, the obvious dependence of N (and k) on d and a have been suppressed in our notation, which, hopefully, will lead to no confusion. We may also note that in (2.18), (2.19), (2.25), (2.26), (2.31), (2.32), (2.33) instead of using x&, one could have used a sequence of positive numbers {ak , k > 0}, such that (2.35)
The motivation of using ak instead of ,& (at the kth stage with sample size vkl + vk2) lies in providing a better approximation to the coverage probabilities of (2.19), (2.26), (2.33), etc., (to the desired I -cz). However, precise choice of {ak} depends on the behavior of U(vJ, and hence, on the original {F}.
ASYMPTOTIC CONSISTJ%NCY OF THE PROPOSED PROCEDURE
In the asymptotic setup, we let d + 0, and desire to study the properties of the proposed confidence procedure. Here, we set no = n,, ( First, we consider several basic lemmas which will subsequently be needed in the proof of the main theorem. where I?(& F) and f(A, n) ure de$ned by (2.8) und (2.14).
The proof follows directly from Theorem 3.3 of Williams and Sen [12] , and hence, for intended brevity, is omitted. Now, the largest characteristic root of a square matrix is a continuous function of its elements (viz. [Ill) .
Consequently, by (2.8), (3.2) , and (3. is a continuous function of its arguments.
(3.14)
LEMMA 3.3 If E+i4(-..) =C CO, 1 < i < t und (3.1), (3.4) hoZd, then " An + A* a.s., as n+co, (3.15) where in = inf{A,, : g*(A,, , n) = infsCACrg*(A, n)} u& g*(A, n) ti de$tzed by (2.16).
PYOO~. By virtue of (2.15) .3), we have for every 0 < A < 1. Since both the left and right hand side terms in (3.17) go to co as A + 0 or to I, and on the other hand, for every 0 < A < I, these terms are finite, it readily follows that y*(A, F) attains a minimum at A = A* where 0 < A* < 1. Our assumption (3.4) insures the uniqueness of A*. The remainder of the proof follows from (3.12), (3.16) , the continuity (in A) of g*(k n) ad y*Gt F), and some standard reasonings. Because of its essential similarity with the technique of the proof of Theorem 3.4 of Williams and Sen [12] , the details are omitted. The proof follows from (3.12), (3.15) , (3.16) , and a few routine steps, and is therefore omitted.
Let us now return to the proof of Theorem 3.1. Note that by (3.12), (3.17) , and an analogous inequality for g*(A, n), while by Corollary 3.3, g*(&, , n)/y*(A*, F) * 1 as., as n -+ a~ AS such the proof of (3.5), (3.6), and (3.7) follows from Lemma 1 of Chow and Robbins [Z] and our (3.1). To prove (3.8), we note that by (3.1), (3.4) , Lemma 3.2, and (3.6) i&j -+ A* as., as d-+0. (3.20) The uniform continuity, in probability, of generalized U-statistics, already established in Lcrnma 3.5 of Williams and Sen [12] , implies that for every ~>Oand~>O,thereexista~>Oandanne,suchthatforn~~I, where A is a positive-definite matrix, 11 n][ = max(nr , nJ and n satisfies the condition that rz& + ns) E [&, , 1 -&I. Ry virtue of (2.9), (3.7), (3.20) , and where ~*a has the central chi-square distribution with t d.f., and the proof of (3.8) is complete.
As~~o~c EFF~CI~CY
If F were specified, for positive a and d, one could have obtained the desired sample sixe %*(d, aI I?)( =q,*(d), =q), as in ~1.9)~1.10). In such a case, one can construct a confidence region 1(%*(d)), defined by (2.33} with vk and &i* rek, vk) being replaced by q*(d) and I'(A*, F), respectively. Then, by some standard steps, we have In our problem, F is unknown, and for our proposed sequential procedure, N(d) as well as N(d) is stochastic. Our contention is to strengthen (3.7) to ~~{(~'~[~(~)l)/(~~*(F) xtd = 1 v (4.2) so that by comparison with (4.1), we can term that our proposed procedure is asymptotically efficient. As in (3.3) , (3.4) , we assume that y* ( Since the ,S&(u) involve an average over independent and identically distributed random variables, by a well-known result on the sample mean (viz. [3] ), we have under (4.11), P{i $+&(u) -cij(u; F)/ > &i} < &z-'~+"; $' < co, (4.12) for every u = (1, O), (0, 1) and I < i < j < t. Thus, by the Bonferroni inequality, f'{l $j,nW -L(w WI > k , forsome 1 <i<j<t and u = (1, O), (0, I)} < t(t + 1) $n-r-~. (4.13) It has been shown by Williams and Sen [12] that each sij,n(u) can be expressed as a linear combination of several generalized U-statistics whose kth moments exist when E I& \2k < co, 1 < i < t. As such, by Theorem 2.1 of Grams and Serfling [5] , it follows by a few standard steps that The lemma directly follows from (4.13) and (4.15) when 0 < 8 < 1. For S > 1, let k be the largest even integer contained in 2(1 + S). Then, we show by using Theorem 2.1 of Grams and Serfling [5] that for the &h order moment, we have n--k in (4.14), so that the proof again follows on parallel lines. holds, then (4.2) holds, thut is, the proposed procedure is asymptoticully eficient.
Proof.
Let us define n,,*(d) as in (1.9) (1.10) and let $,d4 = h*W -4L nz.2(4 = h*(W + <)I + 1, (4.16) where E > 0 is arbitrarily small. Then, by virtue of Lemma 4.1, it readily follows that The proof of (4.2) follows readily from (4.19), (4.20) , and (4.21).
5. SOME CONCLUDING REMARKS First, we sketch the case of c > 2. Here, analogous to (2.8), the dispersion matrix I'@, F) is given by where gk has I in the kth place and 0 elsewhere, 1 < k < c, X = (Ai ,,.., AC), hc > 0, xc km1 & = 1. Here, Theorems 3.1 and 4.2 can be extended on parallel lines to the general case of c > 2. From computational aspects, however, the procedure becomes more laborious for c > 2, as one has to consider simultaneously the variation of A1 ,..., AC , subject to zE=r & = 1. The characteristic roots in (2.16) or elsewhere, will be a function of X, so that minimizing these with respect to X (subject to &'I = 1) becomes computationally tedious.
If we define for k = I ,..., c the empirical @B'~Jx) as as TI -+ co, Theorems 3.1 and 4.2 may be extended to apply for von Mises' statistics as opposed to U-statistics. Some applications will be considered in a separate paper.
