A tight-binding total-energy model parametrized to first-principles linearized augmented plane-wave computations is applied to study elasticity and elastic anisotropy in Fe, Xe, and Si at high pressures. We find that the model works well in reproducing the compression, electronic structure, phase relations, and elasticity in these diverse materials. In Xe, for example, the same parametrization works well over a fivefold compression range from a van der Waals solid to a dense metal. We find that the cubic close-packed structures are all more anisotropic than hexagonal close packed and that at high pressures the elastic anisotropy approaches that of any central force nearest-neighbor model. We find that long-range, nonorthogonal parametrizations are necessary for greatest accuracy.
INTRODUCTION
In spite of great strides in applying self-consistent electronic structure and total-energy methods within density functional theory ͑DFT͒ to real problems in materials ranging from phase diagrams to melting to mapping of phonon potential surfaces, a faster but still reliable method is highly desirable to explore dynamical properties of materials ranging from elasticity to phase transitions, and to simulate large systems. Much progress has been made in developing tightbinding total-energy methods ͑TBTE͒ that differ from selfconsistent calculations in that a model is developed for the bonding interactions in terms of site centered atomiclike orbitals. Here we further develop and describe a model presented by Cohen, Mehl, and Papaconstantopoulos 1,2 ͑CMP͒ that has an accuracy comparable to self-consistent calculations, but at greatly enhanced speed so that complex problems and materials may be studied. Here we show that the method is general for arbitrary elements by giving results and predictions over large ranges of compression for Fe, a transition-metal, Si, which changes from a covalent semiconductor to a close-packed metal with pressure, and Xe, which changes from an atomiclike rare gas to a wide-band metal with pressure.
Elastic properties are important in fields ranging from geophysics 3 to materials research, chemistry, and physics. Elastic anisotropy, characterized, for example, by the differences in sound speed in various directions through different crystals, has not been systematically studied, especially with regard to changes with compression. The strain energy is important in the development of textures and character of phase transitions, 4 in transition temperatures, 5 and for the ground state. 6 We compare our results with those obtained from a simple nearest-neighbor central forces model, where the elastic anisotropy is dependent only on structure and not on the force constants at low pressures. 
I. TIGHT-BINDING TOTAL-ENERGY METHOD
In tight-binding methods, the radial parts of the Hamiltonian and overlap matrices are parametrized. In the twocenter approximation, 8 which is followed here, only integrals between pairs of atoms are included, integrals that involve a potential on one atom and orbitals on two others are neglected, and the potential V KS is assumed spherically symmetric around each atom. The Hamiltonian and overlap matrices can be written as
͑1͒
O i j␣␤ ϭ ͚ l exp͓ik-͑R jl ϪR i ͔͒o i j␣␤l ͵ d⍀ i␣ j␤ , where the integrals are the angular integration for orbital ␣ on atom i with orbital ␤ on atom jl ͑i and j indicate the atom in the primitive cell and l is a lattice vector͒. Angular momentum is quantized along z, the vector from atom jl to atom i, so that the indices ␣␤ are contracted to a total of ten bonding states up to d states, ss, sp, pp, pp, sd, pd, pd, dd, dd, and dd␦. For unlike atoms, additional terms ps, ds, dp, and dp must also be included.
In most tight-binding models the parameters h and o are fit to results of first-principles band structures 9 or are fit empirically 10 for individual interactions in a given crystal structure. In TBTE methods the total energy E as a function of the atomic or nuclear positions r is represented as a sum of the band-structure term E bs and additional structuredependent term͑s͒ F: E͓r͔ϭE bs ϩF͓r͔, ͑2͒
which are often represented as a pair potential plus structuredependent terms that depend, for example, on local coordination.
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In most tight-binding models the eigenvalues are obtained by solving the secular equation with H and O obtained from the parameters h and o. The energy term F is usually obtained by fitting first-principles equations of state and/or ex-periment. Although there are tight-binding models that are similar in some ways with the present model [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] there are significant differences between the present model and previous nonempirical tight-binding total-energy models: ͑1͒ there are no explicit structure-dependent terms; ͑2͒ interactions are only distance dependent-there is no division between first and second neighbors, etc.; ͑3͒ parameters are fit simultaneously to accurate ͓linearized augmented plane-wave ͑LAPW͔͒ electronic structure eigenvalues and total energies ͑4͒ over a range of structures and volumes; and ͑5͒ there is no explicit pair potential here.
A problem arises when E bs is fit separately from the function F ͓Eq. ͑2͔͒. The zero of energy, V 0 , for a band structure is arbitrary, so that E bs contains an unknown structuredependent term, which arises from the Gϭ0 term in the Fourier expansion of the Coulomb potential, and is canceled by an identical contribution in F͓n(r)͔ in self-consistent calculations. To illustrate the severity of the problem, Fig. 1 shows the LAPW band-structure energy E bs obtained for hcp Fe as a function of compression for different choices of V 0 . If V 0 is chosen to be equal to the Fermi level E F , E bs is strongly attractive and the function F(r) must be repulsive. If V 0 is equated with the LAPW muffin-tin zero, V mtz , the average interstitial potential, E bs is strongly repulsive and F(r) must be strongly attractive. We also found it impossible to obtain a pair potential that gave the correct ordering for the energies of nonmagnetic bcc, fcc, and hcp iron with the choice that V 0 ϭE F .
The band-structure energy thus behaves radically differently with compression depending on the choice of V 0 . The large differences are illustrated by the third curve in Fig. 1 , which shows the LAPW total energy E tot . The third curve also represents choosing V 0 such that E bs ϭE tot , and this is the most important innovation in the current method. This choice gives a well-defined energy zero that contains no arbitrary constant.
Thus we have for the total energy
͑4͒
and i are the band eigenvalues, f is the Fermi distribution, with F chosen to give the correct number of electrons N e . The constant C is chosen for convenience so that the new band-structure energies are not hugely different from the self-consistent ones. ͑All physical results are completely independent of C.͒ This procedure has the added utility of eliminating the structure-dependent potential F͓r͔, usually a pair potential plus other terms, from the problem. Instead, one takes the input band structure and shifts the eigenvalues by Eq. ͑4͒ so that
The problem is then reduced to finding a parametrization that accurately reproduces not only the band structure, represented by the i Ј , but also the total energies. Such a parametrization was found and tested for several transition and noble metals. 1 The hopping Hamiltonian h and overlap o parameters were parametrized as a function of distance:
where i labels each interactions ͑ss, etc.͒ and
is a universal cutoff function to guarantee that interactions vanish smoothly at not too great -distance. We generally take r 0 ϭ16.5 bohrs and l ϭ0.5 bohr. Short-range models are also possible, though less accurate. Here we include s, p, and d interactions in the two-center approximation, so that there are 60 parameters a i , b i , and c i for the ten Hamiltonian and ten overlap Slater-Koster parameters for a monatomic system. The treatment of the on-site terms is crucial to obtaining good fits to the shifted eigenvalues. Two different methods were used. In the first parametrization, which was presented in Ref. 1 the on-site terms vary as a function of a local ''density'' around each atom, given by
where d j k depends on atom types k and j ͑j symbolizes the type of atom j͒. The on-site terms D ␣k for ␣ϭs, p, and d for each atom k were then fitted to a finite strain polynomial
This parametrization worked very well for the transition and noble metals studied in Ref. 1 and worked here as well for Xe and Fe. However, for Si it was difficult to obtain an accurate fit using this parametrization. This may be due to the fact that we were attempting to fit a very large range of structures for Si, ranging from 4-coordinated Si in the diamond structure to close-packed metallic structures over a wide range of compression, whereas the transition metals and Xe were studied primarily for close-packed structures.
We have found a parametrization that works well for Si, and works as well as the previous parametrization for the transition metals and Xe. In this parametrization, we follow Mercer and Chou 12 and Chadi 21 and the on-site terms in the Hamiltonian are given by A full set of such parameters would give forty on-site parameters for a monatomic system. We have found excellent fits for Si, for which we included s, p, and d interactions ͑see below͒ using only the diagonal terms corresponding to ss, pp, and dd, giving instead twelve on-site parameters. We found that pp and pp were perfectly anticorrelated leading to instabilities in the least-squares fitting, even though our structure set could in principle distinguish between these interactions. We thus removed pp from the on-site parameter set. So our on-site terms are represented as
The two types of on-site treatments are referred to as on-site model I for Eq. ͑9͒, and on-site model II for Eq. ͑12͒ below. Since the parameters are correlated and there are multiple minima in the nonlinear least-squares fit of the eigenvalues i Ј , we found it very important to simultaneously fit a set of structures to a single set of parameters, rather than to perform separate fits to different structures and then fit the behavior of the parameters with distance as was done in Ref. 11 . We also found it important to fit both the bands and the energies, so that the bands and energies can be individually weighted. The choice of weights was important in obtaining a good fit, and energies were weighted 10-200 times the weighting of an individual band. We fit up to 20 000 input data ͑eigenvalues and energies͒ so that the parameters are well constrained. We programmed analytic derivatives so that the Jacobian was obtained analytically; this also increased the stability of the fitting procedure as well as sped up the fitting process by orders of magnitude ͑see Appendix͒.
II. LAPW COMPUTATIONS AND TIGHT-BINDING PARAMETRIZATIONS
Linearized augmented plane-wave 22, 23 computations were performed to obtain the band structures ͑eigenvalues i ͒ and total energies over a wide range of compression and for different crystal structures. For the self-consistent calculations, special k-point sets were used and were carefully checked for convergence in the total-energy differences between different structures. Extra local orbitals 22 (LAPWϩLO) were included in the LAPW computations so that only one energy window could be used and still treat the semicore states accurately, and in order to relax the valence states. Selfconsistent total energies and densities were obtained with very dense k-point meshes ͑16ϫ16ϫ16 for Fe͒. Uniform regular k-point sets were generated on a coarser grid and used in the least-squares fits; we found it important to constrain the eigenvalues at high symmetry points in order to obtain proper ordering of the bands in the tight-binding fits. Different uniform meshes were tested and those used are amply converged. Table I summarizes the nonlinear leastsquares fits. States up to 2-5 Ry above E F were included in the fits in order to better constrain the individual parameters of the fits. Since the Hamiltonian includes only 9 states per atom for an s, p, and d state parametrization, and 4 states per atom for an s and a p parametrization, it was necessary to discard states that are not in the domain of the Hamiltonian. This was done using the maximum l character in the muffin tin for each state from the LAPW computations.
For Fe, nonmagnetic computations were performed, so that the ground state is hcp rather than bcc. The present tight-binding model has not yet been generalized to handle magnetic systems. A first-order generalization could be done similar to the tight-binding model of Zhong et al. 24 for Fe. Our primary interests are in the behavior of Fe at very high pressures in the non-magnetic fcc and hcp phases, but to understand Fe at low pressures the nonmagnetic model would not be sufficient. We used the generalized gradient approximation 25 ͑GGA͒ for Fe since it has been demon-strated to give much more accurate results for Fe than local density approximation ͑LDA͒, 3, 26, 27 including the correct bcc ground state and an accurate phase transition pressure from bcc to hcp in spin polarized calculations. Figure 2 shows the GGA LAPW and tight-binding band structures of hcp Fe at Ϫ10 GPa (Vϭ80 bohrs 3 ) and at 530 GPa (Vϭ40 bohrs   3 ). The same parameter set does a good job over an extreme range of compression. Figure 3 shows the total energies for bcc, fcc, and hcp Fe as a function of compression and the energy versus tetragonal strain. The band structures and energies are included in the fit, so Figs. 2 and 3 show the quality of the fit. Figure 4 shows the LAPW and tight-binding band structures for hcp Xe over a fivefold range of compression. The same parameter set works well for the occupied states from low-pressure atomiclike xenon all the way to highly compressed metallic state. Figure 5 shows the metallization behavior of hcp Xe from the tight-binding fit compared with LAPW. Without spin orbit, LDA gives a metallization pressure of ϳ90 GPa, in quite good agreement with experiment. However, with spin orbit this agreement worsens 28 and it is necessary to go beyond LDA to regain an accurate metallization pressure. 28, 29 However, LDA gives reasonable energetics ͑i.e., compression and elasticity͒ for Xe, and given the importance of spin orbit in Xe for metallization, which we do not include, we have made no attempt to go beyond LDA here.
The tight-binding fit somewhat overestimates the direct gap in Xe; for a detailed study of metallization the bands could be weighted higher in the fit, probably leading to some decrease in the quality of the total energies but improvement in the details of band-gap closure. Figure 6 shows the energy versus volume for bcc, hcp, and fcc xenon. The agreement between the LAPW and tight-binding fit spans 3 orders of magnitude of energy scales, from the 15-eV energy scale over a fivefold compression, to 5-meV structural energy differences at Pϭ0. Figure 7 shows pressure versus volume compared with experiment. We obtained excellent agreement with the experimental equation of state. We found a phase Good fits for Fe and Xe were obtained using on-site model I ͓Eq. ͑9͔͒, but in spite of much effort we were not able to fit Si simultaneously for structures ranging from diamond to close-packed structures fcc and hcp using this parametrization. An accurate s, p, and d fit was obtained using on-site model II ͓Eq. ͑10͔͒. This fit was not as accurate as those obtained for Fe and Xe probably due to the much more extended range of structures and compressions studied for Si. We also found it difficult to obtain an accurate Raman frequency for Si, and had to include the Raman distortion in the fit. Still, getting an accurate Raman frequency as well as accurate phase transition pressures was difficult, and it was necessary to adjust the weights repeatedly until an acceptable fit resulted. Figure 8 shows the band structures for Si for the diamond structure at low pressures for both nonorthogonal and orthogonal fits compared with LAPW. Agreement is not as good as for Fe and Xe due to the higher weighting of the total energies for Si. Figure 9 shows the high-pressure fcc band structures for Si. Although the fit is not as good as for Fe or Xe, it is reasonable and more accurate than previous tight-binding models for Si over such a large range of compression. Better band structures could be obtained if great accuracy in total energies were not required to give the correct phase diagram. Figure 10 shows the energy versus volume for Si in a number of different structures. The points are the LAPW total energies and the curves are from the tight-binding fit. The agreement with the tight-binding models among the fitted structures is excellent. The nonorthogonal equations of state and phase diagram are in quite good agreement with the self-consistent calculations, including the ␤-tin and simple hexagonal ͑SH͒ structures that were not included in the fit. Although the orthogonal fit gives good equations of state for the fitted structures, it is less accurate with ␤-tin and SH, and gives a transition from diamond to SH rather than to ␤-tin. Figure 11 shows the Raman frequency for Si in the diamond structure as a function of compression compared with experiment. The frequency, which was constrained in the fit by two points, is in excellent agreement with experiment. Again, the nonorthogonal fit is more accurate than the orthogonal one. The resulting Si parametrization seems to have the best behavior of any Si parametrization to date over a wide compression range, in that the same parameters accurately reproduce properties of tetrahedrally coordinated diamond and close-packed structures fcc and hcp. Other models for Si that behaved well for diamond are less accurate for the closepacked structures. 11, 15, 17, 19 Also, other models require explicit structure-dependent terms or pair potentials that are absent in the present treatment. One of the best tight-binding models for the energetics of Si, a third-neighbor orthogonal s and p model, 31 fit only energetic properties ͑including empirical data͒ and not band structures. The predicted phase diagram of Ref. 31 , although encouraging, shows major problems such as a large difference in the zero pressure volume for bcc and fcc compared with LDA computations. 32 The authors also pointed out that their band structures, which were not fit, were not accurate. Here we have found a nonorthogonal s, p, and d model that works well for the band structure and total energies of close-packed and open structures.
We have demonstrated that this tight-binding model is general, and works for transition and noble metals, a rare gas, and a semiconductor, over very large ranges of compression and structure. We now proceed to obtain results not constrained directly in the fits, and study the elasticity and elastic anisotropy of Fe, Xe, and Si.
III. ELASTICITY

A. Elastic constants
Before considering elasticity per se we consider c/a in hcp versus pressure for Fe, Si, and Xe ͑Fig. 12͒. We find that the c/a ratios of Xe and Fe are smaller than the ideal value (ͱ8/3) while that of Si is greater. The c/a ratio of Fe and Si increases slightly with pressure ͑by 0.02 between 0 and 100 GPa͒, while that of Xe decreases by a similar amount. Only ideal hcp structures were included in the fits, and predictions for c/a and the elastic constant C s that correspond to c/a strains agree well with LAPW computations not included in the fit ͑Fig. 13͒. This is evidence that the TBTE model is predictive and not simply an interpolation tool.
We obtained the elastic constants as a function of volume for various phases of Fe, Xe, and Si by straining the lattice and allowing the symmetry allowed internal coordinates to relax. In other words, the total energy was minimized with respect to the atomic positions for each increment of strain. The total energy was calculated in the strained lattice for several values of the magnitude of the strain, ␦. lattice vectors PЈ are related to the unstrained P by PЈϭ͓Iϩ(␦)͔ P, where is the strain matrix. Generally 5-6 values of ␦ were chosen, ranging in magnitude from 0 to 0.1. We fit a polynomial to the total energy as a function of ␦, from which the elastic constant is given by the coefficient of the quadratic term. Very dense k-point meshes ͑up to 24 ϫ24ϫ24 k points in the full Brillouin zone͒ were used to ensure sufficient convergence of strain energies. All elastic constants were obtained about the equilibrium relaxed structure at a given volume ͑pressure͒.
For cubic crystals, the bulk modulus, Kϭ(C 11 ϩC 12 )/3 was obtained by differentiating the equation of state. The shear elastic constant, C S ϭC 11 ϪC 12 , was obtained by applying the volume conserving strain
The value of C S is then determined by the variation of the total energy, E, with respect to magnitude of the strain, ␦ :
For the elastic constant C 44 , we applied the volume conserving strain
which produces a change in the total energy
In the diamond structure, there is one atom located at position (x,x,x); in the unstrained lattice, xϭ1/8. In the diamond lattice strained according to Eq. ͑15͒; the equilibrium value of x differs from 1/8. For each value of ␦, we redetermined the minimum energy value of x. For hexagonal crystals, the bulk modulus yields the combination of elastic constants
where the shear elastic modulus 
͑18͒
The pressure dependence of the c/a ratio is also related to a combination of elastic constants. The dimensionless quantity R is defined as
where k a and k c are the linear compressibilities, so that
We determined R by fitting a polynomial in finite strain to the volume dependence of c/a. The shear elastic modulus C S is determined by applying the strain ͓Eq. ͑13͔͒ to the lattice. This yields a variation in total energy
In the combinations of elastic constants C S , R, and K, C 11 and C 12 always appear as C 11 ϩC 12 . To determine these two constants individually, we determined the difference between them; in hexagonal crystals, 2C 66 ϭ(C 11 ϪC 12 ). We found that C 66 can be efficiently determined by applying a strain to an equivalent orthorhombic lattice, space group Cmcm with the conventional unit cell a ជ ϭ(a hex ,0,0), hcp lattice parameters. The four atoms in the unit cell are located at Wyckoff position 4c with coordinates (0,y,1/4). The conventional c-centered unit cell is doubled with respect to the primitive cell. We used the two-atom primitive unit cell in all calculations. We applied the strain matrix
to this lattice, leading to a change in the total energy:
The atomic coordinate yϭ2/3 in the unstrained lattice, but varies when the lattice is subjected to this shear. 33 We redetermined the minimum energy value of y for each value of strain.
Finally, to determine C 44 , we used a monoclinic cell, 
which yields the variation in total energy
The equilibrium positions of the atoms are unaffected by this strain, and do not need to be redetermined in the strained lattice. 33 The elastic constants of Xe, Fe, and Si at zero pressure are compared in Table III. The predicted elastic constants for hcp Fe versus pressure are shown in Fig. 14 . Our predicted fcc and hcp elastic constants are in generally good agreement with linear muffin-tin orbital ͑LMTO͒ results; 34 the rms difference between the two sets of predictions is 70 GPa. The largest difference occurs in C 12 of hcp. Whereas we find that C 12 and C 13 are similar, differing by no more than 6%, the LMTO study finds that C 12 is more than 50% smaller than C 13 at inner core densities. While the cause of this discrepancy is unclear, we note that experimental data on other hcp transition metals 35 show C 12 ϷC 13 , consistent with our results. Moreover, the elastic constants in Ref. 34 were obtained using the ideal, rather than the equilibrium value of c/a. We speculate that this may have biased their results. Figure 15 shows the elastic constants of fcc Xe as a function of pressure compared with experiment. 36 Agreement is excellent and the elastic constants vary by an order of magnitude over this pressure range. No strained distortions for Xe were included in the fit, so this result indicates clearly that the model is predictive. Figure 16 shows elastic constants for Si compared with experiment or LAPW for the nonorthogonal parametrization. Both parametrizations give reasonable zero-pressure elastic constants for C 12 and C 11 but are worse for C 44 . The pressure dependencies in the nonorthogonal fit compare quite well with experiment, whereas the orthogonal fit gives an incorrect prediction for the pressure dependence of C 11 . It is clear that a nonorthogonal model is needed to give adequate properties for Si over this range of compressions and structures. It is quite probable that a model for diamond structure alone could be much more accurate, especially if the elastic and Raman response were constrained in the fit. However, such a model would not likely give an accurate phase diagram or description of close-packed phases such as the liquid state. Since there are no experimental data for fcc or hcp Si elastic constants we compare with elastic constants derived from LAPW computations and see that agreement is quite good again for the nonorthogonal model. Agreement with the orthogonal model is less good.
B. Acoustic anisotropy
Acoustic velocities are related to the elastic constants by the Christoffel equation,
where C jklm is the effective elastic constant relative to a reference state under isotropic pressure, n is the wave nor- mal, u is the polarization ͑displacement͒ vector, M ϭv 2 is the modulus of propagation, is the density, and v is the velocity. Figure 17 shows the elastic anisotropy calculated using Eq. ͑26͒ for fcc and hcp Fe, Xe, and Si. The anisotropy
where n X is the extremal propagation direction other than ͓100͔ and p is an index that runs over the three types of elastic waves ͑one longitudinal, two shear͒. For cubic crystals, the anisotropy is uniquely defined by 
͑27͒
which vanishes for an isotropic material. The anisotropies are
where S1 is polarized in the (Ϫ110) plane and S2 is ͑001͒ polarized. Another way of characterizing anisotropy is to compare it to that of a crystal interacting with central nearest-neighbor forces ͑CNNF͒. It has been shown 7 that elastic anisotropy in this case is independent of the interatomic potential to lowest order in P/c 11 , which is typically less than 0.1. For an fcc lattice,
For hexagonal crystals, the anisotropy is
where S1 is ͑010͒ polarized and S2 is ͑001͒ polarized, BϭC 33 /C 11 Ϫ1 and Cϭ(C 13 ϩ2C 44 )/C 11 Ϫ1. For an ideal hcp crystal interacting with central near-neighbor forces ͑ne-glecting terms of order P/C 11 ͒ A CNNF ϭϪ2/29, B CNNF ϭ3/29, C CNNF ϭϪ5/29. ͑31͒
In spite of the fact that our tight-binding models are not CNNF, we find that at high pressures the elastic anisotropy tends roughly towards the CNNF values. Figure 18 shows the amplitude of the anisotropy as a function of pressure compared with the CNNF. At high pressures Si is closest to the CNNF model in fcc. In fcc Xe is the most noncentral and/or longest ranged at both low and high pressures, which makes sense since nonpairwise overlaps are important, but hcp Xe has quite constant anisotropy. This is a puzzling result since ideal fcc and hcp have the same first-and secondneighbor distances. The anisotropy of Fe does not change much with pressure in fcc or hcp. In all three materials we find that fcc is more anisotropic than hcp, in agreement with CNNF. Anisotropy at high pressure in Fe is of particular importance in geophysics due to the seismically observed anisotropy in the Earth's inner core. The magnitude and symmetry of the observed anisotropy are very similar to that of hcp Fe, suggesting that the inner core may be a large oriented single crystal of hcp iron 3 or be composed of large oriented crystals. The anisotropy of the Earth's inner core has recently led to the detection of its differential rotation.
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IV. CONCLUSIONS
We have further developed the tight-binding total-energy model of Ref. 1 . A large number of LAPW computations were performed for different crystal structures of Fe, Xe, and Si and the TBTE was parametrized successfully for a large compression range for each. We find that the model works well not only for transition metals such as Fe, but also for the rare gas Xe over a fivefold compression range from Van der Waals insulator to high-density metal, and elemental Si from the open diamond structure to close-packed metallic structures. Using the parametrizations we have computed the elastic constants and anisotropy versus pressure for Fe, Xe, and Si. We find in each case that fcc is more anisotropic than hcp. At high pressures the anisotropy is close to what would be predicted from a nearest-neighbor central force interactions.
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APPENDIX: ANALYTICAL EXPRESSION FOR THE FORCES ACTING ON ATOMS AND DERIVATIVES OF THE TOTAL ENERGY WITH RESPECT TO THE PARAMETERS OF THE TBTE FIT
The starting point for this derivation is the expression for the total energy ͑3͒. To simplify the notation, the primes denoting shifted eigenvalues are omitted below. As usual, Eq. ͑3͒ implies Brillouin zone integration that is performed numerically. The factor of 2 that stems from spin degeneracy of the calculations is not included also. The eigenstates are populated according to the finite-temperature Fermi-Dirac function. The calculations described here were performed with k B Tϭ5 mRy. The Fermi level F is determined by solving the particle conservation equation
where N el is the number of electrons in the system. Our calculations differ from the previous work ͑e.g., Ref. 37͒ in that we do not make an assumption of F being independent on atomic positions or parameters of the fit. Therefore we are able to perform molecular-dynamics simulations of metallic systems in the NVE ͑constant number of particles, total energy, and volume͒ ensemble rather than NV ensemble. The dependence of the Fermi level on the parameters of the TBTE fit was found to be significant in most cases.
For clarity, we define here
which has the derivative
and the notation
In the several equations below, a denotes either a component of the radius vector of an atom or a fit parameter. The difference between these two cases will be pointed out later. Differentiation of Eq. ͑3͒ with respect to a yields
For the case of Tϭ0 ͑this calculation is useful for a widegap insulator, but not for a metal͒ this expression reduces to
The derivative of the eigenvalue ‫ץ‬ i /‫ץ‬a is obtained through the Hellmann-Feynman theorem,
where ͉⌿ i ͘ is the eigenvector corresponding to the eigenvalue i . In order to obtain the derivative of the Fermi level with respect to a, we differentiate Eq. ͑A1͒. This yields
Solving this equation for ‫ץ‬ F /‫ץ‬a, one obtains
Substituting Eq. ͑A6͒ and Eq. ͑A4͒ into Eq. ͑A2͒ solves the problem in principle. The calculation as outlined here is a computationally intensive task in terms of both the number of floating point operations and the memory usage. Therefore we describe here the ways we found to optimize these calculations. First, the denominator in the Eq. ͑A4͒ is equal to 1 since all known generalized eigensolver routines ͑e.g., DSYEV from LAPACK͒ normalize the eigenvectors.
In the calculation of forces acting on atoms, the on-site and hopping terms need to be treated separately. Then one adds together the contributions to ‫ץ‬ i /‫ץ‬a from the on-site and hopping terms. It is important to take advantage of the two-center approximation for the hopping terms of the Hamiltonian and overlap matrix. Formally, ‫ץ‬H i j␣␤ /‫ץ‬R l is a tensor with one extra index. The on-site terms indeed have nonzero derivative with respect to the radius vector of each particle in the system. However, since they are located on the diagonal of the Hamiltonian, the matrix-vector multiplications in Eq. ͑A4͒ are reduced to a single sum. 
͑A12͒
Further simplification is possible for the case of the kϭ0 calculation. Substituting this result into Eq. ͑A2͒, one obtains the gradient of the total energy with respect to the radius vector of an atom. Treating gradients of the hopping and on-site terms separately saves both memory ͑for each k point one needs to store only 3M 2 values, rather than 3M 2 N atoms numbers for the perturbation matrices͒ and computational time. We found from experience that due to memory access considerations, it is best to calculate the quadratic form in Eq. ͑A4͒ using matrix-matrix multiplication ͑so that the re-sult for all eigenstates is obtained simultaneously͒ rather than matrix-vector multiplications. It is essential to use vendorsupplied routines for that rather than try to write such a routine in FORTRAN since they are optimized for a particular processor architecture. For example, on IBM RISC/6000 workstations and IBM SP2 we used the ESSL set of routines and found a speedup of a factor of 4.
Calculation of the derivatives of the total energy with respect to the parameters of the TBTE fit differs from the calculation of forces in the following ways. First, a given parameter of the fit ͓such as a i , b i and c i in Eq. ͑6͔͒ influences either elements of the Hamiltonian or the overlap matrix, but not both at the same time. Therefore if a is a parameter of the Hamiltonian, Eq. ͑A4͒ becomes ‫ץ‬ i ‫ץ‬a ϭ͗⌿ i ͉‫ץ‬H/‫ץ‬a͉⌿ i ͘.
͑A13͒
If it is a parameter of the overlap matrix element, ‫ץ‬ i ‫ץ‬a ϭϪ i ͗⌿ i ͉‫ץ‬O/‫ץ‬a͉⌿ i ͘.
͑A14͒
As the four-index notation suggests, both H and O matrices can be considered as block matrices with 9ϫ9 blocks ͑9 is the number of orbitals on each atom we used͒. Therefore a given parameter of the TBTE fit controls only a submatrix of each 9ϫ9 block. Moreover, even though each submatrix ͑denoted as h ␣␤ ͒ is not symmetric, it has the symmetry properties:
where p is a vector with integer components pϭ (1,Ϫ1,Ϫ1,Ϫ1,1,1,1,1,1 ). This property of sparseness along with the fact that positions of nonzero elements are known was used extensively to speed up the calculations. Apart from this, the calculation of the derivatives of the eigenvalues and the total energy with respect to the parameters of the TBTE fit is a straightforward but tedious application of Eq. ͑A6͒, Eq. ͑A4͒, and Eq. ͑A2͒.
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