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a b s t r a c t
Hirota’s bilinear method is a powerful tool for obtaining a wide class of exact solutions
of soliton equations. The crucial step of this method is to find a suitable dependent
variable transformation, i.e. Hirota’s transformation, which transforms a soliton equation
into a Hirota bilinear equation. In this paper, a systematic method to construct Hirota’s
transformations of continuous soliton equations is proposed. And some examples are given
to illuminate the availability of this method. In addition, a new two-soliton solution of a
coupled nonlinear Schrödinger equation is obtained.
© 2009 Published by Elsevier Ltd
1. Introduction
Among the different available methods [1–10] for solving soliton equations, the Hirota bilinear method [3–10] has
proved to be particularly useful. This method started with the work of Hirota [3,4], who discovered a way to construct
various types of explicit solutions of soliton equations, in particular, the N-soliton solutions. The idea of this method is to
construct a dependent variable transformation called Hirota’s transformation, also called the tau-function transformation,
which transforms a soliton equation into a bilinear equation known as a Hirota bilinear equation (HBE), and then to solve the
HBE. In addition, it is worth remarking that the Frobenius decompositionswhichwere recently generated [11] for integrable
evolution equations, can lead to a kind of Frobenius transformation for soliton equations similar to Hirota’s transformations.
It is now believed that most soliton equations could be transformed into HBEs by Hirota’s transformations. Therefore, one
would expect to studymost soliton equations within the Hirota bilinear formalism. Based on Hirota bilinear forms, there are
studies on Wronskian and Casoratian formulations, which can generate soliton solutions and complexiton solutions [10].
It is well known that the key step of the Hirota bilinear method is to construct suitable Hirota’s transformations. Usually,
there exist many kinds of Hirota’s transformations, but the most typical ones are rational, logarithmic and bi-logarithmic
transformations. The logarithmic transformationwhich can be easily obtained by Painlevé truncation [12,13], works inmany
continuous soliton equations. But the rational and bi-logarithmic transformations need much ‘‘clever guesswork’’.
For instance, the tau-function of the Korteweg-de Vries equation (KdV) ut = 6uux+uxxx, is related to the original variable
by the celebrated tau-function (Hirota’s) transformation u = 2(ln τ)xx. Such τ -function satisfies a Hirota bilinear equation
[3,4], and the exact multi-soliton solutions of this equation are found by considering truncated series expansions of τ in
some arbitrary parameter , i.e. τ = 1+ τ1 + 2τ2 + · · · + nτn.
As to the discrete soliton equations, the tau-function transformations are very complex. But Kajiwara, Maruno
and Oikawa [9] have presented a systematic method through the singularity confinement test to find their Hirota’s
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transformations. To the best of our knowledge, there is not been a systematicmethod to construct rational andbi-logarithmic
transformations of continuous soliton equations before.
In this paper, a systematic method to construct Hirota’s transformations of continuous soliton equations is proposed.
Some examples are given to illuminate the validity of the method. The method gives people important information for
converting continuous soliton equations into HBEs.
2. Our method
For simplicity, we take the soliton equation with one dependent variable u and two independent variables (x, t) as an
example. We know that for a given (1+1)-dimensional soliton equation
W (u, ut , ux, uxx, utt , uxt , . . .) = 0, (1)
there are usually three types of fundamental Hirota’s transformations to transform (1) into a HBE, i.e.
(1) Logarithmic transformation:
u = 2(log f )xx, (2)
(2) Bi-logarithmic transformations:
u = log(fg),
u = log(f /g),
u = log(fg)x,
u = log(f /g)x,
u = i log(f /g), where i = √−1
· · · .
(3)
(3) Rational transformation:
u = f /g (4)
where f , g are arbitrary functions with respect to (x, t).
Transformation (2) can be obtained by Painlevé truncation. Please see [12,13] for details. However, in what follows, we
give a method to obtain transformations (2)–(4) systematically.
Step 1. Leading order analysis to determine the balance constant n (> 0) of (1).
By balancing the highest-order linear term with the highest-order nonlinear term of (1), the balance constant n of (1) is
determined. If we cannot do so, let the balance constant of (1) be 1. Go to the next step.
Step 2. Take the double singular manifold expansion.
The same as in the process of deriving logarithmic transformations, we apply the double singular manifold expansion to
(1) as follows:
Case 1. If there is an explicit u in (1), take the following double Painlevé truncation expansion
u =
n∑
i=1
(
ai
f i
+ bi
g i
)
, (5)
where expansion coefficients ai, bi (i = 1, 2, . . . , n) are functions of (x, t) to be determined and f , g are arbitrary functions
with respect to (x, t).
Case 2. If an explicit u does not exist in Eq. (1), we suppose that
ut =
n∑
i=1
ai
f i
+ bi
g i
, (6a)
ux =
n∑
i=1
ci
f i
+ di
g i
, (6b)
where expansion coefficients ai, bi, ci, di (i = 1, 2, . . . , n) are functions of (x, t) to be determined and f , g are arbitrary
functions with respect to (x, t).
Step 3. Determine the expansion coefficients in (5) or (6).
Substituting (5) or (6) into (1) and the compatible condition utx = uxt , and equating the coefficients of f (−i)g(−j) (i =
0, 1, 2, . . . ; j = 0, 1, 2, . . .), yields a set of over-determined partial differential equations (ODPDEs). Solving the ODPDEs
recursively, the coefficients in (5) or (6) can be determined.
Step 4. Build up the corresponding Hirota’s transformation of (1).
Substituting the results of Step 3 into (5) or (6) (for (6), we must integrate the final equations), then the Hirota’s
transformation of (1) can be determined, which can be rewritten into the form of (2)–(4) after proper conversion.
Step 5. Derive the Hirota bilinear equation of (1) by the obtained Hirota’s transformation.
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3. Some examples
In this section, we apply the method described in Section 2 to some continuous soliton equations to illuminate the the
availability of our method.
Example 1. The equation
utx + vxvt = 0, (7a)
vt + vxxx + vx3 + 3 vxuxx = 0. (7b)
The balance constant of this equation is n = 1, so we take the following transforms
ux = b1f +
b2
g
, ut = d1f +
d2
g
, (8a)
vt = a1f +
a2
g
, vx = c1f +
c2
g
. (8b)
Substituting (8) into (7) and the compatible conditions utx = uxt , vtx = vxt , then collecting the coefficients of f (−i)g(−j) (i =
0, 1, 2, . . . ; j = 0, 1, 2, . . .), we have
3c1
(
b2gx − c22
) = 0, c1 (2fx2 − 3b1fx + c12) = 0, (9a)
c2
(
2gx2 + c22 − 3b2gx
) = 0, 3c2 (c12 − b1fx) = 0, (9b)
a2gx − c2gt = 0, c1a1 − d1fx = 0, c2a2 − d2gx = 0, c1a2 + c2a1 = 0, (9c)
a1x − c1t = 0, c2xx + a2 = 0, a1 + c1xx = 0, a2x − c2t = 0, a1fx − c1ft = 0, (9d)
3c2b2x − c2gxx − 2c2xgx = 0, 3c1b1x − 2c1xfx − c1fxx = 0, 3c2b1x + 3c1b2x = 0. (9e)
Solving (9a) and (9b), we obtain four groups of solutions for b1, b2, c1, c2
Case 1.1 b1 = fx, b2 = gx, c1 = fx, c2 = gx, (10a)
Case 2.1 b1 = fx, b2 = gx, c1 = −fx, c2 = gx, (10b)
Case 3.1 b1 = fx, b2 = gx, c1 = fx, c2 = −gx, (10c)
Case 4.1 b1 = fx, b2 = gx, c1 = −fx, c2 = −gx. (10d)
Substituting Case 1–Case 4 into (9c)–(9e) respectively, we have
Case 1.2 d1 = ft , d2 = gt , a1 = ft , a2 = gt , (11a)
Case 2.2 d1 = ft , d2 = gt , a1 = −ft , a2 = gt , (11b)
Case 3.2 d1 = ft , d2 = gt , a1 = ft , a2 = −gt , (11c)
Case 4.2 d1 = ft , d2 = gt , a1 = −ft , a2 = −gt . (11d)
Respectively substituting (10a) with (11a), (10b) with (11b), (10c) with (11c) and (10d) with (11d) into (8), then solving
Eqs. (8), we have
Case 1.3 u = ln(fg), v = ln(fg), (12a)
Case 2.3 u = ln(gf ), v = ln(g/f ), (12b)
Case 3.3 u = ln(fg), v = ln(f /g), (12c)
Case 4.3 u = ln(gf ), v = − ln(gf ). (12d)
(12a) and (12d) that indicate u = v and u = −v are very special reductions, so we cancel them. By imposing (12b) and
(12c) on (7), respectively, we obtain the bilinear equations of (7) as follows
(DxDt)g · f = 0,
(Dt + D3x)g · f = 0,
and
(DxDt)f · g = 0,
(Dt + D3x)f · g = 0.
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Example 2. The modified Nizhnik–Novikov–Veselov equation
ut + uxxx + uyyy + ρ2ux3 + ρ2uy3 + 3uxvxx + 3uyvyy = 0, (13a)
vxy + ρ2uxuy = 0. (13b)
By balancing the highest-order linear termwith the highest-order nonlinear term of this equation, we find n = 0, which
does not satisfy n > 0, so we let the balance constant of this equation be n = 1 and take the following transforms
vx = a1f +
a2
g
, vy = c1f +
c2
g
, (14a)
ut = b1f +
b2
g
, ux = d1f +
d2
g
, uy = e1f +
e2
g
. (14b)
Substituting (14) into (13) and the compatible conditions vxy = vyx, utx = uxt , uty = uyt , uxy = uyx, then collecting the
coefficients of f (−i)g(−j) (i = 0, 1, 2, . . . ; j = 0, 1, 2, . . .), we can determine the coefficients of (14). Finally, solving (14) we
have
u = ±ρ ln
(
f
g
)
, v = − ln(fg),
which changes (13) into a bilinear equation
(Dt + D3x + D3y)f · g = 0,
ρ(DxDy)f · g = 0.
Example 3. The modified Kaup–Kuperschmidt equation
vt − 5vxvxxx − 5vxx2 − 5vx3 − 20vvxvxx − 5v2vxxx + 5v4vx + vxxxxx = 0. (15)
The balance constant of this equation is n = 1, so we take the following transform
v = a
f
+ b
g
. (16)
Substituting (16) into (15) and collecting the coefficients of f (−i)g(−j) (i = 0, 1, 2, . . . ; j = 0, 1, 2, . . .), we can determine
the coefficients a, b of (16). For simplicity, we only give the final result as follows
v = fx
f
− 2gx
g
= −3
[
ln
(
f
g2
)]
x
,
which changes (15) into a bilinear equation(
D1,2,t + 16D
5
1,2,x
)
f · g = 0,
D21,2,xf · g = 0,
where the bilinear operator Dm,n,x is defined by
Djm,n,x =
∂ j
∂s j
a(x+ms)b(x− ns)|s=0.
Example 4. The Korteweg-de Vries (KdV) equation reads
ut + 6uux + uxxx = 0. (17)
The balance constant of this equation is n = 2, so we take the following transform
u = a1
f
+ b1
g
+ a2
f 2
+ b2
g2
. (18)
Substituting (18) into (17) and collecting the coefficients of f (−i)g(−j) (i = 0, 1, 2, . . . ; j = 0, 1, 2, . . .), we have
a2b2gx = 0, b2a2fx = 0,
a1b2gx = 0, b1a2fx = 0,
· · ·
(19)
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Without loss of generality, we analyze (19) by two cases:
Case 1. fx 6= 0 and gx 6= 0.
In this case, solving the first four equations of (19) we have
a1 = 0, a2 = 0, b2 = b2, b1 = b1, (20a)
b2 = 0, b1 = 0, a1 = a1, a2 = a2, (20b)
b2 = 0, a2 = 0, b1 = b1, a1 = a1. (20c)
Substituting (20) into (19), respectively, we have
For (20a): b1 = 2gxx, b2 = −2gx2,
For (20b): a1 = 2fxx, a2 = −2fx2,
For (20c): a1 = 0, b1 = 0
which indicate respectively
u = 2(ln g)xx, u = 2(ln f )xx, u = 0.
Case 2. One of fx and gx is 0.
Without loss of generality, we assume gx = 0, but fx 6= 0. So substituting gx = 0 in (19), we have
b1 = b− 2 = 0, a1 = 2fxx, a2 = −2fx2,
which indicates
u = 2(ln f )xx.
Example 5. The nonlinear Schrödinger equation
iψt + ψxx + 2|ψ |2ψ = 0, (21)
is rewritten into
At + Bxx + 2BA2 + 2B3 = 0, (22a)
Bt − Axx − 2B2A− 2A3 = 0. (22b)
Under transformation u = A+ iB, i = √−1, where A, B are real functions. The balance constant of (21) is n = 1, so we take
the double singular manifold expansion as follows
A = d1
f
+ d2
g
, B = c1
f
+ c2
g
. (23)
Substituting (23) into (22a) and (22b) and collecting the coefficients of f (−k)g(−j) (k = 0, 1, 2, . . . ; j = 0, 1, 2, . . .), we have
2c22d1 + 4c1c2d2 + 6d1d22 = 0, −4c2d1d2 − 2c1d22 − 6c1c22 = 0,
6d12d2 + 4c1c2d1 + 2c12d2 = 0, −2c2d12 − 6c12c2 − 4c1d1d2 = 0,
d2gxx − c2gt + 2d2xgx = 0, −d2gt − 2c2xgx − c2gxx = 0,
d2xx − c2t = 0, −d1t − c1xx = 0, −d2t − c2xx = 0, −c1t + d1xx = 0,
2d1
(
c12 + fx2 + d12
) = 0, −d1ft − c1fxx − 2c1xfx = 0, 2d2 (c22 + d22 + gx2) = 0,
d1fxx − c1ft + 2d1xfx = 0, −2c2
(
c22 + d22 + gx2
) = 0, −2c1 (c12 + fx2 + d12) = 0.
(24)
The first four equations of (24) are algebraic equations, so solving them we have
Case 1. c1 = c1, d1 = d1, c2 = d2 = 0;
Case 2. c2 = c2, d2 = d2, c1 = d1 = 0;
Case 3. c1 = c1, c2 = c2, d1 = ic1, d2 = ic2.
From Case 3, we have A = iB. Because A, B are real functions, we have to cancel this case. Because Case 1 and Case 2 are the
same, without loss of generality, we only consider Case 1. Substituting Case 1 into (23), we have
A = d1
f
, B = c1
f
,
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which indicates that
u = A+ iB = d1 + ic1
f
= g
f
, (25)
where g = d1 + ic1.
Under transformation (25), the nonlinear Schrödinger equation (21) is transformed into{
(iDt + D2x)g · f = µgf ,
D2x f · f − 2|g|2 = µf 2,
where µ is a constant.
Example 6. The coupled nonlinear Schrödinger equation{
iut + a1uxx − 2a1(|u|2 − |v|2)u = 0,
ivt − a1vxx + 2a1(|u|2 − |v|2)v = 0, (26)
is derived by Zakharov [14] in 1982 and reobtained by the present author by a prolongation structuremethod [15], where a1
is a function about t . But to the best of the author’s knowledge, no two-soliton solution of this equation has been proposed.
In the same way, we can also get the bilinear transformation of Eq. (26) as follows
u = g
f
, v = h
f
, (27)
where g = g(x, t), h = h(x, f ) are complex functions and f = f (x, t) is a real function.
Substituting (27) into (26), Eq. (26) is transformed into the following bilinear equationiDtg · f + a1D
2
xg · f = 0,
D2x f · f + 2hh? − 2gg? = 0,
iDth · f − a1D2xh · f = 0,
(28)
where ? denotes conjugation.
In order to find the bright soliton solutions of Eq. (26), we letf = 1+ δ
2f2 + δ4f4 + · · · ,
g = g1 + δ3g3 + · · · ,
h = δh1 + δ3h3 + · · · .
(29)
Substituting (29) into (28), and collecting the coefficients of δ, we have
ig1t + rg1xx = 0,
i (g1t f2 − g1f2t + g3t)+ a1 (g1xxf2 − 2g1xf2x + g1f2xx + g3xx) = 0,
ih1t − rh1xx = 0,
i (h1t f2 − h1f2t + h3t)− a1 (h1xxf2 − 2h1xf2x + h1f2xx + h3xx) = 0,
f2xx + g1g?1 − h1h?1 = 0,
f4xx + f2xxf2 − f2x2 + g1g?3 + g3g?1 − h1h?3 − h3h?1 = 0,
· · · .
(30)
If letting
g1 =
N∑
i=1
αi(t) exp(ξi), ξi = ai(x, t)+ ibi(x, t),
h1 =
N∑
i=1
βi(t) exp(ηi), ηi = ci(x, t)+ idi(x, t),
we can get the N-soliton solutions of (26).
When N = 1, assume
g1 = α(t) exp(ξ1), h1 = β(t) exp(η1), (31)
where ξ1 = a1(x, t)+ ib1(x, t) and η1 = c1(x, t)+ id1(x, t) are the determined functions.
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Substituting (31) into (28), we have
g1 = αeξ1 , h1 = βeξ?1 , gi = hi = 0, (i = 3, 5, . . .)
f2 = eξ1+ξ?1+ξ0 , fj = 0, (j = 4, 6, . . .); eξ0 = β
2 − α2
4C12
, i = √−1,
ξ1 = C1x+ iC12
∫
a1dt, ξ ?1 = C1x− iC12
∫
a1dt,
(32)
where C1, α, β are arbitrary constants.
Assuming δ = 1, we have the bright single soliton solution of (26) as follows
u = αe
ξ1
1+ eξ1+ξ?1+ξ0 , v =
βeξ
?
1
1+ eξ1+ξ?1+ξ0 ,
where ξ1, ξ ?1 and ξ0 satisfies (32).
When N = 2, we have
g1 = α1(t) exp(ξ1)+ α2(t) exp(ξ2), h1 = β1(t) exp(η1)+ β2(t) exp(η2), (33)
where ξi = ai(x, t)+ ibi(x, t) and ηi = ci(x, t)+ idi(x, t) (i = 1, 2) are determined functions.
With the aid of symbolic computation, substituting (33) into (28) and letting δ = 1, we have the two-soliton solutions
of (26) as follows
u = α1e
ξ1 + α2eξ2 + eξ1+ξ?1+ξ2+ξ01 + eξ2+ξ?2+ξ1+ξ02
1+ eξ1+ξ?1+R1 + eξ2+ξ?2+R2 + eξ?1+ξ2+R3 + eξ1+ξ?2+R3 + eξ1+ξ?1+ξ2+ξ?2+R4 ,
v = β1e
ξ?1 + β2eξ?2 + eξ?1+ξ1+ξ?2+η01 + eξ?2+ξ2+ξ?1+η02
1+ eξ1+ξ?1+R1 + eξ2+ξ?2+R2 + eξ?1+ξ2+R3 + eξ1+ξ?2+R3 + eξ1+ξ?1+ξ2+ξ?2+R4 ,
where,
ξj = Cjx+ iCj2
∫
a1dt, ξ ?1 = Cjx− iCj2
∫
a1dt,
eξ
0
1 = (C2 − C1)
[
α2C2
(
β21 − α21
)+ α2C1 (α12 + β12)− 2C1α1β1β2]
4C12 (C2 + C1)2
,
eξ
0
2 = (C2 − C1)
[−C2α1 (α22 + β22)− α1C1 (β22 − α22)+ 2C2α2β1β2]
4C22 (C2 + C1)2
,
eη
0
1 = (C2 − C1)
[
β2C2
(
β21 − α21
)− β2C1 (α12 + β12)+ 2α1α2β1C1]
4C12 (C2 + C1)2
,
eη
0
2 = (C2 − C1)
[
β1C2
(
α2
2 + β22
)− β1C1 (β22 − α22)− 2C2α1α2β2]
4C22 (C2 + C1)2
,
eR1 = β1
2 − α12
4C12
, eR2 = β2
2 − α22
4C22
, eR3 = β1β2 − α1α2
(C1 + C2)2
, j = 1, 2,
eR4 = A
B
,
where
A = (C2 − C1)2 [C2 (β2 + α2) (β1 − α1)− C1 (β2 − α2) (β1 + α1)]
× [C2 (β2 − α2) (β1 + α1)− C1 (β2 + α2) (β1 − α1)] ,
and
B = 16C22C12 (C2 + C1)4 ,
where Ci, αi, βi (i = 1, 2) are all arbitrary constants.
4. Conclusions
In summary, in this paper,wehave given a systematicmethod to derive theHirota’s transformations of continuous soliton
equations. Thenwe illuminate the availability of themethod by some examples and a new two-soliton solution of a coupled
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nonlinear Schrödinger equation is obtained by Hirotamethod. For some new soliton equations and other less studied soliton
equations, one can obtain their Hirota’s transformations by using our procedures proposed in this paper.
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