1] Satellite observations and chemistry-climate model experiments are used to understand the zonal structure of tropical lower stratospheric temperature, water vapor, and ozone trends. The warming in the tropical upper troposphere over the past 30 years is strongest near the Indo-Pacific warm pool, while the warming trend in the western and central Pacific is much weaker. In the lower stratosphere, these trends are reversed: the historical cooling trend is strongest over the Indo-Pacific warm pool and is weakest in the western and central Pacific. These zonal variations are stronger than the zonal-mean response in boreal winter. Targeted experiments with a chemistry-climate model are used to demonstrate that sea surface temperature (hereafter SST) trends are driving the zonal asymmetry in upper tropospheric and lower stratospheric tropical temperature trends. Warming SSTs in the Indian Ocean and in the warm pool region have led to enhanced moist heating in the upper troposphere, and in turn to a Gill-like response that extends into the lower stratosphere. The anomalous circulation has led to zonal structure in the ozone and water vapor trends near the tropopause, and subsequently to less water vapor entering the stratosphere. The radiative impact of these changes in trace gases is smaller than the direct impact of the moist heating. Projected future SSTs appear to drive a temperature and water vapor response whose zonal structure is similar to the historical response. In the lower stratosphere, the changes in water vapor and temperature due to projected future SSTs are of similar strength to, though slightly weaker than, that due directly to projected future CO 2 , ozone, and methane. (2013), Temperature trends in the tropical upper troposphere and lower stratosphere: Connections with sea surface temperatures and implications for water vapor and ozone,
Introduction
[2] Despite extensive study, a comprehensive understanding of trends in the tropical tropopause region remains elusive. While many aspects of the climatology of the tropopause are reasonably well understood [Fueglistaler et al., 2009; Ryu and Lee, 2010; Randel and Jensen, 2013] , there is still uncertainty as to how it has been changing and by how those changes affect ozone and stratospheric water vapor.
[3] In the time mean in boreal wintertime, zonal and vertical variations in tropical temperature are driven by convection. Enhanced convection and diabatic heating relative to the zonal mean in the troposphere over the Indo-Pacific warm pool region (hereafter warm pool) lead to colder temperatures relative to the zonal mean near the tropopause [Highwood and Hoskins, 1998; Fueglistaler et al., 2009] . The zonal asymmetry in temperature is also manifested in key trace gases, for example, in water vapor and ozone (e.g., Fueglistaler et al., [2009, Figure 5] ). The cold temperatures over the warm pool region in boreal winter govern the amount of water vapor that can reach higher in the stratosphere [Mote et al., 1996; Fueglistaler et al., 2004] .
[4] Temperatures in the lower stratosphere and upper troposphere (hereafter LS and UT) have been changing. While many have focused on the zonal-mean component of the temperature trends [e.g., Randel et al., 2009; Fu et al., 2010; Seidel et al., 2011; Young et al., 2011; Wang and Waugh, 2012] , our attention here is on the zonally asymmetric component (i.e., the zonal structure) of the trend, and in particular, on the trends near the coldest point in the tropopause region (hereafter, cold point) . While most studies seem to find a cooling of the cold-point region (e.g., Zhou et al. [2001] ; see for a recent discussion), some suggest the opposite. For example, Scaife et al. [2003] find that El Niño causes increased stratospheric water vapor, and then argue that El Niño frequency has increased, leading to increased stratospheric water vapor. In addition, Shu et al. [2011, cf. Figure 11] find that the cold-point temperature increases if sea surface temperatures (hereafter SSTs) are increased everywhere in a model.
[5] This paper focuses on documenting, and understanding the cause of, the zonal structure of the temperature trends in the UT and LS in boreal winter. Specifically, we are interested in isolating the trends that are associated with changes in observed SSTs and their subsequent impact on upper tropospheric diabatic heating. We then focus on the impacts of the trends in diabatic heating on the circulation in the UT and LS, and subsequently on ozone and water vapor.
[6] Rosenlof and Reid [2008] find a correlation between cold-point temperatures and SSTs in the warm pool region in available radiosonde data. Deckert and Dameris [2008] find a relationship between warm pool SSTs and zonally averaged tropical upwelling in boreal summer in model experiments. On interannual timescales, Kiladis et al. [2001] , Calvo Fernández et al. [2004] , Garcia et al. [2007] , Scaife et al. [2003] , and Scherllin-Pirscher et al. [2012] (among others) connect cold-point temperatures and SST anomalies in response to El Niño-Southern Oscillation (ENSO). This study builds on this previous work by focusing on how warming SSTs in the warm pool region and in the Indian Ocean sector over the satellite era are influencing the zonal structure of the temperature trend in the UT and near the cold point in satellite data and in models. Specifically, we (1) document the zonal structure of the lower stratospheric temperature trends in satellite data, (2) show that models can reproduce it, and then understand its causes in the model, and (3) show that this zonal structure is important in determining stratospheric ozone and water vapor trends.
[7] This paper is organized as follows. After explaining the data in section 2, we document the observed and modeled temperature trends, and discuss their connection to SST trends, in section 3. We then discuss the implications of these trends for lower stratospheric water vapor and ozone in section 4. We present the impact of projected future changes in SSTs in section 5, and then discuss previous work in section 6. [8] We evaluate the connection between SSTs and upper tropospheric and lower stratospheric tropical temperatures in both the satellite record and integrations of a range of Chemistry-Climate Models (CCMs). The four data sources used in this study are summarized in Table 1 .
Data and Methods

Data
[9] Microwave Sounding Units (MSU) data sets produced by the Remote Sensing Systems (RSS) are used to constrain the observed historical temperature trends (available at http://www.ssmi.com/msu/msu_data_ description.html;"A" in Table 1 ). Specifically, we use the "temperature total troposphere" (TTT) product for free tropospheric temperatures and the "temperature lower stratosphere" (TLS) product for the lower stratosphere [Mears et al., 2003; Mears and Wentz, 2009 ].
[10] The first group of model integrations evaluated ("B" in Table 1) is the "REFB1" simulations as defined by the Chemistry-Climate Model Validation project phase 2 (CCMVal-2) [SPARC-CCMVal, 2010; Eyring et al., 2008] and provided to the CCMVal-2 database. In these simulations, the boundary and forcing conditions from 1960 until 2004 were used to force each model. Specifically, the simulations are driven by time varying emissions of ozone precursors, concentrations of ozone depleting substances and greenhouse gases (hereafter ODS and GHG), SSTs, volcanic emissions, solar output, and sea ice. We consider 32 integrations, from 18 models, for which data are available.
[11] The second and third groups of model integrations ("C" and "D" in Table 1 ) are of the Goddard Earth Observing System Chemistry-Climate Model, version 2 (GEOSCCM) [Rienecker et al., 2008 and Hurwitz et al., 2010, section 2.2] . The GEOSCCM couples the GEOS-5 atmospheric General Circulation Model (GCM) [Rienecker et al., 2008] with a comprehensive stratospheric chemistry module . The model has 72 vertical layers, with a model top at 0.01 hPa, and all simulations discussed here were performed at 2 ı latitude 2.5 ı longitude horizontal resolution. The convection scheme used in GEOSCCM is based on Relaxed Arakawa-Schubert [Moorthi and Suarez, 1992; Rienecker et al., 2008; Molod et al., 2012] . The representation of stratospheric water vapor and lower stratospheric temperatures by an earlier version of GEOSCCM is graded highly by SPARC-CCMVal [2010] and Gettelman et al. [2010] as compared to observations and to the multimodel mean of an ensemble of CCMs.
[12] The model vertical levels between 150 and 50 hPa are located at 139.1, 118.3, 100.5, 85.4, 72.6, 61.5, and 52 .0 hPa. Data were archived at the 150, 100, 85, 70, and 50 hPa levels for all variables except for the vertical velocity, for which the 85 hPa level is unavailable. The tropopause height is defined using a blended approach which takes the lower of a potential vorticity based tropopause and a thermally based tropopause. In the tropics, the thermal definition dominates, and it is based on identifying the left-most kink in a Skew-T log P diagram.
[13] Data source C is a six-member ensemble of GEOSCCM in which the SSTs from January 1980 to December 2006 force each 27 year integration [Rayner et al., 2003] . Otherwise, there is no externally forced variability. GHG and ODS concentrations represent the year 2005 in all ensemble members. Variability related to the solar cycle and volcanic aerosols is not considered. Each of the six differs slightly in their physical parameterizations, whereby two of the ensemble members include an internally generated Quasi-Biennial Oscillation and four do not. All trends shown here are robust to excluding those ensemble members with a Quasi-Biennial Oscillation. By combining the six together, we form a more robust assessment of the changes forced by SSTs in GEOSCCM. Therefore, in our figures, we emphasize regions where the ensemble members agree. The key point is that these simulations isolate the impact of SST variations from 1980 to 2006 on the UTLS.
[14] Data source D is a series of four GEOSCCM experiments which isolate the effects of future gas composition changes and SST changes. Each of these experiments isolates one aspect of the current or future climate, and each one extends for 50 years. In the first, the model is forced with Hurwitz et al. [2011] present-day ENSO neutral SSTs and present-day concentrations of CO 2 , ODS, and methane (hereafter pSSTpCL); Hurwitz et al. [2011] discuss the setup of this simulation in detail. In the second, the same present-day SSTs are used, but the radiatively active gas concentrations represent the climate at the end of the century (hereafter pSST-fCL). In the third, future ENSO neutral SSTs are used, but the radiatively active gas concentrations represent the present climate (hereafter fSSTpCL). In the fourth, both SSTs and radiatively active gas concentrations represent the future (hereafter fSSTfCL). For the experiments with future gas concentrations, concentrations of GHGs [Solomon et al., 2007, A1B scenario] Kodama et al. [2007] , Olsen et al. [2007] , and Garny et al. [2011] , but they did not discuss the zonal structure of the tropical trends. The key point is that these model integrations can isolate impacts of modeled SST fields and future climate conditions on the zonal structure of temperature and water vapor trends in the tropical Pacific.
Methods
[15] The trends are calculated with a linear least squares fit from January 1980 to December 2004, as this is the common period among the three data sources discussed in this paper. We have examined the trends in MSU/AMSU data from 1979 to the present and the trends in the GEOSCCM SSTonly integrations until the end of 2006, and they are similar to those shown here. We calculate temperature trends in the model at individual pressure levels. We elect not to weight model anomalies by the MSU vertical weighting functions, as temperature structures in the LS forced by equatorial tropospheric waves have fine-vertical spatial structure (Grise and Thompson [2013] and Figure 4 below). Rather, we consider the MSU temperature trends as representing a blurred version of the fine-structured trends.
[16] For the six-member GEOSCCM-targeted ensemble and the CCMVal-2 data, statistical robustness is determined by evaluating the fraction of the ensemble members who agree on the sign of the trend. Color is added when 5 or 6 out of 6 for the GEOSCCM-targeted integrations and 27 or 30 out of 32 for the CCMVal-2 integrations agree on the sign of the trend (a convention similar to that of Solomon et al. [2007] ). The vertical velocity was not archived for one of the six integrations, and so coloring on the figures for vertical velocity indicates that four or all of the ensemble members agree on the sign of the trend. For the GEOSCCM integrations which isolate the future changes in UTLS temperatures, the Student's t difference of means test is used to ascertain significance.
[17] In diagnosing the response to changing SSTs in GEOSCCM, we examine the heating due to moist processes as simulated by the model. The heating includes all processes that involve phase changes in the atmosphere, such as large-scale condensation, convective clouds, and all rain and cloud formation. It does not include any radiative effects or turbulence effects.
Temperature Trends
Observations
[18] We first document the lower stratospheric temperature trends in observations, and our specific focus here is on the zonal structure of the trend. Figure 1a shows the temperature trends for January, February, and March (JFM) in the Tropics from the MSU data in the LS. The central and eastern Pacific regions cool less than the zonal mean, while the warm pool region cools more than the zonal mean. Figure 1b shows the temperature trends for the tropospheric MSU channel. The zonal structure of the tropospheric trend is out of phase with the structure of the lower stratospheric trends in JFM. Namely, lower stratospheric temperatures are relatively cooler where tropospheric temperatures are relatively warmer. These two figures are summarized by Figure 1c , which clearly shows the out-of-phase behavior. Figure 1c also demonstrates that the trend is robust to changing the period over which the trend is calculated.
[19] The zonally asymmetric component of the trend is strongest in JFM. This is demonstrated in Figure 2 , which shows the equatorial temperature trends in both MSU channels for each calendar month. The zonally asymmetric component of the trend is of similar magnitude to the zonalmean component of the trend: in the annual average, the zonal-mean cooling of the TLS channel is -0.37 K/decade, while the magnitude of the zonal structure (i.e., the difference between the region that cools most strongly and most weakly) is -0.26 K/decade. In February and in March, the magnitude of the zonal structure exceeds the zonally symmetric temperature trend. The zonal structure is also evident in radiosonde data [Rosenlof and Reid, 2008] . These temperature trends could have important impacts on water vapor, etc.
(to be discussed in section 4), so it is important to understand their source. The rest of this section is devoted to understanding and explaining the origin of the zonal structure of the temperature trends.
CCMVal-2 Models
[20] We start with the temperature trends at 250 and 100 hPa in the multimodel CCMVal-2 database. Figures 3a and  3b show the temperature trends for the CCMVal-2 multi-model mean. It is clear that there is a strong correspondence between the modeled and observed trends in Figures 3a, 3b, and 2: the models can successfully reproduce these trends. (There are some quantitative differences between the models and satellite data, and these could be due to many causes, including the broad weighting function of the MSU, which smears out some of the structure at the fine-vertical scales, or the availability of multiple ensemble members for the model response.) The agreement between the multimodel mean of the CCMVal-2 response and the MSU trend is evident in the LS in Figure 1c as well; in the UT, the models accurately capture the zonal variations of the trend even though they overestimate the zonal-mean warming (a bias also present in CMIP3 and CMIP phase 5) [e.g., Seidel et al., 2012; Po-Chedley and Fu, 2012] .
[21] Figures 3c and 3d show the zonal structure of the temperature trends in JFM for each model individually and also for the multimodel mean. In the UT, nearly all models suggest a cooling from 150 W to 120 W and a warming over the Indian and Warm Pool region. The anomalies near the tropopause are opposite to those in the UT. In fact, the CCMVal-2 models agree more closely on the zonal structure of the temperature trend as compared with the magnitude of the zonal-mean temperature trend. Note that the GEOSCCM CCMVal-2 integration appears to capture this behavior, and the magnitude of the trend as simulated by GEOSCCM falls within the range that is simulated by the other models (Figures 3c and 3d ).
[22] The vertical structure of the changes in the multimodel mean of the CCMVal-2 models is shown in Figures 4a and 4b. In the UT, the warming is present mainly in the Indian Ocean and Warm Pool region, while the West-Central Pacific does not warm (Figure 4a ). Near the lowermost stratosphere ( 85 hPa), on the other hand, cooling is present in the Indian Ocean and Warm Pool region while the central Pacific warms. In other words, the sign of the regional temperature anomaly reverses between 100 and 250 hPa. This quadrupole effect is more clearly seen in Figure 4b , which highlights the zonal structure of the trend.
SST-Only GEOSCCM Ensemble
[23] In this section, GEOSCCM simulations in which the only source of variability is SST (data source "C" in Table 1 ) are used to understand the cause of the zonal structure of the trends in JFM. Specifically, we demonstrate that local changes in SST are contributing to the observed zonal structure of the temperature trends. The vertical versus longitudinal structure of the temperature trends is shown in Figures 4c and 4d . They exhibit a quadrupole pattern between 250 and 100 hPa and in the western and central Pacific in JFM. The zonal structure is similar to that in the CCMVal-2 models (Figures 4b and 4d ). Note that the response in the CCMVal models should not be expected to be identical to that in the GEOSCCM-targeted integrations, as the CCMVal integrations include not only changing SSTs but also changing CO 2 and ODS concentrations which act to cool the stratosphere. However, the quantitative similarity between the zonal structure strongly suggests that SST changes have driven the changes in upper tropospheric and lower stratospheric temperatures in the more comprehensive model integrations and satellite data. The zonal structure of the response in the GEOSCCM-targeted integrations is stronger than in the multimodel CCMVal-2 mean (Figures 3a  and 3b ), but it falls within the inter-model range. Finally, the vertical structure of the trends in NASA's Modern-Era Retrospective Analysis for Research and Applications (MERRA) [Rienecker et al., 2011] reanalysis is shown in Figures 4e and 4f ; the zonal structure of the temperature trends in all three data sources agrees, which implies that reanalysis data can capture this effect too.
[24] We now seek to explain the forcing of these temperature trends, and in particular their relationship to changing SSTs. Figure 5a shows the trend in SST over this time period. The increases in SST over the Indian ocean and over the far-western Pacific are collocated with warming in the upper troposphere, while the cooling and near-neutral SST trends in the Pacific ocean are beneath cooling in the upper troposphere. This is shown explicitly in Figures 6a and 6b, which compares the zonal structure at each longitude grid point of the temperature trends at 250 and 100 hPa to that of the SST trends: the correlation coefficient is 0.83 and -0.76 respectively. The correlation coefficient between tropopause temperature trends and the SST trends at each longitude grid point in the Tropics is large in nearly every model integrations included in this study (Figure 7) . The correlation coefficient in the MSU data between SST trends and TTT and TLS is 0.87 and -0.89. While the dynamical response to changing SSTs is also important in determining the structure of the tropopause temperature trends (and this dynamical response is likely different among different models), these highly significant correlations strongly suggest that the structure of the atmospheric temperature trends is dominated by the structure of the SST trend.
[25] The increase Indian Ocean sector SST anomalies near 60 ı E are directly associated with global warming [Knutson et al., 1999; Hoerling et al., 2004; Knutson et al., 2006] , and thus the temperature responses in this region can be attributed to global warming. In contrast, SST trends in the Pacific Ocean are more uncertain and are subject to aliasing from ENSO (this potential aliasing will be discussed in section 6) [e.g., Scaife et al., 2003; Sohn et al., 2012] . In summary, SST anomalies have driven anomalies in the upper tropospheric and lower stratospheric temperature.
[26] We now present a possible mechanism on how the anomalous SSTs have driven the lower stratospheric response. Anomalous SSTs force anomalous convection, and Gill [1980] provides a theory for how upper level diabatic heating can lead to a pattern of divergence. Highwood and Hoskins [1998, section 5] have shown that the resulting circulation strongly impacts tropopause temperatures. We therefore analyze the moist heating trends before returning to the temperature and circulation trends. Figure 5b shows the upper tropospheric (pressure weighted from 500 to 150 hPa) heating due to moist processes (as defined in section 2.2) in the six member GEOSCCM ensemble. There is a clear enhancement in upper level heating in the western Indian Ocean near 60 ı E and in the warm pool region near 140 ı E. Figures 8a and 8e show the trend in tropical moist heating with longitude and altitude. These features are present up to the tropopause (Figures 8a and 8e ), though they weaken substantially above 200 hPa. The warm anomalies in the Indian ocean region and in the warm pool region in Figures 4c and  4d peak near the longitude of the peak upper level heating. In contrast, there is reduced upper level heating near 120 ı W, and this appears to be associated with local cold anomalies at 250 hPa in this region in Figures 4c and 4d . Thus, heating due to moist processes appears to be driving the temperature response.
[27] We now consider the circulation response driven by the trend in upper level heating. The meridional and zonal variations in the temperature trends at 100 and 250 hPa are highlighted in Figures 5c and 5d . As mentioned above, the Warm Pool and Indian Ocean region cool while the central and eastern Pacific warm at 100 hPa, and vice versa at 250 hPa. The temperature anomalies near the warm pool resemble a ">" sign or a horseshoe pattern, which strongly resemble those shown in the model of Highwood and Hoskins [1998, section 5] and in reanalysis data on seasonal timescales by Nishimoto and Shiotani [2012] , in response to such heating. In contrast, the temperature anomalies over the Central Pacific resemble a meridional dipole straddling the equator, consistent with the trends in moist heating. The upper level stream function also bears close resemblance to that of Gill [1980] and Highwood and Hoskins [1998] (cf. Figure 5e ; stream function changes at 100 and 300 hPa are similar): a Kelvin wave is present near 150 ı W (collocated with the temperature dipole), and an equatorially trapped Rossby wave is present over the western Indian Ocean. The extrema associated with the Rossby wave are stronger than those of the Kelvin wave, and the extrema in the winter (northern) hemisphere are slightly stronger than the extrema in the summer hemisphere. The net effect is that the total trend in the stream function field resembles a quadrupole. All of these features generally resemble those shown in Highwood and Hoskins [1998, Figures 8 and 11] , though some of the details differ as the heating trend is not idealized as in Highwood and Hoskins [1998] . Anomalies in geopotential height resemble those in Ting and Held [1990] who investigated the response to a dipole SST anomaly in an idealized model (not shown). In addition, the moist heating anomalies force equatorial vertical velocity anomalies, which are shown in Figure 5f . Vertical velocity at 150 hPa closely follows the pattern of upper tropospheric diabatic heating, such that there is enhanced upwelling over the Indian Ocean and near and just east of the maritime continent. The vertical velocity anomalies extend to the tropopause (Figures 8b and 8f ), above the region where moist heating is near zero (Figures 8a and 8e ). The continuation of the vertical velocity trend above the altitude in which moist heating trends are strong is consistent with −1 −0.5 0 0.5 1 correlation between SST trends and 100hPa T trends the simple modeling experiment presented by Holloway and Neelin [2007] . Overall, the trend in the tropical circulation resembles the expected response to the trend in tropical moist heating.
[28] The seasonal evolution of the GEOSCCM model responses is summarized in Figure 9 . The warming SSTs in the Indian ocean and warm pool region drive enhanced upper tropospheric heating (Figures 9a and 9b ). The temperature response at 100 hPa resembles qualitatively the response in JFM in the CCMVal-2 models and in the satellite data ( Figure 9c versus Figures 3a, 3b , and 2). Note that there is less "noise" in the GEOSCCM trend than in the trend from satellite data as the GEOSCCM trends reflect the average of several ensemble members. In addition, the observational trends are weaker likely because the MSU weighting functions average over a range of altitudes. Future work is needed to understand the temperature trends in boreal spring and summer in these integrations and in the satellite data and CCMVal-2 models. In summary, these GEOSCCMtargeted integrations demonstrate that SSTs have modulated temperatures into the LS.
Implications for Water Vapor, Ozone, and Radiation
[29] The temperature and circulation trends impact trace gas concentrations in the UTLS. We first consider the impacts on water vapor, and then consider the impacts on ozone. Note that GEOSCCM can faithfully reproduce the impact of ENSO on water vapor [Garfinkel et al., 2013] and ozone , which enhances the confidence of its representation of the long-term trend.
Water Vapor
[30] As discussed in section 1, the climatological distribution of water vapor is heavily influenced by temperature near the cold point. It is therefore to be expected that the temperature trends shown in section 3 should impact the distribution of water vapor. We first focus on the trends in the lowermost stratosphere, and then focus on trends higher in the stratosphere.
[31] At 100 hPa, water vapor increases between 160 ı E and 140 ı W but decreases elsewhere (Figures 8c and 8g) . Fueglistaler et al. [2004, Figure 3] show that most parcel trajectories entering the stratosphere in January and February (JF) dehydrate in the Western Pacific (see also Oman et al. [2008, Figures 1 and 4] and Garfinkel et al. [2013, Figure 2] ). However, the climatological dehydration region extends beyond the dateline and into the Central Pacific (cf. Figure 10a ); and in this region, lower stratospheric temperatures are increasing. This local temperature increase (Figure 4c ) drives an increase in the saturation vapor pressure (Figures 10a and 10c) , which therefore allows more water vapor to be present. It is therefore to be expected that water vapor concentrations increase locally near 180 (Figures 8c and 8g) , as some of the final dehydration occurs in this region (Figures 10a and 10d) . This is shown explicitly in Figure 6c , which compares the zonal structure of the temperature and water vapor trends at 85 hPa at each longitude grid point: the correlation coefficient is 0.84. Quantitatively, the perturbation at 100 hPa exceeds 7% per decade of the climatological mean state of water vapor.
[32] We note that the trend in water vapor is not driven by circulation changes (i.e., vertical advection). The circulation trend would oppose the effect of the temperature trend, as the circulation trend would tend to reduce (rather than increase) water vapor between 180 ı W and 120 ı W in the lowermost stratosphere (compare Figures 8b and 8c) . Quantitatively, the correlation coefficient between the zonal structure of the water vapor at 85 hPa and vertical velocity trends at 100 hPa at each longitude grid point is -0.26; vertical transport acts as a negative feedback on the zonal structure of water vapor. Rather, the effect of the temperature trend is dominant.
[33] The temperature trends near the tropopause also impact water vapor higher in the stratosphere. Stratospheric water vapor is dependent not on zonal-mean temperatures in the tropical tropopause region, but rather on the coldest temperature a given air parcel has encountered in its history [Mote et al., 1996] . In JFM, stratospheric water vapor is strongly associated with temperatures at the cold point over the warm pool [Fueglistaler et al., 2004] . Thus, water vapor concentrations in the stratosphere can decrease even if there is little zonally averaged response [e.g., Oman et al., 2008] and this is, in fact, what happens in our GEOSCCM-targeted ensemble. Because lower stratospheric temperatures over the warm pool region are decreasing (Figures 4c and 5c ), water vapor decreases in the model above 85 hPa. The reduction in water vapor above 85 hPa is present in all calendar months (Figure 9e ).
[34] Unfortunately, it is impossible to verify the model's simulation of the equatorial water vapor trend. The observational record is inconsistent over this period : Schoeberl et al. [2012] find that satellite and station based water vapor trends are inconsistent over the 1993-2010 period, and reanalysis products differ on the sign of the trends as well. However, the Boulder, Colorado balloon hygrometer water vapor record extends back to 1980 [Hurst et al., 2011] , and we therefore discuss in the Appendix water vapor concentrations near Boulder from the model.
[35] In summary, water vapor trends at the tropopause can be explained by trends in saturation water vapor. In the lowermost stratosphere (i.e., above 70 hPa), water vapor (Figure 10d ) 1e-3 ppmv/decade. The zero contour is omitted. The climatological location of the tropopause is indicated with a thick black line for the mean climate and with a thick red line for the expected tropopause location after 50 years assuming these trends persist. Statistical robustness of the trend is indicated by red and blue.
concentrations increase at longitudes that warm and decrease where there is cooling. At higher levels, water concentrations are determined by changes in the cold-point temperature at the tropopause: since the tropopause cold point is cooling, water vapor decreases uniformly above 70 hpa.
Ozone
[36] Although the changes in circulation are not the cause of the water vapor trends, these changes in circulation induced by the SST trends strongly modulate lower stratospheric ozone. Climatologically, there is a steep vertical gradient in ozone concentrations in the UTLS (Figure 10b ), such that ozone concentrations differ by more than an order of magnitude between 150 and 70 hPa. Therefore, it is to be expected that any change in the circulation might be able to change, through vertical advection, the distribution of ozone and other trace gases with a sharp gradient in concentration between the stratosphere and troposphere.
[37] Our focus here is on the relative increase in ozone in the Eastern Pacific and a decrease in the Warm Pool region (Figure 10d ) between 150 and 70 hPa. (The zonalmean decrease in stratospheric ozone above 70 hpa due to increases in tropical upwelling is consistent with e.g., Oman et al. [2009] and Garny et al. [2011] ; a thorough discussion of the zonally averaged trend is beyond the scope of this work.) In order to understand this zonal structure, we examine the vertical velocity trend. As discussed in section 3, upwelling increases in the warm pool region (Figures 8b  and 8f ), and the increase in upwelling extends above the region where diabatic heating is near zero (as in Holloway and Neelin [2007] ). This vertical motion can advect ozone. Specifically, upwelling in the warm pool region advects ozone-poor air into the LS (or possibly faster advection through the UTLS production region), while subsidence in the Eastern Pacific between 180 ı W and 120 ı W advects ozone rich air to below the tropopause. The net effect is that ozone trends closely resemble the vertical velocity trends (compare Figures 8b and 8f to 10d ). This is shown explicitly in Figure 6d , which compares the zonal structure of the vertical velocity trends at 100 hPa to the ozone trends at 85 hpa at each longitude grid point: the correlation coefficient is -0.58 (the correlation coefficient at 150 hPa is -0.41). While this correlation is lower than the others in Figure 6 , it is still robust among the ensemble members. We expect that other trace gases with a sharp gradient in their concentration between the stratosphere and troposphere will be affected in a manner very similar to ozone.
Feedbacks From Radiation
[38] Thus far, we have been focusing on dynamical changes induced by warming SST and increased convective heating. We now consider how the changes in water vapor discussed above feed back on the temperature changes. Tropospheric moist heating is increased in the Indian Ocean region and warm pool region as discussed above (Figure 8e) ; however, the changes in the LS are minor (Figure 8a) . In contrast, radiative heating changes (Figures 8d and 8h ) are minor in the troposphere but are important in the LS. Quantitatively, the perturbation exceeds 12.5% of the climatological radiative heating at 70 hPa over the duration of the integrations (i.e., 5% per decade). In the regions in the LS where moisture is increasing (Figure 8c ), radiative heating is decreasing because water vapor is a very efficient GHG at these altitudes. In contrast, regions that are dehydrating (Figures 11g-11i ) Lower stratospheric moisture pressure weighted from 85 to 50 hPa (contour interval: 0.05 ppmv). Statistical robustness of the anomalies is indicated by red and blue. The zero contour is omitted. The anomalies in Figure 11e are not statistically significant and do not exceed the threshold contour interval. are warmed by radiative heating because the local emissivity is decreasing. Recall that the temperatures were decreasing where water vapor was decreasing. Thus, the trend in radiative heating acts as a negative feedback on the temperature changes. In other words, the lower stratospheric temperature response to rising SSTs is opposed, but only partially, by changes in water vapor.
Future Changes in SSTs
[39] Thus far, we have shown that past SST changes have impacted temperatures and the circulation near the tropical cold point. In this section, we briefly consider the future. Specifically, we address the question: will future changes in SSTs lead to similar changes in the UTLS region, and thus will the changes forced by the observed SST trend continue in the future? To answer this question, we examine the temperature and water vapor response in the group of experiments labeled "D" in Table 1 that were introduced in section 2. Figures 11a, 11d, and 11g show the change in temperature and water vapor associated with increased SSTs only. The historical and future responses in the LS region are generally similar, whereby the LS region cools most strongly in JFM over the Indian Ocean from 60 ı E to 120 ı E and warms relative to the zonal mean in the Pacific ( 150 ı W). At the 85 hPa level, the cold temperature anomaly over the Indian Ocean extends into the warm pool region while the warm anomaly over the Pacific weakens, as in Figures 4c  and 4d . Stratospheric water vapor is reduced (Figure 11g ). If SSTs evolve as simulated by CCSM3, we would expect that the observed zonal structure of the atmospheric temperature trends will continue in the future.
[40] The changes in lower stratospheric water vapor due to SST changes are of comparable magnitude, but of opposite sign, to those due to increased CO 2 and methane and from ozone recovery. In order to demonstrate this effect, we show in Figures 11b, 11e , and 11h the change in temperature and water vapor for the integration with future GHG and ODS concentrations but present-day SSTs. Tropical tropopause temperatures warm by 1 K [e.g., Oman et al., 2008] which results in a 0.45 ppmv increase in lower stratospheric water vapor. However, these changes are largely independent of longitude time of year. The key point is that the SST only effect and the gas concentration effect are of similar magnitude.
[41] Finally, we consider an experiment in which all of the future changes occur: SSTs warm, GHG increases, and ODS are reduced. The temperature anomalies in the LS are shown in Figures 11c and 11f . Quantitatively, the changes resemble the sum of the independent responses to SST warming and changing gas concentrations; in other words, the responses add linearly. The zonal structure of the change is dominated by the SSTs. Hurwitz et al. (submitted manuscript, 2013) will show that future changes in ENSO extratropical teleconnections are dominantly driven by changes in modeled SSTs.) It is therefore important that both the direct contribution from well-mixed GHGs and the future evolution of the SSTs in different ocean basins be considered for projections of future stratospheric water vapor and cold-point temperatures. While chemistry-climate models coupled to an ocean are necessary before firm conclusions can be reached as to the relative importance of SSTs and gas concentrations, we strongly recommend that close attention be paid to the pattern of SST warming in projections of future climate. [42] We now discuss our results in the context of previous work that relates to SST-driven temperature trends near the tropical tropopause. Shu et al. [2011, cf. Figure 11] find that the cold-point temperature increases if SSTs are increased everywhere, which is seemingly contrary to our finding in which the cold-point temperature have decreased and will continue to do so in the future. However, Shu et al. [2011] applied a uniform increase in SSTs everywhere, while we impose a specific pattern of SST increase as derived from a coupled ocean-atmosphere model.
Discussion
[43] One might hypothesize that the zonal structure of the temperature trend is due to aliasing of an ENSO signal, as ENSO clearly impacts temperatures in the tropical lower stratosphere [Kiladis et al., 2001; Calvo Fernández et al., 2004; Scherllin-Pirscher et al., 2012; Garfinkel et al., 2013] . Scaife et al. [2003] further argue that El Niño frequency has increased (a more recent discussion of changes in Pacific Ocean SSTs and ENSO frequency can be found in L' Heureux et al. [2012] , Luo et al. [2012] , and Sohn et al. [2012] ), and thus SST changes may have led to warmer coldpoint temperatures. The present study suggests that trends in ENSO frequency have not caused the trends in the cold-point temperatures. The SST trend resembles neither El Niño nor La Niña. While the SST anomalies in the Pacific and Warm pool region resemble (if anything) La Niña, the SST anomalies in the Indian Ocean resemble (if anything) El Niño. For example, the correlation coefficient of the Nino3.4 index (i.e., SSTa from 5 ı S to 5 ı N, 120 ı W-170 ı W) with equatorial Indian Ocean SSTs from 50 ı E to 100 ı E is 0.74; see also Garfinkel et al. [2013, Figure 2] . The trend can therefore not be understood as a change in the relative frequencies of El Niño and La Niña, unlike in Scaife et al. [2003] . In addition, we have used linear regression to statistically remove the linear influence of ENSO from the 100 hPa temperatures before computing the trends, and the trends are quantitatively similar (not shown). Finally, the trends are robust to alterations of the start and end date, and thus to excluding individual ENSO years near the endpoints (e.g., Figure 1 ). Overall, SST changes have led to reduced stratospheric water vapor as suggested by Rosenlof and Reid [2008] and Zhou et al. [2001] .
[44] We note that the tropospheric circulation trends in the targeted GEOSCCM integrations appear to reflect a strengthening of the tropospheric Pacific Walker Circulation, consistent with L' Heureux et al. [2013] . Finally, the correlation coefficient of the Pacific Decadal Oscillation index and stratospheric water vapor in these integrations is not robust among the ensemble members, which implies that the temperature trend structure is not (directly) caused by the phase of the Pacific Decadal Oscillation.
Conclusions
[45] Satellite observations and chemistry-climate model simulations are used to explore the impact of sea surface temperature trends on upper tropospheric and lower stratospheric temperatures. In the satellite era, the tropical upper troposphere has warmed most strongly near the Indo-Pacific warm pool, while the temperature trends in the western and central Pacific are much weaker. In the lower stratosphere, these trends are reversed: the historical cooling trend is strongest over the Indo-Pacific warm pool and is weaker in the western and central Pacific. Nearly all of the comprehensive chemistry-climate models integrations submitted to the CCMVal-2 project demonstrate this effect, suggesting that it is a robust feature of the atmospheric circulation over the past 30 years.
[46] The zonal variations are stronger than the zonal-mean response in boreal winter. Furthermore, the zonal variations appear to be more robust than the zonal-mean response. While the zonal-mean increase in tropical upwelling is certainly important for the overall structure of the stratosphere, it is swallowed by the zonal structure below 70 hPa. In other words, the (zonal-mean) Brewer-Dobson circulation blurs together robust regional signals and is thus a crude and incomplete diagnostic of changes in the tropical lower stratosphere in a changing climate.
[47] Targeted experiments with a chemistry-climate model (GEOSCCM) are then used to isolate the impact of SST variability on this zonal structure in upper tropospheric and lower stratospheric tropical temperature trends. In these experiments, GEOSCCM is forced with only one source of externally-imposed variability: sea surface temperatures follow those observed. Warming sea surface temperatures in the Indian Ocean and in the warm pool region lead to enhanced upper tropospheric moist heating, and in turn to a Gill-like response in the upper troposphere and lower stratosphere. The upwelling and subsidence associated with the Gill-like response extend above the tropopause, such that the anomalous circulation directly affects lower stratospheric ozone and water vapor. The Gill-like response also leads to cooling of the cold-point tropopause and thus to less water vapor entering the stratosphere. These changes in lower stratospheric composition feed back on the radiative budget in the lower stratosphere; the radiative feedbacks are smaller than the direct changes forced by the SSTs.
[48] Finally, these changes could persist into the future, depending on the evolution of SSTs in the Indian and Pacific basins. The changes in water vapor and temperature due to projected future sea surface temperatures are of similar strength to, though slightly weaker than, that due directly to projected future CO 2 , ozone, and methane. It is therefore of paramount importance that attention be paid to the precise pattern of SST warming in chemistry-ocean-atmosphere simulations performed for future assessments.
Appendix A [49] The longest record of observed water vapor is from Boulder, Colorado, and we therefore wish to compare the modeled water vapor to that observed. Note that methane concentrations are held constant in these integrations. Figure A1 shows the annual averaged water vapor concentrations at the grid point closest to Boulder. First, the model appears to have too little water vapor variability in comparison to the Boulder hygrometer data (even though it captures the mean state very well; compare to Hurst et al. [2011, Figure 2] ), its variability compares well to that in the Halogen Occultation Experiment (HALOE) record [Fueglistaler et al., 2013, Figure 11 ]. Over the full length of these integrations, there is a decline in water vapor over Boulder (as in equatorial water vapor) in all ensemble members at 50 hPa. However, at 100 hPa, some ensemble members show an increase (not shown), but the largest growth rate was 0.04 ppmv/decade which is much smaller than in the Boulder hygrometer record. Even at 50 hPa, water vapor increases over shorter periods. Specifically, the lack of a trend in water vapor concentrations from 1992 to 2000 in the model matches that found in the HALOE data [Fueglistaler et al., 2013, Figure 11 ]. Finally, five of the six ensemble members indicate a steep decline in water vapor in the early 2000s, but this decline is not unusual when compared to other periods of declining water vapor in these integrations. In addition, the timing of the abrupt drop and the subsequent recovery does not appear to match that observed and is also variable among the ensemble members. Five of the six ensemble members extend until December 2009, and over the additional years, water vapor concentrations con- Figure A1 . The annual averaged water vapor at the grid point closest to Boulder, Colorado (40 ı N, 105 ı W) in the GEOSCCM SST-only ensemble at 50 hPa. The ensemble mean is indicated by a dashed black line, and each of the six ensemble members is indicated by a colored line. At this location, the trends range among the ensemble members from -0.12 ppmv/decade to -0.02 ppmv/decade as indicated in the Figure. tinue to rise; the increase in water vapor from the minimum in 2004 to the maximum in 2009 is 0.2 ppmv. There are at least three possible interpretations of these results: (a) GEOSCCM is insufficiently realistic to capture the observed water vapor variability, (b) external forcings besides SSTs have driven stratospheric water vapor variability over Boulder, and/or (c) internal variability of water vapor is sufficiently strong that model integrations should not be expected to replicate all (or even most) of the observed variability. A thorough investigation is beyond the scope of this work.
