It is a longstanding unsolved problem to characterize the optimal feedbacks for general SLQs (i.e., stochastic linear quadratic control problems) with random coefficients in infinite dimensions; while the same problem but in finite dimensions was just addressed in a recent work [36] . This paper is devoted to giving a solution to this problem under some assumptions which can be verified for several interesting concrete models. More precisely, under these assumptions, we establish the equivalence between the existence of optimal feedback operator for infinite dimensional SLQs and the solvability of the corresponding operator-valued, backward stochastic Riccati equations. A key contribution of this work is to introduce a suitable notion of solutions (i.e., transposition solutions to the aforementioned Riccati equations), which plays a crucial role in both the statement and the proof of our main result.
Introduction
Let T > 0 and (Ω, F, {F t } t∈[0,T ] , P) be a complete filtered probability space (satisfying the usual conditions), on which a 1-dimensional standard Brownian motion {W (t)} t∈[0,T ] is defined such that F = {F t } t∈[0,T ] is the natural filtration generated by W (·) (augmented by all the P-null sets). Let H and U be separable Hilbert spaces, and A be an unbounded linear operator (with domain D(A) on H), which generates a C 0 -semigroup {e At } t≥0 . Denote by A * the adjoint operator of A. More notations and assumptions (maybe used below) will be given in Section 2.
For any (s, η) ∈ [0, T ) × L 2 Fs (Ω; H), consider the following controlled linear stochastic evolution equation: dx(t) = (A + A 1 )x(t) + Bu(t) dt + Cx(t) + Du(t) dW (t) in [s, T ], Here the coefficients A 1 , B, C, D and Q are suitable operator-valued stochastic processes, and G is a suitable operator-valued random variable (To simplify the notations, the sample point ω(∈ Ω) and/or the time variable t(∈ [0, T ]) in these coefficients are suppressed). In (1.1), u(·) ∈ L 2 F (s, T ; U ) is the control variable, x(·)(= x(·; s, η, u(·))) ∈ C F ([s, T ]; L 2 (Ω; H)) is the state variable.
Let us consider the following optimal control problem: Linear quadratic control problems (LQs for short) are extensively studied in Control Theory. It is well-known that, one of the three milestones in modern (finite dimensional) optimal control theory is Kalman's LQ theory ( [29] , see also [32, 58] for some further development). In deterministic infinite dimensional optimal control theory, [34] is the earliest monograph addressing systematically to LQs (see [31, 33] for more results). SLQs in finite dimensions (i.e. H = R m for some m ∈ N) have been studied in many literature, for which we refer the readers to [3, 4, 7, 8, 9, 10, 27, 52, 57, 60] and the rich references cited therein. When dim H = ∞ , as we shall see later, the corresponding SLQs are much less well-understood though one can find some interesting works (e.g., [2, 20, 21, 28, 53] ).
In Control Theory, one of the fundamental issues is to find feedback controls, which are particularly important in practical applications. Indeed, the main advantage of feedback controls is that they keep the corresponding control strategy to be robust with respect to (small) perturbation/disturbance, which are usually unavoidable in realistic background. Unfortunately, it is actually very difficult to find feedback controls for many control problems. So far, the most successful attempt in this respect are that for various LQs in the deterministic setting. Indeed, as pointed in [36] , the problem of feedback controls is much less well-understood for Problem (SLQ), even in the situation of finite dimensions.
For our Problem (SLQ), let us introduce the notion of optimal feedback operator as follows: In Definition 1.1, Θ(·) is required to be independent of (s, η) ∈ [0, T ) × L 2 Fs (Ω; H). For a fixed pair (s, η) ∈ [0, T ) × L 2 Fs (Ω; H), the inequality (1.4) implies that the controlū(·) ≡ Θ(·)x(·) ∈ L 2 F (s, T ; U ) is optimal for Problem (SLQ). Therefore, for Problem (SLQ), the existence of an optimal feedback operator on [0, T ] implies the existence of optimal controls for any pair (s, η)
Fs (Ω; H).
In the study of deterministic LQs, one needs to introduce Riccati equations to construct the desired feedbacks. Stimulated by this and especially by the pioneer work [7] (for SLQs in finite dimensions), we introduce the following operator-valued, backward stochastic Riccati equation for our Problem (SLQ):      dP = − P (A + A 1 ) + (A + A 1 ) To the authors' best knowledge, [57] is the first work which employed Riccati equations to study SLQs in finite dimensions. After [57] , Riccati equations were systematically applied to study SLQs (e.g. [4, 6, 8, 14, 60] ), and the well-posedness of such equations was studied in some literatures (See [52, 60] and the references therein). In the early works in this respect (e.g., [9, 57, 60] ), the coefficients A, B, C, D, Q, R, G appeared in the finite counterparts of the control system (1.1) and the cost functional (1.2) were assumed to be deterministic matrices. For this case, the corresponding Riccati equation (1.6) is deterministic (i.e., Λ ≡ 0 in (1.6)), as well. On the other hand, in the setting of finite dimensions, [7] is the first work addressed to the study of SLQs with random coefficients. In [7, 8] , a finite dimensional version of the equation (1.6) was formally derived. However, at that time only some special and simple cases could be solved. Later, [44] proved the well-posedness of this equation in finite dimensions under the condition that D = 0. This condition was dropped in [52] .
Naturally, one hopes to employ solutions to (1.6) to construct the desired feedback controls for Problem (SLQ). Indeed, it is well-known that one can always find the desired feedback control through the corresponding Riccati equation whenever a deterministic LQ is solvable. Nevertheless, even in the case of finite dimensions, as shown by [36, Example 6 .2], a solvable Problem (SLQ) does not need to have feedback controls (Note that in this case the corresponding Riccati equation is solvable, as well). This is completely a new phenomenon in the stochastic setting, significantly different from its deterministic counterpart.
There exists a new essential difficulty in the study of (1.6) when dim H = ∞, without further assumption on the data A 1 , B, C, D, Q and G. Indeed, in the infinite dimensional setting, although L(H) is still a Banach space, it is neither reflexive (needless to say to be a Hilbert space) nor separable even if H itself is separable. As far as we know, in the previous literatures there exists no such a stochastic integration/evolution equation theory in general Banach spaces that can be employed to treat the well-posedness of (1.6), especially to handle the (stochastic integral) term "ΛdW (t)". For example, the existing result on stochastic integration/evolution equations in UMD Banach spaces (e.g. [54, 55] ) does not fit the present case because, if a Banach space is UMD, then it is reflexive.
Because of the above mentioned difficulties, there exist only a quite limited number of works addressed to some special cases of SLQs in infinite dimensions. We list below some of these typical works:
• In [28, 53] , Problem (SLQ) was studied under a key assumption that the diffusion term in (1.1) is CxdW 1 (t)+DudW 2 (t), where W 1 (·) and W 2 (·) are mutually independent Brownian motions. This assumption plays a crucial role in these papers. Indeed, under such an assumption, the corresponding Riccati equation is dP = − P (A + A 1 ) + (A + A 1 ) * P + C * P C + Q − P BK −1 B * P dt in [0, T ), 8) which is a random operator-valued Riccati equation (rather than operator-valued, backward stochastic Riccati equation), whose well-posedness is not hard to be obtained.
• When the diffusion term in (1.1) is of the form σdW (t) with σ being a suitable F-adapted H-valued process, [2] studied Problem (SLQ) and found the optimal feedback control by solving a random operator-valued Riccati equation (similar to (1.8)) and a backward stochastic evolution equation.
• In [20] , Problem (SLQ) was considered in the case that R = I, the identity operator on U , and D = 0 (the later means that there is no control in the diffusion term in (1.1)). In this case, the equation (1.6) reads
(1.9)
Although (1.9) looks much simpler than (1.6), it is also an operator-valued, backward stochastic evolution equation (because the "bad" term "ΛdW (t)" is still in (1.9) ). Nevertheless, [20] considered a kind of generalized solution to (1.9), which was a "weak limit" of solutions to some suitable finite dimensional approximations of (1.9). It is shown in [20] that the finite dimensional approximation P n of P converged in some weak sense, and via which P was obtained as a suitable generalized solution to (1.9) but nothing can be said about Λ. This is enough for the special case that D = 0. Indeed, the optimal feedback operator in (2.7) (in the next section) is specialized as
which is independent of Λ.
• In [21] , the well-posedness of (1.9) was studied when A is a self-adjoint operator on H and there exists a complete orthonormal basis {e j } ∞ j=1 in H and an increasing sequence of positive numbers {µ j } ∞ j=1 so that Ae j = −µ j e j for j ∈ N and
X )) for two stopping times τ 1 and τ 2 with τ 1 ≤ τ 2 , P-a.s. Also, denote by
(When any one of p j (j = 1, 2, 3, 4) is equal to ∞, it is needed to make the usual modifications in the above definitions of L
) are Banach spaces with the canonical norms. If p 1 = p 2 , we simply write the above spaces as L p 1 F (t, T ; X ). Let Y be another Banach space. Denote by L(X ; Y) the Banach space of all bounded linear operators from X to Y, with the usual operator norm (When Y = X , we simply write L(X ) instead of L(X ; Y)). Suppose X j and Y j (j = 1, 2) are Banach spaces satisfying
, then, to simplify the notations, (formally) we also write
Throughout this paper, for any operator-valued process/random variable M , we denote by M * its pointwise dual.
. When X is a Hilbert space, denote by S(X ) the set of all self-adjoint operators on X .
Put
We shall simply denote Υ p (X ; X ) by Υ p (X ). Note that, for any J(·, ·) ∈ Υ p (X ; Y), one does not
. Nevertheless, as we shall see later, in some sense
). Let us introduce the following assumptions:
(AS2) The eigenvectors {e j } ∞ j=1 of A such that |e j | H = 1 for all j ∈ N constitute an orthonormal basis of H.
By (AS1), it is easy to see that, for any (s, η) ∈ [0, T ]×L 2 Fs (Ω; H), there exists a unique optimal control for Problem (SLQ).
Let {µ j } ∞ j=1 (corresponding to {e j } ∞ j=1 ) be the eigenvalues of A. Let {λ j } ∞ j=1 be an arbitrarily given real number sequence satisfying that λ j > 0 for all j ∈ N and ∞ j=1 λ 2 j < ∞. Define a norm | · | V on H as follows:
Denote by V the completion of H with respect to this norm. Clearly, V is a Hilbert space, V ⊂ H and {λ
is an orthonormal basis of V . Denote by V H the set of all such kind of Hilbert spaces V . Denote by L 2 (H; V ) the set of all Hilbert-Schmidt operators from H to V . It is well known that L 2 (H; V ) is a Hilbert space itself. Denote by V ′ the dual space of V with respect to the pivot space H ≡ H ′ .
We also need the following technical conditions:
, where V is given in Assumption (AS3).
Consider the following two (forward) stochastic evolution equations:
and
Here t ∈ [0, T ), ξ 1 , ξ 2 are suitable random variables and u 1 , u 2 , v 1 , v 2 are suitable stochastic processes. Put
Now, we introduce the transposition solution to (1.6):
a transposition solution to (1.6) if the following three conditions hold:
where x 1 (·) and x 2 (·) solve (2.2) and (2.3), respectively 1 ; and
Here, x 1 (·) and x 2 (·) solve (2.2) and (2.3) with v 1 and v 2 replaced by Dv 1 and Dv 2 , respectively.
The main result of this paper, which reveals the relationship between the existence of optimal feedback operator for Problem (SLQ) and the well-posedness of (1.6) in the sense of transposition solution, is stated as follow: Theorem 2.1 Let (AS1)-(AS4) hold and A generate a C 0 -group on H. Then, Problem (SLQ) admits an optimal feedback operator Θ(·) ∈ Υ 2 (H; U ) ∩ Υ 2 (V ′ ; U ) if and only if the Riccati equation
In this case, the optimal feedback operator Θ(·) is given by
Moreover, the transposition solution P (·), Λ(·) to (1.6) is unique.
Several remarks are in order.
Remark 2.1 In Theorem 2.1, we only conclude that K(t, ω) has left inverse for a.e. (t, ω) ∈ (0, T ) × Ω, and therefore K(t, ω) −1 may be unbounded. Nevertheless, these results cannot be improved. Let us show this by the following example.
Let O ⊂ R k (for some k ∈ N) be a bounded domain with a smooth boundary ∂O. Let H =
, where ∆ is the Laplacian on O with the usual homogeneous Dirichlet boundary condition. Let B = 0
The cost functional reads
, there is a unique optimal control u ≡ 0. For the present case, it is easy to check that (P (·), Λ(·)) = (0, 0) is the unique transposition solution to (1.6). However, K = (−∆) −1 is not surjective and K −1 is unbounded. Remark 2.2 In Theorem 2.1, we assume that A generates a C 0 -group on H. This assumption is used to guarantee the well-posednss of the stochastic evolution equation (5.3) in Section 5. We believe that it should be a technical condition but, so far we do not know how to drop it.
Remark 2.3 It is easy to see that, under Assumption
This plays a key role in Step 5 in the proof of Theorem 2.1. We believe that this assumption can be dropped. However, we do not know how to do it at this moment.
Remark 2.4 In Theorem 2.1, the most natural choice of optimal feedback operator set should be Υ 2 (H; U ) rather than Υ 2 (H; U ) ∩ Υ 2 (V ′ ; U ). Nevertheless, at this moment in the proof of the necessity in Theorem 2.1 (see Section 5), we do need to suppose that
Remark 2.5 It would be quite interesting to extend the main result in this paper to linear quadratic stochastic differential games in infinite dimensions but this remains to be done.
Some preliminary results
In this section, we present some preliminary results, which will be useful in the sequel.
First, for any s ∈ [0, T ), consider the following stochastic evolution equation:
F (s, T ; H). We have the following result.
Proof : We borrow some idea from [45, Chapter V, Section 3]. Without loss of generality, we assume that s = 0. Write
where ε > 0 is a constant to be determined later. Define a sequence of stopping times {τ j,ε } N j=1 as follows:
Here, we agree that inf ∅ = T . Consider the following stochastic evolution equation:
, where x is the solution to (3.3) withf andg replaced by Ax + f and Bx + g, respectively. We claim that J is contractive. Indeed, for
Let us choose
Then, from (3.4), we find that
Hence, J is contractive, and it has a unique fixed point x ∈ L 2 F (Ω; C([0, τ 1,ε ]; H)), which solves (3.1) (with s = 0) in [0, τ 1,ε ] (in the sense of mild solution). Inductively, we conclude that (3.1) admits a mild solution
This, together with the choice of τ 1,ε , implies that
Repeating the above argument, we obtain (3.2). The uniqueness of the solution is obvious.
Remark 3.1 From the proof of Lemma 3.1, it is easy to see that our assumptions A ∈ Υ 1 (H) and B ∈ Υ 2 (H) are sharp for the well-posedness of (3.1). Hence, our choice of the optimal feedback operator Θ(·) ∈ Υ 2 (H; U ) in Definition 1.1 is also sharp.
Next, we consider the following backward stochastic evolution equation:
. Let us recall the following known result (e.g. [41] ).
Also, let us recall the following Pontryagin-type maximum principle ([39, Theorem 5.2]).
satisfying the following backward stochastic evolution equation:
As an immediate consequence of Lemmas 3.1 and 3.3, we have the following result.
Corollary 3.1 Let Θ(·) be an optimal feedback operator for Problem (SLQ). Then, for any (s, η)
Fs (Ω; H), the following forward-backward stochastic evolution equation:
For any V ∈ V H , from the definition of V , it is easy to see that {e j } ∞ j=1 ⊂ V ′ is an orthogonal basis of V ′ and the norm on V ′ is given as follows:
is an orthonormal basis of V ′ .
Lemma 3.4 Let V ∈ V H and (AS2) hold. If {e At } t∈R is a C 0 -group on H, then it is a C 0 -group on V ′ , and it can be uniquely extended to a C 0 -group (also denoted by itself ) on V .
Proof : We only prove that {e At } t≥0 is a C 0 -group on V ′ . Proof of the other conclusion is similar.
Clearly,
For any t 1 , t 2 ∈ R,
This indicates that {e At } t≥0 is a group on V ′ . For any t 2 > t 1 > 0,
This, together with that {e At } t≥0 is strongly continuous on H, implies that {e At } t≥0 is strongly continuous on V ′ .
With the aid of Lemma 3.4, as an immediate consequence of the standard well-posed result for stochastic evolution equation, we have the following result.
For any n ∈ N, denote by Γ n the projection operator from H to H n △ = span 1≤j≤n {e j }. Let
It is easy to show that
for all ζ ∈ H and a.e. ω ∈ Ω, (3.12) and lim
By the Trotter-Kato approximation theorem (e.g. [17, page 209]), we have that, for any ζ ∈ H,
Similarly, we can prove that for any ζ ∈ V ,
We need the following result.
Lemma 3.5 Let (AS2) hold, and
Proof : Since {e j } ∞ j=1 are eigenvectors of A, it holds that
Hence, A ∈ L 2 (H; V ). Next,
For any s ∈ [0, T ) and n ∈ N, let us consider the following two equations:
By (3.11), (3.13) and (3.14), it is easy to show the following result (Hence we omit the details).
Consider the following stochastic differential equation:
Similarly to Lemma 3.6, we can easily establish the following result.
where x 1 (·) is the solution to (2.2).
For a.e. τ ∈ [s, T ], let us define six operators Φ, Φ n , Ψ, Ψ n , Ξ and Ξ n as follows:
Here η ∈ L 2 Fs (Ω; H), x(·) (resp. x n (·)) is the solution to (3.1) (resp. (3.16)) with f = g = 0, (y(·), z(·)) (resp. (y n (·), z n (·))) is the solution to (3.8) (resp. (3.17)) with h and ξ replaced by Kx for some K ∈ L ∞ F (0, T ; L(H)) and Gx(T ) (resp. h n and ξ replaced by K n x n with K n = Γ n KΓ n and Gx n (T )), respectively.
Denote by I HV the embedding operator from H to V . We have the following result.
Proof : We first prove (3.20) . It is easy to show that, for any
From the definitions of Φ and Φ n , we see that, for any (s, η)
Thus, by e An(t−s) Γ n η = e An(t−s) η, it holds that
Noting that I HV e j = e j for all j ∈ N, if O ∈ L(H) can be extended to a bounded linear operator on V , then
Consequently, I HV O = OI HV . This, together with (3.23), implies that
Since L 2 (H; V ) is a Hilbert space, for any t ∈ [s, T ] and P-a.s.,
Similarly, we can prove that
In what follows, to simplify the notations, we omit the operator I HV if there is no confusion. It follows from (3.24) and (3.25) that for any stopping time τ 0 with τ 0 (ω) ∈ (s, T ], P-a.s.,
Hence, by Burkholder-Davis-Gundy inequality, and
From (2.1), and noting that A ∈ Υ 1 (V ) and B ∈ Υ 2 (V ), we conclude that there is a stopping time τ 0 ∈ (s, T ], P-a.s., such that 16
For such kind of τ 0 , it follows from (3.26) that
Now, (3.14) implies that
From (3.14) and (3.22), we get that
and lim
These, together with (3.28), imply that
Repeating the above argument gives (3.20).
Next, we prove (3.21). It is easy to see that, for any
Similar to the proof of (3.24), we obtain that for any t ∈ [s, T ] and P-a.s.,
Since L 2 (H; V ) is a Hilbert space, by (3.31)-(3.32), it is easy to see that (Ψ, Ξ) and (Ψ n , Ξ n ) are respectively weak solutions of the following L 2 (H; V )-valued backward stochastic evolution equations
Then, for any t ∈ (s, T ], by Itô's formula and noting that (A − A n )Ψ n = 0 (by our assumption (AS2)),
Thus,
From (3.35), (3.36) and (3.37), we find that
This gives the second equality in (3.21) . It remains to prove the first equality in (3.21) . From (3.31) and (3.32), it follows that, for any
Therefore, by Burkholder-Davis-Gundy inequality, similarly to (3.27), we deduce that
. By (3.13), (3.20) and (3.41), we conclude that that lim
Repeating this argument gives the first equality in (3.21).
Further, let us recall the following known measurable selection result (e.g. [56] ).
Lemma 3.9 Let F : (Ω, F) → 2 H be a closed-valued set mapping, F (ω) = ∅ for every ω ∈ Ω, and for each open set O ⊂ H,
Then F has a measurable selection f : Ω → H, i.e., there is an
Further, we have the following result, which plays an important role in the proof of the uniqueness of the transposition solution to (1.6).
Lemma 3.10 The set 
which is a Hilbert space with the canonical norm. Denote by L a 1,2 ( H) the set of all H-valued, F-adapted processes f (·) such that
We shall need the following result:
4 Proof of the sufficiency in Theorem 2.1
In this section, we prove the "if" part of Theorem 2.1. Let us assume that the equation (1.6) admits a transposition solution
) be the corresponding state process for (1.1). Choose
3). From (1.7), (2.5) and the pointwise symmetry of K(·), we obtain that
Then, by (1.2) and (4.2), recalling the definition of L(·) and K(·), we arrive at
This, together with (2.7), implies that
F (s, T ; U ). Consequently, Θ(·) is an optimal feedback operator for Problem (SLQ), and (2.8) holds. This completes the proof of the sufficiency in Theorem 2.1.
Proof of the necessity in Theorem 2.1
In this section, we prove the "only if" part of Theorem 2.1. We borrow some idea from [48, 29, 8, 3, 52] . Without loss of generality, we assume that s = 0. The proof is rather long, and therefore we divide it into several steps.
Step 1. In this step, we introduce some operators X(·) 2 , Y (·), Z(·) and X(·). Let Θ(·) ∈ Υ 2 (H; U ) ∩ Υ 2 (V ′ ; U ) be an optimal feedback operator of Problem (SLQ) on [0, T ]. Then, by Corollary 3.1, for any ζ ∈ H, the following forward-backward stochastic evolution equation
Further, consider the following stochastic evolution equation:
Note that A generates a C 0 -group, and hence, so does −A * . By Lemma 3.1, the equation (5.3) admits a unique mild solutionx(·) ∈ L 2 F (Ω; C([0, T ]; H)). For each n ∈ N, denote by Γ n the projection operator from U to U n
is an orthonormal basis of U ). Write (Recall Section 3 for Γ n )
for all ς ∈ U and a.e. (t, ω)
Consider the following forward-backward stochastic differential equation:
and the following stochastic differential equation
where A n and G n are given in (3.10). For each t ∈ [0, T ], define three operators X n,t , Y n,t and X n,t on H n as follows:
For a.e. t ∈ [0, T ], define an operator Z n,t on H n by
By the well-posedness results for the equations (5.6) and (5.7), and the fact that both A and −A * generate C 0 -semigroups on H (because A generates a C 0 -group on H), we see that
where the constant C is independent of n. This implies that
Denote by I n the identity matrix on R n (or, the identity map on H n ). Consider the following equations:
Clearly, both (5.11) and (5.12) can be viewed as R n×n ≡ R n 2 -valued equations. By Lemmas 3.1-3.2, the equations (5.11) and (5.12) admit unique solutions 
(these sequences may depend on t), and (pointwise defined) operators X(t, ·), 14) and that
On the other hand, from the definition ofx n (·; Γ n ζ) andx n (·; Γ n ζ), by Lemma 3.6, we have that
Hence, in view of (5.8), we find that
Ft (Ω; H).
(5.17)
According to (5.14) and (5.17), we obtain that
Also, from the equality (5.2) and noting (5.18), we find that
Combining (5.16) and (5.18), we find that
Moreover, from Lemma 3.8, it follows that
Step 2. Denote by I the identity operator on H. In this step, we shall prove that X(·) X(·) * = I, for a.e. (t, ω) ∈ (0, T ) × Ω.
For any ζ, ρ ∈ H and t ∈ [0, T ], by Itô's formula, we have
A n + A 1,n + B n Θ n x n (r; Γ n ζ),x n (r; Γ n ρ) Hn dτ
Hence, X n,t Γ n ζ, X n,t Γ n ρ Hn = x n (t; Γ n ζ),x n (t; Γ n ρ) Hn = Γ n ζ, Γ n ρ Hn , P-a.s.
This implies that X n,t X * n,t = I n , P-a.s. Namely, X * n,t = X −1 n,t , P-a.s. By (5.16) and (5.18), for any ζ ∈ H, it is easy to see that X n,t (·) * ζ converges weakly to
Ft (Ω; H) as n → ∞. On the other hand, by Lemma 3.8, we have that lim
This yields that X(t, ·) X (t, ·) * ζ = ζ in V , P-a.s. Furthermore, by X(t, ·), X (t, ·) ∈ L(H), P-a.s., we deduce that
. This, together with (5.23), implies that
Step 3. In this step, we construct a sequence of finite dimensional approximations of (P, Λ), which will serve as approximate transposition solutions to the equation (1.6).
It follows from Lemma 3.8 that 27) and lim
By Itô's formula, and noting (5.11)-(5.12), we obtain that
Hence, by (5.25), (P n (·), Λ n (·)) solves the following R n×n -valued backward stochastic differential equation:
, denote by x 1 (·) and x 2 (·) respectively the mild solutions to the equations (2.2) and (2.3). For k = 1, 2, let us introduce the following two (forward) stochastic differential equations:
where
(5.31)
From Lemma 3.7 and (5.31), for k = 1, 2, we get that
By Itô's formula, and using (5.29)-(5.30), we arrive at d P n x 1,n , x 2,n Hn = dP n x 1,n , x 2,n Hn + P n dx 1,n , x 2,n Hn + P n x 1,n , dx 2,n Hn + dP n dx 1,n , x 2,n Hn + dP n x 1,n , dx 2,n Hn + P n dx 1,n , dx 2,n Hn = − P n (A n + A 1,n ) + (A n + A 1,n ) * P n + Λ n C n + C * n Λ n + C * n P n C n +(P n B n + C * n P n D n + Λ n D n )Θ n + Q n x 1,n , x 2,n Hn dr + Λ n x 1,n , x 2,n Hn dW (r) + P n [(A n + A 1,n )x 1,n + u 1,n ], x 2,n Hn dr + P n (C n x 1,n + v 1,n ), x 2,n Hn dW (r) + P n x 1,n , (A n + A 1,n )x 2,n + u 2,n Hn dr + P n x 1,n , C n x 2,n + v 2,n Hn dW (r) + Λ n (C n x 1,n + v 1,n ), x 2,n Hn dr + Λ n x 1,n , C n x 2,n + v 2,n Hn dr + P n (C n x 1,n + v 1,n ), C n x 2,n + v 2,n Hn dr = − (P n B n + C * n P n D n + Λ n D n )Θ n + Q n x 1,n , x 2,n Hn dr + P n u 1,n , x 2,n Hn dr + P n x 1,n , u 2,n Hn dr + P n C n x 1,n , v 2,n Hn dr + P n v 1,n , C n x 2,n + v 2,n Hn dr + Λ n v 1,n , x 2,n Hn dr + Λ n x 1,n , v 2,n Hn dr + Λ n x 1,n , x 2,n Hn dW (r) + P n (C n x 1,n + v 1,n ), x 2,n Hn dW (r) + P n x 1,n , C n x 2,n + v 2,n Hn dW (r).
This implies that, for any
Step 4. In this step, we derive some properties of P and Λ. Let t ∈ [0, T ) and η ∈ L 2 Ft (Ω; H). Consider the following forward-backward stochastic evolution equation:
(5.34)
By Corollary 3.1, it is easy to see that (5.34) admits a unique mild solution
For every r ∈ [t, T ], define two families of operators X t r and Y t r on L 2 Ft (Ω; H) as follows:
For a.e. r ∈ [t, T ], define a family of operators
It follows from Lemmas 3.1-3.2 that
. By (5.1) and (5.34), it is easy to see that, for any ζ ∈ H, X t r X(t)ζ = x t (r; X(t)ζ) =x(r; ζ).
This implies that 37) and
. Since Y t r η = y t (r; η) and X t r ξ = x t (r; ξ), applying Itô's formula to y t (·; η), x t (·; ξ) H and noting (5.34)-(5.35), we obtain that
From this, we conclude that, for any η ∈ L 2 Ft (Ω; H), 39) which deduces that Y (t) X(t) * = Y t t is symmetric for any t ∈ [0, T ], P-a.s. Further, (5.39) together with (5.36) implies that for any t ∈ [0, T ] and η ∈ L 2 Ft (Ω; H),
where C is independent of t ∈ [0, T ]. According to (5.40), we find that
Thus, from (5.23), (5.37) and (5.41), it follows that, for some positive constant C 0 ,
Otherwise, there would exist ε 0 > 0 and Ω ∈ F t with P( Ω) > 0 such that
Let {η k } ∞ k=1 be a dense subset of the unit sphere of H. Then, for a.e. ω ∈ Ω, there is an
Hence,
On the other hand, it follows from (5.42) that
These lead to a contradiction. Hence, (5.43) holds. Since the constant C 0 (in (5.42)) is independent of t ∈ [0, T ], it follows that
Similar to the proof of (5.39), we can show that for any η ∈ L 2 Ft (Ω; V ′ ),
This, together with (AS3) and (AS4), implies that
Then, similar to the proof of (5.44), we obtain that
Next, we prove that (Recall that Λ(·) is a pointwise defined operator)
For this purpose, let ζ, κ ∈ V ′ , ζ n = Γ n ζ and κ n = Γ n κ for n = 1, 2, · · · From (5.29), we get that for each t ∈ [0, T ],
(5.47) By (5.28), we know that
Thus, there is a subsequence 
(5.50)
Since the operator Λ(·) is pointwise defined, it holds that
Therefore, by changing the positions of κ and ζ in (5.50), we obtain that, for any ζ, κ ∈ V ′ ,
From (5.50) and (5.51), we find that
By (5.52) and the uniqueness of the decomposition of semimartingales, we conclude that for any
which gives (5.46). From (5.19), it follows that
This, together with (5.42), (5.45) and (AS4), implies that
According to (5.23), (5.54), (AS3) and (AS4), it holds that
Step 5. In this step, we prove that a variant of (2.4) holds. We shall do this by taking n → ∞ in (5.33).
Denote by U ′ the dual space of U with respect to the pivot space U . From (AS4), (5.27), (5.28) and (5.32), we obtain that
By (5.28) and (5.32), we see that, for k = 1, 2,
By (5.57)-(5.58), using a similar argument for other terms in (5.33), and noting (5.46), we can take n → ∞ on both sides of this equality to get that 
Combing (5.59), (5.60) and (5.61), we conclude that
Step 6. In this step, we prove that a variant of (2.5) holds.
, denote by x 1 (·) and x 2 (·) respectively the mild solutions to the equations (2.2) and (2.3). We can find six sequences {ξ 
From Assumption (AS4) and (5.58), for k = 1, 2 and j ∈ N, we have that
Therefore, we get that
Thus, we get that
Since P (·) ∈ Υ 2 (H), we see that
Thus, lim
By (5.67), (5.68) and a similar proof of (2.4), we can get that
Step 7. In this step, we prove that the assertion 1) in Definition 2.1 holds. We first show that
Let us replace the v 1 in (2.2) and v 2 in (2.3) by Dv 1 and Dv 2 , respectively. From (5.53), we see that
Thanks to (5.69) and (5.71), and noting that Λ(·) * = Λ(·) and K(·) * = K(·), we obtain that
Fs (Ω; H), similar to the proof of (4.3), thanks to (5.72), and noting (1.7) and (5.71), we can show that
if and only if
Recall that F stands for the progressive σ-field (in [0, T ] × Ω) with respect to F. Clearly, a process ϕ : [0, T ] × Ω → U is F-progressively measurable if and only if it is F-measurable. Note that for any F-adapted process ϕ(·), there is an F-progressively measurable processφ(·) which is stochastically equivalent to ϕ(·) (see [40, pp. 68 ] for example). Thus, a process ϕ : [0, T ] × Ω → U is F-adapted if and only if it is F-measurable.
By the definition of Ξ 2 , we see that
Let U 0 be a countable dense subset of U 1 . Then
This, together with (5.75), implies that Ξ 2 ∈ F. So does Ξ 1 . We now show that K > 0 for a.e. (t, ω) ∈ [0, T ] × Ω. Let us use the contradiction argument and assume that this was untrue. Then the measure (given by the product measure of the Lebesgue measure on [0, T ] and the probability measure P) of Ξ 1 would be positive.
For a.e. (t, ω) ∈ Ξ 1 , put Υ(t, ω)
Clearly, Υ(t, ω) is closed in U . Define a map F : (0, T ) × Ω → 2 U as follows:
Then, F (t, ω) is closed for a.e. (t, ω) ∈ (0, T ) × Ω. We now prove that F is F-measurable. Let O be a closed subset of U and
Clearly, Σ 2 ∩ Σ 3 = ∅ and (0, T ) × Ω = Σ 2 ∪ Σ 3 . Similar to the above (for the proof of Ξ 2 ∈ F), we can show that Σ 3 ∈ F. Hence, Σ 2 ∈ F and therefore so does Σ 1 . Now we apply Lemma 3.9 to F (·, ·) with ( Ω, F ) = ((0, T ) × Ω, F) to find an F-adapted process f such that Kf = 0 for a.e. (t, ω) ∈ (0, T ) × Ω. Noting that |f (t, ω)| U ≤ 1 for a.e. (t, ω) ∈ (0, T ) × Ω, we find that f ∈ L 2 F (0, T ; U ). Furthermore, we have |f (t, ω)| U = 1 for a.e. (t, ω) ∈ Ξ 1 , which concludes that |f | L 2 F (0,T ;U ) > 0. By (5.73), we see that Θx + f is also an optimal control. This contradicts the uniqueness of the optimal control. Hence, K(t, ω) is invertible (but K(t, ω) −1 does not need to be bounded) for a.e.
Further, we show that the domain of K(t, ω) −1 is dense in U for a.e. (t, ω) ∈ [0, T ] × Ω. Denote by R (K(t, ω) ) the range of K(t, ω). Clearly, R(K(t, ω)) ⊂ U .
From (5.77) and (5.78), we see that Ξ 2 ∈ F. Hence, Ξ 1 ∈ F. It suffices to prove that R(K(t, ω)) is dense in U for a.e. (t, ω) ∈ (0, T ) × Ω. To show this, we use the contradiction argument. If R(K(t, ω)) was not dense in U for a.e. (t, ω) ∈ (0, T ) × Ω., then the measure of Ξ 1 would be positive.
For a.e. (t, ω) ∈ Ξ 1 , put
Then, F (t, ω) is closed for a.e. (t, ω) ∈ (0, T ) × Ω. We now prove that F is F-measurable. Similar to (5.76), put
Hence, we only need to show that Σ 2 ∈ F.
Hence, it suffices to show that Σ 3 ∈ F. Let O 0 be a countable dense subset of O 1 . Clearly,
From (5.79) and (5.80), it follows that Σ 3 ∈ F. Hence, Σ 2 ∈ F. Now we apply Lemma 3.9 to F (·, ·) with ( Ω, F ) = ((0, T ) × Ω, F) to find an F-adapted process f such that
Since |f (t, ω)| U ≤ 1 for a.e. (t, ω) ∈ (0, T ) × Ω, it holds thatf ∈ L 2 F (0, T ; U ). Furthermore, we have |f (t, ω)| U = 1 for a.e. (t, ω) ∈ Ξ 1 , which implies that |f | L 2 F (0,T ;U ) > 0. We claim that Θx +f is also an optimal control. Indeed, by the choice off , it holds that
According to (5.73) and (5.81), we obtain that
which indicates that Θx +f is also an optimal control. This leads to a contradiction to the uniqueness of the optimal controls. Hence, K(t, ω) −1 is densely defined in U for a.e. (t, ω) ∈ (0, T ) × Ω. Now, let us prove that K(t, ω) −1 is a closed operator for a.e. (t, ω)
From (5.83), we obtain that lim j→∞ h j = K(t, ω)ĥ in U . This, together with (5.82), implies that
This indicates that the operator K(t, ω) −1 is closed. Therefore, the assertion 1) in Definition 2.1 holds. By (5.70), we find that
This implies (2.6). Moreover, from (5.62), (5.72) and (5.84), we see that the assertions 2) and 3) in Definition 2.1 holds.
Step 8. In this step, we prove the uniqueness of the transposition solution to (1.6) .
are two transposition solutions to (1.6) .
From (5.74), we have that for any s ∈ [0, T ) and η ∈ L 2 Fs (Ω; H),
Thus, for any ξ, η ∈ L 2 Fs (Ω; H), we have that
These, together with P 1 (·) = P 1 (·) * and P 2 (·) = P 2 (·) * , imply that
Hence, P 1 (s) = P 2 (s) for any s ∈ [0, T ], P-a.s. Let v 2 = 0 in (2.3). By (2.4) and noting
This, together with Lemma 3.10, implies that
. Hence, the desired uniqueness follows.
6 The existence of the transposition solution to (1.6) This section is devoted to proving the existence of the transposition solution to (1.6) under suitable assumptions on A, A 1 , B, C, D, Q, G and R. For simplicity, we assume that U = H.
Let us introduce the following assumptions:
(AS5) A, A 1 , B, C, Q, G and R are all infinite dimensional block diagonal matrices and D is invertible.
For F = A, A 1 , B, C, Q, G, R, denote by F k the k-th matrix of the main diagonal block (In particular, A 1,k is understood in this way).
(AS9) For each k ∈ N, the Malliavinian derivative of F k is uniformly bounded, i.e., there is a constant C > 0 such that for a.e. τ, t ∈ [0, T ] and k ∈ N, |D τ F k (t)| ≤ C, P-a.s., where D τ F k (t) is the Malliavinian derivative of F k (t) at τ .
We have the following result:
Remark 6.1 One may expect that (1.6) would admit a transposition solution
) without further assumptions. Unfortunately, this is incorrect even in finite dimensions, i.e., H = R n (e.g. [36, Example 6.2 
]).
The uniqueness result in Theorem 6.1 is obvious. We only need to show the existence result. Since D is invertible, without loss of generality, we may assume that D = I. Otherwise, one simply takes v = D −1 u as the control. Let us present some preliminaries as follows.
Under Assumption (AS5), the equation (1.6) can be written as infinitely many matrix equations as follows:
where 
k . Then it is easy to see that (Φ k , Ψ k ) solves the following equation (e.g. [47] ):
Since K k is a bounded matrix-valued process with a positive lower bound, we deduce that X ∈ L ∞ F (Ω; C([0, T ]; S(R m k ))). Next, we prove the following result:
which solves the following equation:
3)
Proof of Proposition 6.1 : Let (Φ k,j , Ψ k,j ) be a sequence defined recursively by Φ k,0 = Ψ k,0 = 0 and 
Here ( Φ k,τ , Ψ k,τ ) solves the following equation:
(6.13)
By the equations (6.8) and (6.11), we deduce that
Then, for all τ ∈ [0, T ],
It follows from (6.6) that
This, together with (6.15), implies that
. Now we prove that for the above version of the Malliavinian derivative of Φ,
For t < τ , it follows from (6.2) that
This, together with Lemma 3.11, implies that for t < σ ≤ τ ,
(6.17)
By taking σ = τ , we find that
With the aid of Proposition 6.1, we can prove the following result:
For any α > 0, by Itô's formula, we have that By taking α = 2C, we get from (6.18) that
which implies that 
By Itô's formula, we obtain that
This, together with definitions of P and Λ, implies that (P, Λ) satisfies (2.4). Similarly, we can show that they fulfills (2.5). Thus, (P, Λ) is a transposition solution to (1.6).
Some examples of controlled stochastic partial differential equations
In this section, we shall give some illuminating examples.
First of all, we present an example of controlled stochastic wave equations which fulfill (AS1)-(AS4).
Let n ∈ N and O ⊂ R n be a bounded domain with a C ∞ boundary ∂O. Here (y 0 , y 1 ) ∈ H 1 0 (O) ∩ L 2 (O), and
Our optimal control problem is as follows:
Problem (wSLQ). Problem (wSLQ) is a concrete example of Problem (SLQ) with the following setting:
• The operator A is defined as follows:
• A 1 = 0, Bu = (0, a 1 u) ⊤ , Cy = (0, cy) ⊤ and Du = (0, a 2 u) ⊤ ;
• The operators Q, R and G are given by Since q ≥ 0, r ≥ 1 and g ≥ 0, it is easy to check that (AS1) holds. Define an operator A as follows:
Denote by {λ j } ∞ j=1 the eigenvalues of A and {ê j } ∞ j=1 the corresponding eigenvectors with |ê j | L 2 (O) = 1 for j ∈ N. Clearly, ± i λ j Let α ∈ C 2n (O). For any f ∈ V ′ , one has
(Ω; L(V ′ )) and Q ∈ L ∞ F (0, T ; L(V ′ )). Thus, (AS3) holds.
Let U = D( A n ). Clearly, U is dense in L 2 (O). From the definition of B, D and R, we find that R ∈ L ∞ F (0, T ; L( U )) and B, D ∈ L 2 F (0, T ; L( U ; V ′ )). Therefore, (AS4) holds. One can also consider SLQs for other controlled stochastic partial differential equations, such as stochastic KdV equations, stochastic beam equations, etc. We omit it here.
Next, we give an example which fulfills (AS5)-(AS9). Clearly, A, A 1 , B, C, Q, G and R are all infinite dimensional diagonal matrices and D is invertible. Hence (AS5) and (AS6) hold. From (7.5), we find that (AS7) is satisfied. From (7.4), it is clear that B = −C. Hence, RB + C * R = raI − arI = 0. By (7.5) and noting that r is independent of the spatial variable, we find that for any j ∈ N, Therefore, (AS8) holds. From (7.5), we see that (AS9) is satisfied.
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