We show that a shortest vector of a 2-dimensional integral lattice with respect to the ∞ -norm can be computed with a constant number of extended-gcd computations, one common-convergent computation and a constant number of arithmetic operations. It follows that in two dimensions, a fast basis-reduction algorithm can be solely based on Schönhage's classical algorithm on the fast computation of continued fractions and the reduction algorithm of Gauß.
Introduction
Lattice basis-reduction is an important technique in computer science. Well known applications are integer programming in fixed dimension [10] , factorization of rational polynomials [9] or the development of strongly polynomial algorithms in combinatorial optimization [3] , among others.
Gauß [4] invented an algorithm that finds a "short" or reduced basis of a 2-dimensional integral lattice. Such a basis consists of two integral vectors b 1 ¡ b 2 ¢ Z 2 that generate the lattice, with the additional property that the enclosed angle between b 1 and b 2 is in the range 90£ ¥ ¤ 30£ . A shortest vector of a reduced basis is then a shortest vector of the lattice. The algorithm mimics the euclidean algorithm by subtracting integral multiples of the shorter vector from the larger vector thereby reducing its length. This normalization step is analogous to the division with remainder in the euclidean algorithm for integers.
The integer k in the repeat-loop of algorithm GAUSS is the nearest integer to the number
A shortest vector of Λ w.r.t. 
The euclidean algorithm
The extended euclidean algorithm takes as input a pair of integers
0, denote the matrix M after the k 1-st iteration of the while-loop in EXGCD. The running time of the extended euclidean algorithm is quadratic (see, e.g., [2] ).
Continued fractions
Continued fractions are a classic in mathematics, see, e.g., the books [11, 6] . A very nice and short treatment can also be found in [5, 
0 if k is even and decreasing for x 0 if k is odd. Consider the two sequences g k and h k that are inductively defined as
The continued-fraction expansion of a number α 
A fraction is a representation x¨y 
The Hermite normal form
Before we establish the connection between best approximations and shortest vectors of planar lattices we perform some preprocessing on the lattice basis A 
Best approximations and shortest vectors
Here we establish the connection between shortest vectors and best approximations. In this section, we identify two candidate convergents of b¨a to form a shortest vector and we apply the result of Schönhage [13] on the fast computation of continued fractions to find them. Throughout this section, we consider only shortest vectors w.r.t. the £ ∞ -norm. Consider the set of vectors
where β k In the next proposition we show that the common convergent of the interval
N¤ is decreasing and since a 2 is maximal with b¨a These observations show that the classical result of Schönhage [13] on the fast computation of continued fractions can be used to compute a shortest vector of a lattice. 
