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Present work was aimed to design Mamdani- Fuzzy Inference System (FIS), Sugeno -FIS and Sugeno-Adaptive Neuro-
Fuzzy Inference System (ANFIS) model for the prediction of CPUE of fish. The system was implemented using MATLAB 
fuzzy toolbox. A prediction of CPUE was made using the models trained.  The accuracy of fuzzy inference system models 
was compared using mean square error (MSE) and average error percentage. Comparative study of all the three systems 
provided that the results of Sugeno-ANFIS model (MSE =0.05 & Average error percentage=11.02%) are better than the two 
other Fuzzy Inference Systems. This ANFIS   was tested with independent 28 dataset points. The results obtained were 
closer to training data (MSE=0.08 and Average error percentage=13.45%).  
[Keyword - Artificial Neural Networks (ANNs), Fuzzy Inference System (FIS), Adaptive Neuro-Fuzzy Inference System 
(ANFIS), Catch per Unit Effort (CPUE)]. 
Introduction 
Catch per unit effort (CPUE) is used widely in 
fisheries management and marine conservation efforts 
as a direct proxy of abundance1, 2. CPUE values were 
estimated as the total catch of fish per hour (in kg per 
fishing effort or hour). A fish catch forecast or 
prediction is based on the number of environmental 
factors. The environmental factors-Chlorophyll-a and 
diffuse attenuation coefficients (Kd_490) were taken 
as input variables for fish catch prediction (in terms of 
CPUE). Chlorophyll-a (Chl-a) is the primary 
phytoplankton pigment for photosynthesis of marine 
algae in the ocean which is the main food for fish that 
determine the fish assemblage area or potential fish 
zone. So, Chl-a was incorporated in prediction 
models, was expressed in mg/m3. Besides Chl-a, 
Kd_490 may be used to describe the optical properties 
of ocean water. It increases with biomass and 
decreases with non-algal turbidity3. Kd_490 gives a 
clear idea of transparency of the water column and 
assumes importance, as predator fish species (viz., 
tuna, sharks, jacks, etc.) depend on sighting the prey 
for efficient foraging. It is expressed in m-1. The 
retrieval of these factors for forecasting involves 
fuzziness in both spatial and temporal resolution as 
many times we could not get the value at a particular 
space and time. We would rely on other low or high 
spatial resolution and also on different temporal 
resolution-composite value retrieved from weekly or 
fortnightly or monthly data. Fuzziness is involved 
during the different stage of image processing of said 
factors. Therefore, the fuzzy had been incorporated in 
various aspects and ambiguities in these factors for 
better prediction of catch4. The said environmental 
data, being inherently fuzzy in nature, had a very high 
non-linear relationship with fish catch, requires highly 
complex processing. The Artificial Neural Networks 
(ANN) method is very robust in dealing with non-
linear relationships5 and has been preferred by many 
authors over linear statistical models. To integrate the 
best features of fuzzy systems and neural networks, 
Adaptive Neuro-Fuzzy Inference System model 
(ANFIS) was also applied to the obtained data set. 
The ANFIS is ideal for uncertain, ambiguous and 
complex estimation and forecasting6. The fuzzy 
inference system had been used in ranking and 
classification of fishing area7. ANFIS had been used 
in carrying capacity assessment for cage fish farm in 
Daya Bay, China8. The work done in Agrawal et al., 
(2013)9, Ghatage et al., (2012)10 and Esmaeili et al., 
(2012)11 is purely based on ANFIS technique. 
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of a pure fuzzy logic system where the fuzzy rule base 
consists of a collection of fuzzy IF-THEN rules24. The 
fuzzy inference engine used these fuzzy IF-THEN 
rules to determine a mapping from fuzzy sets in the 
input universe of discourse to fuzzy sets in the output 
universe of discourse based on fuzzy logic 
principles24. In order to build the models, we defined 
the fuzzy sets consist of two parameters: Chlorophyll-
a and Diffuse attenuation coefficient (Kd_490) as the 
input variables and log(CPUE) as an output variable. 
Each variable had three linguistic terms.  
a) Mamdani’s Method: Mamdani’s Fuzzy 
Inference Method is the first rule-based model and 
most commonly seen fuzzy methodology developed 
by Mamdani, E.H and Assilian S. (1975)25. Mamdani 
model combines inference results of rules using 
superimposition and not the addition. Hence it is a 
non-additive rule model. The Mamdani model use 
rules whose consequent part is Fuzzy Set: 
 
Ri :If x1 is Ai1 and x2 is Ai2 and … and xp is Aip is 
Then y is Ci, i=1,2,…,M      … (2) 
 
Where ‘M’ is the number of fuzzy rules, xj∈Uj (j=1, 
2,…p) are the input variables, y∈Y is the output 
variable, and Aij and Ci are fuzzy sets characterized by 
membership functions μAij((xj)  and μCi(y) 
respectively. The steps in the system are Fuzzify 
inputs, Apply fuzzy operator, Apply implication 
method, Aggregate all outputs, Defuzzification 
http://www.mathworks.in/products/fuzzy-logic) 30.  
Sugeno, or Takagi-Sugeno-Kang (T-S), a method 
of fuzzy inference was introduced in 1985; it is 
similar to the Mamdani method in many respects. The 
first two parts of the fuzzy inference process, 
fuzzifying the inputs and applying the fuzzy operator, 
are the same. The main difference between Mamdani 
and Sugeno is that the Sugeno output membership 
functions are either linear or constant.  
A typical rule in a Sugeno fuzzy model has the 
linear form. 
If Input 1 = x and Input 2 = y, then  
Output is  z = ax + by + c    … (3) 
For a zero-order Sugeno model, the output level z 
is a constant (a=b =0). 
The steps of implementing Sugeno fuzzy systems 
are similar to Mamdani systems except the output is 
linear. The linear relationship that exists between two 
independent variables and one depended variable can 
be termed as 
 
Y= a1X1 + a2X2+ constant … (4) 
 
Y is log(CPUE) value, and X1 and X2 are 
Chlorophyll-a and Diffuse attenuation coefficient 
(Kd_490). The said two parameters and the output are 
subjected to multiple regression analysis with the least 
square fit and hence determined the coefficient for 
low, medium and high log(CPUE) linguistic labels 
which were shown in Table 1.   
The values of a1, a2 are given as Params of respective 
membership functions in Matlab in the form of [a1 a2 
constant](http://www.mathworks.in/products/fuzz
y-logic)30. The Sugeno- ANFIS technique was 
originally presented by Jang in 1993 (Jang et al., 
1993)26. ANFIS is an adaptive network. An adaptive 
network is composed of nodes and directional links 
associated with the network. It is called adaptive 
because some, or all, of the nodes, have parameters 
which affect the output of the node. These networks 
are capable of learning a relationship between inputs 
and outputs. ANFIS combines the benefits of the two 
machine learning techniques (Fuzzy Logic and Neural 
Network) into a single technique26. An ANFIS works 
by applying Neural Network learning methods to tune 
the parameters of a Fuzzy Inference System (FIS)9.  
The steps required to implement ANFIS to 
modeling are: define input and output values; define 
fuzzy sets for input values; define fuzzy rules; and 
create and train the Neural Network. To implement 
and test the proposed architecture, MATLAB Fuzzy 
Logic Toolbox (FLT) from MathWorks was selected 
as the development tool. The ANFIS editor GUI menu 
bar can be used to load a FIS training initialization, 
save the trained FIS, and open a new Sugeno system 
to interpret the trained FIS model. 
Using a given input/output data set, the toolbox 
function anfis constructs a fuzzy inference system 
(FIS) whose membership function parameters are 
tuned (adjusted) using either a backpropagation 
algorithm alone or in combination with a least squares 
type of method. This adjustment allows fuzzy systems 
to learn from the data they are modeling. 
Table 1 — The value of a1, a2 and constant for low, medium and 
high log(CPUE) linguistic labels of the triangular membership
function 
log(CPUE) linguistic labels a1 a2 Constant 
Low log(CPUE) -0.379 0.431 0.244 
Medium log(CPUE) 0.422 -0.561 0.524 
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