Design and development of mobile channel simulators using digital signal processing techniques by Khawar Siddique Khokhar,
Durham E-Theses
Design and development of mobile channel
simulators using digital signal processing techniques
Khawar Siddique Khokhar,
How to cite:
Khawar Siddique Khokhar, (2006) Design and development of mobile channel simulators using digital
signal processing techniques, Durham theses, Durham University. Available at Durham E-Theses Online:
http://etheses.dur.ac.uk/2948/
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-profit purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in Durham E-Theses
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full Durham E-Theses policy for further details.
Academic Support Office, Durham University, University Office, Old Elvet, Durham DH1 3HP
e-mail: e-theses.admin@dur.ac.uk Tel: +44 0191 334 6107
http://etheses.dur.ac.uk
ABSTRACT 
Design and Development of Mobile Channel Simulators 
using Digital Signal Processing Techniques 
Khawar Siddique Khokhar 
A mobile channel simulator can be constructed either in the time domain using a tapped 
delay line filter or in the frequency domain using the time variant transfer function of 
the channel. Transfer function modelling has many advantages over impulse response 
modelling. Although the transfer function channel model has been envisaged by several 
researchers as an alternative to the commonly employed tapped delay line model, so far 
it has not been implemented. In this work, channel simulators for single carrier and 
multicarrier OFDM system based on time variant transfer function of the channel have 
been designed and implemented using DSP techniques in SIMULINK 
For a single carrier system, the simulator was based on Bello's transfer function 
channel model. Bello speculated that about 1 OB'tmax frequency domain branches might 
result in a very good approximation of the channel (where B is the signal bandwidth and 
'tmax is the maximum excess delay of the multi-path channel). The simulation results 
showed that lOB/Be branches gave close agreement with the tapped delay line model 
(where Be is the coherence bandwidth). This number is 1t times higher than the 
previously speculated 1 OB'tmax . 
For multicarrier OFDM system, the simulator was based on the physical (PHY) 
layer standard for IEEE 802.16-2004 Wireless Metropolitan Area Network 
(WirelessMAN) and employed measured channel transfer functions at the 2.5 GHz and 
3.5 GHz bands in the simulations. The channel was implemented in the frequency 
domain by carrying out point wise multiplication of the spectrum of OFDM time 
domain signal with the transfer function of the channel by employing FFT convolution. 
The simulator was employed to study BER performance of rate 112 and rate 3/4 coded 
systems .with . .QPSK and 16-QAM.c;op.stellations,under.a variety. ofJU~~ured channel ... 
transfer functions. The performance over the frequency selective channel mainly 
depended upon the frequency domain fading and the channel coding rate. 
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CHAPTER I 
INTRODUCTION 
Ever since the launch of mobile radio links by M.G. Marconi in the late 1800s between 
a tugboat and a stationary base station, mobile systems kept on improving due to the 
technological advancements. Early mobile radio systems were made of vacuum tubes 
and were very bulky and heavy. Invention of the transistor revolutionized the 
electronics technology and consequently the size of mobile radio equipment was 
reduced due to less occupancy of space and low power consumption. The commercial 
availability of integrated circuits by the middle of the 1970s not only further reduced the 
equipment size but also increased the reliability and manoeuvrability. The process of 
large scale integration (LSI) and very large scale integration (VLSI) made it possible to 
produce light weight and hand held mobile terminals at low cost [1]. 
The cellular communication concept was developed at AT&T Bell Laboratory. 
This idea divides the required geographical area into small regions called cells. This 
increases the capacity of a wireless communication network by reusing some of the 
channels (frequencies) over and over again in different cells. Moreover, this concept 
also allows subscribers to move swiftly from one location to another without 
experiencing any interruption and performance degradation, and to become mobile 
subscribers [2]. 
The earlier systems were analog in nature and were referred to as first generation 
(lG) cellular systems. One such system was first implemented in Japan in 1979. It was 
developed by NTT and operated at 400/800 MHz. In 1983, Advance Mobile Phone 
System (AMPS) was deployed in the USA. It operated in the 800 MHz band and 
divided the spectrum in two, using one band for transmission and the other for reception 
to realize a duplex mode of operation. Each band spanned 30 kHz and was meant for a 
single voice channel. It used frequency modulation (FM) for voice transmission. The 
first generation system implemented in Europe was called Total Access Communication 
System (TACS). It operated in the 900 MHz band and also used frequency modulation 
(FM) to convey voice. 
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The second generation systems (2G) surfaced in the early 1990's. First such 
system was deployed in Europe in 1990 and termed as Global System for Mobile 
(GSM). It is the most widely employed system in the world and considered as the 
world's first cellular system to incorporate digital modulation and network level 
architectures and services. It was initially conceived to be operated in the 900 MHz 
band, but now has been adapted for the 1800 MHz band, known as Digital 
Communication System 1800 (DCS 1800) . In GSM, a radio channel of 200 kHz 
bandwidth is time shared by eight users with Gaussian-filtered minimum shift keying 
(GMSK). This scheme permits the use of low-cost nonlinear amplifiers in handsets to 
reduce its weight and cost. In US, the cellular system is called Interim Standard (IS-54) 
United States Digital Cellular (USDC) system. It maintains backward compatibility 
with AMPS by keeping the duplex provision. It separates the bidirectional transmission 
over frequency bands separated by 45 MHz. It employs 1t I 4 differential quadrature 
phase shift keying ( 1t I 4 -QPSK) as a modulation scheme and TDMA to access the 
channel. Frequency division duplex (FDD) is used in the same format as in AMPS. 
Other second generation systems include European Radio Message System (ERMES), 
North American Digital Cellular (NADC) [1-4]. 
The third generation (3G) systems were designed to cope with the high rate 
demands for services such as, high speed data, video and e-mail. 3G was first proposed 
by the European Telecommunication Standards Institute (ETSI) and called Universal 
Mobile Telecommunication System (UMTS). Two bands centered at 1945 MHz and 
2135 MHz with 60 MHz bandwidth have been allocated for UMTS FDD as the uplink 
and downlink bands, respectively. The UMTS systems employ RAKE receivers at the 
base station to combat multipath fading. W-CDMA from the Association of Radio 
Industry and Business (ARIB), Japan and cdma-2000 from Telecommunication Industry 
Association (TIA), US were proposed to the International Telecommunication Union 
(ITU) for third generation systems. The third generation systems are also called 
International Mobile Telecommunications-200 (IMT-2000) in the ITU [5-6]. 3G 
systems have already been deployed in some counties [7]. 
Research on 4G has begun [8]. Various forums and organizations for wireless 
research, such as Wireless World Research Forum (WWRF) and ITU have already 
started discussions on 4G systems [9-10]. They are likely to be deployed around 2010 
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[7]. The ITU assembly has already approved question ITU-R 229/8 on the future 
development of IMT -2000 and systems beyond IMT -2000. These systems will support 
data rates up to approximately 100 Mb/s for high mobility and up to approximately 1 
Gb/s for low mobility [7]. 
Multicarrier CDMA (MC-CDMA) and frequency hopping OFDMA (FH-
OFDMA) are two of the most promising technologies for 4G systems [11]. In MC-
CDMA, user data are spread by different orthogonal or near orthogonal codes over the 
frequency domain, and more than one user occupy the same set of frequencies at the 
same time. The spreading helps improve immunity against intercell interference and 
obtain a frequency diversity effect. However, while the orthogonality of the code for 
different users can be preserved in the downlink, the orthogonality breaks up completely 
in the uplink because different user signals undergo different multi-path fading. In FH-
OFDMA, users within the same cell are allocated a disjoint set of subcarriers. The 
hopping patterns for different users are mutually designed in such a way that they are 
mutually orthogonal within the same cell, and interference level from other cells is 
maintained below some level. Therefore, an FH-OFDMA systems does not suffer from 
intercell interference under ideal frequency and timing synchronization conditions. 
Moreover, frequency hopping offers frequency diversity and intercell interference 
averaging effects. The intercell interference can be reduced even further when 
information about the status of adjacent cells is combined with frequency hopping. 
Most of the researchers are of the view that Orthogonal Frequency Division 
Multiplexing (OFDM) is more likely to be adopted in 4G systems due to its superior 
performance in multipath propagation environment and lower complexity of equalizers 
for high delay spread channels [12-13]. 
The Mobile Communications channel is characterized by multi-path propagation. 
This phenomena results in constant variations in the received signal envelope on 
account of the movement of the mobile. In digital communications, the arrival of 
various copies of the transmitted signal one after another results in broadening of the 
transmitted pulse. Such broadening of the pulse causes intersymbol interference. In the 
frequency domain, the spreading of the received signal is viewed as frequency selective 
fading. Such characteristics of channel degrade the system performance. Therefore, the 
process involved in the design and development of mobile communication system 
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requires that it is tested time and again in the field to quantify its performance. Field 
testing is expensive and time consuming. Simulators can perform the testing of mobile 
systems in a laboratory. It creates multi-path fading environment and exactly replicates 
the time varying characteristics of the mobile communication channel. It is considered 
as the channel in a box. 
This work pertains to the design and development of channel simulators for single 
carrier and multicarrier OFDM systems based on the time variant transfer function of 
the channel. For a single carrier system, DQPSK modulation scheme of the U.S. Digital 
Cellular Standard IS-54 with two-ray power delay profile was used to simulate the 
channel in the frequency domain. For multicarrier OFDM system, the simulator was 
based on the physical (PHY) layer standards for IEEE 802.16-2004 Wireless 
Metropolitan Area Network (WirelessMAN) and employed measured channel transfer 
functions in the 2.5 GHz and 3.5 GHz bands. 
The transfer function modelling has several advantages over impulse response 
modelling. These include: non independence of fading statistics over the bandwidth, 
fulfillment of central limit theorem for all frequencies and instants with respect to all 
domains, and consistent extension from narrowband to wideband. However, its main 
advantage arises for ultra wideband systems, where the number of taps in the time 
domain becomes very large as the bandwidth permits the resolution of more 
components, therefore limiting the applicability of the central limit theorem[ 14-16]. 
1.1 BRIEF DESCRIPTION OF CHAPTER CONTENTS 
Chapter 2 presents a theoretical background of the mobile radio propagation channel. 
Multipath fading and various statistical models applicable to fading characteristics are 
described in detail. Clark's, Aulin's and Parson's Doppler power spectrum are also 
described. Channel parameters such as RMS delay spread, profile width, delay window, 
and frequency correlation function are introduced. Their impact on system performance 
are highlighted. Randomly time variant behaviour of the mobile channel is defined in 
the time domain and in the frequency domain using Bello's four system functions and 
their inter-relationships are presented. Classification of the channel as narrowband, 
wideband, slow fading and fast fading is given. 
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Chapter 3 describes the architecture of some of the popular channel simulators 
built over the last three decades and their operating principles are explained in detail. 
Chapter 4 pertains to the transfer function channel modeling and simulation. The 
main aim of this chapter is to present the advantages of the time variant transfer 
function modeling over impulse response modeling and to demonstrate that a wide band 
mobile channel simulator can equivalently be constructed in the frequency domain 
using the time variant transfer function T(f,t) of the channel. This chapter also proposes 
a suitable implementation for the transfer function model using Digital Signal 
Processing (DSP) techniques in SIMULINK and verifies the bit error rate (BER) results 
with the published results from the commonly used tapped delay line model employing 
a two-ray power delay profile and differential quadrature phase shift keying (DQPSK) 
modulation. In this chapter, the design of the simulator is optimized to permit future 
implementation in DSP for real time ultra wideband systems 
Chapter 5 describes the SIMULINK implementation of frequency domain channel 
simulator for OFDM based physical (PHY) layer of IEEE 802.16-2004 WirelessMAN. 
The simulator employs measured channel transfer functions at 2.5 GHz and 3.5 GHz to 
implement the channel in the frequency domain by FFT convolution. This chapter not 
only presents the system design in DSP but also focuses on each and every aspect of the 
standard. Various parameters associated with each SIMULINK block are thoroughly 
explained. This chapter also presents a brief introduction of OFDM technology and its 
advantages over single carrier systems and highlights the role of cyclic prefix in 
eliminating inter symbol and intercarrier interference in highly dispersive multipath 
channels. 
Chapter 6 presents the BER performance results using a variety of measured 
channel transfer functions for the 2.5 GHz and 3.5 GHz bands. These transfer functions 
differ from one another in terms of the frequency selective fading. The design of the 
simulator is validated first by studying its BER performance over an additive white 
Gaussian noise (AWGN) channel and comparing the BER simulation results with the 
theoretical results and other published results. In the first phase of the simulations, the 
BER results for rate 112 coded OFDM system using QPSK and 16-QAM constellation 
mapping are obtained for three sets of measured transfer functions for both bands. In the 
second phase of the simulations, profiles from the 2.5 GHz band are employed to study 
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the BER performance of rate 3/4 coded OFDM system. The effects of frequency 
selective fading on rate 112 and 3/4 channel coding schemes, specified in the IEEE 
802.16-2004 standards, are studied in the third phase of simulations using highly 
frequency selective transfer functions. 
In chapter 7, conclusions are made and directions for future works are given. 
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CHAPTER2 
INTRODUCTION TO MOBILE COMMUNICATION CHANNEL 
2.1 INTRODUCTION 
A communication link in which the transmitter and/or the receiver has the ability to 
move is termed as a mobile channel. The mobile radio channel is characterised by the 
multi-path phenomena which results in variations in the received signal strength as a 
function of time and frequency. Deep fades reduce the instantaneous signal to noise 
ratio of the channel and cause bursts of errors. These bursts are usually reduced using 
various channel coding and diversity schemes which take into account the channel 
behaviour. As the system operates in different kinds of environments, different amounts 
of delay spread is experienced which impact on the achievable data rate. The delay 
spread results in intersymbol interference (lSI) and causes irreducible bit error rate 
(BER). Equalizers are usually employed by the receivers to remove lSI and regenerate 
symbols correctly. In order to effectively mitigate the effects of delay spread, the 
impulse response of the mobile radio channel must be determined by channel sounding. 
As the mobile channel may change rapidly both in time and space, the impulse response 
must be frequently measured. These channel characteristics are employed to design 
equalizers. Moreover, in order for communication systems to absorb the time varying 
nature of the channel and to deliver acceptable performance, it has to be designed 
keeping in view the operating channel conditions. 
Simulators are employed to replicate the adverse effects of multi-path propagation 
to assess and quantify system performance. The simulators are designed on the basis of 
channel characteristics in various operating environments such as, outdoor, indoor, 
urban, suburban, rural and mountainous. Channel sounding techniques are used to 
measure the channel characteristics for the purpose of developing various channel 
models for these operating conditions. Therefore, it is imperative to thoroughly 
investigate and characterize the channel so that its effects on the performance could be 
mitigated effectively. Section 2.3 of this chapter presents the concept of multi-path 
fading and various statistical models applicable to the fading characteristics. Section 2.4 
deals with the Doppler power spectrum of the fading signal. In section 2. 7, channel 
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system functions and their inter-relationships are explained. Section 2.8 is devoted to 
channel modelling. Classification of the channel is dealt with in section 2.9. 
2.2 MULTI-PATH PROPAGATION 
In mobile communications usually there exists no line of sight propagation. The signal 
undergoes the phenomena of reflection, refraction, diffraction and scattering from the 
buildings, structures, and obstructions in the path [ 1-4]. As a result of these phenomena, 
the signal reaches the receiving antenna through various paths with different time 
delays, phases and amplitudes. These components interact with each other vectorially. 
They reinforce the effects of each other if they are in-phase and cancel each other if they 
are out of phase. Such propagation is called multi-path propagation [5-8] and is shown 
in Figure 2.1. 
Figure 2.1 Signal strength variations due to mobile motion. 
2.2.1 Fading 
As a result of constructive and destructive combination of the multi-path signals, the 
amplitude of the received signal changes with the movement of the mobile. This 
phenomenon is called fading. Since at different points in space the phase relationship 
among the various component waves is different, their vector sum is different. 
Therefore, the signal strength varies spatially. If a mobile is stationary, then it receives a 
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signal that has a certain level of strength associated with this particular spatial point. But 
when a mobile moves through this spatially varying field strength, the spatial 
phenomena becomes temporal and the signal strength received by the mobile varies 
constantly. Also, variations in signal strength are observed due to movement of other 
vehicles i.e., temporal fading is not only due to the movement of the user but also the 
environment. 
The signal variations experienced by the mobile due to multi-path are 
demonstrated in Figure 2.2. The fading has been simulated using SIMULINK. The 
amplitude changes significantly even if there is change in location by a short distance. 
There are two kinds of fading: fast fading or short term and slow fading or long-term 
fading [9]. 
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Figure 2.2 A typical simulated Rayleigh fading envelope at 60 Hz Doppler using SIMULINK. 
2.2.1.1 Short-Term and Long-Term Fading 
The rapid fluctuations in the received signal due to the movement of the mobile over a 
small area are termed as fast or short-term fading. This fading is caused by the local 
multi-path environment where small movement of a mobile causes a substantial change 
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in the phase relationship of the incoming signal. However, within this small area, the 
mean value of the signal remains the same. The variations in the mean signal level 
observed over a large area is referred to as long-term fading. The phenomena of short-
term and long-term fadings are depicted in Figure 2.3. 
. 
• 
• .
• 
• 
/"Small scale fading 
Large scale fading 
Figure 2.3 Short-term and long-term fading. 
2.3 STATISTICAL PROPERTIES OF RECEIVED SIGNAL ENVELOPE 
As the envelope of the received signal is a vector sum of a large number of random 
phase waves, it is also a random quantity. Hence statistical theory has to be applied to 
study its properties. It has been observed that the received signal envelope obeys various 
distributions depending upon the existence of a direct line-of-sight component, the area 
surrounding the mobile and closeness of scattering objects. Different models exist to 
study the statistical behavior and to calculate the probability density function (PDF) of 
the received signal envelope for short term fading. These models vary from each other 
depending on the assumption made for calculating the PDF. The widely employed 
statistical distributions are the Rayleigh, the Rician, the Nakagami, the Weibull, the 
Log-Normal and the Suzuki [6, 10-14]. 
2.3.1 Rayleigh Model 
It is the most commonly employed model to study the statistical behavior of multi-path 
short-term fading. It is based on the assumption that the received multi-path signal has 
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no direct line of sight component and each scattered component has the same 
magnitude. It further assumes that the received signal consists of a large (theoretically 
infinite) number of independently reflected and scattered components each with a 
random phase with uniform distribution in the range (0-21t) [ 15-17]. If the received 
signal is expressed in terms of the in-phase and quadrature components, then each 
component is the resultant of a large number of waves and by virtue of the central limit 
theorem, becomes a Gaussian random variable and the resultant envelope of the in-
phase and quadrature components will be Rayleigh distributed. 
At any instant of time, the pdf of the phase 8 ( t) , denoted by P9 (8) and the pdf of 
the envelope rr(t), denoted by Prr(r) are given by the following relationships. 
1 P9 (9) =- 0~9~2n 2n 
r ( -r
2 J Prf(r) =-2 exp - 2 a 2a O~r 
(2.1) 
(2.2) 
where r = magnitude of envelope, a 2 is variance which represents the total received 
power P, and a is the standard deviation and is equal to .J4-7t/2( P). 
The Rayleigh distribution is also unique in terms of its ratio of mean to standard 
deviation. This ratio is 1.91. While the envelope is Rayleigh distributed, the power P 
follows an exponential distribution and is given by the following relationship. 
1 ( -P) fP = --2 exp --2 2cr 2cr (2.3) 
where 2cr2 = average power = P 
The probability that the random variable has a value rr(t) ~ R is called Cumulative 
Distribution Function (CDF) and is given by the following relationship. 
- . . -~··_.R .. ·--·'-'· ,. 
CDF=Prr[rf~R] = JPrr(r)dr (2.4) 
0 
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2.3.2 Rician Model 
If the received signal is a combination of a number of indirect paths and a direct line-of-
sight path then the received signal envelope will follow the Rician distribution [18-19]. 
Consequently, the mean of two random variables, representing the I and Q components, 
does not remain zero. But when the dominant path becomes weaker, the distribution 
approaches to Rayleigh. The power of the direct component will have to be greater than 
the total multipath power before it can affects the Rayleigh distribution. It is worth 
mentioning that the Rice distribution also applies whenever one path is much stronger 
than the other multi-path. The PDF is given by the following relationship [15, 20]. 
(2.5) 
A is the amplitude of the dominant signal and I0 (•) is the modified zero-order Bessel 
function of first kind and cr2 is the variance of either the real or imaginary component 
of the multi-path part alone. The distribution becomes Rayleigh when A 2 = 0. 
The CDF is given as 
Prob(r ~ R)=-+-erf -- - 1---+ e 2 1 1 (R-A) 1 [ R-A 1+(R-A)
2
] _(R-A)
2 
2 2 .fi ~8nA 4A 8A2 (2.6) 
and the error function is defined by 
2 y 2 
erf ( y) = - Je-t dt 
1to 
(2.7) 
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The Rice PDF can be expressed in terms of another parameter, K, called Rice factor 
and is defined as 
K = Power in constant part 
Power in random part 
K factor is usually expressed in dB. It has a great impact on the bit error rate 
performance of a communication system. As the K factor increases, the probability of 
encountering a deep fade reduces, and consequently the mean error rate decreases. The 
Rice channel is considered more friendly as compared to Rayleigh, which is regarded as 
the worst case mobile channel. 
2.3.3 N akagami Model 
Unlike Rayleigh and Rician where it is assumed that the amplitude of scattered 
components is the same, the Nakagami model incorporates the provision of different 
amplitudes of scattered waves. It also incorporates the possibility of partial correlation 
that exists between scattering elements. It usually models the channel conditions that are 
either more or less severe than the Rayleigh distribution [13, 21-22]. The probability 
density function is given by 
where m = ( ~ ) 2 
( r- r 2 ) 
1 
>- r(m) is Gamma function and n = r2 
- 2' 
(2.8) 
It contains two parameters m and Q , due to which it provides more accurate fitting for 
observed data statistics. This model is a general model. The Rayleigh and Rician 
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distributions can be derived out of the above relationship by assigning appropriate 
values tom. lfm=1, the Rayleigh distribution is obtained with exponentially distributed 
instantaneous power. The Ric ian distribution is derived by assigning m ~ 1. However, 
for the Nakagami distribution, the value of m is restricted to m ~ 112. The parameter m is 
known as the shape factor of Nakagami or gamma distribution. The instantaneous 
power of the Nakagami distributed envelope will have gamma distribution. 
It is worth mentioning that in contrast to other distributions, the Nakagami results 
in an approximate solution only. The PDF of the envelope in dB is expressed in the 
following relationship. 
(2.9) 
where y = 20log r, M = 20/ln10 and r = exp (y/M) 
2.3.4 Log-Normal Model 
This distribution is applicable where the propagation environment has high rising 
structures like tall buildings and trees. The signal does not adopt different propagation 
paths immediately after it is transmitted from the antenna. Rather, it undergoes through 
multiple reflections or scattering through tall structures prior to adopting multiple paths 
to the receiver. Therefore, the signal reaching the receiver will not be the result of single 
scattering effect but will be the result of multiple scattering [23-26]. Multiple scattering 
introduces further fluctuation in the received signal. The probability density function 
and cumulative distribution functions are given by [27] 
1 - ( log!O ( r)- f.l r 
P(r) = cexp 2 
cr rv1t 2cr 
, r>O (2.1 0) 
(2.11) 
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where cr and f.! are the standard deviation and mean of log10 (r), and are expressed in 
decibel values. Suzuki [23] has shown that this distribution gives very good fit with data 
acquired in urban radio channels. 
2.3.5 Suzuki Model 
This model incorporates short-term fading and long-term fading in a single distribution. 
In this model, the short-term fading is modelled as Rayleigh and long term as Log-
Normal. In fact it is a combination of Rayleigh and Log-Normal distribution. Suzuki 
gives the PDF of the envelope in dB as per the following relationship [23]. 
[ (- )2] 1t 1 +«> 2 - rdB - m 1t 2 - -P(rdB) = ~- J exp -(rdB -rdB}- exp[--exp(-(rdB -rdB}l]drdB V8 McrdB -«> M 2crdB 4 M ) (2.12) 
where, m is the mean of Rayleigh distribution in dB, cr dB is the deviation of this mean 
in dB and rdB is normally distributed. 
2.3.6 Weibull Model 
The Weibull Distribution is widely employed for radar sea clutter modelling. The 
probability density function in dB is expressed as [ 4] 
(2.13) 
where V is the RMS value of y in linear units, w is a measure of the signal variability 
and parameter W is defined as W=w/v. The Weibull distribution becomes Rayleigh 
when w =2. 
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2.4 DOPPLER SHIFT AND SPECTRUM OF FADING SIGNAL 
On account of the movement of mobile in a multi-path environment, there is a shift in 
the received carrier frequency. This shift is called Doppler shift and is denoted by fm. 
This shift is caused due to a continuous change in the electrical length of every 
propagation path. These variations in the path lengths result in variations in the phases 
of the received signals. This phase change introduces an offset in the instantaneous 
received frequency. 
The dynamic change in path length is a function of two parameters. One is the 
angle between the direction of arrival of the wave and the motion of the mobile unit and 
another is the velocity of the mobile unit. The waves arriving from ahead of the mobile 
yield positive Doppler shift and those reaching from the back produce negative shift. 
The change in frequency is given by the following relationship. 
8f =f = v cos a 
m ')... (2.14) 
This shows that different waves arriving from different angles produce different shifts. 
The maximum value of the positive or negative shift will be produced when the angle 
between the motion of the mobile and the wave is zero. This value is vI A . 
Consequently, the RF received signal will contain frequency components ranging from 
fc + fm to fc - fm . However, the power spectrum density of frequency components 
confined within this range depends upon the probability density function of the spatial 
angles of arrival. There are three widely mentioned models that explain the RF power 
spectrum of fading signal. These are Clark's [28], Aulin's [29] and Parsons models [30]. 
They differ from each other on the basis of the assumption made in respect of the PDF 
of the spatial angels of arrival. The geometry of incoming wave along with its spatial 
angels with respect to the frame of reference is shown in Figure 2.4. 
2.4.1 Clark's Model 
The first one is a two dimensional model and was proposed by Clark [28]. Clark's 
model has been derived assuming that the spatial angel, ~ between the wave and the x-
y plane is zero and the probability density function of alpha is uniform between 0-2n. It 
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y 
Figure 2.4 Spatial frame of reference [4] 
assumes that all waves travel horizontally and the PDF of the angle of arrival is 
uniform. It also assumes that the receive antenna is omni-directional and the waves are 
vertically polarized. The shape of the spectrum obtained from this model is shown in 
Figure 2.5. Though the spectrum is band limited to a range of frequencies between 
fc + fm to fc- fm around the carrier it has infinite values at fc ± fm 
Figure 2.5 Doppler spectrum for Clark's model. 
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2.4.2 Aulin's Model 
Aulin's model [29] is a three dimensional model. It differs from Clark's model in terms 
of the assumptions made for the PDF of the spatial angel of arrival ~n • It assumes that 
not all incoming waves travel horizontally. The waves also reach the receiver with 
spatial angle ~ with the x- axis. Instead of assuming the spatial angel of arrival ~n as 
zero, Aulin incorporated the following PDF relationship of ~n for calculating the signal 
spectra. 
(2.15) 
elsewhere 
The shape of spectra for Aulin's model is shown in Figure 2.6. The spectrum of Aulin's 
model is also confined within fc + fm to fc - fm range. 
fc -fm ·. 
\ 
\ 
fc +fm cos~m 
Figure 2.6 Doppler spectrum for Aulin's model 
Unlike Clark's model, the spectrum does not have infinite values at fc ± fm. These 
values are constant between fc + fm cos ~m to fc + fm and fc - fm cos Pm to fc - fm . The 
constant values of spectra between these limits are also unrealistic. 
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2.4.3 Parson's Model 
The last model is Parson's model [30]. The power spectra of this model is neither 
infinite at f ± f as in the case of Clark nor unrealistically flat between r + r cos p to 
c m c m m 
fc + fm and fc - fm cos Pm to fc - fm like Aulin. The shape of the spectrum is shown in 
Figure 2.7. Parson based his model on the fact that the majority of the waves travel in a 
nearly horizontal direction and a realistic PDF for p is one that has a mean value of 0°. 
It was numerically calculated incorporating the following relationship for the PDF of p . 
(2.16) 
elsewhere 
Figure 2.7 Doppler spectrum for Parson's model 
2.5 AVERAGE LEVEL CROSSING RATE AND FADE DURATION 
The Rayleigh and Rician fading statistics merely provide information on the overall 
percentage of time that the signal goes below a certain level. Information pertaining to 
the rapidity with which the signal level changes between different levels can not be 
obtained from these statistics. Whereas, this information is imperative in the context of 
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the bit error performance of the wireless communication link and is employed for 
designing error control codes and diversity schemes to be used in mobile 
communication systems [31]. Due to Doppler fading, the signal experiences deep fades 
occasionally as the vehicle is in motion [17, 32-35]. The presence of deep fades as well 
as their numbers change the instantaneous signal to noise ratio (SNR) and hence, the bit 
error rate (BER). Level crossing rate (lcr) and average fade duration (afd) are second 
order statistics used to quantify the deep fades experienced by the fading envelop. The 
level crossing rate is defined as the expected rate at which the fading envelope, 
normalized to local rms signal level, crosses a specified level in a positive direction. For 
Rayleigh fading, the number oflevel crossing per second is given by [6] 
(2.17) 
where fd is the maximum Doppler frequency and p = R/Rnns is the value of the 
specified level R, normalized to the local rms amplitude of the fading envelope [27] and 
N, represents the average number of level crossing per second at R. This relationship 
indicates that it is a function of Doppler. There are few crossings at both high and low 
levels, with the maximum rate occurring at p = 1 I J2 , (i.e., at a level 3 dB below the 
rms level). It can further be observed that the signal envelope occasionally encounters 
deep fades, but shallow fades are more frequent. 
Average fade duration, tav is the average period of time the signal remains below 
a certain level R. For Rayleigh fading, the average fade duration is given by 
(2.18) 
The average fade duration decreases with an increase in Doppler frequency fd. The 
level crossing rate and average fade duration, expressed by the above mathematical 
relationship, are direct consequences of the classical Doppler spectrum. Nevertheless, 
this is not the only spectrum which produces these results, as it may be shown that any 
Doppler spectrum having the same variance will share the same level crossing rate and 
37 
Introduction to Mobile Communication Channel 
average fade duration. Figure 2.8 demonstrates the concept of level crossing rate and 
average fade duration [ 11]. 
-·· Level R 
• 
t_ Fade duration 
time 
Figure 2.8 Level crossing rate and fade duration. 
2.6 MOBILE RADIO CHANNEL 
The mobile radio channel is typically characterised by the various propagation paths 
between the transmitter and the receiver. Many moving and still objects, which are part 
of the mobile channel environment, produce reflections, diffractions and scattering. This 
creates a constantly changing environment that constantly modifies the signal energy, 
amplitude and phase of the multi-path signal over time. This makes the behavior of the 
channel dynamic and time variant. Such a channel is classified as multi-path time 
variant channel. 
2.6.1 Impulse Response of the Channel 
The impulse response is used to describe completely the behavior of a channel in the 
time domain. It is the response of the channel to an impulse o(t). This impulse is 
theoretical and cannot be generated in reality. However, it is possible to generate 
extremely short duration pulses of very high amplitude to approximate to the theoretical 
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pulse <3 (t). In order to measure the impulse response of the channel, a very narrow 
pulse (delta) is transmitted. The impulses corresponding to multi-path arrive at the 
receiver at different times with different amounts of power depending upon the nature 
of reflections, scattering, refractions and diffractions. These received pulses are the 
time-delayed replicas of the original pulse. These multiple arrival times of the signals 
with different powers can be used to define the impulse response of the channel [11, 12, 
16]. The transmitted and the received impulses are shown in Figures 2.9 and 2.10 
respectively. 
o(t) 
t 
Figure 2.9 Transmitted pulse at t = 0 
h('t) 
Figure 2.10 Channel impulse response. 
As the environment is dynamic, the arrival times, magnitudes and numbers of 
received impulses vary as a function of time. Therefore, the impulse response also 
varies and becomes a function of time. In reality there exists a large number of multi-
path components and their differential times of arrival are so close that it is not possible 
to distinguish one path from another and the graph of impulse response appears 
39 
Introduction to Mobile Communication Channel 
continuous instead of discrete. The time delay axis is usually partitioned into equal 
delay segments, called delay bins. Each delay bin contains those multi-path components 
whose times of arrival are within the bin duration and can be considered unresolved. 
These multi-path components when vectorially combined can be represented by a delta 
function occurring in the centre of the bin having a weight that is Rayleigh distributed 
[12, 14]. Smaller impulses whose levels are less than the desired threshold are ignored. 
The channel impulse response is a bandpass function, but can also be expressed by its 
equivalent complex baseband notation. The time variant impulse response of a 
wideband channel is given by 
L 
h(t,-r)= LPi (t)ejcpi(t)8[ T-Ti (t)J (2.19) 
i=l 
where t is time, T is delay variable, L is the number of paths, pi ( t) is the amplitude of 
ith path signal at time t and 'ti is the delay of ith path. The measured impulse response 
of a typical multi-path channel [36] is produced below for the purpose of demonstration. 
As seen, some of the components which have more power are easily distinguishable. 
Time Delay Response 
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Figure 2.11 An example of a typical measured impulse response 
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2.6.2 Power Delay Profile (PDP) 
The impulse response of a channel provides information pertaining to the distribution of 
received power in terms of delayed components. So the impulse response indicates the 
power of received components along with the delays associated with them. This plot is 
often called power delay profile or multi-path intensity profile. It is obtained by 
averaging a large set of impulse responses. The power delay profile Pd ( 't) of the 
channel is the expected power per unit time received with a certain excess delay. It 
measures the average channel output power at delay 't in response to a channel input 
impulse at time zero. 
(2.20) 
A typical shape of the power delay profile is shown in Figure 2.12. The time dispersive 
behavior of the multi-path channel can be characterised by estimating the average delay 
(AD), the root mean square (RMS) delay spread (DS), and the profile width (WD). 
These parameters are extracted from the power delay profile (PDF) of the multi-path 
channel and are used to characterize the behavior of the channel at different frequencies 
[37-39]. The following sections provide a brief description of these parameters. 
Figure 2.12 Profile width and delay window 
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2.6.2.1 Maximum Delay Spread ( 'tm) 
The maximum delay for which Pd ( 1:) > 0 is defined as delay spread ( 'tm) of the 
channel. In fact it is the time between the first and the last received component during 
which the multi-path signal's power falls to some threshold level below that of the 
strongest component. It represents the delay spread of the channel and is a function of 
the physical environment. 
2.6.2.2 Average Delay Spread (ADS) 
The average delay spread, also called first moment of the power delay profile (PDF), is 
defined by the following equation. 
L'ti ·Ph(1 J 
AD = _,_i -----,-----,---
l:Ph ('tJ (2.21) 
i 
In the above equation, 1: i and Pd ( 1:J denote the time delay and power level of the i th 
path, respectively. 
2.6.2.3 RMS Delay Spread (DS) 
The second central moment of the delay profile is RMS delay spread. The RMS delay 
spread characterizes the time dispersive nature of a channel and is given by 
L( 'ti-AD)2 xph ( 'ti) 
DS= i (2.22) 
The RMS delay spread impacts the bit error rate (BER) performance of systems. The 
irreducible BER was shown to depend upon the RMS delay spread rather than the shape 
42 
Introduction to Mobile Communication Channel 
of the delay profile [40]. In [41], the effect of RMS delay spread on the BER 
performance of the system was studied and the influence of the PDF shape on the BER 
performance was investigated in [42]. 
2.6.2.4 Profile Width (PW) 
Another parameter related to the PDF is the profile width ( WD0 ). It is defined as the 
delay interval between the points where PDP crosses the level G-dB below the peak for 
the first and the last time. 
(2.23) 
The delay window Wq is the duration of the middle portion of the profile that contains 
q% ofthe total energy [43]. 
(2.24) 
where the boundaries of -r 2 - 't 4 are defined as 
r4 ts fPh ( -r)d't =q fPh ( -r)d't=qxPtot (2.25) 
2. 7 CHANNEL SYSTEM FUNCTIONS 
The channel is considered as an element that transforms the input into the output. It is, 
therefore, analogous to a linear filter. The mobile radio channel can be described in 
terms of a two-port filter with randomly time varying transmission characteristics. The 
input and the output of a channel can be described either in time or frequency. As 
shown in Figure 2.13, the relationship between the input and the output can be 
explained in a number of ways using different time- frequency input-output 
relationships. This leads to the four system functions [45], known as Bello's functions. 
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1. Input delay-spread function h(t;t). 
2. Output Doppler-spread function H(f, v). 
3. Time-variant transfer function T{f,t) 
4. Delay Doppler-spread function S(1:, v). 
S(t) 
Input---+! 
S(f) 
Randomly Time Variant Filter 
(Mobile Channel) 
r(t) 
1-----+ Output 
~--------------------~ r(f) 
Figure 2.13 Linear filter model of mobile channel 
2. 7.1 Input Delay-Spread Function h{t;t) 
The Input delay-spread function h(t, 1:) models the channel in the time-domain. It is 
interpreted as the response of a channel at time t to a unit impulse 1: seconds in the past. 
It describes the channel in terms oft- 't domain, where t and 't are time and delay 
variables respectively. It is called input delay-spread function since the delay is 
associated with the input port of the channel. If the delay is associated with the output 
port of the channel then this function is referred to as output delay spread and is denoted 
by g(t,1:). The input delay spread function relates the complex envelope of the channel's 
input S(t) and the output r(t) through the following convolution relationship. 
<Xl 
r(t)= Js('t)h(t-'t)d't (2.26) 
<Xl I S(t -'t)h(t, 't)d't 
It is worth mentioning here that the limits of the integrals, ( -oo, oo ), are not physically 
realizable. Therefore, for real world mobile propagation channels, 't is always greater 
than zero and less than some maximum value of 'tmax , beyond which the impulse 
response of the channel is considered zero. However, ( -oo , oo) will be used for the 
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purpose of simplicity. The channel model based upon this function is called the tapped 
delay line model and will be described in section 2.8. 
2.7.2 Output Doppler-Spread Function H(f, v) 
The second function H(f, v) describes the channel in f-v domain. It is interpreted as the 
channel response at frequency v Hz above the cissoidal input at f Hz. This function 
relates the channel output spectrum R(f) to the channel input spectrum S(f) by the 
following relationship. 
~ 00 ~ 
R(f) = I S(f- v) H(f- v, v)dv (2.27) 
-00 
2.7.3 Time Variant Transfer Function T(f, t) 
The time variant transfer function relates the output in the time domain and the input in 
the frequency domain by the following relationship. 
00 
r(t) = IS(f)T(f, t)ejznrtdf (2.28) 
-00 
It explains the frequency domain characteristics of the channel. This function will be 
described in detail in chapter 4. 
2.7.4 Delay Doppler-Spread Function S('t, v) 
The last function, delay Doppler-spread, describes the channel in the time delay as well 
as in the Doppler shift domain. The output ofthe channel is expressed as 
Cf) 00..._ . 
r(t)= I IS(t--r)S(-r,v)eJ27tYtdvd't (2.29) 
-oo -co 
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2.7.5 Relationships Between the System Functions 
The above stated system functions provide the same information in different forms and 
can be transformed from one to another through Fourier transform and inverse Fourier 
transform. Their inter- relationship is shown in Figure 2.14, where F denotes the Fourier 
transform and F-1 the inverse Fourier transform and the subscript represents the 
transformed variable. 
Input Delay Spread 
function 
F.~ I h(t, r) I ~p;l 
Dday X: ~ 
Doppler I S(r.v) I I T(f,t) 
Spread ' 
~~~  
Output Doppler Spread 
Function 
Time-
Variant 
Transfer 
Function 
Figure 2.14 Inter-relationships between system functions. 
2.8 MOBILE CHANNEL MODELS 
Mobile channel simulators are usually designed on the basis of channel models which 
represent the random time varying behavior of a propagation channel. Therefore, it is 
imperative that the channel is modelled as accurately as possible. Great deal ofwork has 
been carried out on mathematical modelling of mobile channels [ 49-52]. The time-
variant mobile propagation channel can be modelled either in the time domain or the 
frequency domain using the previously outlined four system functions [ 45]. The time 
domain description of the channel is expressed in terms of its impulse response. For the 
time varying channel, the impulse response is also time-variant. As it has already been 
stated that the channel impulse response is a bandpass function but it can be expressed 
in terms of its equivalent lowpass complex function. If the input to the channel is 
expressed in the notation of complex envelope of real bandpass signal S(t), then the 
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relationship among the input, the output r ( t) , and the complex impulse response of the 
channel h(t;t) is expressed by the under mentioned relationship. The input and the 
impulse response convolve with each other to give the output [ 17]. 
t 
r(t) = Js<-r)h(t --r)d-r (2.30) 
0 
t 
= Js<t--r)h(t,-r)d-r 
0 
If the multi-path delay variable is expressed in discrete steps of multi-path excess delay, 
then this integral can be approximated as follows, 
n 
r(t) =I s(t-~-r)h(t,~-r)L1-r (2.31) 
m=O 
The result can be realized by using a delay line with taps at delays mt1-r with output 
multiplied by the time-varying weights h(t, mt1-r). The structure is shown in Figure 2.15. 
s ( t) ---.----+1 ~- ~- 1--.,.------------ ~ 't 
h(t, 0) h(t, 2<1•) h(t, DLi-r) 
.___ ___________ + ___________ _,~ ;(t) 
Figure 2.15 Tapped delay line model of the channel. 
This kind of structure having delay line, tap weights and adder is called a transversal 
filter. The weights of each tap are random processes and can be generated by various 
techniques. Therefore, the time variant impulse response of the channel can be modelled 
as a tapped delay line transversal filter. Modelling the time-variant impulse response 
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through this filter shows that the received signal comprises delayed and attenuated 
replicas of the input signal. The tapped delay line model explains the multi-path 
phenomena in the time domain. In the frequency domain, the output frequency spectrum 
R(f) and the input frequency spectrum S(f) can be related as 
"' 
R(f) = J S(f-v) H(f-v, v)dv (2.32) 
This integral can be represented in discrete form after approximation as 
N 
R(f) = Is(f -~v)H(f -mdv,~v)dv (2.33) 
0 
The function H(f, v) is known as output Doppler-spread function in Bello's 
terminology[ 45] and shows the Doppler shift or frequency broadening on the output 
spectrum. In the above equation, the variable v expresses the Doppler shift introduced 
by the channel. The above equation shows that the channel can be represented by a bank 
of filters with transfer function H( f, ~ v )d v followed by a frequency conversion chain 
that produces the Doppler shift. The frequency domain model is shown in Figure 2.16. 
S(f) -..----------.,---------~··- .. -··-··-··-··_. 
H(f,n~v) ~v H(f,(n-l)~v) ~v H(f,(n-3)~v) ~v 
... R(f) 
Figure 2.16 Frequency domain model for mobile channel. 
The channel model based on the time variant transfer function is dealt in section 4.5. 
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2.9 WIDE SENSE STATIONARY UNCORRELATED SCATTERING (WSSUS) 
CHANNEL 
The behavior of mobile radio channel is dynamic and time variant. Its characteristics 
change continuously. Under these circumstances, it is extremely difficult and too 
complicated to characterize and describe the channel using multidimensional probability 
density functions (PDFs) of the channel's system functions. Therefore, the assumption 
of wide sense stationary and uncorrelated scattering (WSSUS) is employed to simplify 
the mathematical modelling of the time varying nature of the mobile propagation 
channel both in time and frequency using stochastic processes. Under the assumption of 
WSS, the channel is assumed stationary over a short interval of time or over small 
spatial distances whilst it is not stationary in the strict sense. Therefore, the fading 
statistics of the channel are assumed stationary over short periods of time in order to 
characterize the channel. The Wide Sense Stationary channel has the property that the 
channel's correlation functions are invariant under a translation in time. Mathematically, 
the autocorrelation function does not depend on t and t', but only on the difference 
~t = t- t'. Such a channel is referred to as Wide Sense Stationary (WSS). In WSS 
channel, if the contribution from elemental scatterers with different path delays is 
uncorrelated then the channel is called Wide Sense Stationary Uncorrelated Scattering 
channel (WSSUS). 
WSSUS channel model requires only two sets of parameters to characterize fading 
and multi-path effects: the Power Delay Profile (PDP) and Doppler Power Spectra 
(DPS). Both parameters can be described by a single function called scattering function 
S( t, f0 ), where t denotes the path delay and f0 denotes the Doppler frequency [ 46, 4 7]. 
2.9.1 Correlation Functions 
The time variant nature of mobile communication channel can be explained by 
employing Bello's four system functions. Due to the random behavior of the channel, 
these system functions are modelled as random processes. In order to characterize the 
mobile channel, the joint probability density function of all these system functions is 
needed. It is not straightforward to obtain the joint probability density functions of these 
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system functions. Therefore, in order to describe the stochastic behavior of these system 
functions, it is more appropriate to employ the concept of autocorrelation and obtain 
statistical correlation functions for each system function. Since, each system function is 
modelled as Gaussian, then the autocorrelation function can completely describe the 
statistical nature of these system functions [ 44]. As there are four system functions, four 
autocorrelation functions are defined. 
2.9.1.1 Time-Frequency Correlation Function IR ( L1f,L1t )I 
Time-frequency correlation function, also called spaced-frequency spaced-time 
correlation function, is the autocorrelation function of the time variant transfer function 
T(f, t). As the time variant impulse response is modelled as complex-valued, zero-
mean Gaussian random process in the t variable and since the time variant transfer 
function is obtained by taking the Fourier transform of time variant impulse response in 
delay variable, it follows that T(f,t) possesses similar statistics[52,16]. By employing 
the assumption of wide-sense stationery, uncorrelated scattering (WSSUS), the 
frequency-time correlation function is obtained by taking the Fourier transform of 
multi-path power delay profile in the time delay variable [45]. It defines the correlation 
between two components of the channel transfer function with a frequency spacing of 
~f and time spacing of ~t . The degree of correlation is expressed by normalized 
spaced-frequency spaced-time correlation function, denoted by p ( ~f, ~t) and 
expressed as [53] 
(~f ~t) = R(~f,~t) p ' R(O) (2.34) 
p(L1f,~t) 
where E [.] is the expectation operator. 
It is assumed independent of the particular time t and frequency f and depends only on 
two variables, ~f and ~t . It is used to calculate both the coherence band width and 
coherence time. If L1t = 0 in the above relationship, then the correlation coefficient gives 
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the degree of similarity between any two frequency components which are separated by 
~f . As ~f increases, the correlation decreases. At a particular separation, the frequency 
components become completely uncorrelated. At ~f = 0, it gives the degree of 
correlation of any frequency component at two different instants of times separated by 
~t . As ~t increases, the correlation decreases and at a particular value of ~t , the 
envelope of the frequency component becomes completely uncorrelated. If A 1 and A 2 
are the envelops of signals at frequency f 1 and f 2 respectively and at t 1 and t 2 
respectively, then the envelope correlation coefficient is expressed as follows[ll] 
p(~f.~t) J[ E[ A~2 ]-E[A~r][ E[ A22]-E[A2Y] (2.35) 
In order to evaluate the above equation, the probability density function of delay ( 't) of 
the signal has to be modelled. This has been modelled as an exponential distribution 
[12, 27]. 
(2-36) 
where cr is the delay spread of the channel. The correlation coefficient can be derived 
by defining ~f =I f 1 - f 21 and ~t = It 1 - t 21 as 
(2.37) 
where J o ( · ) is the zeroth-order Bessel function. 
The above equation reveals that the time-frequency correlation function depends 
upon two parameters, the Doppler spread and the delay spread of the channel. The 
Doppler spread represents the rapidity of channel variation, whereas the delay spread 
indicates the time spreading of a channel. The time-frequency correlation function can 
be also derived by taking the double Fourier transform of the scattering function [16]. 
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2.9.1.2 Spaced Frequency Correlation FunctioniR(~f)l and Coherence Bandwidth 
The frequency correlation function describes the channel behavior in the frequency 
domain. It gives the degree to which the channel response at two carrier frequencies 
separated by ~f =jf2- nj are correlated. It can be measured by transmitting a pair of 
sinusoids separated in frequency by ~f , and cross correlating the two received signals. 
It is derived from the autocorrelation function ofT(f, t) by assuming the time separation 
between the observations as zero. The normalized spaced-frequency correlation function 
is expressed as 
p(~f) 
R(~f) 
R(O) 
Therefore, substituting ~t = 0 in equation 2.36 yields the following results 
p(~f,~t) J 0 
2 
( 2nf d ~t) 
1 + ( 2n~f Y cr 2 
p(~f,O) 1 
1 + ( 2n~f Y cr 2 
(2.38) 
(2.39) 
(2.40) 
The spaced-frequency correlation function can be obtained from the multi-path intensity 
profile as they form a Fourier transform pair. 
The coherence bandwidth (Be) is derived from the frequency correlation 
function of two fading signal's envelopes at frequencies f1 and f2 respectively. It is 
inversely proportional to the RMS delay spread of the channel. An exact relationship 
between the two is a function of the actual shape of multi-path delay profile [6], and 
must be derived from the measured channel data by employing signal analysis tools like 
Fourier techniques. 
Several approximate relationships between the coherence bandwidth and RMS 
delay spread have been described in the literature on the basis of different values of 
frequency correlation functions. The choice of correlation value is arbitrary. The 
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correlation values of 0.9 and 0.5 have been widely used in the literature to describe the 
coherence bandwidth. However the correlation value of 0.5 is more common and has 
been used more frequently in the literature as threshold for defining coherence 
bandwidth. At the value of 0.9, it is defined as the frequency range over which the 
channel's complex frequency transfer function has a correlation of at least 0.9 and is 
expressed as [54] 
1 
B =--
c 50cr d 
For the correlation value of0.5 Be is expressed as [6,10, 55]. 
1 
B =-
c 5crd 
2.9.1.3 Spaced-Time Correlation Function IR ( ~t )I and Coherence Time 
(2.41) 
(2.42) 
The spaced-time correlation function provides information about the time varymg 
nature of the mobile channel. The temporal variations of the channel are either due to 
the relative motion between the transmitter and receiver or by movement of objects 
within the channel. The degree to which the response of the channel to a sinusoid at 
time instant t 1 and time instant t 2 , separated by .M , is related is expressed by this 
function. It gives the time duration over which the channel's response is essentially 
invariant. It is measured by transmitting a single sinusoid and auto correlating the 
signals received at two instants of times separated by ~t . In case of no relative motion 
between the mobile and the channel, provided the channel is static, the channel's 
response would be highly correlated for all values of ~t and the spaced-time correlation 
function, R( ~t ) would be constant. It can be obtained from the frequency-time 
correlation function by substituting the value of ~f as zero. 
(2.43) 
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The above equation reveals that the time-correlation function depends upon the Doppler 
shift which is a function of the relative velocity of the mobile. Clark [28] expressed its 
relationship with velocity assuming unmodulated carrier signal, dense scattering 
environment and constant velocity as follows, 
(2.44) 
where J o (.) is the zeroth-order Bessel function of first kind, ~t is the separation 
between time instants and k is the free space phase constant and is given by 
27t 
k=-
A 
(2.45) 
The spaced-time correlation function can also be derived by taking the Fourier 
transform of the Doppler power spectrum. It is also defined on the basis of a certain 
value of correlation between the two responses. At the p value of 0.5, it is defined by 
the following relationship, 
9 
T=--
c 16nfd 
2.9.2 Classification of Mobile Radio Channels 
2.9.2.1 Narrowband and Wideband Channel 
(2.46) 
Fading is primarily caused due to small variations in the path lengths of the received 
multi-path components. Fading can be characterized as either flat (multiplicative) or 
frequency selective (non-multiplicative). This classification is made on the basis of 
delay spread of the received signal and the transmitted signal bandwidth. In narrow 
band fading, the inverse signal bandwidth is much greater than the time spread of the 
propagation path delays. Under these conditions, all frequency components present 
within the transmitted signal bandwidth will experience the same random attenuation 
(fade) and phase shift. Therefore, no distortion will be introduced in the data signal. The 
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channel will offer the same characteristics to all the frequency components present in 
the transmitted bandwidth [44]. 
If the range in the propagation path delays is large compared to the inverse signal 
bandwidth, then the frequency components will experience different phase shifts along 
the different paths. Under these conditions, the channel introduces amplitude and phase 
distortion in the message bandwidth. Therefore, the frequency components present 
within the transmitted bandwidth will experience different fading. This kind of fading is 
called frequency selective, as it is a function of frequency. 
The channel is called wideband if the bandwidth of the transmitted signal is 
greater than the coherence bandwidth of the channel. This channel is also called 
frequency selective fading channel. On the other hand if the bandwidth of the 
transmitted signal is smaller than the coherence bandwidth of the channel then the 
channel is classified as narrowband. The narrowband channel offers constant gain to the 
transmitted signal and no frequency selective fading is observed. The path geometry, 
shown in Figure 2.17, for multi-path propagation can be modelled as ellipses with the 
transmitter and receiver located at the foci. 
/ 
, 
/ , 
B 
..... 
' 
' 
Direction 
of motion 
Figure 2.17 Path geometry for multi-path fading channel [ 4]. 
Different path delays can be associated with a particular ellipse. The scatterers 
associated with the flat fading channel are located on the ellipses that are either very 
close or overlapping with each other. In case of wideband, the scatterers are located on 
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several ellipses. These ellipses are not very close to each other and correspond to the 
differential delays that are significant as compared to the inverse signal bandwidth. 
2.9.2.2 Slow Fading and Fast Fading 
The rapidity with which the fading occurs or the time variant nature of the channel can 
be characterized as slow fading or fast fading. If the bandwidth of the transmitted signal 
is greater than the Doppler spread then the channel is classified as a slow fading channel 
with loss in signal to noise ratio. If the transmitted bandwidth is less than the Doppler 
spread, the channel is referred to as fast fading. The fast fading channel results in bit 
error rate. 
2.10 SUMMARY AND CONCLUSIONS 
The mobile radio channel is characterized by the multi-path propagation. This 
phenomenon results in constant variations in the received signal envelope, termed as 
fading, due to the movement of the mobile. There are two kinds of fading, fast fading or 
short-term and slow fading or long-term. The rapid fluctuations in the received signal 
amplitude due to the movement of the mobile over a small area are termed as fast or 
short-term fading, whereas the variations in the mean signal level observed over a large 
area is referred to as long-term fading. The received signal envelope obeys various 
distributions, such as Rayleigh, Rician, Nakagami, Lognormal, Suzuki and Weibull 
depending upon the existence of a direct line-of-sight component, the area surrounding 
the mobile and closeness of scattering objects. Due to the movement of the mobile in a 
multi-path environment, there is a shift in the received carrier frequency. This shift is 
called Doppler shift. There are three widely mentioned models that explain the RF 
power spectrum of fading signal. These are Clark's, Aulin's and Parson's models. They 
differ from each other on the basis of the assumption made in respect of the PDF of the 
spatial angels of arrival. 
Channel system functions are employed to model and describe the channel in the 
time and frequency domain. Four system functions along their correlation functions 
were presented. 
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Second order statistics, such as level crossing rate and average fade duration were 
discussed. These are used for designing channel coding and interleaving schemes and 
greatly impact the BER system performance. Classification of the channel was made on 
the basis of narrow band, wideband, slow and fast fading. 
This chapter emphasized the need for thorough understanding of the various 
phenomena associated with multi-path fading. These phenomena significantly impact 
the performance and play a pivotal role in the design and development of mobile 
communication systems for various operating environments. 
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CHAPTER3 
MOBILE CHANNEL SIMULATORS 
3.1 INTRODUCTION 
The process involved in the design and development of mobile communication system 
demands its excessive field testing in order to gauge its performance. Testing of a mobile 
system in the field is not only costly but also time consuming. Due to the time variant 
behaviour of the channel, it is required to test the system in all possible circumstances to 
quantify its performance against the worst scenario. The major issue is the repeatability of 
a certain scenario that degrades the system performance beyond acceptable level. Such 
propagation conditions are difficult to be experienced again. Therefore, the need was felt to 
come up with a solution that could test the system under a controlled propagation 
environment in the laboratory. The process of replicating a multi-path fading environment 
is termed as simulation. 
The simulation can be carried out by a personal computer using software that can 
simulate the time varying behaviour of the mobile radio channel. Such simulators are called 
software simulators. Also, hardware can be built to simulate the channel. The hardware 
simulators are called Emulators. However, most of the literature have used the term 
'simulator' in both cases. Therefore, this report will also be using the term simulator for 
hardware as well as for software simulators. 
The channel simulator allows us to replicate the varymg and troublesome 
characteristics of the RF mobile communication channel at our workbench to assess and 
quantify the performance of mobile communication systems. It produces randomly time-
variant channel impulse response corresponding to the real propagation environment. It is 
in fact a radio channel in a box. This chapter presents a literature review of some of the 
popular narrowband and wideband simulators built over the last three decades. In this 
chapter, various analogue and digital techniques adopted by those simulators in replicating 
the real world mobile channels will be discussed in details. 
On the basis of the classification of mobile propagation channels, simulators can be 
divided into two types: narrowband and wideband. As the wideband channel is considered 
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as a combination of many narrowband channels at different delays, it is appropriate to first 
review the principles of narrowband simulation and then consider the simulation of 
wideband channels. 
3.2 NARROWBAND SIMULATOR 
A narrowband simulator implements a narrowband fading model. Its operating 
principles are based upon the multi-path fading phenomena and its effects on the 
propagating signal. In narrowband fading, the arrival times of the multi-path 
components are unresolvable by the receiver and their vectorial sum results in fading. 
The impulse response of narrowband fading is modelled as a single delta function 
whose weight varies in time and obeys a certain statistical distribution depending upon 
the physical construction of the channel. As all frequencies confined within the signal 
bandwidth undergo the same fading, the narrowband channel can be simulated by 
simply multiplying the input signal with the output of the fading generator. The fading 
generator needs to produce an output in accordance with the known first and second 
order statistics of the mobile channel. Basically, the fading generator produces a 
complex random process with the desired mean, variance and autocorrelation function. 
There can be three main methods for narrowband channel simulation [ 1-4]. These are 
briefly discussed below. 
3.2.1 Uniform Phase Modulation 
In this method [ 1] the signal is split into many paths and then each path is randomly 
phase modulated. The random phase must be uniformly distributed. Uniformly 
distributed phase modulation is accomplished by appropriately shaping the amplitude 
distribution of the low-pass Gaussian noise source. As shown in Figure 3.1, the 
addition of several such uniformly distributed phase modulated paths will approximate 
to Rayleigh fading. This implementation has a draw back that the power spectrum of 
the output signal cannot be easily controlled and calculated. Due to this drawback, it is 
not practically employed for construction of multi-path fading simulators [1]. 
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Figure 3.1 Simulator using uniform phase modulation 
3.2.2 Quadrature Amplitude Modulation 
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This method of narrowband simulation is based upon equations 3.1-3.2 which represent 
the output of the multi-path fading channel in complex lowpass notation. Equation 3.1 
states that the input signal is first converted into two quadrature components called in-
phase and quadrature. Each component is modulated/multiplied separately by a 
normalized Gaussian random process having zero mean and variance cr2 • The 
combination of the modulated quadrature signals gives the Rayleigh fading output. The 
block diagram of the narrowband fading simulator is shown in Figure 3.2. 
(3.1) 
N N 
where I(t) =Len cos en and Q(t) =Len sin9n (3.2) 
n=l n=l 
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There are two time domain and one frequency domain methods to generate a 
complex Gaussian random process with the desired statistical properties. Time domain 
methods are: filtered Gaussian noise and sum of sinusoid, which are also referred to as 
Jakes's method. These methods are briefly explained below. 
3.2.2.1 Filtered Gaussian Noise 
The filtered Gaussian nmse method is shown in Figure 3.3. In this method, two 
uncorrelated Gaussian random processes with zero mean and same variances are passed 
through identicallowpass filteres to limit and reshape its spectrum. A Gaussian random 
process is completely characterized by its mean value and colour, which can be 
described either by the power spectral density or, alternatively by the autocorrelation 
function(S-10]. The purpose of filtering is to achieve the maximum possible 
resemblance of the simulated spectrum with the theoretical one [ 11]. These filters only 
limit and shape the spectrum but do not alter the probability density function (PDF) of 
the random process. However, these filters reduce the variances of the processess (12]. 
The filter transfer function is the square root of the desired spectrum shape. As stated 
in section 2.4, the theoretical spectrum is U shaped with limits equal to the maximum 
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positive and negative Doppler shifts, which are equal to VI A. , where v is the velocity 
of the mobile unit and A is the wavelength of the signal. It is practically not possible to 
shape the spectrum as per the theoretical one, however it can be approximated to the 
desired one by controlling the characteristics of the shaping filter. The cut-off 
frequencies of these filters are equal to the maximum Doppler shift. These filters can 
be implemented in the analogue as well as in the digital domain. Digital 
implementation is flexible and gives very close approximation to the desired U shaped 
spectrum. Whereas, in the analogue domain the shape have to be approximated. In 
practical digital implementations, the filters operate at a lower sampling frequency. In 
order to bring the sampling rate up to the value required by the signal representation, 
the spectrum shapping filters are followed by interpolators. The interpolation involves 
up sampling and lowpass filtering. It is efficient to perform interpolation in stages. 
Therefore, an overall interpolation factor is usually split into a number of cascaded 
stages to avoid large numbers of filter coefficients. 
WGN 
N(O,cr 2 ) 
WGN 
N(O,cr 2 ) 
Spectrum Shapping Filter 
-f. 0 f 
-f. o f. 
Spectrum Shapping Filter 
L+'~ 
Complex 
Random Process 
Figure 3.3 Filtered noise method of random process generation. 
A number of narrowband channel simulators have been built on the basis of the 
above mentioned block diagram. These have been implemented using analogue and 
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digital techniques. A very simple multi-path fading simulator for mobile radio obtains 
the Gaussian process using a noisy Zener diode [2]. Close approximation to the 
theoretical spectrum is obtained by passing the output of each noisy diode through 
filters that are realized by using operational amplifiers. It uses a transistor to build a 
modulator which modulates the I and Q components of the signal with the filtered 
Gaussian random noise. In order to simulate various vehicle speeds, it uses a number of 
filters with different cut-off frequencies. These filters were needed to be replaced each 
time the simulation speed was changed. The whole implementation was in analogue 
hardware. 
Anaother implementation [13] employed a fixed-point 16 bit digital signal 
processor to construct a narrowband real time Rayleigh fading simulator. All blocks 
comprising Doppler filters, Gaussian random process generators, and required 
multipliers and adders were implemented on a single chip. This implementation 
simulates short-term as well as long-term fading effects. Long term fading was based 
on lognormal probability density function. The simulator consits of three Gaussian 
noise sources, two for Rayleigh fading and one for log-normal shadowing effects. For 
simulating log-normal shadowing, the output of the Gaussian generator is applied to 
anti-log block convertor which converts the Gaussian random processs into a lognormal 
random process with the specified variance. The spectrum shaping filters were 
implemented as FIR with adjustable bandwidth to accommodate different values of 
Doppler. A classical U shaped spectrum was employed and all blocks were designed to 
operate on a variable sampling rate. 
3.2.2.2 Sum of Sinusoids Method 
This method is also called Jakes method [1]. It uses a number of low frequency 
oscillators whose outputs are added together to form the I and Q fading signals. The 
total number of oscillators is No plus one with frequency com and amplitude 1 I .J2. The 
amplitudes of No oscillators are unity and their angular frequencies are given by the 
following expression. 
com cos(2n n!N) where n=1,2,3, ......... N 0 (3.3) 
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The architecture of Jakes method is shown in Figure 3.4. These oscillators have a phase 
~n. In order to have a uniform distribution of the complex envelope's phase, the phase 
cos 00. t 
I 
l(t) Q(t) 
cos oo,t 
Figure 3.4 Jakes method of simulation 
angles of the oscillators have to be chosen appropriately. The phase relationship is 
obtained by passing the output of these oscillators through the amplifiers having gains 
of 2cos ~nor 2sin ~n. The I and Q components are expressed in the following manner. 
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I( t) = 2L~1 cos~n cos ron t + J2 cosacosromt (3.4) 
Q( t) = 2 L:~1 sin ~n cos ron t + J2 sin a cos rom t (3.5) 
where Pn=nn/N 0 , 
It is not necessary to replicate the diagram shown in Figure 3.4 a number of times in 
order to produce a number of independent processess. The method suggested by Jakes 
was to give the nth oscillator in the jth process an additional phase shift ~ni + Y nj , where 
one possibility was 
nn ~.=--and Yn; =2n(j-1}/No +1 
DJ N +1 ' 
0 
(3.6) 
Jakes method is simple and popular. It has been developed particularly for the Jakes 
power spectral density. The spectrum of the process generated by this method 
matches exactly with the ideal spectrum. However, when this method is employed to 
generate a number of processes for the frequency selective fading, some of the sources 
may suffer from quite strong correlation. Correlation coefficients greater than 0.5 have 
been reported [14,15]. Moreover, when the maximum Doppler shift frequency 
increases, the limited number of discrete frequency components can no longer 
approximate the specified spectrum. Therefore, it is difficult to create multiple 
uncorrelated fading waveforms without modifying the original Jakes method. 
A number of improvements in the Jakes method have been proposed in the 
literature [14-16, 5,7]. Patzold [5] studied the statistaical properties of Jakes method in 
detail and reported that the two deterministic processes were not optimally Gaussian 
distributed for the given number of harmonics. He proposed to increas the number of 
harmonics higher than 9. The method presented in [ 16] introduces the randomness to 
Doppler frequency and initial phases of sinusoids to have non deterministcs 
characteristics. Caver [7] improved the Jakes sum of sinusoids method by ensuring that 
the set of arrival angles of the simulated plane waves are disjoint for different 
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generators. The result is that the different generators become uncorrelated, regardless of 
the choise of initial phases. 
A number of implementations [14,17,18] have employed Jakes method to 
generate fading waveforms. An implementation [17] of narrowband multi-path 
VHF/UHF channel simulator employed 8088 microprocessor to implement Jakes 
method of fading. The processor generates two Gaussian control signals I & Q in the 
digital domain. These control signals are the weighted sums of the outputs from nine 
sinusoidal oscillators. It could simulate a Doppler rate from 2 to 126 Hz, in steps of 2 
Hz. Two digital to analog converters D/A's were used to convert the control signals in 
analogue form. These were filtered using two analogue filters that were built around 
operational amplifiers. It employed analog modulators. The whole implementation, 
except the generation of Gaussian processes, was analogue. The generation of Gaussian 
processes using a microprocessor had an advantage over the previous implementation 
in respect of the simulation of various vehicle speeds. Instead of changing the filters, 
the speed could be controlled by programming the microprocessor. 
Chen and Chung [14] employed Texas Instrument's Digital Signal Processing 
(DSP) microprocessor, TMS320C31, to produce fading waveforms using Jakes 
method. It incorporated modifications in the phase angles in order to generate multiple 
uncorrelated fading processes. The jth pair of Gaussian noise processes was given by 
I(t) = 2L~:, cos~, cos{ro,tcos[2: + 2"! I) ]}+.J2 cos[ ro,tcos 2x! I) J (3.7) 
Q(t) = 2L~:, sin~. cos{ ro,tcof: + 2"~~l) ]} (3.8) 
where Pn =me/ N 0 , 
and m denotes the total number of processes. It was shown that I(t) and Q(t) were 
approximately Gaussian for No = 8 . In this implementation, the correlation coefficients 
between the individual Gaussian processes could readily be adjusted between 0 to 1. 
This feature is very useful for the study of diversity techniques and MIMO systems. 
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Patzold, Garcia and Laue [ 18] developed a narrowband simulator employing sum of 
sinusoids method using table look-up techniques. This technique exploits the 
periodicity of the harmonic functions. During the set up phase of the simulation, each 
of Ni harmonic functions of the sum of sinusoids is sampled only once within its basic 
period. The samples are then stored in Ni tables. During the simulation phase, the 
register of each table is read out cyclically and added to produce a Gaussian process. 
The resulting table system acts like a simulator. This method does not require the use of 
time consuming trigonometric and multiplication operations. The simulator is realized 
by using only adders, storage elements, and a simple address generator [19-21]. This 
simulator employs Rice's sum of sinusoids method to realize a Gaussian noise 
processes [11,12]. Rice principle states that a Gaussian noise process !li (t) can be 
modeled by supperposition of an infinite nomber of weighted harmonic functions with 
equidistant frequencies and random phases according to 
(3.9) 
where the gains ci,n and discrete Doppler frequencies fi,n are given by 
~.n = n.L\~ 
The random phases ei,n are uniformly distributed over the interval [ -n, 1t] and the 
quantity L\fi is chosen such that equation 3.9 encompasses the whole frequency range 
of interest, where L\fi ~ 0 if Ni ~ oo. The Gaussian process modelled by equation 
3.9 cannot be implemented on computer due to the infinite number of sinusoids. If Ni 
is made finite, then the resulting Gaussian process, expressed in equation 3.10, will be 
non-Gaussian distributed in the strict sense. However for Ni ~ 7, its PDF will 
approach close to Gaussian. Now it can be implemended practically on a computer and 
regarded as a stochastic simulation model. Patzold and Laue [22] assume phases 
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ei,n and other model parametrs constant during simulation. This assumption makes this 
process completely deterministic for all time t. Figure 3.5 depits the deterministic 
channel model based on equation 3.10. Its implementation using the table look-up 
method is presented in Figure 3.6 
N-
/-li ( t) = I ci.n cos ( 2n~.n t + ei.n) 
n=l 
cos ( 2nf,,, t + 8,,,) 
cos ( 2nf1•2 t + 8,,2 ) 
COS ( 27tfl,Nl t + 8l,Nl j 
cos ( 2nf2•1 t + 82•1 ) 
cos ( 2nf2•2 t + 82•2 ) 
Figure 3.5 Deterministic channel model 
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Figure 3.6 Channel simulator using look up table technique. 
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The discrete deterministic Gaussian process f.l; [ k] is obtained by sampling the 
continuous Gaussian process ~ ( t) at t = kTs ( k=O, 1 ,2 .... ). The discrete Doppler 
- -
frequencies ~.n and phases ei,n are replaced by fi,n and ei,n respectively as 
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N· 
= I~i,n (k] (3.11) 
n=l 
N· 
= Ici,n cos( 2n fi,nkTS +Si,n)' (3.12) 
n=l 
where i = 1, 2 and Ts denotes the sampling interval 
3.2.2.3 Frequency Domain Method 
Frequency domain method is based on the idea proposed by Smith [23]. He 
implemented this method through a computer program in FORTRAN. Figure 3.7 
depicts the frequency domain implementation of Rayleigh fading simulator at 
baseband. In this method, a complex Gaussian random number generator produces a 
baseband line spectrum with complex weights in the possitive frequency band. 
Basically these spectral components at discrete frequencies represent a series of 
frequency components confined in the Doppler spectrum in the range of maximum 
Doppler shift of fd . The negative frequency spectrum is created by complex congugate 
operation on the possitive frequency components. This operation constructs a double 
sided frequency spectrum from -fd to +fd. This line spectrum is multiplied by the 
discrete realization of the Doppler spectrum )sEz (f) . The IFFT operation on the 
complex double sided spectrum produces a real value time domain Gaussian random 
process [24]. 
Benelli, Li and Ikeda [25,26] utilized Smith method to simulate wireless systems. 
Young and Beaulieu [27] modified Smith method by modifying the filters coefficients. 
Two branches were combined first and then a single IFFT operation produced a 
complex Gaussian sequence. The elimination of one IFFT operation reduces the 
execution time as the IFFT operations are the most computationally intensive part of 
the Smith method. 
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Figure 3.7 Frequency domain method of channel simulation. 
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Comparing IFFT based frequency domain method with the direct FIR filtering 
method and sum-of-sinusoids method, the IFFT method requires that all samples be 
generated using a single fast Fourier transform operation. Whereas, the advantages of 
the other methods are that the samples can be generated as they are needed. However, 
the IFFT method has been shown to be the most efficient and high quality method 
among the other tested methods for the generation of correlated Rayleigh fading [27]. 
3.3 SIMULATION OF WIDEBAND CHANNEL 
The mobile radio channel can be modelled as a linear filter with randomly time varying 
transmission characteristics. In the time domain, the output of a wideband channel y( t) 
is the convolution of the input signal x(t) and the time variant impulse response of the 
channel h(t, -r). 
I 
y(t) = J~(-r)h(t--r)d't (3.13) 
0 
I 
= J~(t--r)h(-r)d't 
0 
It has already been shown in section 2.8 that this convolution can be realized by a 
tapped delay line transversal filter. Therefore, the channel in the time domain is 
simulated by delaying the input signal and then multiplying by the time varying 
weights. The weights of each tap are random processes and can be generated by various 
techniques. All wideband channel simulators are based upon the tapped delay line 
transversal filter. 
The wideband channel is considered as many narrowband channels at different 
delays. These delays are expressed with respect to the first significant path. Basically, 
the delays model the time spreading of the signal. Each narrowband channel at 
differential delay is a resultant of many unresolved components and models one fading 
path. In wideband channel simulations, the power of each path is relative and the total 
power of the channel is usually normalized to unity to preserve the power of the input 
signal [7]. Therefore, the sum of variances of all random processes in the tapped delay 
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line model should be unity. This unit variance is distributed among each tap depending 
upon the delay spread of the simulated power delay profile. 
3.4 LITERATURE REVIEW OF WIDEBAND CHANNEL SIMULATORS 
Various hardware and software implementations of wide band mobile radio channel 
simulators have been studied. The literature review of some of the popular simulators 
built over the last thirty years is being provided in the following section. 
3.4.1 Software Implementation 
In 1979, Homayoun Hashemi [28] developed a computer program in FORTRAN to 
create a wideband channel simulator. This program generates time varying impulse 
responses of the mobile radio propagation channel. The implementation was based on a 
wideband channel model proposed by Turin [29], which models the channel as a linear 
filter (shown in Figures 3.8 and 3.9) with complex impulse response h(t) given by the 
following equation. 
00 
h(t) = ~:::ak8(t- tk)ejek (3.14) 
k=o 
where k denotes the multi-path number, ak, ek and tk are the amplitude, phase angle 
and arrival time of the kth path respectively. 
It employed propagation parameters obtained experimentally by Turin [29] at 
frequencies of 488 MHz, 1280 MHz and 2920 MHz. These parameters pertain to four 
kinds of urban areas around San Francisco. These areas were classified as heavy built-
up, medium size city, small to medium-size town and residential suburbs of cities. The 
experimental data were processed to obtain values of ak, ek and tk. It simulates the 
movement of the mobile by generating different profiles of impulse responses each for 
one spatial point. Each spatial point has a set of ak, ek and tk. 
The simulation of arrival time is based upon the model developed by Suzuki and 
refined by Hashrni and is termed as 8.-k model. Basically it is a modified version of a 
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Poisson process and assumes that echoes amve in groups from closely spaced 
buildings. 
~··-··-··-··-··-··-··-··-··-··-··~ 
I : 
ro I 
h( t) = L ak 8( t - tk )ejek ;-----0-utp-ut-Input 
k=o 
I : 
··-··-··-··-··-··-··-··-··-··-··-··J 
Figure 3.8 Linear filter model of channel 
h(t) 
i t 
Figure 3.9 Mathematical simulation model 
3.4.2 Analogue Hardware Implementation 
Various implementations in respect of hardware simulators have also been reviewed. 
These implementations are based upon the tapped delay line model and vary in terms of 
the methods used for the generation of fading signals (random processes) and 
techniques employed in realizing delay lines. In 1980 [30], an UHF channel simulator 
was built to simulate the mobile propagation channel at a radio frequency of 1780 
MHz. It was used for performance evaluation of digital packet radio whose output 
frequency range was between 1710-1850 MHz. It was designed to operate over a 
bandwidth of 40 MHz with differential delays of 10 l..lS • 
78 
Mobile Channel Simulators 
The simulator was capable of generating up to four multi-path components with 
fading bandwidth of 1800 Hz for each path. This fading bandwidth corresponds to a 
simulation speed of 675milh at 1780 MHz. The input signal was converted into 
intermediate frequency band of 230-370 MHz and then delayed subsequently by 
employing Surface Acoustic Wave (SAW) delay lines. The SAW delay lines were 
constructed using piezoelectric substrate of lithium niobate that gave a delay of 9.3 J..lS 
for 7.3 em of substrate. The application of SAW devices permitted the realization of 
long relative delays due to low propagation velocity of acoustic waves on the surface of 
the substrate. The SAW delay line was capable of supporting a bandwidth of 140 MHz. 
After delaying the input IF signal, it was fed to different Rayleigh generators. The 
architecture ofthe simulator is shown in Figure 3.10. 
Each Rayleigh fading generator works independently and converts the IF signal 
into I and Q components and then modulates each with an independent Gaussian 
random process. Each Rayleigh generator consists of a phase shifter, a pair of mixers 
and a signal combiner. The phase shifter converts the delayed input signal into the I and 
Q components. The mixer achieves the modulation and signal combiner combines the I 
and Q output of the mixers to give Rayleigh fading at the output. The block diagram of 
the Rayleigh generator is shown in Figure 3.11. The output of the Rayleigh fader, 
denoted by S, is expressed as 
and e =tan-) y 
X 
(3.15) 
(3.16) 
(3.17) 
The amplitude R follows a Rayleigh distribution. This simulator employs four fading 
generators to impose independent fading characteristics on the delayed incident signals. 
x(t) and y(t) are the Gaussian random processes and are obtained from noisy zener 
diodes (IN 4105) operating near cut off. The noise power spectrum is approximately 
flat from 0-200 kHz. The spectrum of noise is approximated to the theoretical fading 
spectrum by passing it through transversal shaping filter. These filters are realized by 
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charge couple devices (CCD). The bandwidth of these filters can be varied by changing 
the clock frequency to charge the couple devices in order to simulate different Doppler 
frequencies. 
SAW SAW SAW 
Delay Line Delay Line ~··-"-··- .. - .. ~ Delay Line 
IF Input 
Rayleigh Fading Rayleigh Fading Rayleigh Fading 
Generator Generator Generator 
Output 
Figure 3.10 Block diagram of simulator. 
y(t) 
x(t)sin(w ct) 
00 
Mixer 
out put 
sin( Ole t) x(t) 
90° 
·Mixer·· · · 
Figure 3.11 Rayleigh fading generator 
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In order to produce two Gaussian processes from one filter and noise source, the output 
of the shaping filter is delayed by 12 milliseconds which decorrelates one output from 
another. This reduces the total number of shaping filters and noise sources required, as 
they require considerable hardware and physical space. The process is illustrated in 
Figure 3.12. 
Gaussian 
Noise Source Shaping ~ 
(Zener Diode) Filter 
# I random process 
~ 12 ms Delay Line # 2 random process 
Figure 3.12 Method of obtaining more than one random processes. 
3.4.3 Digital Techniques for Noise Generation 
The introduction of Digital Signal Processor (DSP) brought revolution in processing of 
the signal in the area of communications. In earlier implementations, some simulators 
used a number of spectral shaping filters with different cut-off frequencies to simulate 
different speeds. These implementations either used a number of analogue filters with 
different cutt-off frequencies or variable bandwidth analog transversal filters to 
simulate different speeds. As these transversal filters employed analogue delay lines, 
their characteristics could not be changed over a wider range. The subsequent 
implementations of channel simulators took advantage of DSP techniques and started 
incorporating DSPs in the realization of the spectral shaping filters in order to have 
effective control over the features of simulation. One of the implementations [31] 
employed a DSP chip to filter the Gaussian random process. The channel simulator had 
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eight RF outputs. It simulated the fading observed in urban propagation environment at 
900 MHz band. 
It simulates the fading by modulating the quadrature components of RF with 
independent random processes. The input signal was converted to IF in the 50-60 MHz 
range. The delay of each multi-path component was independently achieved by using 
glass bulk acoustic wave delay lines capable of operating at 60 ± 10 MHz. The delays 
could vary between 3 to 36 JlS. 
It used digital techniques to generate the random processes. The processes were 
generated by employing a 19-stage maximal length feed-back register as a noise source 
[32]. The length was chosen to have the desired statistical properties. In order to 
generate a white spectrum over the desired region of interest, the shift register was 
clocked at a rate much higher than the Nyquist rate of the final noise waveform. For a 
vehicle speed of 60 mile/hr, cut-off frequency of the lowpass Doppler spectrum is 81 
kHz at 900 MHz carrier frequency. It was chosen to clock the register at a rate of 8 
kHz. 
A DSP was employed to synthesize a lowpass filter to shape the spectral 
components of the noise to achieve close approximation with the desired parabolic 
frequency response. The desired response is non rational and cannot be realized. It was 
approximated by synthesizing an eight pole, 1 dB ripple, Chebyshev filter cascaded 
with two adjustable resonators. By adjusting the resonators, the shape of the spectrum 
was approximated. In order to produce multiple independent noise processes, the 
output from the DSP was delayed by a series of 1024 word length. The delays were 
achieved by using 1024-word RAM. 
The implementation used analogue techniques to modulate the I and Q 
components of the input RF signal, therefore, the random processes were finally 
converted from the digital to analogue using 12-bit D/A converters. The architecture for 
the generation of the noise process is shown in Figure 3.13. 
This simulator used anN-input and N-output network at the output of modulators 
to create multiple independent fading paths. The function of the network is to change 
the phase of each input appropriately and combine them in such a manner that each 
output is an appropriate phased combination of all inputs. Then each output becomes 
independent from the rest. The network is called Butler matrix [33]. It is all pass 
82 
Mobile Channel Simulators 
2k input and2k output network comprising cascaded quadrature hybrids and phase 
shifters. The signal applied at each input reaches equally at all outputs with a given 
unique linear input -to-output phase progression. 
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Figure 3.13 Digital method for noise generation. 
3.4.4 Total Digital Implementation 
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The implementations that have been preseneted so for have used analogue techniques to 
obtain in-phase and quadrature components of the input signal and to modulate them 
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with the Gaussian random processes. Many implementations adopted digital methods 
to extract the I and Q components and to modulate them digitally. One such 
implementation [34] used digital techniques to convert a bandpass signal with 5 MHz 
bandwidth centered at 5 MHz to extract the I and Q components. This implementation 
converted the input signal into the digital domain and implemented all the functional 
blocks of the transversal filter digitally. The signal was sampled at 20 MHz using 
Datel ADC-304 8-bit flash AID converter and modulated by 5 MHz bipolar sequence 
followed by interpolation/filtering for extracting I and Q components of the signal. The 
interpolation filter was realized as FIR 22-tap and implemented using IMSAllO 
integrated circuit. The schematics of the simulator and quadrature demodulator are 
shown in Figures 3.14 and 3.15 respectively . 
RF Inpu_t -----+1 .___~__.__P_c_R_e_si_d_e_nt_c_h_ann_e_l _ __.__~c___.~ 
_ c Simulator T 
Figure 3.14 Schematic of the simulator 
This implementation is based upon the transversal filter model of the channel. 
As the input I and Q components are in the digital domain, the tap processes are needed 
to be generated digitally. It generates the Gaussian processes by passing the output of 
the uniform noise generator through the nonlinear operator. The nonlinear operator 
converts them into Gaussian. These are then passed to a pair of spectrum shaping filters 
to closely approximate the spectral shape with the classical one. These filters are 
realized as moderate order ARMA IIR filters. The sum and differences of these outputs 
are obtained and the difference is Hilbert transformed. In this way the spectrum of 
upper side band and lower side band is realized by two spectral shaping filters. Figure 
3.16 demonstrates the whole process in detail. 
The above-mentioned technique of noise process generation was implemented by 
a fixed-point digital signal processor TMS320C50A. The processor has 9 kilobyte of 
RAM on board. It also shares the 32 K static RAM of a PC. The noise processes are 
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generated at a sampling rate of20 kHz and stored in the FIFO RAM, which stores 512 
values (128 complex samples) for each tap process. As the sampling rate of the input 
quadrature components is 10 MHz, the zero-order hold interpolation of noise process 
leads to a factor of 500. 
~ (l.r 
~a 
Down Converter Uown Converter 
Figure 3.15 Block diagram of digital quadrature demodulator and modulator. 
Figure 3.16 Schematic for noise generation. 
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This simulator employed IMSAll 0 integrated circuit to realize delays and 
multiplications of the input samples with the random processes. The same integrated 
circuit was configured to realize an interpolation filte for the extraction of I and Q 
components of the bandpass signal. The IMSAllO consists of three 7-stage multiply-
accumulate (MAC) array (transversal filter) separated by three programmable lengths 
1120-stage shift registers (delay lines). It is treated as three (seven-tap) filters, each 
preceded by a programmable delay line. As each complex tap of simulator needs two 
real taps of AllO, three to nine paths can be simulated. If it is desired to simulate nine 
paths, then the power delay profile is required to be split into three groups of paths 
separated by arbitrary delays with inter-tap delay of 0.1 second within the group. 
Another implementation [35) has realized the delays digitally and carried out 
multiplication of the incoming digital samples with digital noise process by employing 
FPGA 'XC4044XL' from Xilinx. Due to the limitations of this FPGA, three taps and a 
maximum delay of 20 IJ.S could be realized. Moreover, the spacing of delays could not 
be configured dynamically. A new file pertaining to another delay configuration was 
needed to be loaded to the FPGA for realizing another delay configuration. This 
simulator had 5 MHz bandwidth and employed one AID converter at 70 MHz IF to 
obtain digital samples. It used the Hilbert transform method to extract the I and Q 
components. 
The Texas instrument's DSP TMS33320C6701 was used to generate a random 
number, implement cascaded 2"d order Chebyshev and 51h order Butterworth IIR 
Doppler spectrum shaping filters and to realize first interpolation stage. The first 
interpolation stage was implemented by the DSP as FIR polyphase linear filter. 
Realizing FIR as polyphase reduces the required sampling rate of the filter. As it is 
efficient to perform interpolation in stages, this implementation used two cascaded 
interpolators. The first interpolation was performed by DSP, whereas the second 
interpolation was performed by the FPGA due to high sampling rate. The FPGA 
accelerates the interpolation and multiplication process by implementing them in 
parallel. Although the FPGA performed the second interpolation process, the slope 
value between the previous and the current samples output from the first interpolator 
was calculated by the DSP and provided to the FPGA. In tum, the FPGA increments an 
accumulator by the slope value on each sample clock cycle to obtain the output signal. 
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The block diagram of the noise process generation and interpolation is shown in Figure 
3.17 
From Gaussian 
Noise Source 
2nd order 5th order I L Linear 
--
chebyshev t-- Butterworth f--- I-- Interpolator 
type 1 filter. filter. FIR. 
Spectrum shaping filter Interpolation 
Figure 3.17 Noise process generation, filtration and interpolation. 
-outpu 
Although the shaping filter was implemented by DSP, a PC was used to carry out 
its synthesis. The PC calculated the coefficients of IIR spectral shaping filter and 
transferred it to the DSP via a PCI bus. 
In fact this implementation used three built-in system components to construct the 
entire channel simulator. One is the daughter board from Signalware which contained 
AID, Dl A, FPGA for delay lines, multipliers and final interpolation stage. The second 
one is the DSP board to implement a noise process, its filtering and first interpolation 
stage. The last one is the PC to calculate coefficients of Doppler shaping IIR filter and 
to provide user interface. 
3.4.5 Application of First-In-First-Out Memory in Delay Implementation 
If the duration of maximum impulse response is significantly long, then simulation by 
employing FIR tapped delay line model yields quite a large number of filter taps if they 
are equally spaced. In outdoor environment, impulse response duration of 80 J.I.S has 
already been recorded [36]. For this duration of impulse response, the digital 
implementation for 10 MHz RF bandwidth would require 1600 equally spaced taps. It 
is not feasible to realize such a high number of taps. Therefore, for such long duration 
impulse responses, the delay of each particular tap is usually obtained independently. If 
the signal is in digital form, then the programmable first-in-first-out memory can be 
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used to realize the desired amount of delay. Many implementations have used FIFO 
memory to realize taps. In an implementation [36], the channel impulse response of 80 
JlS has been simulated by using independent taps. This implementation models the 
channel as complex FIR filter. The model is shown in Figure 3.18 and its impulse 
response is given by the following equation. 
M 
h ( t, 't) = LEi ( t) .8 ( t- 'ti) (3.18) 
i=l 
This simulator has 20 complex propagation paths with delay resolution of 50 ns. It accepts 
RF signal with 10 MHz bandwidth and converts it into 70 MHz IF. This 70 MHz IF, as 
shown in Figure 3.19, is further down converted to be centered at 10 MHz and digitised at 
four times the carrier frequency i.e. at 4 MSPS. The I and Q samples are extracted digitally 
at a rate of 20 MSPS by the application of double Nyquist digital product detector [37]. 
The schematic is shown in Figure 3.20. These I and Q samples are multiplied by the 
samples of random process by digital multipliers. Finally the samples from various paths 
are added digitally to give fading. The final signal is again converted up in the same 
manner as it was done at the input. 
-Input Signal 
Random Process 
Figure 3.18 FIR filter model of the emulator. 
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Figure 3.19 Signal spectrum before and after down conversion. 
3.4.5.1 Application of Double Nyquist Digital Product Detector for I&Q 
Components Extraction 
The digital product detector consists of. a switch and a pair of interpolators (one for 
each I & Q branch), hence called in-phase and quadrature interpolators respectively. 
The switch separates odd and even samples from the stream. The even samples 
correspond to the in-phase branch and the odd samples to the quadrature branch. The 
two-cascaded flip-flops act as a switch and introduce a total delay of one sampling 
period. This pair of flip flops is inserted between the the ADC and the in-phase 
interpolator. The two interpolators operate at half the sampling speed of the ADC. The 
quadrature interpolator reads the samples directly from the ADC whereas the in-phase 
interpolator through the flip-flops. As these interpolators operate at half the sampling 
speed of the ADC, one interpolator will always read the even samples and the other will 
read only the odd samples. The delay of one sampling period through the flip-flops and 
operation of the interpolator at half the sampling speed of the ADC forms the basis of 
the separation of odd and even samples. The separation of odd and even samples of the 
stream into two branches is a process of two-decimation. As a result of this, two band 
pass signals (the Q and the I channels), centered at the Nyquist frequency, are created. 
The Nyquist frequency after decimation, fs I 2, is equivalent to the carrier 
frequency f0 • Therefore, the decimated Q and I channel spectra can be down converted 
to baseband with simple sign alternation. These samples are then passed through 
interpolators to align them in time to obtain correct Q and I samples. 
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Figure 3.20 Block diagram of double Nyquist digital product detector. 
The programmable FIR filters operating at half the sampling speed of the ADC can be 
employed to implement interpolators. These filters can store two different sets of 
coefficients and be configured to work with one set of coefficients for the even samples 
and another set for the odd samples. The FIR filter not only implements an interpolator, 
but it also multiplies the samples by {-1)" . 
In order to combine these non-aligned decimated samples into one stream, these 
samples are passed through interpolators to delay the quadrature signal with respect to 
the in-phase signal by half the sampling period. They are then multiplied by (-1)" to 
center them at fo . Since there is a delay between the in-phase and quadrature samples, 
they can be multiplexed onto a single channel with double the sampling rate. 
In this implementation, the generation of random processes Ei are based upon the 
WSSUS channel assumption. The samples of the channel impulse responses in respect 
of various environments such as, urban, suburban, rural, suburban-hilly, rural-hilly, and 
microcell are generated off line by a personal computer. They are based on the 
previously measured channel impulse responses for various environments. These 
samples are stored on the hard disk of a computer. As the sampling rate of the I and Q 
components is 20 MSPS, these samples are needed to be interpolated so that the FIR 
coefficients could be updated after every 50 ns. This implementation employs two 
cascaded software interpolators and two-cascaded hardware interpolators to achieve an 
overall interpolation ratio. Two software interpolators, one based on zero padding plus 
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filtering and another on Zero-order hold, have been cascaded to avoid a large number 
of filter coefficients. One hardware interpolator is also based on Zero-padding plus 
filtering and is realized by the DSP. The second hardware interpolator is based on zero 
order hold and implemented by a programmable FIR filter realized by PDSP 16256/ A 
from Plessey Semiconductors Ltd. The operation of the overall interpolation is 
explained below. 
Before the start of the simulation process, the impulse response samples are 
interpolated by the two cascaded software interpolators and are stored in the 1M-word 
RAM of DSP card. This DSP interpolates these original samples and fills the RAM of 
each tap. Each tap has a RAM memory where these samples are stored prior to the start 
ofthe simulation. The functional schematic ofthe tap is shown in Figure 3.21. 
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Digital I or Q Signal 
Figure 3.21 Functional diagram of each tap. 
From other tap 
As the taps are complex, an independent RAM bank and interpolator are required 
for each real and complex part of the samples. This phase is called setup phase. When 
the simulation starts, the impulse response samples from the memory bank of taps are 
interpolated in real time by the four term interpolator and update the tap coefficients. 
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Therefore, the two software interpolators and one of the hardware interpolators perform 
their role in the setup phase and the fourth interpolator functions in the real time 
execution phase. The interpolation ratio of the first hardware interpolator is kept 
constant at 32, whereas the interpolation ratio of the second hardware interpolator is 
made a variable power of 2 ranging between 8-8192 in order to simulate different 
Doppler frequencies. 
3.4.6 Application of Demultiplexing in Delay Implementation 
The First-in-First-out memories are used by channel simulators to obtain delays. High-
speed FIFO memories are more expensive than the low speed memories. In order to use 
low speed FIFO memories for high-speed applications, the input data are demultiplexed 
into a number of low speed channels. After the implementation of delays in each 
channel separately using low speed FIFO, these channels can be multiplexed again onto 
one channel having the original data rate. One implementation [38] has applied 
demultiplexing to separate the AID output at 100 MHz into two 50 MHz channels and 
used a FIFO operating at a speed of 50 MHz instead of 100 MHz. Basically, the 
process of demultiplexing separates every alternative data bit into a channel.The 
schematic is shown in Figure 3.22. 
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Figure 3.22 Application of demultiplexing in digital delays 
Output 
This implementation generates lowpass Gaussian noise sources by employing a DSP 
TMS320C31. The characteristics of these sources are varied through software 
modifications. 
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3.4. 7 Application of Numerically Controlled Oscillator in Hardware Simulators. 
The total digital implementations of channel simulators have employed FIFO to 
generate delays, DSP techniques to generate channel fading parameters, digital 
multipliers to multiply the incoming signal samples with the samples of random 
processes and an adder to obtain the sum of various paths. Some of the 
implementations revealed the use of analogue multipliers and adders to simplify the 
hardware. The use of analogue multipliers and adders does not affect the performance 
of the system. One such implementation [39] has been studied and found that the delays 
were obtained by employing FIFO memory and the signal was again converted into the 
analogue domain using digital to an analogue converter and multiplied with the channel 
propagation parameters by an analogue multiplier. This implementation generated the 
channel fading in analogue form using numerically controlled oscillator (NCO). The 
architecture of this simulator is shown in Figure 3.23. 
Input 
Control 
FIFO 
(delay) 
FIFO 
(delay) 
Control 
Output 
FIFO 
(delay) 
Figure 3.23 Schematic of channel simulator employing numerically controlled oscillator. 
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The NCO digitally generates a signal whose frequency, phase and amplitude can 
be controlled accurately and changed instantaneously. It is a programmable device and 
can be programmed to achieve accurate Doppler shifts, amplitude fading and phase 
variations with fine resolution of 0.01 Hz, 0.1 deg phase and amplitude of 0.1 dB 
respectively. 
In this implementation, a PC was used to carry out real time calculation of 
propagation data. The data were finally used to control the delays and program the 
NCO for the generation of vector with the desired amplitude, phase and frequency 
(Doppler). Basically, the PC contains a software simulator whose data control the 
hardware to achieve hardware simulation. 
In another implementation [40], an NCO has been employed to generate the 
Doppler spread for the IS-95 terrestrial CDMA system and bulk Doppler shift to 
simulate satellite link for the Global star satellite system. The block diagram of one 
propagation path is depicted in Figure 3.24 for demonstration. It imposes the Doppler 
spread and amplitude variation on the input signal in two steps. It does not multiply the 
I and Q components by the random process in order to achieve Doppler spread and 
Rayleigh fading envelope. 
After achieving the delays using FIFO memories, the signal is converted into I 
and Q basebands in the digital domain and multiplied by the digitally generated sine 
and cosine signals respectively. These signals are generated by NCO and their phase 
angles and frequencies can change instantaneously for simulating the Doppler spread 
and bulk Doppler frequency. The sine and cosine signals generated by the NCO are 
cos[(roc +rod(t~+<l>(t))] and sin[(roc +rod(t~+<l>(t))] respectively. In these expressions, cod is 
the bulk Doppler frequency generated by the motion of satellite and <l>(t) is the time 
varying phase shift that represents the Doppler spread. After multiplication, the I and Q 
signals are combined. Finally, the resultant is multiplied by k(t) to scale the magnitude 
in accordance with the appropriate envelope probability density function. 
This implementation has employed Xilinx programmable chips to generate sine 
and cosine signals used in the quadrature down/up converter and carry out the 
multiplication in the digital domain. These oscillators are Numerically Controlled 
(NCO) and are built inside the Xilinx programmable chips. The Xilinx logic have built-
in RAM look-up-table from where the contents of sinusoids are read out and applied 
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internally to digital multipliers. In order to reduce the total size of the look up table, the 
table is read with 90° offset for the quadrature arm. This NCO has a resolution of 22-
bits and uses two look-up-tables with 256 bytes each giving a sine wave output with 
frequency resolution of 3.7 Hz. The RAM is made to act as FIFO by controlling its 
read- write operation. This read-write operation is also performed by Xilinx logic. 
Input 
sin cos 
FIR Low-Pass FIR Low-Pass 
cos[( roc +rod (t))t+cjl(t)] 
k(t) 
From another branch 
Output 
Figure 3.24 Channel simulator employing FIFO and NCO. 
3.5 SUMMARY AND CONCLUSIONS 
Mobile channel simulators are used to assess and quantify the performance of 
communication systems in a controlled environment at a work bench. Such testing is 
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less expensive, more conclusive and repeatable than field trials. There are two types of 
mobile channel simulators: narrowband; and wideband. 
In this chapter, simulation techniques for narrowband and wideband channels 
were discussed in detail. Architectures of various analogue and digital channel 
simulators were presented. Earlier implementations were analogue in nature. They were 
less accurate as compared to digital implementations due to components intolerance. 
They employed zenor diodes and analogue filters to generate random processes. A 
number of filters with different cutt-off frequencies had to be used to simulate different 
Doppler frequencies. Surface Acoustic Wave (SAW) devices were used in analogue 
implementations to realize delays. Digital implementations incorporated Digital Signal 
Processors (DSP) to generate and reshape random processes and First-In-First-Out 
(FIFO) memories to implement delays. FIFO memories are capable of providing very 
accurate and long delays as compared to analogue SAW devices. The Doppler 
frequency and delays could easily be changed through programming. 
Digital implementations offer many advantages over analogue. They are low 
cost, fast, more accurate, and flexible. Moreover, they provide effective control over 
the various simulation parameters through friendly interface. 
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CHAPTER4 
TRANSFER FUNCTION MODELLING AND SIMULATION 
4.1 INTRODUCTION 
The main aim of this chapter is to present the advantages of time variant transfer 
function modelling over impulse response modelling and to demonstrate that a wide 
band mobile channel simulator can equivalently be constructed in the frequency 
domain using the time variant transfer function T(f,t) of the channel. Although the 
transfer function modelling has been envisaged by several researchers as an alternative 
to the commonly used tapped delay line model so far it has not been implemented. Its 
main advantage however, arises for ultra wideband systems, where the number of taps 
in the time domain becomes very large as the bandwidth permits the resolution of more 
components, therefore limiting the applicability of the central limit theorem. 
This chapter proposes a suitable implementation for the transfer function model 
using Digital Signal Processing (DSP) techniques in SIMULINK and verifies the bit 
error rate (BER) results with the published results and the simulation results from the 
commonly used tapped delay line model employing a two-ray power delay profile and 
differential quadrature phase shift keying (DQPSK) modulation scheme. In this 
chapter, the design of the simulator will also be optimised to permit future 
implementation in DSP for real time ultra wideband systems. 
4.2 CURRENT APPROACH TO CHANNEL SIMULATON 
The time variant behaviour of the mobile communication channel can be explained and 
modelled either in the time or frequency domain using Bello's four system functions: 
input delay-spread function, output Doppler-spread function, time variant transfer 
function and delay Doppler-spread function [1]. Accordingly, the mobile channel 
simulator can be constructed on the basis of any one of these four system functions. A 
literature research revealed that the channel simulators that have been built so far are 
based on the impulse response modelling approach which employed the Bello's input 
delay spread function h(t, 't). This function models the channel in the time domain. The 
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impulse response approach employs the time variant Finite Impulse Response (FIR) 
transversal filter, called a tapped delay line filter, to model and build a mobile channel 
simulator. 
The impulse response modelling approach is not only widely accepted and a 
popular approach but also gives good understanding of the physical phenomena of 
multi-path fading in mobile communication channels. Each tap delay line shows the 
arrival of delayed replicas of the transmitted signal and the number of taps is based 
upon the number of propagation paths. After each delay, the signals are weighted by 
random processes in order to impose the fading. These random processes are generated 
on the basis of fading statistics. In case of statistical modelling, the statistical 
characteristics of random processes are typical and not related to any environment. 
However, in the case of modelling a specific environment, these statistical 
characteristics are usually obtained experimentally using various sounding techniques. 
4.3 ADVANTAGES OF TRANSFER FUNCTION MODELLING 
In the tapped delay line model, the various parameters associated with the fading 
statistics are bandwidth dependent. These parameters are valid only for a certain 
bandwidth. The reason behind this bandwidth dependency is based upon the fact that 
the increase in bandwidth will result in the resolution of more constituent components 
of fading. As the bandwidth increases, the number of resolved components in the time 
variant impulse response increases, thereby affecting the statistical parameters of fading 
and making it a function of bandwidth. Moreover, larger bandwidths may result in a 
situation where the number of unresolved components may not be enough to fulfil the 
criteria of the central limit theorem which requires the superposition of a large number 
of components. Therefore, for ultra wideband channels, it is not possible to establish a 
standard statistical model that can be rightly employed to all bandwidths [2]. In this 
context, researchers are of the view that conventional modelling approaches can not be 
applied to ultra wideband channels without modifications [3]. However, in the case of 
the channel transfer function, it is the only system function among the four Bello's 
system functions for which there is a superposition of all available multi-path 
components for all frequencies and instants with respect to all domains [ 4]. In case of 
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all other system functions, there is a resolution of multi-path components with respect 
to at least one domain [ 4,5]. Therefore, due to the fulfilment of the central limit 
theorem for all frequencies, the time variant transfer function is considered to be the 
most appropriate and preferred system function for statistical modelling of the time 
variant channels. 
The time variant transfer function is a superposition of phasors rotating both over 
time and frequency. Therefore, frequency selective fading is completely analogous to 
the time selective fading. Moreover, the temporal small scale fading in the transfer 
function is similar to the fading that occurs for the single pulse in the impulse response. 
This implies that, for a wideband channel model based on the time variant transfer 
function, all established principles known for narrowband modelling can be applied 
directly to both the time and frequency domains simultaneously. This demonstrates that 
transfer function modelling is a more consistent extension from narrowband to 
wideband modelling as compared to impulse response modelling. It has been shown in 
[ 6] that transfer function modelling also has advantages for deterministic modelling, 
especially in the context of ultra wideband channels. 
4.4 BRIEF DESCRIPTION OF THE TIME VARIANT TRANSFER FUNCTION 
The channel transfer function models the frequency domain characteristics of a 
channel. It shows the power in the received signal as a function of frequency [7]. As 
shown in Figure 4.1, the transfer function is obtained by taking the Fourier transform of 
the input delay spread (impulse response) with respect to the delay variable 't and 
inverse Fourier transform of the output Doppler Spread function with respect to the 
Doppler shift variable, v [ 1 ,8]. 
I h (t ,'t) 1-··-· ;··-··- .. -1 T(f, t) ~··-··-··:··-··~ H(f, v) I 
Figure 4.1 Relation ship of transfer function. 
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-T(f,t)= Jh(t,-t)e-j211r'd-c (4.1) 
-co 
-T(f,t)= JH(f,v)ej211vtdv (4.2) 
In the context of the output of the channel, it can be used to express the output time 
function in terms of the input spectrum to the channel equivalent filter using the 
following relationship and interpreted as the complex envelope of the received signal 
for a cissoidal input at the carrier frequency [1]. 
-Y ( t) = f X( f)T( f, t )ej211ndf (4.3) 
-co 
As per Zadeh's classical definition [9], the channel transfer function is defined as 
T(f, t) = Y(t) 
X(t) X(t)=ejZ11ft 
(4.4) 
where X(t) is the input signal to the channel and Y(t) is the output signal from the 
channel. If the channel is excited simultaneously at all frequencies, the output signal 
Y(t) of the time variant channel is expressed as [5] 
(4.5) 
(4.6) 
(4.7) 
where t denotes time, fis frequency, and ai, 'ti, fdi are the amplitude, multi-path delay 
and Doppler shift respectively for the i th path. 
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By applying equation 4.4, the time-variant transfer function ofthe multi-path 
channel can be described as 
(4.8) 
4.5 CHANNEL MODEL FOR TIME VARIANT TRANSFER FUNCTION 
A channel model based on the time variant transfer function has been developed by 
Bello[1] employing the sampling theorem. According to the sampling theorem, if the 
function, h(x), is zero for values of x outside an interval -X/2 < x < X/2, then its 
Fourier transform H (y) can be expressed as the following series [1]. 
(4.9) 
where 
(4.10) 
Equation 4.9 assumes that h(x) is centered at zero. But when h(x) is centered at x1 
instead of zero, and does not exist for the values of x outside the interval x1 -X/2 < x 
< x1 + X/2, then equation 9 becomes 
(k) ±j2trx1(y-_!_) [ ( k)] H(y) = L: H X e x sine X y- X (4.11) 
Equation 4.11 can be used to derive the sampling model for the time variant transfer 
function. The time variant transfer function, T(f, t), is a Fourier transform of h(t, -r) 
with respect to the delay variable -r. Real mobile channels do not have delays smaller 
than zero and greater than certain maximum value 'tmax . Therefore, the delay 
constraint interval 11 , can be expressed as 
V = 'tmax - 'tmin , when 'tmin = 0 and 'trnax is centered at 't 0 , then 
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'V = 7:max 
2 
On the basis of equation 4.11, T( f, t) with delay constraint of 't' 
0 
can be expressed as 
m -j21tTo(f-- m 
( } 
. m) [ ( JJ T (f, t) = ~ T -rmax , t , .... sine -rmax f- -rmax (4.12) 
If the input to the channel has a spectrum X( f), then using equation 4.3, the output of 
the channel Y(t) is expressed as 
Y (t) = Jx(f)T(f, t)ej21tftdf (4.13) 
Substituting the value of T(f,t) from equation 4.12 
( 
m J -j2nto(f-~) [ ( m JJ y (t) = ~ T 'tmax ,t I X( f) e 'max sine 'tmax f- 'tmax df (4.14) 
where X (f) is the input spectrum, 'tmax is the delay of the last significant multi-path 
component in the power delay profile of the channel, 't0 is equal to 'tmax I 2, and m 
refers to the branch number. This equation represents a summation ofweighted outputs 
of a number of elementary parallel channels, where each channel can be treated as a 
narrowband filter that filters the input and then multiplies its output by a gain 
factorT(t,mf-rmax). The transfer function of such a filter is denoted by Im(f) [5] and is 
expressed below. The channel model based on this filter structure is shown in Figure 
4.2. 
-J21tT r-- m 
. ( m ) [ ( JJ Im (f) = e 0 Tmax sine 'tmax f- 'tmax (4.15) 
The impulse response of this filter can be calculated by taking the inverse Fourier 
transform of equation 4.15 and the same is expressed below. This impulse response is 
the complex envelope of a rectangular RF pulse of frequency fc +~ and ofwidt'tmax 
't max 
seconds centered at tmax I 2 and fc is the carrier frequency. This filter has frequently 
been called as bandpass integrator [ 1]. 
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[
0 m ] 1 (t-'t J 
exp J21t 'tmax t 'tmax Rect 'tmaxo (4.16) 
Input ............. ---,----------,------0 _ 0 _ 0 _ 0 _ 0 _ 0 _ 0 _. _ 0 _. _ 0 _ 0 _ 
T(t.~J 
tmax 
Output 
_ ___. ________ ..__ ___ ·-·-o-o-·-·-·-·-·-0-·+ 
Figure 4.2 Channel Model for Time-Variant transfer function. 
The width of each branch, i.e. the range of frequencies which each branch passes, 
is determined by the ratio of the input signal bandwidth B to the total number of 
branches, N, used in the model. Bello speculated that about lOB 'tmax branches might 
result in a very good approximation of the channel. A literature search revealed that the 
exact number of branches required has not been reported any where as this model has 
not yet been implemented. 
4.6 SIMULATION OF MOBILE RADIO CHANNEL BASED ON TRANSFER 
FUNCTION MODEL 
The model presented in Figure 4.2 shows that when the input signal is passed through 
the filter structure, its bandwidth B is sliced into a number of pieces depending upon 
the number of branches employed in the model. Figure 4.3 explains this concept. Each 
piece is then multiplied by the random process. At any instant of time, the combination 
of all these slices in the dimension of frequency will form a random process in f and 
viewed as a transfer function at that instant. If any one of the slices is viewed in the 
dimension of time, it will also be a random process in time with the correlation of its 
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adjacent values being determined by the spaced-time correlation function. Hence, 
combination of all the adjacent slices will yield the time variant transfer function, 
which can be viewed as a two dimensioned complex random process. 
slices of transfer function 
Channel transfer function 
/ 
I 
I~ Transmission bandwidth frequency 
Figure 4.3 Slicing of channel transfer function into pieces. 
As the time variant impulse response is modelled as a complex-valued, zero-mean 
Gaussian random process in the t variable and the fact that the time variant transfer 
function is obtained by taking the Fourier transform of the time variant impulse 
response in the delay variable, it can be assumed that the T(f,t) possesses similar 
statistics and hence can be modelled as a Gaussian random variable for any selection of 
time or frequency, i.e., it is a random process in both time and frequency [10]. In the 
case of no movement of the mobile, it becomes a function of frequency only and can be 
modelled as a Gaussian process in frequency. The movement of the mobile results in 
Doppler and it becomes a function of frequency as well as time. In that case, it is 
modelled as a Gaussian process both in time and in frequency. The autocorrelation 
function of the time variant transfer function T(f,t), called spaced-time, spaced-
frequency correlation function, can be employed to determine the properties ofT(f,t) in 
both dimensions i.e., time and frequency. On account of the assumption of WSS, the 
autocorrelation function of T(f,t) in time is a function of only the time-difference ~t = 
t 2 - t 1 and under the assumption of uncorrelated scattering, it is a function of only the 
frequency difference ~f = f 2 - f 1 [11]. 
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Multiple random processes are needed to simulate the transfer function channel 
model. Each branch of the model, consisting of the filter and a complex multiplier, 
needs its own complex random process. Therefore, the total number of required 
complex random processes are equal to the number of pieces into which the input 
signal is sliced. These random processes are characterized by their means and 
autocorrelation functions [12]. In case of Rayleigh fading, the mean is zero. The 
autocorrelation function determines the correlation between the fading values spaced in 
time. This explains the rapidity with which the fading takes place. The rate of fading 
can also be viewed as a Doppler shift in the frequency domain. Since the power 
spectrum density and autocorrelation function form a Fourier pair, the correlation 
properties can be induced in the random processes by passing the white random process 
through the filter which can transform the power spectral density into the desired shape. 
The white random process contains the frequency components that have the same 
amount of energy and the spectrum is flat. The power spectral density (PSD) at the 
output of the filter is determined by the squared amplitude response of the filter's 
transfer function. The transfer function of the filter is obtained from the Doppler power 
spectrum. This work employs classical Doppler power spectrum in simulations. Almost 
all of the non-measurement based channel simulators [13-16] have employed this 
classical Doppler spectrum to simulate the mobile propagation channel. The shape of 
the Doppler spectrum resembles the classical bowl, therefore, it is usually called U 
shaped spectrum and is defined by the following relationship [17] assuming un-
modulated signal, dense-scattering environment, a vertical receiving antenna with 
uniform azimuth gain, and a uniform distribution of the angle of arrival (0 to 2 1t ). 
1 
s = XX (4.17) 
This relationship is valid for values of f ranging ± f d about the carrier frequency. The 
correlation between the random processes depends upon the frequency spacing between 
the branches and the power delay profile of the channel. For a channel with large delay 
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spread, there will be less correlation between these random processes and coherence 
bandwidth (Be) will be low. 
Idealized power delay profiles are usually employed to evaluate the BER 
performance of mobile radio channels [10]. There are two kinds of commonly used 
power delay profiles, a two-ray profile and an exponential profile. This work has 
employed a two-ray power delay profile to calculate the correlation between these 
random processes. The two-ray power delay profile has been recommended by the 
Telecommunications Industry Association (TIA) Standards Committee [18] to evaluate 
the tolerance of delay spread in digital cellular systems. Moreover this model is simple 
and also has been employed by a number of channel simulators to simulate frequency 
selective fading [19-21]. It is worth mentioning that BER performance depends most 
strongly on the root mean square (RMS) value of delay spread, regardless of the shape 
of the averaged power delay profile [22-24]. In the case of a two-ray model, different 
delay spread values can easily be realized by simply changing the delay between the 
two rays. The power delay profile of a two-ray model is expressed as [ 1 0] 
( 4.18) 
where P 0 and P1 are the powers in the path without delay and with delay respectively 
and 'td is the delay between the these path. The RMS delay spread is expressed by the 
following relationship 
~ 
't =-r --
nns d 1+r 
PI 
where r = ratio of powers between the two paths = 
Po 
(4.19) 
(4.20) 
The spaced-frequency correlation function of the two-ray model as a function of t d can 
be expressed as 
(4.21) 
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If the two paths are equal, then at a correlation threshold of 0.5, the coherence 
bandwidth (Be) is given by [10] 
1 
B=--
e 6't nns 
(4.22) 
In the context of the bit error rate performance of the system in a wideband channel, it 
is worth stating again that there is no fixed definition of coherence bandwidth [25]. It is 
always defined on the basis of correlation coefficient. In some literature, it is defined at 
a correlation coefficient of 0.9 [25-27] and in some [28-30] at 0.5, which is more 
popular and widely employed [25, 31]. 
Though, the coherence bandwidth (Be) and maximum excess delay ( 'tm ), are 
reciprocally related, the maximum excess delay is not necessarily the best indicator for 
gauging the performance of a given system in a channel. The reason is that different 
channels with the same value of 'tm can yield very different profiles of signal intensity 
over the delay span. Therefore, it is more useful to use delay spread for characterizing 
the dispersive effects of channels [25]. 
The required degree of correlation between these random processes has been 
established by mapping a pair ofuncorrelated Gaussian random processes, X andY, to 
a pair of random processes X and Z having a specified correlation level p . The 
relationship among X, Y, Z and p is based upon the following mathematical equation 
[32] 
Z=pX+Y~ (4.23) 
4.6.1 Design of Channel Simulator using SIMULINK 
Based on the channel model presented in Figure 4.2, the mobile channel simulator has 
been designed in Simulink by employing Digital Signal Processing (DSP) techniques. 
The block diagram of the simulator is depicted in Figure 4~4. In order to implement the 
transfer function model of the channel, the spectrum of the applied complex signal has 
to be sliced into number of pieces. This slicing can be achieved by passing the complex 
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FIR Bandpass filter for slice I of T (f, t). 
~ 1jiffPILH:Piilj4 
FIR Bandpass filter for slice 2 of T (f, t). 
rJ 41PfM1j91 r-------, 
+ 
Complex Input 
FIR Bandpas~ filter for slice m of T (f, t). 
C,Ji¥4lflef 
+ 
L 
Complex Output 
Figure 4.4 Block diagram of the simulator . 
signal through a bank of bandpass filters. Each filter passes its own slice and attenuates 
the remaining portion of the signal. Each bandpass filter has been implemented as FIR 
filter, whose bandwidth and center frequency is programmable. Though a FIR filter 
requires a much higher filter order as compared to an IIR filter to achieve a given level 
of performance, it has been selected due to its stability and linear phase response [33-
34]. For data transmission applications, the non-linearity causes frequency dispersion 
and results in errors [35,36]. In order to separate closely spaced frequency components 
and accurately slice the given spectrum into pieces, the FIR bandpass filter must have a 
steep and very narrow transition band. This requires fast roll-off [37]. For passband 
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frequencies to move through the filter unaltered, there must be no pass band ripples. 
Moreover, to adequately block the stop band frequencies, it is important to have very 
good stop band attenuation. These design requirements can only be met with higher 
order FIR filters. 
A number of algorithms are available in MA TLAB to realize FIR filters. It was 
observed that the frequency sampling method yielded lower order design as compared 
to the rest of the methods. A filter with 160 coefficients resulted in close approximation 
to the desired frequency response without introducing errors. The accuracy of the filter 
bank was checked by measuring the bit error rate between the input of the filter bank 
and the output after recombining all the elementary channels. 
MA TLAB function ' fir2 ' from the signal processing tool box has been used to 
calculate the filter coefficients. This function designs frequency sampling based digital 
FIR filters with arbitrarily shaped frequency response. It accepts a vector comprising 
frequency points and desired magnitudes at the points specified in the frequency vector. 
The desired frequency response is then interpolated onto a dense and equally spaced 
grid comprising 512 points. The filter coefficients are obtained by applying an inverse 
Fast Fourier transform (FFT) to the grid and multiplying by a window. This work has 
employed the Hamming window. The frequency vector should be in the range from 0 
to 1, where 1 corresponds to the Nyquist frequency. This algorithm always uses an 
even filter order to configure the passband at the Nyquist frequency. 
Figures 4.5-4.8 present the amplitude and phase response of some of the FIR 
filters designed with ' fir2 ' algorithm for normalized passband of 0.33, 0.2, 0.1 and 
0.066 respectively. These filters operate at a sampling frequency of 24300 Hz and have 
been used to slice the input bandwidth of 12.15 kHz into 3, 5, 10, and 15 elementary 
channel.These filters are employed in the simulations. It is evident from Figures 4.5-4.8 
that the frequency responses of these filters are flat and the transition band is steep. 
Moreover, the phase response is linear throughout the passband region. Figure 4.9 
depicts the measured spectrum at the output of branch 2, 3 and 4 of the simulator 
which employs 15 band pass filters, each with normalized passband of 0.066 (response 
shown in Figure 4.8), to slice the input bandwidth of 12.15 kHz into 15 pieces. As 
evident from Figure 4.9, each branch passes its own band of frequencies and attenuates 
the remaining portion of the spectrum. 
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Figure 4.5 Amplitude and phase response of a bandpass filter with normalized bandwidth of 0.33 
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Figure 4.6 Amplitude and phase response of a bandpass filter with normalized bandwidth of 0.2 
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Figure 4. 7 Amplitude and phase response of a bandpass filter with normalized bandwidth of 0.1 
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Figure 4.8 Amplitude and phase response of a bandpass filter with normalized bandwidth of 0.066 
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Figure 4.9 Measured spectrum at the output of the branch 2,3 and 4 (from top to bottom) of simulator. 
Each filter has normalized passband of 0.066. These filters operate at the Nyquist frequency of 
12.15 kHz. 
By comparing the measured spectrum with the calculated frequency response of 
o- - --- · the filter(shown in Figure4:8),'iecanbe noticed'thatbothfriatch each other: Moreover;'·~»-·­
the required features like, good stop band attenuation, narrow and steep transition band 
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are visible in Figure 4.9. The spectrum has been measured using the spectrum scope 
from the DSP library of SIMULINK. 
4.6.2 Generation of Random Processes 
Rayleigh fading generators have been used to generate complex random processes for 
each branch of the transfer function model. These generators employ filtered noise 
methods (explained in chapter 3) to produce classical Doppler spectrum as defined by 
equation 4.17. The generator accepts Doppler values as an input to control the 
autocorrelation function ofthe random process. 
Figure 4.10 depicts the real and imaginary parts of the complex random processes 
produced by the generator for 40 Hz Doppler. The envelope of the complex process, 
which follows a Rayleigh distribution, is also shown in the figure. 
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Figure 4.10 Complex random process (two real processes) along with its Rayleigh fading envelope 
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The accuracy of the fading generator has been verified by companng the 
second order statistics like, level crossing rate (lcr) and average fade duration (afd) of 
the complex envelope of the simulated process against the theoretical curve. These 
parameters provide useful information about the time variations of the fading and are 
employed in the design and analysis of forward error control strategy for mobile 
communication systems where the time variations are used to specify the size of 
interleaver [11, 30, 38]. Figures 4.11 and 4.12 present a comparison between the 
measured and theoretical level crossing rate (lcr) and average fade duration ( afd) [30] 
for the simulated random process with 40 Hz Doppler. These Figures reveal good 
agreement between them. A circuit was developed in SIMULINK using digital signal 
processing block sets to measure these statistics. The details of the circuit are provided 
in appendix 2. 
As stated previously when these multiple processes are viewed together at any 
particular instant, they represent the channel transfer function. As each process changes 
in time, they form a time variant transfer function. The required amount of correlation 
between these processes have been established by employing equation 4.23. A 
SIMULINK block was built using multipliers and adders to implement this equation. A 
block diagram of the correlator is given in appendix 2. Figure 4.13 demonstrates the 
two correlated processes with correlation coefficient of 0.6. 
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Figure 4.11 Comparison between the measured and theoretical level crossing rate (lcr) of the envelope 
of the simulated complex process with 40 Hz Doppler. 
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Figure 4.12 Comparison between the measured and theoretical average fade duration (afd) of the 
envelope of the simulated complex process with 40 Hz Doppler. 
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Figure 4.13 Two correlated random processes with correlation coefficient of 0.6 
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The correlation coefficient between these random processes was measured by storing 
the samples in the work space and then applying MATLAB command 'corrcoef '. 
4.7 SIMULATION RESULTS 
In a two-ray power delay profile, BER is usually studied and expressed as a function of 
r./T, where 't is delay between the two-rays and T is the Symbol period. The value of 
r./T can be varied by either changing the value of 't and keeping the symbol duration 
constant or keeping 't constant and varying the symbol duration T. This work has used 
both ways to obtain the BER results. In the first case, a fixed data rate of 24300 
symbols/second has been employed to study the BER performance of DQPSK 
modulation scheme in an outdoor Rayleigh channel environment. The main reason for 
using this data rate and modulation scheme was to compare and validate the simulation 
results with those published in [39] for tapped delay line model. Moreover, this data 
rate has been specified in the U.S. Digital Cellular Standard IS-54. 
Figure 4.14 shows the system block diagram employed to measure the bit error 
rate (BER). As seen in the figure, the pseudorandom generator produces a binary 
sequence. The DQPSK baseband modulator maps this sequence onto complex symbols 
at a rate of 24300 symbols/second. These symbols enter the bank of filters which slice 
the signal spectrum into a number of pieces. Each piece is then multiplied by the 
random process. These pieces are added to produce the channel output. The 
demodulator de-maps these complex symbols onto a binary bit stream. The BER tester, 
connected between the output of the binary source and the demodulator, compares the 
transmitted and received sequence and calculates the bit error rate (BER). 
In order to determine the actual required number of branches for the time variant 
frequency model, simulations were performed by varying the value ofr./T. The data 
rate of 24300 symbols/second was kept constant while the delay between the two-rays 
was varied to realize different values of r./T and rms delay spread. For each value of 
't/T , the frequency correlation coefficient was calculated using equation 4.21 and was 
used togenerate random processes for all the branches of the transfer function. For 
equal power of the two rays, the RMS delay spread ofthe channel depends only on the 
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Figure 4.14 System block diagram for bit error rate (BER) measurement. 
delay between the two rays. As the coherence bandwidth and RMS delay spread are 
related to each other, the coherence bandwidth can easily be varied by simply changing 
the delay between the two rays. 
Table 4.1 shows different values of 't, -r/T , RMS delay spreads and coherence 
bandwidths employed in the simulations. In the context of the frequency domain 
description of the channel, BER performance is dependent upon the coherence 
bandwidth of the channel. Therefore, it seems more appropriate to link and define the 
total number of frequency branches (N) to the coherence bandwidth of the channel. 
Although, there is no fixed definition of coherence bandwidth it is always defined with 
reference to a correlation coefficient, where 0.5 is the most widely used. Therefore, 
-_different values presented in table 4.1 for coherence bandwidths were calculated based 
on a correlation coefficient of 0.5 using Bc=l/27t'tnns [10]. 
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BER results were obtained by varying the number of branches (N) between 3 to 
10 times B/Bc, where B is the input signal bandwidth. For a data rate of 24300 
symbols/second, the bandwidth of the signal is 12.15 kHz i.e., one half the symbol rate 
[40]. The BER was measured for values of •/T ranging from 0.1 to 1 since the BER 
remains constant for values of •/T greater than 1 [39]. This corresponds to varying the 
delay between the two rays from 4.11 J..lS to 41.15 J..lS and the coherence bandwidth of 
the channel from 8.10 to 81.30 kHz. The value of Eb/No was assumed to be 100 dB and 
was kept constant throughout the simulations. In all the simulations, a Doppler 
frequency of 40 Hz was assumed since as shown in [39], the BER is not a strong 
function of Doppler for this range of •/T. In Figure 4.15, the simulation results for 
values of N equal to 10 B/Bc , 8 B/Bc , 5 B/Bc , 3 B/Bc and 2 B/Bc are compared with 
those published in [39] for the tapped delay line model. These results reveal that the 
transfer function channel model requires 10 B/Bc branches to achieve close 
approximation to the channel output, whereas 5 B/Bc, 3 B/Bc and 2 B/Bc branches are 
insufficient to simulate the channel for values of •/T less than 0.2, 0.3, and 0.4 
respectively since at these values, the total number of branches becomes less than 1. 
This shows that the number of branches used need to be 1t times the value 1 OB 't max 
speculated by Bello [ 1]. 
Table 4.1 Parameters used in the simulations. 
Time delay between Time delay between the two rays/ Trms Coherence BW S.NO the two rays in JlS ( T ) symbol duration in JlS ( T /T) Be in kHz in J1S 
I. 4.11 0.1 2.05 81.30 
2. 8.23 0.2 4.11 40.55 
3. 12.34 0.3 6.17 27.00 
4. 16.46 0.4 8.23 20.25 
5. 20.57 0.5 10.28 16.21 
6. 24.69 0.6 12.34 13.50 
7. 28.80 0.7 14.40 11.57 
8. 32.92 0.8 16.46 10.12 
9. . 37.03 . •c 0.9 . _;:.. ~-· .• .. .18.51- .. . 9.00 ' .... ..,.. ~ 
10. 41.15 1.0 20.57 8.10 
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Figure 4.15 BER comparison for transfer function model with different values ofN and tapped delay 
line model (published results ). 
BER results for tapped delay line model have also been obtained through 
simulations in SIMULINK and compared with those obtained using the transfer 
function model with 10 B/Bc branches. Communication block set library of 
SIMULINK contains a tapped delay line model which was configured to implement a 
two-ray Rayleigh fading environment. This block employs noise filtered method to 
generate the classical U shape Jakes PSD with a user defined Doppler. 
Figure 4.16 and Table 4.2 present a comparison between these results. The close 
match between them further validates the design and demonstrates that a mobile 
channel simulator can be built using the transfer function of the channel. 
It is worth mentioning that the main advantage of the transfer function modelling 
arises for ultra wideband systems, where the number of taps in the time domain 
becomes very large as the bandwidth permits the resolution of more multi-path 
components, therefore limiting the applicability of the central limit theorem. However, 
the main aim of the simulations were to present a suitable·· implementation in 
SIMULINK and to optimize the design by determining the actual number of branches 
needed in the time variant frequency model for close approximation of the channel. 
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Table 4.2 BER comparison between tapped delay line model and transfer function model with IOB/B, 
branches for DQPSK using a two-ray power delay profile at a data rate of 24300 symbols/second 
S.NO 
I. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
Time delay between TIT BER BER 
the two rays in ps (T) in ps ( Tapped delay line model ) ( Transfer function model ) 
0::: 
w 
m 
4.11 0.1 0.005 
8.23 0.2 0.020 
12.34 0.3 0.050 
16.46 0.4 0.085 
20.57 0.5 0.131 
24.69 0.6 0.173 
28.80 0.7 0.220 
32.92 0.8 0.260 
37.03 0.9 0.290 
41.15 1.0 0.300 
BER comparison 
10° ~~~~~~~~~~~~~~~~~~~~= 
-----+-------- Transfer function model 
- - 8 - Tapped delay line model 
-2 10 ::::::: 
0.2 0.4 0.6 0.8 1 
Delay between the two-rayslsymbol period 
0.006 
0.016 
0.047 
0.079 
0.119 
0.173 
0.230 
0.265 
0.290 
0.310 
Fig. 4.16 BER comparison for transfer function model with 10 B/B, branches, and tapped delay line 
model. Both results were obtained through simulations in SIMULINK . 
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This design can be used for future implementations in DSP for real time simulations of 
ultra wideband systems. 
As stated earlier that the BER performance as a function of 't/T can also be 
studied by keeping 't constant and varying the symbol duration. Simulations were 
further carried out to obtain BER results by employing both modelling approaches 
under the same channel conditions. Transfer function model with lOB/Be branches 
was employed for frequency domain simulations, whereas the 2 taps model was used 
for the time domain model. At each value of t, the symbol period, T, was varied to 
realize different values of 't/T . DQPSK modulation scheme was retained in all 
simulations because it did not require any explicit channel estimation since the 
preceding symbol acts as a phase reference for the current symbol. However, in case of 
non-differential modulation technique, the channel estimation is required at the receiver 
end to correctly demodulate the symbol. 
Tables 4.3- 4. 7 present different values of tIT and data rates (symbols/second) 
for which the simulations were performed. Figures 4.17-4.21 present a comparison of 
simulated BER results for the time domain and the frequency domain model. The 
comparison shows good match between them. 
In all the simulations, the gain functions for each branch of the transfer function 
model were generated statistically. For system performance in a particular channel 
environment, these gain functions can be taken from the wideband measurements. For 
SIMULINK implementation, these gain functions can be stored in the MATLAB work 
space prior to commencing the simulations. During the simulation stage, these can be 
retrieved and fed to the channel. 
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Table 4.3 BER comparison for different data rates using a two-ray power delay profile at excess delay 
of lJ.lS 
S.NO 
I. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
't = 1 J.!S, 't'rms = 0.5 J.!S, Be = 333.33 kHz. 
Data rate TIT BER BER 
(k symbols/s) in J.1S ( Tapped delay line model ) ( Transfer function model ) 
a: 
w 
m 
100 0.1 0.006 0.008 
200 0.2 0.020 0.017 
300 0.3 0.041 0.048 
400 0.4 0.060 0.070 
500 0.5 0.100 0.110 
600 0.6 0.160 0.150 
700 0.7 0.240 0.220 
800 0.8 0.280 0.270 
900 0.9 0.310 0.290 
1000 1.0 0.330 0.330 
BER comparison 
10° ~~~~~~~~~~~~cr~~~~~~-~--~--~---~--~-
-----1<-- Transfer function model 
- · o-- Tapped delay line model 
-2 10 ::::: 
····0 
1 o·3 l__ ___ l___ __ .L__ __ .L__ __ .J__ _ __J 
0 0.2 0.4 0.6 0.8 1 
Delay between the two-rays/symbol period 
Figure 4.17 BER comparison for transfer function model and tapped delay line model. The delay 
between the two rays is 1 J.lS . 
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Table 4.4 BER comparison for different data rates using a two-ray power delay profile at excess delay 
of 2.2 J.!S 
S.NO 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
't = 2.2J.!S, 'tnns = l.1J.!S, Be = 151 kHz. 
Data rate TIT BER BER 
(k symbols/s) in J.!_S ( Tapped delay line model ) ( Transfer function model ) 
0:: 
w 
m 
46 0.12 0.005 0.004 
100 0.22 0.024 0.028 
150 0.33 0.060 0.070 
200 0.44 0.100 0.110 
250 0.55 0.140 0.160 
280 0.61 0.180 0.200 
300 0.66 0.200 0.220 
350 0.77 0.250 0.280 
400 0.88 0.300 0.310 
450 1.00 0.310 0.320 
BER comparison 
10° ~~~~~~~~~~~~~~~~-,------~ 
--t--- Transfer function model 
-- 8-- Tapped delay line model 
r-------
r-
r 
[_ 
10-3 L_------~------~-------L------~------~ 
0 0.2 0.4 0.6 0.8 1 
Delay between the two-rays/symbol period 
Figure 4.18 BER comparison for transfer function model and tapped delay line model. The delay 
between the two rays is 2.2 J.I.S . 
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Table 4.5 BER comparison for different data rates using a two-ray power delay profile at excess delay 
of 3 f.lS 
S.NO 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10 
Data rate TIT BER BER 
(k symbols/s) in J1S ( Tapped delay line model ) ( Transfer function model ) 
0:: 
w 
m 
35 0.105 0.005 0.0035 
60 0.180 0.018 0.0230 
80 0.240 0.030 0.0350 
100 0.300 0.041 0.0470 
150 0.450 0.090 0.1000 
180 0.540 0.130 0.1500 
210 0.630 0.190 0.2100 
260 0.780 0.260 0.2400 
300 0.90 0.310 0.2700 
334 1.00 0.340 0.3000 
BER comparison 
10° ~~~~~~~~~~~~cr~~~~~~~~ 
-+---- Transfer function model 
- ~ 8 -·Tapped delay line model 
-2 10 ::::: 
1Q3 L----~---~----~---~---~ 
0 0.2 0.4 0.6 0.8 1 
Delay between the two-rays/symbol period 
Figure 4.19 BER comparison for transfer function model and tapped delay line model. The delay 
between the two rays is 3 J!S . 
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Table 4.6 BER comparison for different data rates using a two-ray power delay profile at excess delay 
of 6J.!S 
S.NO 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
Data rate TIT BER BER 
(k symbols/s) in JlS ( Tapped delay line model ) ( Transfer function model ) 
16.66 0.10 0.005 0.007 
33.33 0.20 0.021 0.018 
50.00 0.30 0.045 0.036 
66.66 0.40 0.080 0.066 
83.33 0.50 0.100 0.120 
100.0 0.60 0.150 0.140 
118.0 0.70 0.210 0.200 
133.33 0.80 0.250 0.230 
150.0 0.90 0.280 0.250 
166.0 1.00 0.330 0.290 
BER comparison 
10° ~~~~~~~~~~~~~~~---,,-------, 
0::: 
w 
m 
-+--- Transfer function model 
- · E} - · Tapped delay line model 
~ - - - - - - - - - - -
--r-
0.2 0.4 0.6 0.8 
Delay between the two-rayslsymbol period 
--------I 
1 
Figure 4.20 BER comparison for transfer function model and tapped delay line model. The delay 
between the two rays is 6 J.lS. 
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Table 4.7 BER comparison for different data rates using a two-ray power delay profile at excess delay 
of 10 1-!S 
S.NO 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
't = 10 j.lS, 't rms = 5j.lS, Be = 33.33 kHz. 
Data rate TIT BER BER 
(k symbols/s) in J.lS ( Tapped delay line model ) ( Transfer function model ) 
a: 
w 
10 
10 0.1 0.006 0.006 
20 0.2 O.Q18 0.015 
30 0.3 0.045 0.039 
40 0.4 0.070 0.085 
50 0.5 0.130 0.120 
60 0.6 0.150 0.160 
70 0.7 0.220 0.210 
80 0.8 0.250 0.240 
90 0.9 0.290 0.280 
100 1.0 0.300 0.300 
BER comparison 
10° r-~--------------------r. ..r.,~--~--~---~--~--~--~--~--~--~-~-~-~~ 
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. . . 
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Figure 4.21 BER comparison for transfer function model and tapped delay line model. The delay 
between the two rays is 10 J.l.S. 
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4.8 SUMMARY AND CONCLUSIONS 
A mobile channel simulator can be constructed either in the time domain using the 
tapped delay line model or in the frequency domain using the time variant transfer 
function of the channel. Transfer function modelling approach has many advantages 
over impulse response modelling. These include: non independence of fading statistics 
over the bandwidth, fulfilment of central limit theorem for all frequencies and instants 
with respect to all domains, and consistent extension from narrowband to wideband. 
However, its main advantage arises for ultra wideband systems, where the number of 
taps in the time domain becomes very large as the bandwidth permits the resolution of 
more components, therefore limiting the applicability of the central limit theorem. 
In the transfer function modelling approach, the wideband channel is split into a 
number of elementary parallel channels, where each channel can be treated as a 
narrowband filter that filters the input signal and then multiplies its output by a gain 
factor. The gain factor can be modelled as a random process. The combination of all 
parallel narrowband channels at any particular time can be viewed as the transfer 
function of the channel. As each narrowband channel fades in time, therefore, the 
transfer function becomes time variant and can be treated as a two dimension random 
process whose correlation properties are completely specified by the spaced-time, 
spaced frequency correlation function. 
The transfer function channel model was presented and implemented using DSP 
techniques in SIMULINK. FIR filter bank was used to slice the signal into many 
narrowband channels. The filters were designed using the frequency sampling method 
with 160 taps. Bello speculated that about 1 OB'tmax branches might result in a very 
good approximation of the channel. To determine the actual required number of 
branches for the time variant frequency model, simulation of a two- ray power delay 
profile with equal power was performed by varying the number of branches between 3 
to 10 times the B/Bc, where Be is the coherence bandwidth of the channel specified at 
a correlation coefficient of 0.5. DQPSK modulation scheme with the U.S. Digital 
, ,GeUular_ Standard_IS-;-5.4,_ symbol rate, of243QO. symbols/second was. employed to_ enable _ ~-- _-
the comparison of simulation results with published results from the commonly used 
tapped delay line model under the Rayleigh channel conditions. BER was recorded as a 
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function of 1' IT , where 1' is the delay between the two rays and T is the symbol 
period. At each value of 1' IT , the frequency correlation coefficient between the 
branches was calculated and used to generate random processes for all branches. 
Rayleigh fading generators were employed to generate colored random processes 
having commonly used U-shaped spectrum. Simulation results were presented and 
compared against the tapped delay line results for values of N equal to 
lOB/Be, 8B/Bc, 5B/Bc, 3B/Bc and 2B/Bc. The results revealed that lOB/Be 
branches gave close agreement with the tapped delay line model. This number was 1t 
times higher than 1 OB"t'max, previously speculated by Bello. 
Simulations were further carried out using the transfer function model with 
1 OBI Be branches to obtain BER results. Instead of varying t, the symbol period was 
varied between 10 K to 1000 K to realize different values of tIT . The BER results 
were compared against those obtained using the tapped delay line simulations in 
SIMULINK. The close agreement with the tapped delay line results further validated 
the optimized design. This design will permit future implementation in DSP for real 
time ultra wideband systems. 
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CHAPTERS 
SIMULINK IMPLEMENTATION OF FREQUENCY DOMAIN 
CHANNEL SIMULATOR FOR OFDM WirelessMAN 
5.1 :O:NTRODUCTION 
Orthogonal frequency division multiplexing (OFDM) scheme has gained significant 
importance over the last few years due to its resilience against frequency selective 
fading and simplicity of frequency domain channel equalization. It is becoming popular 
for the transmission of wideband signals over dispersive channels. OFDM is considered 
as a potential candidate for fourth generation ( 4G) mobile wireless systems. This 
chapter pertains to the design and development of frequency domain channel simulator 
for OFDM based physical (PHY) layer of WirelessMAN. The simulator comprises 256 
carriers OFDM transmitter, receiver and a frequency domain channel based on 
measured transfer function. FFT convolution is employed to implement the channel. 
The simulator is developed in SIMULINK using digital signal processing techniques 
(DSP). Though, the simulator is designed mainly for measurements based channel 
simulations, it can be equally employed to carry out statistical simulations after some 
modifications. This chapter also presents the salient features of the physical layer of 
IEEE 802.16-2004 WirelessMAN. 
5.2 ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING (OFDM) 
Orthogonal frequency division multiplexing (OFDM) has been adopted in several 
standards such as Hiperlan/2[1], IEEE 802.11a [2], Digital audio broadcasting (DAB) 
[3, 4], and Digital video broadcasting (DVB-T) [5, 6]. It is a frequency division 
multiplexing scheme for orthogonal carriers. It is considered as a special form of 
multicarrier modulation scheme where the carrier spacing is selected in such a way that 
they become orthogonal to each other and overlap. The nulls from adjacent carriers 
coincide with the centres of neighbouring carriers. Despite of overlapping, these 
carriers do not interfere with each other. Such overlapping permits to pack more 
-.c'· -· ~-.• _.--, _ _,__,-_. -- --•-· .·---·~.:;c.;-"':=_-~---· •·•-,-~-.~-- • ..:,: ..-;,;;.-.>l-"""'··-'-:. 
carriers into a given bandwidth and increases the spectral efficiency of the system. 
Whereas, in a normal frequency division multiplexing (FDM) scheme, guard bands 
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must be placed between the adjacent carriers to prevent interference. These guard bands 
reduce the spectral efficiency of the system. The term orthogonality refers to a precise 
mathematical relationship between the frequencies of the carriers. If the the integral of 
the product of two signals over an interval is zero then the signals are called orthogonal. 
For an OFDM system, each carrier has a different frequency. These frequencies are 
chosen such that there is an integral number of cycles in a symbol period and the 
spacing between the carriers is equal to the reciprocal of the OFDM symbol period. 
Furthermore, the number of cycles between the adjacent subcarriers differs by exactly 
one [7]. This spacing makes the carriers orthogonal to each other and at the same time 
permits them to overlap. At the receiver, the individual carrier can be recovered from 
the overlapped spectrum provided the orthogonality remains preserved during the 
course of transmission through the channel. 
In OFDM, the total data to be sent through the channel is split into parallel 
streams equal to the number of carriers. This reduces the data rate and increases the 
symbol duration in each parallel channel. This increase in symbol duration is the main 
cause for reducing the intersymbol interference (lSI) and mitigating the effects of 
frequency selective fading. Each parallel stream at the lower baud rate can be 
modulated by a separate modulator and the summation of all the outputs of the 
modulators results in an OFDM signal [8-11]. Figure 5.1 presents the concept of 
OFDM modulation [10]. 
Data rate 
R 2 
I 
N 
Data rate 
R/N 
I 
• Modulator ( f1 ) 
Orthogonal frequencies 
;;' 
"'" •• 
Modulator ( fl'!) 
OFDM 
Signal 
Figure 5.1 Basic concept of Orthogonal Frequency Division Multiplexing (OFDM) scheme. 
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5.2.1 OFDM Implementation using FFf 
The OFDM signal can be produced using the implementation shown in Figure 5.1. This 
scheme employs a bank of modulators to generate the OFDM signal. However, such 
implementation becomes very complex with increasing number of carriers. Therefore, 
the OFDM is not implemented in practice by this method. It is implemented by using 
discrete Fourier transform (DFT} [12,13,14]. It was shown in [14] that multicarrier 
signal is effectively the Fourier transform of the original serial data train, and that the 
bank of coherent demodulators is effectively an inverse Fourier transform generator. In 
practice these transforms can be implemented very efficiently by a pair of fast Fourier 
transform (FFT} and inverse fast Fourier transform (IFFT} algorithms. IFFT ts 
normally used in the modulator to generate the OFDM signal whereas, FFT ts 
employed at the receiving end. A typical OFDM implementation based on IFFT/FFT is 
presented in Figure 5.2 [15]. 
I I 0 I I 0 I Binary data 
Mod 
De 
Mod 
I I 0 I I 0 I Binary data 
Time domain signal 
IFFT 
FFT 
Frequency domain 
complex symbols 
Append 
Cyclic Prefix 
B 
Remove 
Cyclic Prefix 
Figure 5.2 OFDM implementation using Fourier transforms. 
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A modulator generates the serial complex data symbols Sn spaced in time by 
~t = 1 I f5 , where f5 is the symbol rate. They form a constellation in the complex plane. 
These symbols are converted from serial to parallel. The symbol rate in each parallel 
branch then becomes T = 1 IN~ T , where N is equal to the number of carriers in the 
OFDM system and T is the OFDM symbol period. The frequency separation between 
the carriers is 1 IT, making the subcarriers orthogonal to each other. These N parallel 
symbols, often called a block, are fed to IFFT. The IFFT treats these symbols as being 
in the frequency domain, contrary to the usual engineering interpretation [11], and 
produces a time domain waveform which is the summation of all N carriers. As known 
from signals and system theory, the basic functions for an IFFT are N orthogonal 
sinusoids. These sinusoids have different frequencies and the lowest frequency is DC. 
Each input symbol acts like a complex weight for the corresponding sinusoidal basic 
function. Since the input symbols are complex, the value ofthe symbol determines both 
the amplitude and phase of the sinusoid for that subcarrier. The output of the IFFT is 
then converted from parallel to serial and appended by the cyclic prefix to produce the 
final OFDM signal. 
The process is reversed at the receiving end. After removing the cyclic prefix, the 
FFT block is employed to process the received signal and recover the frequency 
domain symbols. The FFT block produces the same original symbols that were fed to 
the IFFT block at the transmission end if sufficient measures are taken to preserve the 
orthogonality of the carriers and channel effects are equalized. 
Consider Figure 5 .2, the block of N complex symbols { S0 , S1 , ••••• SN-•} produces 
the data block D m at the output of IFFT. The subscript m is the index of the composite 
time domain symbols and assumes values from 0 to (N-1). 
D =I FFT {S } = _.!._ ~ S ej(Z1t/N} run 
m n NL...Jn 
n=O 
(5.1) 
At the receiving end, the FFT generates the original block of symbols 
N-1 .. 
S" = FFT{Dm} = l:Dme-j(21t/N)nm (5.2) 
m=O 
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5.2.2 Cyclic Prefix and Intersymbol Interference 
Cyclic prefix is used in OFDM to reduce intersymbol interference (lSI) and intercarrier 
interference (ICI) introduced by the time dispersive muti-path channel [16-20]. It is a 
copy of the last portion of the time domain OFDM waveform which is transmitted first 
before the effective part of the OFDM symbol. After an IFFT operation at the 
transmitter, the last L-1 samples are copied from the end of each OFDM time domain 
waveform and appended in the same order to the beginning of the OFDM symbol. It 
does not only act as a guard period between OFDM symbols but it also eliminates 
intercarrier interference by preserving the orthogonality among subcarriers during the 
course of propagation through a multi-path channel. Figure 5.3 shows the concept of 
cyclic prefix. The length of cyclic prefix is chosen to be large enough so as to exceed 
the maximum excess delay of the channel. 
r·-··-··-··-··-··-··-··-··-··1 
Figure 5.3 Description of cyclic prefix for OFDM symbol 
OFDM transmission encounters two types of interference in a multi-path channel: 
intersymbol interference (lSI) and intercarrier interference (ICI). Intersymbol 
interference occurs when the received OFDM symbol is distorted by the previously 
transmitted OFDM symbol. It is analogous to the intersymbol interference (lSI) that is 
encountered in a single carrier system. In single carrier system, the lSI is a result of 
many previously transmitted symbols as the symbol period is much shorter than the 
time span ofthe channel. However in the case ofOFDM systems, the OFDM symbol is 
made up of many symbols and therefore its period is much longer as compared to the 
single carrier's symbol period due to which only a portion of an OFDM symbol is 
disforledby'the replicas produced bfthe multi-path clirumel. As the few sampies~f an 
OFDM symbol are affected, one could consider the use of guard interval to eliminate 
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the effect of intersymbol interference. The guard interval could comprise zero samples 
having a length equal to the maximum excess delay of the channel's impulse response. 
This guard period would prevent intersymbol interference and can be discarded at the 
receiver prior to the FFT operation. However, it will not prevent the OFDM symbol 
from interfering with itself. This kind of interference is called intrasymbol or 
intercarrier interference (ICI). ICI is crosstalk between different subcarriers which 
destroys the orthogonality of the subcarriers. Therefore, the guard period is not used in 
practical systems. Instead, the OFDM symbol is cyclically extended in the guard period 
time by replicating part of the OFDM time domain signal from back to the front in the 
same order. This extension ensures that delayed replicas of the OFDM symbol always 
have an integer number of cycles within the FFT interval as long as the delay is smaller 
than the guard time. This results in complete elimination of intercarrier interference. 
Due to the cyclic prefix, the linear convolution of the transmitted OFDM time domain 
signal and multi-path channel is converted into a circular convolution [15,18-20]. This 
stems from the discrete time properties of signals. In continuous time, a convolution in 
time domain is equivalent to a multiplication in the frequency domain [ 19]. This 
property is true in discrete-time only if the signals are of infinite lengths or if at least 
one of the signals is periodic over the range of convolution. It is not practical to have an 
infinite length OFDM signal, however, it is possible to make the OFDM symbol appear 
periodic by using cyclic prefix. Due to the periodic nature of cyclically extended 
OFDM symbol, the time domain convolution will result in the multiplication of the 
spectrum of the OFDM signal with the frequency response of the channel. This 
employs that each subcarrier's symbol will be multiplied by a complex number which 
represents the channel's frequency response at that subcarrier. Each received carrier 
experiences a complex gain i.e. amplitude and phase distortion due to the channel. It 
means that the cyclic prefix transforms a wideband frequency selective channel into N 
parallel flat fading channels. Each channel fades independently. Therefore, the 
performance of OFDM over a frequency selective fading channel is the same as that of 
a single carrier scheme in flat fading provided there is no intercarrier and intersymbol 
interference. The use of cyclic prefix protects the OFDM system from being effected by 
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5.3 FREQUENCY DOMAIN CHANNEL IMPLEMENTATION FOR OFDM 
SYSTEMS 
A communication channel is modelled as linear filter which, in the time domain, 
convolves the input signal with its impulse response to produce the output. In this 
modelling approach, the input and the output of the channel are described in the time 
domain and the channel is characterized by its impulse response. The research carried 
out until now has revealed that almost all of the channel simulators for OFDM systems 
have been designed and built using the impulse response modelling approach. All those 
employed a tapped delay line filter to simulate the channel. The OFDM signal, which is 
by default in the time domain (IFFT output), is convolved with the impulse response of 
the channel to produce the output. In general the channel actually performs linear 
convolution with the time domain signal. However in case of OFDM systems, due to 
the cyclic prefix this convolution is transformed into cyclic convolution and as a result 
the magnitude and phase of each subcarrier is point wise multiplied by the channel 
transfer function. As the information symbols S(n), generated by the complex 
constellation, are mapped onto the amplitudes and phases of the subcarriers during 
OFDM modulation, therefore the received symbols R(n) are the product of the 
transmitted symbols S(n) and the channel's frequency domain transfer function T( fn) 
plus the additive complex Gaussian noise n(n). Here, n refers to the subcarrier number. 
R(n) = S(n). T( fn) + n(n) (5.3) 
The transfer function is the Fourier transform of the channel impulse response. This 
implies that the convolution between the cyclically extended OFDM time domain 
signal and the channel's impulse response results in multiplication in the frequency 
domain. Hence, a channel can be represented as a bank of multipliers where each 
OFDM carrier is multiplied by its corresponding transfer function. Figure 5.4 depicts 
the channel representation for an OFDM system. This is applicable only if the 
. pl'thogonalit~ .among )h~ subcarriers is , preserved .. and Jhere is .no intersymbol ·(lSI}-"-~-· ... , 
interference. The addition of cyclic prefix ensures that the lSI is eliminated and the 
subcarriers maintain their orthogonality during transmission through a multi-path 
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channel. Therefore, cyclic convolution can be employed between the OFDM signal and 
the channel response to model the transmission system[21]. 
r- T ( f,) 
Subcarrier No I __.,®_.... Output 
r- T ( f,) 
Subcarrier No 2 ~®_.... Output 
r- T ( f,) 
Subcarrier No 3 ~®_.... Output 
T ( fN) 
Subcarrier No N Output 
Figure 5.4 Frequency domain channel model for OFDM systems. 
It is equally possible to implement the channel in the frequency domain by 
carrying out point wise multiplication of the spectrum of OFDM time domain signal 
with the transfer function of the channel. This point wise multiplication can be 
implemented by employing the FFT convolution between the OFDM time domain 
sequence and the channel impulse response. FFT convolution requires that the lengths 
of both sequences should not only be the same but also be a power of 2 for efficient 
implementation [22]. Therefore, before applying the FFT to the channel impulse 
response and the OFDM time domain signal generated by the transmitter, both are_ 
extended with ~nougll_ ?:eros so th,at th~ir tength~ be~;_9ID~" equaland forma smallest__ ~-"- -~ 
-:~,::_---~~--~ ·~ • _· .. =·-: " --o.·:~, -~-- 2::....~·-.:..,.. - •• ,_ .r-. · .-. "- c~ =-<i' .• - - --·" -··· - -~- -- - • 
power of 2. The FFT converts both the time domain sequences into frequency domain 
and then they are multiplied point by point. After multiplication, the frequency domain 
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signal is again converted into the time domain by inverse Fourier transform operation 
and the last M samples are removed. Figure 5.5 demonstrates the frequency domain 
channel implementation using FFT convolution. 
In fact the operation of point by point multiplication of the frequency spectrum of 
two discrete time signals is a result of their circular convolution in the time domain [22-
23]. This is due to the fact that discrete Fourier transform treats the functions being 
transformed are periodic, with period N [22-25]. The the output produced by the 
multiplication of two FFT operations is also periodic. It can be visualized as the placing 
ofN samples of one function around the circumference of a cylinder, and N samples of 
another function in reverse order around a second concentric cylinder. One cylinder is 
rotated, and coincident sample values are multiplied together and summed. The 
resulting output signal is also periodic. As the discrete Fourier transforms are usually 
implemented by employing computationally efficient FFT algorithm, therefore, it is 
called FFT convolution. 
It is worth mentioning that linear convolution of two finite duration sequences 
can also be performed by multiplying DFT's and taking the inverse if the sequences 
are first zero padded to sufficient length. Therefore, the circular convolution of two 
zero padded sequences yields the same results as those produced by regular convolution 
Input OFDM time 
domain sequence x[n] 
of length L 
Channel impulse 
response of length P 
h[n] 
Output OFDM time 
domain sequence y[n] 
of length L 
Figure 5.5 Frequency domain channel implementation for OFDM systems. 
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FFT based convolution has already been employed [24,25] for implementing FIR 
filters. It has speed advantage over normal time domain convolution [26,27]. This is 
due to the relative simplicity of multiplication and the speed advantage of FFT 
algorithm. Moreover, the zero padding of x[n] and h[n] employs that many of the 
transform multiplications do not, in fact, have to be carried out. Efficient fast 
convolution algorithms take these factors into account and give further speed advantage 
[24, 27]. 
5.4 DEVELOPMENT OF FREQUENCY DOMAIN CHANNEL SIMULATOR 
USING SIMULINK 
SIMULINK has been employed to build FFT convolution based channel simulator for 
OFDM system based on the physical (PHY) layer's specifications of IEEE 802.16-
2004 WirelessMAN [28]. Figure 5.6 depicts the block diagram of the channel 
simulator. It comprises 256 carriers OFDM transmitter, receiver and a frequency 
domain channel. 
OFDM Transmitter. 
Based on the 
Physical Layer of 
802.16-2004 
WirelessMAN 
Channel 
(Frequency Domain) 
i~ 
MATLAB 
Work Space 
{Transfer Functions) 
·/' 
(· 
I : 
: I 
I : 
: ! 
Data Processing 
Based on Measured 
Channel Parameters 
for 2.5 and 3.5 
0',..-1 ---') 
v 
GHzbimd I·· 
OFDM Receiver. 
Based on the 
Physical Layer of 
802.16-2004 
WirelessMAN 
Figure 5.6 Frequency domain channel simulator for 256 carriers OFDM system. 
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FFT convolution requires that the two signals should be of finite length. This 
constraint can be met easily in OFDM systems. OFDM is a block based modulation 
scheme. Each OFDM block including the cyclic prefix form a finite length sequence in 
the time domain. Real mobile channels exhibit impulse responses of finite durations. 
Therefore, FFT convolution (cyclic convolution) can be employed to model and 
simulate a multi-path fading channel for OFDM systems [21]. 
This work uses measured channel data at the 2.5 GHz and 3.5 GHz bands.The 
data were measured using a chirp sounder. The sounder employed 10 MHz bandwidth 
to measure the channel at a sweep repetition frequency (SRF) of 250 Hz. Measured 
data were processed to extract the channel transfer function for 250 consecutive 
sweeps. The processed data were made available in the form of a matrix containing 
complex time frequency functions for 249 consecutive sweeps.The transfer functions 
contained in the matrix can be treated as a series of snapshots of the channel transfer 
functions that are separated by the sweep duration; 4 ms for SRF of 250 Hz. The 
transfer function for each sweep comprised 512 points. The 512 points are separated by 
11.6 kHz. Therefore, 249x512 points matrix contained the time variant transfer 
function for the duration of approximately one second. IEEE802.16-2004 WBA system 
is flexible in terms ofbandwidth, therefore, the required number of points from the 512 
points can be taken to constitute a transfer function of variable bandwidths. This 
research has taken the first 256 points to construct a channel transfer function for 
approximately 3 MHz bandwidth for 256 carriers. Since the fast convolution based 
channel model requirs a transfer functions of zero-padded impulse responses, the 
available transfer functions are first converted into impulse responses by an inverse 
FFT operation (without windowing) to derive the impulse responses from the measured 
channel transfer functions. These impulse responses are zero padded and then again 
transformed into transfer functions to be used in the fast convolution based channel 
implementation. These steps are consistent with the duality of the impulse response and 
the transfer function [29-32]. All processing is carried out prior to the start of 
simulation. During the simulation phase, as shown in Figure 5.7, these transfer 
functions are moved from the MATLAB work space sweep by sweep at 4ms intervals 
;m(l entered into the ch~ei where they ;~~ flrs(h~ld and re~~pled to match the 
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sampling rate of the OFDM symbols and then point wise multiplied by the spectrum of 
the OFDM signal. Figure 5.7 describes the channel simulation process in detail. 
OFDM Signal ( Channel input) 
~L_ze___;;_ro _,L-.,j FFT 
_Padding H 
First Order 
Hold 
T(f,t,) 
T(f, t,) 
T(f, t,) 
T(f, t,) 
Impulse 
Responses 
Simulation Phase 
} \=1/SRF 
¢=Jill·.- .. - .. - .. - .. - .. - .. - .. - .. - .. ~ 
MATLAB Work Space 
+---- (Stored Channel Transfer functions) 
Zero 
Padding 
Setup Phase 
.J 
Figure 5. 7 Block diagram of the channel simulator. Implemented in SIMULINK using digital signal 
procesmg techniques (DSP) 
The process of first order hold and resampling saves computational time and 
MATLAB workspace which otherwise is required in the case of interpolation. As the 
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sounder acquires the channel state at every 4ms, therefore, the channel is assumed 
stationary for this period. In this context it is to be mentioned here that the WBA 
system is meant for stationary sites, therefore, channel variations are very small. It will 
be seen in the next chapter that the maximum observable Doppler from the measured 
data will not be more than 2Hz. 
Though, this work has focused on measured channel data, the simulation 
architecture presented in Figure 5. 7 can be equally employed to carry out statistical 
simulations. Either the channel transfer function could be directly generated using the 
frequency-time correlation properties of the channel and stored in the MA TLAB 
workspace or impulse responses can be generated first and then converted to transfer 
functions using Fourier transformation. 
5.5 SIMULINK IMPLEMENTATION OF PHYSICAL(PHY) LAYER FOR 
WIRELESS BROADBAND METROPOLITAN AREA NETWORK (MAN) 
The wireless metropolitan area network, WirelessMAN™, is a fixed broadband 
wireless access system which provides high data rate network connections to stationary 
sites at microwave frequencies between 2 to 11 GHz bands through a multi-path 
channel environment. It is the technology of the future and is an alternate to broadband 
wired links such as, digital subscriber line (DSL), fiber optic and coaxial cable. Its main 
advantage is the rapidity and ease with which it can be deployed to provide access to 
sparsely located sites. These sites communicate with the central radio base station 
through radio antennas mounted on a roof top. The base station spans a cellular radius 
of20-30 km. 
The IEEE 802.16-2004 standards, approved in June 2004, define the 
WirelessMA.NTM air interface specifications for wireless metropolitan area networks 
(MAN) [27]. These standards were first published on 81h April 2002 and were amended 
on January 30, 2003 to cover a licensed and unlicensed frequency spectrum between 2 
to 11 GHz. These standards encompassed line of sight (LOS) propagation in the 10-66 
GHz band and none line of sight (NLOS) propagation in the 2 to 11 GHz band. The 
IEEE 802.16-2004 standards specify three air interfaces: single carrier modulation, 256 
point tninsfoini"of'n~i ~anl'2o48 'p~i~ttr~sf~~" OFDMA~ This ~~~k ll~"~h~;;n-t~ 
develop a simulator for 256 carriers OFDM system. This interface is mandatory for the 
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license exempt band. Moreover, only 256 carriers OFDM mode of IEEE 802.16-2004 
has been adopted by the WiMax forum for fixed broadband services [33]. This interface 
seems to be favored by the vendor community for reasons such as lower peak to 
average ratio, fast Fourier transform (FFT) calculation, and less stringent requirements 
for frequency synchronization compared to 2048 carrier systems. Figure 5.8 shows the 
block diagram ofOFDM-based physical layer for 802.16-2004 WirelessMAN. 
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Figure 5.8 Block diagram of OFDM-based physical (PHY) layer for 802.16-2004 WirelessMAN. 
5.5.1 Channel Coding for IEEE 802.16-2004 WirelessMAN 
Channel coding is employed to achieve a reliable communication link from transmitter 
to receiver through the channel. The presence of additive white Gaussian noise 
(AWGN) .. and multi-:-path Jading in the_. mobile communication.channel.degrades the biL -· ~. . 
error rate (BER) performance of the system to unacceptable level. [34]. The multi-path 
fading channels introduce bursts of errors in the data due to a drop in the signal strength 
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below the noise level [35]. The channel coding involves rearranging and addition of 
redundant data prior to the transmission and complementary operation at the receiving 
end. In IEEE 802.16-2004, channel coding is achieved in three steps: randomization, 
forward error correction (FEC) and interleaving. 
5.5.1.1 Randomization 
Randomizers are used to introduce randomness in the payload data by toggling some of 
the zeros to one or ones to zeros. As a result, the long sequences of ones and zeros in 
the payload data are eliminated. This randomness is needed to optimize the decision 
regions of maximum likelihood detector in the receiver. The randomizer XOR's the 
data with a pseudorandom bit sequence. In IEEE 802.16-2004 standards, 15 bit shift-
registers with generator polynomial of 1 + X'4 + X15 are employed to implement 
randomization. The block diagram of the randomizer is shown in Figure 5.9. As per 
standards, randomization is performed on both the up and the down link for each 
allocation of data block independently. If the amount of data to be transmitted does not 
fit exactly the amount of data allocated, padding will be employed at the end of the 
transmission block up to the amount of data allocated, minus one byte, which shall be 
reserved for the introduction of tail byte. This tail byte is required by the convolution 
encoder to turn its register state back to zero. 
data out 
data in 
Figure 5.9 Block diagram of the randomizer for physical layer of 802.16-2004 WirelessMAN. 
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The PN sequence generator from the communication block set library has been 
employed to generate a sequence of pseudorandom binary numbers. This block accepts 
generator polynomial to configure its shift register connections. The generator 
polynomial can be provided by a vector comprising either the coefficients of the 
polynomial in descending order of power or exponents of X for the nonzero terms of 
the polynomial in descending order of power. The last entry should be 1 or 0 
respectively. 
This implementation has chosen the second method to configure the PN sequence 
generator. The initial state of the register can be set by specifying a binary vector. The 
generator has been configured to produce binary data in the form of a frame based 
column vector. The size of the column vector can vary to match the size of input data 
block to RS encoder specified in table 5.1. Moreover, the RS encoder block accepts 
only frame based column vector at its input. The output of PN generator has been zero 
padded to achieve tail byting. 
5.5.1.2 Forward Error Correction Codes (FEC) 
Forward error correction (FEC) codes are used to detect and correct the errors 
introduced by the channel. FEC is the only error correcting scheme that detects and 
corrects the errors at the receiver without requesting retransmission [36]. In FEC, extra 
bits are added to the original data at the expense of an increase in bandwidth. Forward 
error correction (FEC) codes have been classified into block codes and convolution 
codes [37]. This classification has been based on the presence or absence of memory in 
the encoders for the two codes. The IEE802.16-2004 standards employ concatenated 
Reed-Solomon encoder/decoder and convolution encoder/decoder in its forward error 
correction (FEC) scheme. Reed-Solomon (RS) code is called outer and convolution 
code is called inner code respectively. The concatenation of these codes provides large 
coding gain with less implementation complexity as compared to single coding scheme 
[37]. Reed-Solomon codes are block codes and can handle burst of errors introduced by 
the wireless channel but do not possess ability to handle a large number of distributed 
errors. Convolution codes are considered good for correcting random errors. Therefore, 
the combination of both effectively corrects most of the errors introduced by the 
wireless channel. 
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5.5.1.2.1 Reed-Solomon (RS) Codes 
The Reed-Solomon (RS) codes are block based codes which take a block of data and 
add extra redundant bits. The code words are produced on a block-by-block basis. 
These are linear block codes and are a subset ofBCH codes. These codes are based on 
a specialist area of mathematics known as Galois field or finite field. The RS encoder is 
specified as RS (N, K, T), where N, K refer to the number of overall bytes after and 
before encoding respectively and T denotes the number of data bytes which can be 
corrected. It is not required to use the natural size of Reed-Solomon code block. A 
technique called 'shortening' can produce a small code of any desired size from a large 
size by zero padding the unused portion ofblocks in the beginning and not transmitting 
them. At the decoder end, the same length of zeros is appended locally. The RS codes 
are characterized by field polynomial and generator polynomial. 
The Reed-Solomon coder specified in the IEEE802.16-2004 standards is based 
on N=255, K=239, T=8 over Galois Field GF (256). The standards recommend that the 
following polynomials are to be employed to generate systematic code. 
Code Generator Polynomial: g(x) = (x +A.0 )(x +A.1)(x +A.2 ) ... (x +A.2T-1), A.= 02HEX 
Field Generator Polynomial: p(x) = x8 + x4 + x3 + x2 + 1 
Table 5.1 presents the values ofN, KandT ofRS code specified in the standards 
for different modulation schemes. RS encoder and decoder blocks from the 
communication block set library of SIMULINK have been employed to implement RS 
encoding and decoding. The values of N, K, code generator and field polynomial can 
be specified directly in the dialog box. If N is less than 2M -1, the block uses a 
shortened Reed-Solomon code, where M refers to the length of binary sequence for 
each symbol of the code. The block accepts the primitive polynomial as a binary row 
vector that represents a primitive polynomial over GF (Z) of degree M, in descending 
order of power. If the primitive polynomial is specified, then N must lie in the range 
3 ~ N < 2M-t . These two blocks accept only a frame based column vector at the inputc-
and produce the output in the same format. The length of the input column vector to the 
RS encoder should be an integer multiple ofMxN. 
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Table 5.1 Coding requirements for various modulation schemes for IEEE 802.16-2004 standards. 
Uncoded Coded 
Modulation Block size Block size RS code CC code rate Overall (bytes) (bytes) 
Coding rate 
BPSK 12 24 (12,12,0) 1/2 112 
QPSK 24 48 _(32,24,4}_ 2/3 112 
QPSK 36 48 (40,36,2) 516 3/4 
16-QAM 48 96 J64,48,8l 2/3 112 
16-QAM 72 96 (80,72,4) 5/6 3/4 
64-QAM 96 144 (108,96,6) 3/4 2/3 
64-QAM 108 144 (120,108,6) 5/6 3/4 
5.5.1.2.2 Convolution EncoderNiterbi Decoder 
A convolution encoder operates in a continuous manner. It maps each k bits of 
continuous input stream onto n output bits by convolving the input bits with a binary 
impulse response. It employs M stage shift register and n modulo-2 adders to generate 
redundant bits. The output is usually in a multiplexed form. A convolution encoder is 
characterized by the constraint length K, generator polynomials and code rater. The 
constraint length indicates the number of shifts over which a single message bit enters 
and leaves the shift register and also can influence the encoder output. The constraint 
length is equal to M+ 1. Whereas, the generator polynomials define the connection of 
each path from the output to the input of the convolution encoder. 
The IEEE 802.16-2004 standards specify that a convolution encoder with native 
rate of 112, having a constraint length equal to 7, with the following generator 
polynomials, should be employed to generate two coded bits. 
FOR X 
FOR Y 
It is one of the most frequently applied encoders~ It has _a !)ingl~ datajnpU,tand_ . . . 
. ·' ~- ·.· .-~ ~-·.o-.----'""""~r ·~···--·--~-·: - ....;:_ ·'- -·-"?' __ <· ... , "-='. - .-- .- -. --- - -- ••. , . - --~~-
two outputs which are interleaved to form the coded output sequence. One bit enters the 
encoder and two are generated at the output. Each pair of output bits depends on seven 
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input bits. The number 7 refers to the current input bit plus six previously fed bits that 
are stored in the length 6 shift register. Figure 5.10 shows the block diagram of the 
convolution encoder specified in the IEEE 802.16-2004 standards. In order to realize 
different code rates, different puncturing methods are employed at the output of this 
native 1/2 rate encoder. Puncturing patterns and serialization order for different code 
rates are defined in Table 5.2 
Table 5.2 Puncturing configuration for different code rates 
Code Rates 
Rate 112 2/3 3/4 5/6 
dfre< 10 6 5 4 
X 1 10 101 10101 
y 1 11 110 11010 
XY x.v. X 1Y1Y2 x.Y.Y2X 3 X 1 Y1 Y2X 3 Y4X 5 
X output 
Y output 
Figure 5.10 Block diagram of native rate 112 convolution encoder 
As per specified standards, zero terminating convolution encoder should be used 
for convolution~ cooing.' This"implies that the-encoder's 'register state have-to oe broughf 
back to zero before the start of the next data block. This can be achieved by employing 
153 
SIMULINK Implementation of Frequency Domain Channel Simulator for OFDM WirelessMAN 
tail biting and zero tailing. The tail biting is implemented by initializing the encoder's 
memory with the last data bits of the RS encoded block. If these bits are zero, then 
these will reset the register state to zero. As the convolution encoder requires at least 
six zero bits to make its register state back to zero, there is a need to append a single 
OxOO byte at the end of each block of data generated by the randomizer [28, 38, 39]. 
This appending is referred to as zero tailing. 
The decoding of convolutionally encoded data is performed at the receiver end by 
employing a computationally efficient algorithm called Viterbi [ 40-42]. This algorithm 
estimates the maximum likelihood path through the trellis based on received symbols. 
The decoder reconstructs the action of the encoder by selecting the most likely path 
from a structured graph, corresponding to a tree or trellis that describes all possible 
states. 
The communication block set library of SIMULINK contains convolution 
encoder, Viterbi decoder, puncture and insert zero blocks to achieve convolution 
encoding and decoding. The convolution encoder and decoder block have been 
configured by specifying a constraint length of7, code generator polynomial of 171 and 
131 (in octal numbers) through the MA TLAB command 'poly2trellis'. This command 
converts convolution code polynomials to trellis structure description to be used by the 
encoder/decoder. Puncturing has been performed by specifying a puncture vector 
pattern in binary form as an input parameter to the puncturing block. At the receiving 
end, the zeros were inserted in place of punctured bits prior to the decoding. The 
inserted zero block has been employed for this purpose. This block accepts a vector as a 
parameter to specify the positions of zeros and input elements. 
5.5.1.3 lnterleaving!Deinterleaving 
Interleaving is used to spread the burst of correlated bit errors introduced by the fading 
channel. The channel coding schemes have a limited capability to correct a long string 
of errors [ 1 0]. Most FEC coding schemes are able to handle a limited number of bits 
errors if they are randomly distributed and statistically independent from one bit to the 
next. Even a powerful algorithm like Viterbi does not correct errors if there are dfree /2 
closely spaced errors in the received signal [37]. Interleaving is basically a form of a 
scrambling scheme which rearranges the data prior to transmission. At the receiving 
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end, the deinterleaver takes the data which contains a burst of error and when it 
rearranges that data to its original order, the series of errors get distributed and are 
easily corrected by the forward error correction schemes (FEC). 802.16-2004 standards 
employ a block interleaver to distribute adjacent bits into data subcarriers. The size of 
the block interleaver depends upon the modulation type and the number of coded bits 
per the specified allocation, Ncbps and is listed in table 5.3. 
Interleaving and deinterleaving is carried out in two steps. The first step 
rearranges the ordering of the bits so as to ensure that adjacent bits are not mapped onto 
adjacent carriers. This helps to eliminate the errors by reducing the chance that adjacent 
bits would be lost if a portion of the channel bandwidth is degraded due to frequency 
selective fading or with some sort of spurious or band limited noise. The second step of 
interleaving reorders the bits so that the original adjacent coded bits are alternatively 
mapped onto more or less significant bits of the constellation. This step avoids long 
runs of lowly reliable bits. 
The first permutation is defined by the rule: 
k= 0,1, .... Ncbps -1 (5.4) 
The second permutation is defined by the rule: 
j= s.floor(m/ s) + (m + Ncbps -floor(16.m/Ncbps)) moos m= 0,1, .... Ncbps -1 (5.5) 
where k and m are the input and output indices in the first permutation respectively, j 
and m are the output and input indices in the second permutation respectively. Let 
S=Ncpc/2, where Ncpc denotes the number of coded bits per carrier, i.e., 2, 4, or 6 for 
QPSK, 16-QAM, or 64-QAM respectively. 
At the receiving end, the inverse operation is carried out. The first permutation in 
the deinterleaver is the inverse of the second permutation in . the interleaver, and -
conversely. The deinterleaving is also performed in two steps. The first permutation is 
defined by the rule 
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m= s.floor(j/ s) + ( j + floor(l6.j/Ncbps)) mods j= 0,1, .... Ncbps -1 (5.6) 
The second permutation is defined by the rule: 
k =d.m-{Ncbps -1). floor{16.m/Ncbps) m= 0,1, .... Ncbps -1 (5.7) 
where j and m are the input and output indices in the first permutation respectively, k 
and m are the output and input indices in the second permutation respectively. 
Table 5.3 Block sizes for various modulation schemes specified in IEEE 802.16-2004 standards 
Coded bits per bit interleaved block ( N • ..,. ) 
Modulation (Default) 4 2 I 
subchannels subchannels subchannels 
BPSK 192 96 48 
QPSK 384 192 96 
16-QAM 768 384 192 
64-QAM 1152 768 384 
In implementing interleaving and deinterleaving in SIMULINK, a general block 
interleaver from the communication block set library has been employed for both 
operations. Two cascaded blocks are required for each interleaving and deinterleaving 
operation to perform the fist and second permutations. The block rearranges the 
elements of its input vector without repeating or omitting any element on the basis of 
the indices provided to it through its parameters mask. During the setup phase of the 
simulation, the indices of both permutations for interleaving and deinterleaving are 
calculated using equations 5.1-5.4 and stored in the workspace. An algorithm has been 
written in MATLAB to generate these indices (appendix 3). 
It is worth mentioning that deinterleaving can also be carried out by employing a. 
deinterleaver block instead of an interleaving block. The deinterleaving block needs 
indices from equation 5.1 and 5.2 rather than 5.3 and 5.4. It automatically generates 
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indices for the deinterleaving operation. Hence, only two permutation equations are 
sufficient for both operations. However, this implementation has employed only an 
interleaver block to perform both operations for the purpose of demonstrating the 
application of all four equations. Moreover, it has no bearing on the simulation run time 
whether the deinterleaving is performed by employing an interleaving block and 
equations 5.3-5.4 or a deinterleaving block and equations 5.1-5.2. 
5.5.2 Data Modulation/Demodulation 
Data modulation and demodulation is employed to map the data bits from the output of 
the interleaving block onto the complex constellation points and vice versa. Gray-
mapped phase shift keying (PSK), Quadrature Phase Shift Keying (QPSK), 16 levels 
Quadrature Amplitude Modulation (16-QAM) and 64 levels QAM have been specified 
in the standards, where 64-QAM is optional. Figures 5.11 and 5.12 depict the complex 
constellation points for 16-QAM and QPSK respectively. The constellation points are 
multiplied by a constant value indicated in table 5.4 for QPSK, 16-QAM and 64-QAM 
respectively to achieve equal average power. 
··-··-··-·-··-··-·-··-··-·-··-··-
1 
0.94 I e e e e 
I 
. . . . . 
. . . . . L _____ J _____ J _____ J ____ ,....J 
II) 
"0 0.31 
.€ • • • • ]-
. . 
< 0 
II) 
.... j 
-0.31 
~ 
CY 
t·-·-·t--i·-·-·t---·; 
I I I I ! • I • I • I • I 
i _____ _j __ _j _____ _j __ __! 
I I I I I 
• • 0 • • 
. . . . 
-0.94 ~ • ! • ~ • • ~ 
I I 
. . 
i .. _.,_ .. i .. _ .. _, . .i .. _,,_,,.i,,,_,,_,,J 
-0.94 -0.31 0 0.31 0.94 
In-phase Amplitude 
Figure 5.11 Complex constellation points for 16level Quadrature Amplitude Modulation (16-QAM) 
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Figure 5.12 Complex constellation points for Quadrature Phase Shift Keying (QPSK) 
Table 5.4 Normalized values of constellation points for different modulation schemes. 
Modulation type Normalized amplitude 
QPSK II.Ji. 
16-QAM (I ,3) I .J2 
64-QAM (1,3,5,7) I .J2 
The communication block set library contains various types of baseband 
modulators and demodulators. As per standards, 64-QAM is optional, therefore, this 
work employs only 16-QAM and QPSK for mapping binary data onto complex 
s)'!llbols._ These _l?ase .band _m~qul~t<?t~ C;lCCt':Rt. bi1_1~ seg11e11~-€?~ .. as. -~yell .. as int~gers~ ~ _ 
-<. "- ·-- • _: - • • - • • > "-- •• - •• _-_. - • • • ·--- • - -~- ~ - ·- - • ·- -- •• - - - - - --- - ---- • - -=--- ' 
There are two methods to achieve equal average power as specified in the standards. 
The first method involves the generation of output symbols based on minimum distance 
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between them, i.e., 2 and then multiplying them by the constants indicated in table 5.4. 
Another method is to specify the average power of the symbols to 1 using the mask of 
the modulator block. This implementation performs normalization by setting the 
average output power of the modulator to 1. This reduces one multiplication block 
which otherwise is needed at the output of the baseband modulator. Figures 5.11 and 
5.12 show a gray coded constellation produced at the output of the demodulators for 
16-QAM and QPSK 
5.5.3 OFDM Modulation I Demodulation 
Inverse Fast Fourier Transform (IFFT), Fast Fourier Transform (FFT), zero padding 
and selector blocks from the DSP block set library have been employed for 
implementing OFDM modulation and demodulation. Prior to the IFFT operation, the 
complex symbols are first zero padded and then arranged using a selector block. The 
256 carriers OFDM system effectively uses 200 carriers to convey data. The remaining 
carriers are used for guard bands at lower and higher ends of the spectrum. The purpose 
of the guard bands is to enable the signal to naturally decay and create the FFT 'brick 
Wall' shaping [27]. Table 5.5 presents the main features of256 carriers OFDM system. 
5.5.4 Pilot Modulation 
Pilots are inserted into each OFDM symbol for the purpose of tracking, channel 
estimation and frequency off-set estimation. Every OFDM symbol contains 8 pilots. 
The exact position of each pilot is shown in Figure 5.13. These pilots are power 
boosted by 2.5 dB and are transmitted using binary phase shift keying (BPSK) using 
the following formula. The binary sequence, w k, for these pilots has been generated by 
employing the PRBS generator from the communication block set library with 
polynomial generator of X 11 +X9 +1. The generator uses a vector, [1 1 1 1 1 1 1 1 1 1 1], 
for its initialization. The modulated sequence can be expressed as 
(5.8) 
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(5.9) 
Table 5.5 Symbol parameters for IEEE 802.16-2004 IEEE 256 OFDM system 
Parameters Values 
NFFT 256 
Nused 200 (including 8 pilots) 
F,IBW Licensed channel bandwidths are multiples of 1. 75 
MHz, licensed exempt 8/7 and any other bandwidth 
7/6. 
( T8 /Tb) 114, 118, 1116, and 1132. 
Number of lower frequency guard carriers. 28 
Number of higher frequency guard carriers. 27 
Frequency offset indices of guard carriers -128, -127, .... , -101 
+101, +102, ... ,+127 
Frequency offset indices of basic fixed location -84, -60, -36, -12, 12, 36, 60, 84. 
pilots 
Subchannel number: Allocated frequency offset 1: {-88, ... ,-76}, {-50, ... ,-39}, { 1, ... , 13}, {64, ... ,75} 
Indices of carriers 2: {-63, ... ,-51}' { -25, ... ,-14 }, {26, ... ,38}, {89, ... ' 1 00} 
3: { -100, ... ,-89}' {-38, ... ,-26}' { 14, ... ,25},{51 , ... ,63} 
2: {-75, ... ,-64 }, {-13, ... ,-1 }, {39, ... ,50}, {76, .... ,88} 
• • • • • • • • 
I 
-84 -60 -36 -12 DC +12 +36 +60 +84 
Figure 5.13 Positions of 8 pilots in the spectrum of OFDM symbol 
In this implementation, the BPSK modulation has been carried out by passing the 
output of the polynomial generator through the unipolar to bipolar converter block from 
the DSP block set of SIMULINK. 
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5.5.5 Time and Frequency Domain Description of 256 OFDM Symbol 
Prior to the IFFT operation, each OFDM symbol in the downlink subframe is always 
viewed in the frequency domain and contains 
• 8 pilot tones at frequency offset of± 12, ± 36, ± 60 and ±84. 
e 192 data carriers at locations specified in table 5.5 and shown in Figure 5.14. 
• 28 lower frequency guard carriers. 
• 27 higher frequency guard carriers 
• OneDC. 
Figure 5.14 presents the frequency domain description of the OFDM symbol 
containing 256 subcarriers. 
Guard carriers Data carriers Data carriers Guard carriers 
~-------------~·----------------------- ·- ----------------- ----- ... -- - --------- - "" 1 11 I I II I 
•" 1111-----------1' '1-----------1111 "• 
.... -I lc +I .. ... . +97 98 99 
I 
.... .... .... 
-128 -127 -126 .... .. -101 -100 -99 -98 -97 ... 100 101 .. ········ 125 126 127 
Figure 5.14 Frequency domain description ofOFDM symbol. 
Inverse Fourier transform operation converts the OFDM frequency domain symbol into 
the time domain waveform which represents the composite of 256 carriers. As shown 
in Figure 5.15, the time duration of this waveform is called the useful symbol time Tb. 
The cyclic prefix (CP), which is a copy of the last Tg J.LS of the useful symbol period, 
is appended in the same order at the beginning of this waveform to preserve the 
orthogonality of the carriers during propagation through multi-path fading channel. The 
tinl.e duration .of the resulting waveform is referredoto as the symbol time 'f8 .• ,Figure 
5.15 illustrates the time domain representation of the OFDM symbol. 
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r·-··-··-··-··-··-··-··-··-··-, 
. . 
. ; 
Figure 5.15 Time domain description ofOFDM symbol. 
Figure 5.16 illustrates the measured time domain waveform (absolute value) for 
one OFDM symbol of IEEE802.16-2004 system having 8.62 J!S useful period. The 
corresponding frequency spectrum is also been shown in Figure 5.17. The time domain 
waveform and the spectrum of the signal have been measured using the vector scope 
and the spectrum analyzer respectively from the SIMULINK library of DSP block set. 
4r------.-----.------.------.------.-----.-----~------~--. 
3 
-2~----~----_,------+------+------r-----,_-----+----~+-~ 
-3 
4L------L----~------~-----L----~~----~----~------~~ 
0 10 20 30 40 so 60 70 80 
Time {118) 
Figure 5.16 Measured time domain waveform for one OFDM symbol of 256 OFDM system 
implemented in SIMULINK 
5.5.6 Frame Structure for 802.16-2004 OFDM System 
Communications between the base station (BS) and the subscriber stations (SS) take 
place using either time division duplex (TTD) or frequency division duplex (FDD) 
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Figure 5.17 Measured spectrum for one OFDM symbol ofiEEE 802.16-2004 system implemented in 
SIMULINK.. 
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Figure 5.18 Frame structure for time division duplex (TDD) mode of operation . 
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mode of operation. A Subscriber station may operate in half duplex FDD (H-FDD) 
mode or in full duplex FDD mode. The license exempt band operates in TDD mode, 
whereas the licensed band operates either in FDD or TDD mode. As this work pertains 
to the license exempt band, only TDD mode will be considered. Uplink (UL) and 
downlink (DL) communications take place in frames. Each TDD frame, as shown in 
Figure 5.18, comprises downlink subframe and uplink subframe. In TDD mode of 
operation, base station and subscriber equipment transmit on the same RF frequency 
but separated in time. The base station transmits a downlink sub frame, followed by a 
short gap called transmit/receive transit gap (TTG), then the subscriber stations transmit 
the uplink sub frame. The subscribers are accurately synchronized such that their 
transmission does not overlap each other as they arrive at the base station. Following all 
uplink frames, another short gap called receive/transmit transition gap (RTG) is placed 
before the base station starts its transmission again. In the TDD mode of operation, the 
division point between the uplink and the downlink can also vary on frame to frame 
basis to facilitate asymmetric allocation of on air time between the uplink and the 
downlink. This work involves the simulation of downlink only. Each downlink 
sub frame is depicted in Figure 5.19 
f .. -··-··-··-··- DL subframe:- Comprising m bursts -··-··-··-··-··-) 
'¥' 
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Figure 5.19 Structure of down link subframe for physical layer of IEEE802.16-2004 WirelessMAN 
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It consists of preamble, frame control header (FCH) and series of data bursts which 
contain user data and control messages. Frame control header consists of an OFDM 
symbol with known data values. The data in this symbol is encoded by rate 112 
mandatory encoding scheme and modulated by QPSK modulation. The data in FCH 
describes system information such as base station ID, burst profile, and length of a 
burst. This information is needed by the receiver to decode the subframe. This work 
pertains to the simulation of a baseband OFDM system, it does not require FCH. In the 
simulation model, it will be replaced by the payload data. However, for the purpose of 
clarity and completeness, it will be shown in the downlink frame. Each data burst 
contains multiple OFDM symbols. Each OFDM symbol in the burst contains payload 
data depending upon the modulation type and coding gain. Table 5.1 has already 
presented the seven different combinations of modulation type and coding gain. For 
each of these combinations, a specific amount of payload data is needed for each 
symbol. The payload data may be padded, if required, to have correct block sizes. The 
modulation type remains constant within the burst, however it may change from burst 
to burst. Bursts using robust modulation types such as BPSK and QPSK are required to 
be transmitted first, followed by less robust modulation types, 16-QAM and 64-QAM. 
The structure of a data burst is shown in Figure 5.19. In the context of the networking 
layers, the data in the bursts is delivered to the physical layer by the medium access 
control (MAC) layer. It controls access of the base station and subscriber's stations 
through the air using a set of protocols. The scheduler in the base station controls the 
size of the frame and burst in order to effectively and dynamically allocate the on air 
resources to meet the connection demands with specified quality of service (QOS). 
Referring to the format of the burst in Figure 5.19, MAC PDU is the data unit 
exchanged between the MAC layer of base station and its subscriber station. Basically 
these are considered as packets transferred between the bottom of MAC and the 
physical layer [ 43]. A MAC PDU consists of fixed length MAC header, a variable 
length payload, and an optional cyclic redundancy check (CRC). 
Each uplink and downlink subframe is always preceded by a preamble. It 
comprises one or more OFDM symbols of known values. Preamble is used for 
achieving synchroiiiiati~n- be~ee~·dransmht~r and;ece1~er ~<l for ch~~~ ~~ti~~ti~~:,,~_c --
The preambles used in the uplink and downlink are referred to as short and long 
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preambles respectively. The uplink preamble consists of 2 times 128 samples preceded 
by a cyclic prefix. It is shown in Figure 5.20. It contains 100 QPSK carriers at even 
numbered locations and will form one OFDM symbol. The preamble in the downlink 
is called long preamble. It is equivalent to two OFDM symbols and consists of CP and 
4 times 64 samples followed by a CP and 2 times 128 samples. The first symbol of this 
preamble uses 50 subcarriers (every 4th subcarrier of the available 200) and the second 
symbol uses 100 subcarriers (all at even numbered positions). All subcarriers in the 
long preamble are QPSK modulated. Figure 5.21 depicts the structure of long preamble 
and appendix 3 contains its frequency domain sequence. This sequence is loaded into 
the MA TLAB work space prior to the start of simulation. 
1- One OFDM Symbol -1 
128 
Figure 5.20 Short preamble 
Two OFDM Symbols 
CP 164 I 64 164 164 I CP I 128 128 
~ .! .'4 ~! 
Tg Tb Tg Tb 
Figure 5.21 Long preamble 
These preambles are transmitted with 3 dB more power as compared to all other 
symbols in the downlink subframe so that the receiver can easily and correctly 
_ ~e.:tp9.4!-!la!e. l:ll)~ Aecod_e_ !h~J:P· . If. tJ:te. Q()\V:tlli~ .JJurs!s axe extr~melyJong, .. then th~e-. , __ , , _ ... -
standards permits to insert a midamble in between the bursts to cater for time variations 
in the channel and help the receiver to resynchronize. 
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Horizontal 
OFDM 
Modulator 
Figure 5.22 Process of frame formulation and preamble attachment 
A buffer block from the signal processing block set of SIMULINK has been used 
to construct the OFDM frames. It combines column vectors into frames of specified 
sizes. The size ofthe frame is equal to the size of the buffer. The baseband demodulator 
produces complex symbols in the form of column vectors. These successive vectors are 
combined into frames and then appended with preambles. The size of the frame is set 
during the simulation setup phase. Figure 5.22 depicts the process of frame formulation 
and preamble appendment. SIMULINK block diagram is attached in appendix 4. 
5.6 CHANNEL ESTIMATION AND EQUALIZATION FOR OFDM SYSTEMS 
The frequency selective mobile propagation channel modifies the amplitude and phase 
of each sub_carri~r presenC-in the_ OFDM .,symboL ,Such distortion. degrades, ,BER_o ~- __ , -. 
performance of the system. In order to correct the effect of the channel, a frequency 
selective network having transfer function that is inverse of the fading channel is 
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required to be employed at the receiving end. This network is called frequency domain 
equalizer. Real mobile channels are time variant and their transfer functions keep 
changing in time and in frequency, therefore, the characteristics of the equalizer are 
required to vary in time in order to adapt these variations [ 44]. These channel variations 
are estimated by the channel estimator and provided to the equalizer to undo the effect 
of the channel. In contrast to single carrier equalizers, the equalizer employed in 
OFDM consists of only one independent tap per subcarrier. The total numbers of taps 
are equal to the total number of carriers in the OFDM signal. This is due to the cyclic 
prefix, where the dispersive multi-path channel results in point wise multiplication of 
the transmitted constellation by the channel transfer function. Therefore, the process of 
equalization also requires an element wise multiplication of the FFT output (OFDM 
demodulation) by the inverse of the channel transfer function [45]. 
There are a number of ways to estimate the channel's transfer function. OFDM 
systems employ known frequency domain pilot symbols to acquire information about 
the channel state. These pilot symbols are inserted in each OFDM symbol either at 
fixed locations or their positions may vary from one OFDM symbol to another. These 
pilot symbols may constitute one OFDM symbol. There are two types of pilot aided 
channel estimation techniques. These are called block-type and comb-type [7]. 
5.6.1 Block-Type Channel Estimation 
In block-type channel estimation, pilot tones are inserted into all of the subcarriers of 
OFDM symbols at regular intervals [46]. These pilot tones constitute one OFDM 
symbol and are sent prior to the OFDM data symbol. The channel estimation at pilot 
tones can be performed using either Least Square (LS), Minimum Mean-Square Error 
(MMSE) or Least Mean Square (LMS) algorithm. It was shown in [47] that MMSE 
gives 10-15 dB gain in signal-to-noise ratio (SNR) for the same mean square error of 
channel estimates over LS. MMSE is more complex than LS. However, an application 
of low-rank approximation to linear MMSE by using the frequency correlation of the 
channel can reduce the complexity ofMMSE [48]. The block-type channel estimation 
technique performs well in a' slow fading channel' where channel transfer'furtction does-'-"- ~-----­
not change during the time period of the block. 
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5.6.2 Comb-Type Channel Estimation 
In comb-type channel estimation, pilot tones are inserted into each OFDM symbol. 
These can be interleaved with data symbols at fixed carrier locations in each successive 
OFDM symbol or their locations may vary from symbol to symbol. The channel at pilot 
frequencies can be estimated by using any one of Least Square (LS), Least Mean-
Square (LMS) or Minimum Mean-Square (MMSE) methods. MMSE performs better 
than LS. It was shown in [ 49] that the complexity ofMMSE can be reduced by deriving 
an optional low-rank estimator with singular value decomposition. The channel 
estimation at the rest of the carriers, other than pilots, can be done using either, linear 
interpolation, second order interpolation, low pass interpolation, spline cubic 
interpolation or time domain interpolation [ 46,50]. In terms of better performance, they 
are arranged as: low-pass, cubic-spline, time-domain, second order, and linear 
interpolation. Low pass interpolation outperforms the rest [ 46]. It is performed by 
inserting zeros into the original data sequence and then applying a low pass FIR filter 
that permits the original data to pass through unchanged and interpolates between such 
that the mean square error between the interpolated points and their ideal values is 
minimized. The channel is variant in time and in frequency. Therefore, in order to 
interpolate the channel estimates in both time and frequency, the pilot spacing has to 
meet the following criteria [7]. 
1 
M>f <--
'tmax 
1 M<-
t B 
d 
(5.10) 
(5.11) 
where -1Pr and .1Pt are pilot spacing in frequency and time respectively. 't'max and Bd 
are maximum delay spread and Doppler spread of the channel respectively. The 
frequency domain channel transfer function T(f) is the Fourier transform of the channel 
impulse response h( 't ). Each of the impulses in the impulse response will result in a 
complex exponential function e -(j2m/T,)r in the frequency domain, depending on its 
-·~··"•-:'- .-o- ~--'"' 'oo::"'J"~O'iJ' ~·- ·:·!--' -:,."";..;-> 0."~..;''"--.:~.;,t,.• · .•• -::-'·.·""'--~,-- -'"••'=-r··-,.- ~.-·"\, •.- _, ··.';,-:_-'---..-.. 
time delay't. In order to sample this contribution to T(f) according to the sampling 
theorem, the maximum pilot spacing -1Pr in the OFDM symbol is governed by [15] 
169 
SIMULINK Implementation of Frequency Domain Channel Simulator for OFDM WirelessMAN 
(5.12) 
where ~f are the carrier spacing and N refers to the number of subcarriers in the 
OFDM symbol. Comb-type channel estimation is more suitable for fast fading 
channels. As the pilot tones are present in each of the OFDM symbols, therefore, the 
state of the channel can be estimated at every OFDM symbol. However, its 
performance suffers in frequency selective fading when the correlation between the 
pilots decreases and even the best interpolation technique fails to provide the channel 
estimates at the remaining carriers. Therefore, the number of pilots in OFDM symbol 
increases with the increase in delay spread of the channel. 
5.6.3 Channel Estimation and Equalization for IEEE 802.16-2004 OFDM System 
In IEEE 802.162004 system, the channel estimation can be carried out using either 8 
pilot tones or long preamble which contains 100 subcarriers at even numbered 
positions. After channel estimation at pilot tones or at preambles's carriers, the 
estimates at the remaining subcarriers can be achieved by employing a suitable 
interpolation technique. Section 5.6.2 has focused on various channel estimation 
techniques. Two channel estimation techniques can be employed in 802.16-2004 
system; Linear Minimum Mean Square Error (LMMSE) and Least Square (LS). As the 
channel varies slow, most implementations [51] and commercial systems [52] have 
carried out the channel estimation using long preamble. If the transfer function of a 
channel is more erratic due to the frequency selective nature then this technique proves 
more suitable since it provides estimates at 100 carriers, whereas the pilots provide 
estimates at 8 carriers and any interpolation technique will yield more accurate results 
for the remaining 100 carriers from 100 known values as compared to 8. Moreover, if 
the pilots become uncorrelated due to frequency selective fading then it will not be 
possible to interpolate the remaining channel values. On the other hand, if the channel 
is less frequency selective and fast changing then the pilot estimation technique proVes 
better. This is'<ltutto' the'fact.ihaCeacli'C>:FbM.symbof·coniains pilot:t aii<Ccharuier-~· 
variations even between OFDM symbols can be recorded and due to the strong 
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correlation between pilots which enables the interpolation of 100 unknown values from 
even 8 known values. However, the standards incorporate a provision for midamble 
which can be inserted in between the downlink bursts to cater for any channel 
variations within the burst. Moreover, initial channel estimation can be performed using 
long preamble and any variation in the channel can be tracked using pilots which are 
present in every OFDM symbol. 
In this work, the preamble-aided Least Square (LS) channel estimation technique 
was used to estimate the channel at 100 known carriers. The transfer function at the 
remaining 100 carriers was obtained using a low-pass interpolation technique which 
outperforms other techniques [ 46]. Adaptive tracking of the channel using the 
embedded 8 pilots in each OFDM symbol is not required as the duration of each frame 
is small as compared to a very slow varying channel. For most fixed wireless 
applications, adaptive channel tracking is omitted since the channel is unlikely to 
change significantly during the frame [53]. 
A number of blocks from the DSP library of SIMULINK were employed to 
realize channel estimation and equalization. Figure 5.23 demonstrate this process in 
detail. As shown in this figure, the selector block separates the long preamble from the 
down link sub frame. This preamble contains 100 complex values which are the 
products of the known values and the values of the channel transfer function at 
preamble's subcarriers. These 100 estimated values are provided to the channel 
estimator which simply divides these values by the known values to obtain channel 
transfer functions for 100 active subcarriers. Interpolation in real and imaginary part of 
the complex fading envelopes was reported to outperform the interpolation in 
amplitude and phase [11], therefore, this work separates these 100 complex values into 
real and imaginary parts and applies interpolation on each part separately and then 
combines them again into complex values (shown in Figure 5.23). S function has been 
written to design a custom made SIMULINK block to realize interpolation. This block 
accepts 100 values at its input and generates 200 values at its output. The S function 
uses MATAB command 'interp' to implement low-pass interpolation .. The equalizer 
comprising 200 taps, one for each subcarrier, uses the estimated transfer function to 
undo oihe effects of the channei"f~r all oiinl\ts~b~ls present i~ thefrarile. 
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Figure 5.23 SIMULINK implementation of preamble-aided channel estimation technique. 
This work employs measured channel transfer functions which are spaced at 4ms 
in time. The frequency components within the transfer function are 11.6 kHz apart. 
This spacing results in OFDM symbol duration of 8.62 x 1 o-s seconds. As the channel 
is updated after every 4ms, the channel appears the same for approximately 46 OFDM 
symbols. This seems consistent with the coherence time of the channel. From the 
measured Doppler power spectrum (section 6.3.1 of chapter 6), a maximum Doppler of 
2.5 Hz was observed. This value results in a coherence time of 0.169 seconds using 
Tc =9/16nfd [54]. This implies that the channel will appear the same for 42 OFDM 
symbols.--In-block -type channel"estimation, the duration·ofthe frame should' always- be -~ 
less than the coherence time ofthe channel, i.e., 0.169 second. Therefore, in order for 
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preamble-aided estimation technique to deliver good estimates, the number of OFDM 
symbols in the down link burst should be less than 42. 
5. 7 SUMMARY AND CONCLUSIONS 
This chapter presented a SIMULINK implementation of a frequency domain channel 
simulator for the physical (PHY) layer of IEEE802.16-2004 WirelessMAN. The 
simulator comprises 256 subcarriers OFDM transmitter, receiver and a frequency 
domain channel. Various blocks from different libraries of SIMULINK were employed 
to design and build the simulator using DSP techniques. The simulator was specifically 
designed for measurement based channel simulations, but it could also be used for 
statistical simulation after some modifications. The channel was implemented in the 
frequency domain by multiplying the spectra of OFDM time domain symbols with the 
measured channel transfer functions at 2.5 GHz and 3.5 GHz bands. The receiver 
employed long preamble for channel estimation. The preamble contained channel 
estimates at 100 subcarriers, whereas the estimates at the remaining 100 subcarriers 
were made using low-pass interpolation technique. 
This chapter also provided a brief introduction to Orthogonal Frequency Division 
Multiplexing (OFDM). Its advantages over the single carrier modulation scheme were 
highlighted and the role of cyclic prefix in combating the effects of multi-path 
propagation was discussed in detail. This simulator can be used to study the 
performance of Wireless Broadband Access (WBA) systems in a measured channel 
environment. 
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CHAPTER6 
MEASUREMENTS-BASED CHANNEL SIMMULATIONS FOR 
WirelessMAN 
6.1 INTRODUCTION 
Performance of any communication system is usually studied in terms of its bit error 
rate (BER) behaviour as a function of signal to noise ratio of the channel. This chapter 
pertains to the simulation of frequency selective channels for IEEE 802.16-2004 
Wireless Broadband Access (WBA) systems using measured channel functions for 2.5 
GHz and 3.5 GHz bands. Simulations were carried out to study the bit error rata (BER) 
performance in a variety of channel conditions. The BER performance results were 
obtained using the frequency domain channel simulator designed and developed in 
SIMULINK (presented in chapter 5). The designed system was first validated by 
studying its BER performance over an additive white Gaussian noise (A WGN) channel 
and comparing BER simulation results with the theoretical results and other published 
results. The close match between them validated the SIMULINK implementation of 
256 OFDM system. 
Seven sets of measurements were used in the simulations. Four sets belong to 2.5 
GHz band and three to 3.5 GHz band. The channel profiles in these measurements 
differ from one another in terms of the frequency selective fading. For the purpose of 
reference, the four sets of 2.5 GHz measurements have been named as profile 1 to 
profile 4 and the three sets of 3.5 GHz measurements have been named profile 1 to 
profile 3. Corresponding profiles of both bands were measured simultaneously. 
In the first phase of simulations, the BER results ofrate 1/2 coded OFDM system 
employing QPSK and 16-QAM constellations were obtained for profiles 1-3 of both 
bands. The aim was to show that the difference in the system behavior for both bands. 
The BER results showed the effect of frequency selective fading on the system 
performance. Section 6.3 presents these results. In order to quantify the severity 
of [rc;:q:u~ncy Sy~ectivoeJading,among Jhese profiles,~ fr~quen~y dorpain)eyetcr_qssings,_. 
and average fade bandwidth within the OFDM symbol were measured. 
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Profiles 2 and 3 of the 2.5 GHz band were used in the second phase of 
simulations to study the BER performance of rate 3/4 coded systems employing 16-
QAM and QPSK constellations. These two profiles differ from each other in respect of 
the channel transfer function variations within the OFDM symbol bandwidth. Section 
6.3.1.2 depicts the simulation results. 
In order to study the effects of frequency selective fading on different channel 
coding schemes specified in the IEEE 802.16-2004 standards, profile 4 of the 2.5 GHz 
band was employed in the simulations. It represents the worst-case multi-path 
conditions amongst all profiles. The purpose of the simulation was to compare the 
performance of rate 1/2 and 3/4 coded system in a highly frequency selective 
environment. The BER performance results have been shown in section 6.3.1.2. 
6.2 SYSTEM PERFORMANCE IN A WGN CHANNEL 
The accuracy of the simulator is usually verified by comparing the simulated BER 
performance results with the theoretical results in additive white Gaussian noise 
(AWGN) channel [1,2]. Therefore, this work has first employed AWGN channel to 
validate the various digital signal processing (DSP) implementation techniques used to 
design and build the OFDM transmitter and receiver. It is worth mentioning that the 
SIMULINK library of communication block set does not contain OFDM transmitter 
and receiver. These were completely built using a number of DSP blocks from various 
SIMULINK libraries. In this perspective, it becomes imperative to verify the accuracy 
of the OFDM transmitter and receiver first and then employ channel coding. Achieving 
channel coding is not very complex in SIMULINK. All the necessary blocks are 
available in the communication block set library to realize the various channel coding 
requirements specified in the IEEE 802.16-2004 standards [3] for Wireless Broadband 
Access (WBA) systems and these blocks do not require any further validation. Figure 
6.1 depicts the simulation block diagram used to measure the bit error rate. A WGN 
block from the communication block set library was used to add the required amount of 
noise to the output of the OFDM transmitter. This block accepts a complex input 
signal. The average power of the transmitter has been normalized to unity. The BER 
results were o6tairied"hy va'rying the~-value "of sigilar'to noi~e ratio (input p-ariilleier of · .. 
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A WGN block). 16-QAM has been selected to map binary data onto the complex 
constellation. 
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The main reason for selecting this modulation scheme is that the theoretical as well as 
simulated BER results are readily available in the literature [ 4] for comparison 
purposes. Moreover, 16-QAM is spectrally more efficient as compared to BPSK and 
QPSK. Referring to Figure 6.1, channel coding and transfer function channel blocks 
were by passed for recoding BER results in only A WGN channel. 
The performance of OFDM system in an A WGN channel is identical to that of a 
serial modem since A WGN in the time domain corresponds to A WGN of the same 
average power in the frequency domain [4]. BER results presented in [4] for OFDM 
systems and for a serial modem proved that the performance of both systems was 
identical in an AWGN channel. Figure 6.2 presents simulated BER results as a function 
of average signal to noise ratio of the A WGN channel for 256 OFDM system 
employing 16-QAM. The length of cyclic prefix was set to zero as it was only meant to 
cater delays in the multi-path channel [5,6]. Each point in the curve was obtained by 
averaging 20 simulation results. Each result was obtained by running simulation for 1 0 
minutes. At the beginning of every simulation run, the initial seed parameter in the 
A WGN block was changed to initialize the noise generator. 
The theoretical BER performance is also shown in Figure 6.2 for comparison. 
These BER results for uncoded OFDM system closely match with the theoretical curve 
for the serial mode. These results also agree with the simulation results presented in [ 4] 
for 16-QAM OFDM system. The close match between these results validates the 
performance of designed SIMULINK OFDM simulator. The IEEE 802.16-2004 
WirelessMAN system incorporates forward error correction coding (FEC) which 
significantly improves the system performance not only over fading channel but also 
over A WGN channel. Simulations have also been carried out to study BER 
performance of rate 1/2 and 3/4 coded 256 OFDM IEEE 802.16-2004 system in 
AWGN channel employing 16-QAM and QPSK constellations. Figures 6.3 and 6.4 
present these results. 
As evident from these results the FEC coding scheme, comprising concatenated 
Reed-Solomon (RS) and convolution, have significantly improved the BER 
performance of the system in an A WGN channel. Concatenated coding possess the 
ability to correct both typesoferrors; random' arid burst. The :Reed~Solomon(RS)'·codes·~··· 
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Figure 6.2 BER performance of uncoded 256 OFDM IEEE 802.16-2004 WirelessMAN employing 
16-QAM 
prove very effective in correcting burst errors, whereas random errors are dealt with by 
Convolution codes [7]. The BER curve for rate 112 coded system with 16-QAM reveals 
_-,:-} 
a coding gain of approximately 7 dB at BER of 10-6 as compared to uncoded system. 
This coding gain can be attributed to the error correcting ability of RS as well as 
convolution codes. Though, RS codes are meant for specifically burst errors thus can 
also correct random errors [7, 8]. In the simulations, a rate 112 convolution encoder 
with constraint length 7 was employed. In convolution coding, the coding gain 
mcreases towards the asymptotic limit as the signal to noise ratio (SNR) per bit 
mcreases [9]. This is apparent from the BER curves of Figures 6.3 and 6.4. If the 
decoder employs hard-decision decoding, then the coding gain reduces by 
approximately 2 dB as compared to soft decision decoding for A WGN channel. 
However, the soft decision Viterbi decoder would be computationally expensive [9,10]. 
The coding gain can also be increased by employing long-constraint length 
convolution codes. However, for long-constraint length codes, sequential decoding will 
~~ ---·~'.'. ,,-- -=. -· ¥- >":;' -~-: -=~~ --~ ·;__-:..:__ .. - - .. ·,_------"'-:.:.·=- ;,_- •-.-·• •. (" ·-;~~-""·-~- ._ ::-.;:·.:.··- -'-
be employed. The coding gain is also a function of QAM constellation. It was shown in 
[ 6] that coding gain relative to uncoded QAM becomes larger for larger constellations. 
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in A WGN employing 16-QAM. 
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The behaviour of the BER curve for coded system is consistent with the transfer 
function for rate 1/2 convolution code derived in [11]. The BER bounds are governed 
by the Viterbi decoding algorithm, which asymptotically approaches the maximum 
likelihood decoder performance. These bounds are based on the transfer function of the 
convolution code and can be derived from the state transition diagram ofthe code. The 
transfer function basically describes the distance properties of various paths in the 
trellis for the code that starts at state 0 and merges to state 0 later on. 
6.3 SYSTEM PERFORMANCE IN FREQUENCY SELECTIVE CHANNELS 
In a single carrier wireless communication system, the bit error rate (BER) performance 
is a function of the length of the channel impulse response and the duration of the 
transmitted symbol. The shape of the channel impulse response depends heavily on the 
propagation environment. Indoor channels exhibit only shorter delays but the outdoor 
channels can possess delay spread in the range of 15 J..lS • In the context of the time 
domain description of the channel, the channel is characterized by the rms delay spread 
which impacts the bit error rate of the communication system. BER depends upon the 
rms delay spread of the channel irrespective of the shape of the channel impulse 
response [12-13]. As a general rule, the effect of intersymbol interference (lSI) on the 
transmission error rate of the system is negligible as long as the delay spread of the 
channel is significantly shorter than the duration of the transmitted symbol. Otherwise, 
the multi-path propagation will lead to lSI and channel equalization has to be used to 
suppress the echoes caused by the channel. OFDM, unlike single carrier systems, 
overcomes the effect of frequency selective fading by dividing an entire channel 
bandwidth into many subchannels. The frequency response over each subcarrier 
becomes relatively flat. Each subchannel has an individual signal-to-noise ratio (SNR) 
depending upon the value of the channel transfer function for a particular carrier. 
Accordingly, the bit error performance varies significantly between different 
subcarriers. Therefore, the over all bit error performance heavily relies upon the 
performance of individual subcarriers. As the frequency response of the wideband 
channel is variant in frequency, each subcarrier will have different signal-to-noise ratio. 
Few carriers in deep fade may degrade the overall performance of the system. OFDM 
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systems are capable of yielding high performance as compared to single carrier systems 
in wideband channels by employing one-tap equalizer for each subchannel. Still the 
ability of channel estimator which is responsible for delivering the estimated channel 
transfer function for each subcarrier is dependent upon the time-frequency 
characteristics of the channel and the accuracy of the estimating algorithm. As the 
subchannel's frequency response is estimated through the use of pilots [14-15], the 
correlation of the channel transfer function amplitude both along the time and 
frequency axis is of significant importance. The correlation in the frequency domain is 
dependent on the impulse response of the channel. The delay spread of the channel 
manifests itself as frequency domain fading over the bandwidth of the OFDM symbol. 
The longer delays result in the rapid fading in the frequency domain and causes a 
decorrelation of the received signal envelopes at different frequencies, lessening the 
effectiveness ofthe pilot correction mechanism [16]. Consequently, the performance of 
the channel estimator decreases with a decrease in correlation between pilots. The 
simulation results presented in section 6.3 .1.1 reveal that the bit error performance 
decreases with an increase in the variations in the channel transfer function. 
The time variations in the channel transfer functions also have a great impact on 
the bit error performance of the OFDM system. These channel variations distort the 
orthogonality of the subcarriers and result in intercarrier interference which limit the 
attainable bit error rates. If the channel changes slowly as compared to the duration of 
an OFDM symbol, then the channel is considered stationary during the OFDM symbol 
period. Then the frequency selective effect of the channel will be a frequency 
dependent multiplicative distortion of the received symbol [4]. Whereas, a non 
stationary channel will introduce intercarrier interference due to the time variant 
impulse response. Hence, the time variant channel transfer function during the 
transmission of an OFDM symbol results in the loss of orthogonality between the 
OFDM symbols subcarriers. The amount of this interference is a function of the rate of 
change of the channel transfer function. However, as the Doppler spread is very small 
in WirelessMAN systems, the system performance is mainly dependent upon the 
frequency selective behaviour of the channel. The Doppler spectrum which will be 
presented. iri se~il'on· 6:'3 :r~ tot'mecasured'. channeCparameters··-wiil- sh·~~"·a·" ~ru2i;niillt· -~ --- .~.,~ 
Doppler of 2 Hz. This implies that the channel transfer function remains stationary for 
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more than one OFDM symbol. Therefore, this work focuses mainly on the effect of the 
frequency selective behaviour of the channel on the bit error rate performance of the 
system. 
It is worth mentioning that IEEE 802.16-2004 has specified 6 types of channel 
models to assess the performance of different transmission techniques in the 2-11 GHz 
band [ 17]. These models have been developed by Stanford University and are known as 
Stanford University Interim (SUI) channel models. These models have three taps and 
differ from one another in delay spread. Out of these six models, SUI-1, SUI-2 and 
SUI-6 are line of sight models with rms delay spread of 0.111 f.!S, 0.202 f.!S and 5.24 
f.!S respectively. Whereas SUI-3, SUI-4 and SUI-5 are non-line of sight models having 
delay spread of 0.264 f.!S, 1.2 f.!S and 2.842 f.!S respectively. The channel data which 
have been employed in this work for simulations cover a delay spread range from 0.22 
f.!S to 4.4 f.!S. The measurements were performed in the 2.5 GHz and 3.5 GHz bands in 
Martlesham, UK. The sounder employed 10 MHz bandwidth to measure the channel at 
a sweep repetition frequency (SRF) of 250 Hz. This work has employed processed data 
that was made available in the form of a matrix containing 512 points complex time 
frequency functions for 249 consecutive sweeps. As stated in chapter 5 that the fast 
convolution based channel simulator required transfer functions of zero-padded 
impulse responses, therefore, the available transfer functions were first converted into 
impulse responses by inverse FFT operation without applying windowing. If the 
window is applied, then the response will be superimposed on the shape of the window. 
Therefore, windowing is normally not applied in such cases prior to the IFFT 
operation[ 18]. These impulse responses were zero padded and then again transformed 
to transfer functions to be used in the fast convolution based channel implementation. 
All processing were carried out prior to the start of simulation. During the simulation 
phase, these transfer functions moved from the MA TLAB work space sweep by sweep 
and entered into the channel where they were point wise multiplied by the spectrum of 
the OFDM signal. The detailed explanation in respect of the frequency domain channel 
implementation for measured channel data has already been provided in section 5.3 of 
chapter 5. ~·-- --~------·-·----~-'- c~ -~ 
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6.3.1 Channel Simulations using 2.5 GHz and 3.5 GHz Measured Data 
IEEE802.16-2004 OFDM system is flexible in terms ofbandwidth specifications. The 
channel bandwidth can be integer multiples of 1.25 MHz, 1.5 MHz, and 1.75 MHz 
with a maximum of 20 MHz. Therefore, the required number of points from 512 points 
can be taken to form a transfer function of variable bandwidths. In the case of 256 
OFDM systems, the first 256 points can be used to simulate a 3 MHz wide channel 
where each carrier will be 11.6 kHz apart. This work has used the first 256 points out of 
512 to construct the channel transfer functions for the both bands. The inverse FFT 
operation was performed on these points to extracts impulse responses which were then 
used to compute RMS delay spread of the channel using a threshold value of 20 dB. 
The 2.5 GHz band exhibited delay spread in the range 0.1 f..lS- 4.4 f..lS while the 3.5 
GHz band showed delay spread in the range 0.1 f.!S- 3.8 f.!S. Figures 6.5 and 6.6 present 
the CDFs and PDFs for the distribution of the RMS delay spread for the two frequency 
bands. 
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Seven types of measured channel data have been selected for the purpose of 
simulations. Figures 6. 7-6.9 and 6.10-6.12 present some of the impulse responses and 
their corresponding channel transfer functions for three profiles of 2.5 GHz and 3.5 
GHz bands respectively, employed in the first phase of simulations. These profiles 
were measured at three different locations. As shown in table 6.1, the profiles 1, 2, and 
3 of the 2.5 GHz band exhibit RMS delay spread of 0.22 J..LS, 2.90 J..LS, and 3.30 J..lS 
respectively. Whereas for the 3.5 GHz band, the delay spread values are; 0.30 J..lS, 
1.89 J..lS, and 3.40 J..lS respectively. The impulse responses and the transfer functions 
depicted in these figures represent the channel state at 4 different sweeps. Only four out 
of the 249, have been shown here for the purpose of demonstration. They change from 
sweep to sweep if the channel is time variant. In case of static channel, they remain the 
same. The transfer functions contained in the matrix can be treated as a series of 
snapshots of the channel transfer functions that are separated by the sweep duration; 4 
ms for sweep repitition frequency of 250 Hz. As IEEE 802.16-2004 system is meant 
for point to point communication between base station and stationary sites, the channel 
experiences very little variations in time. The data employed in the simulations were 
measured using stationary receiver. The measured data exhibited some variations in the 
channel transfer functions. Figures 6.13 and 6.14 depict the time variations in the 
transfer functions of three profiles for the 2.5 GHz and 3.5 GHz bands respectively. As 
the receiver was stationary, these variations were mainly caused due to moving objects 
in the channel. As evident from the average Doppler power spectrum of three profiles 
shown in Figures 6.15 and 6.16 for 2.5 GHz and 3.5 GHz respectively, the channel was 
very slowly varying with a maximum Doppler shift of approximately 2 Hz. This value 
results in a coherence time of 0.21 seconds. In (19], Doppler of 2 Hz was used to 
obtain BER performance results. 
OFDM symbol duration is a function of frequency spacing between subcarriers, 
therefore, frequency spacing of 11.6 kHz results in an OFDM symbol duration of 
8.62xlo-5 seconds. Table 6.2 presents OFDM system parameters used in the 
simulations. 
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PROFILE 1 FOR 2.5 GHz. 
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Figure 6.7 (a) Examples of channel impulse responses , (b) their corresponding channel transfer 
functions. 
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PROFILE 2 FOR 2.5 GHz. 
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Figure 6.8 (a) Examples of channel impulse responses , (b) their corresponding channel transfer 
functions. 
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PROFILE 3 FOR 2.5 GHz. 
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Figure 6.9 (a) Examples of channel impulse responses, (b) their corresponding channel transfer 
functions. 
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PROFILE 1 FOR 3.5 GHz. 
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Figure 6.10 (a) Examples of channel impulse responses, (b) their corresponding channel transfer 
functions. 
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PROFILE 2 FOR 3.5 GHz. 
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Figure 6.11 (a) Examples of channel impulse responses , (b) their corresponding channel transfer 
functions. 
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PROFILE 3 FOR 3.5 GHz. 
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Figure 6.12 (a) Examples of channel impulse responses, (b) their corresponding channel transfer 
functions. 
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Table 6.1 RMS delay spreads for the three profiles of the 2.5 GHz and 3.5 GHz bands. 
Frequency band Pl P2 P3 
2.5 GHz 0.22 f.!S 2.90 f.!S 3.00 f.!S 
3.5 GHz 0.30 f.!S 1.89 f.!S 3.40 f.!S 
Table 6.2 OFDM system parameters. 
Parameters Values 
FFT Size ( N FFf ) 256 
256 carriers bandwidth ( Fs) 2.96MHz 
Sampling time ( Ts ) = 1 I Fs 0.34 f.!S 
Subcarrier spacing (~f)= Fs I 256 11.6 kHz 
Useful symbol duration ( Tb) = 1 I ~f 86.2 f.!S 
Guard interval duration ( Tg ). Based on measured impulse 
responses 
Number of data subcarriers ( N 0 ) 192 
Number of pilot subcarriers ( N P) 8 
Number of used subcarriers ( N used ) 200 
· ,Number,ofguard subcarriers(Nguardc}'"'~: ' :, -~.''.-,:;.;¢~~ : ·-·-:·..:c~· ''55 -·-~"--'- =:_<'-J;..J·,~_,_-··; 
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6.3.1.1 Simulation Results and Analysis for Rate 1/2 Coded OFDM System 
Figures 6.17 and 6.18 present BER performance results ofrate 1/2 coded IEEE802.16-
2004 OFDM system for profiles 1-3 in the 2.5 GHz band (Figures 6.7 to 6.9), 
employing QPSK and 16-QAM constellation. Whereas, Figures 6.19 and 6.20 depict 
BER performance results of the same system for profiles 1-3 of the 3.5 GHz band 
(Figures 6.10 to 6.12. Channel estimation employed long preamble aided Least Square 
(LS) technique. 
The bit error rate (BER) results of the 2.5 GHz band reveal that profile 1 yielded 
the lowest BER as compared to profiles 2 and 3. As can be seen from the frequency 
transfer functions of these profiles the channel transfer function for profile 1 is less 
erratic and does not contain a series of deep fades. Most of the transfer function 
variations are confined within a 5 dB range. It exhibits less frequency selective fading 
since its impulse response has only one significant multi-path component (Figure 6.7) 
and the remaining two components have relatively very low power. These peaks are 
about 25 dB down as compared to the main peak. Due to this dominant component, the 
channel transfer function exhibits Rician fading in frequency and in time. Rician fading 
is characterised by the K factor. It can be used to obtain a clear picture about the fade 
depth on each subcarrier and the degree of variability in the frequency selective fading 
across the OFDM symbol bandwidth. When cumulative distributions of the amplitude 
of individual subcarriers of profile 1 were determined, it was found that the fading on 
almost all subcarriers exhibited a good fit with the Rice distribution. The Kolmogrov-
Simimov (K-S) goodness-of-fit test was employed to determine the best-fit distribution 
for the amplitudes of OFDM subcarriers. Figures 6.21 and 6.22 present the plot of K 
factor versus 256 subcarriers for the three profiles of the 2.5 GHz and 3.5 GHz bands. 
The plots for the 2.5 GHz band show that almost every subcarrier of the profile 1 has a 
very high K-factor which implies that there is less probability of encountering a deep 
fade and consequently the mean bit error rate will be low. Whereas, profile 2 causes 
more severe fading on the OFDM subcarriers as compared to profile 1. It can also be 
noticed from the K-factor plots that profile 2 has deep fades between subcarriers 
immber 23o and 2s'6~, M~~e~<~~r-.-'~~;~ variations in the K factor, "b'~ve' 7;{~~"-b~e~~--~-- -
observed across the subcarriers of profile 2. 
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Figure 6.17 BER performance of rate 1/2 coded 256 OFDM IEEE 802.16-2004 WirelessMAN 
employing QPSK and measured channel profiles for 2.5 GHz depicted in Figures 6.7-6.9. 
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Figure 6.18 BER performance of rate 1/2 coded 256 OFDM IEEE 802.16-2004 WirelessMAN 
employing 16-QAM and measured channel profiles for 2.5 GHz depicted in Figures 6.7-6.9. 
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Figure 6.19 BER performance of rate 112 coded 256 OFDM IEEE 802.16-2004 WirelessMAN 
employing QPSK and measured channel profiles for 3.5 GHz depicted in Figures 6.1 0-6.12. 
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Figure 6.20 BER performance of rate 112 coded 256 OFDM IEEE 802.16-2004 WirelessMAN 
employing 16-QAM and measured channel profiles for 3.5 GHz depicted in Figures 6.10-6.12. 
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It was found that some subcarriers obeyed Rayleigh distribution and some Rician 
depending upon the value of K. Subcarriers with high values of K obeyed Rician, 
whereas Rayleigh distribution was noticed for subcarriers having low K factor. As an 
example, consider a K factor plot for profile 2 of 2.5 GHz band (Figure 6.21 ). 
Subcarrier number 245, which appears to be in a deep fade, has a low K factor of about 
-4 dB. As shown in Figure 6.23a, its amplitude exhibited a very good fit with Rayleigh 
distribution. Another subcarrier number 96 has a high K factor of about 11 dB, and 
hence obeyed Rician distribution. Figure 6.23 depicts the best-fit distribution for both 
carriers. 
Moreover, channel estimator delivers better performance in profile 1 than profile 
2. It may be recalled that 802.16-2004 system uses only 100 carriers for the purpose of 
channel estimation. These carriers are located at odd number positions. The channel 
estimates at the remaining even numbered carriers are made using interpolation 
techniques. Series of deep variations in the channel transfer function lower the 
performance of interpolation algorithm substantially. This is evident from Figure 6.24 
which compares the equalized complex symbols for the system operating in profile 1 
and 2 against the original constellation for 16-QAM. It is apparent that the equalized 
constellation points in respect of channel profile 2 are more deviated from their original 
positions than those of profile 1. More frequency selective fading causes more drift 
from their original positions and results in more transmission errors. 
Comparing the channel transfer functions for the profile 2 and 3, it can be 
observed that they appear different in terms of their frequency selective behaviour. The 
transfer function for profile 2 is more erratic and contains more deep fades as compared 
to that of profile 3. This can be related to the impulse response which contains some 
significant peaks in addition to the main peaks. These peaks are about 10 dB low as 
compared to main peak. Whereas, the impulse responses of profile 3 depicted in Figure 
6.9a reveal that their peaks are more than 15 dB lower as compared to the main peak. 
Moreover, as evident in Figure 6.9b, the subcarriers of profile 3 have consistent 
variations in the K-factor across the whole bandwidth, whereas inconsistent variations 
in the K factor are noticed for profile 2. Therefore, profile 3 delivers better BER 
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Figure 6.23 CDFs of amplitude ofsubcarrier number (a) 245, (b) 97 of channel profiles 2 of2.5 GHz 
Comparing the bit error rate (BER) performance of the system in three channel 
.. profiles-of3.5 GHz band (Figures-6.10-6.-12),-it can be seen thatthe channel transfer -- - " "-
function for profile 1 is much smoother and consequently results in a lower BER as 
compared to profiles 2 and 3. 
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As evident from Figure 6.22, all subcarriers have very high K-factor. Considering 
Figures 6.10 -6.12, it can be observed that the transfer function of profile 3 is more 
erratic and contains more of fluctuations as compared to profile 2. This can also be 
observed from its impulse response which contains some significant peaks in addition 
to the main peaks. These peaks are about 10 dB lower than the main peak. Whereas, the 
impulse responses of profile 2 depicted in Figure 6.11 reveal that their peaks are more 
than 15 dB lower than the main peak. Moreover, as evident in Figure 6.22, the 
subcarriers of profile 2 have a high K-factor as compared to profile 3. Therefore, 
profile 2 delivers better BER performance as compared to profile 3. 
The BER results presented in Figures 6.17 and 6.19 for QPSK in three channel 
profiles of the 2.5 GHz and 3.5 GHz bands reveal that QPSK requires less signal to 
noise ratio as compared to QAM for equivalent bit error rate performance. However, it 
has been noticed that a relative bit error rate performance relationship between QAM 
and QPSK approximately remains the same over three channel profiles for both 
frequency bands. As evident from the simulation results there is a difference of 
approximately 5-6 dB in signal-to-noise ratio at BER of 1e-5 in all profiles for both 
bands. 
Analogous to the time domain level crossing rate and average fade duration, the 
concept of level crossings ( LCr) per OFDM symbol bandwidth with respect to a 
specified level can also be employed in the frequency domain to quantify the severity 
of frequency selective fading. Similarly, the depth of fade can be defined in the 
frequency domain as the average bandwidth of fade (ABF) over which the amplitude of 
the transfer function remains below a specified level. Algorithms in MA TLAB were 
written to calculate these statistics for the three channel transfer functions of both 
bands. The number of crossings and average fade bandwidth were determined for every 
transfer function and the results were averaged over 249 sweeps. The transfer functions 
depicted in Figures 6.7 to 6.12 were normalised such that the maximum absolute value 
contained in the matrix of transfer functions was 0 dB. Therefore, the frequency 
domain level crossings were determined by varying the threshold level from 0 dB to the 
value beyond which the envelop did not exist. For profiles 1 ofboth bands, most of the 
envelop variations are confined from 0 dB to -10 dB. Therefore, the reference level was 
varied from 0 to -1 0 dB to calculate the level crossings and average fade bandwidth. 
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Whereas, profiles 2 and three of both bands contain envelope variations up to -30 dB. 
Therefore, for these profiles, the reference level was varied between 0 to -30 dB. 
Figures 6.25 and 6.26 present the comparison of average level crossings (LCr) and 
bandwidth of fade (ABF) over OFDM symbol bandwidth (3 MHz ) for the three 
profiles of2.5 and 3.5 GHz bands respectively. 
From these results it can be noticed that profile 1 of both bands does not have any 
crossings beyond -5 dB. However, profile 2 of2.5 GHz band have crossing beyond -11 
dB. It is apparent from these results that profile 2 of 2.5 GHz is more frequency 
selective as compared to profiles 1 and 3. This can be verified from the BER 
performance results which showed that profile 2 resulted in worst performance. In case 
of profile 2 and 3 of 3.5 GHz band, level crossings can be observed even at -13 dB 
level. 
Regarding average bandwidth of fade, it is also influenced by the frequency 
selective fading and obeyed the same order as of average level crossing results in 
respect of the three profiles ofboth bands. As noticed from the results that profiles with 
deep fades exhibit values of average bandwidth of fade even at low threshold level. 
Therefore, it can be concluded that the number of level crossings and average 
bandwidth of fades in the frequency domain are related to the frequency selective 
fading and can be used to quantify and distinguish one profile from another. 
In the context of average level crossing rate and fade duration in time, it is 
worth mentioning that the measurements were made using a stationary receiver, 
therefore, the channel variations were very small and the maximum level crossing rate 
of less than 2 can be expected with a Doppler of 2 Hz. The effects of these parameters 
on the performance of IEEE 802.16-2004 system are therefore insignificant. Moreover, 
with available data of one second duration, it is difficult to get accurate average results. 
The level crossing rate is inversely proportional to the K factor. Every subcarrier has a 
different K factor. Envelope's variations about rms value are small and confined within 
± 3 dB. For the purpose of demonstration, Figure 6.27 shows the time variations of the 
three subcarriers with different values ofK factor (0.4 dB, 9.9 dB and 17.9 dB) . It can 
be noticed that as K increases, the variations about rms values decrease and level 
crossings occur only near the rms values. 
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Figure 6.25 Comparison of frequency domain level crossings for three profiles of 2.5 GHz band (a) 
and 3.5 GHz band (b). 
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Figure 6.26 Comparison of average fade bandwidth for three profiles of 2.5 GHz band (a) and 
3.5 GHz band (b) 
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Figure 6.27 Envelope variations about rms values of subcarriers with different values of K factor 
6.3.1.2 Simulation Results and Analysis for Rate 3/4 Coded OFDM System 
Simulations have also been carried out to obtain BER results of rate 3/4 coded system 
f2I. s~~,e;LP.r~ftle~.t~,~~L~=~L~2,~5 · .. Q~ .. \Ja.nd:_£!Me~ .. Ji,.28 au~~.~~2 prestmL th~"·· 
simulation results for 256 OFDM system employing QPSK and 16-QAM constellation 
mapping respectively. 
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BER comparison of rate 3/4 QPSK system 
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Figure 6.28 BER performance of rate 3/4 coded 256 OFDM IEEE 802.16-2004 WirelessMAN 
employing QPSK and measured channel profiles 2 & 3 for 2.5 GHz band depicted in Figures 6.8-6.9 
BER comparison of rate 3/4 QAM system 
2 6 10 14 18 22 26 30 
Figure 6.29 BER performance of rate 3/4 coded 256 OFDM IEEE 802.16-2004 WirelessMAN 
employing 16-QAM in a measured channel profile 2 & 3 for 2.5 GHz band depicted in Figures 6.8-6.9. 
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As shown before that profile 2 is more frequency selective as compared to profile 3, 
therefore, the system yielded better performance in profile 3 than profile 2. In 
comparing BER curves for rate 3/4 system with those presented in Figures 6.17 and 
6.18 for rate 1/2 system in the same channel profiles, it can be noticed that the 
performance of the OFDM system also depends upon the code rate of the forward error 
correction (FEC) scheme. Puncturing of coded bits on the one hand increases the 
transmission efficiency of the system but on the other hand degrades the error 
correcting capability of the decoder. Due to a high degree of frequency selective fading, 
the subcarriers lying in the frequency selective nulls region of the channel transfer 
.. 
function will have a lower signal to noise ratio (SNR). Consequently, when the decoder 
optimally weights extremely low SNR code bits at its input, it treats them as 'don't 
care' puncture bits. If too many punctures are observed in a particular interval, then the 
FEC is more likely to deliver errors. As the rate 3/4 system already has more punctured 
bits as compared to rate 112 system, deep nulls in the transfer function have a higher 
impact on rate 3/4 systems as compared to rate 112. As evident from the simulation 
results depicted in Figures 6.17- 6.20, the system's performance for rate 112 system 
improves with an increase in signal to noise ratio, whereas in case of rate 3/4 coded 
system the BER improves up to a certain limit. No significant improvement in BER can 
be observed beyond this limit. 
The channel profiles that have been presented so far in Figures 6.7 to 6.12 for the 
2.5 GHz and 3.5 GHz bands exhibit RMS delay spread ranging from 0.22 ~s to 3.4 
~s. In order to further study the effect of frequency selective fading on rate 3/4 coded 
system, another measured profile at 2.5 GHz has been selected to be used in the third 
phase of the simulations. Fig 6.30 shows some of the impulse responses ( 4 out of 249) 
and their corresponding transfer functions. This profile has a RMS delay spread of 
4.4 ~s . As seen from the distribution of multi -path components in the profile, there are 
high levels peaks around an excess delay of about 15 ~s . These peaks are only 8 to 10 
dB down as compared to the main peak. This profile results in severe frequency 
selective fading which can be observed from Figure 6.30. It can also be noticed that its 
tran~fer ful).ctionjs mo_r.~ ~ITiJ,lt"' ~ cQmpru-~dJotb,Qse~used.in_,previous, simulations"and __ ~-- -
the spacing between the dips of frequency selective pattern are inconsistent and 
varying across the OFDM symbol bandwidth. 
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Figure 6.30 (a) Examples of channel impulse responses, (b) their corresponding channel transfer 
functions. 
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The K factor plot, depicted in Figure 6.31, further testifies the presence of variations in 
the fading depth across the whole subcarriers bandwidth. However, as evident from the 
Doppler power spectrum presented in Figure 6.32, this profile exhibits very slow 
variations in time which shows a maximum 2 Hz Doppler shift. 
32 64 96 128 160 192 224 256 
Subcarriers 
Figure 6.31 K-factor versus subcarriers for channel profiles 4 of2.5 GHz band. 
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Figure 6.32 Average Doppler power spectrum of profile 4 for 2.5 GHz 
Figures 6.33 and 6.34 present the comparison between the BER performance results for 
_,rate 112 'ait(f3/~r~~d~Zf olintt~;;si~~~~ ~~J>i~Yi~i~6i>sK '~ci 16-QAM 'c()~~!~ii~!r~;- ·· -- ·"'-
mapping respectively. 
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BER comparison of rate 1/2 & 3/4 QPSK system 
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Figure 6.33 BER comparisons between rate 1/2 and 3/4 coded system employing QPSK in a measured 
channel profile 4 for 2.5 GHz band depicted in Figure 6.30. 
BER comparison of rate 1/2 & 3/4 16-Q.AM system 
~ rate 1/2 system 
2 6 10 14 18 26 30 
Figure 6.34 BER comparisons between rate 112 and 3/4 coded system employing 16-QAM in a 
measured channel profile 4 for 2.5 GHz band depicted in Figure 6.30. 
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It can be observed that the rate 1/2 coded system performed better than rate 3/4 coded 
system. It can further be noticed that the slope of the BER curve for rate 3/4 system 
decreases for values of SNR ratio greater than 22 dB for QPSK and 30 dB for 16-
QAM. No significant improvements in BER are evident beyond these values. 
6.4 SUMMARY AND CONCLUSIONS 
Bit error rate (BER) performance of 256 OFDM based physical (PHY) layer of 
IEEE802.16-2004 Wireless Broadband Access (WBA) system was studied using 
measured channel transfer functions for 2.5 GHz and 3.5 GHz band. Frequency domain 
channel simulator was employed to obtain BER results of rate 1/2 and rate 3/4 coded 
OFDM system employing QPSK and 16-QAM constellation mapping. A Variety of 
measured channel transfer functions, which differ in terms of frequency selective 
fading, were used in the simulations. Their corresponding impulse responses yielded an 
average RMS delay spread ranging between 0.8 J.lS to 4.6 J.lS. The channel data 
employed in this work for simulations were measured between the ih and 1oth of 
December 2004 in Martlesham, UK. The sounder employed 10 MHz bandwidth to 
measure the channel at a sweep repetition frequency (SRF) of 250 Hz. Measured data 
were processed to extract transfer function for 249 consecutive sweeps. This work has 
employed processed data that was made available in the form of a matrix containing 
complex time frequency functions. The transfer function for each sweep comprised 512 
points for 2.5 GHz and 3.5 GHz band. The 512 points for both bands are separated by 
11.6 kHz. The 249x512 points matrix contained time variant transfer functions for the 
duration of approximately one second. IEEE 802.16-2004 WirelessMAN is a variable 
bandwidth system. The channel bandwidth can be integer multiples of 1.25 MHz, 1.5 
MHz, and 1.75 MHz with maximum of 20 MHz. This work has used the first 256 
points out of 512 to construct a channel with 3 MHz bandwidth. These transfer 
functions were first converted into impulse responses by inverse FFT operation. These 
impulse responses were zero padded and then again transformed to transfer functions to 
be used in the fast convolution based channel implementation. All processing was 
carried out prior to the start of simulation. During the simulation phase, these transfer 
·'"'·· "'- ~ , '.:·· -~..-('.;.~~"'"'"';t~o~· -,,,-_ --:::~ 1.,.:._.; •-=-;;;, .. ":.: ·:.·.:.-·::=.'~~·-><-=- ~.::::.. .-~--" '"---~.=->-"'"~-"-~ . .:.;:;-:o:o_-~"_..~, '..;1·~"'-'..o•;;~!--;~·:.,,.-.,:.::;"~~- · ~-"c:• -~· •• - <-'"-:,_""":_::::---.~.-::C:';~-tt:·.":"':~--:.';-'_z..;_,,?;<-;'~2t•·-"'''_,._,....,:., -~::.: 
functions moved from the MA TLAB work space sweep by sweep and entered into the 
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channel (based on FFT convolution) where they were point wise multiplied by the 
spectrum of an OFDM signals. 
From the BER results presented in Figures 6.17-6.20 for profiles pl-p3 of both 
bands, it can be concluded that the performance of WBA system over a frequency 
selective channel mainly depended upon the frequency domain fading and the channel 
coding rate. Small channel variations in time do not impact the BER performance of 
WBA system as it is meant for stationary sites. The measured average Doppler power 
spectrum for 2.5 GHz and 3.5 GHz revealed a maximum Doppler of 2Hz. The BER 
performance decreased with an increase in variations in the channel transfer functions. 
More erratic transfer functions yielded poor performance results. The series of deep 
fades lowered the individual signal to noise of the subcarriers and in turn degraded the 
average BER performance. The BER results presented for profiles 1-4 showed that the 
system performed worst in profile 4 as its transfer function was more erratic as 
compared to the rest of the profiles and the spacing between the dips of frequency 
selective pattern were inconsistent and varying across the OFDM symbol bandwidth. 
The BER performance in profile 1 is the best among the four profiles. The channel 
transfer functions for profile 1 are relatively smooth and do not contain deep fades. In 
order to present an overall picture of fading on each subcarrier, K factor of each 
subcarrier was calculated and plotted. For smooth transfer functions, the subcarriers 
had high K-factor and their envelopes exhibited a good fit with Rice distribution. On 
the other hand, most of the subcarriers of erratic transfer functions obeyed Rayleigh 
distribution and had low K-factor. Moreover, large variations in the values of K-factor 
across the whole transmission bandwidth were observed for more frequency selective 
transfer functions. The Kolmogrov-Simimov (K-S) goodness-of-fit test was employed 
to determine the best-fit distribution for the amplitudes ofOFDM subcarriers. 
Due to the presence of large variations in the channel transfer function, the 
coding rate also limits the attainable bit error rate. This is because the puncturing 
weakens the capability of forward error correcting coding in the presence of a series of 
deep fades in the channel transfer function. From the performance results presented in 
Figures 6.33 and 6.34 for rate 1/2 and 3/4 coded system respectively in profile 4 of 2.5 
GHz, It is. apparent "ti1~trat~ 'lli~oded '~y~~~-cp~rr~;tTI~~n;~tt~r th~- ~~t~ 3/4~~~d~d-
system. It can be observed that the slope of the BER curve for rate 3/4 system decreases 
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for values of SNR ratio greater than 22 dB. No significant improvement in BER was 
noticed beyond this value. 
Frequency domain level crossings and average bandwidth of the fades are the 
second order statistics and can be employed to quantify the severity of frequency 
selective fading across the bandwidth of OFDM symbol. 
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CHAPTER7 
CONCLUSIONS AND FURTHER WORK 
7.1 CONCLUSIONS 
Testing of a communication system using channel simulator instead of field trials is cost 
effective, less time consuming and produces more conclusive results. The advancements 
in digital signal processing techniques have enabled the implementation of channel 
simulators in the digital domain. Digital implementation is flexible, accurate, and more 
economical. A Combination of hardware and software tools permits the user to select 
various simulation parameters through user friendly graphical interface. 
Channel simulators for single carrier and multicarrier OFDM systems based on 
time variant transfer functions of the channel have been designed and implemented 
using DSP techniques in SIMULINK. For a single carrier system, the simulator was 
based on the Bello's transfer function channel model. The DQPSK modulation scheme 
of the U.S. Digital Cellular Standard IS-54 with two-ray power delay profile was used 
to model the channel in the frequency domain. The implementation was validated by 
comparing the BER simulation results against the tapped delay line results. For 
multicarrier OFDM system, the simulator was based on the physical (PHY) layer 
standards for IEEE 802.16-2004 Wireless Metropolitan Area Network (WirelessMAN) 
and employed measured channel transfer functions at 2.5 GHz and 3.5 GHz bands in 
simulations. The channel model was implemented in the frequency domain by FFT 
convolution. The designed system was first validated by studying its BER performance 
over an additive white Gaussian noise (A WGN) channel and comparing BER 
simulation results with the theoretical results and other published results. The close 
match between them validated the SIMULINK implementation of 256 carriers OFDM 
system. 
Transfer function modelling approach has many advantages over impulse 
response modelling. These include: independence of fading statistics over the 
.. .•· «. _ . -.o;:·;;..·if=.;:..;,.~:-~::--.:. .,_, ::- ·;;~..,.-~-', --':".;; :'-=:;:r: .. ~-:~~-=.:--~:- ~:,.-.;.:-.-..:::_.-::.:;~_:.t:"~~·~'-o-'··"">-'•--- ,,_ 0 ;~:~c· .• , t.· ·'~' -," ~- "";_-co' · •• • c:_.-oo.>-:::.·:-·--.·..;.., •• ·~- _."'--• o . • :'_o 
bandwidth, fulfilment of central limit theorem for all frequencies and instants with 
respect to all domains, and consistent extension from narrowband to wideband. 
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However, its main advantage arises for ultra wideband systems, where the number of 
taps in the time domain becomes very large as the bandwidth permits the resolution of 
more components, therefore limiting the applicability of the central limit theorem. 
The design of the transfer function channel simulator was optimized by 
determining the actual number of branches needed to achieve a very close 
approximation of the channel. Simulation of a two ray power delay profile with equal 
power was performed by varying the number of branches between 3 to 10 times the 
B/Be, where Be is the coherence bandwidth ofthe channel at correlation coefficient of 
0.5. Each branch was modelled as FIR bandpass filter and a complex multiplier. The 
simulation results showed that lOB/Be branches gave close agreement with the tapped 
delay line model. This number was 1t times higher than 1 OB-rmax , previously speculated 
by Bello. As the maximum excess delay ( 'tmax) is not necessarily the best indicator for 
gauging the performance of a given system in a channel since different channels with 
the same value of 'tmax can yield very different profiles of signal intensity over the delay 
span. Therefore, it seems more appropriate to link and define the total number of 
branches (N) in the frequency domain channel model in relation with the coherence 
bandwidth (Be) of the channel. Although, there is no fixed definition of coherence 
bandwidth since it is always defined with reference to arbitrary correlation coefficient, 
the widely employed value of 0.5 can be used to relate the number of branches with the 
coherence bandwidth. 
The concept of transfer function modelling can be applied to OFDM systems. Due 
to the cyclic prefix, a channel can be represented as a bank of multipliers where each 
OFDM carrier is multiplied by its corresponding transfer function. Therefore, it is 
equally possible to implement the channel in the frequency domain by carrying out 
point wise multiplication of the spectrum of the OFDM signal with the transfer function 
of the channel. This point wise multiplication can be implemented by employing FFT 
convolution between the OFDM time domain sequence and the channel impulse 
response. FFT convolution is faster than linear convolution. Moreover, the linear 
convolution of two finite duration sequences can also be performed by multiplying 
.• ~· · ·.;.,_ • '-''-·.-.· ~<,··'- ::....:.;;- .. S,·--·· ·.-;.....: :;:_.""'•.L"'"-•<.::....-.:·.. -·-· ·- '---~-- ·····=·.J.~ .. o -·-··--•.=.-~:_:•..-,_ ~~=.>·~:- ', :::':"-=·--"0--~~~--::2:-~~~-'..;-,;-c.:.. 
DFT's and taking the inverse if the sequences are first zero padded to sufficient lengths. 
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Therefore, the circular convolution of two zero padded sequences yields the same 
results as of those produced by regular convolution. 
Frequency domain channel simulator for IEEE 802.16-2004 Wireless Broadband 
Access (WBA) system was employed to study the bit error rate performance of rate 112 
and rate 3/4 coded OFDM system employing QPSK and 16-QAM constellation 
mapping under a variety of measured channel transfer functions at 2.5 and 3.5 GHz 
band. These transfer functions differ from one another in terms of frequency selective 
fading. The performance of WBA system over a frequency selective channel mainly 
depended upon the frequency domain fading and the channel coding rate. Small channel 
variations in time do not impact the BER performance of WBA system as it is meant for 
stationary sites. The measured average Doppler power spectrums for 2.5 GHz and 3.5 
GHz bands revealed a maximum Doppler of 2 Hz. The BER performance decreased 
with increase in variations in the channel transfer functions. More erratic transfer 
functions yielded poor performance results. The series of deep fades lowered the 
individual signal to noise of the subcarriers. These variations across the OFDM symbol 
bandwidth lessen the effectiveness of the interpolation algorithm which delivers the 
channel estimates for preamble pilots located at even numbered positions. 
Due to the presence of large variations in the channel transfer function, the coding 
rate also limits the attainable bit error rate. Puncturing weakens the capability of 
forward error correction (FEC) codes in the presence of a series of deep fades in the 
channel transfer function. From the performance results presented for rate 112 and 3/4 
coded systems, it is apparent that rate 112 coded system performed better than rate 3/4 
coded system. 
The degree of frequency selective fading can also be determined by measuring the 
frequency domain level crossings and average bandwidth of fades within the OFDM 
symbol bandwidth with respect to a specified level. The number of crossings at low 
level increase with an increase in frequency selective fading. It was observed that 
channel transfer functions with deep fades (in frequency) exhibited values of average 
bandwidth of fades even at low reference level. Therefore, it can be concluded that level 
crossings and average bandwidth of fades in the frequency domains are the 
manifestatfons of frequency "selective 'fading and can" be ~seJ'-io "quantify challriel' 
transfer functions. 
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It was further noticed that the depth of fading on each OFDM subcarrier was 
different. Different subcarriers had different K factors and hence exhibited different 
statistical distributions depending upon the value of K. Subcarriers with low K values 
followed Rayleigh distributions. Large variations in K factors were also revealed across 
the OFDM symbol bandwidth. This implies that K factor plot for OFDM subcarriers 
can be used to visualise the frequency selective fading. 
In the dimension of time, each subcarrier exhibited small variations with respect 
to the rms value of the envelope due to small Doppler. These variations were mainly 
confined within 2 to 3 dB from the rms value. With 2 Hz Doppler, the maximum level 
crossing rate of 2 can be expected. Therefore, the impact of time domain level crossing 
rate and average fade duration are insignificant on the performance of IEEE 802.16-
2004 OFDM system. 
7.2 FURTHER WORK 
The architecture proposed in this work for transfer function mobile channel simulator 
can be implemented using suitable Digital Signal Processor (DSP) to permit real time 
simulation of ultra wideband systems. These days, high speed DSP chips are available 
in the markets which are capable of implementing the various blocks such as, FIR 
Filters, random process generators and multipliers. For statistical simulations, the gain 
functions for each branch of the transfer function model can be generated either by 
Jakes sums of sinusoids method or filtered Gaussian method. A number of 
implementations have already employed DSP chips such as, TMS320C670 1, 
TMS320C31, and TMS32050A to generate random processes using both methods. For 
measurements based simulations, the measured transfer functions can be stored in the 
RAM prior to simulations. During the simulation phase, these can be retrieved and 
interpolated to match the sampling rate of the signal. 
The existing architecture has employed FIR filters to slice the input signal 
bandwidth. These were designed using frequency sampling method. Each FIR filter 
produced the desired results with 160 taps. Further work can be carried out to apply 
-~ther technlq~es ~to reduc~ the -filter order. -Thls will lessen the -proc.essirig' burden on~--· 
DSP for real time simulation. 
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In the current design, one random process was generated separately for each 
branch and then the required amount of correlation was established. However, it is also 
possible to derive multiple random processes with the required correlation from one 
process by introducing delays. The amount of delay will control the correlation among 
them. 
In respect of OFDM simulator, its channel estimation and equalisation block can 
be modified to implement upcoming IEEE 802.16e OFDM system meant for providing 
wireless broadband services to mobile users. In the case of IEEE 802.16-2004 system, 
the channel variations are very small and preamble-aided LS channel estimation 
technique can provide reasonably good estimates. However, in the case of mobile users, 
the fast channel variations have to be catered for. In that case, the preamble can be 
employed to carry out initial channel estimation and 8 pilots can be used to track 
subsequent variations in the channel transfer functions. Moreover, due to a high degree 
of frequency selective fading, Linear Minimum Mean Square Estimation (LMMSE) 
technique will have to be employed. However, it is proposed to retain lowpass 
interpolation method to estimate the channel at unknown values because it outperforms 
other interpolation techniques. Moreover, the existing SIMULINK design is flexible 
and can be easily modified to facilitate future implementations of OFDM systems. 
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Abstract: A mobile channel simulator is employed to replicate the effects of multi-path 
propagation using hardware or software in order to evaluate and quantify the performance of 
mobile communication systems. The process of development of a mobile communication system 
requires that the system is tested time and again under a variety of propagation conditions, 
which can possibly exist. Testing a system in the field is not only expensive but also time 
consuming. Moreover, due to the stochastic nature of mobile channels, these varieties of 
conditions may not be found at the time of field-testing. Hence a number of field trials are 
needed for complete evaluation of system performance. However, channel simulators enable the 
assessment of system performance under controlled propagation environments in a laboratory. 
The work presented here pertains to the simulation of frequency selective mobile Jading 
channels by employing the time variant transfer function. The simulator was designed in 
SIMULINK® using DSP techniques and validated by comparing simulated and published BER 
results for DQPSK modulation schemes in a two-ray channel environment. 
1. Introduction 
A channel is considered as an element that transforms the input into the output. It is, therefore, 
analogous to a linear filter. The mobile radio channel can be described in terms of a two-port filter 
with randomly time varying transmission characteristics. The input and output of a channel can be 
described either in time or frequency domain. Therefore, the relationship between the input and the 
output can be explained in a number of ways using different time-frequency input-output 
relationships. This leads to four system functions, input delay spread function h(t,t), output Doppler 
spread function H(f,v), time variant transfer function T(f,t), and delay-Doppler spread functions S(t,v) 
[ 1]. These functions are called Bello's system functions [2]. 
Since the time variant behaviour of the mobile communication channel can be explained and 
modelled-either- in the time or frequency domain using Bello's four system functions, the mobile 
channel simulator can also be constructed on the basis of any one of these four system functions. A 
literature research revealed that the channel simulators that have been built so far are based on the 
impulse response modelling approach that is based upon the Bello's input delay spread function. This 
function models the channel in the time domain. The impulse response approach employs the time 
variant Finite Impulse Response (FIR) transversal filter, called a tapped delay line filter, to model and 
build a mobile channel simulator. 
However, a mobile channel simulator can also be designed in the frequency domain by employing 
the time variant transfer function T(f,t) of the channel. Modelling the communications channel using 
the time variant transfer function T(f,t) has been envisaged by several researchers as an alternative and 
a more suitable technique as compared to impulse response modelling [3]. This is of course equally 
applicable for statistical as well as deterministic modelling. The time variant transfer function 
modelling approach has many advantages as compared to the impulse response modelling approach 
especially in the context of ultra wideband systems [3]. This can consistently be extended from 
narrowband to wideband and in general narrowband modelling techniques can readily be employed. In 
impulse response modelling, however, the various parameters associated with the fading statistics of 
the time variant mobile channel are bandwidth dependent. These parameters are valid only for the 
specific bandwidth used in measurements. Hence, it is not possible to establish a standard impulse 
response model that can be rightly employed for all bandwidths. The reasons behind this bandwidth 
dependency are based upon the fact that the increase in bandwidth will result in the resolution of more 
constituent components of the fading signal. As bandwidth increases, the number of resolved 
components increase, thereby affecting the statistical parameters of the fading signal and making it a 
function of bandwidth. In case of an ultra wideband channel, a situation may arise where the number 
of unresolved components may not be enough to fulfil the criteria for the central limit theorem on 
which the impulse response modelling approach is based. In the case of time-variant transfer function 
modelling, however, the question of non-fulfilment of the central limit theorem does not arise for the 
reason that there is a superposition of the maximum number of available multi-path components for 
all frequencies and instants. Also, the time variant transfer function is the only system function 
among the four Bello functions for which there is a superposition of all multi-path components with 
respect to all domains. In case of all other system functions, there is a resolution of multi-path 
components with respect to at least one domain [3, 4] 
2. Transfer Function Channel model 
The channel transfer function models the power in the received signal as a function of frequency 
and describes the attenuation of frequencies in the transmission channel [5]. The transfer function of a 
channel is obtained by taking the Fourier transform of the input delay spread (impulse response) with 
respect to the delay variable T and inverse Fourier transform of the output Doppler spread function 
with respect to the Doppler shift variable, v [1]. A channel model based on the time variant transfer 
function was developed by Bello [2]. A block diagram of the model is shown in Fig.1 [3]. 
Input 
............. --,----------r--------·-·-·-·-·-·-·-·-·---·-· 
Output 
__ ...._ _______ --+----·-·---·-·-·-·-·-·-·-·-+ 
Fig 1. Channel model for time variant transfer function. 
The output y(t) of the channel can be expressed as [2] 
( m ) -i2.n.(r~) [ ( m )] Y(t)=l:) -,t fx(f)e .. , sine tmax f-- df 
m tmax tmlllt 
(1) 
Where X( f) is the input spectrum, 'tmax is the maximum delay spread of the channel , 't0 is equal to 
Tmax /2, and m refers to the branch number. This equation reveals that the output of the channel is a 
summation of weighted outputs of a number of elementary parallel channels. Each parallel channel 
can be treated as a filter which filters the input and then multiplies its output by a gain function 
T ( m/ 'tmax , t) . The transfer function of such a filter is denoted by Im (f) and is expressed as [3]. 
(2) 
Due to the randomly time variant nature of the channel, these gain functions are modelled as 
random processes. The width of each branch, i.e. the range of frequencies which each branch passes, 
is determined by the reciprocal of the maximum delay spread 'tmax [3]. The number of branches is 
equal to the product of signal bandwidth and the maximum delay spread, B 'tiiUil< • These are the 
minimum number of branches needed to cover the whole bandwidth of the input signal. When the 
width of each branch is taken as the reciprocal of the maximum delay 'tmax , then each branch will be 
uncorrelated in frequency with respect to its adjacent branches. In [2], it has been stated that lOB 'tmax 
branches are to be employed to achieve very close approximation to the channel output. This implies 
that instead of employing one filter to simulate the coherence bandwidth of the channel, more 
filters/branches are needed to model coherence bandwidth of the channel. In this case, each branch 
will not be uncorrelated with respect to its adjoining branches; rather it will bear correlation 
depending upon the frequency separation between these branches. This correlation can be calculated 
from the spaced-frequency correlation function of the channel. Accordingly, more random processes 
are needed to be generated and the right amount of correlation has to be induced between these 
processes. 
3. Simulation of Mobile Channel Based on Transfer Function Moden. 
Simulation of the transfer function model of a mobile propagation channel necessitates that the 
time variant transfer function is characterized in the context of frequency and time dimension. In the 
dimension of frequency, it exhibits the frequency selective fading and in the dimension of time, it 
represents the temporal variations of fading. Because the time variant impulse response is modelled as 
a complex-valued, zero-mean Gaussian random process in the time domain and the time variant 
transfer function is obtained by taking the Fourier transform of the time variant impulse response in 
the delay domain, this infers that T(f,t) possesses similar statistics and is also modelled as Gaussian 
random variable for any selection of time or frequency. In other words it is a random process in both 
time and frequency [6]. In the case of a static channel, it becomes a function of frequency and is thus 
modelled as a Gaussian process in frequency. The movement of the mobile results in Doppler and so 
this becomes a function of time as well as frequency. In that case, it is modelled as a Gaussian process 
both in time and frequency. 
The autocorrelation function of the time variant transfer function T(f,t), called spaced-time, 
spaced-frequency correlation function, can be employed to determine the properties of T(f,t) in both 
dimensions i.e., time and frequency. The T(f,t) is sliced into a number of pieces. Each piece 
corresponds to one branch of the channel model shown in Fig.l. Each piece is modelled as a random 
process. At any instant in time, the combination of all these slices in the dimension of frequency will 
form a random process in frequency and is viewed as the transfer function of the channel at that 
instant. If any one of the slices is viewed in the dimension of time, it will also be a random process in 
time with correlation of its adjacent values determined by the space-time correlation function. Hence, 
the combination of all adjacent slices will yield the time variant transfer function, which can be 
viewed as a two dimension complex Gaussian process. The correlation of adjacent values of the time 
variant transfer function in the time and frequency is completely specified by the spaced-time, spaced-
frequency correlation function [3]. 
4. Design of Channel Simulator using SIMULINK®. 
The mobile channel Simulator has been designed in Simulink® by employing Digital Signal 
Processing Techniques. A block diagram of the simulator is shown in Fig.2. In order to implement the 
transfer function model of the channel, the applied complex signal is required to be sliced into a 
number of pieces. This slicing can be achieved by passing the complex signal through a bank of band 
pass filters. Each filters its own slice and thus attenuates the remaining portion of the signal. Each 
band pass filter has been implemented as an FIR filter, whose bandwidth and centre frequency is 
prograriuriable: This 'impletneritatioif ha:s used the -frequency sampling • method· to~calculate 'the· filter 
coefficients. Before the start of the simulation, these filter coefficients are calculated and loaded into 
the workspace. The output of each filter is then multiplied by the random process as stated earlier. 
The summation of all the filter outputs gives the channel output. 
FIR Band pass filter for slice I of T (f, t). 
~ 'iiff#jlk!f14j4 
FIR Band pass filter for slice 2 of T (f, t). 
J 4&f4f1Wi+i 
+ 
Complex Input 
Complex Random process . 
; 
FIR Band paSs filter for slice m of T (f, t). 
1'"*''"1' 
+ 
Complex Out put 
Fig 2. Block diagram of simulator. 
4.1 Generation of Random Processes. 
Each branch of the model consisting of the filter and a complex multiplier, needs its own complex 
random process. Therefore, the total number of random processes required are equal to the number of 
pieces into which the input signal is sliced. These random processes are characterised by their means 
and autocorrelation functions. The autocorrelation function determines the correlation between the 
fading values spaced in time. This explains the rapidity with which the fading takes place. The rate of 
fading can be viewed as Doppler shift in the frequency domain. Since, the power spectral density and 
autocorrelation function form the Fourier transform pair, the correlation properties can be induced into 
the random processes by passing the white random process through the filter which can transform the 
power spectral density into the desired shape. The white random process contains frequency 
components that have the same amount of energy and so the spectrum is flat. The PSD at the output 
of the filter is determined by the squared amplitude response of the filter's transfer function. The 
transfer function of the filter is obtained from the Doppler power spectrum. Many channel simulators 
.·.~ {7 ;8] have employed the classical Doppler spectrum given . in· equation 3 to simulate ·the mobile -· 
propagation channel. The classical Doppler spectrum is usually called the U-shape spectrum because 
of its shape and is defmed by the relationship defmed in [9]. This has been derived assuming that the 
transmitted signal is un-modulated, the scattering environment is dense, and the receive antenna is 
vertical with uniform azimuth gain and uniform distribution of the angle of arrival (0 to 21t ). This 
relationship is valid for frequency range ±fd about the carrier frequency. 
(3) 
In this Simulator, the built-in Rayleigh fading generators have been designed to generate 
independent coloured random processes. As discussed in sections 2 and 3, simulators will require 
correlated random processes, therefore, a degree of correlation is required to be established between 
these random processes. This has been achieved by mapping a pair of uncorrelated Gaussian random 
processes, X and Y, to a pair of random processes, X and Z, having a specified correlation level p. 
The relationship among X, Y, Z and p is based upon the following mathematical equation [10]. 
Z = p X + Y ~1- p2 (4) 
The above equation was used to design a SIMULINK® block to establish a specified degree of 
correlation between two random processes. 
5. Simulation Resunts. 
Idealised power delay profiles are usually employed to evaluate the BER performance of channels 
[6]. There are two kinds of commonly used power delay profiles, two-ray profile and exponential 
profile. This work has employed two-ray power delay profile to simulate the mobile channel. In a two-
ray power delay profile, BER is usually studied and expressed as a function of 't/T, where 't is the 
delay between the two rays and T is the symbol period. The value of 't/T can be varied by either 
· changing the value of 't and keeping the symbol duration constant or keeping 't constant and varying 
the symbol duration. In this work, a fixed data rate of 24300 symbols/second was assumed and the 
value of 't was varied to obtain different values of 't/T. The main reason for using this data rate was 
to validate the simulation results with the published results [ 11]. In [ 11 ], the data rate of 24300 
symbols/second was used for simulating outdoor Rayleigh fading channels. Moreover, this data rate 
has been specified in the U.S. Digital Cellular Standard IS-54. 
The amplitude of the two rays was assumed equal while the delay between the two rays was 
varied to obtain different values of rrns delay spreads. Table.1 shows the different values of 't , 't/T, 
rrns delay spreads and coherence bandwidth employed in the simulation. These values of rrns delay 
spread were used to obtain the coherence bandwidth employed in the simulation of the channel. The 
simulator's performance has been evaluated by simulating frequency selective Rayleigh fading 
channel and comparing the measured and published results of BER employing a DQPSK modulation 
scheme [11]. The DQPSK modulator accepts a binary data at the rate of 48600 bits/s and produces 
24300 complex symbols per second at its output. The bandwidth of this complex baseband signal is 
12.15 kHz i.e., one half of symbol rate [12]. The BER was measured by keeping the bandwidth of the 
input signal constant and varying the value of 't/T ranging from 0.1 to 1. This corresponds to varying 
the delay between two rays ranging from 4.11 j.ts to 41.15 J.lS and the coherence bandwidth of the 
channel from 8.10 to 81.10 kHz as shown in Table. I. The simulation was carried out for values of 
'tjT only between 0.1 to 1 since the BER stays constant at its ceiling of about 0.25 for values of 't/T 
greater than 1 [11]. The value of Eb/No was assumed to be 100 dB and was kept constant throughout 
the simulation. In the simulation, a Doppler frequency of 40Hz was assumed. As shown in [11], the 
~BER· ·is ·not ·a .,strong- function, oL Doppler. c-This _simulator . employs five,.branches~.to .. modeLth~~'---- _ __ 
coherence bandwidth of the channel. The total number of branches needed depends upon the input 
signal bandwidth and the coherence bandwidth of the channel and can be calculated as SB/ Be, where 
B is the signal bandwidth and Be is the coherence bandwidth of the channel. As stated in section 2, 
the branches employed, the more accurate the channel output is. In [2], it has been stated that 
1 OB 'tmax branches can give very close approximation to the channel output. However, the simulation 
results presented in Table.l reveals that 5B/ Be branches are adequate to simulate the channel for the 
values of 't/Tranging from 0.2 to 1. However, when 't/T approaches 0.1, the coherence bandwidth of 
the channel becomes 81.10 kHz and if this coherence bandwidth is modelled by employing five 
branches then the bandwidth of each branch becomes 16.22 kHz which is greater than the input signal 
bandwidth i.e. 12.15 kHz and the number of branches come out to be 0.70. In this case, five branches 
can still be employed but the bandwidth of each branch will now be one fifth of the input signal 
bandwidth and correlation between any two branches is defmed by the spaced-frequency correlation 
function of the two-ray channel model. 
S.NO. Time Delay between Time delay between the two rays/ 
'tnns Coherence BW 
the two rays in J.l.S ('t) Symbol duration in J.l.S (t/T) inJ.l.S Be in kHz 
I. 4.11 0.1 2.05 81.10 
2. 8.23 0.2 4.11 40.55 
3. 12.34 0.3 6.17 27.00 
4. 16.46 0.4 8.23 20.25 
5. 20.57 0.5 10.28 16.21 
6. 24.69 0.6 12.34 13.50 
7. 28.80 0.7 14.40 11.57 
8. 32.92 0.8 16.46 10.12 
9. 37.03 0.9 18.51 9.00 
10. 41.15 1 20.57 8.10. 
Table 1. BER comparison of DQPSK for two-ray PDF at the data rate of 24300 symbols/second. 
BER of DQPSK in Rayleigh EmAronment 
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Fig 3. BER versus normalized delay between two-rays in a wideband Rayleigh fading environment. 
-._"'-..,._-_-..;c.-.· 
S.NO. Time Delay between 'tiT BER BER 
the two rays in 118 (-r) in 118 ( Tap delay line Model ) ( Transfer function Model ) 
1. 4.11 0.1 0.005 0.005 
2. 8.23 0.2 0.02 0.016 
3. 12.34 0.3 0.05 0.04 
4. 16.46 0.4 0.085 0.055 
5. 20.57 0.5 0.131 0.10 
6. 24.69 0.6 0.173 0.15 
7. 28.80 0.7 0.22 0.17 
8. 32.92 0.8 0.26 0.21 
9. 37.03 0.9 0.29 0.24 
10. 41.15 1 0.30 0.26 
Table 2. BER comparison between the tap delay line model and the transfer function model for DQPSK using 
two-ray PDF at the data rate of24300 symbols/second. 
BER Comparison 
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Fig 4. BER comparison for transfer function model, tap delay line model and published results. 
Referring to the results presented in Table.l, when -r/T is 1, the coherence bandwidth of the 
channel is 8.10 kHz and the number of branches needed in the simulator for 12.15 kHz input signal 
are 8. When the value of -r/T decreases, the coherence bandwidth of the channel and the number of 
the branches needed in the model for a given bandwidth also decrease. The simulation and published 
results for BER as a function of 't/T are presented in Fig.3 which shows complete agreement with the 
published results. 
These results have also been compared with the results obtained by using tap delay line model 
under the same channel parameters. Table.2 and Fig.4 present comparisons between these results and 
clearly show a close match between them. 
6. Conclusions 
. A )pobile ch!!nnel simulator has _been designed irJ.. Simulink® by employing the ~iple variant 
transfer function of the channef Sii:milation \Vas carried out by assuming a two:ray p~wer delay 
profile and the BER performance of a DQPSK scheme was studied in a Rayleigh environment. The 
BER results were compared with the published results and also with those obtained using a taped 
delay line model under identical channel parameters. These results agree closely with each other and 
therefore demonstrate that the mobile channel can also be simulated based on the time variant transfer 
function of the channel. Current and future research is concerned with the application of the frequency 
transfer function method to OFDM systems. 
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