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Recent time-resolved spectroscopic experiments have indicated that vibronic coupling plays a vital role in
facilitating the process of singlet fission. In this work, which forms the first article of a series, we set out to
unravel the mechanisms underlying singlet fission through a vibronic exciton theory. We formulate a model in
which both electronic and vibrational degrees of freedom are treated microscopically and non-perturbatively.
Using pentacene as a prototypical material for singlet fission, we subject our theory to comparison with
measurements on polarization-resolved absorption of single crystals, and employ our model to characterize
the excited states underlying the absorption band. Special attention is given to convergence of photophysical
observables with respect to the basis size employed, through which we determine the optimal basis for more
expensive calculations to be presented in subsequent work. We furthermore evaluate the energetic separation
between the optically prepared singlet excited state and the correlated triplet pair state, as well as provide
a real-space characterization of the latter, both of which are of key importance in the discussion of fission
dynamics. We discuss our results in the context of recent experimental studies.
I. INTRODUCTION
Singlet fission, the molecular process whereby a sin-
glet excited state is converted into two triplet exci-
tons, has been discussed in the literature for over five
decades.1,2 In recent years, a renewed focus on the topic
has emerged, driven by both fundamental interest and
the promise of improved photovoltaic devices.3,4 With
respect to the latter, the splitting of the absorbed pho-
ton energy in two lower-energy packets enables the possi-
bility of circumventing5 the Shockley-Queisser efficiency
limit6 for single-junction photovoltaic materials. Fur-
thermore, the triplet excitons that are produced in the
process are stable against radiative losses, having no
dipole-allowed optical transitions to the (singlet) ground
state. This property facilitates a much longer range of
energy transport towards extraction regions than would
be possible with singlet excitons.7,8 The technological po-
tential of singlet fission has been demonstrated in vari-
ous proof-of-principle studies using polyacenes as a fission
material.9–12 Nevertheless, beyond polyacenes, singlet fis-
sion has remained a somewhat rare and relatively exotic
phenomenon, and a much-needed expansion of the spec-
trum of suitable materials is hampered by a lack of micro-
scopic understanding of singlet fission through which the
determining factors of a complete set of fission materials
can be identified.4
An important question surrounding singlet fission that
has remained incompletely answered is the surprisingly
fast timescale of exciton multiplication in certain acene
systems such as bulk pentacene. In such systems efficient
fission is found to occur very rapidly,13,14 and evidence
exists that a near instantaneous population of crucial fis-
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sion intermediates concomitantly occurs.14–16 Early at-
tempts to account for these observations relied on very
strong electronic coupling between the initially excited
singlet exciton and the correlated triplet pair state,14
the fission intermediate which renders the overall process
spin-allowed. However such sizable coupling seems incon-
sistent with most electronic structure calculations.17–19
Recent time-resolved spectroscopic studies, seeking to
find alternative explanations, have pointed to the impor-
tance of vibronic coupling.15,16,20 Transient absorption
measurements on pentacene derivatives suggested that a
conical intersection is the driving mechanism for fission.20
Yet another scenario for pentacene was proposed based
on two-dimensional electronic spectroscopy (2DES), in
which high-frequency intramolecular vibrations generate
a resonance between the singlet and correlated triplet
pair states by matching their energy difference.15 Two-
photon photoemission measurements on hexacene were
interpreted similarly,16 despite the very different ener-
getics of this material.
Given the recent indications of the importance of vi-
bronic coupling to singlet fission, a theoretical study
of fission materials is called for in which the in-
volved electronic degrees of freedom and interacting in-
tramolecular modes are treated microscopically and non-
perturbatively. The aforementioned spectroscopic stud-
ies were mostly supported by calculations performed us-
ing phenomenological models, including a minimal num-
ber of electronic degrees of freedom.14–16 Although such
modeling is extremely helpful for interpreting the spec-
troscopic measurements, it does not provide fully mi-
croscopic insights at the molecular level. On the other
hand, available high-level theoretical studies on fission
materials17,18,21–23 are numerically constrained to iden-
tifying excited states in a time-independent framework
for limited cluster sizes. A viable approach to bridge
the gap between these calculations and measurements
of singlet fission is through microscopic modeling. Such
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2has been proven successful in several studies on fission
materials,24–30 however, applications did not address the
fission dynamics,24,26,30 or were limited to a perturbative
treatment of electronic couplings25 or the vibrational de-
grees of freedom.27–29
The present article forms the first entry in a se-
ries of studies in which we present a microscopic vi-
bronic exciton model aimed at unraveling the mecha-
nistic principles underlying singlet fission, with a par-
ticular emphasis placed on the role of vibronic cou-
pling. We provide a detailed description of the model
in which both the electronic degrees of freedom and
a selected intramolecular vibrational mode are treated
non-perturbatively. In part, the applied methodology
descends from a recent parametrization of polarization-
resolved absorption of single-crystalline pentacene by He-
stand et al.,30 which we adopt and combine with a treat-
ment of the relevant triplet excited states not previously
considered.30 In doing so, we base our parametrization
on the first direct detection of the correlated triplet pair
state through the aforementioned recent 2DES experi-
ments on pentacene.15 We will further investigate this
measurement in a follow-up companion study focused
on 2DES of fission materials. In order to realize (ex-
pensive) 2DES calculations, we address in the present
article the convergence of the photophysical observables
with respect to the crystal dimensions, from which we
determine the optimal crystal size to simulate the photo-
physics of fission materials on a cost-effective yet accurate
basis. This will also pave the way for the final piece in
this series, a study of the dynamical evolution of the full
singlet fission process by marrying our model with quan-
tum dynamical methods, which forms a critical test for
the functional mechanisms hypothesized to underly this
process.31
In the present article, we use linear absorption of crys-
talline pentacene as a means to determine the accuracy of
the proposed model. At the same time, the model allows
us to characterize the excited states underlying the ab-
sorption band, through which we shed light on the ener-
getic separation between the singlet exciton and the cor-
related triplet pair state. In particular, we demonstrate
how this separation is dependent on the applied crystal
sizes. Another topic that we address is the spatial con-
figuration of the correlated triplet pair state, which has
come under debate with a recently reported triplet-triplet
separation of several times the intermolecular distance32
contesting the conventional idea of triplets located at
neighboring molecules.3,4 The microscopic nature of our
model provides direct access to the anatomy of this elu-
sive state, which helps to shed light on this matter.
The paper is organized as follows. In Sec. II, we present
the vibronic basis set and Hamiltonian, followed by a
discussion of the associated parameters for pentacene.
Results for pentacene are presented and discussed in
Sec. III. First, the linear absorption spectrum is ana-
lyzed, highlighting the composition of the underlying ex-
cited states. What follows is an evaluation of the excited
state energies, and other photophysical properties, in re-
lation to the applied crystal size. Finally, we analyze the
spatial composition of the correlated triplet pair state.
We conclude in Sec. IV.
II. THEORY
Before presenting our theoretical framework, we be-
gin with a few remarks on the distinction between adia-
batic and diabatic excited states. Adiabatic states (eigen-
states of the Hamiltonian of the fission material) belong
to the quantum basis that is accessible through spec-
troscopy. Important examples of such states in the con-
text of singlet fission are the optically prepared singlet
excited state S1, and the subsequently populated corre-
lated triplet pair state TT1, where it is understood that
both labels in reality might represent a manifold of en-
ergetically closely-spaced adiabatic states. Nevertheless,
we instead formulate our model in the diabatic picture
(also referred to as site basis or molecular basis). The
underlying approximations, as well as the utility of the
diabatic representation to describe singlet fission, are ex-
tensively discussed in Ref. 27. From our diabatic calcula-
tions, the adiabatic spectroscopic observables are readily
extracted. In order to clearly distinguish between these
two bases, we will consistently denote diabatic states with
lower case labels, such as s1 and t1. On the other hand,
it should be understood that adiabatic states such as S1
and TT1 are never composed entirely of s1 and t1, re-
spectively. Rather, they consist of some admixture of
the two, additionally mixed with other states such as di-
abatic charge transfer states.24,26,29,30 In this sense, the
adiabatic states are labeled so as to distinguish between
a predominant singlet or triplet composition.
A. Basis set
Similarly to Refs. 24–30, our diabatic basis comprises
the many-body states formed by excitations within the
minimal active space of all highest and lowest unoccu-
pied molecular orbitals (HOMOs and LUMOs) of the iso-
lated molecules. Explicit formulations of the symmetry-
adapted linear combinations of the diabatic basis states
can be found in Ref. 27. In addition to the ground state
s0, in which the HOMO is fully occupied, we include
for each molecule the aforementioned singlet excitations
through the basis states |(s1)m〉. Here, an electron is pro-
moted to the LUMO on a molecule labeled m, leaving
a hole in the corresponding HOMO, and with all other
molecules in their respective s0 state. We also consider
charge transfer (CT) states, for which a hole (cation) and
electron (anion) are found at different molecules. These
states are denoted |(c)m, (a)m′〉, with m and m′ labeling
the molecular sites of the cation and anion, respectively.
Likewise, the correlated triplet pair state is accounted for
by the basis states |(t1)m, (t1)m′〉, where two triplets lo-
3cated at molecules m and m′, respectively, are entangled
in an overall spin-zero state.
In addition to the electronic degrees of freedom, we ex-
plicitly include a single intramolecular vibrational mode
in the basis set. Such an approach has been employed
in earlier microscopic studies on fission materials,24,26,30
although there is only a single report in which the basis
encompassed the triplet states relevant to fission.26 We
note that multiple modes have been explicitly included in
the phenomenological model used to support the recent
2DES study on singlet fission in pentacene.15 Although
such an extension of the basis set is straightforward in
principle, it becomes numerically prohibitive at the mi-
croscopic level employed in this work. We therefore limit
ourselves to the explicit treatment of the spectrally most
dominant mode, as was done in the aforementioned mi-
croscopic studies.24,26,30 We do bear in mind, however,
that such an approach can easily be combined with a
Redfield-type propagation scheme in which the remain-
der of the vibrations are treated perturbatively.
A full quantum treatment of the vibrational mode, in
principle, entails a basis set that scales very unfavorably
with increasing number of molecules. Fortunately, previ-
ous studies have demonstrated that the photophysics of
fission materials is typically well accounted for when lim-
iting the basis to so-called “two-particle” states,24,26,30
in which the eigenstates are decomposed into sums of
pairwise (electronic and/or vibrational) excitations, an
approximation that dramatically reduces the relevant
Hilbert space.33,34 To keep computations manageable, we
therefore restrict ourselves to the two-particle basis. For
the ease of discussion, we proceed to formulate our theory
in this basis, although noting that a general formulation
in the multi-particle basis is straightforward. Accord-
ingly, we formulate (adiabatic) eigenstates of the Hamil-
tonian of the material as
|α〉 =
∑
m,ν˜
cs1α;m,ν˜ |(s1)m, ν˜〉 (1)
+
∑
m6=m′
∑
ν˜
∑
ν′≥1
cs1s0α;m,ν˜,m′,ν′ |(s1)m, ν˜, (s0)m′ , ν′〉
+
∑
m6=m′
∑
ν+,ν−
ccaα;m,ν+,m′,ν− |(c)m, ν+, (a)m′ , ν−〉
+
∑
m>m′
∑
ν¯,ν¯′
ct1t1α;m,ν¯,m′,ν¯′ |(t1)m, ν¯, (t1)m′ , ν¯′〉.
Here, the first summation extends over the vibronic basis
states involving the electronic excitation |(s1)m〉 accom-
panied by ν˜ vibrational quanta in the associated nuclear
potential, while |(s1)m, ν˜〉 is a short-hand notation for
|(s1)m〉 ⊗ |ν˜〉. In a similar fashion, the second summand
contains basis states for which such a vibronic excitation
is accompanied by a purely vibrational excitation involv-
ing ν′(≥ 1) quanta in the s0 potential located at molecule
m′. The subsequent term contains the CT states with ν+
and ν− quanta in the cationic and anionic potentials, re-
spectively. The final summation extends over the triplet
pairs, where the associated vibrational quanta ν¯ and ν¯′
refer to the t1 vibrational potential. Here, the summa-
tion is restricted to m > m′ in order to avoid double
counting.
B. Hamiltonian
The expansion coefficients in Eq. 1 are obtained upon
numerically solving the eigenvalue equation, Hˆ|α〉 =
ωα|α〉, where Hˆ is the Hamiltonian, and ωα represents
the eigenenergy associated with state α (h¯ = 1 is as-
sumed throughout this paper). For clarity, we subdivide
the Hamiltonian into parts,26
Hˆ = Hˆs1 + Hˆs1−ca + Hˆca + Hˆca−t1t1 + Hˆt1t1
+ Hˆω0 + Hˆλ, (2)
each associated with different physical mechanisms. Note
that no contribution associated with the electronic
ground state s0 is included here, implying that this state
is associated with the zero point of energy.
The first part of the Hamiltonian is given by
Hˆs1 = Es1
∑
m
|(s1)m〉〈(s1)m|
+
∑
m 6=m′
Jm,m′ |(s1)m〉〈(s1)m′ |, (3)
and accounts for the diagonal energies of the diabatic
s1 states, denoted as Es1 and taken to be equal for all
molecules. This part also describes dipole-dipole interac-
tions between these states, denoted as Jm,m′ .
The second part describes the dissociation of the
Frenkel-type s1 states into CT excitons,
Hˆs1−ca =
∑
m 6=m′
tHHm,m′ |(s1)m〉〈(c)m′ , (a)m| (4)
+
∑
m 6=m′
tLLm,m′ |(s1)m〉〈(c)m, (a)m′ |+ H.c.,
which is mediated by the HOMO-HOMO and LUMO-
LUMO charge overlap integrals, tHHm,m′ and t
LL
m,m′ , trans-
ferring electrons and holes, respectively.
The third part is given by,
Hˆca =
∑
m6=m′
(Um,m′ + Es1)|(c)m, (a)m′〉〈(c)m, (a)m′ |
+
∑
m6=m′ 6=m′′
tHHm,m′ |(c)m, (a)m′′〉〈(c)m′ , (a)m′′ | (5)
+
∑
m6=m′ 6=m′′
tLLm,m′ |(c)m′′ , (a)m〉〈(c)m′′ , (a)m′ |,
and accounts for separated charges at molecules m and
m′, whose Coulomb energy relative to the diabatic energy
of s1 is given by Um,m′ , as well as the short-ranged CT
interactions mediated by the charge overlap integrals.
4The next two parts are associated with the triplet pair
excitations. The first one couples such states to CT
states,
Hˆca−t1t1 =
√
3
2
( ∑
m 6=m′
tHLm,m′ |(a)m, (c)m′〉〈(t1)m(t1)m′ |
+
∑
m6=m′
tLHm,m′ |(c)m, (a)m′〉〈(t1)m(t1)m′ |
)
+ H.c.,
(6)
where tHLm,m′ denotes the charge overlap integral which
transfers an electron from the HOMO of molecule m to
the LUMO of molecule m′, and oppositely for tLHm,m′ . The
second part describes the diagonal energies of the triplet
pairs,
Hˆt1t1 = Et1t1
∑
m>m′
|(t1)m, (t1)m′〉〈(t1)m, (t1)m′ |, (7)
quantified by Et1t1 , and again assumed site-independent.
The last two parts of the Hamiltonian relate to the
intramolecular vibrational mode. Assuming a harmonic
potential, the total vibrational energy is given by
Hˆω0 = ω0
∑
m
bˆ†mbˆm, (8)
where ω0 is the vibrational quantum (h¯ = 1), and bˆ
(†)
m
is the annihilation (creation) operator pertaining to the
s0 potential at molecule m. This mode is coupled lin-
early to the electronic diagonal energies (Holstein-type
interaction), through
Hˆλ = ω0
∑
x=s1,c,a,t1
∑
m
λx(bˆ
†
m + bˆm + λx)|(x)m〉〈(x)m|.
(9)
Here, x runs over all possible diabatic states associated
with each molecule. λx represents the shift of the vibra-
tional equilibrium position for each state, using the s0
potential as a reference. The square of the vibrational
displacements relative to the ground state, λ2x, yields the
associated Huang-Rhys (HR) factor. Since in our ap-
proach all vibrational states are represented in their re-
spective eigenbasis, the electronic interaction terms con-
tributing to the Hamiltonian results in a mixing between
such states, dictated by vibrational overlap factors.35
Extension of Eq. 2 to include two-electron couplings
is straightforward (and essentially invokes a direct cou-
pling between the singlet excited states and triplet pairs,
Hˆs1−t1t1). Nevertheless, their magnitudes are known to
be an order of magnitude smaller than the one-electron
integrals discussed above,4,17,22,28,36 and a significant
contribution of such couplings to fission dynamics is
therefore unlikely, at least in systems like pentacene.28
We have performed additional calculations including typ-
ical values for the two-electron couplings, and do not
find noteworthy differences for the results reported in
FIG. 1. Crystal structure of pentacene, taken from Ref. 37.
The crystallographic a-, b-, and c-axis are indicated with
green, red, and blue, respectively. The unit cell contains two
inequivalent molecules with their long molecular axes oriented
roughly along c, while their short axes form a characteristic
herringbone structure in the ab-plane.
this work. We therefore disregard such couplings for the
sake of simplicity. However, a brief discussion of the sig-
nificance of two-electron couplings between local triplet
excitations is presented in Sec. III C.
C. Parameters for pentacene
Pentacene arguably is the most widely studied fission
material, attracting great interest due to its nearly unri-
valed fission rate and high fission efficiency. At the same
time, the rapid and efficient fission dynamics found for
this material poses a challenge for theoretical modeling.
These factors, as well as the wealth of information known
about this material, motivate us to use pentacene as an
exemplary singlet fission system in this series of articles.
We expect many of our conclusions to be general for
other strongly coupled acene crystals. The parameters
for pentacene used in our calculations are to a large ex-
tent identical to those reported by Hestand et al.,30 which
were obtained through a combination of quantum chemi-
cal calculation and fitting to polarized absorption spectra
of pentacene single crystals.26,30 We proceed with a de-
tailed discussion of these parameters, in particular high-
lighting the adaptations made in our modeling. We note
the qualitatively, and in some cases semi-quantitative,
agreement with the parameters obtained via a similar
approach by Berkelbach et al. for pentacene dimers28
and single crystals.29 This similarity gives confidence in
the robustness of the general philosophy of our work and
these past studies.
In the crystal phase, pentacene molecules form a tri-
clinic system with two inequivalent molecules per unit
cell.37,38 This is illustrated in Fig. 1, showing the crys-
tal structure taken from Ref. 37, including the crystallo-
graphic axes. As can be seen, the long axes of the pen-
tacene molecules are oriented roughly along the c-axis,
5Parameter Symbol Value
s0−s1 energy Es1 2.09 eV (16 890 cm−1)
s0−t1t1 energy Et1t1 1.75 eV (14 140 cm−1)
Vibr. energy ω0 0.17 eV (1380 cm
−1)
Huang-Rhys factors
s0−s1 λ2s1 1.1
s0−a λ2a 0.29
s0−c λ2c 0.39
s0−t1 λ2t1 1.1
TABLE I. Parameters applied in our model. For electronic
couplings, see the supplementary material.
while the short axes form the characteristic herringbone
structure in the ab-plane. Similarly to Hestand et al.,30
we consider in our calculations a herringbone lattice con-
sisting of M × M unit cells extending in the ab-plane,
which corresponds to 2M2 molecules (such that m runs
from 1 to 2M2). The lengths of the a and b lattice con-
stants are found to be 7.71 and 6.28 A˚, respectively, with
a mutual angle of 84.5◦, while the separation between the
inequivalent molecules within the same cell are is given
by (a, b) = (1/2, 1/2).37 The molecular positions are de-
termined based on this structural data by taking for each
molecule its point of inversion symmetry.
The most important parameters applied in our model
are summarized in Tab. I, while the electronic couplings
are presented in the supplementary material. The dipole-
dipole couplings Jm,m′ in crystalline pentacene are rather
weak, and have therefore been neglected by Berkelbach et
al.28,29 Here, we use values reported by Hestand et al.,30
which have been calculated through INDO/CCSD using
the coordinates from Ref. 37, and screened (divided) by
a directionally averaged optical dielectric constant  =
3.5.39
The applied one-electron HOMO-HOMO and LUMO-
LUMO couplings, tHHm,m′ and t
LL
m,m′ , were originally re-
ported in Ref. 26 based on density functional theory (us-
ing B3LYP and a double zeta basis set). Similarly to
Hestand et al.,30 we apply a scaling factor of 1.1 in or-
der to reproduce the Davydov splitting observed for pen-
tacene single crystals. We further note that Berkelbach et
al. found somewhat larger, yet qualitatively similar cou-
plings through ab initio calculations using the Hartree-
Fock molecular orbitals of isolated pentacene molecules
and a 6-31G(d) basis set.28 However, a dramatic down-
scaling of these couplings was found to be necessary in
order to reproduce the Davydov components.29 We point
out that such is not necessary once vibronic coupling is
accounted for, which by itself has a strong mitigating
impact on the Davydov splitting (see for example Fig. 5
from Ref. 30, where a direct comparison is drawn between
vibronic and purely-electronic calculations).
The model applied by Hestand et al.30 did not include
triplet states, hence at this point our modeling and pa-
rameters start to differ from those used in that work.
For the HOMO-LUMO couplings tHLm,m′ , not reported
by Hestand et al., we adapt the couplings calculated by
Berkelbach et al.28 Similarly to their work on crystalline
pentacene,29 we apply an overall rescaling of these cou-
plings, while keeping the signs and relative differences
among them unaltered. In order to find an appropri-
ate scaling factor, we have determined the average mag-
nitude of the HOMO-HOMO and LUMO-LUMO cou-
plings of Berkelbach et al. relative to those by Hestand
et al. (found to be 0.68), and rescaled the HOMO-LUMO
couplings accordingly.
By employing the vibronic basis set outlined in
Sec. II A, we provide an exact treatment of the symmet-
ric stretching vibration with a frequency ω0 = 0.17 eV
(1380 cm−1) which is the dominant progression building
mode observed in absorption spectra of both dissolved
and crystalline pentacene.24,26,30 Its HR factor associated
with the diabatic singlet state is taken to be λ2s1 = 1.1, a
value derived from fitting the vibronic peak areas of dis-
solved pentacene to a Poisson distribution.30 The ionic
HR factors (λ2a = 0.29 and λ
2
c = 0.39)
30 are based on
calculations reported in Ref. 40. We note that these val-
ues are significantly smaller than the singlet state HR
factor, something that has also been observed in terry-
lene crystals.41,42. Relatively little is known about the
HR factor pertaining to t1. In Ref. 26, the weak depen-
dence of linear absorption on λ2t1 was noted and an ad
hoc value of 1.0 was applied. In contrast, a value of 0
was used in the phenomenological modeling reported in
Ref. 15, based on a fitting to 2DES data. However, re-
cent calculations on tetracene have shown the effective
HR factor of triplet pair states to be competitive with
λ2s1 .
43 Furthermore, vibrational overtones associated with
ω0 observed in S0−T1 absorption of anthracene and its
derivates using the heavy-atom effect suggests this factor
to be substantial.44 Expecting the HR factors of acenes
to be reasonably similar, we therefore set λ2t1 = 1.1.
The diagonal energies appearing in the Hamilto-
nian are notoriously difficult to quantitatively deter-
mine based on unaltered first-principles quantum chem-
ical methods (see also the discussion in Ref. 27). Most
microscopic models for fission materials have instead used
values taken from experiments, mostly through fitting to
linear absorption.24,26,29,30 For example, such fitting was
applied in Ref. 26 to determine the Coulomb energies
Um,m′ of crystalline pentacene. Here we use the slightly
modified values proposed by Hestand et al.30 (which are
summarized in the supplementary material). Regard-
ing the diabatic s0 → s1 transition energy, our value is
slightly red-shifted relative to the one reported in that
work,30 namely Es1 = 2.09 eV (16 890 cm
−1). Still, this
value is higher than the energy used by Berkelbach et
al.29 by about 100 meV. The origin of this discrepancy
is discussed in Sec. III B. Lastly, the energy of the dia-
batic triplet pair excitation is taken to be Et1t1 = 1.75 eV
(14 140 cm−1), which yields adiabatic TT1 state energies
in agreement with 2DES measurements15 as discussed in
6Sec. III B.
In order to keep calculations computationally manage-
able, the basis set presented in Sec. II A is minimized as
much as possible while retaining convergence for the pho-
tophysics of interest. Similarly to Hestand et al.,30 the
maximum charge separation is set to 20 A˚ (where the
separation is based on the molecular positions). Instead
of also adapting this value for the maximum separation
for non-ionic two-particle states,30 we have found that
a smaller truncation radius of 7 A˚ suffices. The phys-
ical origin of such a truncation lies in the finite extent
of the vibrational distortion surrounding the electronic
excitation.45 We furthermore reduced the total number
of vibrational quanta per basis state to 2. The maxi-
mum separation for the triplet pair excitations was lim-
ited to 6.2 A˚, such that only nearest-neighbors in the
(a, b) = (1/2, 1/2) and (a, b) = (1/2,−1/2) directions
contribute. The case of a basis with a more extended set
of pair states is explored in Sec. III C. Lastly, periodic
boundary conditions are imposed. Accordingly, the cou-
pling between two molecules is determined based on the
minimal real-space separation of these molecules result-
ing from any translation of one molecule by multiples of
M lattice spacings in the a- and b-directions.
III. RESULTS AND DISCUSSION
A. Linear absorption and excited state admixtures
Earlier studies of the theory of singlet fission have
employed the comparison to experimental linear absorp-
tion as a means of obtaining parameters and as a crit-
ical test of the modeling itself.24,26,29,30 Such an ap-
proach has proven to be particularly fruitful when ap-
plied to polarization-resolved spectra of single crystals,
which provides detailed insight into the involved excited
states.27,30 The theory presented here is partly derived
from earlier work on pentacene which centered on such
a comparison.30 In a follow-up article, we apply an ad-
ditional stringent test via the comparison to 2DES mea-
surements. Nonetheless, we will start by revisiting linear
absorption to evaluate the modifications made with re-
spect to the earlier model,30 in particular focusing on the
effect of added triplet states, and to characterize in detail
the excited states underlying the absorption band.
Within the framework of Fermi’s Golden Rule, the j-
polarized linear absorption spectrum is expressed as
Aj(ω) =
∑
α
|〈S0|Mˆj |α〉|2 Wj(ωα − ω). (10)
Here, Mˆj is the j-component of the transition dipole mo-
ment operator Mˆ of the fission material given by
Mˆ =
∑
m
µm|(s0)m〉〈(s1)m|+ H.c., (11)
where µm is the transition dipole moment associated
with the s0 → s1 optical transition at molecule m.
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FIG. 2. (a) Polarization-resolved linear absorption measured
for pentacene single crystals (solid curves),30 shown together
with the numerical results from our model for a 6×6 pentacene
crystal (dashes). (b) Calculated unpolarized linear absorption
(dash). Also shown is a stick spectrum representing the tran-
sition dipole moments (green) and oscillator strengths (black)
associated with the underlying optical transitions. (c) Dissec-
tion of the stick spectrum into diabatic singlet (blue), charge
transfer (red), and triplet pair contributions (yellow).
Note that molecular transition dipole moments are three-
dimensional vector objects (and thus so is the transition
dipole moment operator) which are indicated using bold
characters to distinguish them from scalar objects. For
pentacene, the molecular transition dipole moments are
oriented along the short molecular axes,3,46 and the ap-
plied vector components of µm are accordingly extracted
from the crystal structure.37 The transition dipole mo-
ment operator Mˆ acts exclusively on the electronic sub-
space, effectively inducing a “vertical” transition, and as
such mixes vibrational states through vibrational overlap
factors.47 Also appearing in Eq. 10 are the adiabatic ex-
cited states α and associated energies ωα. These states
are coupled through the transition dipole moment op-
erator to the ground state S0 for which all molecules
reside in the electronically and vibrationally unexcited
state |(s0)m, ν = 0〉. And lastly, Wj(ω) represents the
j-polarized lineshape function.
7Polarized linear absorption of single-crystalline pen-
tacene is calculated through Eq. 10 using a Gaus-
sian lineshape Wj(ω) ∝ exp(−ω2/2σ2j ). In Ref. 30,
a polarization-dependent line width σj was applied to
match the measurements, although the physical origin
of this property was left undiscussed. Here, we adjust
the line widths accordingly in order to unambiguously
evaluate the modifications made in our modeling, setting
σj = 46 meV (374 cm
−1) for polarization j along the
crystallographic b-axis, and σj = 27 meV (214 cm
−1)
otherwise.30 Shown in Fig. 2(a) are spectra calculated
for a 6×6 crystal (72 molecules, 24408 basis states), po-
larized parallel to b with its perpendicular component
in the ab-plane, alongside the experimental equivalents
recorded for single-crystalline pentacene.30 When com-
pared to the results reported in Ref. 30, we observe that
an excellent agreement is retained upon the modifica-
tions made to the modeling. In particular, the Davydov-
splitting (energy difference between the lowest-energy
peaks in the ‖ b and ⊥ b spectra) is reproduced, and
most of the band features are accounted for. We note
that a damping of transitions above 2.3 eV was applied
in Ref. 30, representing rapid relaxation resulting from
an enhanced density of states at higher energies, which
further improves the agreement.30 We will nevertheless
omit such empirical refinements for now, in order not to
further complicate the model, although we plan to ad-
dress the effects of relaxation in a future study. Finally,
we have performed comparative calculations excluding
the triplet pair excitations from the basis set (see supple-
mentary material), which demonstrate that the impact of
these states on linear absorption is generally negligible,
with a weak imprint only observable for the second peak
polarized perpendicular to b.
Since pentacene single-crystals are difficult to
grow, most time-resolved spectroscopic measure-
ments on pentacene,13,48–50 including the recent 2DES
measurements,15 have been performed on polycrystalline
samples instead. In what follows, we mimic polycrys-
tallinity by considering unpolarized linear absorption,
consisting of the sum of the aforementioned ‖ b and ⊥ b
components plus the component perpendicular to the
ab-plane, which corresponds to a hypothetical sample
of isotropic crystal fragments. Actual polycrystalline
pentacene is isotropic only in the ab-plane.51,52 However,
by showing that unpolarized calculations form a good
proxy for this situation we simplify the 2DES simulations
presented in a follow-up article. The calculated unpo-
larized linear absorption spectrum is shown in Fig. 2(b).
The spectrum closely resembles reported measurements
of polycrystalline pentacene,53,54 indicating that our
procedure for polycrystallinity indeed appears to be
valid for this material. The reason for this is simply that
the molecular transition dipole moments of pentacene,
being oriented along the short molecular axes, lie largely
in the ab-plane (see Fig. 1), so that in our approach the
isotropy is always projected on this plane, just as is the
case for polycrystals.
Also shown in Fig. 2 is a characterization of the ex-
cited states underlying the absorption band. Panel (b)
presents a stick spectrum, representing a histogram of
the oscillator strengths and transition dipole moments
underlying the absorption band, which are defined as∑
j |〈S0|Mˆj |α〉|2 and its square root, respectively. In an
accompanying histogram shown in Fig. 2(c), each under-
lying state |α〉 is dissected into contributions from dia-
batic singlet states (s1), CT states, and triplet pair states
(t1t1). One aspect that these data reveal is that the di-
rect mixing between s1 and t1t1 is minimal, albeit non-
zero. As a consequence, a direct excitation of triplets
through strong mixing into S1, as proposed in Ref. 14,
seems unlikely based on our data. CT states clearly
act as a facilitator of the interaction between singlet and
triplets, having significant admixtures in both TT1 and
S1. (No significant additional mixing results from the
direct two-electron diabatic coupling, the effect of which
we have found to be minimal, and which is therefore ig-
nored here.) In the low-energy region, most of the oscilla-
tor strength is concentrated in two Davydov components.
Consistent with earlier reports,24,26,29,30 the lower com-
ponent at 1.85 eV (14 900 cm−1) is found to consist of
an almost 50%-50% admixture of s1 and CT states. The
upper component at 1.97 eV (15 900 cm−1), on the other
hand, has a more pronounced s1 contribution, whereas
CT states dominate overall at higher energies.30 In con-
trast, we find most of t1t1 to be concentrated in a lim-
ited number of states with a small admixture of CT con-
tributions and very small oscillator strengths owing to
intensity borrowing from s1. By adjusting the diabatic
triplet pair energy Et1t1 , we have located the lowest-
energy candidates for such triplet-dominated states at
1.72 eV (13 860 cm−1), which is consistent with the direct
observation of the fission product states through 2DES,15
as is further discussed in Sec. III B.
In order to connect these results to experimental sin-
glet fission studies, we have labeled the involved adia-
batic states in Fig. 2(c). The lower Davydov component
is obviously the strongest absorbing state, and can there-
fore be regarded as the initially populated exciton.3 This
state is thus labeled as S1, which is also consistent with
its substantial s1 admixture. The lowest-energy triplet-
dominated stick is found to represent a handful of states,
which in a corresponding fashion are identified with TT1.
Interestingly, an analogous set of states is found roughly
0.17 eV (1380 cm−1) higher in energy, slightly above S1,
which are found to consist largely of t1t1 contributions
dressed with a single vibration ω0. Using an asterisk to
loosely refer to this vibrational sublevel, these states are
denoted as TT∗1. A similar vibrationally dressed state
was found in the phenomenological modeling supporting
the 2DES measurements on pentacene in Ref. 15, where
it was hypothesized that its quasi-resonance with S1 is a
key factor in the fission dynamics of this material. TT∗1
also plays an important role in the direct detection of
TT1, which we further investigate in a companion arti-
cle.
8Although the low-energy region of the stick spectrum
looks quite similar to the one obtained through the phe-
nomenological model reported in Ref. 15, the oscillator
strength of TT1 is found to be about a factor of 5 smaller.
This discrepancy may be explained by noting that the
phenomenological model does not include CT states, but
instead considers two states, s1 and t1t1, coupled directly
with an interaction strength of 31 meV (248 cm−1). This
value is generous compared to the effective interaction
strength of 10 meV (81 cm−1) derived using perturba-
tion theory including CT intermediates,28 and as such
expectedly overestimates the intensity borrowing of TT1
from singlet excitons. Even so, it should be noted that
the quantitative accuracy of the perturbative approxima-
tion is questionable,28 and that a more reliable measure
of the degree of intensity borrowing is obtained through
non-perturbative calculations, such as presented here. In
order to provide further evidence that our model provides
reasonable quantitative estimates for the TT1 oscillator
strength, we have performed additional calculations while
conforming the electronic basis as well as the parameters
to those employed in Ref. 15 (resulting linear absorp-
tion and stick spectra are included in the supplementary
material). The stick spectra obtained upon these modi-
fications are consistent with the results reported in that
work. However, in the corresponding linear absorption
spectrum, a distinct feature associated with TT1 shows
up as a shoulder of the main S1 absorption peak which
is not observed experimentally.30,53,54 Furthermore, con-
sidering the difficulty encountered when experimentally
probing the TT1 state, we conclude that the oscillator
strength found here is most likely more accurate.
B. Diabatic vs. adiabatic energies and size convergence
The Davydov splitting observed for pentacene is a
manifestation of the general principle that adiabatic en-
ergies ωα of coupled molecular systems deviate from the
diabatic energies such as Es1 . This deviation is crystal
size dependent, and converges with increasing dimension.
However, with increasing dimension the vibronic basis
employed in our model grows very rapidly. It is therefore
crucial to determine the minimal crystal size sufficient to
obtain reliable results. This is particularly important in
the (expensive) modeling of 2DES.
In Fig. 3, we have plotted the adiabatic S1 and TT1
energies calculated for pentacene while varying the crys-
tal size M ×M . Also shown are the (size-independent)
diabatic energies Es1 and Et1t1 . This figure demonstrates
that the adiabatic S1 energy undergoes a dramatic red-
shift relative to the diabatic analogue, eventually stabi-
lizing at a value roughly 250 meV (2015 cm−1) below Es1 .
In marked contrast, the energy of TT1 is apparently fairly
insensitive to M and does not change much apart from an
initial redshift of about 30 meV (250 cm−1). From these
data, the minimal crystal size is dictated by the point
of convergence of S1, which is found to be at M = 3.
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FIG. 3. Adiabatic S1 (blue curve) and TT1 (red shaded
area) energies as a function of the crystal size M ×M . Also
shown are the experimentally determined adiabatic energies
(dashes),15,30 and the diabatic energies Es1 and Et1t1 applied
in our calculations (dotted lines at 2.09 eV and 1.75 eV, re-
spectively).
A further investigation (presented in the supplementary
material) demonstrates that all of the photophysics in
the range up to 2.2 eV is well accounted for by limiting
the crystal to this size. In our follow-up article on 2DES
we therefore adjust M accordingly.
The adiabatic energy separation between the S1 and
TT1 is considered a primary factor impacting singlet
fission.3 Nevertheless, values assumed for this separa-
tion in pentacene vary from 200 meV (Ref. 3) to full
resonance.14 This lack of consensus arises to a great ex-
tent from the very weak optical transition between TT1
and the (singlet) ground state, which makes the corre-
lated triplet pair energy extremely challenging to detect.
Only very recently has this optical transition directly
been determined by means of 2DES.15 In our modeling,
the diabatic energies are adjusted so that the converged
energy of TT1 matches this experimentally determined
value, similar to the approach used to align the energy
of S1 to the experimental value from linear absorption.
30
Importantly, our results show that although the splitting
between the measurable adiabatic states is 130 meV, the
actual splitting between the diabatic energies Es1 and
Et1t1 is found to be 340 meV, as evinced by Fig. 3. Such
a determination of diabatic energies is key to obtaining
reliable results from dynamical calculations using a mi-
croscopic diabatic basis, especially with regards to the
recent indications that resonances between vibrational
modes and electronic splittings facilitate rapid singlet
fission.15,16 In this respect, it is interesting to note that
a different diabatic splitting of 170 meV was applied in
Ref. 26 to yield a near-resonance between the adiabatic
states.26 A slightly larger diabatic splitting of 200 meV
was employed in the dynamic study by Berkelbach et
al.,29 however, the weaker couplings employed in that
9work mitigate the red-shift of S1, resulting in a substan-
tial energy offset from TT1. Given these quantitative dif-
ferences in energy splittings and couplings, it is of great
interest to dynamically evaluate singlet fission using our
model, which will be the topic of a later study.
C. Characterizing the correlated triplet pair state
In addition to its energetic offset from S1, other as-
pects of the correlated triplet pair state are of importance
to singlet fission dynamics. In particular, the degree of
spatial separation between the two triplets constituting
TT1 expectedly has a profound influence on the disso-
ciation of this intermediate into free triplet excitons.55
Conventionally, these constituents are envisioned to be
located at adjacent molecules, owing to the short range of
the charge overlap integrals that couple between S1 and
TT1.
3,4 However, recent magnetic field measurements on
tetracene give indications of an inter-triplet separation of
two to four times the intermolecular separation.32 Rela-
tively little experimental data is available to elaborate
on these contrasting viewpoint, in part due to the dark
nature of TT1. Nonetheless, through the microscopic
basis of our calculations, information about the spatial
anatomy of the correlated triplet pair state in pentacene
is readily available.
As a quantitative measure of the spatial composition of
TT1, we consider the triplet-triplet correlation operator
defined as
nˆt1t1(l) =
1
2
∑
m 6=m′
|(t1)m, (t1)m′〉〈(t1)m, (t1)m′ | δl,lm′−lm .
(12)
Here, the summation extends over all triplet pairs lo-
cated at molecules m and m′, and the prefactor corrects
for double counting. The vectors l, lm, and lm
′
refer
to molecular positions in terms of the crystallographic
lattice vectors.
In our evaluation of the triplet-triplet correlation func-
tion, we did not truncate the basis with respect the
triplet-triplet and charge separation in order to avoid
artificially confined triplet pair states. As this results
in a rapidly growing basis set with increasing crystal
size, we restricted ourselves to a 3×3 pentacene crys-
tal. For these parameters, TT1 is found to be repre-
sented by four near-degenerate triplet-dominated adia-
batic states. Fig. 4 shows the triplet-triplet correlation
function for each state. From this figure, it is evident that
triplets reside predominantly on neighboring molecules
in either the (la, lb) = (1/2, 1/2) or the (−1/2, 1/2) di-
rection, while some mixing between these two configura-
tions is observable. Importantly, the contribution from
triplet pairs separated beyond these nearest-neighbor dis-
tances is negligible. As such, these findings justify the
triplet-triplet truncation radius of 6.2 A˚ applied in the
remainder of our calculations. More importantly, how-
ever, they confirm the conventional idea of TT1 being
1
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FIG. 4. Triplet-triplet correlations of the adiabatic states
represented by TT1, calculated for a 3×3 pentacene crystal
(associated adiabatic energies shown in top-left corner). For
each state, the expectation value of Eq. 12 is shown as a
function of l = (la, lb) by means of colored arrows (loosely
referring to the herringbone structure formed by the short
molecular axes in the ab-plane). The results are normalized
individually in each panel for the ease of demonstration. Note
that the correlation function is undefined for la = lb = 0
(corresponding arrow shown as black).
largely composed of adjacent triplets. Still, the possi-
bility remains that an enhanced separation is induced
by the two-electron couplings that transfer triplet exci-
tons between neighboring molecules in accordance with
the well-known Dexter energy transfer mechanism. We
have explored this possibility by repeating our calcula-
tions while applying typical values for such couplings.
The results (shown in the supplementary material) show
no quantitative differences with respect to Fig. 4, so that
this idea can safely be discarded. For tetracene, whose
difference to pentacene lies mostly in the energetic loca-
tion of the S1 state, we anticipate a qualitatively similar
composition for TT1. We therefore hypothesize that the
magnetic field measurements reported in Ref. 32 relate
to the subsequent step in the singlet fission process, in
which TT1 is in the process of dissociating into spatially
separated triplets. The initial stage of this dissociation,
and the potential role of Dexter transfer integrals as well
as the effective binding energy between triplets,18,56 will
be a topic of interest in our future work.
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IV. CONCLUSIONS
In summary, this article presents a vibronic exci-
ton theory of fission materials which combines a micro-
scopic set of electronic degrees of freedom with an ex-
plicit quantum-mechanical treatment of an intramolec-
ular vibrational mode. As such, this article forms a
starting point of our ongoing pursuit to unravel the
mechanistic principles of singlet fission, in particular
addressing the recent experimental indications of the
functional relevance of vibronic coupling.15,16,20 The vi-
bronic model is partly derived from a recent parametriza-
tion of pentacene single crystals through polarized linear
absorption,30 which we extended to include the triplet ex-
citons constituting the correlated triplet pair state TT1
through which singlet fission proceeds. In doing so, the
associated energy is adjusted in accordance with the re-
cent detection of TT1 by means of 2DES.
15 We examined
the excited states constituting the absorption band of
pentacene, paying particular attention to the dependence
of adiabatic energies on the applied crystal sizes. Besides
providing the diabatic transition energies required to re-
liably simulate excited state dynamics, our findings re-
vealed that a crystal consisting of 3× 3 unit cells in the
ab-plane suffices to account for the photophysics of pen-
tacene in the spectral region of S1 and TT1. Lastly, we
provided an insight into the spatial configuration of TT1
demonstrating that the constituent triplets are predom-
inantly located at adjacent molecules, which contradicts
a recent experimental report predicting a triplet-triplet
separation of several intermolecular distances.32
In the next article in this series, we focus on the obser-
vation of singlet fission through time-resolved spectro-
scopic experiments, and in particular the recent direct
observation of the correlated triplet pair state through
2DES measurements on pentacene.15 To this end, the
vibronic exciton model introduced in the present article
is employed to simulate and analyze 2DES. Our inves-
tigation of the crystal size convergence is instrumental
to realize such simulations at manageable computational
costs. This holds perhaps even more so for the dynam-
ical calculations through which we plan to identify the
key factors making successful fission materials, to be pre-
sented in future work.
SUPPLEMENTARY MATERIAL
See supplementary material for the electronic cou-
plings and Coulomb energies of crystalline pentacene ap-
plied in our modeling, and for supplementary results.
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