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We prove that signals with bounded (r + I)st derivative can be quantized using 
a uniform c-level quantizer with the sample quantization error bounded by Bh’+‘/ 
(c + 1 - 2’“). Here B is the bound on I/s (r+‘lllZ and h is the sampling interval. 
Next, for this quantization we study the optimal choice of c that minimizes the 
worst case error in reconstructing s by a piecewise-polynomial function subject to 
a constraint that the number (log c)lh of bits per second used to represent the 
signal is held fixed. This optimal level is 2’+? for initial values of r, and is 2’+’ for 
large r. Finally, we discuss a problem of representing a signal using a finite amount 
of memory. We prove that this quantization is almost optimal among all represen- 
tations. (Here by optimal we mean a representation that allows one to reconstruct 
signals with the worst case error as small as possible.) This, in particular, provides 
an answer to the question of optimal trade-off between sampling and quantization 
in Signal prOCeSSing. 0 1990 Academic Press. Inc. 
1. INTRODUCTION 
Let F be the class of signals with bounded (Y + I)st derivative, 
F = {s: [O, +m) -+ !H : ll.C+‘)(j~ 5 B}. 
We assume the bound B to be known (see Remark 1). A signal s from F is 
sampled at xi = $5, for i = 0, I, . . . We study the problem of quantizing 
s, i.e., representing s(x;) using a small number of bits, with a small quanti- 
zation error. 
In Section 3 we show how to use a uniform c-level (c 2 2r+‘) quantizer 
so that the sample quantization error does not exceed Bh’+‘l(c + 1 - 
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2’+i). Next, in Section 4, we analyze the error of approximating the signal 
by a piecewise-polynomial function that interpolates the quantized da- 
tum. Assuming that the number of bits per seconds is fixed, i.e., (log c)lh 
= M, we prove that for large r the optimal quantization level c* = 2r+3 and 
the worst case error is then proportional to M-(‘+I). 
In Section 5 we consider a problem of representing a signal s (restricted 
to a sampling interval [0, T]) using only M bits of memory and yet being 
able to recover the original signal with as small an error as possible. This 
problem is slightly more general than the quantization problem since to 
represent a signal we can use an arbitrary (nonlinear and/or off-line) 
mapping $: F -+ (0, I} M. Thus, we allow representations I,!+) that might 
depend on s in an arbitrary way, whereas the quantization depends on s 
only via the sampled values s;. Furthermore, in reconstruction of a signal 
we do not have to restrict ourselves to piecewise-polynomial approxima- 
tions; instead we analyze the general class of approximation methods. We 
prove that the quantizer from Section 3 is almost optimal in such a general 
sense. Finally, we use these results to solve the problem of optimal trade- 
off between sampling and quantization by providing almost optimal sam- 
pling and qunatization rates for digitizing a signal. 
This work was stimulated by Wyner (1988), where the quantization of 
signals with bounded first derivative, Y = 0, has been studied. For a 
relevant work on quantization see, e.g., Neilson et al. (1984) and Pavlidis 
(1982), and the special issue of ZEEE Trans. Inform. Theory (IT-28(2), 
March 1982). See also Lee et al. (1987), where optimal trade-off between 
sampling and quantization has been studied for a restricted class of quan- 
tizers. 
We end the introduction with the following 
Remark 1. As stated before, we assume that [[s(‘+‘)[/~ 5 B, with B 
known a priori. For some problems this might be a restrictive assumption. 
However, for some problems, the upper bound B is readily available. This 
is the case for signals of the form s(x) = Jf(t)w(t - x)dt, where f is from 
a class of uniformly bounded functions and w is a given function with 
integrable (r + 1)st derivative. More specifically, in digitization of docu- 
ments (printed pages of text)fis a brightness of a single scanline (we can 
assume that llfllrn I 1) an d w is the point spread function of the optical 
system of the digitizer. Then B = s Jw(r+l)(t)ldt. 
Another example of a problem with known B is provided by uniformly 
bound- and energy-limited signals. 
2. PRELIMINARY FACTS 
In this section we recall well-known definitions and facts that will be 
used in the paper. 
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Given St = s(xi), thejth backward difference AjSi of s at xi = ih (j 5 i) is 
defined by 
A.isi = Aj-1,; - Ahj-lsip, , A’si = si. 
It is well-known that for any function f and any j 5 i, 
1-I 
A$=J--A%, 
h-0 
and 
AjJ = $ (-l)%mk (jk). 
k=O 
(1) 
(2) 
A uniform c-level quantizer of an interval [-A, A] is a function QC : 
[-A, A] ---, % defined as follows. Divide [-A, A] into c equal subintervals. 
Then Q(X) is a midpoint of the subinterval containing x if x E [-A, A]. 
Obviously, [{Q&K> : x E [-A, A]}[ = c and to represent Q(x) we need 
only llog cl bits. Furthermore, 
lQc.c-4 - xl 5 $ Vx E [-A, A]. 
3. QUANTIZATION 
Assuming that so, sl , . . . , sr (or equivalently AjSi forj 5 i 5 r) are 
given exactly (or with a sufficiently high accuracy), we quantize s as 
follows. Let 6-I = Ajsi for all i and j, j 5 i I r. For i 2 r + 1, 
Yi = Qc<wi>, (3) 
where 
Wi = Si - i S-j-,, (4) 
j-0 
8: = ST-1 + Qc(wi), (5) 
and 
ai = ai+’ + ai_ I I I I forj = r - 1, . . . ,O. (6) 
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Here QC is a uniform c-level quantizer of the interval [-A, A], where c L 
2’+i and 
A = B/f+’ c 
c + 1 - 2’+i’ 
THEOREM 1. For any s E F, the above quantization is well-dejined 
and the sample quantization error equals 
ei = 6Q - Si = Qc(Wi) - Wi, Vi 2 0. (8) 
Hence 
Ied s 
Bh’+’ 
c+ 1 -2’+” Vi 2 0. 
Proof. Suppose first that this quantization is well-defined up to the ith 
step, i.e., Iwr+,l, . . . , lwil I A. (In the second part of the proof, we 
prove that indeed this is the case for all i.) Then 6-j are well-defined. 
Furthermore, letting S be a function with ik = S(xn) = 6: (k = 0, . . . , i), 
we have that S$ is the jth backward difference of S at Xi, i.e., 
Linearity of the backward difference operators yields 
where e is a function such that ek = e(x& = Sh - sk for k = 0, . . . , i. 
We now prove (8), i.e., that ei = Qc(wi) - wi. Indeed, due to (I), Si = 
x&i AjSi-i + A’S;. Thus, due to (9) and (5), we have 
r-l 
ei = Si - Si = C Si-1 + 6: - S, 
i=o 
= i S!-1 + Qc(Wi) - Si = Qc(Wi) - Wi, 
j=O 
as claimed. 
To complete the proof, we only need to show that IWil 5 A for any i 2 
r + 1. Since Sj, = A&, we have from (1) that w,+~ = A’+‘s,. Hence 
I[s(~+‘)(~, 5 B implies Iw,+,( I Bh’+’ 4 A. Suppose inductively that Iw,+~I, . 
(wil 5 A. Then 8-j = AjSi = A’si + Ajei , and 
282 G.W. WASILKOWSKI 
Wi+l = Si+l - s djsi - s Ajei- 
Using (I), we get 
w;+, = A’+‘si+r - i Ajei. 
i=O 
Since 11s (‘+I)([, is bounded b y B, IA’+‘Si+rl I Bh’+’ and 
lw;+,I % Bh’+’ + E, 
where 
E = $ Ajei . 
I I j=O 
To estimate E we use (2). Then 
E = 12 2 (- l)Q-k (‘kll 5 max lejMpl i i (D 5 4 (2’+’ - 1) 04p5r 
j=O X=0 
since lei-jl I A/C. Thus, Iw~+,) 5 Bh’+’ + A(2’+’ - 1)/c = A, which 
completes the proof. w 
Remark 2. The same quantization (though with different values of A) 
works well for other classes of signals. For instance, consider 
F = {s : Is(‘)(x) - s”‘(y)1 5 B/x - y/” vx, y E 1% +w)) 
for given B, r, and cx E (0, I]. Note that A’+‘si+ r = A’si+, - A’si = h’ (s”‘({,) 
s(‘)&)) for some 5, and 52 with 15, - <*I 5 (Y + 1)h. Hence for any s E F, 
i’+I si+ll 5 B(r + l)ahr+us Repeating the proof of Theorem 1, we immedi- 
ately get that the quantization (3) with 
A = B(r + l)ahr+ac 
c + 1 - 2’+’ 
has the sample quantization error bounded by 
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4. PIECEWISE-POLYNOMIAL APPROXIMATION 
We estimate the error between the signal and a piecewise-polynomial 
function of degree r that interpolates Sp. Next we study the optimal num- 
ber c of quantization levels subject to a constraint that the number of bits 
per second, (log c)lh, is held constant. We begin with the cases of r = 1 
and r = 2. 
Caser= 1. For x E [xi, xi+,], let 
with a,!+, = 6) + yi+r and 6; = S,! + Sy-, as in (4) and (6), andyi+, being the 
(i + 1)st quantized value. Let P interpolate s at xi and x;+~. Then P(x) = 
s;+~(x - xi)lh + Si(x - ~;+l)lh and IS(X) - P(x)1 5 B(x - Xi)(Xi+l - x)/2!. 
Hence 
Is(x) - P(X)1 5 Is(x) - P(x)1 + IfYx - P(X)1 
5 g (x - x;)(x;+1 - x) + (e;+,l y + lei( xi+‘h- x 
5 ; (x - XiNXi+, - x) + max {Ieil, lei+lll-. 
Hence, for every s E F, 
Minimizing this with respect to c and h with (log c)lh = M fixed, we get 
the optimal values c* = 8 and h* = 3/M. The error then is 
(It can be proven that this estimate is sharp.) 
Case r = 2. Given x, let x = xi + th for ItI % 4. Then 
p(x) = 6? , tx - xi-l)(X - Xi) + 6! X - Xi-l 
1+ 2h2 I h 
+ 6:.., 
= I$-, tx - Xi)(X - Xi+11 + *p (x - xi-1)(x - Xi+l) 
2h2 -h* 
+ #+, (x - +x-1)(x - Xi) 
2h2 ’ 
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Here $+I = Sj! + yi+t , S! and Sy-, are given by (6), and yi+r is the (i + I)st 
quantized value. AS for r = I, let P interpolate s at Xi-, , xi, and xi+, . Then 
(S(X) - P(X)/ 5 B(x - xi-1)(x - xi((Xi+l - x)/3!. Hence we have the 
following upper bound 
(Is - p((m I Bh3 ,gm, (‘t’(13; t*) + ’ : i, t*) = z (I + -$). 
The optimal c* equals 18, and when constrained to integer powers of 2, 
is 16. The error is 
it 
Arbitrary r. To bound IIs - ~11~ f or arbitrary r, we use an approach 
similar to that in Lee et al. (1987). For an even r, r = 21, the function p is 
defined as follows: Given x = Xi + ht with ItI 5 t, 
P(X) = $ a{-,+j (h$!)-’ iflo (X - xi-,+j) = j$m, ~j” fi 
k=i-/.t#J 
t s ‘_” i i). 
For an odd r, r = 21 + 1, the function p is defined as follows: Given x E 
[Xi, Xi+]], i.e., x = xi + th with t E [0, I], 
p(X) = J$ S{-,+j (hjj!)-’ iflo (X - Xi-,+j) = :?$: Sj” “fi’ 
k=i-/.k#J 
’ i y i i). 
Here Si-,+, = iSj-,+,-l -t- yi-/+ry 6$-,+j are given by (6), and yi-/+, is the 
quantized value. 
As before, let P interpolate s at Xi-/, . . . , x;-~+, . Then Is(x) - P(x)1 5 
B((r + l)!))’ n&o IX - xi-,+jl. Hence we have the bound 
Bh’+’ 
where 
E(t) = ,;fi, It - .A (1 + c +r1+12,+, i: (;) It + 1 - kl-1) 
k=O 
bothforr= 21andforr = 21 + 1. 
We now estimate maxlElo,li21 E(t). We begin with an odd r. Denote (Y = 
(r + l)l(c + 1 - 2’+‘) and g(t) = nEl-1 It - kl = n:=o(k + t)(k + I - t). 
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Let gi(?) = g(t)l((i + t)(i + 1 - t)). Then 
’ 21+1 
= g(t) + Oi JTo ( j ) gl-j(tM1 - .i) + I). 
Since g’(t) and g,!(t) are nonnegative for any t E [O, 1121, 
max E(t) = E(1/2) 
tE[0.1/21 
= 21 (21+ I)(21 + I)! 
0 1 241+2 
For an even r, we have 
max E(t) = E(1/2)(1 + o(l)) asr+m (11) 
tE[o.l/21 
for every c I 2’+‘. Indeed, denote (Y = (r + l)/(c + 1 - 2r+‘) as above, and 
g(t) = nj,,(j2 - P). Then 
Obviously, 
max E(t) z E( l/2) 
E[O.l/21 
Since E(t) - ag(t) ( ‘( is increasing and g(t) is decreasing for t E [0, l/2], ) 
max E(t) 5 E( l/2) + (Y 
6[O,l/Zj 
( 1 :’ (2g(O) - g(1/2)). 
Using Stirling’s formula, we have 2g(O) = rg( l/2)(1 + o(l)), and there- 
fore 
max E(t) 5 E(1/2) + ag(1/2) (t’) (TT - l)(l + o(l)). 
E[O,IRl 
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It is easy to see that for large r, @l/2) dominates (r&1/2) (‘3. This 
completes the proof of (11). We summarize this in 
LEMMA 1. For any s E F, 
lb 4+q;)[1 + yr c + 1 - 2r+’ ] 
with 
1 
tr + 1); C21f ‘) 1 -j: l/2 for r = 21 + 1 
Yr = [2 (:‘) + z (y) (I 25:;:)114] (1 + o(l)) for r = 21. 
Remark 3. A similar result can be proven for F defined as in Remark 
2. Indeed, for s E F, 
Hence 
IIS - PIL 5 B(r ;,!Yhril (;)[ 1 + c + I’l- 2’+‘]. 
We now discuss the optimal choice of the quantization level. As before, 
(log c)lh = M is fixed. Letting c = 2’+‘x (X 2 I), we have 
IIS - Plla 5 M’:*2r+, (;) frW? 
where 
.fAx) = (r + 1 + log x)r+i i 1 + PI x r T : .) 
and 
a = 2-r-l 
3 pr E [3/G& 21. 
For r 2 3, the minimum x* offr is in between 2 and 4, as can be verified by 
analyzing.$(x) = 0. Restricting c (or equivalently X) to integer powers of 
2, the optimal x* is either 2 or 4 sincef, has a positive second derivative. 
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It can be then verified that x* = 4 for large r. Thus the optimal level is 
c* = 2r+3 
5. FINITE REPRESENTATION AND OPTIMALITY OF THE 
QUANTIZATION (3) 
We prove that the quantization of Section 3 is almost optimal for the 
following finite representation problem. Given a number M, find an opti- 
mal way to represent s using at most M bits. By optimal we mean the way 
which allows for the reconstruction of s with as small an error as possible. 
To cope with a finite memory requirement, we assume that the signals 
are defined over a finite domain, say [0, T], and that s(j)(O) = 0 for-j 5 r. 
(The later assumption can be relaxed in a number of ways, for instance, 
by assuming that (s(x)] is uniformly bounded in an initial segment of [0, 
Z’j.) Hence our class of signals is 
F = {S : [0, T] --, ?H : G(O) = 0 Vj - < r and j]s(‘+‘)]], I B}. 
Each signal s E F is represented by at most M bits. Hence I/J(S) is the 
representation of s, where IJ : F 4 (0, l}” is an arbitrary mapping. The 
intrinsic error of $ is defined by 
with the infimum taken over all mappings 4 : (0, 1)“” --, 93. Here CiA is the 
space of bounded functions. The intrinsic error due to M bits constraint is 
then given by 
error(M) = inf error 
ti 
with the infimum taken over all mappings $ : F+ (0, l}“. In what follows 
we assume that M % T. 
Obviously, error(M) is the inverse of the e-entropy H,(F) of F. Hence, 
from well-known results (see, e.g., Lorentz, 1966), we conclude that 
error(M) = @((T/M)‘+‘). (12) 
We now prove that this error is attained for the quantization (3). More 
precisely, let c = 2r+3 and h = (r + 3)T/M, M 2 r + 3. Each s E F can be 
extended for negative arguments x < 0 by letting S(X) = 0. Then Z(X) = 
s(x - rh) has s^,, = **. = s^, = 0 and )P+‘)(x)] 5 B for every x E [-rh, T]. 
Thus, we can quantize s^ using (3). We need log c = r + 3 bits to represent 
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each of the quantized values yi, i = Y + I, . . . , r + n (n = T/h). Hence 
[Yr+lr . * . 9 y,+,] can be represented by M bits. This representation we 
denote by I/J*(S). Since the piecewise-polynomial approximation recon- 
structs s^ with error equal to O((T/M)‘+‘), we have error = O((T/ 
M)r+‘). This and (12) prove 
THEOREM 2. The quantization (3) is almost optimal, i.e., 
error = @((T/M)‘+‘) = error(M) as M-+ ~0. 
Remark 4. Optimality of (3) can also be proven for signals with Is(‘) 
(x) - s@)(y)J I Blx - ~1”. Then 
error = @((T/M)‘+“) = error(M). 
We end this note by discussing the problem of 
5.1. Optimal Trade-Off between Sampling and Quantization 
We restrict the class of representation mappings I,!I to quantization map- 
pings only. That is, each $(s) is a finite (M bit) representation of n sam- 
pled values s(t)), . . . , s(t,). The problem is to find an optimal sampling 
(i.e., n and the points t;, 1 5 i 5 n) and an optimal quantization I+/J so that 
the error error($) is minimal. This minimal error we denote by error,(M). 
From Theorem 2 we immediately see that the quantization (3) with 
(r + 3)T 
It= 
M 
and h=f 
is almost optimal and 
error,(M) = @((T/M)‘+‘) = error(M). 
The optimal trade-off has been studied for a restricted class of quanti- 
zers in (Lee et al., 1987). More precisely, it has been assumed that 9(s) 
consists of n k-bit representations of s(tJ (1 5 s 5 n) with kn I M. For 
such a class of quantizers, the minimal worst case error of reconstructing 
the signals is attained for k = @(MIT) and is equal to 
O((Tlog2(MIT)IM)‘+‘) = error(M)@((log2(MIT)Y+‘). 
This means that quantization (3), which is based on storing backward 
differences, is more efficient than any quantization based on storing the 
signal values. 
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