The celebrated Lovász Local Lemma (LLL) guarantees that locally sparse systems always have solutions. The MoserTardos Resample algorithm does not only find such a solution in linear time, but its beautiful analysis has greatly enhanced LLL related research [9, 10] For a solvable fixed instance Resample always comes up with a solution, but the catch is that the number of steps may be very large. We have therefore looked at parameterized instance families and tried to identify phase transitions in terms of these parameters. Perhaps the biggest lesson we have learned is that if we want to see phase transition thresholds, i.e. identify parameter values where Resample "stops working," we need to understand what happens when Resample does not work. We have noticed that in this case the algorithm settles at a metastable equilibrium (at least for the homogenous instances we have considered), a phenomenon mostly studied for physical systems.
The celebrated Lovász Local Lemma (LLL) guarantees that locally sparse systems always have solutions. The MoserTardos Resample algorithm does not only find such a solution in linear time, but its beautiful analysis has greatly enhanced LLL related research [9, 10] . Nevertheless two major questions remain open.
1. How far beyond Lovász's condition can we expect that Resample still performs in polynomial (linear) expected running time? 2. In Resample we have a choice between different constraint-selection strategies. How much does this choice matter? To state the first question correctly is a challenge already. For a solvable fixed instance Resample always comes up with a solution, but the catch is that the number of steps may be very large. We have therefore looked at parameterized instance families and tried to identify phase transitions in terms of these parameters. Perhaps the biggest lesson we have learned is that if we want to see phase transition thresholds, i.e. identify parameter values where Resample "stops working," we need to understand what happens when Resample does not work. We have noticed that in this case the algorithm settles at a metastable equilibrium (at least for the homogenous instances we have considered), a phenomenon mostly studied for physical systems.
Concerning the policies for picking the violated constraints (such as first violated, random violated, recursive fix, etc.), in the context of the grid-coloring problem the methods worked exactly for the same parameter range the number of resample steps differed by no more than 20 percent.
All results are experimental, although we discuss a possible reason behind some phenomena.
Introduction
The problem of solving constraint systems over discrete variable sets is NP hard in general. There are two notable exceptions, however.
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2. When some combinatorial restriction holds, most importantly sparsity.
In this article we are concerned with the latter. The focus of our investigation is the celebrated Resample algorithm of Robin A. Moser and Gábor Tardos [9, 10] , that finds a solution for any constraint system in expected linear time that meets the sparsity constraint of the Lovász Local Lemma (LLL): Theorem 1.1. (special case of LLL, [5] ) Let X = {x 1 , . . . , x m } be a set of discrete valued variables. Let C 1 , . . . , C n be constraints where each constraint C i is some (true / false) predicate over a subset vbl(C i ) of the variable set X. Define p i as # of assignments to vbl(C i ) that do not satisfy C i # of all assignments to vbl(C i )
If each constraint intersects at most min i 1 epi − 1 (e ≈ 2.71) other constraints (C i and C j intersect if vbl(C i ) ∩ vbl(C j ) = ∅), i.e. the system meets the simple-LLL sparsity constraint, then there is an assignment to X that satisfies all constraints. (In this 1975 theorem only existence was stated!)
The Moser-Tardos process is very simple: After an initial random assignment we keep picking violated constraints. In each such step we reassign random values to all of the variables of the newly picked constraint [resample step]. We do this until no more violated constraint can be found. In code:
The input is a constraint system Φ with variables x 1 , . . . , x n and constraints C 1 , . . . , C m . For every x i a probability distribution µ i on the possible values of x i is given. Procedure ResampleConstraint(C) randomly resets every variable x i in vbl(C) according to µ i . The algorithm starts with an initialization step in which every x i is randomly set according to µ i . Note: Theorem 1.1 generalizes in the presence of µ i s. Then p i becomes the probability that C i does not hold
for all x i (1 ≤ i ≤ n) do 3:
end for 5: while (ViolationExists(Φ,x 1 , . . . , x n )) do
6:
C ← GetViolatedConstraint /* Unless said otherwise, violated constraint randomly picked */
7:
ResampleConstraint(C) /* Resample Step */ 8: end while 9: end procedure 10: procedure ResampleConstraint(C) 11: for all x i ∈ Vbl(C) do 12: x i ← RandomValue(µ i ) 13: end for 14: end procedure under n i=1 µ i . The density criterion for both LLL and Resample remains the same as in Theorem 1.1, i.e. that every constraint must intersect at most min i
The ancestors of Resample by J. Beck [3] , followed by several others [2, 8, 4, 13] , did not meet the LLL bound. Given the desirable properties of the Resample algorithm, we would like to understand its precise limits. The super-elegant proof of Moser and Tardos mysteriously breaks down exactly at the LLL threshold, but what is the algorithm's true limitation? Another question is the method that selects the violated constraint (i.e. GetViolatedConstraint above), which is arbitrary in the proof of Moser and Tardos. How do different selection methods compare in performance? Example. A strict kSAT instance is
where every constraint C i is a disjunction
of k literals (i.e. variables and their negations, where j,i = −1 indicates that x j,i is negated), such that for 1 ≤ j < j ≤ k we have x j,i is different from x j ,i . The latter condition is necessary to ensure that the probability of the event A i that the i th constraint does not hold under a random assignment is exactly 2 −k . The kSAT problem, which asks if an instance has a satisfying assignment, is NP-hard, but satisfiability automatically holds under:
Sparsity restriction: Every constraint C i shares variables (negated or non-negated) with at most
The statement is an immediate consequence of Theorem 1.1. The theorem of Moser and Tardos [10] implies that under this condition Resample finds a satisfying assignment in expected O k (m) time. Heidi Gebauer, Tibor Szabó and Gábor Tardos [6] have proved, there are unsatisfiable kSAT formulas where every clause meets at most 1 +
e other clauses, so the above bound is close to sharp. The GST construction is however a carefully designed instance.
How about random instances? They are known to be satisfiable to a density threshold of 4.27 (meaning that # of clauses # of variables = 4.27), which is far beyond what LLL could prove. We have experimentally found that the Resample algorithm works for random 3SAT instances with density up-to roughly 2.45, still far beyond the LLL sparsity condition. At density 2.4 ± 0.05 a phase transition occurs: for density 2.6 the algorithm Resample is practically unable to cope with 3SAT.
Our Results
Given a system Φ of constraints Theorem 1.1 gives a sufficient criterion for its solvability, and under the same criterion Resample also efficiently finds a solution. In fact, Theorem 1.1 has several variants, but for our applications none provides a significant improvement over Theorem 1.1. The blueprint of all variants is an abstract probability theoretic version [5] . The best improvement is by Shearer [12] , who has also proved the optimality of his version in Lovász's original general abstract setting. The Moser-Tardos argument can be pushed to the Shearer bound [7] , but no further, and quite surprisingly the same bound appears also in a different context in statistical physics [11] .
Our goal was to challenge the above notorious threshold, and show that Resample carves out an applicability domain of its own from the parameter space. We also wanted to find out what it is exactly.
The applicability of Resample on individual instances is not well defined, at least if we want to capture it via running time analysis, which involves limit-taking. Therefore we consider families of instances parameterized by size and by another parameter. If the latter parameter is the density, it varies opposite with the solvability: the larger the density is the less solvable the system is. The number of colors for a coloring problem on the other hand varies together with solvability: more colors means it is easier to find a solution. A third parameter we look at is the skew of the resample distributions, µ i . The skew does not affect the solvability of the instance at all, but it changes the LLL bound, and the behavior of Resample in the same way as density does: the more skewed the µ i s are the smaller the LLL bound is, and Resample gets worse too. For a constraint family with parameter α let let α lovasz , α resample , α solvability be the validity/applicability thresholds of LLL, the Resample algorithm, and the threshold at which the system becomes unsolvable. For density-like parameters we have: For the first column we have just plugged in the average number of neighbors of a clause into the LLL formula, a back of the envelope estimate. For many problem families the third column is unknown, and this paper is the first to systematically study the second column.
The main message of this article is that α resample is definable, and at least experimentally exists. Also, often we find α lovasz α resample , so α resample is a much better predictor of α solvability than α lovasz .
The existence of α resample means that there is a phase transition threshold for any reasonable parameterized family, and this threshold is usually different from (better than) the LLL threshold. Φ. To reveal the sharp distinction between "good" and "bad" instances we have considered parameterized families of instances Φ n,α with two parameters: a size parameter n, and another parameter α representing density, number of colors, etc. We say that there is a phase transition at
) undergoes a growth rate change in α: for α < α 0 the growth of f α (n) is polynomial, but for α > α 0 it is exponential. First taking the limit in n and then looking at how its properties change in α is not unlike how physicists study spin chains, where n is the number of spinors and α is the temperature, magnetization, etc. For such a scheme to work, for a fixed α the members of the sequence {Φ n,α } ∞ n=1 must only differ in size, but otherwise they should be the "same." With modern graph limit theory we could rigorously define what we mean under a family of "same instances," but we have omitted this complication as in all of our examples (the n × n grid, the random 3SAT, coin chains of length n) the sameness is abundantly clear. Figure 2 shows how in the case of random 3SAT a phase transition happens around α = 2.4 (n is the number of variables,
Meta-stable equilibrium and the Coin Chain problem. Although Figure 2 does show that a transition happens around α = 2.4, the sharpness of the threshold remains a question. One might blame the complexity of the experiment: for each fixed parameter value we have to create several random instances and on each we need to run Resample several times. As a result n cannot be much larger than the 1000s, which, one might think, makes the picture jiggery. But the In a.) we have run Resample until it solved the instance (the search needed to be cut off for some instances) and plotted the number of resample steps as a function of size and the parameter value p of the instance. In b.) we have fixed the size of the instance and also the number of resample steps (both to a sufficiently large numbers) and we have plotted the number of satisfied constraints as the function of p. The phase transition clearly jumps out as a sudden drop of the number of Tails at p 0 ≈ 0.634.
issue is not that.
To be able to zoom into the phase transition we have created a very uniform family of instances we called Coin Chain: Instance Φ n,p is a chain x 1 , . . . , x n of binary variables (Head/Tail). The indices are taken mod n to make the chain a circle. The constraints are If there are any Heads, we pick a uniformly random Head, say x i , and resample {x i−1 , x i , x i+1 }, but with a biased coin: Prob(Head) = p, Prob(Tail) = 1 − p. Even though C i depends only on x i , Resample must still address all variables in vbl(C i ). If there are no Heads, we have arrived at the all-Tail assignment, the only one that satisfies the instance. When we plot the number of resample steps in terms of n and p (see Figure 3 a.) ) the graph very similar to Figure 2 . There is a phase transition around 0.63.
Since the process is so intuitive, we can understand what happens: If p is less than the phase transition threshold, the Heads are eliminated at a linear rate. If however p is above the threshold, relatively quickly a dynamic equilibrium is reached in which the process keeps finding assignments whose simple statistics (most notably the number of unsatisfied constraints) remain nearly stable. This, so-called meta-stable equilibrium persists for an exponentially long time until the allTails assignment is reached by chance. For a chain of length 40000 already in 1000000 steps the equilibrium was reached for every p, where the fraction of Tails has remained constant. We have plotted the most typical number of Tails (The peaks in Figure 9 a.)) as a function of p (see Figure 3 a.) ) and the phase transition strikingly came out. We have made several experiments to explore other parameters of the equilibrium, such as correlations, etc. that arises for instance for p = 0.7 and some other values of p. There are non-trivial short-range correlations, but there are no long-range correlations (i.e. between distant coins of the chain), as expected. In spite of our numerous experiments we cannot prove the existence of the equilibrium, and we cannot even prove that for p = 0.999 the process does not reach allTails solution in polynomial expected time. The LLL gives that Resample works below p = 0.073. Thus:
There is an even simpler model, for which we can show the meta-stable equilibrium by mathematical means (Section 4). When the equilibrium-method is applied to the random 3SAT problem, see Figure 4 , we get a similar picture to Figure 3 b.) and place the phase transition with greater confidence around 2.4.
The grid graph. Most of our experiments concerned the 2D grid. In the k-coloring problem we must assign numbers from one through k to the nodes of the grid such that neighboring nodes have different colors. Here the natural parameter is k. What we have found is Here χ solvability = 2 means that the grid is 2-colorable, χ resample = 4 means that the Resample algorithm efficiently 4-colors the grid, and χ lovasz = 18 means that the LLL only implies that the grid is 19 colorable. Since k is discrete, the transition happens from three to four: k ≤ 3 requires exponential and k ≥ 4 requires linear number of resamples in terms of the grid size, n 2 . The Selection Method. Resample (Algorithm 1) gives the freedom to choose any method GetViolatedConstraint for selecting a violated constraint C for the next resample step. We have looked at several reasonable resample methods in the case of the n × n torus k-coloring problem:
Recursive Fix: We iteratively call a Fix routine just as in Moser's original paper. The routine does not return until all intersecting constraints are satisfied.
Random:
We pick an unsatisfied (= badly colored) edge each time entirely at random from the set of all un-satisfied edges.
Fixed Order: We pick the first unsatisfied edge according to a fixed (lexicographic) ordering of the edges.
Random Fixed Order:
We pick the first unsatisfied constraint according to a random permutation of edges, fixed initially before the start of the process. cyclic order of the edges we always pick the next bad edge, every time moving only forward in the cycle.
Least Bad Neighbors:
We randomly pick an unsatisfied edge among the ones that have the least number unsatisfied neighbors. [This is to simulate a worst case resample strategy.]
The results of some of our of experiments are summarized in Figure 5 . The support conjecture. The coin chain model was not the first for which we have tried to plot a phase transition in terms of the skew. In the familiar grid coloring problem let k = 4 fixed, and set the resample probabilities of colors 1 though 4 to (p,
3 ), with 0 < p < 1. The instances Φ n,p were the n × n tori (nearly identical to the grid, but both dimensions are wrapped around to enhance symmetry). Figure 12 shows the number of resample steps for growing n in terms of p. We do not see any phase transition for any of the resample methods! This was our first attempt to see a phase transition in terms of a continuous parameter, a disappointment, but its lack of success has lead us formulate a conjecture: wired in the instance and independent of the resample probabilities (which are add-ons). Although the Coin Chain example refutes the Support Conjecture in general, the conjecture seems to hold for the grid-coloring problem, and probably for several other instances too, raising the question:
What combinatorial properties of Φ n,α determine if the Support Conjecture holds for that family?
The Coin Chain
We have thoroughly investigated the coin chain problem, discussed in the previous section and the first thing we have noticed is that the meta-stable distribution is unique and attracts the state: no matter what initial assignment we start from we end up in that distribution. This is demonstrated in Figure 7 starting from all-Heads and from 1% Heads. (When we start from an i.i.d. with 0.634n expected number of Tails, the number of tails first goes up and then settles again around 0.634n, but at this time with the meta-stable distribution.) The Tails-density of the state, when reaches the meta-stable distribution will oscillate around its most likely value. In Figure 9 a.) we have plotted the relative density of the Tails during this oscillation for various parameter values. In Figure 9 b.) we did the same with random 3SAT, which gives a remarkably similar picture, indicating that understanding Resample on the Coin Chain is a good firs step. 
Instance Φ n,p : n Boolean variables x 1 , . . . , x n ; n(n − 1) constraints, C i,j (x i , x j ) (1 ≤ i = j ≤ n). The constraints are defined by
Notice that C i,j depends only on x i . Furthermore, the assignment 11 . . . 1 satisfies all constraints of the instance and it is the only satisfying assignment. The instance has symmetry S n , which greatly simplifies the analysis. Parameter p of the instance is the probability with which resample sets a variable to zero:
x i = 0 with probability p x i = 1 with probability 1 − p
The Resample algorithm is a Markov chain on all of the 2 n assignments, but because of the S n symmetry the transition probabilities depend only on the number of zeros of the assignments. Thus the Markov chain projects to a smaller Markov chain X[t] on n + 1 states. If the current assignment has k zeroes -we simply call this state k -it transits to one of the states k −2, k −1, k, k + 1 with the following probabilities:
to k − 2 with probability
to k − 1 with probability
to k with probability
These four numbers are p −2 (k), p −1 (k), p 0 (k) and p 1 (k), respectively. Let ∆(k) denote the expected change from k = X[t] to X[t + 1]. Then This function is linear in k and
If the current state is k and ∆(k) > 0, the number of zeroes is likely to increase and if ∆(k) < 0, the number of zeroes is likely to decrease. This means that the system will oscillate around k = (2p − 1)n + 2(1 − p) ≈ (2p − 1)n. When p < 0.5 and n is large, the system settles in linear time at 11 . . . 1. When p = 0.5 and n is large, the system still reaches 11 . . . 1 in expected O(n 2 ) time. Finally, when p > 0.5 and n is large, the system will have around (2p − 1)n zeros for a very long time.
Selection Methods
In this section we briefly describe the different types of methods we have compared, that select a violated clause in the GetViolatedConstraint routine.
Recursive Resampling
Recursive method of choosing violated clauses for grids/tori is as follows. First a random monochromatic edge is chosen to be resampled. That edge is resampled and all adjacent violated edges, including the edge just resampled, are resampled if they are bad edges. Furthermore, the neighbors of those neighbors will be resampled and so on, until all neighbors in the "neighborhood" have a good coloring. If no violated edge remains in the graph when the recursion returns to the top-level caller then the process is finished. If not then a new random edge is selected to be recursively resampled and the process is repeated. Pseudocode.
Algorithm 2 Recursive Resample Algorithm
while exists a violated edge in G do 3: e ← get random violated edge
4:
RecursiveRecolor(G,e)
5:
end while 6: end procedure 7: procedure RecursiveRecolor(G,e) 8: while exists a violated edge in neighborhood(e) do 9: for every violated edge f in neighborhood(e) do
10:
RecursiveRecolor(G,f )
11:
end for 12: end while 13: Recolor(G,e) 14: end procedure Implementation. The biggest challenge here is to select a random edge in constant time. Each edge has pointers to it's vertices in the graph. Violated edges are stored in an array A. If an edge is violated it will store it's index in A for quick access. To select a random edge, the method randomly selects one of the violated edges from A. That edge is then resampled and a sub-routine v2e is called which returns all adjacent edges to a given vertex. Those edges are then checked if they are violated. If an edge is violated and not in A then it is added to A. If an edge is no longer violated and it is in A then it is removed from A. When edges are added to A they are appended to the end and when they are removed they are replaced with the last edge of the array (or null if it is the last edge in the array). For each resample, checking edges and managing A takes constant time.
Random Resampling
In this method, to get the next edge to be resampled, randomly choose a bad edge uniformly. The process repeats until all edges are nicely colored. Pseudocode.
Algorithm 3 Dynamic Random Resample Algorithm
4:
Recolor(G,e)
5:
end while 6: end procedure Implemetation. Similar to Recursive Resampling, we use an array A to store all bad edges. The method will randomly choose an edge from A and resamples it and also does the same management for A done in Recursive Resampling. while exists a violated edge in G do 3: e ← get first violated edges of G from π ordering
Fixed Order Resampling

4:
5:
end while 6: end procedure Implemetation. This method requires a heap to keep track of the next edge to be resampled. All violated edges are put into a heap with the least numbered edge on top. This heap is stored as an array A. Similar to previous method implementations, each edge stores it's position in A. To choose the next edge the method takes the top edge from the heap and resamples it. Next it calls v2e to get all effected edges by resampling and adds or removes said edges from A if they are violated and not in A or satisfied and in A respectively. Adding and removing items from a heap takes O(logn).
Studying a visual run of the Fixed Order resample, we observed a moving "frontier" where at a certain row, all rows below it will be a good coloring except for a few. The few would form a path of bad edges from the "frontier" reaching as far down as the first row of the graph.
Fixed Random Resampling
Similarly to fixed order, fixed random enumerates the edges in a random ordering. Then when selecting the next edge to be resampled, this method chooses the edge with the least number and that is badly colored. while exists a violated edge in G do 3: e ← get first violated edges of G from π ordering
4:
5:
end while 6: end procedure Implemetation. This method first stores all edges into an array B. Next it randomly chooses an edge from B, enumerates it (every edge stores it's ordering) and removes it from B. This process takes O(n). After enumerating, all violated edges are stored into a heap that is implemented by an array A. Similar to Fixed Order Resampling, an edge is selected by taking the top of the heap. After that edge is resampled the neighboring edges go through the same process as Fixed Order in adding and removing them from A. Choosing an edge to resample takes O(log n) time.
Cyclical Resampling Similar to Fixed
Order resample where first there must be an ordering of edges. We use the same ordering as the one for Fixed Order. Next the method will iterate over the list of edges resampling each monochromatic edge it finds. If the graph isn't colored by the time it reaches the end, it repeats, iterating over the list until the graph is colored. Pseudocode. while exists a violated edge in G do 3: a ← get array of violated edges of G in π ordering 4: for every violated edge e in a do 5: Recolor(G,e)
6:
Update(a,e,G) 7: end for 8: end while 9: end procedure Implementation.
To efficiently implement this method we must use an array that stores all bad edges in order. When an edge is resampled we insert or remove effected edges in to the array only if they are edges that haven't been passed yet in the current cycle.
Least Bad Neighbors (LBN)
We observed when resampling edges where there are many neighboring bad edges, there is a more likely chance that the resampling will reduce the total number of bad edges. Inversely, a resampling on an edge where there are few neighboring bad edges will result in a more likely chance that the resampling will increase the total number of bad edges. Least Neighbors variation will choose the next edge to be resampled by choosing the edge with least number of badly colored neighbors. If there are multiple candidates then the algorithm randomly selects one of them. Pseudocode.
Algorithm 7 LBN Resample Algorithm
while exists a violated edge in G do 3: e ← get edge with least number of bad neighbors 4: Recolor(G,e)
5:
end while 6: end procedure Implementation. A min-heap is used to keep track of the edges with the edge of least neighbors on top of the heap. This heap implementation is very similar to fixed order and random order but the ordering is based on number of neighboring bad edges.
Test Parameters for the Grid and Torus
There are certain factors that affect the performance of the Resample Algorithm. In particular we studied the effects of changing the number of colors, the resample probabilities in the case of 4 and 6 colors, the method variation and the size of the graph. We chose to study more closely the behaviors of the Resample Algorithm on the coloring problem of Grid/Torus graph type because the problem is very easy to picture. Probability Distributions.
For 6 colors, we used a probability distribution of (p, p, p,
3 ) where p is the probability of that color appearing. For 4 colors, we used a probability distribution of p,
We experimented on what happens when p gets closer to zero. In both cases the closer p is to zero, the more the coloring is similar to using 3 colors, yet the number of resample steps for any fixed p = 0 was linear in terms of n 2 (number of constraints). Graph Size. We ran tests on square Grids/Tori whose sides were of the following lenghts: 100, 200, ..., 1000 Grid vs. Torus In testing Grids and Tori of large size it became apparent that there is very little difference between the two.
7 The robustness of the support conjecture Figure 12 and Figure 13 relate to similar experiments. Figure 13 is of 6 colors with half the colors have probability p of appearing while the other half have probability Figure 12 is of 4 colors with one having probability p and the other three with 1−p 3 . As p gets closer to 0, both distributions are closer to being supported on 3 colors. However, even if p = 1 10000 there is still linear behavior in respect to size. As the function of p, the number of resamples grows hyperbolically for the same n. These experiments have given rise to our support conjecture for the Grids/Tori coloring problem. 3 ). Each point is an average of 100 tests divided by the number of vertices of the torus (n 2 ).
Conclusions and Open Problems
On the theoretical, but also on the experimental side most questions remain open. We believe, the top priority among them is to develop theoretical methods to bound α resample in cases when it is significantly beyond the magic α lovasz . Simple ad hoc methods sometimes work: e.g. up-to p = 1/3 for the coin chain and for ≥ 7 colors for the grid, but we do not have sweeping new general methods, different from the LLL, that address α resample . We have no methods at all for showing that Resample does not work beyond some threshold (other than in the most simple cases such as in Section 4). The Full-support conjecture says that when we apply Resample to color the grid, aside from a constant factor it does not matter how we set the probabilities, when µ i has full support. This might be a hint for the existence of a more combinatorial alternative to Resample [in some cases] that avoids the µ i s altogether. The new framework of Achlioptas-Iliopoulos [1] is combinatorial, though it does not solve the support conjecture for grids. 
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