Effective filtering analysis for non-Gaussian dynamic systems by Zhang, Yanjie et al.
ar
X
iv
:1
80
3.
07
38
0v
2 
 [m
ath
.PR
]  
9 N
ov
 20
18
Effective filtering analysis for non-Gaussian
dynamic systems 1
Yanjie Zhanga,2, Huijie Qiaob,∗3 and Jinqiao Duanc,4
a Center for Mathematical Sciences & School of Mathematics and Statistics,
Huazhong University of Sciences and Technology, Wuhan 430074, China
b School of Mathematics,
Southeast University, Nanjing, Jiangsu 211189, China
c Department of Applied Mathematics,
Illinois Institute of Technology, Chicago, IL 60616, USA
Abstract
This work is about a slow-fast data assimilation system under non-Gaussian
noisy fluctuations. Firstly, we show the existence of a random invariant manifold
for a stochastic dynamical system with non-Gaussian noise and two-time scales.
Secondly, we obtain a low dimensional reduction of this system via a random
invariant manifold. Thirdly, we prove that the low dimensional filter on the
random invariant manifold approximates the original filter, in a probabilistic
sense.
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1. Introduction
Data assimilation is a procedure to extract system state information with
help of noisy observations [1, 2, 3]. The state evolution is often non-Gaussian
(in particular, Le´vy type) in complex systems. Data assimilation systems under
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non-Gaussian noisy fluctuations have been recently considered by us and other
authors [4, 5, 6, 7]. It is also desirable to consider data assimilation when the
system evolution is under Le´vy motions with two-time scales.
Stochastic dynamical systems with non-Gaussian noise with two-time scales
arise widely in mathematical modeling [6, 8, 9, 20]. Treating stochastic differen-
tial equations (SDEs) with two-time scales, Khasminskii and Yin [10] developed
a stochastic averaging principle that enables to average out the fast varying
variables. Recently, we have further showed that the averaged, low dimensional
formal filter approximates the original filter, by examining the corresponding
Zakai stochastic partial differential equations [11].
The theory of random invariant manifolds provides a geometric approach for
eliminating the fast variables by a fixed point technique [20, 12]. For slow-fast
SDEs with Gaussian noise on the long time scales, qualitative analysis for the
behavior of random invariant manifold can be found in Wang and Roberts [13].
Filtering problems on a random invariant manifold driven by Gaussian noise
have been studied [14]. In this present paper, our goal is to investigate filtering
for stochastic differential equations with α-stable Le´vy noise and two-time scales,
when we can only observe the slow component. Firstly, we show the existence
of a random invariant manifold for a stochastic dynamical system driven by
α-stable noise with two-time scales. Secondly, we obtain its low dimensional
reduction via the random invariant manifold. Thirdly, we prove that the low
dimensional filter on the random invariant manifold approximates the original
filter, as the scale parameter tends to zero.
This paper is organized as follows. In Section 2, we recall basic concepts
about symmetric α -stable Le´vy process and random dynamical systems. Sec-
tion 3 is devoted to the existence of a random invariant manifold for a slow-fast
stochastic system with α -stable Le´vy process. In Section 4, we present a nonlin-
ear filtering problem this slow-fast system, and prove that the low dimensional
filter approximates the original filter on the random invariant manifold. Finally,
we end the paper with a summary on our results and some discussions.
The following convention will be used throughout the paper: C denotes
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different positive constants whose values may change from one place to another;
C(Rn) is the set of all real-valued continuous functions on Rn; we denote by
C1b (R
n) the set of all continuous functions on Rn, with first-order derivatives are
uniformly bounded. For φ ∈ C1b (R
n), we introduce the following norm
||φ|| = maxx∈Rn |φ(x)| +maxx∈Rn |∇φ(x)|, (1.1)
where ∇ represents the gradient operator.
Let Lip(Rm,Rn) denote the set of globally Lipschitz continuous functions γ
mapping Rm into Rn with the following semi-norm
||γ||Lip := sup
y1 6=y2∈Rm
|γ(y1)− γ(y2)|
|y1 − y2|
<∞,
and L the subset of Lip(Rm,Rn) consisting of bounded functions with the fol-
lowing norm
||γ||∞ := sup
y˜∈Rm
|γ(y˜)|.
The set Lκ ⊆ L whose each element γ satisfies ||γ||Lip ≤ κ.
2. Preliminaries
In this section, we recall some basic definitions for Le´vy motions (or Le´vy
processes) and random dynamical systems.
2.1. Symmetric α -stable Le´vy processes (see [15, 16])
Definition 1. A stochastic process Lt is a Le´vy process if
(1) L0 = 0 (a.s.);
(2) Lt has independent increments and stationary increments; and
(3) Lt has stochastically continuous sample paths, i.e., for every s ≥ 0, L(t)→
L(s) in probability, as t→ s.
A Le´vy process Lt taking values in R
n is characterized by a drift vector
b ∈ Rn, an n × n non-negative-definite, symmetric covariance matrix Q and a
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Borel measure ν defined on Rn\{0}. We call (b,Q, ν) the generating triplet of
the Le´vy motions Lt . Moreover, we have the Le´vy-Itoˆ decomposition for Lt as
follows:
Lt = bt+BQ(t) +
∫
|y|<1
yN˜(t, dy) +
∫
|y|≥1
yN(t, dy), (2.1)
whereN(dt, dy) is the Poisson random measure, N˜(dt, dy) = N(dt, dy)−ν(dx)dt
is the compensated Poisson random measure, ν(A) = EN(1, A) is the jump mea-
sure, and BQ(t) is an independent standard n-dimensional Brownian motion.
The characteristic function of Lt is given by
E[exp(i〈u, Lt〉)] = exp(tρ(u)), u ∈ R
n, (2.2)
where the function ρ : Rn → C is the characteristic exponent
ρ(u) = i〈u, b〉 −
1
2
〈u,Qu〉+
∫
Rn\{0}
(ei〈u,z〉 − 1− i〈u, z〉I{|z|<1})ν(dz). (2.3)
The Borel measure ν is called the jump measure. Here 〈·, ·〉 denotes the scalar
product in Rn.
Definition 2. For α ∈ (0, 2), a n-dimensional symmetric α-stable process Lαt
is a Le´vy process with characteristic exponent ρ
ρ(u) = −C1(n, α)|u|
α, for u ∈ Rn (2.4)
with C1(n, α) := pi
− 1
2Γ((1 + α)/2)Γ(n/2)/Γ((n+ α)/2).
For a n-dimensional symmetric α-stable Le´vy process, the diffusion matrix
Q = 0, the drift vector b = 0, and the Le´vy measure ν is given by
ν(du) =
C2(n, α)
|u|n+α
du, (2.5)
where C2(n, α) := αΓ((n+ α)/2)/(2
1−αpin/2Γ(1− α/2)).
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2.2. Random dynamical systems (see [17])
Definition 3. Let (H,B(H)) be a measurable space. A mapping
φ : R× Ω×H 7→ H, (t, ω, x) 7→ φ(t, ω, x) (2.6)
with the following properties is called a measurable random dynamical system
(RDS), if it is jointly B(R) ⊗ F ⊗ B(H)/B(H) measurable and satisfies the
cocycle property:
φ(0, ω, ·) = idH , for each ω ∈ Ω;
φ(t+ s, ω, ·) = φ
(
t, θsω, φ(s, ω, ·)
)
, for each s, t ∈ R, ω ∈ Ω.
(2.7)
Here we present a simple example to illustrate the abstract definitions of
measurable random dynamical system.
Example 1. Consider a scalar linear stochastic differential equation
dXt = 2dBt, X0 = x. (2.8)
The solution mapping is φ(t, ω, x) = 2Bt(ω) + x. Note that φ(0, ω, x) = x, and
φ(t+ s, ω, x) = 2Bt+s(ω) + x = φ(t, θs(ω), ϕ(s, ω, x)).
2.3. Random invariant manifolds (see [17])
Let φ be a random dynamical system on the normed space (H,B(H)). We
introduce a random invariant manifold with respect to φ.
A family of nonempty closed set M = {M(ω)}ω∈Ω is called a random set if
for every z ∈ H , the mapping
Ω ∋ ω 7→ dist(z,M(ω)) := inf
z′∈M(ω)
||z − z
′
||H
is measurable. Moreover, M is called a positively invariant set with respect to
the random dynamical system φ if
φ(t, ω,M(ω)) ⊆M(θtω), for t ∈ R
+, ω ∈ Ω. (2.9)
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In the sequel, we suppose H = Rn × Rm and consider random sets defined
by a Lipschitz continuous graph. Let
γ : Ω× Rm → Rn
(ω, y) 7→ γ(ω, y)
(2.10)
be a function such that γ(ω, y) is globally Lipschitzian in y and for any y ∈ Rm
and that the mapping ω 7→ γ(ω, y) is a random variable. Then M(ω) :=
{(γ(ω, y), y) : y ∈ Rm} is a random set (see [19]). The invariant random set
M(ω) is called a Lipschitz random invariant manifold.
3. Existence of a random invariant manifold
In this section, we will present the reduction method for a slow-fast stochas-
tic dynamical system with α-stable Le´vy process. Here we only present main
results which will be used in the next section. The detailed illustrations will be
presented in the Appendix (Section 6).
Let D0(R,Rn) be the space of ca`dla`g functions starting at 0 given by
D0 = {ω : for ∀t ∈ R, lim
s↑t
ω(s) = ω(t−), lim
s↓t
ω(s) = ω(t) exist and ω(0) = 0}.
For functions ω1, ω2 ∈ D0, dR(ω1, ω2) is given by
dR(ω1, ω2) = inf
{
ε > 0 : |ω1(t)− ω2(λt)| ≤ ε,
∣∣ ln arctan(λt)− arctan(λs)
arctan(t)− arctan(s)
∣∣ ≤ ε
for every t, s ∈ R and some λ ∈ RR
}
,
where
R
R = {λ : R→ R; λ is injective increasing, lim
t→−∞
λ(t) = −∞, lim
t→∞
λ(t) =∞}.
Denote by B(D0) the associated Borel σ-algebra generated by D0, then
(D0,B(D0)) is a separable metric space. The probability measure P is generated
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by P(D0 ∩ A) := PR(A) for each A ∈ B(R). The Wiener shift
θ : R×D0 → D0,
θtω(·) 7→ ω(·+ t)− ω(t).
(3.1)
is a Carathe´odory function. Obviously, the Wiener shift θ is jointly measurable.
The probability measure P is θ- invariant and the metric dynamical system
(D0,B(D0),P, (θt)t∈R) (3.2)
is ergodic (see [12]).
Define (Ω1,F1,P1, θ1t ) = (D0,B(D0),P, (θt)t∈R). Then (Ω
1,F1,P1, θ1t ) is a
metric dynamical system. Similarly, we define Ω2,F2,P2, θ2t . Then (Ω
2,F2,P2, θ2t )
is another metric dynamical system. Introduce
Ω := Ω1 × Ω2, F := F1 ×F2, P := P1 × P2, θt := θ
1
t × θ
2
t , (3.3)
and then (Ω,F ,P, θt) is a metric dynamical system.
In this paper, we consider the following fast-slow stochastic dynamical sys-
tem 
dXεt =
1
ε
AXεt dt+
1
ε
F (Xεt , Y
ε
t )dt+
σ1
ε
1
α1
dLα11 , X
ε
0 = x ∈ R
n,
dY εt = BY
ε
t dt+G(X
ε
t , Y
ε
t )dt+ σ2dL
α2
2 , Y
ε
0 = y ∈ R
m.
(3.4)
Here (Xεt , Y
ε
t ) is an R
n ×Rm-valued signal process which contains the fast and
slow components, respectively. The interaction functions F : Rn×Rm → Rn and
G : Rn×Rm → Rm are Borel measurable respectively. The constant matrixes A
and B are Rn×Rn and Rm×Rm respectively. Both σ1 and σ2 are nonzero real
noise intensities. The non-Gaussian processes Lα11 , L
α2
2 (with 1 < α1, α2 < 2)
are independent symmetric α-stable Le´vy processes with triplets (0, 0, ν1) and
(0, 0, ν2), respectively. The small parameter ε (0 < ε ≪ 1) is the ratio of the
two time scales. We make the following assumptions on the signal system.
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Hypothesis H.1 There exists a constant MA > 0 such that
(Ax, x) ≤ −MA|x|
2, for all x ∈ Rn.
For every y ∈ Rm, |By| ≤ ‖B‖|y|, where ‖B‖ standing for the norm of the
matrix B, and −B has no eigenvalue on the imaginary axis.
Hypothesis H.2 The functions F, G satisfy the global Lipschitz conditions
and sublinear growth condition, i.e., there exists positive constants L and K
such that for all xi ∈ Rn, yi ∈ Rm, i = 1, 2 or x ∈ Rn, y ∈ Rm, we have
|F (x1, y1)− F (x2, y2)| ≤ L(|x1 − x2|+ |y1 − y2|),
|G(x1, y1)−G(x2, y2)| ≤ L(|x1 − x2|+ |y1 − y2|),
and
|F (x, y)|2 + |G(x, y|2 ≤ K
[
1 + |x|2 + |y|2
]
.
Hypothesis H.3 MA>L.
Hypothesis H.4 The function F and G are uniformly bounded, i.e.,
sup
(x,y)∈Rn×Rm
|F (x, y)| <∞,
sup
(x,y)∈Rn×Rm
|G(x, y)| <∞.
(3.5)
Remark 1. Hypothesis H.3 can be interpreted as a spectral gap condition.
Remark 2. Under the assumptions H.2 and H.4, the system (3.4) has a global
unique solution (Xε(t), Y ε(t)), with a given initial value (x(0), y(0)).
Introduce the following two auxiliary systems
dξε(t) =
1
ε
Aξε(t)dt+
σ1
ε
1
α1
dLα1t (ω1), ξ(0) = ξ0,
dη(t) = Bη(t)dt+ σ2dL
α2
t (ω2), η(0) = η0.
(3.6)
By [Appendix, Lemma 1], there exist two random variables ξε(t) and η(t) such
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that ξ1,
1
ε (θ1tω1) and η(θ
2
tω2) solve the equations (3.6). Set x¯ε(t)
y¯ε(t)
 :=
 Xε(t)− ξ1, 1ε (θ1tω1)
Y ε(t)− η(θ2tω2)
 , (3.7)
then (x¯ε(t), y¯ε(t)) satisfies the following equations
 ˙¯xε(t) = 1εAx¯ε(t) + 1εF
(
x¯ε(t) + ξ1,
1
ε (θ1tω1), y¯
ε(t) + η(θ2tω2)
)
,
˙¯yε(t) = By¯ε(t) +G
(
x¯ε(t) + ξ1,
1
ε (θ1tω1), y¯
ε(t) + η(θ2tω2)
)
.
(3.8)
The scaling t→ εt in (3.8) yields

dx
dt
= Ax+ F
(
x+ ξ1,
1
ε (θ1εtω1), y + η(θ
2
εtω2)
)
,
dy
dt
= εBy + εG
(
x+ ξ1,
1
ε (θ1εtω1), y + η(θ
2
εtω2)
)
.
(3.9)
If we now replace ξ1,
1
ε (θ1εtω1) by ξ
1,1(θ1tω1) that has the same distribution,
then we obtain a system of the following form
dX¯ε(t)
dt
= AX¯ε(t) + F
(
X¯ε(t) + ξ1,1(θ1tω1), Y¯
ε(t) + η(θ2εtω2)
)
,
dY¯ ε(t)
dt
= εBY¯ ε(t) + εG
(
X¯ε(t) + ξ1,1(θ1tω1), Y¯
ε(t) + η(θ2εtω2)
)
.
(3.10)
The system (3.10) has a unique global solution φε(t, ω, (x0, y0)) for any initial
condition (x0, y0) ∈ Rn+m, the solution operator of the initial value problem to
system (3.10) denoted by
φε(t, ω, (x0, y0)) :=
(
φε1
(
t, ω, (x0, y0)
)
, φε2
(
t, ω, (x0, y0)
))
(3.11)
Let F (θ
ε
tω, X¯
ε, Y¯ ε) = F
(
X¯ε(t) + ξ1,1(θ1tω1), Y¯
ε(t) + η(θ2εtω2)
)
G(θεtω, X¯
ε, Y¯ ε) = G
(
X¯ε(t) + ξ1,1(θ1tω1), Y¯
ε(t) + η(θ2εtω2)
)
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Then the equation (3.10) can be rewritten as

dX¯ε(t)
dt
= AX¯ε(t) + F (θεtω, X¯
ε, Y¯ ε)
dY¯ ε(t)
dt
= εBY¯ ε(t) + εG(θεtω, X¯
ε, Y¯ ε).
(3.12)
The following theorem indicates the random dynamical system defined by (3.12)
has a random invariant manifold.
Theorem 1. Assue that the hypotheses (H.1)-(H.4) hold. Then for sufficiently
small ε and sufficiently large T , the random dynamical system defined by (3.12)
has a random invariant manifold, with graph defined by γε(ω).
Proof. Assume Aε has a unique fixed point γε, where Aε is defined in the
appendix (6.46). Hence replacing ω by θεTω, we have
ψε(t, ω, γε) = γε(θεTω, ·). (3.13)
Therefore for t > 0, we have
ψε
(
t, ω, γε(ω)
)
= ψε
(
t, ·,Aε
(
γε(·)
))
(ω)
= ψε
(
t, ε, ψε(T, θε−Tω, γ
ε(θε−Tω))
)
= ψε(t+ T, θε−Tω, γ
ε(θε−Tω))
= ψε
(
T, θε−T+tω, ψ
ε
(
T, θε−Tω, γ
ε(θε−Tω)
))
= Aε
(
ψε(t, θε−t·, γ
ε(θε−t·)
)
(θεtω)
= γε(θεt ).
(3.14)
Therefore the random dynamical system (3.12) has a random invariant Lipschitz
manifold defined by
{(
γε(ω, y˜), y˜
)}
.
Remark 3. Thus the systems derived from (3.8) has a random invariant man-
ifold with the same graph.
Based on the relationship between (3.4)and (3.8), it holds that the system
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(3.4) has a random invariant manifold
M ε(ω) = {γε(ω, y˜) + ξ1,
1
ε (ω1), y˜ + η(ω2)}. (3.15)
Therefore we can get the following reduction system which describes the behav-
ior for system (3.4).
Theorem 2. Assume that the assumptions (H.1)-(H.4) hold. Then for any so-
lution zǫ(t) = (Xǫt , Y
ǫ
t ) to system (3.4) with initial data z
ǫ(0) = (Xǫ0, Y
ǫ
0 ), there
exists the following reduced low dimensional systems on the random invariant
manifold  dy
ε
t = By
ε
tdt+G(x
ε
t , y
ε
t )dt+ σ2dL
α2
2 ,
xεt = γ
ε(θεtω, y
ε
t − η(θ
2
tω2)) + ξ
1, 1
ε (θ1tω1),
(3.16)
such that for sufficiently small ε, sufficiently large t and some positive constant
κ˜, we have
||zε(t, ω)− z˜ε(t, ω)||∞ ≤ Cε,κ˜e
− κ˜
ε
t||zε(0, ω)− z˜ε(0, ω)||∞, (3.17)
where z˜ǫ(t) = (xǫt , y
ǫ
t ) is the solution of the low dimensional system (3.16) with
initial data z˜ǫ(0) = (xǫ0, y
ǫ
0).
Proof. Lemma 8 from appendix tells us that the system (3.8) has an exponen-
tially tracking manifold, then so has the system (3.4).
4. Approximation analysis for nonlinear filter
In this section, we study the nonlinear filtering problem on the random
invariant manifold. For T > 0, an observation system is given by
dZεt = h(Y
ε
t )dt+ dWt, t ∈ [0, T ], (4.1)
whereWt is a standard Brownian motion independent of L
α1
t and L
α2
t . In prac-
tical applications, we can only observe the slow component Y εt . Let (Ω,F ,P) be
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a probability space together with a filtration (Ft)t≥0 which satisfies the usual
conditions. For the observation system Zεt , we make the following additional
hypothesis.
Hypothesis H.5 The sensor function h is bounded and Lipschitz contin-
uous in x, with Lipschitz constant denoted by ‖h‖Lip.
Let
Zt = σ(Z
ε
s : 0 ≤ s ≤ t) ∨N , (4.2)
where N is the collection of all P -negligible sets of (Ω,F ).
By the Girsanov’s change of measure theorem, we obtain a new probability
measure P˜, such that the observation Zεt becomes P˜-independent of the signal
variables (Xεt , Y
ε
t ). In fact, this can be done through
dP˜
dP
∣∣∣∣∣
Ft
= exp
(
−
m∑
i=1
∫ t
0
hi(Y εs )dW
i
s −
1
2
m∑
i=1
∫ t
0
hi(Y εs )
2
ds
)
=: (Rεt )
−1
. (4.3)
Hence we have
R
ε
t =
dP
dP˜
∣∣∣∣
Ft
= exp
(
m∑
i=1
∫ t
0
hi(Y εs )d(Z
ε
s )
i −
1
2
m∑
i=1
∫ t
0
hi(Y εs )
2
ds
)
. (4.4)
Define
ρεt (φ) := E˜
[
φ(Y εt )R
ε
t |Zt
]
,
piεt (φ) := E
[
φ(Y εt )|Zt
]
,
(4.5)
where E˜ stands for the expectation under P˜ and φ ∈ C1b (R
m) .
Then by the Kallianpur-Striebel formula, we have
piεt (φ) =
ρεt (φ)
ρεt (1)
. (4.6)
Here piεt (φ) is called the normalized filtering of Y
ε
t with respect to Zt.
On the other hand, we can rewrite the reduced system (3.16) as
dY˜ εt = BY˜
ε
t dt+ G˜
ε(ω, Y˜ εt )dt+ σ2dL
α2
2 (4.7)
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with
G˜ε(ω, Y˜ εt ) := G
(
γε
(
θεtω, Y˜
ε
t − η(θ
2
tω2)
)
+ ξ1,
1
ε (θ1tω1), Y˜
ε
t
)
. (4.8)
In the following, we are more interested in the reduced filtering problem with
the actual observation, i.e., we will study the nonlinear filtering problem for the
reduced system (4.7) with the actual observation Zεt . Set
R˜
ε
t := exp
{∫ t
0
h(Y˜ εs )dZ
ε
s −
1
2
∫ t
0
|h(Y˜ εs )|
2ds
}
, (4.9)
then R˜εt is an exponential martingale under P˜. Thus, we can define the “for-
mally” non-normalized filtering for Y˜ εt by
ρ˜εt (φ) := E˜[φ(Y˜
ε
t )R˜
ε
t |Zt]. (4.10)
And set
piεt (φ) :=
ρ˜εt (φ)
ρ˜εt (1)
, (4.11)
then piεt could be understood as the nonlinear filtering problem for Y˜
ε
t with
respect to Zt.
Now, we are ready to state and prove the main result in this paper.
Theorem 3. Assume the hypotheses (H.1)–(H.5) hold. Then for ∀min(14α1,
1
4α2)> p>0,
ε sufficiently small and t ∈ [0, T ], there exists a positive constant C such that
for φ ∈ C1b (R
m)
E|piεt (φ)−pi
ε
t (φ)|
p ≤ C||φ||p
(
E||zε(0, ω)−z˜ε(0, ω)||16p∞
) 1
16
(
e
−4κ˜tp
ε + ε
) 1
4
. (4.12)
Proof. Step 1. As in [14], we have
E |ρ˜εt (1)|
−p ≤ exp
{
(2p2 + p+ 1)CT/2
}
, t ∈ [0, T ]. (4.13)
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Step 2. For φ ∈ C1b (R
m), it follows from the Ho¨lder inequality that
E |ρεt (φ) − ρ˜
ε
t (φ)|
p
= E˜ [|ρεt (φ) − ρ˜
ε
t (φ)|
p
R
ε
t ]
≤
(
E˜
[
|ρεt (φ)− ρ˜
ε
t (φ)|
2p
]) 1
2 (
E˜
[
R
ε
t
]2) 1
2
≤ exp(CT/2)
(
E˜
[
|ρεt (φ) − ρ˜
ε
t (φ)|
2p
]) 1
2
.
(4.14)
Step 3. Using the definitions of ρεt (φ) and ρ˜
ε
t (φ), Jensen’s inequality and
Ho¨lder inequality, we get
E˜ |ρεt (φ) − ρ˜
ε
t (φ)|
2p
= E˜
∣∣∣E˜[φ(Y εt )Rεt |Zt]− E˜[φ(Y˜ εt )R˜εt |Zt]∣∣∣2p
≤ 22p−1E˜
[∣∣∣φ(Y εt )Rεt − φ(Y˜ εt )Rεt ∣∣∣2p]+ 22p−1E˜ [∣∣∣φ(Y˜ εt )Rεt − φ(Y˜ εt )R˜εt ∣∣∣2p]
≤ 22p−1||φ||2pep(4p−1)CT
(
E˜
∣∣∣Y εt − Y˜ εt ∣∣∣4p) 12 + 22p−1‖φ‖2pE˜ [∣∣∣Rεt − R˜εt ∣∣∣2p]
(4.15)
Step 4. By the Itoˆ’s formula, BDG inequality and bounded property of h,
we have
E˜
[∣∣∣Rεt − R˜εt ∣∣∣2p] = E˜
[∣∣∣∣∫ t
0
(
R
ε
sh(Y
ε
s )− R˜
ε
sh(Y˜
ε
s )
)
dZεs
∣∣∣∣2p
]
≤ CE˜
[∫ t
0
∣∣∣Rεsh(Y εs )− R˜εsh(Y˜ εs )∣∣∣2 ds]p
≤ 22p−1CT p−1
∫ t
0
E˜
∣∣∣Rεsh(Y εs )− Rεsh(Y˜ εs )∣∣∣2p ds
+ 22p−1CT p−1
∫ t
0
E˜
∣∣∣Rεsh(Y˜ εs )− R˜εsh(Y˜ εs )∣∣∣2p ds
(4.16)
Then we have
E˜
[∣∣∣Rεt − R˜εt ∣∣∣2p] ≤ C(E˜||zε(0)− z˜ε(0)||4p∞) 12 + C ∫ t
0
E˜
∣∣∣Rεs − R˜εs∣∣∣2p ds.
Using Gro¨nwall’s inequality, we obtain that
E˜
[∣∣∣Rεt − R˜εt ∣∣∣2p] ≤ C(E˜||zε(0)− z˜ε(0)||4p∞) 12 . (4.17)
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Step 5. Combing the results from Step 3 and Step 4, we get
E |ρεt (φ)− ρ˜
ε
t (φ)|
p ≤ C||φ||p
(
E˜||zε(0)− z˜ε(0)||4p∞
) 1
4
(
e
−2κ˜tp
ε + ε
) 1
2
. (4.18)
Step 6. Using the relationships between piεt (φ), pi
ε
t (φ) and ρ
ε
t (φ), ρ˜
ε
t (φ), we
have
E|piεt (φ) − pi
ε
t (φ)|
p = E
∣∣∣∣ρεt (φ) − ρ˜εt (φ)ρ˜εt (1) − piεt (φ)ρ
ε
t (1)− ρ˜
ε
t (1)
ρ˜εt (1)
∣∣∣∣p
≤ 2p−1E
∣∣∣∣ρεt (φ)− ρ˜εt (φ)ρ˜εt (1)
∣∣∣∣p + 2p−1E ∣∣∣∣piεt (φ)ρεt (1)− ρ˜εt (1)ρ˜εt (1)
∣∣∣∣p
≤ 2p−1
(
E |ρεt (φ)− ρ˜
ε
t (φ)|
2p
)1/2 (
E |ρ˜εt (1)|
−2p
)1/2
+ 2p−1‖φ‖p
(
E |ρεt (1)− ρ˜
ε
t (1)|
2p
)1/2 (
E |ρ˜εt (1)|
−2p
)1/2
≤ C||φ||p
(
E||zε(0, ω)− z˜ε(0, ω)||16p∞
) 1
16
(
e
−4κ˜tp
ε + ε
) 1
4
.
(4.19)
Remark 4. For a stochastic differential equation with α-stable Le´vy noise, the
existence for its p moment requires 1 < p < α.
5. Conclusion
We have presented a theoretical foundation for the development of effective
filtering on a random invariant manifold in complex non-Gaussian multiscale
systems. We can further extend this work to the case when the observation
system is also driven by non-Gaussian noise. i.e.
dZεt = h(Y
ε
t )dt+ dLt, t ∈ [0, T ], (5.1)
where Lt is a standard Le´vy process independent of L
α1
t and L
α2
t .
Moreover, we can extend this work to slow-fast non-Gaussian stochastic
partial differential equations, i.e., we consider the following fast-slow stochastic
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dynamical system

dXεt =
1
ε
AXεt dt+
1
ε
F (Xεt , Y
ε
t )dt+
σ1
ε
1
α1
dLα11 ,
dY εt = BY
ε
t dt+G(X
ε
t , Y
ε
t )dt+ σ2dL
α2
2 .
Here (Xεt , Y
ε
t ) is defined in two separable Hilbert space H × H -valued signal
process which represents the fast and slow components. The interaction func-
tions F : H × H → H, G : H × H → H are Borel measurable respectively.
A : D(A) ⊂ H 7→ H is a self-adjoint compact operator on H such that −A
has discrete spectrum 0 < µ1 < µ2 < · · ·µk < · · · and limk→∞ µk = ∞.
B : D(B) ⊂ H 7→ H is a linear unbounded operator on H such that −B has
discrete spectrum 0 < λ1 < λ2 < · · ·λk < · · · and limk→∞ λk = ∞. Both σ1
and σ2 are nonzero real noise intensities. The parameter ε is the ratio of the
slow time scale to the fast time scale. Non-Gaussian processes Lα11 , L
α2
2 (with
1 < α1, α2 < 2) are a cylindrical α1-stable process and α2 stable process defined
by the orthogonal expansion,respectively,
Lα11 : =
∞∑
k=1
βkLk(t)ek,
Lα22 : =
∞∑
k=1
qkZk(t)ek,
(5.2)
where {ek}k≥1 is an orthonormal basis of H , {Lk(t)}k≥1 and {Zk(t)}k≥1 are
sequences of independent and identically distributed real-value symmetric α1-
stable processes and α2-stable processes defined on the stochastic basis (Ω,F ,Ft,P),
respectively, and βk, qk > 0 for each k ≥ 1.
6. Appendix
In this Appendix, we present materials about the existence of a random
invariant manifold. Firstly, we recall the basic definition of stationary solution.
Definition 4. A random variable ω 7→ y(ω) with values in H is called a sta-
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tionary orbit (or random fixed point) for a random dynamical system φ if
φ(t, ω, y(ω)) = y(θtω), a.s., for t ∈ R
+, ω ∈ Ω. (6.1)
In the following, we present an example to illustrate the abstract definition
of stationary orbit.
Example 2. (Stationary orbit for a Langevin equation) Consider a SDE
dXt = −Xtdt+ dL
α
t , X0 = x. (6.2)
This SDE defines a random dynamical asystem
φ(t, ω, x) = e−tx+
∫ t
0
e−(t−s)dLαs (ω). (6.3)
A stationary orbit of this random dynamical system is
y(ω) =
∫ 0
−∞
esdLαs (ω). (6.4)
Indeed, we have φ(t, ω, y(ω)) = y(θtω), i.e., y(ω) =
∫ 0
−∞
esdLαs (ω) is a station-
ary orbit for the random dynamical system (6.2).
Lemma 1. Under hypothesis (H.1) and (H.2), the following linear stochastic
differential equations
dξε(t) =
1
ε
Aξε(t)dt+
σ1
ε
1
α1
dLα1t (ω1), ξ(0) = ξ0, (6.5a)
dη(t) = Bη(t)dt+ σ2dL
α2
t (ω2), η(0) = η0. (6.5b)
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have ca`dla`g stationary orbits ξ1,
1
ε (ω1) and η(ω2) , respectively.
ξ1,
1
ε (ω1) =
σ1
ε
1
α1
∫ 0
−∞
e
−As
ε dLα1s (ω1),
η(ω2) = σ2
∫ 0
−∞
e−BsdLα2s (ω2).
(6.6)
Proof. For ∀ t ≥ 0, the SDE (6.5b) has unique ca`dla`g solution
ϕ(t, ω2, η0) = e
Btη0 + σ2
∫ t
0
eB(t−s)dLα2s (ω2). (6.7)
Then we have
ϕ(t, ω2, η(ω2)) = e
Btη(ω2) + σ2
∫ t
0
eB(t−s)dLα2s (ω2)
= σ2e
Bt
∫ 0
−∞
e−BsdLα2s (ω2) + σ2
∫ t
0
eB(t−s)dLα2s (ω2)
= σ2
∫ t
−∞
eB(t−s)dLα2s (ω2).
On the other hand,
η(θ2tω2) = σ2
∫ 0
−∞
e−BsdLα2s (θ
2
tω2)
= σ2
∫ 0
−∞
e−Bsd
(
Lα2t+s(ω2)− L
α2
t (ω2)
)
a.s.
= σ2
∫ 0
−∞
e−BsdLα2t+s(ω2) a.s.
= σ2
∫ t
−∞
eB(t−s)dLα2s (ω2)
= ϕ(t, ω2, η(ω2)).
(6.8)
Thus η(ω2) is a stationary orbit for a random dynamical system ϕ. By the
same way, we have ξ1,
1
ε (ω1) is a stationary orbit for a random dynamical system
generated by (6.5a).
Remark 5. Here we emphasize “ − B” has no eigenvalue on the imaginary
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axis.
Remark 6. The process (t, ω1)→ ξ1,
1
ε (θ1εtω1) has the same distribution as the
process (t, ω1)→ ξ1,1(θ1tω1) by the scale property of α- stable process.
Secondly, we provides some important pathwise properties for Le´vy process
with two-sided time t ∈ R, which comes from [21, Lemma 1]
Lemma 2. (pathwise boundedness and convergence)
Let Lt be a two-sided Le´vy process on R
n for which E|L1|<∞ and E|L1| = M .
Then we have the following
(1) limt→±∞(1/t)Lt =M , a.s.;
(2) The integrals
∫ t
−∞ e
−λ(t−s)dLs(ω) are bounded in λ ≥ 1 on finite time
intervals [T1, T2].
In the following, we will give an example to illustrate the second conclusion of
Lemma 1.
Example 3. The integral
∫ t
−∞ e
−(t−s)dBs(ω) is bounded on finite time intervals
[−1, 1].
Proof. Here we take λ = 1, by the Itoˆ’s isometry formula, then we have
E
(∫ t
−∞
e−(t−s)dBs(ω)
)2
=
∫ t
−∞
e−2(t−s)ds
:=
1
2
e−2t
(6.9)
Obviously, 12e
−2t is a continuous function about t, it is bounded on finite time
intervals [T1, T2]. Therefore the integral
∫ t
−∞
e−(t−s)dBs(ω) is bounded on finite
time intervals [−1, 1].
(6.10)
In fact, we have to find a modification of Le´vy process Lt, such that the
cocycle property is satisfied for every ω ∈ Ω. The following lemma covers the
perfection problem for all processes of this work (see [12]).
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Lemma 3. Let H be a separable Banach space, (St)t∈R is a H -valued and F−
measurable stochastic process with ca´dla´g paths generating a crude cocycle with
respect to the metric dynamical system (Ω,F ,P, (θt)t∈R), i.e., for all t ∈ R we
have
St = S0 ◦ θt, P− a.s. (6.11)
Then there is an H -valued process Sˆ = (Sˆt)t∈R, such that:
(i) The process S and Sˆ are undistinguishable;
(ii) The process Sˆ is strictly stationary, i.e.
Sˆt(ω) = Sˆ0(θtω) (6.12)
for all t ∈ R, ω ∈ Ω.
In the following, we will present an example to explain why don’t we take
Sˆt = St ?
Example 4. Let (Ω,F ) = (R,B(R)) and P be a probability measure which is
equivalent to the Lebesgue-measure and θt(ω) = ω + t. Now we define
ϕ(t, ω) :=

sin(θt(ω))
sin(ω) , sin(ω) 6= 0;
1, sin(ω) = 0,
(6.13)
then ϕ(0, ω) = 1 for each ω ∈ Ω, and ϕ forms a measurable crude multiplicative
cocycle. Indeed, fix s ∈ R and ω ∈ Ω\{(piZ ∪ (piZ− s))}, we get
ϕ(t+ s, ω) =
sin(ω + t+ s)
sin(ω + s)
·
sin(ω + s)
sin(ω)
= ϕ(t, θsω)ϕ(s, ω) (6.14)
for each t ∈ R.
Now, we set ω ∈ (0, pi), s = pi − ω and t := π2 , which implies ϕ(s, ω) = 0
and ϕ(t + s, ω) 6= 0. In this case, there is no perfect cocycle ψ which is still
indistinguishable form ϕ. if we assume that ϕ(·, ω) = ψ(·, ω) for each ω ∈ Ω1 ⊂
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Ω, then
ϕ(t+ s, ω) = ψ(t+ s, ω) = ψ(t, θsω)ψ(s, ω) = ψ(t, θsω)ϕ(s, ω) = 0 (6.15)
for each t ∈ R and ω ∈ Ω1.
Since ϕ(t+ s, ω) 6= 0 for t = π2 and ω ∈ (0, φ), then we have
(0, pi) ∩Ω1 = ∅,
P(Ω1) < 1,
(6.16)
which implies that there is no indistinguishable perfect cocycle for ϕ.
In the next, we examine the following nonstandard boundary value problem,
for any 0 ≤ t ≤ T ,
dX¯ε(t)
dt
= AX¯ε(t) + F
(
X¯ε(t) + ξ1,1(θ1tω1), Y¯
ε(t) + η(θ2εtω2)
)
, X¯ε(0) = γ(Y¯ ε(0)),
dY¯ ε(t)
dt
= εBY¯ ε(t) + εG
(
X¯ε(t) + ξ1,1(θ1tω1), Y¯
ε(t) + η(θ2εtω2)
)
, Y¯ ε(T ) = y˜,
(6.17)
where ε is a small positive parameter, y˜ ∈ Rm, T>0 and γ ∈ Lip(Rm,Rn) are
given.
Lemma 4. Assume that the hypotheses (H.1)-(H.4) hold. Then for any y˜ ∈
Rm, T>0, γ ∈ Lip(Rm,Rn), there exists a sufficient small positive number δ,
such that for 0<ε<δ, the random dynamical system defined by (6.17) has a
unique solution (X¯ε(t, ω, T, γ, y˜), Y¯ ε(t, ω, T, γ, y˜)).
Proof. Let V εA(t, ω) and V
ε
εB(t, ω) be the fundamental solution of the linear
system 
dX¯ε(t)
dt
= AX¯ε(t),
dY¯ ε(t)
dt
= εBY¯ ε(t).
(6.18)
Then the boundary value problem (6.17) is equivalent to the system of integral
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equations
X¯ε(t) = V εA(t)γ(Y¯
ε(0)) +
∫ t
0
V εA(t− s)F (θ
ε
sω, X¯
ε(s), Y¯ ε(s))ds,
Y¯ ε(t) = V εεB(t− T )y˜ + ε
∫ t
T
V εεB(t− s)G(θ
ε
sω, X¯
ε(s), Y¯ ε(s))ds.
(6.19)
To study (6.19), we introduce the following spaces
C1 := C([0, T ],R
n), C2 := C([0, T ],R
m) (6.20)
and endow these spaces with the following norms
||x||1,β := max
0≤t≤T
e−β(T−t)|x(t)|, for x ∈ C1,
||y||2,β := max
0≤t≤T
e−β(T−t)|y(t)|, for y ∈ C2.
(6.21)
Let C be the product space C := C1 × C2, z = (x, y) ∈ C. C equipped with the
norm
||z||β := ||x||1,β + ||y||2,β , (6.22)
is a Banach space.
Introduce the following two operators J ε1 : C → C1 and J
ε
2 : C → C2 by
x˜(t) = J ε1
(
z(·)
)
[t] := V εA(t)γ(Y¯
ε(0)) +
∫ t
0
V εA(t− s)F (θ
ε
sω, X¯
ε(s), Y¯ ε(s))ds,
y˜(t) = J ε2
(
z(·)
)
[t] := V εεB(t− T )y˜ + ε
∫ t
T
V εεB(t− s)G(θ
ε
sω, X¯
ε(s), Y¯ ε(s))ds.
(6.23)
Define the mapping J ε given by
z˜
(
·
)
= J ε
(
z(·)
)
=
 J ε1 (z(·))[t]
J ε2 (z(·))[t]
 . (6.24)
It is obvious that a fixed point zε of J ε represents a solution of the boundary
value problem (6.17). Under hypothesis H.1-H.3, J ε maps C into itself, and
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there are constants a1 ≥ 1 and a2 ≥ 1 such that
||V εA(t− s)|| ≤ a1e
−MA(t−s), for t ≥ s,
||V εεB(t− s)|| ≤ a2e
ε‖B‖|t−s|, for any t, s.
(6.25)
In the following, we show that J ε is also strictly contractive. Let
△x˜ := x˜1 − x˜2, △y˜ := y˜1 − y˜2, |△z˜| := |△x˜|+ |△y˜|. (6.26)
Let (x˜1(t), y˜1(t)) and (x˜2(t), y˜2(t)) satisfy the equations (6.19). Then we have
|△x˜(t)| =
∣∣V εA(t)γ(y˜ε1(0)) + ∫ t
0
V εA(t− s)F (θ
ε
sω, x˜
ε
1(s), y˜
ε
1(s))ds.
− V εA(t)γ(y˜
ε
2(0))−
∫ t
0
V εA(t− s)F (θ
ε
sω, x˜
ε
2(s), y˜
ε
2(s))ds
∣∣
≤ a1e
−MAt||γ||Lip|△y˜
ε(0)|+ a1C
∫ t
0
e−MA(t−s)|△z˜(s)|ds
≤ a1e
−MAt||γ||Lip|△y˜
ε(0)|+ a1C||△z˜||βe
−MAteβT
∫ t
0
e(MA−β)sds
≤ a1e
−MAt||γ||Lip|△y˜
ε(0)|+
a1Ce
β(T−t)
MA − β
||△z˜||β.
(6.27)
On the other hand, we get
|△y˜(t)| = ε
∣∣ ∫ t
T
V εεB(t− s)G(θ
ε
sω, x˜
ε
1(s), y˜
ε
1(s))ds−
∫ t
T
V εεB(t− s)G(θ
ε
sω, x˜
ε
2(s), y˜
ε
2(s))ds
∣∣
≤ εa2C
∫ t
T
eε‖B‖(t−s)|△z(s)|ds
≤ εa2C||△z||βe
βT−ε‖B‖t
∫ T
t
e−(β−ε‖B‖)sds.
(6.28)
We assume ε to be sufficient small such that
β − ε‖B‖>0. (6.29)
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Then, we get
||△y˜(t)||2,β ≤
εa2C
β − ε‖B‖
||△z||β. (6.30)
Bring (6.30) into (6.27), we get
||△x˜||1,β ≤
(εa1a2||γ||LipC
β − ε‖B‖
+
a1C
MA − β
)
||△z||β (6.31)
Combining (6.31) with (6.30), we have
||△z˜||β ≤ ρ(ε)||△z||β, (6.32)
where
ρ(ε) =
εa2C
β − ε‖B‖
(1 + a1||γ||Lip) +
a1C
MA − β
.
Note that,
ρ′(ε) =
a2Cβ
(β − ε‖B‖)2
(1 + a1||γ||Lip) > 0, ρ(0)<1. (6.33)
Then there is a sufficiently small constant δ > 0 and a constant ρ0 ∈ (0, 1), such
that
0 < ρ(ε) ≤ ρ0 < 1, for ε ∈ (0, δ),
which implies that J ε is strictly contractive. Therefore the system (6.17) has a
unique solution
(
X¯ε(t, ω, T, γ, y˜), Y¯ ε(t, ω, T, γ, y˜)
)
.
Remark 7. There is a one-to-one relation between y˜ and Y¯ ε(0, ω, T, γ, y˜) = y0.
Since the operator J explicitly depends on γ, we use in the following the notation
J εγ . Moreover, for any γ ∈ L and t = T , the map
R
m ∋ y0 → φ
ε
2
(
t, θε−t, (γ(y0), y0)
)
= y˜ ∈ Rm (6.34)
is invertible, and the inverse mapping ξε is given by
ξε(T, θεTω, γ)(y˜) = Y¯
ε(0, ω, T, γ, y˜). (6.35)
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In the following lemma, we will illustrate the path property and dependence
on the function γ.
Lemma 5. Assume that the hypotheses (H.1)-(H.4) hold. Then for given
ω ∈ Ω, T > 0, y˜ ∈ Rm, t ∈ [0, T ] and for sufficiently small ε, the solution
zε(t, ω, T, γ, y˜) of (6.17) depends Lipschitz continuously on γ.
sup
y˜∈Rm
||zε(·, ω, T, γ1, y˜)− z
ε(·, ω, T, γ2, y˜)||β ≤
ae−βT
1− ρ(ε)
||γ1 − γ2||∞. (6.36)
Proof. For γ1 and γ2 any functions in L, define
△γz
ε(t) := zε(t, ω, T, γ1, y˜)− z
ε(t, ω, T, γ2, y˜). (6.37)
By Lemma 4, with fixed (ω, T, γ, y˜), there exists a unique fixed point zε of the
operator J εγ . Thus, we get
||△γz
ε||β = ||J
ε
γ1z
ε(·, ω, T, γ1, y˜)− J
ε
γ2z
ε(·, ω, T, γ2, y˜)||β
≤ ||J εγ1z
ε(·, ω, T, γ1, y˜)− J
ε
γ1z
ε(·, ω, T, γ2, y˜)||β
+ ||J εγ1z
ε(·, ω, T, γ2, y˜)− J
ε
γ2z
ε(·, ω, T, γ2, y˜)||β
≤ ρ(ε)||△γz
ε||β + ||V
ε
A(·, ω)||β ||γ1 − γ2||∞.
(6.38)
By hypothesis (H.3), we have
||△γz
ε||α ≤
a1e
αT
1− ρ(ε)
||γ1 − γ2||∞. (6.39)
This proof is complete.
Define the random graph transform by
ψε(T, ω, γ)(y˜) := φε1
(
T, ω,
(
γ(ξε(T, γεTω, γ)(y˜)), ξ
ε(T, γεTω, γ)(y˜
))
= X¯ε(T, ω, T, γ, y˜)
= V εA(T )γ(Y¯
ε(0)) +
∫ T
0
V εA(t− s)F
(
θεsω, X¯
ε(s), Y¯ ε(s)
)
ds.
(6.40)
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such that the cocycle property is satisfied. By the similar techniques [19, Lemma
4.1] and [19, Lemma 4.7], we get the following two lemmas.
Lemma 6. For ω ∈ Ω, let γε(ω, ·) ∈ Lip(Rm,Rn). Suppose that for γε(ω, ·) a
random fixed points of ψε, we have
ψǫ(t, ω, γε(ω, ·))(y˜) = γε(θǫtω, y˜), (6.41)
for t>0 and ω ∈ Ω. Then the random Lipschitz manifold defined by
Mǫ(ω) := {(γε(ω, y˜), y˜)|y˜ ∈ Rm}, (6.42)
is positively invariant.
Lemma 7. Assume that the hypotheses (H.1)-(H.4) hold. Then for sufficiently
small ε and sufficiently large T , the graph transform ψε(T, ω, ·) maps the set Lκ
into itself, where κ is any positive number satisfying
κ ≥ κ∗ =
a2
1− β0 − a1a2e−
Tβ
2
, (6.43)
where β0 is any given number from the interval
(
a1C
MA−β
, 1
)
.
Set
H
ε(ω) :=
⋃
t≥0
ψε(t, θε−tω,Lκ∗). (6.44)
Then we have
ψε(t, ω,H ε(ω)) ⊂ H ε(θεtω), t ≥ 0, (6.45)
By a similar technique as in [19, Lemma 4.10], we are able to prove the cocycle
property for the graph transform ψε. By means of the graph transform ψε, we
define an operator Aε via
(ω, y˜)→ Aε(γ)(ω, y˜) := ψε(T, θε−Tω, γ(θ
ε
−Tω))(y˜). (6.46)
Now we prove the exponential tracking property.
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Lemma 8. Assume that the hypotheses (H.1)-(H.4) hold. Then for sufficiently
small ε, the Lipschitz invariant manifold has the exponential tracking property
in the following sense:
For every solution z¯ε(t, ω) = (x¯ε(t, ω), y¯ε(t, ω)) for (6.17), there is an orbit
z¯ε(t, ω) = (x¯ǫ(t, ω), y¯ǫ(t, ω)) on the manifold Mǫ(ω) which satisfies the evolu-
tionary equation
˙˜yε = By˜ε +G(γε(θεtω, y˜
ε), y˜ε, θεtω) (6.47)
such that
||z¯ε(t, ω)− z¯ε(t, ω)||∞ ≤ Cκ˜,εe
−κ˜t
ε ||z¯0 − z¯0||∞ (6.48)
with z¯0 = (x¯
ε(0), y¯ε(0)), z¯0 = (x¯
ε(0), y¯ε(0)) and some positive constant κ˜.
Proof. Thanks to (6.40), we can use dominated convergence theorem and the
same method in [20, Theorem 4.2] to obtain the required results.
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