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OPTIMALITY OF DOUBLY REFLECTED LE´VY PROCESSES IN SINGULAR CONTROL
ERIK J. BAURDOUX∗ AND KAZUTOSHI YAMAZAKI†
ABSTRACT. We consider a class of two-sided singular control problems. A controller either increases or
decreases a given spectrally negative Le´vy process so as to minimize the total costs comprising of the run-
ning and controlling costs where the latter is proportional to the size of control. We provide a sufficient
condition for the optimality of a double barrier strategy, and in particular show that it holds when the run-
ning cost function is convex. Using the fluctuation theory of doubly reflected Le´vy processes, we express
concisely the optimal strategy as well as the value function using the scale function. Numerical examples
are provided to confirm the analytical results.
AMS 2010 Subject Classifications: 60G51, 93E20, 49J40
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1. INTRODUCTION
We consider the problem of optimally modifying a stochastic process by means of singular control.
An admissible strategy is two-sided and the process can be increased or decreased. The objective is
to minimize the expected total costs comprising of the running and controlling costs; the former is
modeled as some given function f of the controlled process that is accumulated over time, and the latter
is proportional to the size of control. The problem of singular control arises in various contexts. For
its applications, we refer the reader to, e.g., [14, 15] for inventory management, [19] for cash balance
management, [5, 24] for monotone follower problems and [1, 6, 20, 30, 32, 36] for finance and insurance.
This paper studies a spectrally negative Le´vy model where the underlying process, in the absence of
control, follows a general Le´vy process with only negative jumps. We pursue a sufficient condition on
the running cost function f such that a strategy of double barrier type is optimal and the value function is
obtained semi-explicitly. This generalizes the classical Brownian motion model [21] and complements
the results on the continuous diffusion model as in [31].
Motivated by the recent research of spectrally negative Le´vy processes and their applications, we take
advantage of their fluctuation theory as in [10, 28]. These techniques are used extensively in stochastic
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control problems in the last decade. Exemplifying examples include de Finetti’s dividend problem as in
[1, 6, 30], where a single barrier strategy is shown to be optimal under certain conditions. In these papers,
the so-called scale function is commonly used to express the net present value of the barrier strategy.
Thanks to its analytical properties such as continuity/smoothness (see, e.g., [23, 28]), the selection of the
candidate barrier level and the verification of optimality can be carried out efficiently. While a part of the
verification is still problem-dependent and is often a difficult task, these methods allow one to solve for
this wide class of Le´vy processes without specializing on a particular type, whether or not the process is
of infinite activity/variation.
This paper considers a variant of the above mentioned papers where the control is allowed to be two-
sided. Our objective is to show the optimality of a double barrier strategy where the resulting controlled
process becomes a doubly reflected Le´vy process of [1, 34]. Existing research on the optimality of
doubly reflected Le´vy processes includes the dividend problem with capital injection as in [1, 6]. Other
related problems where two threshold levels characterize the optimal strategy include stochastic games
[4, 3, 16, 22] and impulse control [7, 38].
In this paper, we take the following steps to achieve our goal:
(1) We first write via the scale function the expected net present value corresponding to the double
barrier strategy; this is a direct application of the results in [1, 34].
(2) This is followed by the selection of the two barriers. The upper barrier is chosen so that the
resulting candidate value function becomes twice differentiable at the barrier; the lower barrier is
chosen so that it is continously (resp. twice) differentiable when the process is of bounded (resp.
unbounded variation).
(3) We then analyze the existence of such a pair that satisfy the two conditions simultaneously. We
show that either such a pair exist, or otherwise a single barrier strategy (with the upper barrier set
to infinity) is optimal.
(4) In order to verify the optimality of the strategy defined in the previous steps, we study the ver-
ification lemma and identify some additional conditions that are sufficient for the optimality.
Moreover, we show that it is satisfied whenever the running cost function f is convex.
As in the above mentioned papers, we use the special known properties of the scale function to solve the
problem. In particular, the steps taken here are similar to those used in [22], where two parameters are
shown to characterize the optimal strategies in the two-person game they considered. The main novelty
and challenge here are that we solve the problem without specifying the form of the running cost function
f and derive a most general condition on f that is sufficient for the optimality of a doubly reflected Le´vy
process.
In addition to the above, we give examples with (piecewise) quadratic and linear cases for f , which
have been used in, e.g., [2, 13, 37]. We shall see in particular that in the linear case the upper boundary
can become infinity (or equivalently a single barrier strategy is optimal), whereas it does not occur in the
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quadratic case. In order to confirm the obtained analytical results, we give numerical examples where
the underlying process is a spectrally negative Le´vy process in the β-family of Kuznetsov [25].
The rest of the paper is organized as follows. Section 2 gives a mathematical model of the problem
and a brief review on the spectrally negative Le´vy process and the scale function. Section 3 expresses via
the scale function the expected net present value under the double barrier strategy. The candidate barrier
levels are then selected by using the smoothness conditions at the barriers, and the existence of such a
pair is shown. In Section 4, we study the verification lemma for this problem and analyze what additional
conditions are required for the candidate value function to be optimal. Section 5 obtains a more concrete
sufficient condition and in particular shows that it is satisfied when f is convex. In Section 6, we give
examples with piecewise quadratic and linear cases. We conclude the paper with numerical examples in
Section 7.
Throughout the paper, x+ and x− are used to indicate the right and left hand limits, respectively. The
superscripts x+ := max(x, 0), f+(x) := max(f(x), 0), x− := max(−x, 0) and f−(x) := max(−f(x), 0)
are used to indicate positive and negative parts. Monotonicity is understood in the strict sense; for the
weak sense “nondecreasing” and “nonincreasing” are used. The convexity (unless otherwise stated) is in
the weak sense.
2. MATHEMATICAL FORMULATION
Let (Ω,F ,P) be a probability space hosting a spectrally negative Le´vy process X = {Xt; t ≥ 0}
whose Laplace exponent is given by
ψ(s) := logE
[
esX1
]
= cs+
1
2
σ2s2 +
∫
(−∞,0)
(esz − 1− sz1{−1<z<0})ν(dz), s ≥ 0,(2.1)
where ν is a Le´vy measure with the support (−∞, 0) that satisfies the integrability condition ∫
(−∞,0)(1∧
z2)ν(dz) <∞. It has paths of bounded variation if and only if σ = 0 and ∫
(−1,0) |z| ν(dz) <∞; in this
case, we write (2.1) as
ψ(s) = δs+
∫
(−∞,0)
(esz − 1)ν(dz), s ≥ 0,
with δ := c − ∫
(−1,0) z ν(dz). We exclude the case in which X is the negative of a subordinator (i.e., X
has monotone paths a.s.). This assumption implies that δ > 0 when X is of bounded variation. Let Px
be the conditional probability under which X0 = x (also let P ≡ P0), and let F := {Ft, t ≥ 0} be the
filtration generated by X .
An admissible strategy pi := {(Upit , Dpit ); t ≥ 0} is given by a pair of nondecreasing, right-continuous
and F-adapted processes such that Upi0− = Dpi0− = 0 and, as is assumed in [21],
Ex
[ ∫
[0,∞)
e−qt(dUpit + dD
pi
t )
]
<∞, x ∈ R.(2.2)
Let Π be the set of all admissible strategies and the discount q is assumed to be a strictly positive constant.
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With the controlled process Y pit := Xt +U
pi
t −Dpit , t ≥ 0, the problem is to compute the total expected
costs:
vpi(x) := Ex
[ ∫ ∞
0
e−qtf(Y pit )dt+
∫
[0,∞)
e−qt (CUdUpit + CDdD
pi
t )
]
, x ∈ R,
for some running cost function f satisfying the conditions specified below and fixed constants CU , CD ∈
R such that
CU + CD > 0,(2.3)
and to obtain an admissible strategy over Π that minimizes it, if such a strategy exists. The inequality
(2.3) is commonly assumed in the literature (see, e.g., [21, 31]); this implies that it is suboptimal to
activate Upit and D
pi
t simultaneously. Hence, we can safely assume that the supports of the Stieltjes
measures dUpit (ω) and dD
pi
t (ω) do not overlap for a.e. ω ∈ Ω.
Regarding the running cost function f , we assume the same assumptions as in [8, 9, 38]; this is a
crucial condition when dealing with a process with negative jumps.
Assumption 2.1. We assume that f : R→ R satisfies the following.
(1) f is continuous and is a piecewise continuously differentiable function and grows (or decreases)
at most polynomially (in the sense defined by Beyer et al. [11]).
(2) There exists a number a ∈ R such that the function
f˜(x) := f(x) + CUqx, x ∈ R,(2.4)
is increasing on (a,∞) and is decreasing and convex on (−∞, a).
(3) There exist a c0 > 0 and an x0 ≥ a such that f˜ ′(x) ≥ c0 for x ≥ x0.
For the problem to make sense, we assume that the Le´vy process X has a finite moment.
Assumption 2.2. We assume that E[X1] = ψ′(0+) ∈ (−∞,∞).
2.1. Scale functions. Fix q > 0. For any spectrally negative Le´vy process, there exists a function called
the q-scale function
W (q) : R→ [0,∞),
which is zero on (−∞, 0), continuous and increasing on [0,∞), and is characterized by the Laplace
transform: ∫ ∞
0
e−sxW (q)(x)dx =
1
ψ(s)− q , s > Φ(q),
where
Φ(q) := sup{λ ≥ 0 : ψ(λ) = q}.
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Here, the Laplace exponent ψ in (2.1) is known to be zero at the origin and strictly convex on [0,∞);
therefore Φ(q) is well defined and is strictly positive as q > 0. We also define, for x ∈ R,
W
(q)
(x) :=
∫ x
0
W (q)(y)dy,
Z(q)(x) := 1 + qW
(q)
(x),
Z
(q)
(x) :=
∫ x
0
Z(q)(z)dz = x+ q
∫ x
0
∫ z
0
W (q)(w)dwdz.
Because W (q) is uniformly zero on the negative half line, we have
Z(q)(x) = 1 and Z
(q)
(x) = x, x ≤ 0.(2.5)
Let us define the first down- and up-crossing times, respectively, of X by
τ−b := inf {t ≥ 0 : Xt < b} and τ+b := inf {t ≥ 0 : Xt > b} , b ∈ R.
Then, for any b > 0 and x ≤ b,
Ex
[
e−qτ
+
b 1{τ+b <τ−0 }
]
=
W (q)(x)
W (q)(b)
and Ex
[
e−qτ
−
0 1{τ+b >τ−0 }
]
= Z(q)(x)− Z(q)(b)W
(q)(x)
W (q)(b)
.(2.6)
By taking limits on the latter,
Ex
[
e−qτ
−
0
]
= Z(q)(x)− q
Φ(q)
W (q)(x), x ∈ R.
Fix λ ≥ 0 and define ψλ(·) as the Laplace exponent of X under Pλ with the change of measure
dPλ
dP
∣∣∣∣
Ft
= exp(λXt − ψ(λ)t), t ≥ 0;
see page 213 of [28]. Suppose W (q)λ and Z
(q)
λ are the scale functions associated with X under Pλ (or
equivalently with ψλ(·)). Then, by Lemma 8.4 of [28], W (q−ψ(λ))λ (x) = e−λxW (q)(x), x ∈ R, which is
well defined even for q ≤ ψ(λ) by Lemmas 8.3 and 8.5 of [28]. In particular, we define
WΦ(q)(x) := W
(0)
Φ(q)(x) = e
−Φ(q)xW (q)(x), x ∈ R,(2.7)
which is known to be an increasing function and, as in Lemma 3.3 of [27],
WΦ(q)(x)↗ ψ′(Φ(q))−1 as x→∞.(2.8)
Remark 2.1. (1) If X is of unbounded variation or the Le´vy measure is atomless, it is known that
W (q) is C1(R\{0}); see, e.g., [12]. Hence,
(a) Z(q) is C1(R\{0}) and C0(R) for the bounded variation case, while it is C2(R\{0}) and
C1(R) for the unbounded variation case, and
(b) Z
(q)
is C2(R\{0}) and C1(R) for the bounded variation case, while it is C3(R\{0}) and
C2(R) for the unbounded variation case.
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(2) Regarding the asymptotic behavior near zero, as in Lemmas 4.3 and 4.4 of [29],
W (q)(0) =
{
0, if X is of unbounded variation,
1
δ
, if X is of bounded variation,
W (q)
′
(0+) := lim
x↓0
W (q)
′
(x) =

2
σ2
, if σ > 0,
∞, if σ = 0 and ν(−∞, 0) =∞,
q+ν(−∞,0)
δ2
, if σ = 0 and ν(−∞, 0) <∞.
(2.9)
(3) As in (8.18) and Lemma 8.2 of [28],
W (q)
′
(y+)
W (q)(y)
≤ W
(q)′(x+)
W (q)(x)
, y > x > 0.
In all cases, W (q)
′
(x−) ≥ W (q)′(x+) for all x > 0.
The problem in this paper is a generalization of Section 6 of [38], where Dpit is restricted to be zero.
Its optimal solution is a (single) barrier strategy, which is described immediately below. Define, for any
measurable function h and s ∈ R,
Ψ(s;h) :=
∫ ∞
0
e−Φ(q)yh(y + s)dy =
∫ ∞
s
e−Φ(q)(y−s)h(y)dy,
ϕs(x;h) :=
∫ x
s
W (q)(x− y)h(y)dy, x ∈ R.
Here ϕs(x;h) = 0 for any x ≤ s because W (q) is uniformly zero on (−∞, 0).
The following, which holds directly from Assumption 2.1, is due to [9]. Here note that Ψ(·; f˜ ′) is
equivalent to (4.23) of [9] (times a positive constant). While in [9], they focus on a special class of
spectrally negative Le´vy processes, the results still hold for a general spectrally negative Le´vy process.
Lemma 2.1 (Proposition 5.1 of [9]). (1) There exists a unique number a < a such that Ψ(a; f˜ ′) = 0,
Ψ(x; f˜ ′) < 0 if x < a and Ψ(x; f˜ ′) > 0 if x > a.
(2) Ψ′(x; f˜ ′) > 0 for x ≤ a.
(3) Ψ(x; f˜ ′) ≥ c0/Φ(q) for x ≥ x0.
Namely, while a is the unique zero of f˜ ′, a is the unique zero of Ψ(·; f˜ ′). We are now ready to state
the results of the auxiliary problem.
Theorem 2.1 (Theorem 6.1 of [38]). Consider a version of the problem that minimizes
v˜pi(x) := Ex
[ ∫ ∞
0
e−qtf(Y˜ pit )dt+
∫
[0,∞)
e−qtCUdUpit
]
, x ∈ R,
with the controlled process Y˜ pit := Xt + U
pi
t , t ≥ 0 for some fixed constant CU ∈ R, that satisfies
Assumption 2.1.
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Then the barrier strategy Ua,∞ defined by
Ua,∞t := sup
0≤t′≤t
(a−Xt′) ∨ 0, t ≥ 0,(2.10)
is optimal and the value function is
inf
pi
v˜pi(x) = v˜a(x) := −CU
(
Z
(q)
(x− a) + ψ
′(0+)
q
)
+
f(a)
q
Z(q)(x− a)− ϕa(x; f).(2.11)
3. THE DOUBLE BARRIER STRATEGIES
Following Avram et al. [1] and Pistorius [33], we define a doubly reflected Le´vy process given by
Y a,bt := Xt + U
a,b
t −Da,bt , t ≥ 0, a < b,
which is reflected at two barriers a and b so as to stay on the interval [a, b]; see page 165 of [1] for the con-
struction of this process. We let pia,b be the corresponding strategy and va,b the corresponding expected
total cost. Our aim is to show that by choosing the values of (a, b) appropriately, the minimization is
attained by the strategy pia,b.
For b ≥ a, let
Γ(a, b) := CD + CUZ
(q)(b− a) + f(b)W (q)(0) +
∫ b
a
f(y)W (q)
′
(b− y)dy −W (q)(b− a)f(a)
= CD + CU + ϕa(b; f˜
′).
(3.1)
Also let
R(q)(y) := Z
(q)
(y) +
ψ′(0+)
q
, y ∈ R.
Lemma 3.1. Fix any a < b. We have pia,b ∈ Π. Moreover, for x ≤ b,
va,b(x) =
Γ(a, b)
qW (q)(b− a)Z
(q)(x− a)− CUR(q)(x− a) + f(a)
q
Z(q)(x− a)− ϕa(x; f)
=
Γ(a, b)
qW (q)(b− a)Z
(q)(x− a)− CUR(q)(x− a) + f(a)
q
−
∫ x
a
W
(q)
(x− y)f ′(y)dy.
(3.2)
For x ≥ b, we have va,b(x) = va,b(b) + CD(x− b).
Proof. As in Theorem 1 of [1], for all a ≤ x ≤ b,
Ex
[∫
[0,∞)
e−qtdDa,bt
]
=
Z(q)(x− a)
qW (q)(b− a) ,
Ex
[∫
[0,∞)
e−qtdUa,bt
]
= −R(q)(x− a) + Z
(q)(b− a)
qW (q)(b− a)Z
(q)(x− a),
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which are finite under Assumption 2.2 and hence pia,b ∈ Π. The q-resolvent density of Y a,b is, by
Theorem 1 of [33], for y ∈ [a, b],
Ex
[∫
[0,∞)
e−qt1{Y a,bt ∈dy}dt
]
=
[
Z(q)(x− a)W (q)′(b− y)
qW (q)(b− a) −W
(q)(x− y)
]
dy
+
[
Z(q)(x− a) W
(q)(0)
qW (q)(b− a)
]
δb(dy),
where δb is the Dirac measure at b. Summing up these,
va,b(x) = CD
Z(q)(x− a)
qW (q)(b− a) + CU
[
−R(q)(x− a) + Z
(q)(b− a)
qW (q)(b− a)Z
(q)(x− a)
]
+
∫ b
a
f(y)
[Z(q)(x− a)W (q)′(b− y)
qW (q)(b− a) −W
(q)(x− y)
]
dy + f(b)Z(q)(x− a) W
(q)(0)
qW (q)(b− a)
=
Z(q)(x− a)
qW (q)(b− a)
[
CD + CUZ
(q)(b− a) + f(b)W (q)(0) +
∫ b
a
f(y)W (q)
′
(b− y)dy
]
− CUR(q)(x− a)− ϕa(x; f),
which equals the first equality of (3.2). The second equality holds because integration by parts gives
ϕa(x; f) = W
(q)
(x− a)f(a) +
∫ x
a
W
(q)
(x− y)f ′(y)dy, x ≥ a.
The case x < a holds because va,b(x) = va,b(a) − CU(x − a) and Z(q)(x − a) = Z(q)(0) and
R(q)(x− a) = (x− a) +R(q)(0). The case x > b similarly holds. 
3.1. Smoothness conditions. Taking a derivative in (3.2),
v′a,b(x) =
Γ(a, b)
W (q)(b− a)W
(q)(x− a)− CU − ϕa(x; f˜ ′), a < x < b,(3.3)
and hence by (3.1)
v′a,b(b−) = CD and v′a,b(a+) =
Γ(a, b)
W (q)(b− a)W
(q)(0)− CU .(3.4)
This implies, in view of Remark 2.1(2), that the differentiability of va,b at b holds for all cases while it
holds at a when Γ(a, b)/W (q)(b− a) = 0 for the case of bounded variation and it holds automatically for
the case of unbounded variation.
Taking another derivative, we have, for a.e. x ∈ (a, b),
v′′a,b(x) =
W (q)
′
(x− a)
W (q)(b− a) Γ(a, b)−
∫ x
a
W (q)
′
(x− y)f˜ ′(y)dy − f˜ ′(x)W (q)(0),
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and hence
v′′a,b(b−) =
Γ(a, b)
W (q)(b− a)W
(q)′((b− a)−)− γ(a, b),
v′′a,b(a+) =
Γ(a, b)
W (q)(b− a)W
(q)′(0+)− f˜ ′(a+)W (q)(0),
where
γ(a, b) :=
∫ b
a
W (q)
′
(b− y)f˜ ′(y)dy + f˜ ′(b−)W (q)(0) = ∂
∂b
Γ(a, b−), b > a.(3.5)
Hence, our candidate levels (a, b) are such that
Γ(a, b)
W (q)(b− a) = 0,(3.6)
γ(a, b) = 0.(3.7)
Here we understand for the case b = ∞ that limb→∞ Γ(a, b)/W (q)(a, b) = 0. In such case, in view
of (3.2), limb→∞ va,b(x) = va,∞(x) := −CUR(q)(x − a) + f(a)Z(q)(x − a)/q − ϕa(x; f) and hence
limb→∞ v′a,b(x) = v
′
a,∞(x) and limb→∞ v
′′
a,b(x) = v
′′
a,∞(x) also hold.
We summarize the results as follows.
Lemma 3.2. (1) If (3.6) holds for some a < b ≤ ∞, then va,b is differentiable (resp. twice-differentiable)
at a when X is of bounded (resp. unbounded) variation.
(2) If in addition b <∞, it is continuously differentiable at b. In particular, when (3.7) further holds,
then it is twice-differentiable at b.
3.2. Existence of (a∗, b∗). Here we show the existence of a pair (a∗, b∗) where (3.6) and (3.7) hold
simultaneously. Equivalently, we pursue (a∗, b∗) such that the function b 7→ Γ(a∗, b) attains a minimum
0 at b∗ (if b∗ <∞).
First, by (2.3), (3.1) and (3.5),
Γ(a, a) = CD + CU > 0 and γ(a, a+) = f˜ ′(a+)W (q)(0), a ∈ R.(3.8)
Recall the definition of the level a as in Assumption 2.1. Fix any a ≥ a. Because γ(a, b) ≥ 0 for b > a
in view of (3.5), the function b 7→ Γ(a, b) starts at a positive value Γ(a, a) and increases in b. Therefore,
it never crosses nor touches the x-axis.
We now start at a and decrease its value until we arrive at the desired pair (a∗, b∗) such that b 7→
Γ(a∗, b) first touches the x-axis at b∗.
We shall first show that a as in Lemma 2.1(1) becomes a lower bound of such a∗. For any fixed a ∈ R,
ϕa(b; f˜
′)
W (q)(b− a) =
∫ b
a
f˜ ′(y)
W (q)(b− y)
W (q)(b− a)dy = e
Φ(q)a
∫ b
a
f˜ ′(y)e−Φ(q)y
WΦ(q)(b− y)
WΦ(q)(b− a)dy.
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Here, by (2.8), 1{y≤b}|f˜ ′(y)|e−Φ(q)yWΦ(q)(b− y)/WΦ(q)(b− a) ≤ |f˜ ′(y)|e−Φ(q)y for a.e. y ≥ a, which is
integrable over (a,∞) by Assumption 2.1(1). Hence, by (3.1), dominated convergence gives
lim
b→∞
Γ(a, b)
W (q)(b− a) = Ψ(a; f˜
′).(3.9)
By Lemma 2.1(1), this also implies that limb→∞ Γ(a, b) = ∞ if a > a and limb→∞ Γ(a, b) = −∞ if
a < a. Therefore, for fixed a ∈ (a, a), the infimum Γ(a) := infb≥a Γ(a, b) exists and is increasing in a
because the (right-)derivative with respect to a becomes
∂
∂a
Γ(a+, b) = −f˜ ′(a+)W (q)(b− a), a < b,(3.10)
which is positive for a < a, and for any a′ < a < a (such that f˜ ′ < 0 on (a′, a)),
Γ(a′) ≤ inf
b≥a
Γ(a′, b) = inf
b≥a
(
Γ(a, b) +
∫ a
a′
f˜ ′(y)W (q)(b− y)dy
)
≤ inf
b≥a
(
Γ(a, b) +
∫ (a+a′)/2
a′
f˜ ′(y)W (q)(b− y)dy
)
≤ inf
b≥a
(
Γ(a, b) +W (q)
(
b− a+ a
′
2
)∫ (a+a′)/2
a′
f˜ ′(y)dy
)
≤ Γ(a) +W (q)
(a− a′
2
)∫ (a+a′)/2
a′
f˜ ′(y)dy < Γ(a).
It is also easy to see that the function Γ(a) is continuous on (a, a).
In view of these arguments, as we decrease the value of a from a to a, there are two scenarios:
(1) The curve b 7→ Γ(a, b) downcrosses the x-axis for a finite b for some a ∈ (a, a); i.e., there exists
a′ ∈ (a, a) such that Γ(a′) < 0.
(2) The curve b 7→ Γ(a, b) is uniformly positive for any choice of a ∈ (a, a); i.e., Γ(a) ≥ 0 for all
a ∈ (a, a).
For the first scenario, due to the continuity and increasingness of Γ on (a, a) and because Γ(a) =
CD + CU > 0, there must exist a unique a∗ ∈ (a, a) such that Γ(a∗) = 0. By calling b∗ the largest value
of the minimizers of Γ(a∗, ·), we must have that Γ(a∗, b∗) = 0. In addition, if the function γ(a∗, ·) is
continuous at b∗ then γ(a∗, b∗) = 0 due to the property of the local minimum. Notice, in view of the
definition of γ(·, ·) as in (3.5), that γ(a, b) < 0 for any a < b ≤ a, and hence such b∗ > a.
For the second scenario, we have Γ(a, b) ≥ 0 for any a ∈ (a, a) and b ≥ a. Taking a ↓ a, we
have Γ(a, b) ≥ 0 for any b ≥ a. By (3.9), we see that va,∞(x) := limb→∞ va,b(x) equals v˜a(x) as in
(2.11), that is attained by the strategy pia,∞ comprising of the single barrier strategy Ua,∞ as in (2.10)
and Dpi = Da,∞ ≡ 0.
We summarize the results in the lemma below.
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Lemma 3.3. There exist a unique a∗ such that Γ(a∗, x) ≥ 0 for all x ∈ [a∗,∞), and b∗ (defined as the
largest minimizer of Γ(a∗, ·)) such that either Case 1 or Case 2 defined below holds.
Case 1: a < a∗ < a < b∗ and
Γ(a∗, b∗) = 0.
Moreover, if γ(a∗, b∗) is continuous at b∗ then we also have that γ(a∗, b∗) = 0.
Case 2: a∗ = a and b∗ =∞ and
lim
b→∞
Γ(a, b)
W (q)(b− a) = 0.
Remark 3.1. In view of Case 1 of Lemma 3.3, the function b 7→ γ(a∗, b) is continuous at b∗ if f is
differentiable at b∗ or X is of unbounded variation (i.e. W (q)(0) = 0 as in (2.9)).
Remark 3.2. (1) Because a∗ < a and a→ −∞ asCU →∞, we must have a∗ → −∞ asCU →∞.
On the other hand, a∗ must be finite when CU is finite because a∗ ≥ a.
(2) By (3.9) and Lemma 2.1(1), for any a > a, Γ(a)−CD −CU = infb≥a ϕa(b; f˜ ′) > −∞. Because
this does not depend on the value of CD, we have Γ(a)→∞ as CD →∞. Equivalently, for any
a > a, we can choose a sufficiently large CD so that Γ(a) > 0. Hence, a∗ → a and b∗ → ∞ as
CD →∞.
4. VERIFICATION LEMMA
With (a∗, b∗) whose existence is proved in Lemma 3.3, our candidate value function becomes, by (3.2),
for all x ≤ b∗,
va∗,b∗(x) = −CUR(q)(x− a∗) + f(a
∗)
q
Z(q)(x− a∗)− ϕa∗(x; f)
= −CUR(q)(x− a∗) + f(a
∗)
q
−
∫ x
a∗
W
(q)
(x− y)f ′(y)dy.
(4.1)
Integration by parts gives (for more details, see Lemma 4.1 of [38])
ϕa∗(x; f) = ϕa∗(x; f˜)− CU
[
a∗Z(q)(x− a∗) + Z(q)(x− a∗)− x
]
, x ∈ R.
Hence we can also write
va∗,b∗(x) = −CU
(ψ′(0+)
q
+ x
)
+
f˜(a∗)
q
Z(q)(x− a∗)− ϕa∗(x; f˜), x ≤ b∗.(4.2)
Let L be the infinitesimal generator associated with the process X applied to a sufficiently smooth
function h
Lh(x) := ch′(x) + 1
2
σ2h′′(x) +
∫
(−∞,0)
[
h(x+ z)− h(x)− h′(x)z1{−1<z<0}
]
ν(dz), x ∈ R.
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By Lemma 3.2 and Remarks 2.1(1) and 3.1, the function va∗,b∗ is C1(R) (resp. C2(R)) when X is of
bounded (resp. unbounded) variation. Moreover, the integral part is well defined and finite by Assump-
tion 2.2 and because va∗,b∗ is linear below a∗. Hence, Lva∗,b∗(·) makes sense anywhere on R.
The following theorem addresses some additional conditions that are sufficient for the optimality of
va∗,b∗ .
Theorem 4.1 (Verification lemma). Suppose
(1) −CU ≤ v′a∗,b∗(x) for all x ∈ (a∗, b∗),
(2) (L − q)va∗,b∗(x) + f(x) ≥ 0 for all x > b∗.
Then, we have
va∗,b∗(x) = inf
pi∈Π
vpi(x), x ∈ R,
and pia∗,b∗ is the optimal strategy.
We shall later show that the conditions (1) and (2) of the above theorem are satisfied if the function f
is convex or more generally Assumption 5.1 below holds.
In order to show Theorem 4.1 above, we first show Lemmas 4.1 and 4.2 below.
Lemma 4.1. (1) We have (L − q)va∗,b∗(x) + f(x) = 0 for a∗ < x < b∗.
(2) We have (L − q)va∗,b∗(x) + f(x) ≥ 0 for x ≤ a∗.
Proof. As in the proof of Theorem 2.1 in [6], (L − q)Z(q)(y − a∗) = (L − q)R(q)(y − a∗) = 0 for any
a∗ < y < b∗. On the other hand, as in the proof of Lemma 4.5 of [17], (L − q)ϕa∗(x; f) = f(x). Hence
in view of (4.1), (1) is proved.
For (2), by (4.2), va∗,b∗(x) = [−CUψ′(0+)+ f˜(a∗)]/q−CUx, for x < a∗, and hence (L−q)va∗,b∗(x)+
f(x) = f˜(x)− f˜(a∗). This is positive by x ≤ a∗ < a and Assumption 2.1(2), as desired. 
By (3.1) and (3.3),
v′a∗,b∗(x) = −Γ(a∗, x) + CD, a∗ ≤ x ≤ b∗.(4.3)
Lemma 4.2. For all x ∈ R, we have v′a∗,b∗(x) ≤ CD.
Proof. By Lemma 3.3, we must have Γ(a∗, x) ≥ 0 on [a∗, b∗] and hence in view of (4.3), this inequality
holds for x ∈ [a∗, b∗]. For x ∈ (−∞, a∗), we have v′a∗,b∗(x) = −CU , which is smaller than CD by (2.3).
Finally, for x ∈ (b∗,∞), we have v′a∗,b∗(x) = CD. 
We are now ready to give a proof for Theorem 4.1.
Proof of Theorem 4.1. As a short-hand notation, let v ≡ va∗,b∗ in this proof. By (2.3), Lemma 4.2 and
the assumption (1),
−CU ≤ v′(x) ≤ CD, x ∈ R.(4.4)
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As discussed in the introduction, we can focus on the strategy pi ∈ Π such that Upit and Dpit are not
increased simultaneously. Fix any such admissible strategy pi ∈ Π. Thanks to the smoothness of v
described above, Itoˆ’s formula (see, e.g., page 78 of [35]) gives
v(Y pit )− v(Y pi0−) =
∫
[0,t]
v′(Y pis−)dY
pi
s +
σ2
2
∫ t
0
v′′(Y pis )ds+
∑
0≤s≤t
[v(Y pis )− v(Y pis−)− v′(Y pis−)∆Y pis ].
Define the difference of the control processes ξpit := U
pi
t −Dpit , t ≥ 0. Then Y pit = Xt + ξpit and
∆ξpit =
{
∆Upit , if ∆ξ
pi
t ≥ 0,
−∆Dpit , if ∆ξpit < 0,
and dξpi,ct =
{
dUpi,ct , if dξ
pi,c
t ≥ 0,
−dDpi,ct , if dξpi,ct < 0,
where we denote ∆ζt := ζt − ζt− and ζc as the continuous part of a process ζ . We have∫
[0,t]
v′(Y pis−)dY
pi
s =
∫
[0,t]
v′(Y pis−)dXs +
∫ t
0
v′(Y pis )dξ
pi,c
s +
∑
0≤s≤t
v′(Y pis−)∆ξ
pi
s .
From the Le´vy-Itoˆ decomposition theorem (e.g., Theorem 2.1 of [28]), we know that
Xt = (σBt + ct) +
(∫
[0,t]
∫
(−∞,−1]
yN(ds× dy)
)
+
(
lim
ε↓0
∫
[0,t]
∫
(−1,−ε)
y(N(ds× dy)− ν(dy)ds)
)
,
where Bt is a standard Brownian motion and N is a Poisson random measure in the measurable space
([0,∞) × (−∞, 0),B[0,∞) × B(−∞, 0), dt × ν(dx)). The last term is a square integrable martingale,
to which the limit converges uniformly on any compact [0, T ].
Using this decomposition and defining Apit := Y
pi
t−+ ∆Xt, t ≥ 0 (so that Apit + ∆ξpit = Y pit ), integration
by parts gives (see, e.g., the proof of Theorem 3.1 of [22] for details),
e−qtv(Y pit )− v(Y pi0−) =
∫ t
0
e−qs(L − q)v(Y pis )ds+ Jt +Mt,
with
Jt :=
∫ t
0
e−qsv′(Y pis )dU
pi,c
s +
∑
0≤s≤t
e−qs[v(Apis + ∆U
pi
s )− v(Apis )]1{∆Upis >0}
−
∫ t
0
e−qsv′(Y pis )dD
pi,c
s +
∑
0≤s≤t
e−qs[v(Apis −∆Dpis )− v(Apis )]1{∆Dpis>0},
Mt :=
∫ t
0
σe−qsv′(Y pis )dBs + lim
ε↓0
∫
[0,t]
∫
(−1,−ε)
e−qsv′(Y pis−)y(N(ds× dy)− ν(dy)ds)
+
∫
[0,t]
∫
(−∞,0)
e−qs(v(Y pis− + y)− v(Y pis−)− v′(Y pis−)y1{y∈(−1,0)})(N(ds× dy)− ν(dy)ds).
By (4.4), we have the inequality: Jt ≥ −CU
∫
[0,t]
e−qsdUpis − CD
∫
[0,t]
e−qsdDpis . Moreover, by Lemma
4.1(2) and the assumption (2) of this theorem, (L − q)v(x) ≥ −f(x) for all x ∈ R.
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Let τpin := inf{t ≥ 0 : |Y pit | > n}, n > 0. Optional sampling gives
v(x) ≤ Ex
[∫ t∧τpin
0
e−qsf(Y pis )ds+ CU
∫
[0,t∧τpin ]
e−qsdUpis + CD
∫
[0,t∧τpin ]
e−qsdDpis + e
−q(t∧τpin )v(Y pit∧τpin )
]
.
By (2.4), Ex[
∫ t∧τpin
0
e−qsf(Y pis )ds] = Ex[
∫ t∧τpin
0
e−qsf˜(Y pis )ds] − CUEx[
∫ t∧τpin
0
qe−qsY pis ds]. Because f˜ ad-
mits a global minimum at a by Assumption 2.1(2) (and hence is bounded from below), dominated con-
vergence applied to the negative part of the integrand and monotone convergence for the other part give
lim
t,n↑∞
Ex
[ ∫ t∧τpin
0
e−qsf˜(Y pis )ds
]
= Ex
[ ∫ ∞
0
e−qsf˜(Y pis )ds
]
.
On the other hand, because (Y pis )
− ≤ −Xs + |x| + Dpis (where we define X t := inf0≤t′≤tXt′ , t ≥ 0, as
the running infimum process),∫ t∧τpin
0
qe−qs(Y pis )
−ds ≤ −
∫ t∧τpin
0
qe−qs(Xs − |x|)ds+
∫ t∧τpin
0
qe−qsDpis ds
≤ −
∫ ∞
0
qe−qsXsds+ |x|+
∫ ∞
0
qe−qsDpis ds.
(4.5)
Notice that
−E
[ ∫ ∞
0
qe−qsXsds
]
= Φ(q)−1 − ψ
′(0+)
q
(4.6)
by the duality and the Wiener-Hopf factorization (see, e.g., the proof of Lemma 4.4 of [22]), which is
finite by Assumption 2.2.
Integration by parts gives Ex[
∫
[0,t]
e−qsdDpis ] = Ex[e−qtDpit ] +Ex[
∫ t
0
qe−qsDpis ds] ≥ Ex[
∫ t
0
qe−qsDpis ds].
Hence, by (2.2),
∞ > Ex
[∫
[0,∞)
e−qsdDpis
]
≥ Ex
[∫ ∞
0
qe−qsDpis ds
]
.(4.7)
This together with (4.5) and (4.6) gives limt,n↑∞ Ex
[ ∫ t∧τpin
0
qe−qs(Y pis )
−ds
]
= Ex
[ ∫∞
0
qe−qs(Y pis )
−ds
]
<
∞. Similar arguments show that limt,n↑∞ Ex
[ ∫ t∧τpin
0
qe−qs(Y pis )
+ds
]
= Ex
[ ∫∞
0
qe−qs(Y pis )
+ds
]
<∞.
By these and the monotonicity of Dpit and U
pi
t in t, monotone convergence gives a bound:
v(x) = v(Upi0−) ≤ Ex
[∫ ∞
0
e−qsf(Y pis )ds+ CU
∫
[0,∞)
e−qsdUpis + CD
∫
[0,∞)
e−qsdDpis
]
+ lim sup
t,n→∞
Ex
[
e−q(t∧τ
pi
n )v+(Y pit∧τpin )
]
.
(4.8)
It remains to show that the last term of the right hand side vanishes. Indeed, we have X t − Dpit ≤
Y pit∧τpin ≤ X t+Upit , t ≥ 0 (where we defineX t := sup0≤t′≤tXt′ , t ≥ 0, as the running supremum process).
In view of this and (4.4), it is sufficient to show that Ex[e−qt(X t +Upit )] and Ex[e−qt(−X t +Dpit )] vanish
in the limit.
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First, as in Lemma 3.3 and Remark 3.2 of [22], Ex[e−qtX t] and Ex[e−qtX t] vanish in the limit as
t→∞. On the other hand, by (4.7) and the monotonicity of t 7→ Dpit ,
0 = lim
t→∞
Ex
[∫ ∞
t
qe−qsDpis ds
]
≥ lim sup
t→∞
Ex
[
Dpit
∫ ∞
t
qe−qsds
]
= lim sup
t→∞
Ex
[
e−qtDpit
]
≥ 0.
Similarly, limt→∞ Ex[e−qtUpit ] = 0 also holds.
These together with (4.8) show v(x) ≤ vpi(x) for all pi ∈ Π. We also have v(x) ≥ infpi∈Π vpi(x)
because v is attained by an admissible strategy pia∗,b∗ ∈ Π. This completes the proof. 
Showing the conditions (1) and (2) of Theorem 4.1 above is the most challenging task of this problem.
However, Case 2 (i.e. a∗ = a and b∗ = ∞) can be handled easily; we defer the discussion on Case 1 to
the next section.
Theorem 4.2. In Case 2, we have va,∞(x) = infpi∈Π vpi(x), x ∈ R, and pia,∞ is the optimal strategy.
Proof. In view of the conditions for Theorem 4.1, we only need to show the condition (1). By (4.3),
v′a,∞(x) = −Γ(a, x) + CD = −CU − ϕa(x; f˜ ′). The proof is complete because ϕa(x; f˜ ′) is nonpositive
by the proof of Proposition 7.4 of [38]. 
5. SUFFICIENT CONDITION FOR OPTIMALITY FOR CASE 1
We shall now investigate a sufficient optimality condition for Case 1 so that the assumptions in Theo-
rem 4.1 are satisfied. Throughout this section, we assume Case 1 and the following.
Assumption 5.1. We assume that, for every a < a, there exists b˜(a) ∈ (a,∞] such that
γ(a, b) ≤ (>)0⇐⇒ b < (>)b˜(a), b ≥ a.
Equivalently, this assumption says that the function b 7→ Γ(a, b) is first nonincreasing and then in-
creasing (or nonincreasing monotonically), given a < a; note from (3.5) that γ(a, b) < 0 for a < b < a
and hence the function must first decrease.
As an important condition where Assumption 5.1 holds, we show the following. It is noted that
majority of related control problems assume the convexity of f ; see, e.g., [14, 15, 21].
Theorem 5.1. If f is convex, then Assumption 5.1 holds.
Proof. Fix a < a. Integration by parts applied to (3.5) gives, for all b > a,
γ(a, b) =
∫ b
a
W (q)(b− y)f˜ ′′(y)dy + f˜ ′(a+)W (q)(b− a) +
∑
a<y<b
W (q)(b− y)[f˜ ′(y+)− f˜ ′(y−)],
(5.1)
where f˜ ′′(y) exists a.e. on (a, b) by the convexity of f . First, because f˜ ′(x+) − f˜ ′(x−) ≥ 0 for any
x ∈ R by the convexity of f , γ(a, b+)− γ(a, b−) ≥ 0.
16 E. J. BAURDOUX AND K. YAMAZAKI
Second, dividing both sides of (5.1) by W (q)(b− a) and taking a derivative with respect to b, we have
for a.e. b > a,
∂
∂b
γ(a, b)
W (q)(b− a) =
∫ b
a
∂
∂b
W (q)(b− y)
W (q)(b− a) f˜
′′(y)dy +
W (q)(0)
W (q)(b− a) f˜
′′(b−)
+
∑
a<y<b
∂
∂b
W (q)(b− y)
W (q)(b− a) [f˜
′(y+)− f˜ ′(y−)].
Here, for any a < y < b, the (right) derivative of the fraction W (q)(b− y)/W (q)(b− a) equals
∂
∂b
W (q)((b− y)+)
W (q)((b− a)+) =
W (q)(b− y)
W (q)(b− a)
[
W (q)
′
((b− y)+)
W (q)(b− y) −
W (q)
′
((b− a)+)
W (q)(b− a)
]
,(5.2)
which is positive by Remark 2.1(3). This together with the convexity of f˜ shows that b 7→ γ(a, b)/W (q)(b− a)
is nondecreasing on (a,∞). By (3.8) and Assumption 2.1(2), we have γ(a, a+) = f˜ ′(a+)W (q)(0) ≤ 0.
This means, by the positivity of W (q)(b− a), that γ(a, ·) is first negative and then positive (or uniformly
negative). This completes the proof. 
Lemma 5.1. Under Assumption 5.1, the function va∗,b∗ is convex on R.
Proof. Because a∗ < a, Assumption 5.1 guarantees that b˜(a∗) = b∗. Because b 7→ Γ(a∗, b) is nonin-
creasing on (a∗, b∗), va∗,b∗ is convex on (a∗, b∗) in view of (4.3). The convexity can be extended to R by
the differentiability at a∗ and b∗ of va∗,b∗ (if b∗ < ∞) by Lemma 3.2 and the linearity on (−∞, a∗] and
[b∗,∞). 
This lemma directly implies the following.
Proposition 5.1. Under Assumption 5.1, the condition (1) of Theorem 4.1 holds.
Fix any b ∈ R. Note that Γ(a, b) > 0 for any a ∈ [a ∧ b, b] in view of (3.1) and Assumption 2.1(2).
This together with (3.10) and Assumption 2.1(2) (which implies lima↓−∞ Γ(a, b) = −∞) shows that
there exists a unique a(b) ∈ (−∞, a ∧ b) such that
Γ(a(b), b) = 0.
Lemma 5.2. Suppose Assumption 5.1 holds. (i) If b > b′ > b∗, then a(b) < a(b′) < a∗ and (ii) if b > b∗,
γ(a(b), x−) ≥ 0 for all x ≥ b.
Proof. We first suppose b > b∗ and prove that a(b) < a∗. Assume for contradiction that b > b∗ and
a(b) ≥ a∗ hold simultaneously. By a∗ ≤ a(b) < a and (3.10), we have 0 = Γ(a(b), b) ≥ Γ(a∗, b), which
is a contradiction because Γ(a∗, b∗) = 0 and Γ(a∗, ·) is increasing on (b∗, b) (by Assumption 5.1 and
because b∗ = b˜(a∗)). Hence whenever b > b∗ we must have a∗ > a(b).
This also shows γ(a(b), b−) ≥ 0, and hence (ii) by Assumption 5.1. Indeed, if γ(a(b), b−) < 0,
this means by Assumption 5.1 that γ(a(b), ·) < 0 on (b∗, b) and hence 0 = Γ(a(b), b) < Γ(a(b), b∗).
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However, this contradicts with 0 = Γ(a∗, b∗), which is larger than Γ(a(b), b∗) by a(b) < a∗ < a and
(3.10).
Now suppose b > b′ > b∗ and assume for contradiction that a(b) ≥ a(b′) to complete the proof for (i).
By (3.10) we have 0 = Γ(a(b), b) ≥ Γ(a(b′), b), which is a contradiction because Γ(a(b′), ·) is increasing
on (b′, b) (due to (ii)) and Γ(a(b′), b′) = 0. 
Lemma 5.3. Suppose Assumption 5.1 holds. For any b > b∗, we have Γ(a(b), y) ≤ 0 for b∗ ≤ y ≤ b.
Proof. By definition, Γ(a(b), b) = 0. Because a 7→ Γ(a, b∗) is increasing on (−∞, a) by (3.10) and
a(b) < a∗ < a by Lemma 5.2(i), we have Γ(a(b), b∗) < Γ(a∗, b∗) = 0.
Because y 7→ Γ(a(b), y) is nonincreasing and then increasing on (b∗, b) (or simply monotone on
(b∗, b)), we must have that Γ(a(b), y) ≤ max{Γ(a(b), b∗),Γ(a(b), b)} = 0 for b∗ ≤ y ≤ b. 
Using Lemmas 5.2 and 5.3, we show the second condition of Theorem 4.1. Below, we use techniques
similar to [22, 30].
Proposition 5.2. Under Assumption 5.1, the condition (2) of Theorem 4.1 holds.
Proof. Fix any x > b∗. It is sufficient to prove
(L − q)(va∗,b∗ − va(x),x)(x−) := lim
y↑x
(L − q)(va∗,b∗ − va(x),x)(y) ≥ 0.(5.3)
Indeed if both (5.3) and (L − q)va∗,b∗(x) + f(x) < 0 hold simultaneously, then
0 > (L − q)va∗,b∗(x) + f(x) ≥ (L − q)va(x),x(x−) + f(x),
which leads to a contradiction because (L−q)va(x),x(y)+f(y) = 0 for a(x) < y < x that holds similarly
to Lemma 4.1(1). Notice that the function va(x),x admits the same form as (4.1) (with a∗ replaced with
a(x)) because Γ(a(x), x) = 0.
Notice from (3.4) that both va∗,b∗ and va(x),x are differentiable on R. Similarly to (4.3),
v′a(x),x(y) = −Γ(a(x), y) + CD and v′′a(x),x(y) = −γ(a(x), y), a(x) < y < x.(5.4)
The dominated convergence theorem gives
(L − q)(va∗,b∗ − va(x),x)(x−) = c(v′a∗,b∗ − v′a(x),x)(x) +
1
2
σ2(v′′a∗,b∗ − v′′a(x),x)(x−)
+
∫
(−∞,0)
[
(va∗,b∗ − va(x),x)(x+ z)− (va∗,b∗ − va(x),x)(x)− (v′a∗,b∗ − v′a(x),x)(x)z1{−1<z<0}
]
ν(dz)
− q(va∗,b∗ − va(x),x)(x).
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By the differentiability of va(x),x and v′a∗,b∗(x) = CD and v
′′
a∗,b∗(x) = 0 as x > b
∗, this is simplified to
(5.5) (L − q)(va∗,b∗ − va(x),x)(x−) = −1
2
σ2v′′a(x),x(x−)
+
∫
(−∞,0)
[
(va∗,b∗ − va(x),x)(x+ z)− (va∗,b∗ − va(x),x)(x)
]
ν(dz)− q(va∗,b∗ − va(x),x)(x).
By taking limits in (5.4) and by Lemma 5.2(ii),
v′′a(x),x(x−) = −γ(a(x), x−) ≤ 0.
In order to prove the positivity of the integral part of (5.5), we shall prove that
v′a(x),x(y) ≥ v′a∗,b∗(y), y ∈ (−∞, x).(5.6)
Recall also that a(x) < a∗ by Lemma 5.2(i).
(i) For b∗ ≤ y < x, by Lemma 5.3, v′a(x),x(y) = −Γ(a(x), y) + CD ≥ CD = v′a∗,b∗(y).
(ii) For a∗ ≤ y < b∗,
v′a(x),x(y) = −Γ(a(x), y) + CD ≥ −Γ(a∗, y) + CD = v′a∗,b∗(y).
Here the inequality holds because a(x) < a∗ < a and Γ(·, y) is increasing by (3.10).
(iii) For a(x) ≤ y < a∗, by Assumption 5.1, (3.8) and (3.10), Γ(a(x), y) ≤ Γ(a(x), a(x)) ∨
Γ(a(x), a∗) ≤ Γ(a(x), a(x)) ∨ Γ(a∗, a∗) = CD + CU . Hence
v′a(x),x(y) = −Γ(a(x), y) + CD ≥ −CU = v′a∗,b∗(y).
(vi) For y < a(x), we have that v′a(x),x(y) = v
′
a∗,b∗(y) = −CU . Hence (5.6) holds, and consequently
the integral of (5.5) is positive.
Finally, we shall show that
va(x),x(x) ≥ va∗,b∗(x).(5.7)
By (4.2) (which also holds when a∗ is replaced with a(x)) and a(x) < a∗,
va(x),x(a(x)) = −CU ψ
′(0+)
q
+
f˜(a(x))
q
− CUa(x),
va∗,b∗(a(x)) = −CU ψ
′(0+)
q
+
f˜(a∗)
q
− CUa(x).
Because a(x) < a∗ < a, we have va(x),x(a(x)) ≥ va∗,b∗(a(x)) by Assumption 2.1(2). This together with
(5.6) shows (5.7). Putting altogether, (5.3) indeed holds. This completes the proof. 
Combining Propositions 5.1 and 5.2, we have the following.
Theorem 5.2. Under Assumption 5.1, we have va∗,b∗(x) = infpi∈Π vpi(x) for x ∈ R, and pia∗,b∗ is the
optimal strategy.
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6. EXAMPLES
Recall from Theorems 5.1 and 5.2 that whenever the running cost function f is convex, the optimality
of va∗,b∗ holds. In this section we consider the following two special cases and study the criteria for Case
1 and Case 2 as in Lemma 3.3.
6.1. Quadratic case. Suppose the running cost function is f ≡ fQ where
fQ(x) := α
−x21{x<0} + α+x21{x≥0}, x ∈ R,(6.1)
for some α−, α+ > 0. The quadratic cost function of this form is used in, e.g., [2].
We then have f ′Q(x) = 2[α
−1{x<0} + α+1{x≥0}]x and f˜ ′Q(x) = 2[α
−1{x<0} + α+1{x≥0}]x + qCU .
Hence, Assumption 2.1(2) holds with a = −qCU/(2α−) if CU ≥ 0 and a = −qCU/(2α+) if CU < 0.
Moreover, for a ≤ 0,
Ψ(a; f˜ ′) =
{
2α−a+qCU
Φ(q)
+ 2(α
+−α−)eΦ(q)a+2α−
Φ(q)2
, a ≤ 0,
2α+a+qCU
Φ(q)
+ 2α
+
Φ(q)2
, a > 0,
and hence a is either a ≤ 0 satisfying
2α−a+ qCU = − 2
Φ(q)
(
(α+ − α−)eΦ(q)a + α−
)
,(6.2)
or a > 0 satisfying
2α+a+ qCU = − 2
Φ(q)
α+.(6.3)
In addition, direct computation gives for a ≤ 0
Γ(a, b) = CU + CD + (2α
−a+ qCU)W
(q)
(b− a) + 2α−
∫ 0∧b
a
W
(q)
(b− y)dy + 2α+
∫ b
0∧b
W
(q)
(b− y)dy,
and for a > 0,
Γ(a, b) = CU + CD + (2α
+a+ qCU)W
(q)
(b− a) + 2α+
∫ b
a
W
(q)
(b− y)dy.
We first show the following.
Lemma 6.1. For any a ≤ 0, we have limb↑∞[W (q)(b)−W (q)(b− a)eΦ(q)a] = (eΦ(q)a − 1)/q.
Proof. The case a = 0 holds trivially and hence we assume a < 0. By (2.6), Eb
[
e−qτ
−
0 1{τ+b−a>τ−0 }
]
=
1 + qW
(q)
(b)− (1 + qW (q)(b− a))W (q)(b)/W (q)(b− a). Because this converges to 0 as b ↑ ∞, we have
the convergence:
−1
q
= lim
b↑∞
[
W
(q)
(b)− eΦ(q)aW (q)(b− a)− 1
q
W (q)(b)
W (q)(b− a) +
W
(q)
(b− a)
W (q)(b− a)
(
eΦ(q)aW (q)(b− a)−W (q)(b)
)]
.
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By equation (95) of Kuznetsov et al. [27], we can decompose the scale function so that W (q)(y) =
eΦ(q)y/ψ′(Φ(q)) − uˆ(q)(y), y ≥ 0, where uˆ(q)(z) is uniformly bounded and vanishes as z ↑ ∞. Hence,
eΦ(q)aW (q)(b−a)−W (q)(b) = −uˆ(q)(b−a)eΦ(q)a+ uˆ(q)(b) b↑∞−−→ 0. On the other hand, by (2.7) and (2.8),
W (q)(b)/W (q)(b−a) b↑∞−−→ eΦ(q)a andW (q)(b− a)/W (q)(b− a) b↑∞−−→ Φ(q)−1. This shows the claim. 
Proposition 6.1. Suppose f ≡ fQ as in (6.1). Then, Case 1 always holds.
Proof. It is sufficient to show that Γ(a, b)
b↑∞−−→ −∞. Indeed, by the continuity of Γ(a, b) in a, this means
that there must exist a′ > a such that b 7→ Γ(a′, b) downcrosses the x-axis, which means Case 1.
(i) We shall first consider the case a ≤ 0. For b > 0, by (6.2),
Γ(a, b) = CU + CD + (2α
−a+ qCU)W
(q)
(b− a) + 2α−
∫ b−a
0
W
(q)
(y)dy + 2(α+ − α−)
∫ b
0
W
(q)
(y)dy
= CU + CD + (2α
−a+ qCU)
(
W
(q)
(b− a)− Φ(q)
∫ b−a
0
W
(q)
(y)dy
)
− 2(α+ − α−)
(
eΦ(q)a
∫ b−a
0
W
(q)
(y)dy −
∫ b
0
W
(q)
(y)dy
)
.
By Lemma 7.1 of [38], for the process Ua,∞ as defined in (2.10), we have
Ex
[ ∫
[0,∞)
e−qtdUa,∞t
]
= −(x− a) + q
Φ(q)
(
W
(q)
(x− a)− Φ(q)
∫ x−a
0
W
(q)
(y)dy
)
+
1
Φ(q)
− ψ
′(0+)
q
.
(6.4)
For any x > 0(≥ a), because 0 ≤ Ua,∞t ≤ −X t∨0, we have 0 ≤
∫
[0,∞) e
−qtdUa,∞t ≤
∫∞
0
qe−qtUa,∞t dt ≤∫∞
0
qe−qt[(−X t) ∨ 0]dt. Moreover,
lim sup
x→∞
Ex
[ ∫ ∞
0
qe−qt[(−X t) ∨ 0]dt
]
= lim sup
x→∞
E
[ ∫ ∞
0
qe−qt[(−(X t + x)) ∨ 0]dt
]
= 0,
where the last equality holds by dominated convergence by noting that, under P, 0 ≤ ∫∞
0
qe−qt[(−(X t +
x)) ∨ 0]dt ≤ ∫∞
0
qe−qt(−(X t))dt, which is integrable by (4.6). Hence, (6.4) vanishes as x → ∞.
Therefore,
W
(q)
(b− a)− Φ(q)
∫ b−a
0
W
(q)
(y)dy ∼ Φ(q)
q
(b− a),(6.5)
where x ∼ y means x/y → 1 as b→∞. On the other hand, by l’Hoˆpital’s rule and Lemma 6.1,
eΦ(q)a
∫ b−a
0
W
(q)
(y)dy −
∫ b
0
W
(q)
(y)dy ∼ b
(
eΦ(q)aW
(q)
(b− a)−W (q)(b)
)
∼ b1− e
Φ(q)a
q
.
Combining these and by (6.2),
lim
b↑∞
Γ(a, b)
b
= (2α−a+ qCU)
Φ(q)
q
− 2(α+ − α−)1− e
Φ(q)a
q
= −2α
+
q
< 0.
This completes the proof for the case a ≤ 0.
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(ii) For the case a > 0, by (6.3),
Γ(a, b) = CU + CD − 2α
+
Φ(q)
(
W
(q)
(b− a)− Φ(q)
∫ b
a
W
(q)
(b− y)dy
)
,
which goes to −∞ by (6.5). This completes the proof.

6.2. Linear case. Suppose the running cost function is f ≡ fL where
fL(x) := α
−|x|1{x≤0} + α+x1{x>0}, x ∈ R,(6.6)
for some α+, α− ∈ R. This linear cost is specifically assumed in related control problems such as
[13, 37]. For any x 6= 0, f ′L(x) = −α−1{x<0} + α+1{x>0} and f˜ ′L(x) = −α−1{x<0} + α+1{x>0} + qCU .
Hence, in order for Assumption 2.1 to be satisfied, we need to require that
qCU + α
+ > 0 > qCU − α−.(6.7)
Under (6.7), we have a = 0, and a < 0 is the unique value such that
(α− + α+)eΦ(q)a = α− − qCU ,(6.8)
which always exists because (6.7) guarantees that α− + α+ > 0 and α− − qCU ∈ (0, α− + α+). In
addition, direct computation gives, for any a ∈ [a, a] and b > a,
Γ(a, b) = CU + CD + (qCU − α−)W (q)(b− a) + (α− + α+)W (q)(b),
γ(a, b) = (qCU − α−)W (q)(b− a) + (α− + α+)W (q)(b).
Proposition 6.2. Suppose f ≡ fL as in (6.1) such that (6.7) holds. Then, Case 1 holds if CD < α+/q
and Case 2 holds otherwise.
Proof. Because a < a = 0, the fraction W (q)(b)/W (q)(b− a) is increasing in b (see (5.2)). Hence, for
any a < b, by (6.8) (together with (2.7) and (2.8)),
γ(a, b)
W (q)(b− a) ↗ (α
− + α+) lim
b→∞
W (q)(b)
W (q)(b− a) + (qCU − α
−) = (α− + α+)eΦ(q)a + (qCU − α−) = 0.
Hence, γ(a, b) ≤ 0 uniformly in b, or equivalently the function b 7→ Γ(a, b) is uniformly decreasing and
infb≥a Γ(a, b) = limb→∞ Γ(a, b). By this, Case 1 holds if limb→∞ Γ(a, b) < 0 while Case 2 holds if
limb→∞ Γ(a, b) ≥ 0 . Now the proof is complete because, by Lemma 6.1 and (6.8),
lim
b→∞
Γ(a, b) = CU + CD + (α
− + α+)
eΦ(q)a − 1
q
= CU + CD − (α− + α+)/q + α−/q − CU = CD − α+/q.

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7. NUMERICAL RESULTS
In this section, we conduct numerical experiments using the spectrally negative Le´vy process in the
β-family introduced by [25]. The following definition is due to Definition 4 of [25].
Definition 7.1. A spectrally negative Le´vy process is said to be in the β-family if (2.1) is written
ψ(z) = δˆz +
1
2
σ2z2 +
$
β
{
B(α +
z
β
, 1− λ)−B(α, 1− λ)
}
for some δˆ ∈ R, α > 0, β > 0, $ ≥ 0, λ ∈ (0, 3)\{1, 2} and the beta function B(x, y).
This is a subclass of the meromorphic Le´vy process [26] and hence the Le´vy measure can be written
ν(dz) =
∞∑
j=1
pjηje
−ηj |z|1{z<0}dz, z ∈ R,
for some {pk, ηk; k ≥ 1}. The equation ψ(·) = q has countably many roots {−ξk,q; k ≥ 1} that are all
negative real numbers and satisfy the interlacing condition: · · · < −ηk < −ξk,q < · · · < −η2 < −ξ2,q <
−η1 < −ξ1,q < 0. By using similar arguments as in [18], the scale function can be written as
W (q)(x) =
eΦ(q)x
ψ′(Φ(q))
−
∞∑
i=1
Bi,qe
−ξi,qx, x ≥ 0,
where
Bi,q :=
Φ(q)
q
ξi,qAi,q
Φ(q) + ξi,q
and Ai,q :=
(
1− ξi,q
ηi
)∏
j 6=i
1− ξi,q
ηj
1− ξi,q
ξj,q
, i ≥ 1.
Throughout this section, we suppose δˆ = 0.1, λ = 1.5, α = 3, β = 1, $ = 0.1 and σ = 0.2. This
means that the process is of unbounded variation with jumps of infinite activity. We also let q = 0.03.
7.1. Quadratic case. We shall first consider the quadratic case with f ≡ fQ as in (6.1) with α− = α+ =
1. As is discussed in Proposition 6.1, Case 1 necessarily holds and a∗ must be in (a, a). Due to the fact
that Γ(·) is monotone and γ(a, ·) satisfies Assumption 5.1 by Theorem 5.1, the values of a∗ and b∗ can
be easily computed by a (nested) bisection-type method.
Figure 1 shows the functions b 7→ Γ(a, b) and b 7→ γ(a, b) for a = a, (a+a∗)/2, a∗, (a∗+a)/2, a with
the common values CU = CD = 10. As has been studied in Subsection 3.2, Γ(a, ·) starts at a positive
value and increases monotonically. On the other hand, as in the proof of Proposition 6.1, Γ(a, ·) goes to
−∞ (and hence Case 1 always holds). The desired value of a∗ is such that the function is tangent (at b∗)
to the x-axis. It can be confirmed by the graph on the right that Assumption 5.1 indeed holds for each a.
In Figure 2, we show the value functions for CU ∈ E := {35, 30, 25, 20, 15, 10, 5, 0,−5} with the
common value of CD = 6 (left) and also those for CD ∈ E with CU = 6 (right). With these selections of
parameters, (2.3) is always satisfied. It is clear that the value function is monotone in both CU and CD.
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FIGURE 1. Quadratic case: the plots of b 7→ Γ(a, b) (left) and b 7→ γ(a, b) (right) for
a = a, (a + a∗)/2, a∗, (a∗ + a)/2, a. The line in red corresponds to the one for a = a∗;
the point at which Γ(a∗, ·) is tangent to the x-axis (or γ(a∗, ·) vanishes) becomes b∗.
The distance between a∗ and b∗ tends to shrink as CU + CD decreases. In all cases, we can confirm that
the optimal barrier levels (a∗, b∗) are indeed finite.
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FIGURE 2. Quadratic case: the plots of the value function for CU ∈ E with the common
value of CD = 6 (left) and also those for CD ∈ E with CU = 6 (right). The up-pointing
and down-pointing triangles show the points at a∗ and b∗, respectively.
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7.2. Linear case. We shall then consider the linear case with f ≡ fL as in (6.6) with α− = α+ = 1.
Figure 3 shows the functions b 7→ Γ(a, b) and b 7→ γ(a, b) for a = a, (a + a∗)/2, a∗, (a∗ + a)/2, a with
the common values CU = CD = 10. A noticeable difference with the quadratic case in Figure 1 is that
the function γ(a, ·) is not differentiable at b = 0. Moreover, Γ(a, ·) converges to a finite value. Recall
that the limit is positive if and only if a∗ = a and b∗ =∞. We can confirm that Assumption 5.1 is indeed
satisfied.
Similarly to Figure 2, we show in Figure 4 the value functions using the same parameter set for CU
and CD. Here, we exclude the case CU = 35 because it violates (6.7). Moreover, the case CD = 35
is an example of Case 2 because CD ≥ α+/q as in Proposition 6.2. We see that because the tail of the
function f grows/decreases slower than the quadratic case, the levels (a∗, b∗) for this linear case are more
sensitive to the values of CU and CD.
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FIGURE 3. Linear case: the plots of b 7→ Γ(a, b) (left) and b 7→ γ(a, b) (right) for a =
a, (a+ a∗)/2, a∗, (a∗ + a)/2, a.
ACKNOWLEDGEMENTS
We thank the anonymous referee for constructive comments and suggestions. E. J. Baurdoux was
visiting CIMAT, Guanajuato when part of this work was carried out and he is grateful for their hospitality
and support. K. Yamazaki is in part supported by MEXT KAKENHI grant numbers 22710143 and
26800092, JSPS KAKENHI grant number 23310103, the Inamori foundation research grant, and the
Kansai University subsidy for supporting young scholars 2014.
DOUBLY REFLECTED LE´VY PROCESSES IN SINGULAR CONTROL 25
-8 -6 -4 -2 0 2
-50
0
50
100
150
200
250
300
x
va
lu
e 
fu
nc
tio
n
-3 -2 -1 0 1 2
-20
0
20
40
60
80
100
120
140
160
180
x
va
lu
e 
fu
nc
tio
n
with respect to CU with respect to CD
FIGURE 4. Linear case: the plots of the value function for CU ∈ E\{35} with the com-
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