Abstract. This work deals with parameter estimation for the drift of jump diffusion processes which are driven by a Lévy process and whose drift term is linear in the parameter. In contrast to the commonly used maximum likelihood estimator, our proposed estimator has the practical advantage that its calculation does not require the evaluation of the continuous part of the sample path. In the important case of an Ornstein-Uhlenbeck-type jump diffusion, which is a widely used model, we prove consistency and asymptotic normality.
Introduction
In statistical inference for time-continuous stochastic processes, parameter estimators that are based on the observation of the entire time-continuous path are natural objects to study: These estimators have often a closed-form representation in terms of stochastic integrals such that large sample results like consistency and asymptotic normality may be obtained by using techniques from stochastic analysis, see Section 5. In many situations continuous time estimators can be fairly approximated by their discrete time versions, see Lemma 3.1 for a representation.
There exists a large number of publications on drift parameter estimation for timecontinuously observed diffusion processes. Maximum likelihood estimation is thereby, as well as in many other fields of statistical inference, the most commonly used estimation method. For a continuous diffusion process, which is an important model in many applied fields, with stochastic differential (1) dX t = f (t, X t , θ)dt + dB t , 0 ≤ t ≤ T, where (B t ) t≥0 denotes Brownian motion and θ the unknown parameter, maximum likelihood estimation is based on Girsanov's theorem which provides an expression of the likelihood function. The resulting maximum likelihood estimator requires the computation of integrals of the form
Asymptotic properties of maximum likelihood estimates from time-continuous realizations of the process in (1) can be found e.g. in [3] and [17] . Given time-continuous observations {X t , 0 ≤ t ≤ T } the integral in (2) is approximated by an Itô sum using time-discrete increments of the sample path. Especially in mathematical finance, an important generalization of model (1) is the jump diffusion process allowing for the possibility of discontinuities and a wide variety of marginal distributions, see [2] and [6] for some applications. The jump diffusion process is defined as the solution to (3) dX t = f (t, X t , θ)dt
where (L t ) t≥0 is a homogeneous Lévy process, and the application of the maximum likelihood approach to the Girsanov density yields estimators that are based on T 0 f (t, X t , θ)dX 0,c t where X 0,c t is the continuous local martingale part of the process (see section 3 for the exact definition). This integral cannot be computed without further ado since the process (X c t ) t≥0 is not observed separately in practice. Large sample results on the maximum likelihood estimator for jump diffusion processes are derived in [21] and [22] .
In this treatment we present an alternative continuous-time estimator for the drift parameter θ of the jump diffusion process given in (3) where the drift term is linear in the parameter, that means that the process solves (4)
Our estimator is derived by making use of the least squares method. In detail, we first regard the discretized version of the stochastic differential equation (4) and apply ordinary least squares estimation. In doing so, we obtain a time-discrete estimator. Thereafter, we take the limit as the discretization step ∆t goes toward zero and get thereby a continuous time estimator of the drift parameter. Note that the resulting least squares estimator does not coincide with the trajectory fitting estimator (see Section 2.2.3 in [18] ) which is sometimes referred to as time-continuous least squares estimator as well. The crucial point of this work is the fact that, unlike the maximum likelihood estimator, our estimator requires the computation of integrals of the form (2) which can be calculated from the given data and which do not require further investigation determining the continuous part of the sample path.
In Sections 5, 6 and 7 we prove strong consistency and asymptotic normality of our time-continuous least squares estimator for a time-inhomogeneous, mean-reverting OrnsteinUhlenbeck process of the form (4) provided with a periodic drift. The case of a continuous driving process in this Ornstein-Uhlenbeck model is studied by the authors in [7] . Note that mean reversion, periodicity and the occurrence of jumps are meaningful properties of, for example, energy commodity and particularly electricity data, cf. [11] . In the case of the ordinary Ornstein-Uhlenbeck process with jumps, [12] studies the large sample behavior of the time-continuous trajectory fitting estimator, various time-discrete estimation techniques are investigated in [4] , [8] , [13] and [23] .
Description of the model
Suppose we are given a filtered probability space (Ω, F, (F t ) t≥0 , P ) where F 0 contains all P -null sets of F and where F t is right continuous, i.e. F t = ∩ u>t F u . Let (L t ) t≥0 be a Lévy process, that is an F t -adapted process which is continuous in probability and which has independent and stationary increments. Throughout this work we want to consider its unique càdlàg (right-continuous with left limits) modification. The famous Lévy-Itô decomposition 
where (B t ) t≥0 is a (standard) Brownian motion, b ∈ R, σ > 0 and where q L denotes the Poisson random measure associated with (L t ) t≥0 whileq L is the corresponding compensated measure. In detail, q L is a random measure on R + × (R\{0}) defined by
for all Borel sets A ∈ R\{0}. Thereby, we use the notation 
where ν is the Lévy measure associated with (L t ) t≥0 satisfying
We also point out that the Poisson random measure q L (dt, dx) and the Brownian motion B representing L are independent. The model of interest is the jump diffusion process (X t ) t≥0 solving the stochastic differential equation
, p ∈ N, and where each f i (t, x) is a known, real-valued function on [0, ∞)×R. Further, let the random variable X * be independent of the Lévy process and E(X 2 * ) < ∞. The drift parameter θ ∈ R p is unknown and has to be estimated. We require that the distribution of X * does not depend on θ otherwise the Radon-Nikodym derivative given in Proposition 4.1 would contain an additional factor, see [18] (p. 37) for details.
Note that equation (6) is a short form of the integral equation
We implicitly assume that the well-known Lipschitz and linear growth conditions on the drift function f are satisfied (see [15] , Theorem III.2.32 on p. 145) such that a unique càdlàg solution to (6) exists.
Least squares estimator
In this section we introduce a least squares estimator for the drift parameter θ. The derivation is based on a discretization of the stochastic differential equation (6) to which the ordinary least squares approach is applied. Taking the limit as the refinement improves yields a time-continuous estimator.
The stochastic differential equation (6) can be discretized on a time interval [0, T ] to the difference equation
where N = T /∆t − 1 and where ∆t > 0 denotes the constant time increment. Here x denotes the integer part of x. The structure of (7) is similar to that of the classical linear model. Even though the conditions of the Gauss-Markov Theorem for linear models are not fulfilled we want to apply least squares estimation which is based on the minimization of the functional
Lemma 3.1. The solution vectorθ T,∆t to the minimization problem g(θ) → min is given bỹ
where
∈ R p×p and
Proof. By general theory of least squares estimation in linear models, the solution to the minimization problem g(θ) → min is given by
Hence, the products in equation (8) can be calculated to be
Thus we getθ T,∆t = (
Now a continuous-time estimator can be derived from the least squares estimator by considering ∆t → 0. Note that any càdlàg function can be uniformly approximated on finite intervals by a sequence of step functions since it has countably many discontinuities on finite intervals. Hence, it is Riemann-integrable. This justifies the following convergence of the entries of Q T,∆t (as ∆t → 0):
since f j (t, X t ) has càdlàg paths (because X t has càdlàg paths) and the left-hand side of (9) is a Riemann sum. Regarding the entries of R T,∆t it holds that
uniformly on compacts in probability since X t is a semi-martingale with càdlàg paths, see [20] (Theorem II.21 on p. 64). We have thus proved the following proposition. Proposition 3.2. As ∆t → 0, the least squares estimatorθ T,∆t converges in probability tô
We call the estimatorθ T continuous-time least squares estimator.
Remark 1.
We implicitly assumed that Q T is invertible. This condition holds for many reasonable models, like for jump diffusions of Ornstein-Uhlenbeck form. However, in the case of a singular matrix Q T , one has to find solutions γ ∈ R p to the normal equations
and make further constraints in order to determine a proper estimator. Note that we have the same possible ambiguity of the solution vector in the case of maximum likelihood estimation which is presented in the next section.
Remark 2. The referee for this article suggested another least square analogy which also leads to the same estimator: in a discrete linear model
.., n the least square estimator also has to minimize the expression −2
In our case the equation leads to the continuous linear model dX t = f t θdt + dL t and it is then manifest to look for an estimator, which minimize the expression
The resulting minimizer turns out to have the expressionθ
Maximum likelihood estimation
We want to demonstrate the practical advantage of the continuous-time least squares estimator introduced in the previous section over the maximum likelihood estimator. An extensive study of maximum likelihood methods for jump-type processes has been presented in [22] . Let D[0, T ] denote the space of càdlàg functions from [0, T ] to R. Denote by P X and P L the measures induced on D[0, T ] by the process (X t ) 0≤t≤T solving equation (6) and by the Lévy process (L t ) 0≤t≤T , respectively. Note, that the law P X implicitly depends on the parameter θ. Under the law P X the canonical process (ξ t ) t≥0 on D[0, T ] is a jump-diffusion with the same characteristics as the solution of the stochastic differential equation (6) and the process ξ θ,c
is a continious local martingale. Here the random measure µ is defined on
In particular under P L the process ξ 0,c
is a continious local martingale (see [22] p.73). We mention that (see [22] p.80)
The following proposition is an adaptation of the results from [22] to our situation. Like in [22] we will assume that the function f is bounded on [0, n] × {x : |x| ≤ n} for all n ∈ N.
Proposition 4.1. The measures P X and P L are equivalent on
Proof. Clearly one has that
is bounded. Furthermore the condition C from [22] is clearly satisfied and thus the formula on p.77 from [22] yields the particular form of the Radon Nikodym derivative.
Remark 3. In our model specified in (6), the Radon-Nikodym derivative has a simpler form than the one in [22] because X (T ) (ω) and L (T ) (ω) exhibit the same jumps since
Hence, it holds for the point process q X associated with (X t ) t≥0 that
for all Borel sets A ∈ R\{0} and all t. Consequently, the change of measure from P L to P X does not change the 'weights' of the discontinuities. So, in our framework, the density of P X with respect to P L does not include any term that accounts for the jumps.
Remark 4. Similar expressions for the Radon-Nikodym derivative dP X dP L have been described in [5] for financial models with jumps.
We will use the notation X (T ) to denote the observed trajectory of the process X during the time-interval [0, T ]. Based on X T we define the continuous trajectory X 0,c := F (X T ) where
The maximum likelihood estimatorθ T is defined by
where the Radon-Nikodym density dP X /dP L obviously depends on the parameter θ. Consistency and asymptotic normality for this estimator in quite general jump diffusion models have been studied in [22] (see p.84). In our model the maximum likelihood estimator has an explicit representation. 
Proof. Suppose we observe a sample path X (T ) = {X t , 0 ≤ t ≤ T } of the process with stochastic differential given in (6) . The partial derivatives of the logarithm of the Radon Nikodym derivative in Proposition 4.1 are of the form
. . , p, and the single derivatives of the linear drift function are given by
Setting the derivatives in (10) equal zero results in a system of equations
which can be written asR
This proves our claim.
Note that the expression for the maximum likelihood estimatorθ T is similar to the least squares estimatorθ T given in Proposition 3.2. The discrepancy lies in the vectorsR T and R T . The entries of the latter are of the form T 0 f i (t, X t− )dX t and can be calculated in practice without any difficulty. If time-discrete observations are available these integrals can be approximated by sums. In contrast to that, the integrals T 0 f i (t, X t− )dX 0,c t inR T cannot be computed without further investigation due to the integrator which is the continuous part of the sample path. In practice, a discontinuous path is observed such that the continuous part of this path has to be determined by means of further techniques detaching discontinuities. This is a challenging issue unless the paths of the Lévy process have a finite number of jumps along the time interval [0, T ]. In the case of time-discrete observations the always arising problem is to distinguish the jumps from the continuous points since the entire time-discrete sample looks discontinuous.
Remark 5. In the case of an ordinary diffusion process without jumps, that is the process solving dX t = f (t, X t )θ dt + dB t , X 0 = X * , where (B t ) t≥0 is a Brownian motion, the Radon-Nikodym derivative in Proposition 4.1 takes the form
for data X (T ) . This expression is in accordance with the famous Girsanov Theorem, see [19] (Theorem 7.6, p. 246). The first integral is computed with respect to the entire path since there do not occur any discontinuities in this model. Note that the derivation of the maximum likelihood estimator goes in line with the considerations given above, i.e. differentiating and solving the resulting system of equations, such thatθ T = Q −1 T R T =θ T . That means, in this continuous diffusion model, the maximum likelihood method provides the same estimator as our least squares methodology presented in the previous section.
Consistency and asymptotic normality of the least squares estimator
In order to substantiate the convenience of the least squares estimator introduced in Section 3 we show (strong) consistency of this estimator for a concrete jump diffusion model. In the quite general setup with regard to the drift function f in (6) consistency requires general conditions on the convergence of the matrix Q T in Proposition 3.2 which are not helpful for the application in concrete models.
Let us consider the time-inhomogeneous, mean-reverting Ornstein-Uhlenbeck process with jumps which we define as the solution to
where Φ(t, x) = (ϕ 1 (t), . . . , ϕ p (t), −x) , p ∈ N, with known, real-valued functions ϕ 1 , . . . , ϕ p and E [X 2 * ] < ∞, X * being independent of the Lévy process. We denote the parameter vector by θ = (µ 1 , . . . µ p , α)
T ∈ R p ×R + . We assume that the drift function Φ is periodic in t, i.e.
Φ(t + , x) = Φ(t, x) for all x
where is a known period. Seasonality in the drift is a quite frequent phenomenon in applications, e.g. in commodity prices or temperature modeling. This assumed periodicity leads to the requirement ϕ j (t + ) = ϕ j (t). Due to Gram-Schmidt orthogonalization, we may assume without loss of generality that ϕ 1 (t), . . . , ϕ p (t) form an orthonormal system in
Henceforth, we will assume that we observe an integral multiple of the period length, i.e. that (13) T = N for some integer N . Moreover, we will assume without loss of generality that = 1. The driving process (L t ) t≥0 is the right-continuous modification of a Lévy process of the form as described in Section 2, that is, as usual, a stochastic process that is continuous in probability with stationary and independent increments. For this model, we additionally require (14) IE L 2 t < ∞ for all t which is equivalent to the requirement |x|>1 x 2 µ(dx) < ∞ where µ denotes the Lévy measure. Further, we assume that the measure ν is symmetric; i.e.: ν(A) = ν(−A) for all Borel sets in R\{0}. This results in b = 0 in representation (5) and (15) IE
implying that (L t ) t≥0 is a square integrable martingale (see [14] ).
Note that under the assumptions (12) and (13) the matrix Q T in Proposition 3.2 simplifies to
t dt and where I p denotes the (p × p)-identity matrix.
We have the following strong consistency result. Its proof is postponed to Section 6. Theorem 1. Let {X t , 0 ≤ t ≤ T } be observations of the periodic Ornstein-Uhlenbeck process introduced above satisfying (12), (13), (14) and (15) . Then the least squares estimator given in Proposition 3.2 is consistent, i.e.
We are also interested in the distributional asymptotic of the least squares estimatorθ T . For this we introduce the following functioñ
αs ϕ j (s)ds (17) and the (p + 1) × (p + 1)-matrix
With those definitions we have the following asymptotic normality result. Its proof can be found in Section 7.
Theorem 2. Let {X t , 0 ≤ t ≤ T } be observations of the periodic Ornstein-Uhlenbeck process introduced above satisfying (12), (13), (14) and (15) . Then the least squares estimator given in Proposition 3.2 is asymptotically normal; i.e.:
where C is defined in (5).
Here, N (0, C) denotes a normally distributed random vector with zero-mean and covariance matrix C.
Remark 6. In the particular case where the driving process is Brownian motion, asymptotic normality of the least squares estimator is proved in [7] (Theorem 2). In that continuous model, least squares and maximum likelihood give the same estimator, see Remark 4.
Proof of consistency
The following representation of the least squares estimator is essential for the proof: Proposition 6.1. The least squares estimatorθ T can be written as
and where Q T is given in (16) .
Proof. By definition, we haveθ T = Q −1 T R T where Q T is given in (16) and
in the model considered here, see Proposition 3.2. Due to the stochastic differential equation (11) which is generating the data and which can be written as
Observe that the set {t ∈ [0, T ] : X t = X t− } is countable and has thus zero-mass with respect to dt. Hence, we can conclude from these representations combined with (12) and (13) that
and it follows that Q −1
Due to representation (18) the aim in the sequel is to show that
converges to zero almost surely as T → ∞. Therefor, we will prove that T Q −1 T converges to a finite limit and that 1 T S T tends to zero, almost surely respectively. Both of these results require some auxiliary results.
Lemma 6.2. The solution to the stochastic differential equation (11) is explicitly given by
Proof. This is a direct consequence of the Itô lemma applied to the function F (t, x) = e αt x. See [20] (Theorem II.32, p. 71) or [16] (Theorem 7.6.1 and 7.6.4, p. 111 and 113) for reference to the general Itô formula.
Remark 7.
In the sequel we will use the following version of the well known Itô isometry for Levy driven stochastic integrals (see [14] p.56):
Due to the time-dependence of h and Z in (20) the process (X t ) t≥0 is not stationary in the ordinary sense such that the ergodic theorem is not directly applicable. We will introduce a solution to the stochastic differential equation (11) with time index t ∈ R instead of t ≥ 0. By interpreting this process as a sequence of path-valued random variables we prove stationarity and ergodicity of this sequence.
Define the process (22) and (23) , when s < 0, to be an independent copy of −L −(s−) (see p. 214 in [1] ). Constructed in this way, the process (L t ) t∈R is a continuation of (L t ) t≥0 to R such that (L t ) t∈R is also a Lévy process with càdlàg paths. We know that each function ϕ j is periodic with period one and its restriction to [0, 1] belongs to L 1 ([0, 1], λ) . This implies that the functionh is well defined since we have
We also mention thatZ is well defined, since we can use Remark 7 to prove that its second moments exists:
In order to prove our main results we will need the following ergodicity result:
is stationary and ergodic.
Proof. Leth 0 be the restriction of the functionh to [0, 1] . Sinceh is periodic, we have the decomposition
The time shifted Lévy martingaleL
Consequently, we can write
by using the almost surely defined functionals 
The sequence (Y l ) l∈Z consists of independent and identically distributed random variables. This implies that (W k ) k∈N is stationary and ergodic since each element of this sequence can be represented as a measurable function G :
Lemma 6.4. As t → ∞, one has
Proof. We have Let us now turn to the matrix Q T . Due to its simplified form in this model, see representation (16), its inverse can be explicitly computed.
Lemma 6.5. The inverse of the matrix Q T given in (16) can be computed to be (16) , and 
Observe that h(t) is bounded and X 0 < ∞ almost surely. These facts combined with (26) and representation (20) justify
almost surely. It follows from (27) and Lemma 6.4 that
Consequently, again by the ergodic theorem, we get
By Bessel's inequality (see [25] p.33), we have
and thus
Lemma 6.7. The term
Proof. Note that
For the last entry of 1 √ T S T we use Remark 7 to prove that
Since Z t is a zero-mean random variable the expectation of the second and fourth term is zero. Moreover, IE [Z
Further, the function h is bounded and IE(X Proof. Observe that S T is a martingale since the Lévy process is a martingale due to condition (15) . By Lemma 6.7,
S T is L 2 -bounded. Doob's maximal inequality for timediscontinuous sub-martingales, see Theorem 2.1.5 in [1] (p. 74), provides for any > 0 that IP sup
Applying the Borel-Cantelli theorem, we obtain lim sup T →∞ 1 T |S T | ≤ , almost surely, and thus we have shown that S T /T → 0.
Remark 9. The referee suggested another proof for Proposition 6.8: we have seen in Lemma 6.7 that the components S j of the martingale S satisfy sup T ≥0 For two square-integrable F t -martingales M t ; t ≥ 0 and N t , t ≥ 0 there exists a F t -adapted process noted M, N t , t ≥ 0 such that the process M t · N t − M, N t ; t ≥ 0 is a F t -martingalesee ( [14] p.53) . Since one has that L, L t = c 2 t (use formula (3.9) on p.62 in [14] ) it follows that Thus the matrices A (n) (t) converge for n ↑ ∞ toward the matrix tΣ, which is the covariance matrix of a Brownian motion process W Σ t ; t ≥ 0. We note that the process A (n) (t) has no jumps; i.e.: 
