The application areas for plastic optical fibers such as in-building or aircraft networks usually have tight power budgets and require multiple passive components. In addition, advanced modulation formats are being considered for transmission over plastic optical fibers (POFs) to increase spectral efficiency. In this scenario, there is a clear need for a flexible and dynamic system-level simulation framework for POFs that includes models of light propagation in POFs and the components that are needed to evaluate the entire system performance. Until recently, commercial simulation software either was designed specifically for single-mode glass fibers or modeled individual guided modes in multimode fibers with considerable detail, which is not adequate for large-core POFs where there are millions of propagation modes, strong mode coupling and high variability. These are some of the many challenges involved in the modeling and simulation of POF-based systems. Here, we describe how we are addressing these challenges with models based on an intensity-vs-angle representation of the multimode signal rather than one that attempts to model all the modes in the fiber. Furthermore, we present model approaches for the individual components that comprise the POF-based system and how the models have been incorporated into system-level simulations, including the commercial software packages Simulink TM and ModeSYS TM .
Introduction
For many years now, researchers across the globe have been reporting experiments demonstrating the feasibility of transmitting high-speed data over different types of plastic optical fibers (POFs). Due to the high-loss of POF (~100-300 dB/km), its application was discussed in the context of short-reach in-home [1, 2] and automotive networks [3] . More recently, POF has been suggested as a transmission medium for avionic platforms as well [4] . While the experimental results are quite impressive, the modeling and simulation of POF links have not kept pace; commercial software packages have only recently begun to add support for system-level modeling of POFs. POF-based communication systems are usually operated close to their capacity, which is limited by the scarce power budget, the reduced bandwidth or a combination of both. Moreover, the growing demand for higher data rates is challenging the capability of SI-POFs to supply enough bandwidth even in these restricted environments and is compelling researchers to investigate different technologies to enhance spectral efficiency [5] [6] [7] [8] [9] . Therefore, it is essential that the system performance using new transmission techniques be estimated
POF Modeling Challenges
There are several challenges to overcome in order to accomplish a realistic system-level simulation of POF-based networks. They are either associated with the optical properties of the fiber, whose size and manufacturing materials are very different to those of multimode glass fibers, or related to the environmental characteristics and deployment requirements of their applications. In this sense, the implementation of short-area POF-based networks entails the use of many components such as connectors or splitters that have an impact on transmission properties [34] . Also, fiber installation in compact environments such as cars, planes and houses implies pressuring and bending the fiber [32] . Moreover, in some of these settings, the fiber can be subjected to harsh environmental conditions [35] . Therefore, the fiber model should describe its behavior, precisely encompassing all sources of variability while simultaneously optimizing computation time. In addition, all necessary component models, including all relevant parameters, should be developed and incorporated into the simulation package.
First, due to the large diameter of SI-POF and the relatively large numerical aperture (NA), a huge number of propagating modes are supported and consequently, it is impractical to use modes or even mode groups to model signal flow in these POFs. To address this fundamental issue, a computationally efficient method that describes power propagation in large-core SI-POFs using the generalized power flow differential equation was developed [29] . This approach is based on approximating the very large number of modes by a continuum, where each degenerate mode group is characterized by its propagation angle. Also, in PMMA SI-POFs, mode coupling is much higher than in other multimode fibers. This fiber behavior is incorporated into the model by using a function of the propagating angle to describe mode coupling: the angular diffusion function which is estimated for each particular fiber type from experimental measurements [23] . This strong mode coupling does not, however, guarantee rapid achievement of stationary behavior, and to reach the steady-state power distribution (SSD) usually requires transmission lengths of up to 100 m [23] . Since POF links are mainly implemented for short-range applications, the usual fiber lengths are shorter than the length where the SSD has been reached (coupling length) and thus, they are usually operating in non-stationary conditions. Modeling the behavior of POFs well below their coupling length is very demanding as the fiber behavior is determined by the launching and detecting conditions, and also altered by localized disturbances caused by passive devices (such as couplers, connectors, etc.) or by installation (such as bends, stress, etc.) [36] .
Another distinct feature of large-core POFs is the substantial influence of the launching and detection conditions over the transmission parameters, which explains the wide range of published values of power loss and bandwidth measurements [10, 29] . In a typical system-level simulation framework, there are transmitter models with a variety of sources whose wavelength/frequency characteristics are precisely described, but that simplify or ignore their spatial characteristics, such as its aperture and beam divergence or symmetry. Also, in simulation packages, the receiver represents a variety of photodetector models where the area of the photo-diode is either not included or, if so, only as a parameter to set the device electrical bandwidth. However, experimental measurements demonstrate that photodetectors with smaller areas filter out power at high angles, thereby enhancing the fiber transmission capacity [37] . Moreover, the transmitter and receiver connections to the fibers in Photonics 2019, 6, 88 4 of 23 POF commercial devices implement a variety of designs whose parameters determine the launching distribution and the amount of power reaching the photodetector. In particular, the fiber distance from the source or the active area of the photodetector regulates the angular power distribution that gets into the fiber or the restriction imposed on the received angles, respectively. The relatively high tolerance of POF connections introduces a large uncertainty in the values of these parameters resulting in a high variability in the launching and detection conditions that poses yet another challenge to the predictability of POF transmission parameters. Therefore, comprehensive source and photodetector models must be included in a POF simulation framework, incorporating the necessary parameters to describe their spatial characteristics and their relative positions with respect to the fibers.
A theoretical assessment of the variability in input and detected power distributions due to emitter and receiver designs revealed their important contribution to the high standard deviation found in experimental measurements of fiber transmission properties [38] . These factors, combined with other sources of variability such as the changes in fiber properties due to aging or to environmental issues or the presence of passive components, introduce further complexity to the modeling tasks. Ideally, a system-level simulation framework should account for system performance metrics that require a statistical treatment. For instance, the use of air-gap connectors to avoid fiber damage due to vibrations at a physical contact, introduces statistically varying positional shifts during system operation. This uncertainty compounds the already large variability present in experimental measurements of transmission parameters. At a minimum, the ability to configure critical parameter values statistically is needed in a POF-based system-level design. That is, we should be able to assign a distribution, mean, and standard deviation to these values and perform Monte Carlo simulations to estimate system performance. With this in mind, a model to incorporate diameter and numerical aperture mismatches, as well as offsets between two fibers, was used to estimate more realistic coupling losses [39, 40] . Similar approaches were used to estimate the tolerable variability of lateral connector misalignment in the context of an automotive Ethernet over a POF system based on the IEEE 802.3bv standard and also to assess the impact of statistical connector shifts on the transmission properties in a typical aircraft network with a large number of connectors [41] [42] [43] . Although these works applied statistical analysis to POF systems, they have only included the variability of one or two component parameters. For example, the fiber models are still based on deterministic parameters obtained as the averages of experimental measurements. A realistic model should incorporate confidence intervals for the relevant parameters of the fiber and components to allow for a complete statistical analysis. This is an important goal of our future work and some capabilities to do this are already available in commercial tools [42] .
As POFs are being deployed or are under consideration for different application areas, including home networks, networks in cars, and avionics, the operating environment can be harsh and may experience rapid changes, especially in some of the mobile platforms [44, 45] . Therefore, it is imperative that a system designer also takes into account the environmental impacts on system performance. Allowing system designers to estimate the dynamic effects of relevant environmental and operational conditions such as temperature, vibration, stress and dust is also an important feature of a comprehensive simulation framework. This suggests that an understanding of how component performance is affected by the various conditions is prerequisite knowledge, which can be gained through experimentation and subsequently incorporated into the fiber and component models [3, 4, [46] [47] [48] [49] [50] [51] .
Component Modeling
Here, two variants of the same approach to model SI-POF systems are reported. The core of both is the power-flow differential equation that describes light propagation through the fiber, but while one solves this equation in the temporal domain, the other works in the frequency domain. Although the fiber itself is the defining component in any POF-based system, there are a number of other important components that make the system work. A transmitter and receiver are obviously needed, but so are the physical connectors to connect them to the fiber and to possibly connect multiple fiber segments. Moreover, it is often the case that a software model needs to capture a phenomenon or a behavior that Photonics 2019, 6, 88 5 of 23 is observed experimentally, but does not necessarily fit into its own physical component of the system. Strong initial diffusion, fiber bends and the coupling of light from the end of a fiber to the active area of a detector are examples that fall into this category. All these components and effects introduce localized perturbations of the intensity distribution, which do not modify the temporal properties of the signal. Thus, their models only have a spatial dependency and therefore, can be equally utilized in the temporal and frequency domains. In this section, we describe the methods that we use to model various building blocks and behavior that must be included in the system-level simulation framework. In particular, we describe our modeling approach for the SI-POF, Transmitter, Injection, Connector, Fiber Bend, and Detector Coupling models.
SI-POF Modeling
Two variant yet equivalent approaches to model SI-POFs are described here. Both use the power-flow differential equation to describe light transmission through the fiber, but one solves this equation in the temporal domain, obtaining the intensity as a function of time, while the other works in the frequency domain with its Fourier transform and uses matrices to describe fiber segments of different lengths.
The basis of the first modeling solution for the SI-POF is the Gloge power-flow equation in the time domain, which describes the flow of optical power inside the fiber as a function of internal angle θ [20, 23, 29, 52] according to:
where p(θ, z, t) is the intensity as a function of internal angle, distance z, and time t. Furthermore, v g (θ)
is an angle-dependent group velocity accounting for modal dispersion, α(θ) is an angle-dependent power attenuation accounting for differential mode attenuation (DMA), and D(θ) is the diffusion function that accounts for power coupling during propagation. We define the angle-dependent group velocity as [29] :
where c is the speed of light and n core is the core index. For D(θ), we use a sigmoid function [23] :
where D 0 , D 1 , D 2 , and σ d are fitting parameters of our experimental data for a specific fiber type. Optionally, we may set D(θ) = D 0 [23] , thereby neglecting any angular dependence. For α(θ), the angular dependence can be modeled quadratically using [20] :
where γ is a power attenuation coefficient and A 2 is a fitting parameter. Alternatively, following the treatment in [23] , we may define α(θ) using:
where Q(θ) is the SSD defined using a product of sigmoid functions:
Photonics 2019, 6, 88 6 of 23 and σ 1 , σ 2 , θ 1 , and θ 2 are fitting parameters. As a first step to solve Equation (1), we assume that the intensity is defined up to some maximum internal angle θ max (which may be larger than the maximum as determined by the fiber's NA [23, 29] ) and then, as described in [29] , we discretize the θ dimension by sampling over the interval [0, θ max ] at N points, each of which corresponds to a discrete internal angle θ whose intensity in the fiber is described by p(θ, z, t). We then numerically solve the resulting equations to determine the output intensity p(θ, z = L, t), where L is the fiber length. An iterative time domain split-step procedure can be applied [53, 54] , wherein the algorithm alternates between propagation over a distance ∆z, and coupling/attenuation calculated via numerical integration [55] .
Once the output intensity p(θ, z = L, t) is obtained, any required information about the transmitted signal can be calculated. Thus, the temporal signal at a fiber length L is obtained by integrating over the solid angle:
where ϕ and θ are the polar and azimuthal angle, respectively, and circular symmetry is assumed (that is, the function is independent on the angular coordinate ϕ). On the other hand, the angle-dependent intensity can be obtained by integrating the signal over time:
Finally, to obtain the total power carried by the signal up to a length L requires performing both integrals.
There are a number of important considerations to keep in mind as a result of the above approach. First, the input signal is converted to an equivalent intensity representation; therefore, any phase information in the signal is lost. Second, we typically neglect the effects of Fresnel reflection at the input, which may be small [26] , and if not, can be accounted for via inclusion of an optical attenuator during simulation. Third, the fiber can be configured to reject any portion of the input signal that resides at an angle outside of the NA. Finally, if the input signal consists of different wavelength and polarizations, X and Y polarizations are treated separately, as are different wavelengths, and therefore, a separate Gloge power-flow equation will be solved in each case.
In the second modeling methodology, the Gloge power flow equation is solved in the frequency domain. Equation (9) shows the Fourier transform of Equation (1):
where ω is the frequency and the other variables are the same as in Equation (1). Thus, light intensity is described as a function of internal angle θ, distance z, and frequency ω, and p(θ, z, ω) is the Fourier Transform of p(θ, z, t). Although both functions are different, the same name will be used throughout the paper as they can be distinguished by their dependency on t or ω. The finite-difference method is used to solve the equation in the frequency domain. The resulting equations can be re-written in matrix form to allow for a fast and robust means of describing light propagation in POF systems [29] . Thus, in this approach, matrix products represent the differential changes in the intensity for each propagation angle at each ∆z step. As a result, if we know the intensity as a function of the angle at each frequency ω for an initial length z 1 , the intensity at a longer length z 2 can be calculated with the following matrix equation: where P(z,ω) are vectors, whose components are the intensity values for each discretized angle and are different at each z and for each frequency ω. Although it is usually called a propagation matrix, M(ω) is, in fact, not only one matrix but a set of tri-diagonal matrices that are calculated from the angular diffusion and attenuation functions as defined in Equations (3) and (5) . To fully characterize the fiber, we need the complete set of matrices M(ω), one for each frequency, which have complex values except for M(0). For the typical case where z 1 is at the input source, P in (ω) = P(0,ω) and the output is at the end of a fiber segment of length L, P out (ω) = P(L,ω), Equation (11) describes how the output intensity at the end of that fiber segment can be obtained from the input intensity:
where the set of matrices M L (ω) are obtained as powers of the basic tri-diagonal matrices, M(ω) L/∆z , and account for the effect of the fiber on the input optical intensity. Therefore, to obtain the intensity after propagation through a given length L, it is necessary to calculate the matrix product in Equation (11) for each frequency. The resulting output intensity P out (ω) contains the information required to obtain all the important spatial and temporal parameters related to fiber transmission. Figure 1a illustrates the operation described in Equation (11) with a set of vectors at the input (right) and another at the output (left), which is obtained by performing the corresponding matrix product of the former with the set of matrices. The absolute values of matrices M L (ω i ) are shown in Figure 1b as an example for the case of a commercial SI-POF of 25 m and three different values of frequency.
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These images illustrate the attenuation and diffusion effects of fiber propagation, and that the angular dependency of these effects is different for each frequency. The relatively large width around the diagonal, particularly noticeable in the first image, indicates that modal coupling involves not only the next neighboring angles but also others further away when light has propagated through the fiber. A comparison of the three images shows that as the frequency increases, the overall intensity decreases due to the lowpass filter nature of the fiber. This effect is even stronger for the intensity at high-order modes, corresponding to higher angles.
Transmitter Modeling
Models for transmitters in POF-based communications systems have to account not only for temporal/frequency characteristics, but also for spatial ones. In fact, the intensity launched into the These images illustrate the attenuation and diffusion effects of fiber propagation, and that the angular dependency of these effects is different for each frequency. The relatively large width around the diagonal, particularly noticeable in the first image, indicates that modal coupling involves not only the next neighboring angles but also others further away when light has propagated through the fiber. A comparison of the three images shows that as the frequency increases, the overall intensity decreases due to the lowpass filter nature of the fiber. This effect is even stronger for the intensity at high-order modes, corresponding to higher angles.
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Models for transmitters in POF-based communications systems have to account not only for temporal/frequency characteristics, but also for spatial ones. In fact, the intensity launched into the fiber p(θ, z = 0, t), which is required to solve the Gloge power-flow equation, is an important modeling consideration, especially when dealing with short fiber segments where the SSD is not reached [31, 49] . It is quite common to specify the launch as a Gaussian intensity profile dependent on external angle, θ ext , i.e., the angle outside the fiber, related to the internal or propagation angle θ by θ ext = asin(n core sin(θ)):
where σ ext = FWHM ext / 2 2 ln(2) . In this expression, FWHM ext is the full-width at half maximum, specified in degrees. Similar expressions can also be used as a function of internal angle. This way, different means of describing the launch intensity can be used to satisfy the needs of most system designers: either launch intensity as a function of external or internal angle: p(θ ext , z = 0) and p(θ, z = 0), respectively, or encircled angular flux: EAF(θ ext ) or EAF(θ).
The EAF is defined as the fraction of the far-field power contained within a given solid angle [48] . The EAF is related to an intensity distribution p(θ) via the following equation: (13) which produces the EAF as a function of the internal angle and is consistent with a spherical integration of far-field intensity when there is no azimuthal dependence. EAF(θ ext ) is related similarly to p(θ ext ).
Both the optical intensity and the EAF can be used to describe the spatial distribution, not only at the launch, but also at any fiber length. Figure 2 shows examples of the normalized intensities and EAFs for three different sources with FWHM of 5 • , 15 • and 30 • at the input and after a 150 m SI-POF. For this length, the graphs show that the intensity distributions and the EAFs for all input sources are very similar, which indicates it is close to the SSD.
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As described in [29, 49] , there is strong initial diffusion of power to higher angles at the input of large-core step-index POFs. This strong diffusion cannot be correctly captured by a fit of the Gloge power-flow equation to fiber performance at longer lengths. The strong power diffusion can be modeled via an injection matrix M inj , in which the output intensity at some angle θ i is a weighted linear summation of the input powers at all input angles [29] . Using our discretized angles approach, the output intensity as a function of the input intensities can be represented as:
where m inj (θ i , θ j ) is a coupling coefficient between the input at θ j and the output at θ i and t indicates that the signals are in the time domain. If we represent the intensities as vectors P out (t) = [p out (θ i ,t)] T and P in (t) = [p in (θ j ,t)] T , we can also represent this relationship as
where M inj is the injection matrix with elements m inj (θ i , θ j ). M inj can be derived from measurements, as described in detail in [30, 32, 49 ]. An equation equivalent to Equation (15) can be written with the intensity vectors as functions of frequency instead of time:
In this equation, the injection matrix is the same as that in Equation (15) because it is independent of both time and frequency. As Equations (15) and (16) are formally equal, from now on, we will write the vectors without an explicit dependence on time or frequency when we describe other components to avoid repetition of the time and frequency versions of the equation.
The injection effects in the fiber can also be modeled via an equivalent Gloge model using a fit for α (θ) and D(θ) [20, 23, 29, 30] . In this case, we ignore time-dependence of the Gloge power-flow equation since the injection matrix operates instantaneously. While the Gloge power-flow equation assumes a propagation distance L, this quantity is not meaningful for the injection model. Thus, as shown in [30] , because we solve the Gloge equation numerically, we need to specify a fixed number of steps N z of width ∆z to take along the z direction. The choice of ∆z is arbitrary and, therefore, it suffices to specify the fiber injection loss factor as a function of angle, the coupling terms D 0 and D 1 of Equation (3) in units of radians 2 (rather than radians 2 /m), and the number of steps N z . The parameters D 2 and σ d are also specified.
Connector Modeling
Representing optical signals as intensity functions of the propagation angle makes it possible to implement more computationally efficient models for other components within a large-core POF-based system. Of particular interest is an efficient model that represents connectors between optical fibers, which is essential for modeling a POF-based system. Our connector model follows an approach that is similar to the one used for the SI-POF Injection model discussed above and is based on work presented in [30, 50, 51] . The key assumption of the model is that for a particular connector, the output intensity at some angle θ i is a weighted linear summation of the input powers at all input angles. Similar to Equation (10), the output intensity as a function of the input intensities can be represented as:
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where m conn (θ i , θ j ) is a coupling coefficient between the input at θ j and the output at θ i . Likewise, if we represent the intensities as vectors P out and P in , which can be functions of either time or frequency, we can also represent this relationship as the matrix product: (18) where M conn is a matrix with elements m conn (θ i , θ j ). The advantage of this approach is that for any connector arrangement with arbitrary transverse, longitudinal, and angular misalignments, it is possible to measure an appropriate connector matrix which can be used in simulation. As was the case for the Injection model, and discussed in [30] , in many cases, it is possible to fit this matrix to the Gloge power-flow equation [20, 23, 29, 30] . In this case, the interpretation of the Gloge power-flow equation is similar to that of the Injection model. We use measured data for α (θ), and a constant value for the power-coupling term D(θ) = D 0 .
It is also possible to model lateral and longitudinal misalignments between fibers via analytical expressions [50, 51] . This method is based on the hypothesis that each point in the fiber end surface acts as an independent uncorrelated source whose radiation pattern is given by g(θ), as shown in Figure 3a .
We assume this function is related to the fiber Far Field Pattern (FFP). To obtain the total radiated intensity at any point in space in cylindrical coordinates R(r, ϕ, z), the scalar contributions are added from all radiating sources that reach that point ( Figure 3b ). As all functions involved have circular symmetry, the zero-order Hankel Transform can be used to speed up and simplify calculations. Thus, the light intensity radiated from the end surface of this fiber is given by:
where ρ is the transformed radial variable, H −1 is the inverse zero-order Hankel transform, J 1 (2π a ρ)/ρ is the Airy pattern that is the transform of the circular aperture with radius a used to model the fiber surface, and G(ρ) is the transform of g(r), which is the projection of the radiation pattern. As the radiated intensity has circular symmetry, the explicit dependency on ϕ has been omitted. It is also possible to model lateral and longitudinal misalignments between fibers via analytical expressions [50, 51] . This method is based on the hypothesis that each point in the fiber end surface acts as an independent uncorrelated source whose radiation pattern is given by g(θ), as shown in Figure 3a . We assume this function is related to the fiber Far Field Pattern (FFP). To obtain the total radiated intensity at any point in space in cylindrical coordinates R(r, φ, z), the scalar contributions are added from all radiating sources that reach that point ( Figure 3b ). As all functions involved have circular symmetry, the zero-order Hankel Transform can be used to speed up and simplify calculations. Thus, the light intensity radiated from the end surface of this fiber is given by:
where ρ is the transformed radial variable, H −1 is the inverse zero-order Hankel transform, J1(2π a ρ)/ρ is the Airy pattern that is the transform of the circular aperture with radius used to model the fiber surface, and G(ρ) is the transform of g(r), which is the projection of the radiation pattern. As the radiated intensity has circular symmetry, the explicit dependency on φ has been omitted. Once the radiated intensity has been obtained, misalignment loss is calculated assuming that the intensity captured by the receiving fiber is the fraction of intensity radiated from the first fiber that overlaps with the core surface of the second fiber, as shown in Figure 4 . Once the radiated intensity has been obtained, misalignment loss is calculated assuming that the intensity captured by the receiving fiber is the fraction of intensity radiated from the first fiber that overlaps with the core surface of the second fiber, as shown in Figure 4 . In this case, the model produces a scalar power-loss factor l p (r 0 , z 0 ) for a given pair of misalignments [51] . A more flexible approach is to calculate the proportion of light that on exiting the radiating fiber at a given angle of interest in free-space (thus, an external angle) θ i,ext , is able to reach the receiving fiber. This is equivalent to assuming that each point of the fiber radiates light in a very narrow angular range centered at that angle. Then, instead of a circular pattern, its projection onto a perpendicular plane will be a very narrow ring. The equations to calculate this angular loss function are: In this case, the model produces a scalar power-loss factor lp(r0, z0) for a given pair of misalignments [51] . A more flexible approach is to calculate the proportion of light that on exiting the radiating fiber at a given angle of interest in free-space (thus, an external angle) θi,ext, is able to reach the receiving fiber. This is equivalent to assuming that each point of the fiber radiates light in a very narrow angular range centered at that angle. Then, instead of a circular pattern, its projection onto a perpendicular plane will be a very narrow ring. The equations to calculate this angular loss function are: In the simplest case, we can model the connector using just the analytical model for power loss due to lateral and longitudinal misalignments. However, this will not capture the effects of imperfections in the fiber end facets, nor rapid power diffusion during re-injection of optical power into the second fiber [30] . Thus, the complete model, as described in [50, 51] , combines both the basic connector matrix, which is used to model the fiber-fiber connection in the absence of any lateral and longitudinal misalignments, along with the analytical misalignment model:
where M misalign is a diagonal matrix whose diagonal elements are calculated from Equation (20b) after conversion from external to internal angles:
Equation (21) can be written either in the temporal or in the frequency domain by only introducing the variables of the input and output intensity vectors. The complete connector matrix M CC is the product of the misalignment matrix M misalign and the basic connector matrix M conn , and is the same for the temporal and frequency approaches. Figure 5 shows the connector matrices for several misalignment pairs. The images show how the connector introduces not only attenuation but also diffusion. Misalignments do not introduce further diffusion but can considerably increase attenuation. Equation (21) can be written either in the temporal or in the frequency domain by only introducing the variables of the input and output intensity vectors. The complete connector matrix MCC is the product of the misalignment matrix Mmisalign and the basic connector matrix Mconn, and is the same for the temporal and frequency approaches. Figure 5 shows the connector matrices for several misalignment pairs. The images show how the connector introduces not only attenuation but also diffusion. Misalignments do not introduce further diffusion but can considerably increase attenuation. 
Fiber Bends
In a similar way to connectors, fiber bends can be modeled via a matrix Mbend, or via an equivalent fit of the Gloge power-flow equation [32] . The matrix will depend on the bend radius and also on the bend angle (e.g., a complete turn of 360°, will be different from a right-angle turn of 90°). Once again, the key assumption is that the output intensity at some angle θi is a weighted linear summation of the input powers at all input angles. In other words 0 ( , ) ( , ) ( , )
where mbend (θi, θj) is a coupling coefficient between the input at θj and the output at θi. Representing the intensities as vectors Pout and Pin, that can be functions of time or frequency, we can also express this relationship as:
where Mbend is a matrix with elements mbend (θi, θj). Furthermore, similar to the Injection and Connector models, and as described in [32] , it is possible to fit this matrix to the Gloge power-flow equation [20, 23, 29, 30] . Similarly, the interpretation of the Gloge power-flow equation is the same as that of the injection and connector models above. The fiber bend matrix Mbend can be derived from measurements, as described in detail in [32] . 
In a similar way to connectors, fiber bends can be modeled via a matrix M bend , or via an equivalent fit of the Gloge power-flow equation [32] . The matrix will depend on the bend radius and also on the bend angle (e.g., a complete turn of 360 • , will be different from a right-angle turn of 90 • ). Once again, the key assumption is that the output intensity at some angle θ i is a weighted linear summation of the input powers at all input angles. In other words
where m bend (θ i , θ j ) is a coupling coefficient between the input at θ j and the output at θ i . Representing the intensities as vectors P out and P in , that can be functions of time or frequency, we can also express this relationship as: P out = M bend · P in (24) where M bend is a matrix with elements m bend (θ i , θ j ). Furthermore, similar to the Injection and Connector models, and as described in [32] , it is possible to fit this matrix to the Gloge power-flow equation [20, 23, 29, 30] . Similarly, the interpretation of the Gloge power-flow equation is the same as that of the Injection and Connector models above. The fiber bend matrix M bend can be derived from measurements, as described in detail in [32] .
Detector Coupling
In this section, we describe a model that allows for the computationally efficient simulation of optical coupling between the POF and a detector of arbitrary radius in the presence of misalignments. The model can be used to model spatial filtering at the detector and its dependence on the detector radius. It is based on the same equations used in the connector model for modeling the effects of lateral and longitudinal misalignment [50, 51] . Using Equation (20a,b) , it is possible to determine how much power is actually coupled into the detector, and therefore, determine an angle-dependent loss factor as a function of lateral and longitudinal misalignment, where r 0 is the lateral shift between the fiber axis and the detector center and z 0 is the longitudinal distance of the fiber end to the active area of the photodetector. Accounting for the detector possibly having a radius b that is different from the fiber core radius a, implies replacing a with b in Equation (20b). Thus, we can calculate the power-loss factor as a function of the propagation angle and the two shifts: l p (θ i , r 0 , z 0 ). [50, 51] . The complete model can be represented as: P out = M det · P in (25) where P out is the vector of output intensities, P in is the vector of input intensities that can be functions of time or frequency, and M det is a diagonal matrix with diagonal elements m det (θ i ) calculated as:
System Level Modeling: Two-Step and One-Step Approaches
Having provided an overview of the fundamental building blocks needed to model and simulate a large-core POF system, we will now turn our attention to the utilization of the models in POF-based system-level simulations. Conceptually, the modeling approach is the standard hierarchical method in which the building blocks are at the lowest level and the system is at a level above. This allows us to assess the impact of the individual building blocks on the overall system performance. Moreover, the cumulative impact on performance due to propagation through the connected components comprising the system can be quickly evaluated.
Until recently, commercial software packages did not include the capability to model and simulate large-core POFs at the system-level. This led us to develop a two-step simulation approach to meet our immediate need for system-level simulations [34, 56] . The first step uses the matrix representation of the components to calculate the output intensity distribution and frequency response of the system being studied. In the second step, system-level simulations are performed by introducing, in any system-level simulation environment, a black box with this frequency response. For example, let us imagine that we have a system consisting of a source, four fiber segments connected by ST connectors, followed by a detector. This scenario is depicted in Figure 6 for the more general case of k fiber segments, where k is a positive integer. As the scheme shows, both the spatial characteristics of the optical source and the photodetector are modeled as was described above and introduced into the POF system (first step). On the other hand, their temporal (frequency) characteristics are introduced in the system-level simulation (second step). Our implementation utilized the frequency-domain approach for the first step where all the components, including the fiber, are modeled with matrices. However, the equivalent time-domain approach would yield the same results.
The system has an optical source in the transceiver that is modeled by its angular intensity in vector form, P s (ω). The frequency dependence in this vector is flat, as the temporal characteristics of the transmitter are introduced in the second step. As for the fiber segments, they can be modeled with the corresponding propagation matrices M Li (ω), i = 1, ..., 4, while ST connectors can be modeled by characteristic matrices M ST . Finally, matrix M det is the diagonal matrix to account for angles that are not captured in the detector area, as discussed above. As in the case of the transmitter, the frequency response of the receiver and amplifier electronics is introduced in the second step. The optical intensity at the output of the whole POF layout, P out (ω), can then be calculated as the product of the matrices of every component of the POF link:
where F(ω) is a single matrix that models the fiber link without the active components and all the individual matrices for each component can be derived as described in the previous sections. Additionally, connector misalignment, fiber bend and injection aspects can be easily accommodated by inserting their corresponding matrices at the appropriate points in Equation (27) . Thus, for a given source with a particular spatial distribution, the frequency response of the POF layout can be derived as [29] :
where p out (θ,ω) is the output intensity vector in the frequency domain, whose discretized version is P out (ω) from Equation (27), that is shown here as a function of the propagation angle, as well as of the frequency. Therefore, the spatial aspects of the system can be modeled as an equivalent linear system whose frequency response is H(ω).
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Once the equivalent frequency response of the POF system has been obtained, the temporal aspects of the system design are introduced during the second step, allowing for the calculation of bit error rate (BER) and eye diagrams using different modulation formats. We implemented the first step using MATLAB TM [57] and the second used the commercial simulation package OptSim TM , utilizing its MATLAB co-simulation capability to combine both steps into a single simulation event [58] .
While this two-step approach can be quite efficient, especially when the time-domain signal includes a large number of bits (i.e., it provides for a reduced number of components to simulate in the second step), it does have a couple of notable drawbacks: (1) it can be tedious to work with two separate software packages, (2) it only allows access to the transmitted time/frequency domain signal at the input and output of the whole POF system, since the entire system is collapsed into a single black box. To overcome these issues, a one-step approach that integrates the temporal aspects of the signal transmitted through the POF system with the time-space characteristics of the system has been introduced [59, 60] . This approach overcomes the first drawback since it fits naturally into a single simulation environment. It overcomes the second drawback since it allows monitoring of the optical intensity, time-domain transmitted signal, or any other desired measurement at inputs and outputs of all the components constituting the POF system. Figure 7 shows schematically the general idea of the one-step approach. The one-step example is shown in the frequency domain, although it will be equivalent to work in the temporal domain. Optical intensity vectors P(ω) at the output of the system components are represented in 2-D according to their dimensions: frequency ω and propagation angle θ. black box. To overcome these issues, a one-step approach that integrates the temporal aspects of the signal transmitted through the POF system with the time-space characteristics of the system has been introduced [59, 60] . This approach overcomes the first drawback since it fits naturally into a single simulation environment. It overcomes the second drawback since it allows monitoring of the optical intensity, time-domain transmitted signal, or any other desired measurement at inputs and outputs of all the components constituting the POF system. Figure 7 shows schematically the general idea of the one-step approach. The one-step example is shown in the frequency domain, although it will be equivalent to work in the temporal domain. Optical intensity vectors P(ω) at the output of the system components are represented in 2-D according to their dimensions: frequency ω and propagation angle θ. As can be observed from Figure 7 , in the one-step simulation approach, the optical intensity vector at the output of the transmitter, which is propagated throughout the system components, contains not only the spatial but also the frequency properties of the transmitted signal. Therefore, time-domain signals can be easily extracted at any point of the link from the corresponding intensity vectors in order to obtain the desired system-level performance measurements such as BER or eye diagram [61, 62] . The derivation from the two-step to the one-step methodology can be done very easily by adding the signal frequency properties as explained in the following. Considering that a data signal s(t) is to be transmitted through a POF link, the output data signal r(t) can be obtained using the inverse Fourier transform and according to the two-step approach as:
where S(ω) is the Fourier transform of the input data signal s(t) and H(ω) is the equivalent frequency response of the POF system, that is obtained from Equation (28) . Since in Equation (29), the integral is computed in the spatial domain, it can be rewritten as
where the new variable pout,sig(θ,ω), that has been introduced, accounts for the output intensity containing both the spatial characteristics of the output signal and its frequency characteristics. This intensity can be calculated taking into account Equations (27) and (29): As can be observed from Figure 7 , in the one-step simulation approach, the optical intensity vector at the output of the transmitter, which is propagated throughout the system components, contains not only the spatial but also the frequency properties of the transmitted signal. Therefore, time-domain signals can be easily extracted at any point of the link from the corresponding intensity vectors in order to obtain the desired system-level performance measurements such as BER or eye diagram [61, 62] . The derivation from the two-step to the one-step methodology can be done very easily by adding the signal frequency properties as explained in the following. Considering that a data signal s(t) is to be transmitted through a POF link, the output data signal r(t) can be obtained using the inverse Fourier transform and according to the two-step approach as:
where the new variable p out,sig (θ,ω), that has been introduced, accounts for the output intensity containing both the spatial characteristics of the output signal and its frequency characteristics. This intensity can be calculated taking into account Equations (27) and (29): P out,sig (ω) = S(ω) · P out (ω) = M det · F(ω) · S(ω) · P s (ω) = M det · F(ω) · P s,sig (ω) (31) so that in the intensity vector P s,sig (ω) the frequency information of the transmitted data signal has been merged with the spatial information of the optical source and can be propagated in a block-by-block basis to perform system-level simulation of the POF link.
Commercial Software
The modeling techniques described so far can be implemented in commercial software packages and this is beginning to happen as POF gains popularity [42, 60] . This is very desirable since it makes large-core POF modeling capability available to a potentially large user base. It also lessens the development burden since it allows us to take advantage of sophisticated building blocks included in established commercial packages, which are based on tried-and-tested algorithms and simulation techniques.
MATLAB/Simulink
As a first stage, the one-step approach has been successfully adapted in a Simulink TM environment [61] . The POF model formulated in the frequency domain in matrix form can be efficiently implemented in MATLAB, using Simulink as the software user interface and integration engine to build the POF simulation framework. Simulink offers two main simulation modes, denominated sample mode and frame mode, which specify how the schematic building blocks interact and process the signal that propagates throughout the model as the simulation progresses. In sample-based processing, blocks process signals one sample at a time and then propagate the processed sample to the next block. The frame mode accumulates a large number of signal samples constituting a frame. This frame is subsequently processed as a single unit by the model blocks. In our case, the frame-mode has been chosen for introducing the POF models. This simulation mode speeds up simulations significantly. Moreover, since the matrix models are in the frequency domain, working with frames is the natural way to split up the input data signal so that it can undergo a Fourier-transform.
The developed simulation framework consists of a custom Simulink POF library containing blocks that model the fiber and related components, such as sources, connectors, bends etc., described above. Furthermore, due to the particular nature of the signal, custom blocks were designed to perform analysis and plotting functions, such as optical power and 3 dB bandwidth measurement, calculation of the equivalent complex frequency response, group delay and impulse response or representation of the far field pattern [57, 60] . The developed blocks interact with the user via dialog boxes to set the parameters that define each model. All these blocks, together with already existing Simulink blocks from the communications blockset, can be put together into a schematic to form the communication system to evaluate. In the developed framework, the default signal passed between blocks is the intensity vector with frequency information of the data, P s,sig (ω), that has been defined in the description of the one-step simulation methodology.
In this approach, the evolution of the transmitted signal along the POF system is accessible, which enables the evaluation of the optical intensity, the time-domain signal or any other desired measurement at any point of the link. This feature can be of great importance in order to identify the critical path or component in a network. However, a disadvantage of this framework is that Simulink is a general-purpose simulation environment that does not include blocks specific for optical components or optical measurement systems.
ModeSYS
ModeSYS TM is a simulation tool that is developed and marketed by Synopsys, Inc. [33] . Over the years, it has been used to model and simulate communication systems based on multimode glass optical fibers, with a primary focus on data communication applications. Unlike SI-POF, these fibers are usually of the graded-index variety made with core diameters of 50 or 62.5 microns, much less than that of SI-POF, which can be as large as 1 mm. Also, the sources are usually in the 850 or 1300 nm wavelength window. This means that, at most, only hundreds of propagating modes are supported by these fibers. Hence, ModeSYS takes the reasonable approach of simulating both the temporal waveform and spatial mode profiles of multimode glass optical fiber systems, thus combining system-level efficiency with device-level representation accuracy. It provides the user with an extensive set of measurement and analysis tools such as the basic signal representation in the time and frequency domains, but also representation of transverse mode profiles, radial power distributions, effective modal bandwidth, differential mode delay, encircled flux, eye diagram and BER.
ModeSYS is able to capture all the guided modes in multimode glass fibers via a signal representation that contains all the detailed spatial mode profiles; however, this representation is not adequate for large-core fibers, where there are millions of propagation modes. In addition, as mentioned before, the strong mode coupling in SI-POF induces power transfer between neighboring modes, which is much higher than in glass multimode fibers. Recently, the ModeSYS framework has been updated to support the modeling and simulation of large-core SI-POF systems based on the modeling techniques described above [33, 42] . The approach is essentially an implementation of the one-step approach [57, 60] , in this case, using the split-step time-domain algorithm for solving the Gloge power flow equation, as opposed to the frequency-domain matrix-based method. Interestingly, the ModeSYS framework provides a method to map the detailed spatial field representation at the POF input to the intensity-vs-angle representation that is assumed by the Gloge power flow equation and is compatible with the model implementations discussed above. To accomplish this, the optical signals with spatial mode profiles at the POF input are first converted into an equivalent intensity representation p(θ, z = 0, t) (where θ is internal angle and z = 0 indicates that we are at the fiber input) via the use of a Fourier-based far-field transformation. The following assumptions are made in carrying out this conversion. First, it is assumed that the input signal originates from free space. Second, it is assumed that the extent of the input beam is fully captured by the fiber core. Third, the far-field transformation is performed using the core index as the medium of propagation. It is also assumed that the fiber rejects any portion of the input that resides at an angle outside of the NA, and therefore, the corresponding launch intensities at these angles are set equal to zero. Finally, the effects of Fresnel reflection at the input are ignored [26] . ModeSYS also supports directly launching an input signal in the intensity-vs-angle domain, allowing the user to specify the angular dependence of the launch intensity via either data files or parameters to set the launch field analytically.
The ModeSYS framework also includes an interface with MATLAB that allows custom models in a simulation to be executed within the MATLAB environment. Through this interface, a user is able to take full advantage of an extensive and proprietary library of digital signal processing (DSP) modeling algorithms that are included with the software package, many of which have been well established in the literature [62] . As a result, sophisticated transmitter and receiver models using a combination of built-in blocks and custom MATLAB components can be implemented. The framework automatically invokes MATLAB as needed and provides for the exchange of propagating signals between the tools. In so doing, advanced modulation formats, along with feedforward and feedback equalization techniques, can be implemented in the MATLAB environment using tried-and-tested algorithms.
System Level Simulation Example: PAM-4 Transmission over Large-Core Plastic Optical Fiber
In this section, we describe an example implemented in the ModeSYS simulation framework based on the component models and system-level modeling techniques discussed above. This example is motivated by real world layouts though it does not attempt to implement the details of any real POF link. The goal is to show an instance that demonstrates the utility of the models for large-core SI-POFs and modeling techniques implemented in the simulation package rather than to create an optimal link design based on the assumed link scenarios and parameters.
Particularly, the example demonstrates how PAM-4 modulation with DSP equalization at the receiver can help overcome the inherent bandwidth limitations of POF at Gb/s data rates for short-distance data interconnects [6, 63] . Based partially on work presented in [63, 64] , Figure 8 illustrates a topology that implements end-to-end 1-Gb/s PAM-4 transmission over 1-mm diameter SI-POF. ModeSYS is used to simulate the fiber using the computationally efficient model based on the Gloge power-flow equation, while MATLAB co-simulation models the transmitter and receiver DSP using functions from the OptSim DSP Library for MATLAB. The transmitter generates an electrical PAM-4 signal with Nyquist pulse shaping and pre-emphasis filtering [65] , and the receiver DSP uses a least mean square (LMS) equalization algorithm to recover the transmitted symbols and analytically estimate the BER. A Fiber Injection block is used to model the impact of the strong initial power diffusion at the fiber input [23, 29] . The large-core SI-POF parameters used in the simulation are based on extracted model parameters for a 1 mm diameter ESKA-PREMIER GH4001 fiber from Mitsubishi [23] . The fiber injection uses parameters from [30] for the power diffusion, as well as the same angle-dependent loss as that used in the fiber. We would expect that the fiber injection, which tends to spread the power to higher angles, should result in a slower overall system response and reduced system bandwidth. Figure 9a shows the intensity in W/sr (not normalized) as a function of internal angle. Figure 9b shows the normalized version, illustrating the strong power diffusion. Figure 10 depicts the optical eyes at the POF system input and output, showing eye closure due to intermodal dispersion and mode coupling. Figure 11a illustrates the recovered eye diagram after the receiver's analog-to-digital conversion (ADC) and equalization, which has compensated for the eye closure, while Figure 11b depicts the analytically estimated BER in comparison with an ideal PAM4 reference curve. The BER of 4.6 × 10 −4 is below an FEC threshold of 3.7 × 10 −3 [66, 67] . As described in [63] , the supported bit rate for this typical system can be much higher than the 1 Gb/s used in this example. Close to the absolute bandwidth limit, we can also employ a detector coupler to eliminate the higher angle modes at the receiver, thus increasing the bandwidth; however, the resulting power loss in combination with the receiver sensitivity may force other system adjustments to meet the BER specifications. [65] , and the receiver DSP uses a least mean square (LMS) equalization algorithm to recover the transmitted symbols and analytically estimate the BER. A Fiber Injection block is used to model the impact of the strong initial power diffusion at the fiber input [23, 29] . The large-core SI-POF parameters used in the simulation are based on extracted model parameters for a 1 mm diameter ESKA-PREMIER GH4001 fiber from Mitsubishi [23] . The fiber injection uses parameters from [30] for the power diffusion, as well as the same angledependent loss as that used in the fiber. We would expect that the fiber injection, which tends to spread the power to higher angles, should result in a slower overall system response and reduced system bandwidth. Figure 9a shows the intensity in W/sr (not normalized) as a function of internal angle. Figure 9b shows the normalized version, illustrating the strong power diffusion. Figure 10 depicts the optical eyes at the POF system input and output, showing eye closure due to intermodal dispersion and mode coupling. Figure 11a illustrates the recovered eye diagram after the receiver's analog-to-digital conversion (ADC) and equalization, which has compensated for the eye closure, while Figure 11b depicts the analytically estimated BER in comparison with an ideal PAM4 reference curve. The BER of 4.6 × 10 −4 is below an FEC threshold of 3.7 × 10 −3 [66, 67] . As described in [63] , the supported bit rate for this typical system can be much higher than the 1 Gb/s used in this example. Close to the absolute bandwidth limit, we can also employ a detector coupler to eliminate the higher angle modes at the receiver, thus increasing the bandwidth; however, the resulting power loss in combination with the receiver sensitivity may force other system adjustments to meet the BER specifications. topology that implements end-to-end 1-Gb/s PAM-4 transmission over 1-mm diameter SI-POF. ModeSYS is used to simulate the fiber using the computationally efficient model based on the Gloge power-flow equation, while MATLAB co-simulation models the transmitter and receiver DSP using functions from the OptSim DSP Library for MATLAB. The transmitter generates an electrical PAM-4 signal with Nyquist pulse shaping and pre-emphasis filtering [65] , and the receiver DSP uses a least mean square (LMS) equalization algorithm to recover the transmitted symbols and analytically estimate the BER. A Fiber Injection block is used to model the impact of the strong initial power diffusion at the fiber input [23, 29] . The large-core SI-POF parameters used in the simulation are based on extracted model parameters for a 1 mm diameter ESKA-PREMIER GH4001 fiber from Mitsubishi [23] . The fiber injection uses parameters from [30] for the power diffusion, as well as the same angledependent loss as that used in the fiber. We would expect that the fiber injection, which tends to spread the power to higher angles, should result in a slower overall system response and reduced system bandwidth. Figure 9a shows the intensity in W/sr (not normalized) as a function of internal angle. Figure 9b shows the normalized version, illustrating the strong power diffusion. Figure 10 depicts the optical eyes at the POF system input and output, showing eye closure due to intermodal dispersion and mode coupling. Figure 11a illustrates the recovered eye diagram after the receiver's analog-to-digital conversion (ADC) and equalization, which has compensated for the eye closure, while Figure 11b depicts the analytically estimated BER in comparison with an ideal PAM4 reference curve. The BER of 4.6 × 10 −4 is below an FEC threshold of 3.7 × 10 −3 [66, 67] . As described in [63] , the supported bit rate for this typical system can be much higher than the 1 Gb/s used in this example. Close to the absolute bandwidth limit, we can also employ a detector coupler to eliminate the higher angle modes at the receiver, thus increasing the bandwidth; however, the resulting power loss in combination with the receiver sensitivity may force other system adjustments to meet the BER specifications. 
Conclusions
In this paper, we have stressed the need for an accurate comprehensive system-level modeling and simulation framework that allows system designers to explore various design options before building and deploying their particular network. We have presented a review of the fundamental challenges associated with the modeling and simulation of large-core POF-based systems and how we have addressed them at the component and system levels for SI-POF. Specifically, we have described the time domain and the alternative frequency domain approaches to model SI-POF based on the power-flow equation. We then reviewed our approach to modeling various other components, followed by a description of the important system-level modeling considerations. Our approach is rooted in first developing efficient experimentally verified models of the individual components and observed behaviors. Subsequently, the models are used to construct various link or network configurations whose performances are estimated at the system level via typical metrics such as BER and eye diagrams.
We then described our historical approaches to address our need to model POF-based systems since there was a lack of commercial offerings. Thankfully, commercial software packages are now emerging and we have described an approach based on a custom Simulink library and ModeSYS, which is primarily a glass multimode fiber simulation environment which has more recently been adapted to handle large-core POF-based systems. 
We then described our historical approaches to address our need to model POF-based systems since there was a lack of commercial offerings. Thankfully, commercial software packages are now emerging and we have described an approach based on a custom Simulink library and ModeSYS, which is primarily a glass multimode fiber simulation environment which has more recently been adapted to handle large-core POF-based systems.
Our future work will investigate other types of POFs, including various MC SI-POF and GI-POF. The ultimate goal is to again develop reliable models of the components and study them at the system level with an emphasis on high-speed data transmission over these media as we push the limits of POF-based networks. Among other things, the study will naturally involve modulation formats and DSP algorithms for pre-and post-processing at the transmitter and receiver, respectively. Also, the variability of model parameters for the fiber and all the other components will be quantified and more extensively studied at the system level to ensure that the predicted system-level performances are realistic.
