Abstract. Recently, Ian Agol introduced a class of "veering" ideal triangulations for mapping tori of pseudo-Anosov homeomorphisms of surfaces punctured along the singular points. These triangulations have very special combinatorial properties, and Agol asked if these are "geometric", i.e. realised in the complete hyperbolic metric with all tetrahedra positively oriented. This paper describes a computer program Veering, building on the program Trains by Toby Hall, for generating these triangulations starting from a description of the homeomorphism as a product of Dehn twists. Using this we obtain the first examples of non-geometric veering triangulations; the smallest example we have found is a triangulation with 13 tetrahedra.
Introduction
The technique of decomposing finite-volume cusped hyperbolic 3-manifolds into ideal hyperbolic tetrahedra was introduced by Thurston [27] and has proved very useful for understanding these 3-manifolds. For example, such triangulations provide an effective means of calculating geometric invariants and for computing deformations of hyperbolic structures, as used in the computer programs SnapPea [20] , Snap [14] and SnapPy [9] . A (topological) ideal triangulation of a 3-manifold M is a decomposition of M into ideal tetrahedra, that is, 3-simplices with their vertices removed, such that their faces are affinely glued in pairs.
A geometric ideal triangulation is an ideal triangulation where each tetrahedron can be assigned the shape of a positive volume ideal hyperbolic tetrahedron, such that the tetrahedra glue together coherently to define a global hyperbolic structure which agrees with the complete hyperbolic structure on M . A natural question to ask is whether every cusped hyperbolic 3-manifold admits a geometric ideal triangulation. This question remains unanswered.
In this paper we focus on ideal triangulations of fibred cusped hyperbolic 3-manifolds, that is, cusped hyperbolic 3-manifolds of the form M ϕ = S × [0, 1]/(x, 0) ∼ (ϕ(x), 1), where S is a punctured surface and ϕ : S → S is a pseudo-Anosov homeomorphism. For each such ϕ, Agol gives a construction of an ideal triangulation of M ϕ • , where ϕ • is the restriction of ϕ to the surface obtained by puncturing S at the singular points of the invariant foliations (see [1] .) This triangulation is a layered triangulation of M ϕ • and is canonical in the sense that it is uniquely determined by ϕ. Furthermore, the triangulation satisfies a combinatorial condition called veering (see Section 2 for the definition). In fact, this triangulation is uniquely characterised by the veering condition, that is, every veering ideal triangulation of M ϕ • which is layered with respect to ϕ • is isomorphic to the veering triangulation produced by Agol's construction (see [1, Proposition 4 
.2]). Agol poses the question:
Question: Are the veering triangulations coming from this construction geometric?
In [17] and [13] , it is shown that veering triangulations admit strict angle structures, which is a necessary condition for an ideal triangulation to be geometric. It can be checked that the well studied monodromy (or Floyd-Hatcher) triangulations are veering, so that they correspond to the triangulations produced by Agol's construction in the case that S is a once-punctured torus. These triangulations are known to be geometric (see [15] or [21] .) Many other examples of geometric veering triangulations were studied in [17] .
In this paper we produce the first examples of non-geometric veering triangulations. Currently, the smallest such example (in terms of the number of tetrahedra) known, described in Section 7, has 13 tetrahedra. It seems unlikely that a counterexample would have been found without a computer search, and it is still something of a mystery why veering triangulations are so frequently geometric.
In Section 3, we describe a computer program that we implemented, which, given a pseudoAnosov homeomorphism of an oriented surface (of genus g ≥ 0 with p > 0 punctures) described as a composition of Dehn twists and half twists about adjacent punctures (see Figure 5 ), automates Agol's construction, producing veering triangulation files which can be readily input into the computer program SnapPy. In Section 4 we apply the algorithm given in Section 3 on an example.
We find examples of veering triangulations which SnapPy reports are non-geometric, see Section 6 and tables of data given in Appendix C. In Section 7, we outline how we rigorously verified that one 13 tetrahedron veering triangulation is not geometric.
In [1] , Agol briefly mentions how periodic splitting sequences of train tracks give rise to conjugacy invariants which solve the restricted conjugacy problem for pseudo-Anosov mapping classes. As part of our computer program we implemented an algorithm which uses the periodic splitting sequences of train tracks to determine whether or not two pseudo-Anosov mapping classes are conjugate in the mapping class group. This is described in Section 5.
The program Veering [18] described in this paper and tables of results are freely available at http://www.ms.unimelb.edu.au/~veering/.
We thank Toby Hall for his helpful comments regarding some technical details of the computer program Trains [16] , on which our program relies. This paper is primarily based on work done as part of a Master's thesis [19] by the second author.
Definitions and background
Let S be an orientable surface of genus g with p punctures and χ(S) < 0. A train track τ ⊂ S is a finite 1-complex with C 1 embedded edges, each vertex of which is locally modeled on a switch (see Figure 1 ) so that each vertex has a well defined 1-dimensional tangent space and which satisfies the following geometry condition [25] . If R is a complementary region of τ in S then the double of R along ∂R with non-smooth points removed has negative Euler characteristic. Edges of a train track are called branches, and vertices are called switches. A measured train track is a train track τ together with a transverse measure µ, which is a function assigning a positive weight to each edge of τ such that the switch condition holds, that is, at each switch the sum of the weights of edges on each side of the tangent space are equal (see Figure 1 .) We sometimes refer to τ as a measured train track when the measure is understood from context. We also occasionally drop the adjective measured, when it is clear that the train track is measured. We will denote by kτ the measured train track with the same underlying train track τ but with measure scaled by k ∈ R >0 . A train track is trivalent if every switch has degree 3. If τ is a trivalent train track and e is an edge of τ then it has two ends. An end of e is large if it comes into a switch s on the side of the tangent space at s opposite the side with two incident branches, otherwise it is small. The branch e is large if both of its ends are large, and similarly it is small if both of its ends are small. Let ϕ : S → S be a homeomorphism. By the Nielsen-Thurston classification [11] , ϕ is isotopic to a homeomorphism ϕ which is either periodic, reducible (setwise fixes a non-empty union of finitely many disjoint essential simple closed curves) or pseudo-Anosov. In the pseudo-Anosov case there exist singular transverse measured foliations F ± on S such that ϕ (F + ) = λF + and ϕ (F − ) = λ −1 F − , where λ > 1 is the dilatation of ϕ . Away from a finite minimal set of points P ⊂ S, each foliation F ± gives a decomposition of S\P into a disjoint union of curves, called leaves. A finite line segment lying on a leaf of F − can be thought of as scaled by ϕ by a factor of λ. The set of points P together with the punctures of S are called singular points of F ± . Fix a complete finite area hyperbolic metric on S. By removing the singular leaves of F − (resp. F + ), i.e. leaves which have an endpoint at a singular point, then isotoping each of the remaining leaves of the foliation to complete geodesic representatives, and finally taking the closure of the resulting subset of S, one obtains a geodesic lamination L s (resp. L u ) [5, Construction 1.68]. The geodesic lamination L s (resp. L u ) also inherits a transverse measure from F + (resp. F − ) and is called the stable (resp. unstable) measured geodesic laminations for ϕ , see [7] and [6] for an alternative approach. Definition 2.1. Let (τ, µ) be a measured train track on a surface S, and let e be a large branch with neighbouring edges labelled as in the left of Figure 2 . A split at e is a move producing the train track (τ , µ ) obtained from (τ, µ) by splitting e and inserting a new edge e in one of two possible ways depending on the weights of the neighbouring edges, see Figure 2 . We use the notation (τ, µ) e (τ , µ ) to denote that (τ , µ ) is obtained from (τ, µ) by splitting e. Note:
(1) The weights of all other edges are kept the same. (2) The train track (τ , µ ) is only well-defined up to isotopy. (3) We only define a split for max(a, d) = max(b, c). (4) The inverse move which produces (τ, µ) from (τ , µ ) is called a fold at e . Definition 2.2. Let (τ, µ) be a measured train track on a surface S. A maximal split of (τ, µ) is a move which produces the train track (τ , µ ) obtained by splitting all of the edges of τ that have the maximum weight. This is denoted by (τ, µ) (τ , µ ). If
is a sequence of n ∈ Z >0 maximal splits then we write (τ 0 , µ 0 ) n (τ n , µ n ). Note that in general a maximal split may split more than one edge. The two possibilities for a split of the large branch e. We use the label of an edge to represent its weight.
Definition 2.3. Let S be a punctured surface. Let (L, λ) be a measured geodesic lamination on S, and let (τ, µ) be a measured train track on S. The measured lamination L is suited to τ (we also say τ is suited to L) if the following conditions are satisfied:
(i) There exists a differentiable map f : S → S homotopic to the identity such that f (L) = τ .
(ii) f is non-singular on the tangent space to leaves of L, that is, if v = 0 is a vector tangent to a leaf of L then df (v) is a non-zero tangent vector to τ . (iii) The map f respects the transverse measures, that is, if p is a point in the interior of an edge e of τ then λ(f −1 (p)) = µ(e).
Theorem 2.4 (Theorem 3.5 of [1] ). Let ϕ : S → S be a pseudo-Anosov homeomorphism with dilatation λ and stable measured geodesic lamination (L s , δ). If (L s , δ) is suited to the measured train track (τ, µ) then there exist n, m ∈ Z >0 such that
and τ n+m = ϕ(τ n ) and µ n+m = λ −1 ϕ(µ n ), where if e is an edge of τ n+m then ϕ(µ n )(e) := µ n (ϕ −1 (e)).
We call the sequence (τ n , µ n ) · · · (τ n+m , µ n+m ) · · · , of train tracks in Theorem 2.4 a periodic splitting sequence, with respect to ϕ, as it is periodic modulo the action of the monodromy and scaling by the dilatation.
We briefly describe Agol's construction of the layered veering triangulation; see also Step 4 of Section 3.1 and [1] for details. With the notation as in Theorem 2.4, let ϕ • : S • → S • be the restriction of ϕ to the surface S • obtained by puncturing S at the singular points of the invariant foliations of ϕ. Then the complementary regions of each train track in the periodic splitting sequence are homeomorphic to once-punctured disks. There is an ideal triangulation T i of S • dual to the train track τ i , so that edges of T i are in bijection with branches of τ i . A split of a train track corresponds to a diagonal exchange of the dual triangulation. Hence, a maximal split corresponds to a sequence of diagonal exchanges interpolating between T i and T i+1 (the veering triangulation is independent of the order of the diagonal exchanges.) Starting with the triangulation T n of S • we attach a tetrahedron for each diagonal exchange interpolating between the two triangulations. Finally, since τ n+m = ϕ • (τ n ) (ignoring measures) we have T n+m = ϕ • (T n ), so we can glue T n to T n+m to construct a veering triangulation of the mapping torus M ϕ • .
We now define veering, a combinatorial condition satisfied by the ideal triangulations produced by Agol's construction. Definition 2.5 (Taut angle structure). An angle-taut tetrahedron is an ideal tetrahedron equipped with an assignment of angles taken from {0, π} to its edges so that two opposite edges are assigned π and the other four are assigned 0. A taut angle structure on M is an assignment of angles taken from {0, π} to the edges of each tetrahedron in M, such that every tetrahedron is angle-taut and the sum of all angles around each edge in M is 2π. Definition 2.6 (Taut structure). A taut tetrahedron is a tetrahedron with a coorientation assigned to each face, such that precisely two faces are cooriented into the tetrahedron, and precisely two are cooriented outwards. Each edge of a taut tetrahedron is assigned an angle of either π if the coorientations on the adjacent faces agree, or 0 if they disagree. See Figure 3 (a) for the only possible configuration (up to symmetry). Then T is a taut ideal triangulation of M if there is a coorientation assigned to each ideal triangle, such that every ideal tetrahedron is taut, and the sum of all angles around each edge in M is 2π (see Figure 3(b) ). This will also be called a taut structure on M. A taut ideal triangulation comes with a compatible taut angle structure, but not every taut angle structure arises from a taut structure. Let ∆ 3 be the standard 3-simplex with a chosen orientation. Suppose the edges of ∆ 3 are labelled by e, e and e , such that opposite edges have the same label and all three labels occur. Then the cyclic order of e, e and e viewed from each vertex depends only on the orientation of the 3-simplex, i.e. is independent of the choice of vertex. It follows that, up to orientation preserving symmetries, there are two possible labellings, and we fix one of these labellings as shown in Figure 4 . Definition 2.7 (Veering triangulation). A veering tetrahedron is an oriented angle-taut tetrahedron, where each edge with angle 0 is coloured either red or blue (drawn dotted and dashed respectively), such that the cyclic order of the edges at each vertex takes the π angle edge to a blue edge to a red edge. This is shown in Figure 4 . We refer to the red edges as rightveering and the blue edges as left-veering. Colours assigned to the π angle edges are irrelevant to the definition of a veering tetrahedron. A triangulation T with a taut angle structure is a veering triangulation of M if there is a colour assigned to each edge in the triangulation so that every tetrahedron is veering.
The definition of a veering triangulation given above matches the definition given in [17] . This is slightly more general than the definition given by Agol, which requires that the angle-taut structure on the triangulation is promoted to a taut structure. Figure 4 . The canonical picture of a veering tetrahedron. The 0 angles are at the four sides of the square, and the π angles are the diagonals. We indicate the veering directions on the 0 angle edges of a tetrahedron by colouring the edges. Note that this picture depends on a choice of orientation for the tetrahedron.
Implementation
In this section we discuss a computer program we developed to construct examples of veering triangulations coming from Agol's construction.
Let S be a surface of genus g ≥ 0 with p > 0 punctures, where we label the punctures by integers 1, 2, . . . , p. Let ϕ : S → S be a homeomorphism permuting the punctures, given by a composition
, where each of T 1 , . . . , T n is either a left or right Dehn twist in one of the curves shown in Figure  5 , or a half-twist permuting adjacent punctures i and i+1, where i ∈ {1, 2, . . . , p−1} (see Figure  6 ). The Dehn twists in curves shown in Figure 5 and half-twists in adjacent punctures generate the mapping class group of S [10] . Figure 5 . The orientation of S is given by an outward normal vector field and the right hand rule. We consider a positive Dehn twist in a curve shown to be a left twist, that is, we twist to the left as we approach the curve from either side. Let G ⊆ S be a graph homotopy equivalent to S. Then ϕ induces a homotopy equivalence g : G → G and conversely the isotopy class of ϕ is uniquely determined by g. By a homotopy if necessary, we may assume that g is a graph map, that is, g maps vertices to vertices and each oriented edge to an edge path, which is an oriented path e 1 e 2 · · · e k , where e 1 , . . . , e k , k ≥ 0, are oriented edges and the terminal vertex of e i is equal to the initial vertex of e i+1 for i ∈ {1, 2, . . . , k − 1}. As the graph map g is induced by ϕ, we say that g is a graph map representing ϕ. We compute such a graph map g representing ϕ; this is described in more detail in Appendix A.
The graph map produced is input into the computer program Trains [16] , written by Toby Hall, which is a software implementation of the Bestvina-Handel algorithm for punctured surfaces (see [3] .) The Bestvina-Handel algorithm will determine whether or not the homeomorphism represented by the graph map is isotopic to a pseudo-Anosov homeomorphism, and in the case that it is, it will produce a train track τ suited to the stable geodesic lamination. The program Trains provides the following combinatorial data of the train track:
(1) The fat graph structure of τ , i.e. the graph structure together with a cyclic order of incident edges around each vertex respecting the orientation of the surface. Since each complementary region is a disk or punctured disk, from the above combinatorial data alone we can reconstruct a surface Σ diffeomorphic to S, with embedded train track τ 0 , so that (Σ, τ 0 ) is diffeomorphic to (S, τ ). The above combinatorial data determines the embedding of the train track in the surface only up to a diffeomorphism of the surface fixing each puncture. That is, if two train tracks τ and τ on a surface S have isomorphic combinatorial data then there exists a diffeomorphism h : S → S pointwise fixing the punctures of S, such that h(τ ) = τ (see Proposition 3.2 of Section 3.3.)
Let τ be a train track suited to the stable geodesic lamination of ϕ, as given by the BestvinaHandel algorithm. Let M ϕ • be the mapping torus of ϕ • , where ϕ • : S • → S • is the restriction of ϕ to the surface S • obtained by puncturing S at the singular points of the invariant foliations. As in the Bestvina-Handel algorithm, Trains also outputs a C 1 graph map g : τ → τ representing ϕ • , with the additional property that the measure on τ can be computed from g (see Step 1 below.) We now outline the steps taken to algorithmically build the veering triangulation of M ϕ • , given only the combinatorial data of τ and the map g, as provided by Trains. Following the outline, we will describe Steps 2 and 3 in more detail.
3.1. Algorithm outline.
Step 1: Compute the tranverse measure. Use the map g given by Trains to compute the dilatation λ > 1 and weights of branches of τ to some specified arbitrary precision, so that τ is now a measured train track suited to the stable geodesic lamination of ϕ • . More precisely, let e 1 , e 2 , . . . , e m be the set of edges of τ , with each edge equipped with an arbitrarily chosen orientation. Let M be the m×m matrix given by setting M ij to be the number of times either e j or e j (e j with its orientation reversed) appears in the edge path g(e i ). The dilatation λ is the largest real eigenvalue of M . Let v be an eigenvector of M with strictly positive entries which spans the one dimensional eigenspace corresponding to λ. The transverse measure on τ is given by assigning the ith component of v to be the weight of e i , for i ∈ {1, 2, . . . , m}. The transverse measure is well defined up to scaling. See [3] for details.
Step 2: Modify τ so that it is a trivalent train track (and modify g appropriately.)
Agol's construction begins with a trivalent train track suited to the stable geodesic lamination L s of ϕ, however those produced by the Bestvina-Handel algorithm are generally not trivalent. We modify τ by applying a 'combing' procedure at each switch of τ with degree greater than 3 and removing degree 2 vertices to produce a trivalent measured train track suited to L s , which we continue to denote by τ .
Step 3: Detect periodicity of splitting sequence of train tracks. In this step we perform maximal splits starting with τ to obtain a splitting sequence of train tracks until we determine that the sequence becomes periodic, that is ϕ • (λ −1 τ i ) = τ j for some i < j. Periodicity requires us to check that ϕ • (λ −1 τ i ) and τ j are identical up to (ambient) isotopy in S • . However, since we do not keep track of embeddings of train tracks in S • and therefore cannot directly determine whether two train tracks are isotopic in S • , we instead use an indirect approach to detect periodicity. We introduce the notion of combinatorial equivalence of two given measured train tracks on the same surface, which is essentially equivalent to saying that the two tracks have isomorphic combinatorial data. Combinatorial equivalence is a necessary but insufficient condition for two train tracks to be isotopic but can be checked for algorithmically. Moreover, given a combinatorial equivalence between the two train tracks λ −1 τ i and τ j , there exists a diffeomorphism h : S • → S • such that h(λ −1 τ i ) = τ j which realises the combinatorial equivalence. Then h and ϕ • are isotopic in S • if and only if the induced maps h * , ϕ • * : π 1 (S • ) → π 1 (S • ) are equal up to an inner automorphism. The map ϕ • * can be computed from the map g given by Trains, and h * is determined by the combinatorial equivalence alone. If h and ϕ • are determined to be isotopic then ϕ • (λ −1 τ i ) = h(λ −1 τ i ) = τ j so that the sequence is periodic as required.
Step 4: Use the splitting sequence of train tracks to construct the veering triangulation. We briefly describe the construction of the layered triangulation from the periodic splitting sequence of train tracks and combinatorial equivalence found in Step 3, see [1, §4] for details. Assume we have found that ϕ
Recall that we add punctures to S at the singular points of the transverse measured foliations of ϕ to obtain a surface S • so that each complementary region (in S • ) of a train track in our splitting sequence is homeomorphic to a punctured disk. For a given train track there is a dual ideal triangulation of the surface S • so that edges of ideal triangles are in bijection with branches of the train track. A maximal split τ i τ i+1 corresponds to a sequence of diagonal exchanges, and for each diagonal exchange an ideal tetrahedron is attached.
Finally, we need to specify how the triangulation T n of S • dual to τ n glues to the triangulation T n+m of S • dual to τ n+m , which is required in order to completely determine the tetrahedron face pairings. The combinatorial equivalence between λ −1 τ n and τ n+m from Step 3 induces a bijection between the edges of τ n and τ n+m , which in turn induces a gluing of the ideal triangles in T n to those in T n+m , as required.
3.2.
Step 2. We now describe Step 2 in more detail. Let v be a switch of τ with degree greater than 3. Let e 1 , e 2 be consecutive edges incident to v on the same side of the tangent space of τ at v, and let U ⊆ S be a small closed disk such that v ∈ Int(U ) (see Figure 7 .) Identify the arcs e 1 ∩ U and e 2 ∩ U to produce a train track, obtained from τ by combing. By repeatedly combing we can obtain a trivalent train track, which we will denote by τ . The new edge is assigned a weight equal to the sum of the weights of edges e 1 and e 2 . By Proposition 3.1 below, L is suited to τ . (Further discussion of combing can be found on page 40 of §1.4 of [25] .) Assume first that τ is obtained from τ by combing a single edge as in Figure 7 . We modify the graph map g to obtain a graph map τ → τ which we will continue to denote by g. This graph map will be used to detect periodicity in the splitting sequence of train tracks in Step 4. Let E be the new edge introduced by combing which we orient away from v. Assume that the other edges of τ are labelled the same as those of τ and that e 1 , e 2 are oriented away from the vertex common with E in τ as in Figure 7 . We think of the old edge e i as now being Ee i , i ∈ 1, 2. Set g(E) to be the empty edge path. For each remaining edge e, and for each e i ∈ {e 1 , e 2 } modify g(e) by replacing each occurrence of e i in g(e) with Ee i and each occurrence of e i with e i E. If τ is obtained by combing more than one edge of τ then each time we comb an edge we update g as described. The resulting map g is a graph map representing ϕ • .
Assume that v is a degree 2 vertex of τ with incident edges e 3 and e 4 , oriented away from v . We declare the vertex to be removed from τ so that the union of e 3 and e 4 form a new edge E = e 3 e 4 . Then we modify the graph map g so that E maps to g(e 3 e 4 ), and we remove all occurrences of e 3 and e 3 in the image of each edge. The edge e 3 is thought of as contracted into a vertex and e 4 lengthened to form E. Proof. By definition since L is suited to τ there exists a differentiable map f : S → S homotopic to the identity such that f (L) = τ and f is non-singular on the tangent space to leaves of L. Let h : S → S be a differentiable map homotopic to the identity which, intuitively, folds together e 1 ∩ U and e 2 ∩ U . Then h • f : S → S is a differentiable map homotopic to the identity such that h • f (L) = τ and is non-singular on the tangent space to leaves of L. The measure is also appropriately preserved by h • f .
3.3.
Step 3. We denote by ϕ • : S • → S • the restriction of ϕ to the surface S • obtained by puncturing S at the singular points of the invariant foliations. In this section we outline an effective procedure to detect the periodic splitting sequence associated with ϕ • , given only τ and g : τ → τ as produced by Trains.
3.3.1. Combinatorial equivalence of train tracks. Recall that we would like to perform maximal splits beginning with the train track τ , producing a sequence of measured train tracks
until we find that the sequence becomes periodic, that is, λ −1 ϕ • (τ n ) = τ n+m for some n, m ∈ Z >0 . However, we do not keep track of the embedding of train tracks in the surface S so we can not directly compare train tracks up to isotopy in S. Despite this, we can determine if two measured train tracks τ , τ are combinatorially equivalent, that is, there is a bijection between their vertices and oriented edges which:
(i) induces an isomorphism of the combinatorial graph structure of the train tracks, (ii) preserves the clockwise cyclic order of oriented edges around each switch, (iii) preserves the smoothing at each switch (i.e. the list of edges on each side of the tangent space), (iv) maps edges to edges of the same weight, and (v) preserves complementary regions, that is, if p is a puncture of S, then the clockwise sequence of edges which form the boundary of the complementary region of τ containing p are mapped by the bijection to the clockwise sequence of edges which form the boundary of the complementary region of τ containing p.
See [23, §3.15] for further discussion on combinatorial equivalence (note however, that we require the additional property that a combinatorial equivalence respects weights of edges.) We write τ ∼ τ to denote combinatorial equivalence. A combinatorial equivalence between two train tracks τ and τ induces a C 1 -diffeomorphism τ → τ respecting the bijection of edges and vertices. In fact we have the following proposition.
Proposition 3.2. Let τ , τ be combinatorially equivalent measured train tracks on a punctured surface S each of which fill the surface, that is, the complementary regions of each of the train tracks are homeomorphic to disks or once-punctured disks. Then there exists a diffeomorphism φ : S → S such that φ(τ ) = τ which induces the combinatorial equivalence.
See [23, Proposition 3.15.1].
Note that train tracks output by the Bestvina-Handel algorithm always fill the surface, and performing a maximal split on a filling train track results in a filling train track.
Compute graph maps
. Singular points of the invariant foliations of ϕ are in bijection with the complementary regions of τ ⊂ S. Thus, in S • all complementary regions of τ (and τ i for i ∈ Z >0 ) are punctured disks. For i ∈ Z >0 , the train track τ i is homotopy equivalent to S • and ϕ • induces a homotopy equivalence τ i → τ i . Each time we perform a maximal split we compute such a homotopy equivalence, in fact, a graph map g i : τ i → τ i representing ϕ • , which is later used to compute the map ϕ • * : π 1 (S • ) → π 1 (S • ) mentioned in the outline in Section 3.1. This is done inductively, starting with the graph map g 0 := g computed in Step 3, which was obtained by modifying the graph map produced by the Bestvina-Handel algorithm. Let i ∈ Z ≥0 and assume that τ i+1 is obtained from τ i by splitting a single large branch E, as shown in Figure 8 . The edge e 1 of τ i+1 can be thought of as represented by Ee 1 in τ i . Similarly, the edge e 4 of τ i+1 can be thought of as represented by Ee 4 of τ i . All other edges of τ i+1 are thought of as the same as the corresponding edges of τ i . We also think of e 1 of τ i as being represented by Ee 1 of τ i+1 (and analogously for e 2 .) This gives rise to the following modifications.
First define g i : τ i+1 → τ i by setting g i (e 1 ) = g i (Ee 1 ) and g i (e 4 ) = g i (Ee 4 ) (provided that e 1 = e 4 , otherwise set g i (e 1 ) = g i (Ee 1 E)) and g i (e) = g i (e) for all other edges e of τ i+1 , where we label the oriented edges of τ i+1 the same way as τ i for edges not shown in Figure 8 and a bar above an edge indicates the edge with its direction reversed. Finally, g i+1 : τ i+1 → τ i+1 is obtained from g i as follows. If e is an edge of τ i+1 we set g i+1 (e) to be the edge path given by replacing each edge e 1 by Ee 1 , and e 4 by Ee 4 in the edge path g i (e) (and similarly for e 1 and e 4 .) The case where E is split the other way is dealt with analogously. If τ i+1 is obtained from τ i by splitting multiple large branches, then we perform the above procedure for each split in any order.
Remark 3.3. In general for an edge e the edge path g i (e), i ∈ Z >0 , may enter and exit a vertex via edges on the same side of the tangent space at a switch. . By convention the new edge is also labelled E. The orientations of edges have been chosen arbitrarily.
3.3.3.
Determine when the sequence of train tracks becomes periodic. For each train track τ j computed, we enumerate all combinatorial equivalences 1 λ τ i ∼ τ j with i < j. Note that in general two train tracks may be combinatorially equivalent in multiple distinct ways. Suppose that 1 λ τ i ∼ τ j and fix a combinatorial equivalence. By Proposition 3.2, the combinatorial equivalence is induced by a homeomorphism ψ :
We determine whether ψ and ϕ • are isotopic as homeomorphisms of S • by determining whether they induce the same outer automorphism of π 1 (S • ).
For k ∈ Z >0 , there exists a map h k : S • → S • homotopic to the identity, mapping τ k+1 onto τ k , which folds at the small branches of τ k+1 that arose by the maximal splitting τ k τ k+1 . Then h k restricts to a map h k : τ k+1 → τ k . For example, if τ k τ k+1 is as in Figure 8 with i = k, then h k (e 1 ) = Ee 1 , h k (e 4 ) = Ee 4 and all other edges are mapped to the corresponding edge of τ k . By composing the restrictions, we obtain a map f :
is induced by a map S • → S • homotopic to the identity.
. Now g i is a graph map representing ψ, and g i is a graph map representing ϕ • , both in terms of the underlying train track τ i . Hence it suffices to determine whether they are homotopic graph maps. We do so by checking if they induce the same outer automorphism of
Let
) is a free group on finitely many generators, we can algorithmically check this last condition as follows.
Let F n = a 1 , a 2 , . . . , a n , be the free group on n > 1 generators, and let f, g : F n → F n be group automorphisms. Our goal is to find x ∈ F n such that f (a i ) = xg(a i )x −1 for i ∈ {1, 2, . . . , n}, or show that such an x does not exist. If there exists such an x, then the cyclically reduced parts of f (a i ) and g(a i ) are equal for i ∈ {1, 2, . . . , n}, so we can write f (a 1 ) = x 1 g(a 1 )x
2 , for some x 1 , x 2 ∈ F n . Since f is an automorphism we know that f (a 1 ), . . . , f (a n ) forms a basis for F n . Hence for i ∈ {1, 2, . . . , n}, the stabiliser of f (a i ) under the conjugation action is {f (a i ) k | k ∈ Z}. We have
1 . A priori, if we did not know whether f and g were equal as outer automorphisms of F n , then we could try to solve this last equation for k, m ∈ Z. Since x 2 x −1 1 as a reduced word in the generators is of finite length, there are only finitely many possible choices of k, m to check, otherwise as a reduced word f (a 2 ) −k f (a 1 ) m would have length exceeding the length of x 2 x −1 1 . If a solution exists, it is unique since f (a 1 ), . . . , f (a n ) forms a basis for F n so f (a 2 ) −k f (a 1 ) m is distinct for distinct pairs (k, m). Finally, if we are able to find k, n solving the equation, then letting x = f (a 1 ) k x 1 , we can check whether f (a i ) = xg(a i )x −1 for i = {1, 2, . . . , n}, as required.
Example
Let T be the once-punctured torus given by identifying opposite sides of the square with its vertices removed, as shown in Figure 9 . Let f : T → T be the homeomorphism given by a left Dehn twist in c 2 , followed by a right Dehn twist in c 1 , where c 1 and c 2 are the curves shown in Figure 9 . Figure 9 . We orient the surface using an anticlockwise rotation direction.
By applying the Bestvina-Handel algorithm we find that f is a pseudo-Anosov homeomorphism with measured train track τ suited to the stable measured geodesic lamination as shown in Figure 10 . In brief, we will convert τ into a trivalent train track. We then split the train track until we obtain the periodic splitting sequence, and construct the ideal triangulation of the mapping torus M f . The initial train track map on τ is given by
The train track τ has one vertex of degree four. As in Section 3.2 we comb edges a and b, introducing a new edge c as shown in Figure 11 below. We continue to denote the resulting trivalent train track by τ . The weight of edge c is the sum of the weights of edges a and b. The resulting map g on τ is given by
which is computed from g by replacing a by ca and b by cb in the image of each edge, and mapping c to the empty path (c gets mapped into a vertex.) We will drop primes and denote g by g.
Let τ 0 = τ , as this will be our initial train track. We compute the image of τ 0 after applying f , see Figure 12 . We will first detect the periodic splitting sequence by drawing pictures of train tracks on the surface keeping track of the embedding of the train tracks on the surface. We then execute our algorithm to detect periodicity combinatorially, which does not require train track embedding information, verifying that both methods agree. Figure 12 . f (τ 0 ) up to isotopy.
In Figure 13 , we illustrate three maximal splits starting with τ 0 . We claim that f (λ −1 τ 1 ) = τ 3 , that is, f (τ 1 ) and τ 3 are isotopic in such a way that after scaling the weights of τ 3 by the dilatation λ = 1+φ, the branches of the train tracks which are identified have equal weights. We compute f (τ 1 ) by splitting f (τ 0 ) (Figure 12 ), this is shown in Figure  14 . We see that f (τ 1 ) = τ 3 , given by f (a) = c, f (b) = a and f (c) = b and that the weights are preserved after scaling, e.g. λµ 3 (a) = λ(2 − φ) = 1. We now illustrate how the periodic splitting sequence is detected combinatorially following Section 3.3. We compute a homotopy equivalence g 1 : τ 1 → τ 1 obtained from g. First we compute the intermediate function g 1 .
We now replace every occurrence of b in the image of an edge with cbc.
For convenience, we homotope g 1 to remove backtracking of the form cc or cc in the image of each edge, so that g 1 (a) = caba and g 1 (b) = ba. There are two distinct combinatorial equivalences between τ 1 and τ 3 , induced by homeomorphisms of S which restrict to maps ψ 1 :
We compute h 1 :
Let v ∈ τ 1 be the terminal vertex of c. Then g 1 does not fix v. We homotope g 1 along c, so that g 1 (a) = c(caba)c = abac, g 1 (b) = c(ba)c, and g 1 (c) is the empty path (notice that we have removed backtracking.) Then g 1 fixes v.
The fundamental group π 1 (τ 1 , v) is the free group generated by the two loops A = ac and B = cb. We check that (g 1 ) * and (h • ψ 1 ) * are equal as outer automorphisms of π 1 (τ 1 , v).
We have (g 1 ) * :
It may be checked that the combinatorial equivalence ψ 2 does not induce the correct outer automorphism of π 1 (τ 1 , v), but we do not show the details.
We use the periodic splitting sequence to construct the veering triangulation, see Figure 15 . We draw the triangulation of the punctured torus T dual to each train track in the periodic splitting sequence, to obtain "layers" of triangulations of T . Between every two layers a tetrahedron is inserted which interpolates between the layers. Layers 0 and 2 are then glued by the monodromy. Let T 1 and T 2 be tetrahedron 1 and 2, respectively. Since the triangles of the front (back) face of T 1 (T 2 ) correspond to triangles of layer 1, we obtain face pairings between the front of T 1 and back face of T 2 . In order to completely specify all the tetrahedron face pairings it is necessary to pair the triangles of tetrahedron 1 attached to layer 0, to the triangles of tetrahedron 2 attached to layer 2.
The edges of triangles in layer 0 are in one to one correspondence with oriented branches of τ 1 which emanate from the unique vertex of τ 1 interior to the triangle. Since we know that f (τ 1 ) = τ 3 , with f (a) = c, f (b) = a and f (c) = b in agreement with ψ 1 , we use this information to determine the remaining face pairings. Hence, we have that face (102) of T 1 is paired with face (103) of T 2 , and face (032) of T 1 is paired with face (132) of T 2 . 
Conjugacy testing
Given pseudo-Anosov homeomorphisms φ, φ : S → S of a punctured surface S, in this section we describe an algorithm to effectively decide whether or not φ and φ are conjugate in MCG(S).
We have implemented this algorithm as part of our computer program.
Definition 5.1. Let S be a punctured surface. Let φ, φ : S → S be pseudo-Anosov homeomorphisms with periodic splitting sequences
respectively, where n, m ∈ Z >0 and λ, λ ∈ R >0 is the dilatation of φ, φ respectively, as in Theorem 2.4. We denote the periodic splitting sequences of φ, φ by S, S respectively. We say that S and S are combinatorially isomorphic if there exists a diffeomorphism which conjugates between them up to rescaling, that is, n = m and there exists h : S → S, p, q ∈ Z ≥0 and c ∈ R >0 such that:
Lemma 5.2 (Corollary 3.4 of [1]
). Let L be a measured geodesic lamination suited to train tracks (τ, µ), (τ , µ ). Then (τ, µ) and (τ , µ ) eventually split to a common train track, that is, there exists (τ , µ ) and n, m ∈ Z ≥0 such that (τ, µ) n (τ , µ ) and (τ , µ ) m (τ , µ ). Proof. Assume that φ and φ are conjugate, and let h ∈ MCG(S) such that
Let the periodic splitting sequences S and S be given by
respectively, where n, m ∈ Z >0 and λ, λ ∈ R >0 is the dilatation of φ, φ respectively.
Let L, L be the stable measured geodesic laminations of φ, φ which are suited to (τ 0 , µ 0 ), (τ 0 , µ 0 ) respectively. Then (τ , µ ) := h(τ 0 , µ 0 ) is an invariant train track for φ and there exists a stable measured geodesic lamination L suited to (τ , µ ) (which is essentially given by straightening the leaves of h(L).) By uniqueness of the stable lamination of φ in PML(S), there exists
where c L denotes the measured geodesic lamination equal to L as a lamination but with transverse measure scaled by c. Then L is suited to (τ , cµ ) and (τ 0 , µ 0 ). Therefore by Lemma 5.2, we know that (τ , cµ ) = h(τ 0 , cµ 0 ) and (τ 0 , µ 0 ) have a common split, that is, there exists p, q ∈ Z ≥0 such that h(τ p , cµ p ) = (τ q , µ q ), which implies
Thus, S and S are combinatorially isomorphic.
We now prove the other direction. Assume that S and S are combinatorially isomorphic. Then by definition there exists a diffeomorphism h ∈ MCG(S) such that φ = h • φ • h −1 , as required.
We remark that Theorem 5.3 is similar to [23, Theorem 10.3.2] of Lee Mosher.
Algorithm for determining conjugacy in MCG(S)
. Proposition 3.2 allows us to determine combinatorially whether or not two periodic splitting sequences are combinatorially isomorphic, which when combined with Theorem 5.3 gives an effective algorithm for testing for conjugacy of pseudo-Anosov mapping classes in the mapping class group.
Let φ, φ : S → S be pseudo-Anosov homeomorphisms with periodic splitting sequences
· · · respectively, where n, m ∈ Z >0 and λ, λ > 1 is the dilatation of φ, φ respectively, as in Theorem 2.4. We determine whether or not φ and φ are conjugate in MCG(S) using the following procedure.
(i) If n = m or λ = λ then φ and φ are not conjugate in MCG(S).
(ii) Otherwise, we enumerate all combinatorial equivalences (up to rescaling of measures) between (τ i , µ i ) and (τ j , µ j ), for 0 ≤ i < m = n and 0 ≤ j < n, then check whether any combinatorial equivalence conjugates between φ and φ (in fact one only needs to check this for i = 0 and 0 ≤ j < n.) More precisely, let Φ be a combinatorial equivalence between (τ i , µ i ) and (τ j , cµ j ), where c ∈ R >0 , 0 ≤ i < n and 0 ≤ j < n. Then Φ gives a bijection between the edges of the train tracks which we denote by
where the notation E dir (τ i ) means the set of directed edges of τ i . Furthermore, by splitting the train tracks (τ i , µ i ) and (τ j , µ j ) simultaneously, keeping track of the bijection between the edges induced by Φ 0 , we obtain a combinatorial equivalence
(Φ 0 and Φ n should be thought of as representing the diffeomorphism induced by Φ given by Proposition 3.2, in terms of different underlying train tracks.) The homeomorphisms φ and φ induce combinatorial equivalences Step (ii) of our algorithm above, we may weaken our notion of combinatorial equivalence so that we no longer require that a combinatorial equivalence preserves weights of edges of train tracks. As long as the condition in (a) is satisfied the weights are guaranteed to agree. This allows us to avoid comparing weights of edges of train tracks.
Note, however, that in order to compute the train tracks τ 0 , . . . , τ m we need to be able to perform maximal splits, which requires that we identify all edges of a given train track which have maximal weight. In theory, this can be done exactly since the weights of the train tracks can be assumed to be algebraic numbers, as the weights of the initial train track in our algorithm are given by the entries of an eigenvector of an integer valued matrix and thus can be chosen to be algebraic numbers, and weights of subsequent train tracks are obtained from these by algebraic operations. In practice, in our program we only keep track of the weights of train tracks to a certain number of decimal places. Hence, if our program outputs that two homeomorphisms are conjugate then they are guaranteed to be, but if our program outputs that two homeomorphisms are not conjugate then there is a (small) chance that numerical errors occurred and that the homeomorphisms are in fact conjugate.
Results
We have included the beginning of longer tables of data which we have collected, given as tables in Appendix C. A number of triangulations which SnapPy reports are non-geometric were found, and in the case that we start with a pseudo-Anosov homeomorphism of a once-punctured genus 2 surface, a table of such examples is given in Appendix C.
Many of the veering triangulations produced are relatively large, and could be simplified by SnapPy to much smaller triangulations, see Figure 16 . Heuristically, triangulations of a fixed hyperbolic manifold with a relatively small number of tetrahedra have a better chance of being geometric, and SnapPy makes an effort to simplify triangulations of link complements that it produces [22, Chapter 10]. Horizontal axis: number of tetrahedra after the veering triangulation is simplified by SnapPy. Red squares indicate veering triangulations that SnapPy reports are non-geometric.
A non-geometric example
In this section we describe the simplest example that we have found of a triangulation that is non-geometric as reported by SnapPy, and give a rigorous proof that it is indeed non-geometric. This is a 13 tetrahedron triangulation T coming from the pseudo-Anosov homeomorphism ϕ =
• T a 1 of the once-punctured genus 2 surface, where T γ denotes a Dehn twist in the curve γ of Figure 5 . We computed a measured train track τ suited to the stable geodesic lamination of ϕ which is shown in Figure 17 , where the octagon is punctured at the vertices, and edge identifications are determined by matching arrows on edges. Approximate weights of branches: 
A graph map representing ϕ given by applying the Bestvina-Handel algorithm is given by g : τ → τ :
The dilatation of ϕ is λ = 2.89005.., which is the largest real root of x 4 − 2x 3 − 2x 2 − 2x + 1.
From the invariant train track we see that the invariant measured foliations have a 6-prong singular point at the puncture, and that there are no other singular points. The mapping torus M ϕ is 1-cusped and has hyperbolic volume 4.85117... It is identified as manifold s479 in the SnapPy census of manifolds, which has a geometric triangulation of M ϕ by 6 ideal tetrahedra. The triangulation of the boundary torus of M ϕ is shown in Figure 18 . Figure 18 . Induced triangulation of boundary torus of the triangulation T . Arrows indicate edge identifications. SnapPy finds a solution to the gluing and completeness equations (see [27] ) where the shaded triangles correspond to the tetrahedron reported to be negatively oriented. The notation 6 3 in a triangle means the truncated end of tetrahedron 6 at vertex 3.
Generally, we can not immediately rule out the possibility that SnapPy finds a non-geometric solution although a geometric solution exists. We now outline how we rigorously verified that the triangulation T is non-geometric.
Definition 7.1. Let T be an ideal triangulation, with tetrahedron edge parameters given by a vector z. The algebraic volume vol( z) of z is the sum of the signed volumes of hyperbolic tetrahedra with shapes given by z, i.e. where a negatively oriented tetrahedron subtracts its volume from the sum. If it is clear which edge parameters we are referring to, we shall write vol(T ) for vol( z).
Theorem 7.2. Let T be an ideal triangulation of a hyperbolic 3-manifold M . Then there exists at most one solution z to the gluing and completeness equations (see [27] ) for T such that (1) vol( z) = vol(M ), and (2) z is non-geometric, i.e. at least one of the edge parameters has non-positive imaginary part. Then T is non-geometric, that is, there is no solution to the gluing and completeness equations with all tetrahedra positively oriented.
Proof. If z is a geometric solution to the gluing and completeness equations, then vol( z ) = vol(M ). Hence, by Theorem 7.2 we have z = z , contradicting that z is non-geometric. By Corollary 7.3, in order to show that T is non-geometric it suffices to find a non-geometric solution to the gluing and completeness equations which has algebraic volume equal to the volume of M . We find an exact non-geometric solution to the gluing and completeness equations using the computer program Snap [14] , then verify that it has algebraic volume equal to the volume of M .
If z consists of the edge parameters to a solution of the gluing and completeness equations then the numbers z i are in fact algebraic numbers. The computer program Snap attempts to find such a solution, expressing each edge parameter z i as a polynomial in a number field Q(τ ), where τ is an algebraic number. In order to specify τ exactly, Snap provides the minimal polynomial m(x) of τ as well as calculates τ to sufficiently many decimal places to uniquely specify it as the root of m(x) closest to the decimal approximation. See [8] for more information about Snap.
Definition 7.4. [26, §3.1] Let T be a triangulation. A Pachner 2-3 move is a move at a common face of two tetrahedra in T which produces the triangulation T , obtained by removing the face and inserting a dual edge, see Figure 19 . If the tetrahedra in T are assigned edge parameters, then the three new tetrahedra in T are assigned edge parameters as shown in Figure 19 . A Pachner 3-2 move is the reverse of a Pachner 2-3 move, that is, an edge with three surrounding tetrahedra is replaced by a dual face.
2-3 move
3-2 move
w 2 w 3 Figure 19 . Pachner 2-3 and 3-2 moves. On the left two tetrahedra have a common face and on the right three tetrahedra have a common edge, shown in green. The edge parameters are related by: z 3 = w 2 w 3 and w 1 = z 1 z 2 , and similar relations at the other edges allow us to determine the shapes of each tetrahedron.
Theorem 7.5. Let M be a hyperbolic 3-manifold and let T be an ideal triangulation of M . Let z be a solution to the gluing and completeness equations for T , where we allow negatively oriented and flat tetrahedra, i.e. z i ∈ C\{0, 1} for each edge parameter z i . Let T be the ideal triangulation obtained from T by a 2-3 or 3-2 Pachner move, and let z be the corresponding edge parameters. If the edge parameters z define non-degenerate tetrahedra, i.e. no edge parameter is equal to 0, 1 or ∞, then the algebraic volumes of z and z are equal.
This theorem is a consequence of the "five-term relation," an identity of the dilogarithm function, see paragraph 2 in the proof of Proposition 10.1 in [24] for further discussion.
Proposition 7.6. Let ϕ : S → S be the pseudo-Anosov homeomorphism
of the once-punctured genus 2 surface. Let T be the veering triangulation of the mapping torus M ϕ with respect to ϕ. Then T is non-geometric.
We outline the steps we took to verify Proposition 7.6. We found a sequence
of Pachner 2-3 and 3-2 moves starting with an exact non-geometric solution to Agol's triangulation T , as given by Snap. We verified that the edge parameters of T 4 are all positively-oriented, so that T 4 is geometric and thus vol(T 4 ) equals the hyperbolic volume of M ϕ . Furthermore, for i = 1, 2, 3, we checked that none of the tetrahedron shapes of T i are degenerate. Hence, by Theorem 7.5, vol(T ) = vol(T 4 ). Therefore vol(T ) equals the hyperbolic volume of M ϕ . Thus, by Corollary 7.3 Agol's triangulation T is non-geometric, as required.
Remark 7.7. We expect that all the other examples in Tables 4 and 5 of Appendix C are also non-geometric. However, we have not shown this rigorously in the other cases.
Further work
Although we have found that veering triangulations are not always geometric, we may ask:
Question: Given a veering triangulation coming from Agol's construction, can we find positivelyoriented hyperbolic ideal tetrahedra shapes for a (possibly incomplete) hyperbolic structure?
This is equivalent to finding a solution to the gluing equations where every edge parameter has positive imaginary part. Such a solution corresponds to a point in Dehn surgery space. Figure 20 is obtained by using SnapPy to numerically solve the gluing and (p, q)-Dehn surgery equations and colouring each point (p, q). A point is coloured green when a solution with all tetrahedra positively oriented is found, and blue when SnapPy finds a solution where at least one tetrahedron is negatively oriented. We see that even in this non-geometric example SnapPy finds positively-oriented hyperbolic ideal tetrahedra shapes for incomplete structures of the bundle. The complete hyperbolic structure corresponds to the point at infinity. Let S be a surface of genus g ≥ 0 with p > 0 punctures. Let f : S → S be a homeomorphism permuting the punctures, given by a composition
where each of T 1 , . . . , T n is either a left or right Dehn twist in one of the curves shown in Figure  5 , or a half-twist permuting adjacent punctures i and i+1, where i ∈ {1, 2, . . . , p−1} (see Figure  6 ). The Dehn twists in curves shown in Figure 5 and half-twists in adjacent punctures generate the mapping class group of S.
Let H ⊆ S be a graph homotopy equivalent to S. Then f induces a homotopy equivalence g : H → H and conversely the isotopy class of f is uniquely determined by g. By a homotopy if necessary, we assume that g maps vertices to vertices and oriented edges to edge paths, i.e. that g is a graph map representing f . In this section we briefly outline how we compute such a map g representing f , which is the starting point for the Bestvina-Handel algorithm executed by Trains.
We compute g in two steps, first we obtain a map g : G → G, where G ⊂ S is the graph shown in Figure 21 . Note that some complementary regions of G are disks, rather than punctured disks, so that G is not homotopy equivalent to S and g is not a graph map representing f in the usual sense. Our next step will be to modify G, obtaining a graph H ⊂ G homotopy equivalent to S and to modify g to obtain a graph map g : H → H representing f . The reason we start with this larger graph G is that the action of our chosen generators of the mapping class group MCG(S) on G is easier to compute. In practice, for convenience, instead of G we actually begin with a graph slightly smaller than G, given by collapsing some of the edges of G, however for clarity we illustrate the essentially identical procedure with G.
For i ∈ {1, . . . , n}, we can homotope T i so that it maps G into G with vertices mapping to vertices and edges mapping to edge paths. The resulting map restricts to a map on G. We define T i : G → G to be some choice of such a map (any choice will do.) Then g :
More precisely, assume first that T i is a Dehn twist in some curve γ of Figure 5 , supported in a small closed regular neighbourhood N (γ) of γ. We identify γ with the natural choice of loop in G. Let h : S → S be a map homotopic to the identity which retracts the annulus N (γ) onto the circle γ and is the identity outside of a small open regular neighbourhood of N (γ), so that h • T i restricts to a map
is an anticlockwise half twist in punctures j and j + 1 then we can homotope T i so that the image of G is as shown in Figure 23 . Then we can further homotope T i so that it collapses edges drawn as parallel in Figure 23 onto the corresponding edge of G, so that T i restricts to a map T i : G → G as required. The case where T i is a clockwise half twist is similar.
γ T i h Figure 22 half-twist j j+1
Figure 23
Let R be a complementary region of G ⊂ S which is homeomorphic to a disk. Then ∂R can be represented as a cycle C = e 1 , e 2 , . . . , e m of edges ( Figure 24. ) Let e be an edge which appears exactly once in C such that e is not in C. Note that such an e exists since if every edge of C appeared in pairs then gluing along the boundary of R would give a closed surface, contrary to the fact that S is a connected punctured surface. Without loss of generality, assume that e = e 1 . Let G 1 = G\e be the graph obtained by removing e (including any degree 1 vertex incident with e.) There exists a map h : S → S homotopic to the identity such that h(e) = e m e m−1 · · · e 1 , given by homotoping e across R. The map h restricts to a map h :
By repeating the above procedure on the pair (g 1 , G 1 ) to obtain (g 2 , G 2 ) and so on we eventually obtain a graph map g k : G k → G k representing f , where k ∈ Z >0 and G k ⊂ G is homotopy equivalent to S. Note that each time this procedure is performed the number of complementary regions homeomorphic to a disk is reduced, so this process eventually terminates.
Remark A.1. The homeomorphism f permutes the punctures of S. Let n ∈ Z >0 be the number of orbits of punctures under f . Notice that in our initial graph G there is a peripheral loop bounding each puncture. The Bestvina-Handel algorithm, which Trains implements, requires that the graph map given as input is on a graph which contains a peripheral loop about each puncture in n − 1 orbits of punctures and that these peripheral loops are disjoint. We arbitrarily choose n − 1 orbits of punctures of G and when we iteratively perform the above procedure we ensure that the peripheral loops about punctures in these orbits are not removed.
Appendix B. Checking a triangulation for a veering structure
Given a triangulation with a taut angle structure, it is very easy to check whether or not it can be given consistent coorientations: Choose a starting tetrahedron T , and choose one of the two possible coorientations for that tetrahedron. This determines coorientations for the faces of the neighbours of T . We continue assigning coorientations to the tetrahedra, spreading through the tetrahedra of the triangulation. We are able to finish this process without finding contradictory coorientations on a tetrahedron if and only if the taut angle structure can be promoted to a taut structure.
For the experimental results given in [17] we used an algorithm to find any veering structures on a given triangulation. This was also useful as a check to make sure that the algorithm given in Section 3 does indeed produce veering triangulations. The techniques developed by Ben Burton and implemented in Regina [4] can likely be modified to search for veering structures very efficiently. However, we used a more naive procedure, which still seems to be very fast.
Each tetrahedron in a triangulation can potentially be taut (without coorientations) in three different ways, corresponding to the three pairs of opposite edges that can have π angles assigned to them. Essentially, we do a brute force search through the 3 N possible choices of taut structure on each of the N tetrahedra in the triangulation. However, we can very effectively prune this search when we are looking for a veering structure, because the veering condition is so stringent.
We consider the tree of possible partial veering structures, where the root of the tree has no taut structure on any of the tetrahedra, and the leaves of the tree each have a taut structure assigned to every tetrahedron. We start at the root and traverse towards the leaves, checking at each step if
(1) we have an inconsistent colouring of edges, or (2) we have determined the taut structure at every tetrahedron incident to an edge, but with a sum of angles at that edge that is not equal to 2π.
The second of these two conditions requires many tetrahedra to have determined taut structures, but the first can show an immediate contradiction with only two tetrahedra, or even one given self-identifications. Given such a contradiction we search no further along this branch of the tree. This vastly cuts down the search space, particularly if the tetrahedra (and so the levels of the tree) are ordered so that tetrahedra that are close to each other (or consecutive) in the list are close to each other (or incident) in the triangulation. Running on a laptop (Macbook Pro, 2.5 GHz processor), the algorithm checked a 330 tetrahedron triangulation and found the one veering structure in 90 minutes.
Appendix C. Tables
We enumerated all pseudo-Anosov homeomorphisms of the once-punctured genus two surface (up to conjugation and inversion in the mapping class group) which can be expressed as a composition of at most 7 Dehn twists in the curves a 1 , b 1 , b 2 , c 1 and c 2 of Figure 5 . Note that we have not included Dehn twists in e 1 ; these can be expressed in terms of Dehn twists in the curves chosen. Tables 2 and 3 include the beginning of the complete list of data we have available; the complete list contains 603 mapping classes. The tables are sorted first by hyperbolic volume, then by dilatation (both up to 5 decimal places.) We have included a complete list of the mapping classes for which SnapPy reports the triangulation is non-geometric; these are given in Tables 4 and 5 .
Let ϕ : S → S be a pseudo-Anosov homeomorphism of a once-punctured genus two surface, and let M = M ϕ • , where ϕ • is the restriction of ϕ to the surface with all singular points of the invariant foliations removed. As a check, for each ϕ in our table below, using SnapPy we perform Dehn fillings using our triangulation of M ϕ • to obtain the manifold M ϕ , which we verified agrees (up to isometry) with the computation of M ϕ given by the Twister module [2] of SnapPy. We also checked that the triangulations produced are veering (this is described in Appendix B.)
Column key for the following tables. Number of singular points in invariant foliation of ϕ. #Cusps Number of cusps of M . #Tet.
Number of tetrahedra in Agol's triangulation.
Prongs.
Number of prongs at each singular point. The first value in the list is the number of prongs at the puncture of S.
Sing. perm
Permutation of singular points with respect to the order listed in the column Prongs., where e.g. 1, 2, 0 represents the permutation 0 → 1, 1 → 2, 2 → 0.
Sing. to cusp
Cusp number of respective singular point, i.e. indicating which singular points are identified as a single cusp of M . For example, 0, 0, 1 would indicate that singular points 0 and 1 form one cusp, and singular point 2 forms another cusp of M . 
