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ABSTRACT
Context. Recent spectroscopic surveys have begun to explore the Galactic disk system on the basis of large data samples, with spatial
distributions sampling regions well outside the solar neighborhood. In this way, they provide valuable information for testing spatial
and temporal variations of disk structure kinematics and chemical evolution.
Aims. The main purposes of this study are to demonstrate the usefulness of a rigorous mathematical approach to separate substructures
of a stellar sample in the abundance-metallicity plane, and provide new evidence with which to characterize the nature of the metal-
poor end of the thin disk sequence.
Methods. We used a Gaussian mixture model algorithm to separate in the [Mg/Fe] vs. [Fe/H] plane a clean disk star subsample
(essentially at RGC < 10 kpc) from the Gaia-ESO survey (GES) internal data release 2 (iDR2). We aim at decomposing it into data
groups highlighting number density and/or slope variations in the abundance-metallicity plane. An independent sample of disk red
clump stars from the Apache Point Observatory Galactic Evolution Experiment (APOGEE) was used to cross-check the identified
features.
Results. We find that the sample is separated into five groups associated with major Galactic components; the metal-rich end of
the halo, the thick disk, and three subgroups for the thin disk sequence. This is confirmed with the sample of red clump stars from
APOGEE. The three thin disk groups served to explore this sequence in more detail. The two metal-intermediate and metal-rich
groups of the thin disk decomposition ([Fe/H] > −0.25 dex) highlight a change in the slope at solar metallicity. This holds true at
different radial regions of the Milky Way. The distribution of Galactocentric radial distances of the metal-poor part of the thin disk
([Fe/H] < −0.25 dex) is shifted to larger distances than those of the more metal-rich parts. Moreover, the metal-poor part of the
thin disk presents indications of a scale height intermediate between those of the thick and the rest of the thin disk, and it displays
higher azimuthal velocities than the latter. These stars might have formed and evolved in parallel and/or dissociated from the inside-
out formation taking place in the internal thin disk. Their enhancement levels might be due to their origin from gas pre-enriched by
outflows from the thick disk or the inner halo. The smooth trends of their properties (their spatial distribution with respect to the plane,
in particular) with [Fe/H] and [Mg/Fe] suggested by the data indicates a quiet dynamical evolution, with no relevant merger events.
Key words. Galaxy: formation – Galaxy: abundances – Galaxy: stellar content – stars: abundances
? Based on data products from observations made with ESO Telescopes at the La Silla Paranal Observatory under programme ID 188.B-
3002. These data products have been processed by the Cambridge Astronomy Survey Unit (CASU) at the Institute of Astronomy, University of
Cambridge, and by the FLAMES/UVES reduction team at INAF/Osservatorio Astrofisico di Arcetri. These data have been obtained from the
Gaia-ESO Survey Data Archive, prepared and hosted by the Wide Field Astronomy Unit, Institute for Astronomy, University of Edinburgh, which
is funded by the UK Science and Technology Facilities Council.
Article published by EDP Sciences A39, page 1 of 14
A&A 586, A39 (2016)
1. Introduction
A significant new piece in our understanding of the global struc-
ture of the Milky Way was added around 20 yr ago with the dis-
covery of the thick disk (Yoshii 1982; Gilmore & Reid 1983).
Detected from a double exponential fit to the vertical num-
ber density distribution of disk stars, the thick disk was first
characterized as a distinct structural component, with a larger
scale height and hotter kinematics than the younger thin disk.
Subsequent works have characterized it with kinematical and
chemical properties in between those of the halo and thin disk
populations (Feltzing et al. 2003; Reddy et al. 2006; Navarro
et al. 2011; Kordopatis et al. 2011, 2013a,b; Fuhrmann 1998,
2004, 2011; Bensby et al. 2014; Recio-Blanco et al. 2014).
However, a large part of the observational work aiming at char-
acterizing the two disks resides in samples of stars located in the
solar neighborhood. It has been possible only recently to begin
to extend the spatial coverage of samples, spanning larger radial
regions with the SEGUE (Yanny et al. 2009), RAVE (Steinmetz
et al. 2006), APOGEE (Eisenstein et al. 2011), and GES surveys
(Gilmore et al. 2012).
A main question in all these studies is the way the thin and
thick disk samples are defined and separated. The adopted cri-
terion is, at the same time, a definition of what we understand
by thin and thick disk, and has an impact on the distribution
of other properties characterizing them. The chosen parame-
ter or criterion should allow describing the large-scale distri-
bution of stars in both disks. Star-count-based characterizations
of the disk system are prone to systematics arising from degen-
eration in age-color relations or from the adoption of a single
scale height to model the thick disk in all its radial extension.
These effects can lead to spurious results, blurring other prop-
erties by the cross contamination of thick with thin disk stars
in the samples. A kinematical selection (Soubiran et al. 2003;
Bensby et al. 2003) allows obtaining cleaner distributions in
other parameters, but some superposition still exists. Recently,
it has been proposed to use chemical information to separate
disk samples from the relative enhancement in α-elements (e.g.,
Navarro et al. 2011; Adibekyan et al. 2013; Recio-Blanco et al.
2014; Mikolaitis et al. 2014; Kordopatis et al. 2015). The chem-
ical composition of a star is a more stable property than the
kinematics or spatial distributions during the complex evolu-
tion of a stellar system (Freeman & Bland-Hawthorn 2002).
The idea is to define thin and thick disk stars from their lo-
cation in the αabundance-metallicity plane, which is conceptually
equivalent to understanding them as dual different star formation
rates (Chiappini 2009). When the data quality and the resolution
are good enough, two distinct sequences of α-poor and α-rich
stars, associated with the thin and thick disks, allow separating
samples with remarkable results in spatial, kinematics, and age
distributions.
In a different interpretation of SEGUE data, Bovy et al.
(2012a) discarded the existence of a thick disk as a different
structural component. There is no necessity of a double expo-
nential to explain the vertical stellar density profile in their mass-
weighted scale-height distribution. In this sense, they interpreted
the observed bimodality in the [α/Fe] vs. [Fe/H] plane as an ef-
fect of the lack of correction of the spectroscopic sample to ac-
count for the survey selection function, otherwise affected by the
survey-specific spatial and mass sampling of the underlying stel-
lar populations.
Anders et al. (2014), using the first year of APOGEE data,
have confirmed the existence of a dip/gap (a low density region
in the number density distribution) in the [α/Fe] vs. [Fe/H] plane,
not only in the solar distance bin, but also in two other radial bins
in the inner and outer parts of the galactic disk. These authors ar-
gued that in APOGEE the target selection would not be enough
to create such a gap. This was later on confirmed by Nidever
et al. (2014) with a red clump (RC) sample for which the uncer-
tainties in the distances could be reduced from the typical 20%
uncertainties to ∼5%, as claimed in Bovy et al. (2014).
In the thin and thick disk sequences framework, ages were
determined by Haywood et al. (2013) to further characterize
the HARPS local neighborhood sample of Adibekyan et al.
(2013). They identified the thin and thick disk sequences with
two epochs in the formation history of the Milky Way, with dif-
ferent timescales, different enrichment rates, and different as-
sembling mechanisms. Their age-based classification into thin
and thick disk agrees remarkably well with the location of those
stars in the two sequences of the abundance-metallicity plane.
Using a sample of ∼10 000 RC stars from the SDSS-III/
APOGEE, Nidever et al. (2014) traced patterns in the [α/Fe]
vs. [Fe/H] plane through a large radial domain. The thick disk
displays a relatively constant trend in this plane with radial dis-
tances, while the thin disk distribution is more radial dependent.
They suggested that while in the inner Galaxy stars in both disks
could be explained by a single chemical evolutionary track, more
complicated assumptions are needed to explain their distribu-
tions in outer regions. These results were confirmed over a larger
distance range in Hayden et al. (2015) by using a sample of red
giant stars from APOGEE DR12.
Other recent studies have characterized the thick disk as a
structure with negative vertical and flat radial metallicity gradi-
ents (Mikolaitis et al. 2014). The thin disk instead presents gra-
dients in both directions (Hayden et al. 2014; Recio-Blanco et al.
2014; Mikolaitis et al. 2014), an imprint predicted by the inside-
out disk formation paradigm that was first proposed by Larson
(1976).
In the same line, observations of open clusters as tracers of
young stellar populations (which makes them a good proxy for
the current interstellar medium (ISM) metallicity) show that out-
side the solar annulus, at distances RGC > 9−10 kpc and subso-
lar metallicity, the radial metallicity gradient flattens (Bragaglia
et al. 2012; Yong et al. 2012; Frinchaboy et al. 2013). This shal-
low slope is consistent with determinations based on Cepheids
(Genovali et al. 2014). In this context, the existence of an exter-
nal distinct region of the thin disk (with [Fe/H] < −0.25 dex)
has been proposed. From age and kinematics considerations,
Haywood et al. (2013) has proposed a different chemodynamical
history for this region, whose properties seem to be intermediate
to those of the internal thin and thick disk. The presence of such
metal-poor thin disk stars in their local sample is explained in
this scenario as an effect of the Sun at the interface of the two
regions of the disk (Snaith et al. 2015), so without the necessity
of invoking churning, but maybe some degree of blurring radial
migration processes.
All in all, the interpretation of the stellar distribution in the
metallicity-abundance plane in the context of disk structures is
a current hot topic of debate. Separating the relative contribu-
tion of thick/thin, internal/outer disks, and the variations in their
properties with RGC and Z is an important step to reconstruct the
formation scenario of the disk as a complex entity during the
assembly of the Milky Way.
In this context, we here use a sample of stars1 selected from
the iDR2 Gaia-ESO survey (Gilmore et al. 2012) to study the
1 Most of them are located in the spatial region given by 5 < RGC <
10 kpc and |Z| < 2 kpc.
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substructures of the Galactic disks from their distribution in the
[Mg/Fe] vs. [Fe/H] plane. So far, almost no statistically rigor-
ous approach has been proposed to cope with this problem (but
see Kordopatis et al. 2015). For this purpose, we introduce an
objective criterion to separate sequences into the abundance-
metallicity plane by using a Gaussian mixture model (GMM)
clustering algorithm. In the next section we present the iDR2
Gaia-ESO survey and APOGEE data sample selection. The lat-
ter, having a very different selection function, is used to cross
validate our cluster analysis. In Sect. 3 we explore the data dis-
tribution in the [Mg/Fe] vs. [Fe/H] plane. The GMM decomposi-
tion of the disks and their characterization is presented in Sect. 4.
The metal-poor end of the thin disk sequence is further explored
in Sect. 5. Finally, we summarize and discuss our main results
and conclusions in Sects. 6 and 7.
2. Data samples
For the present work we made use of data coming from the
Gaia-ESO (Gilmore et al. 2012) and APOGEE (Eisenstein et al.
2011) spectroscopic surveys. In both cases we only considered
lines of sight corresponding to disk fields, excluding clusters
and pointings toward the bulge. GES data were acquired from
the second internal data release (iDR2). It comprises a subset of
8906 FGK field stars observed with the VLT/GIRAFFE spec-
trograph with both the HR10 (5339−5619 Å, R ∼ 19 800) and
HR21 (8484−9001 Å, R ∼ 16 200) setups. Radial velocities
were computed using a spectral fitting technique through cross
correlation against real and synthetic spectra (see Koposov et al.,
in prep.). Typical uncertainties are of around of 0.3−0.4 km s−1.
Fundamental parameters Teff, log(g), and [M/H], α, and iron-
peak abundances are determined and compiled by the Gaia-
ESO survey working group 10 (WG10), which is in charge
of the GIRAFFE spectrum analysis of F, G, and K type stars.
They constitute the recommended parameters by the GES con-
sortium. A detailed description of the process can be found in
Recio-Blanco et al. (in prep.). Briefly, the individual spectra
are analyzed by three independent nodes using different algo-
rithms: Spectroscopy Made Easy (SME, Valenti & Piskunov
1996), FERRE (Allende Prieto et al. 2006), and MATISSE
(Recio-Blanco et al. 2006). In this way, Teff, log(g), [M/H], and
[α/Fe] are determined. A set of benchmark stars (Jofré et al.
2014) is also analyzed, and the dispersion and bias of the ob-
tained parameters with respect to the nominal ones is calculated.
Given that the smallest zero-point offsets with respect to the
benchmarks are obtained from the SME analysis, this scale is
taken as a reference. The results of each node are tranformed
into this reference scale. When the results are in the SME scale,
they are corrected by removing the zero points with respect to
the benchmarks. Finally, the results from the different nodes are
combined on average to produce a unique set of atmospheric
parameters while reducing the random errors of individual
determinations.
Adopting this set of final parameters, elemental abundances
are determined by three independent algorithms: SME, an au-
tomated spectral synthesis method (Mikolaitis et al. 2014), and
a Gauss-Newton method using a precomputed grid of synthetic
spectra (Guiglion et al. 2014). Several α and iron-peak abun-
dances (including the iron and magnesium abundances used in
this work) are determined in this way, adopting the Gaia-ESO
survey line list and the MARCS model atmospheres (Gustafsson
et al. 2008). The results of the different nodes compare well, and
only small shifts are necessary to place them on the same scale.
These shifts are independent of atmospheric parameters, so that
the final abundances for each element are calculated for each
star as the average of the individual determinations. The final
abundances relative to the Sun are derived by adopting the solar
composition of Grevesse et al. (2007).
Distances were obtained via isochrone fitting using the
method described in Kordopatis et al. (2011) and Schultheis
et al. (2015).
2.1. Adopted GES sample
As explained in Recio-Blanco et al. (2014), the GES target se-
lection for halo and disk is based on the disk-to-halo transition
seen in SSDS at 17 < r < 18 and 0.2 < g − r < 0.4. Guided by
this feature, a selection function based on VISTA photometry is
defined in two nominal boxes:
– Blue box: 0.0 < J − K < 0.45; 14.0 < J < 17.5.
– Red box: 0.4 < J − K < 0.70; 12.5 < J < 15.0.
Their effective positions are adjusted according to the field ex-
tinction, as given by the Schlegel extinction maps (Schlegel et al.
1998).
The GES dataset contains stars in 129 different lines of sight
at high- and low-latitude fields. From the characteristics of the
selection function, we expect the data to be composed of disk(s)
and halo stars. Only the best-quality stellar parametrizations
were kept by considering the smallest errors in fundamental pa-
rameters and elemental abundances. These errors (the node-to-
node dispersion of the atmospheric parameters) come from the
homogenization process between GES nodes used to calculate
the final set of recommended parameters, as described above,
and provide an idea of the stability of the results for a given star.
As another selection criterion, we used the signal-to-noise ratio
(S/N) of the originally analyzed spectrum in the HR10 setup of
GIRAFFE. The corresponding S/N in the HR21 setup is about
twice as high. To clean up the sample, we applied cuts to the
90th percentile of the error distributions in stellar parameters,
magnesium abundance, and metallicity dispersions. These cuts
correspond to ∆Teff = 136 K, ∆log g = 0.27 dex, ∆[Fe /H] =
0.14 dex, and ∆[Mg /H] = 0.10 dex. Therefore, stars with errors
simultaneously smaller than the respective cut values that have
a S/N > 33 were kept. For the present analysis, we adopted
a metallicity [Fe/H] and magnesium abundance ratio [Mg/Fe] as
determined from Fe  and Mg  lines. Typical mean errors in these
quantities are E[Fe/H] = 0.06 dex and E[Mg/Fe] = 0.07 dex for
our selected sample. The sample presents a fairly clean distribu-
tion in the plane [Mg/Fe] vs. [Fe/H], with only a small number
of outliers. To facilitate the analysis, we removed these outliers,
12 in total, which were well distributed in the metallicity range
of the data, with a MAD-clipping algorithm. We also removed
a few α-poor stars with [Fe/H] < −1.5 dex that are too metal-
poor to belong to the thin disk. The resulting cleaned sample,
comprising 1725 stars, is shown in Fig. 1.
2.2. Adopted APOGEE sample
APOGEE is a near-infrared (H-band) high-resolution (R ∼
22 500) spectroscopic survey carried out during bright time at
the 2.5-m Sloan telescope (Apache Point Observatory).
The APOGEE selection function is described and char-
acterized in detail in Zasowski et al. (2013). Broadly speak-
ing, it selects stars satisfying the color-magnitude constraints
(J − K)0 ≥ 0.5 and 7.0 ≥ H ≥ 13.8 by using associated
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Fig. 1. Final clean GES dataset of 1725 stars
in the [Mg/Fe] vs. [Fe/H] plane. A red dashed
line marks the separation between α-rich and
α-poor (thick and thin disks) estimated as
the minimum of the [Mg/Fe] distributions in
several intervals of metallicity (as made in
Recio-Blanco et al. 2014 and Mikolaitis et al.
2014 in the [α/Fe] vs. [M/H] plane). The four
panels around the central panel display the
marginalized distributions in metallicity and
Mg abundance corresponding to these two
disk sequences. Bar histograms stand for the
thick disk and step histograms for the thin
disk. A p-value, derived from the Anderson-
Darling test for Gaussianity, is quoted in each
panel.
2MASS photometry. Colors are dereddened with extinction de-
rived using the Rayleigh Jeans color excess (RJCE) method
(Majewski et al. 2011). The color cut was set red enough to re-
move main-sequence stars, but blue enough to reduce the bias
against metal-poor giants.
We used the APOGEE red clump catalog (APOGEE-RC)
of 19937 stars described in Bovy et al. (2014). In this work,
RC stars were selected from the general APOGEE DR12 catalog
based on their position in the color-metallicity-Teff -log g space.
The classification method is calibrated using stellar evolution
models and high-quality asteroseismology data. In this way,
the derived distances for the sample are claimed to be accurate
to 5−10%.
In order to work with a clean sample, we made use of sev-
eral flags provided by the apogee pipeline ASPCAP (Garcia
Perez et al. 2014). They characterize the quality of the spectra
and fitting procedure, allowing us to remove stars with less ro-
bust parameters (in particular, we used ASPCAP χ2 < 10 and
ASPCAPFLAGS containing a warning about any parameter as
criteria to eliminate stars from the sample). We also selected
stars with S/N > 220. By applying all these cuts, we obtained
our working sample, composed of 6107 RC stars with good qual-
ity stellar parameters. The ASPCAP pipeline provides Teff , log g,
[M/H], [C/M], [N/M], and [α/M]. A calibrated version of them
is obtained by empirical comparisons to external spectroscopic
references (Mészáros et al. 2013) and is provided in the public
APOGEE-RC catalog. We adopted these calibrated stellar pa-
rameters for our analysis. We use this working sample, in partic-
ular [M/H] and [α/M], in Sect. 4.2 to perform a qualitative com-
parison with the results obtained from Gaia-ESO survey data.
Typical mean errors in these quantities are E[M/H] = 0.03 dex
and E[α/M] = 0.01 dex.
3. Metallicity-abundance distributions and analysis
strategy
We used the cleaned dataset to explore the possible chemical
substructure in the plane [Mg/Fe] vs. [Fe/H]. We adopted this
plane because the abundance determinations for the α-element
Mg seem to be less affected by errors in stellar parameters and
because visual inspection showed some evidence for a better
separation of thin and thick disk than for other elements (see
Fig. 1 and Mikolaitis et al. 2014). Moreover, as pointed out by
Gonzalez et al. (2011), together with oxygen, magnesium it is
expected to be produced exclusively by SNII explosions.
Using the procedure presented in Recio-Blanco et al. (2014),
we separated the sample into thin and thick disk sequences. In
Fig. 1 this separation is depicted by the red dashed line. For
each sequence, we constructed histograms, both in [Fe/H] and
[Mg/Fe] to verify the data structure. They are displayed in the
lateral panels of Fig. 1. A visual inspection shows that in each
case the data cannot be represented by a single Gaussian distri-
bution. In all cases, it is possible to find visual evidence for sub-
structures, secondary peaks, and departure from Gaussianity. To
quantify these departures, we performed an Anderson-Darling
test in each distribution. This statistic tests for normal distri-
bution with unknown mean and variance. The corresponding
p-values2 are quoted in each panel. We clearly see that in al-
most every case we can reject the null hypothesis that the sample
comes from a normal distribution. The only exception might be
the [Mg/Fe] distribution of the thick disk, with a p-value = 0.07,
although it is fairly close to the 5% limit.
This preliminary data overview is important to guide the
adopted strategy for data analysis. As the statistical test shows,
the distributions cannot be explained by a single Gaussian,
but their general shape suggests a possible mixture of two or
three peaked distributions. In the following we assume multi-
ple Gaussianity as a reasonable simple approximation and verify
a posteriori whether this adopted assumption satisfactorily re-
produces the shape of the data, providing also physically inter-
pretable results.
2 A p-value is defined as the probability of obtaining a test statistic
result at least as extreme or as close to the one observed assuming that
the null hypothesis H0 is true. We reject H0 when the p-value is lower
than a predetermined significance level, often 0.05. Then, the observed
result is highly unlikely under H0.
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In view of the data properties revealed by the above ex-
ploratory inspection, we adopted the formalism of GMM to
perform a clustering analysis searching for subgroups in the data.
This unsupervised analysis approach does not require priors. A
GMM is a parametric probability density function represented
as a weighted sum of Gaussian component densities. The GMM
parameters (including the number of components and centroids)
are estimated to better represent the analyzed data structure.
Given a dataset with a certain number of features (points), a
GMM algorithm thus constructs a generative model that is the
specific Gaussian mixture that better predicts the data structure.
Given this statistically optimal model with a specific number of
clusters, we can separate the data into families according to the
component that has the highest probability to have generated
each feature. The cluster parameters can then be used to describe
the data in terms of dispersion, correlations, or slopes. In the fol-
lowing, we describe some of these points in more detail.
A mixture model (M) is a weighted sum of a number (k) of
probability distribution functions (pd f ). For a GMM in 2D, the
mixture is defined by a sum of bivariate normal distributions (G)
M(z|µ,Σ) =
k∑
i= 1
wiG(z|µi,Σi),
with means µ and covariance matrices Σ. The mixture model
with a specific set of parameters µi σi, and weights wi for the
components is an attempt to fit the data set z composed by N fea-
tures. Given such data set, we wish to determine the parameters
of the mixture of k Gaussian modes that better predict the data
structure. A mixture model must satisfy
k∑
i
wi = 1
and should integrate to 1 over the data coordinate space.
The likelihood function of a mixture is defined as
L(z|µ,Σ) =
N∏
j=1
M(z j|µ,Σ).
Then, the log-likelihood corresponds to
ln(L(z|µ,Σ)) = ln
 N∏
j=1
k∑
i=1
wiG(z j|µi,Σi)

=
N∑
j=1
ln
k∑
i=1
wiG(z j|µi,Σi).
The Expectation-Maximization algorithm maximizes the likeli-
hood function (equivalent to minimize the negative of the log-
likelihood), determining the set of parameters that defines the
best mixture model Mˆ(z|µ,Σ).
By fitting a GMM to a data set, we can characterize the indi-
vidual modes of the probability distribution with their means and
covariances. The Gaussian modes are a good way of clustering
the data points into similar groups. When the fit is performed, it
is then possible to check to which mode each data point belongs
most probably, by calculating the responsibilities
R(i|z j) = wiG(z j|µ,Σ)∑
m wmG(z j|µm,Σm) ·
This means that for each datapoint there is a set of a posteri-
ori probabilities to have been generated from each component of
the mixture. A decision criterion, such as the highest of such re-
sponsibilities, can be used as a label to separate the sample into
several data groups. More elaborated approaches can be devised
to deal with the fact that some points with close equal probabil-
ities to belong to several components can still be classified just
in one with a simple criterion.
The Expectation-Maximization algorithm therefore allows
us to determine the best parameters of a mixture model with a
given number of modes. In a general case problem, we normally
do not know a priori the number of components into which the
data substructure separates. We thus need an extra loop of opti-
mization to compare several maximum likelihood models with
different number of components.
To do this, we adopted the Akaike information criterion
(AIC)3 as a cost function to assess the relative fitting quality in
between different proposed mixtures. The AIC is a measure of
the relative quality of a statistical model for a given set of data.
It is designed to deal with the trade-off of the goodness of fit and
the complexity of the model (number of GMM components).
We can use it as a way to perform model selection, allowing
us to determine the number of components that are presumably
supported by the data. The AIC is given by
AIC = 2Np − 2 ln(Lmax),
where Np is the number of parameters of the model and Lmax
is the maximized value of the likelihood function of the model
(obtained through the Expectation-Maximization algorithm).
The AIC is a relative quantity in the sense that it is not a test
for the null hypothesis. Indeed, it cannot tell us anything about
the quality of the model in an absolute sense. The only signifi-
cant information is the relative comparison of the AIC between
different proposed models. As a consequence, the model with
the lowest AIC value is the preferred one for a given data set.
The quantity
exp
[
AICmin − AICi
2
]
gives us the relative probability that the i-th model minimizes the
information loss. This is the relative likelihood of the model i.
We performed several tests using simulated distributions try-
ing to reproduce the possible disk sequence distributions in the
abundance-metallicity plane. Under the assumption of Gaussian
components made by the GMM approach, a deviation from
Gaussianity, like a tail in a given distribution, will be separated
into an extra component. If the dispersion and superposition of
data substructures is not large, the method is quite efficient in re-
covering the characteristics of the generative model of the simu-
lated distributions.
4. GMM decomposition of the GES and APOGEE
samples
We used the GMM analysis approach to scrutinize GES and
APOGEE samples. We aimed at detecting and characterizing the
number density and slope variations of the different sequences in
the abundance-metallicity plane.
3 Another alternative could be the Bayesian information criterion
(BIC). It penalizes a solution with increasing level of complexity (i.e.,
larger number of modes in the mixture) more strongly than the AIC.
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Table 1. Centroids and marginalized dispersions of the GMM modes for different samples.
Group GES-All GES-RC GES-Dwarfs APOGEE
µ σ µ σ µ σ µ σ
Cyan (−1.09, 0.38) (0.23, 0.09) (−1.19, 0.39) (0.22, 0.09) (−0.50, 0.20) (0.27, 0.12) (–, –) (–, –)
Brown (−0.49, 0.30) (0.18, 0.07) (−0.49, 0.33) (0.17, 0.07) (−0.49, 0.28) (0.18, 0.07) (−0.29, 0.19) (0.24, 0.05)
Green (−0.35, 0.09) (0.21, 0.08) (−0.41, 0.15) (0.12, 0.07) (−0.26, 0.07) (0.21, 0.08) (−0.26, 0.07) (0.14, 0.03)
Blue (−0.12, 0.07) (0.13, 0.09) (−0.13, 0.11) (0.07, 0.07) (−0.10, 0.04) (0.13, 0.09) (−0.08, 0.05) (0.08, 0.03)
Red (0.11, 0.00) (0.17, 0.06) (0.19, 0.01) (0.17, 0.06) (0.10, 0.00) (0.14, 0.06) ( 0.11, 0.04) (0.10, 0.02)
Notes. The analysis was performed in the [Mg/Fe] vs. [Fe/H] plane for the GES samples and in the [α/M] vs. [M/H] for APOGEE.
4.1. GES data sample
We applied the GMM algorithm to our data in the [Mg/Fe] vs.
[Fe/H] plane, searching for mixtures composed of up to 10 com-
ponents4. To avoid overfitting, we set a minimum allowed value
for the covariance of the Gaussian modes of the mixture. We
adopted σmin = 0.05 dex, which is permissive, but avoids un-
physically narrow components in the data. We wished to avoid
finding substructures with a size smaller than the typical errors
in [Mg/Fe] or [Fe/H] (E[Fe/H] ' 0.06 dex and E[Mg/Fe] '
0.07 dex). In Fig. 2 we display the best model according to the
AIC model selection criterion, and for comparison, the same
thin and thick disk division displayed in Fig. 1. The dataset is
separated into five components5, as shown by the different col-
ors used to visually tag the stars belonging to the modes of the
GMM model (hereafter, we keep these colors in the other figures
to better identify the different data groups). We recall here that
this color classification is only indicative. In fact, as explained in
Sect. 3, we classified stars into the different modes of the GMM
based on the highest associated responsibility, regardless of the
relative importance of other components to explain that observa-
tion. This means that stars located in regions close to the borders
between components can have nearly equal probabilities to be-
long to two or even three of them, which makes their classifica-
tion uncertain. We consider these stars in Sect. 5. For our current
qualitative description of the GMM results, a highest probability
tagging is enough. The centroids and marginalized dispersions
of the Gaussian modes of the best model are listed at the left
side of Table 1.
Three of the GMM components (red, blue and green sym-
bols) constitute a low-α thin disk sequence. A high-α component
(brown symbols) stands for the thick disk, and a high-α metal-
poor component (cyan symbols) for the metal-poor tail of the
thick disk and/or halo stars. The multimodal nature of the thin
disk sequence qualitatively agrees with the non-Gaussianity of
its marginalized distributions in [Fe/H] and [Mg/Fe] (Fig. 1).
Similarly, an indication of a unique strong high-α component
was given by the Gaussianity of the [Mg/Fe] distribution of the
thick disk sequence, as defined in Fig. 1.
The low-α metal-rich end of the halo GMM group merges at
the metal-poor end of both disks, configuring a region where the
GMM classification of features is more difficult to assess. The
4 This is an overestimated number, since we expect the disks and halo
to be represented by fewer components. This is just to ensure that the
selected model based on the AIC is the preferred one considering also
potentially overfitted solutions.
5 This number seems robust since the relative probabilities associated
to the GMM solutions with 4 and 6 components are 10−11 and 0.005,
respectively.
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Fig. 2. GMM best model for the GES data distribution in the [Mg/Fe]
vs. [Fe/H] plane. The colors highlight the different data families corre-
sponding to individual modes of the Gaussian mixture. Stars are clas-
sified according to the highest component-associated responsibilities.
Three black dashed line segments displays the same division into thin
and thick disk sequences as in Fig. 1. We quote the percentage of the
sample that each component encompasses.
status of this region of the [Mg/Fe] vs. [Fe/H] plane is discussed
in Sect. 6.
Between [Fe/H] = −0.8 and −0.3 dex, the agreement be-
tween the two methods (GMM vs. dashed line depicting [Mg/Fe]
number density minima in metallicity bins) in separating the
thin and thick disk is quite satisfactory. In contrast, the blue
GMM group at [Fe/H] > −0.25 dex includes both the thin
disk and what is called high α metal-rich stars in Adibekyan
et al. (2013) and Gazzano et al. (2013). It is unclear from visual
inspection whether these high α metal-rich stars are a metal-
rich extension of the thick disk or a different population. The
GMM algorithm does not find a further separation account-
ing for such a component in GES data. The gap reported by
Adibekyan et al. (2013) at [Fe/H] = −0.2 dex that separates the
thick disk sequence and the high α metal-rich stars is not visible
in our data or in the APOGEE-RC sample (Sect. 4.2).
4.2. Comparison with APOGEE-RC data
Our GMM analysis, illustrated in Fig. 2, allows us to decom-
pose the data sample into a number of subgroups that high-
light the number density and slope variations in the abundance-
metallicity plane. In particular, the thin and thick disk sequences
are separated by the underdensity at [Mg/Fe] ∼ 0.2 dex. This
abundance gap, also seen in SEGUE data, has been character-
ized as an artifact arising from a sampling that is biased by
the survey selection function (Ivezic´ et al. 2008; Bovy et al.
2012a). Anders et al. (2014) first confirmed the existence of
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Fig. 3. GMM decomposition of Gaia-ESO survey and APOGEE sam-
ples in the [α/M] vs. [M/H] plane. Points depict the APOGEE working
sample. Contour lines draw the density distribution of Gaia-ESO survey
GMM data groups. A vertical shift of ∆[α/M] = 0.1 dex was applied to
the APOGEE sample to obtain a better agreement between the two data
sets. Color coding is set to be consistent with the one used to represent
data groups throughout this paper.
the gap using APOGEE first-year data, suggesting that selec-
tion effects cannot account for the dip in the data. This was later
confirmed by Nidever et al. (2014), who expanded the three ra-
dial bins discussed in Anders et al. (2014) to more bins in the
Z direction.
Sampling bias effects are difficult to characterize for a given
survey. On the other hand, a comparison between results com-
ing from two different surveys, with different selection functions,
can shed light on the relevant factors affecting the homogeneous
sampling of the underlying stellar populations, and their relative
impact.
With this idea in mind, we compared the results presented in
the previous subsection with an equivalent analysis carried out
on the APOGEE-RC working sample presented in Sect. 2.2. For
this analysis, we analyzed the APOGEE sample in the [α/M]
vs. [M/H] plane (which are parameters calibrated with respect to
external spectroscopic references, Mészáros et al. 2013).
The resulting GMM data group distributions are displayed
with color points in Fig. 3. As in Fig. 2 for the GES sample, the
APOGEE sample is separated into subgroups associated with
the thin and thick disk sequences. Since the selection function
of APOGEE is biased against metal-poor stars ([Fe/H] <
−0.9 dex, given the survey color cut at (J − K)0 ≥ 0.5, Zasowski
et al. 2013), there are no data points in the halo region of
the abundance-metallicity plane, and consequently, there is no
GMM component accounting for them as in the Gaia-ESO sam-
ple. The centroids and marginalized dispersions of the result-
ing model components are listed in the rightmost columns of
Table 1.
To compare our results with APOGEE, we computed contour
plots from the [M/H] and [α/Fe] values provided in GES data.
As pointed out in Sect. 2.2, for APOGEE, [M/H] and [α/M] are
part of the set of recommended fundamental parameters and are
calibrated with respect to external spectroscopic references. We
verified that accounting for errors in data, [M/H] correlates quite
well with [Fe/H], so that [α/Fe] (the abundance ratio we have in
GES) is a good proxy for [α/M]. To compute GES contour plots,
we used the GMM classification in the [Mg/Fe] vs. [Fe/H] plane
(Fig. 2) to separate the sample into the different sequences. After
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Fig. 4. Left: HR diagram for the complete sample with shaded bands
highlighting the RC and dwarf regions. Right: histogram of the log(g)
distribution. The RC region is defined as the stars located between 2.0
and 3.0 dex. The dwarf region is defined by log(g) > 3.9 dex.
assigning group membership labels to the stars in the sample, we
considered them in the [α/Fe] vs. [M/H] plane. We used the data
distribution on this plane to calculate contours delineating their
density distribution. We overplot them with the APOGEE data
as color lines in Fig. 3. This figure shows that the qualitative
agreement is quite satisfactory after applying a vertical shift of
∆[α/M] = 0.1 dex to the APOGEE sample. The difference is
probably caused by the different chemical calibration strategy or
the different definition of global metallicity adopted by the two
surveys. The dispersion of GES contours is larger (but contours
delineating high-density regions are tight to the APOGEE distri-
bution) than that characteristic of APOGEE data, but the general
agreement is very good. In particular, the thin disk is separated
into three subgroups in both cases, with qualitatively comparable
shapes.
We recall that the Gaia-ESO and APOGEE surveys con-
stitute two different and independent observational approaches.
They have a different selection function, the observations
are carried with different instruments, spectral ranges, reso-
lutions, parameter determination, and calibrations. In spite of
these conceptual differences, the distributions in the abundance-
metallicity plane are qualitatively comparable, which demon-
strates that possible observational biases do not create hindering
artifacts in the sample distributions. In conclusion, we can claim
that the definition of the different sequences, halo and disks, with
their associated substructures as defined by the GES sample, are
confirmed from APOGEE data.
4.3. GMM results for different stellar luminosity classes
As shown in the left panel of Fig. 4, the GES sample covers
all the main stellar evolutionary stages of low-mass stars. We
wish to determine whether the GMM results are affected by the
GES selection function given the different evolutionary stages
selected in the sample. Figure 4 clearly shows that most of the
stars are in the dwarf sequence or in the RC region. The distri-
bution of log g values in the right panel exhibits two main peaks,
one accounting for the RC, and the other for the dwarf sequence.
In the following, we adopt as the RC region the one spanning
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Fig. 5. GMM decomposition performed on the complete GES sample
(upper panel), RC stars (middle panel), and dwarfs (lower panel). Solid
black lines represent trend lines determined for each GMM group from
the mean and covariance of the respective mode of the mixture. Dashed
black lines stand for trends computed directly from the datapoints, using
the Theil-Sen estimator.
log g values between 2.0 and 3.0 dex and as the dwarf region
that inhabited by stars with log g > 3.9 dex.
To perform our test, we considered two subsamples, one in
the RC region (430 stars) and another in the dwarf sequence
(990 stars). The resulting GMM decompositions in the plane
[Mg/Fe] vs. [Fe/H] are shown in the lower panels of Fig. 5. The
results for the two subsamples agree qualitatively well with re-
spect to the total sample.
In particular, we can conclude from Fig. 5 that
– RC and dwarf samples present the same qualitative
data substructure, as highlighted by the respective
GMM decompositions.
– The RC sample presents indications for a number under-
density in the thin disk sequence at [Fe/H] ∼ −0.25 and
[Fe/H] ∼ 0.05 dex.
– The sequences drawn by RC stars seem to be less dispersed
in [Mg/Fe] than those corresponding to dwarf stars: from
comparing the different GMM groups, we see that the disper-
sion in RC stars (around the linear fits of the GMM groups)
is around 10% smaller than in dwarfs.
For the last point, we can verify whether the effect is due to
larger errors in the abundances derived for dwarf stars or if it
corresponds to a different behavior of the two populations. An
examination of the error distributions of [Mg/Fe] and [Fe/H] in
both groups of stars shows that, in general, RC stars have larger
errors than dwarfs (i.e., mean errors of E[Fe/H] = 0.07 dex;
E[Mg/Fe] = 0.09 dex for RC, and E[Fe/H] = 0.05 dex;
E[Mg/Fe] = 0.07 dex for dwarfs), in contrast to the smaller
Table 2. Slopes for the line models fitted to the data in Fig. 5.
Group m (Total) m (RC) m (Dwarfs)
Cyan −0.27 ± 0.064 −0.27 ± 0.059 −0.88 ± 1.147
Brown −0.21 ± 0.014 −0.25 ± 0.020 −0.16 ± 0.022
Green −0.28 ± 0.020 −0.23 ± 0.110 −0.25 ± 0.019
Blue −0.23 ± 0.054 −0.06 ± 0.115 −0.29 ± 0.095
Red 0.05 ± 0.018 −0.09 ± 0.035 0.17 ± 0.032
Notes. The slope is estimated using the Theil-Sen estimator from the
complete dataset (Col. 2), the RC stars alone (Col. 3), and dwarfs
(Col. 4). Reported errors are estimated by bootstrapping.
dispersion in [Mg/Fe] observed in this group. As the errors in
[Mg/Fe] are of the same order of magnitude as the observed dis-
persions around the linear fits, no conclusions can be drawn with
respect to a possible astrophysical difference in the dispersion of
RC and dwarf stars.
Using the covariance information of the GMM results, we
estimated the linear trends of each group for the three samples
shown in Fig. 5. They are depicted as solid color lines. We also
estimated linear fits directly from the data in each family group,
using the Theil-Sen estimator. For these last estimates, we com-
puted errors by bootstrapping. To do this, we resampled the re-
spective data groups to generate 500 bootstrap samples. We es-
timated the slope for each resampling. The error is taken as their
standard deviation. The results for the three panels are presented
in Table 2. These slopes, in particular for the subsolar metal-
licity part of the thin disk (green and blue groups), compare
well to those determined by Kordopatis et al. (2015, cf. their
Table 1).
In the thin disk sequence of the complete sample, a break in
slope is visible at [Fe/H] ∼ 0.0 dex, at the location of the bound-
ary between the two metal-rich components. This is equally vis-
ible in the dwarf subsample, but less so in the RC subsample.
We computed the Student t-test for the slope difference signifi-
cance of the complete sample, obtaining t(912) = −6.615 with
an associated p-value ∼ 0, thus confirming its statistical signif-
icance. A similar result is obtained considering only the dwarf
sample, with a p-value ∼ 0. For the RC distribution, the same
analysis gives us a p-value = 0.39, showing that, in this case, the
difference between the slopes is not statistically significant. In
particular, while comparing the two subsamples, the metal-rich
group presents a negative slope for RC, but a positive one for
dwarf stars (Fig. 5 and Table 2).
These slope differences can be explained as an effect of com-
paring stars with distinct stellar parameters, since the ranges in
Teff and log g of RC and dwarfs are different. Differences in the
atmospheric models and line formation modeling at the respec-
tive physical regimes can lead us to slightly different results by
including different systematics. We checked for this possibility
by constructing explicit plots between [Mg/Fe] and atmospheric
parameters. No clear correlations were found. Still, some age
differences (that cannot be verified here) can imply differences
in the chemical enrichment patterns. A more plausible explana-
tion for this effect comes from the distribution of RC and dwarf
stars in our sample. RC stars mostly sample regions inside the
solar annulus at RGC < 7 kpc, while dwarfs span a smaller range
around the solar position. In this sense, the observed slope dif-
ferences could arise as an effect of different chemical evolution
with RGC.
Another interesting feature in Fig. 5 is the density gap that
appears in the RC sequence at solar metallicity, where the dwarf
sample presents an overdensity. A plausible explanation could
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be related with the GES selection function. RC stars are in-
deed intrinsically bright, falling out of the magnitude limits of
the photometric selection when they are close. These excluded
stars are precisely those that show a metallicity that is character-
istic of the solar neighborhood. As a consequence, they remain
undersampled in the respective distribution in the [Mg/Fe] vs.
[Fe/H] plane.
On the other hand, as our RC stars are mainly sampling inter-
nal regions of the disk, the thin disk stars should preferentially
be metal-rich members. This can explain the scarcity of low-α
stars observed at [Fe/H] ∼ −0.25 dex in the middle panel of
Fig. 5.
Overall, we can conclude that our GMM decomposition in
the [Mg/Fe] vs. [Fe/H] is essentially the same when RC and
dwarfs subsamples are compared. This demonstrates that chem-
ical patterns depend only on the spatial distribution of the sam-
pled population, with no bias from the GES selection function.
5. The metal-poor thin disk
Given the different sequences identified in the abundance-
metallicity plane, we explored their spatial and kinematic
distributions to compare them. This approach might provide in-
teresting insights into understanding their comparatively differ-
ent origins and/or chemodynamical evolution. We focused par-
ticularly on the metal-poor thin disk GMM subgroup at [Fe/H] <
−0.25 dex (green points in Fig. 2). It separates stars for which re-
cent studies claimed a possible evolution disconnected from the
one of the thick and metal-rich thin disk (Haywood et al. 2013;
Snaith et al. 2015).
Figure 6 displays the general distribution of our sample in
the |Z| vs. RGC plane. As usual, points and profiles are col-
ored according to the GMM groups. This figure shows a ten-
dency for the metal-poor thin disk stars to be more distributed
toward the outer regions (as seen also in other works, e.g., Bovy
et al. 2012b; Anders et al. 2014). The metal-rich thin disk group
presents an excess of stars toward inner regions (which looks
compatible with predictions of the MCM model Minchev et al.
2013, e.g., their Fig. 3). Finally, the thick disk group shows a
distribution extending well into the inner regions, but also with
important contribution at the solar radii, although clearly less
important outside the solar circle (as suggested also by the first-
year APOGEE data; Anders et al. 2014).
5.1. Vertical distribution of disk stars
It is interesting to check how the disk GMM groups in Fig. 2 are
distributed in distance with respect to the plane. To do this, we
used their absolute values |Z|.
Figure 6 shows the general predominance of thick disk and
halo group stars at larger distances from the plane. On the other
hand, the relative distribution of thin disk stars is unclear since
they crowd close to the plane. To obtain a cleaner picture, we
can calculate a central tendency estimate to summarize the be-
havior of |Z| with respect to some other property such as [Fe/H]
or [Mg/Fe].
Before doing so, we can stop to consider what our GMM
sample classification imposes on our data set. As explained in
Sect. 4, the data classification into GMM groups (depicted by
the different colors in Fig. 2) was performed by taking for each
star the maximum of the set of responsibilities for this observa-
tion to be explained by each one of the five GMM components.
This simple labeling process does not take into account the fact
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Fig. 6. Upper panel: distribution of the sample in the |Z| vs. R plane.
The points are colored as in Fig. 2. Two vertical dashed lines delimit
the solar region 7 < R < 9 kpc, while a point-dashed horizontal line
is drawn at |Z| = 1.2 kpc. Lower panel: normalized generalized his-
tograms (kernel 0.5 kpc) showing the radial distribution of the main
GMM data groups (excluding the halo stars; cyan group). They are
computed using only stars with |Z| < 1.2 kpc to reduce the effect of
undersampled regions far from the Galactic plane.
that some points, because of their position in the abundance-
metallicity plane, are intrinsically prone to belong with similar
probabilities to two or even more components. Even if the er-
rors in [Fe/H] and [Mg/Fe] are very small, these points will have
a higher level of uncertainty in their classification. In order to
study the distribution of physical properties of the GMM groups,
|Z| here, for example, it is important to ensure that we work with
a sample whose members are strongly explained by the com-
ponents they are classified in. We performed 2000 Monte Carlo
resamplings of the complete sample by generating repetitions
for each star from their error ellipsoid in [Fe/H] and [Mg/Fe]6.
For each resampling, we computed the responsibility vector for
each star. Since the individual position of the stars change in the
abundance-metallicity plane in each repetition, their set of re-
sponsibilities changes as well. From the set of resamplings, we
computed for each star the set of mean responsibilities and their
associated dispersions. For a given star, if P1 andσ1 are the high-
est responsibility and its dispersion, and P2 the second highest
responsibility, then
|P1 − P2| > Nσ1
defines a criterion that allows us to keep stars whose highest
responsibility is at a statistically significant distance from the
second highest responsibility.
We adopted N = 1.2 to define a statistical subsample com-
posed of 1252 stars (from the initial GES sample of 1725 stars).
As expected, this criterion removes stars located in [Fe/H] and
[Mg/Fe] plane regions where GMM groups intersect.
In Fig. 7 we use the statistical subsample to make explicit
plots of |Z| as a function of [Fe/H] and [Mg/Fe]. For each GMM
data group, we computed the median of |Z| values in equally
6 The primary quantities and errors determined in iDR2 are [Fe/H] and
[Mg/H]. This implies error correlations in the Monte Carlo realizations
in the [Mg/Fe] vs. [Fe/H] plane, which we took into account.
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Fig. 7. Vertical distribution of disk stars as a
function of [Fe/H] and [Mg/Fe]. Colors ac-
cording to the GMM groups as in Fig 2. The
curve+points correspond to the median val-
ues of stars separated in bins equally pop-
ulated. Error bands at the 1σ and 2σ level
are computed by Monte Carlo resamplings
to take into account the effect of errors in
metallicity and abundances on the sample
classification.
populated bins of [Fe/H] or [Mg/Fe] (with a minimum of 40 for
the green and a maximum of 90 datapoints for the blue groups).
The resulting curves are displayed using square symbols and the
same colors as in Fig. 2.
Given the errors in [Fe/H] and [Mg/Fe] and our highest
responsibility-based labeling criterion, our sample can be af-
fected by some degree of missclassification. We can estimate
its effect in the curves of Fig. 7. To do this, we computed
2000 Monte Carlo resamplings of the stars in the [Mg/Fe] vs.
[Fe/H] plane. For each repetition, we classified the sample into
the GMM groups defined by the original sample and computed
the median curves for each component. From the complete set
of curves for each GMM component, we determined deviations
from the median trends. The shaded error bands in Fig. 7 rep-
resent the deviations at the 1σ and 2σ level from the median
tendency of the Monte Carlo resampled curves.
The left panel of Fig. 7 shows that the metal-intermediate
and metal-rich groups of the thin disk (blue and red components)
present a monotonous slight decrease of the mean |Z|with metal-
licity. In addition, the mean |Z| values of the metal poor thin disk
(green) are on average 0.2 kpc higher than the more metal-rich
thin disk. In this sense, the metal-poor thin disk appears to be of
intermediate thickness of the thick and metal-rich thin disks (al-
though the measurement of the relative scale heights is beyond
the scope of this paper).
If we use [Mg/Fe] as a proxy for the age of thick disk stars
(this is justified by the tight correlation between the two found
for instance by Haywood et al. 2013), we can see in the right
panel of Fig. 7 a decline in the thick disk thickness with age.
Older stars are distributed at larger distances from the plane.
In spite of the less clear correlation between age and [Mg/Fe]
for thin disk stars in Haywood et al. (2013), similar trends with
|Z| can be suggested for the thin disk sequence. The most likely
oldest (Mg-enhanced) stars of the metal-poor thin disk present
mean |Z| values that are comparable to the younger part of
the thick disk. The two GMM families standing for the metal-
intermediate and metal-rich thin disk define a continuous decre-
ment in thickness with age. Although the metal-rich thin disk
stars are a continuation of the metal-intermediate stars in the |Z|
vs. metallicity plane, they are not in the |Z| vs. [Mg/Fe] one.
Indeed, it has been found that many of the solar neighborhood
metal-rich stars are in fact old (Trevisan et al. 2011).
The above results remain valid if instead of using the total
sample, we restrict it to solar neighborhood members at 7 < R <
9 kpc, the region depicted by the two vertical dashed lines in the
upper panel of Fig. 6. The size of our sample does not allow us
to trace radial variations in the properties described here.
These qualitative comparisons are in relative terms and do
not aim to provide an absolute idea of the scale height of the
disk components.
In conclusion, from a statistically well-defined sample of
stars classified into the GMM groups, we find that the metal-
poor thin disk presents a characteristic thickness intermediate
between those of the metal-rich thin and thick disks. The effects
of star misclassification, given the errors on [Fe/H] and [Mg/Fe]
of the stars in the sample, are small, enforcing the statistical sig-
nificance of the reported differences.
5.2. Rotational velocity of disk stars
Kinematical data were adopted from Guiglion et al. (2015),
where cylindrical velocity components were calculated for a
larger subsample of ∼6800 stars from the Gaia-ESO iDR2. We
refer to this paper for further details.
As a first characterization of our sample, we checked the
density distributions of Vφ for the GMM families. Narrow dis-
tributions with peaks at Vφ ∼ 210 km s−1 stand for the three thin
disk GMM groups, while a broader distribution centered at lower
Vφ ∼ 180 km s−1 is found for the thick disk stars. The metal-poor
group attributed to the halo presents a very broad distribution of
values around zero, compatible with their expected spheroidal
kinematics.
In Fig. 8 we display the azimuthal velocity component Vφ
as a function of the cylindrical Galactocentric radius RGC. Only
stars from the statistical subsample defined in Sect. 5.1 with 5 <
RGC < 10 kpc were used to avoid undersampling outside these
limits (see Fig. 6). The four curves stand for the median tendency
of the stars in each GMM data group. Error bands are computed
in the same way as in Fig. 7 to take into account the effects of
sample misclassification.
The analysis and interpretation of kinematical data can
be complicated by the fact that errors in stellar parame-
ters, distances, and proper motions propagate to the computed
Galactocentric velocities, eventually introducing strong outliers.
The position of points defining curves in Fig. 8 corresponds to
the median of stars separated in equally populated bins in RGC7.
The use of medians is convenient in this case to take advantage of
its robustness with respect to strong influential outliers. To fur-
ther ensure the robustness of the observed patterns, we cleaned
the sample by removing stars with an accuracy in Vφ lower than
a given cutoff. Different values were tried in consideration of the
7 Bin populations are: brown 70 points, green 33 points, blue 90 points
and red 70 points.
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Fig. 8. Azimuthal velocity component Vφ as a function of the
Galactocentric radius RGC. Colors as in Fig. 2. For each GMM data
family, a central tendency curve is constructed by separating the dataset
into a number of equally populated bins in RGC. Median values inside
each bin determine the position of the dots in the curves. Only stars
with 5 < RGC < 10 kpc are considered to avoid undersampled bins in
the extremes of the distribution. Error bands are computed at the 1σ and
2σ level by Monte Carlo resamplings to take into account the effect of
errors in metallicity and abundances on the sample classification.
error distribution of Vφ. We verified that no differences were in-
troduced by allowing points with higher inaccuracies in the sam-
ple. In Fig. 8 we use stars with accuracies better than 90 km s−1,
thereby removing completely the tail of high-inaccuracy stars
without reducing the sample size too much. Most of the elimi-
nated stars belong to the thick disk. After all these cuts, the sta-
tistical subsample used in Fig. 8 is reduced to 1026 stars.
Different tendencies are observed for the azimuthal veloc-
ity of the GMM components. A decreasing profile out of RGC ∼
7 kpc is observed for thick disk stars, in agreement with Guiglion
et al. (2015, their Fig. 12). The two metal-intermediate and
metal-rich (blue and red) thin disk groups display nearly flat
profiles centered at 210 km s−1. A distinct pattern is displayed
by the metal-poor thin disk group of stars (green), with a peak
at Vφ ∼ 235 km s−1 for stars in the range ∼7−8 kpc. This bin
contains stars in the metal-rich side of the group with [Fe/H]
distributed mostly between −0.3 and −0.5 dex. A decrease in Vφ
is observed for this group at distances RGC > 8 kpc, where the
stars span a wider metallicity range to [Fe/H] ∼ −0.8 dex.
If we consider the current Galactocentric radius distributions
in Fig. 6 as a blurred version of the distribution of their guiding
radii, we can figure out a possible explanation for the pattern ob-
served in Fig. 8. The metal-rich group stars (red) are more domi-
nated by stars with inner guiding radii and hence display a slower
rotation profile. The metal-intermediate group stars (blue) are
more concentrated on the solar radius and hence are closer on
average to the solar value of 220 km s−1. On the other hand, the
metal-poor group has more stars that would have guiding radii
in the outer regions. The fact that they appear at smaller cur-
rent Galactocentric distances can be due to orbital blurring in
the sense of epicyclic motion, or because their orbits are eccen-
tric. In this sense, stars at a current distance close to the Sun will
have higher azimuthal velocities as we found here.
The aspect of the error bands shows that in general misclas-
sification does not significantly condition our results. A larger
deviation of the error-band profile with respect to the median
tendency of the sample is observed in the metal-poor thin disk
group. This effect can be explained by stars that because of their
relatively larger errors in the [Mg/Fe] vs. [Fe/H] plane, change
of classification between thick disk and metal-poor thin disk dur-
ing the Monte Carlo resamplings. Stars with thick disk kinemat-
ics being classified as metal-poor thin disk can pull down its
median Vφ values. This effect is expected to be stronger for dis-
tant stars because of their a priori larger errors in abundance and
metallicity. In spite of this effect, the median tendency in Vφ of
the Monte Carlo resamplings of the metal-poor thin disk can still
be separated from those of the metal-rich thin disk groups in the
region RGC < 8 kpc. This enforces the significance of the dif-
ferences found between the statistical sample profiles of these
groups.
Complementing information from Figs. 7 and 8 can be used
to further highlight the differences between the metal-rich and
metal-poor regions of the thin disk. Below we discuss this in the
context of some other recent results.
6. Discussion
The study of the disk(s) abundance patterns and their spatial and
temporal dependency is one of the pathways to understand the
formation history and subsequent evolution of the structures as-
sembled in the Galactic disk system. A chemical classification
of the disk stars from their distribution in the plane [α/Fe] vs.
[Fe/H] has proven to be a fruitful way to separate clean sam-
ples of thin and thick disk stars with less superposition in other
properties.
Our GMM analysis allows us to separate the selected Gaia-
ESO iDR2 subsample in a way compatible with other ap-
proaches that separated thin and thick disk sequences by follow-
ing the minimum density in [Mg/Fe] in several metallicity bins
(as in Recio-Blanco et al. 2014; Mikolaitis et al. 2014), or used a
pure maximum likelihood procedure in narrow metallicity bins
(Kordopatis et al. 2015). In addition, our approach reveals some
number density and slope variations of the thin disk track in the
abundance-metallicity plane.
In this sense, if we consider the metal-rich and metal-
intermediate part of the thin disk sequence (two of the three
GMM groups into which the thin disk sequence is separated;
[Fe/H] > −0.25 dex), with stars located preferentially at RGC <
8.5 kpc (Fig. 6), we see that they constitute a sequence with a
slope break point at solar metallicity. The qualitative similar-
ity between RC and dwarf distributions (Fig. 5) shows that this
slope variation is present at different Galactocentric radial dis-
tances. These observations suggest that the chemical enrichment
history of the thin disk might present some critical transition at
solar metallicity.
A comprehensive analysis of the possible radial variations
of the slopes and breaking point for the metal-rich thin disk
stars should be based on a larger data set. Unfortunately, our
sample size does not allow us to perform such an analysis with
enough statistical significance. This will be attempted using the
APOGEE data presented in Sect. 4.1 in a future publication.
In addition to the metal-intermediate and metal-rich thin disk
groups, our cluster analysis led us to further separate a group
at its metal-poor end, with [Fe/H] < −0.25 dex. This region
of the [α/Fe] vs. [Fe/H] distribution has been the object of re-
cent debate concerning some particular properties that place it
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in a transition status between the thin and thick disks (Haywood
et al. 2013). Our data (Fig. 6, lower panel) show that the radial
distribution of these stars is shifted to larger radial distances with
respect to those of the thick, the metal-intermediate, and metal-
rich thin disk groups. From the more radially extended APOGEE
DR12 sample of Hayden et al. (2015, also Anders et al. 2014)
it is possible to see that α-poor stars with [Fe/H] ∼ −0.4 to
−0.5 dex are widely dominant in number at larger Galactocentric
distances (their Fig. 4). The spatial distribution of metal-poor
thin disk stars with respect to the plane distinguishes them from
the more metal-rich internal parts, since the characteristic |Z|
median values are in general higher over the whole abundance
and metallicity extent (Fig. 7). Their azimuthal velocity distri-
bution in Fig. 8 display some complex pattern; while its stars
at 7 ≤ RGC ≤ 8 kpc are markedly different, with a Vφ peak of
∼235 km s−1, the more external RGC > 8 kpc stars display slower
rotation. In an inside-out formation scenario for the thin disk,
these properties of the metal-poor group could be explained by
considering them as a more warped distribution of the younger
populations toward the outer radii. In fact, simulations predict
that coeval populations always flare (Minchev et al. 2015). If the
outer metal-poor thin disk is build up from the superposition of
young populations flaring at larger Galactocentric distances, its
scale height will naturally be larger than the one of the stars in
the inner disk. The fact that these stars are distributed at larger
distances from the plane could then also explain their smaller
azimuthal velocities at large RGC.
While this is a plausible explanation, some evidence indi-
cates that the stars in the metal-poor end of the thin disk are in
fact old (Haywood et al. 2013), which is qualitatively supported
by the on average higher Mg enhancements compared with the
more metal-rich portion of the thin disk. Moreover, the study
of low-redshift disk galaxies has revealed the presence of old
stars dominating their stellar population in the outer disk regions
(Yoachim et al. 2012; Zheng et al. 2015). Individual age deter-
minations are in this context a key ingredient to test the viability
of this scenario.
In the metal-poor thin disk, some of the slow rotator stars at
RGC ≥ 8 kpc have metallicities of [Fe/H] < −0.65 dex. They
are in a low number density region of the α-metallicity space,
which is partially an intersection of the metal-poor thick disk
and halo sequences. In the same region, Navarro et al. (2011)
identified a group of stars with cold kinematics, interpreted as
tidal debris from a disrupted dwarf galaxy. This is in the same
line of the low−α accreted halo sequence described in Nissen &
Schuster (2010). Because the three GMM groups partially inter-
sect in this region and as a result of the errors in [Mg/Fe] and
[Fe/H], we cannot reject the possibility that some of the stars at
[Fe/H] < −0.65 in our metal-poor thin disk subsample corre-
spond to the metal-rich tip of the accreted halo misclassified as
metal-poor thin disk. Alternatively, these stars could sample a
true kinematically cold accreted component of the external thin
disk. Even if this is the case, their small number is not enough to
distort the results we found for the metal-poor thin disk.
Given the results of our analysis, it might be suggested that
the metal-poor thin disk stars sample a special population of
outer disk stars whose evolution might be different from the
one on the inner disk. As shown by Haywood et al. (2013,
their Fig. 17), these stars draw in the [α/Fe] vs. Age plane a
sequence parallel to the one of the local thin disk. As seen in
Fig. 8, they rotate faster than the thick and thin disks in the solar
neighborhood, decreasing toward thin disk values at larger ra-
dial distances. In addition, from Fig. 8 of Guiglion et al. (2015),
it is possible to read a positive correlation of σr, σφ and σZ
with [Mg/Fe] for these stars. This evidence, if we assume that
[Mg/Fe] is a proxy for the stellar age (but it is less strong than for
the thick disk), can be seen as an indication of a population that
was kinematically hotter in the past and cooled down during pos-
terior evolution. In the same vein as the hypothesis considered
by Haywood et al. (2013), this population could be composed
of stars formed preferentially in the external regions of the thin
disk, from a relatively low surface density gas distribution. If the
gas was additionally polluted by the nucleosynthesis products of
the chemical evolution of the thick disk, stars form at low metal-
licity from a pre-enriched medium of [α/Fe] level comparable
to the one of the thick disk. The relatively mild increase of ve-
locity dispersion with [Mg/Fe] is compatible with a population
evolving by self-enrichment at the same time as settling in a flat-
ter structure while increasing its rotational speed. The indication
of a decrease of |Z| with [Mg/Fe] visible in Fig. 7 might be in-
terpreted as a signature of an evolution in isolation, with few or
no accretion events. This would agree with the dynamical anal-
ysis of Ruchti et al. (2015), who found scarce evidence for an
accreted component in this region of the abundance-metallicity
plane.
In principle, our results would also be compatible with the
general chemical evolution idea of inside-out formation. In the
outer regions, the longer infall timescales lead to less chemical
enrichment as a result of the lower gas density. The outer re-
gions settle on a longer timescale, and consequently an increase
of velocity dispersion and |Z| with age would also be expected
(as in any model that assumes the formation of the disk by slow
gas accretion). As discussed in Chiappini et al. (2001), in the
case of a double disk component (thick and thin understood as
dual different star formation rates), the outer regions would be
contaminated by a previous component (thick disk/inner halo)
because there the chemical enrichment has never been efficient
enough. If the formation proceeds inside-out, then younger pop-
ulations form with increasing scale length. This would imply a
negative age gradient with Galactocentric distance, with younger
populations dominating at the outskirts of the disk.
Considering the limitations imposed by the scarcity of
stronger observational constraints, in particular, of age distribu-
tions, it is difficult to distinguish between these two broad sce-
narios. If the external thin disk started to form stars by the end
of the thick disk formation from material polluted by its nucle-
osynthesis products, its evolution could proceed almost dissoci-
ated from the inside-out formation taking place in inner regions.
We could expect them to be composed mostly of old stars. In
contrast, younger average ages are expected if the external disk
is the product of a pure inside-out formation from a media con-
taminated by the halo or thick disk. Current evidence concerning
ages in the Milky Way (Haywood et al. 2013) and in external
galaxies (Yoachim et al. 2012; Zheng et al. 2015) seems to favor
a formation proceeding in parallel to the inner parts of the thin
disk.
All in all, our analysis leads us to characterize the metal-
poor group of the thin disk as a distinct population, with different
spatial and kinematic distributions with respect to those of the
thick and the more metal-rich part of the thin disk. The size of
our sample, and the intrinsic limitations of our data (difficulty of
determining accurate distance, kinematics, and ages) prevent us
from providing stronger detailed conclusions.
We hope that the new perspectives provided by the recent
large spectroscopic surveys will trigger new theoretical efforts
aiming at reconciling the observations with a new generation
of chemodynamical models. Precise distances and proper mo-
tions from the forthcoming Gaia satellite and corresponding
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fundamental parameters from spectroscopic follow-up cam-
paigns will help us to clearly define the spatial and kinematic
distributions for stars in a larger spatial volume. The analysis of
their correlation with chemistry and ages will open very promis-
ing avenues to construct a definitive coherent picture of the struc-
ture, formation, and evolution of the Galactic components.
7. Conclusions
We made use of the iDR2 of the Gaia-ESO survey to probe the
Galactic disk system in ∼130 lines of sight at low and high lat-
itudes. We selected a subsample of 1725 stars by rejecting stars
with low S/N values and large dispersions in stellar parameters
and in abundance ratios [Fe/H] and [Mg/Fe]. This subsample
spans a spatial region depicted in Fig 6 that is mainly located in
5 < RGC < 10 kpc, and |Z| < 2 kpc.
We demonstrated the usefulness of a clustering approach to
separate subsamples from their distribution in the abundance-
metallicity plane. This mathematical procedure allowed us to
identify and characterize subgroups in data in a probabilistic
way, defined by changes in slope and/or variations in the star
number density.
In summary, our main results and conclusions are as follows.
– A Gaussian mixture model decomposition allowed us to find
subgroups in the [Mg/Fe] vs. [Fe/H] plane (Fig. 2). Five data
groups were identified and associated with Galactic popula-
tions; the metal-rich end of the halo, the thick disk sequence,
and three subgroups associated with the thin disk sequence.
The separation between thin and thick disks is compatible
with previous procedures based on estimating the minimum
of the [Mg/Fe] distribution in metallicity bins.
– A comparative GMM analysis between our sample and a
subsample of ∼6100 APOGEE-RC stars yielded qualita-
tively comparable results; the sequences and features ob-
served in the abundance-metallicity plane, and as a conse-
quence, the outcome of our GMM analysis in GES, might
not be strongly biased by the selection function of the survey.
– The GMM decomposition does not depend on stellar types;
qualitatively similar distributions were obtained for dwarf
and RC subsamples. However, a different slope was found
in the metal-rich end of the thin disk sequence. This could
be explained as a consequence of the different radial regions
sampled by the two groups of stars.
– The metal-poor-end group of the thin disk, with [Fe/H] <
−0.25 dex, displays distinct properties with respect to the
rest of thin disk metal-rich stars; it seems to have a quali-
tatively higher scale height and a larger rotational velocity
component Vφ (Figs. 7 and 8).
– Our findings, together with some other recent analyses of
the Gaia-ESO iDR2 sample (Guiglion et al. 2015; Ruchti
et al. 2015) and age considerations (Yoachim et al. 2012;
Haywood et al. 2013; Zheng et al. 2015), seem to favor a
scenario in which the metal-poor thin disk formed in the out-
skirts, independently of or in parallel to the inside-out for-
mation taking place in the inner regions of the disk. It might
correspond to a self-enriched population, formed from pris-
tine gas polluted by material expelled from the thick disk.
Posterior evolution led stars to settle from a relatively hot
structure into a more disk-like one, increasing the azimuthal
velocity and decreasing the velocity dispersions and scale
height. The smooth changes of |Z| and Vφ with respect to
[Mg/Fe] suggested by the data indicate a population that
evolved in isolation, with few or no accretion events.
The chemical characterization of stellar populations has proven
to be a fruitful way to separate stellar samples in a way that al-
lows studying their unbiased kinematical and structural distri-
butions. This provides physically meaningful insights to under-
standing their possible different chemodynamical histories.
In essence, our main results confirm the division of α-rich/
poor sequences to define thin and thick disk populations devised
in previous studies. At the same time, our further separation of
a metal-poor group of thin disk stars allows us to character-
ize them as a special substructure. Its particular structural and
kinematic properties reveal a population with a chemodynami-
cal evolution possibly disconnected from that of the metal-rich
thin disk.
The Gaia ESO survey is an ongoing project. Future re-
leases will contain larger samples, providing the opportunity
to test with a higher statistical significance the patterns im-
printed by the specific evolution of Galactic stellar components,
a step forward in our understanding of galaxy formation and
evolution.
Acknowledgements. This work was partly supported by the European Union
FP7 programme through ERC grant number 320360 and by the Leverhulme
Trust through grant RPG-2012-541. We acknowledge the support from INAF
and Ministero dell’ Istruzione, dell’ Università’ e della Ricerca (MIUR) in the
form of the grant “Premiale VLT 2012”. The results presented here benefit
from discussions held during the Gaia-ESO workshops and conferences sup-
ported by the ESF (European Science Foundation) through the GREAT Research
Network Programme. A. Recio-Blanco, P. de Laverny and V. Hill acknowledge
the Programme National de Cosmologie et Galaxies (PNCG) of CNRS/INSU,
France, for financial support.
References
Adibekyan, V. Z., Figueira, P., Santos, N. C., et al. 2013, A&A, 554, A44
Allende Prieto, C., Beers, T. C., Wilhelm, R., et al. 2006, ApJ, 636, 804
Anders, F., Chiappini, C., Santiago, B. X., et al. 2014, A&A, 564, A115
Bensby, T., Feltzing, S., & Lundström, I. 2003, A&A, 410, 527
Bensby, T., Feltzing, S., & Oey, M. S. 2014, A&A, 562, A71
Bovy, J., Rix, H.-W., & Hogg, D. W. 2012a, ApJ, 751, 131
Bovy, J., Rix, H.-W., Liu, C., et al. 2012b, ApJ, 753, 148
Bovy, J., Nidever, D. L., Rix, H.-W., et al. 2014, ApJ, 790, 127
Bragaglia, A., Gratton, R. G., Carretta, E., et al. 2012, A&A, 548, A122
Chiappini, C. 2009, in IAU Symp. 254, eds. J. Andersen, B. M Nordströara, &
J. Bland-Hawthorn, 191
Chiappini, C., Matteucci, F., & Romano, D. 2001, ApJ, 554, 1044
Eisenstein, D. J., Weinberg, D. H., Agol, E., et al. 2011, AJ, 142, 72
Feltzing, S., Bensby, T., & Lundström, I. 2003, A&A, 397, L1
Freeman, K., & Bland-Hawthorn, J. 2002, ARA&A, 40, 487
Frinchaboy, P. M., Thompson, B., Jackson, K. M., et al. 2013, ApJ, 777, L1
Fuhrmann, K. 1998, A&A, 338, 161
Fuhrmann, K. 2004, Astron. Nachr., 325, 3
Fuhrmann, K. 2011, MNRAS, 414, 2893
Garcia Perez, A., Allende-Prieto, C., Cunha, K. M., et al. 2014, in Am. Astron.
Soc. Meet. Abstr., 223, 440.07
Gazzano, J.-C., Kordopatis, G., Deleuil, M., et al. 2013, A&A, 550, A125
Genovali, K., Lemasle, B., Bono, G., et al. 2014, A&A, 566, A37
Gilmore, G., & Reid, N. 1983, MNRAS, 202, 1025
Gilmore, G., Randich, S., Asplund, M., et al. 2012, The Messenger, 147, 25
Gonzalez, O. A., Rejkuba, M., Zoccali, M., et al. 2011, A&A, 530, A54
Grevesse, N., Asplund, M., & Sauval, A. J. 2007, Space Sci. Rev., 130, 105
Guiglion, G., Recio-Blanco, A., & de Laverny, P. 2014, in IAU Symp. 298, eds.
S. Feltzing, G. Zhao, N. A. Walton, & P. Whitelock, 408
Guiglion, G., Recio-Blanco, A., de Laverny, P., et al. 2015, A&A, 583, A91
Gustafsson, B., Edvardsson, B., Eriksson, K., et al. 2008, A&A, 486, 951
Hayden, M. R., Holtzman, J. A., Bovy, J., et al. 2014, AJ, 147, 116
Hayden, M. R., Bovy, J., Holtzman, J. A., et al. 2015, ApJ, 808, 132
Haywood, M., Di Matteo, P., Lehnert, M. D., Katz, D., & Gómez, A. 2013, A&A,
560, A109
Ivezic´, Ž., Sesar, B., Juric´, M., et al. 2008, ApJ, 684, 287
A39, page 13 of 14
A&A 586, A39 (2016)
Jofré, P., Heiter, U., Soubiran, C., et al. 2014, A&A, 564, A133
Kordopatis, G., Recio-Blanco, A., de Laverny, P., et al. 2011, A&A, 535, A107
Kordopatis, G., Gilmore, G., Wyse, R. F. G., et al. 2013a, MNRAS, 436, 3231
Kordopatis, G., Hill, V., Irwin, M., et al. 2013b, A&A, 555, A12
Kordopatis, G., Wyse, R. F. G., Gilmore, G., et al. 2015, A&A, 582, A122
Larson, R. B. 1976, MNRAS, 176, 31
Majewski, S. R., Zasowski, G., & Nidever, D. L. 2011, ApJ, 739, 25
Mészáros, S., Holtzman, J., García Pérez, A. E., et al. 2013, AJ, 146, 133
Mikolaitis, Š., Hill, V., Recio-Blanco, A., et al. 2014, A&A, 572, A33
Minchev, I., Chiappini, C., & Martig, M. 2013, A&A, 558, A9
Minchev, I., Martig, M., Streich, D., et al. 2015, ApJ, 804, L9
Navarro, J. F., Abadi, M. G., Venn, K. A., Freeman, K. C., & Anguiano, B. 2011,
MNRAS, 412, 1203
Nidever, D. L., Bovy, J., Bird, J. C., et al. 2014, ApJ, 796, 38
Nissen, P. E., & Schuster, W. J. 2010, A&A, 511, L10
Recio-Blanco, A., Bijaoui, A., & de Laverny, P. 2006, MNRAS, 370, 141
Recio-Blanco, A., de Laverny, P., Kordopatis, G., et al. 2014, A&A, 567, A5
Reddy, B. E., Lambert, D. L., & Allende Prieto, C. 2006, MNRAS, 367, 1329
Ruchti, G. R., Read, J. I., Feltzing, S., et al. 2015, MNRAS, 450, 2874
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998, ApJ, 500, 525
Schultheis, M., Kordopatis, G., Recio-Blanco, A., et al. 2015, A&A, 577, A77
Snaith, O., Haywood, M., Di Matteo, P., et al. 2015, A&A, 578, A87
Soubiran, C., Bienaymé, O., & Siebert, A. 2003, A&A, 398, 141
Steinmetz, M., Zwitter, T., Siebert, A., et al. 2006, AJ, 132, 1645
Trevisan, M., Barbuy, B., Eriksson, K., et al. 2011, A&A, 535, A42
Valenti, J. A., & Piskunov, N. 1996, A&AS, 118, 595
Yanny, B., Rockosi, C., Newberg, H. J., et al. 2009, AJ, 137, 4377
Yoachim, P., Roškar, R., & Debattista, V. P. 2012, ApJ, 752, 97
Yong, D., Carney, B. W., & Friel, E. D. 2012, AJ, 144, 95
Yoshii, Y. 1982, PASJ, 34, 365
Zasowski, G., Johnson, J. A., Frinchaboy, P. M., et al. 2013, AJ, 146, 81
Zheng, Z., Thilker, D. A., Heckman, T. M., et al. 2015, ApJ, 800, 120
A39, page 14 of 14
