This paper addresses a problem of estimating an additive functional given n i.i.d. samples drawn from a discrete distribution P = (p1, ..., p k ) with alphabet size k. The additive functional is defined as θ(P ; φ) = k i=1 φ(pi) for a function φ, which covers the most of the entropy-like criteria. We revealed in the previous paper [1] that the minimax optimal rate of this problem is characterized by the divergence speed, whereas the characterization is valid only when α ∈ (0, 1) where α denotes the parameter of the divergence speed. In this paper, we extend this characterization to a more general range of the divergence speed, including α ∈ (1, 3/2) and α ∈ [3/2, 2]. As a result, we show that the minimax rates for α ∈ (1, 3/2) and α ∈ [3/2, 2] are 1 n + k 2 (n ln n) 2α and 1 n , respectively.
I. INTRODUCTION
Let P be a probability measure with alphabet size k, where we use a vector representation of P ; i.e., P = (p 1 , ..., p k ) and p i = P {i}. Let φ be a mapping from [0, 1] to R. Given a set of i.i.d. samples S n = {X 1 , ..., X n } ∼ P n , we deal with a problem of estimating an additive functional of φ. The additive functional θ of φ is defined as
We simplify this notation to θ(P ; φ) = θ(P ). Most entropylike criteria can be formed in terms of θ. For instance, when φ(p) = −p ln p, θ is Shannon entropy. For a positive real α, letting φ(p) = p α , ln(θ(P ))/(1 − α) becomes Rényi entropy. More generally, letting φ = f where f is a concave function, θ becomes f -entropies [2] . The estimation problem of such entropy-like criteria is a basic but important component for various research areas; such as physics, neuroscience, security, and machine learning.
The goal of this study is to construct the minimax optimal estimator of θ given a function φ. To precisely define the minimax optimality, we introduce the (quadratic) Since no estimator achieves smaller worst case risk than the minimax risk, we can say that the minimax optimal estimator is the best regarding the worst case risk.
Minimax optimality of the additive functional estimation problem has attracted much attention of many researchers. For fixed k, asymptotic efficiency and minimax optimality were proved if we employ the plugin or the maximum likelihood estimator in which the estimated value is obtained by substituting the empirical mean of the probabilities P into θ. However, the plugin estimator suffers from a large bias if the alphabet size k is large against the sample size n. Indeed, the plugin estimators for φ(p) = −p ln p and φ(p) = p α have been shown to be suboptimal in the large-k regime in the recent studies [3] - [6] . The recent studies investigated the minimax optimal estimators for φ(p) = −p ln p, φ(p) = p α , and φ(p) = 1 p>0 in the largek regime [3]- [6] . However, the results of these studies were specifically derived for these φ.
We previously derived the minimax optimal estimator for general φ ∈ C 4 [0, 1] such that φ (4) (p) is finite for p ∈ (0, 1), where C m [0, 1] denotes the class of mth times differentiable functions from [0, 1] to R, and φ (m) is the mth derivative of φ [1] . We revealed that the minimax optimal risk can be characterized by the divergence speed of the fourth derivative of φ, or referring it to the forth divergence speed of φ in this manuscript. The definition of the th divergence speed is given as follows. Definition 1 (Divergence speed): For a positive integer and α ∈ R, the th divergence speed of φ ∈ C [0, 1] is p α if there exist constant W > 0, c ≥ 0 and c ≥ 0 such that for all p ∈ (0, 1),
With this definition, we characterized the minimax optimal rate of the additive functional estimation by the parameter α when the fourth divergence speed of φ is p α for α ∈ (0, 1). The optimal estimator is combination of best polynomial estimator and (second order) bias corrected plugin estimator. The best polynomial estimator is an unbiased estimator of a polynomial that minimizes the L ∞ approximation error of φ. The (second order) bias corrected estimator is the plugin estimator with the Miller's bias correction [7] . While the previous characterization is valid for the range α ∈ (0, 1), the slower case, i.e., α ≥ 1, still remains as an open problem.
Related work. Recently, many researchers were interested in deriving the minimax optimal rate for the additive functionals in the large-k regime. Acharya et al. [5] showed that the bias-corrected estimator of Rényi entropy achieves the minimax optimality regarding the sample complexity if α > 1 and α ∈ N, whereas they did not show the minimax optimality for other α. Wu et al. [6] derived a minimax optimal estimator for φ(p) = 1 p>0 . For φ(p) = −p ln p, Wu et al. [3] and Jiao et al. [4] independently introduced minimax optimal estimators in the large-k regime. Jiao et al. [4] introduced a minimax optimal estimator for φ(p) = p α for any α ∈ (0, 3/2) in the large-k regime. Their analyses are specifically designed for these φ, and thus these results cannot be applied to other φ.
We previously analyzed the minimax optimality of the additive functional estimation with characterization of the divergence speed in Fukuchi et al. [1] . We revealed the minimax optimal rate when the fourth divergence speed of φ is p α for α ∈ (0, 1). For α ∈ (0, 1/2), the minimax optimal rate is k 2 (n ln n) 2α as long as k ln 4/3 n. For α ∈ [1/2, 1), the optimal rate is k 2 (n ln n) 2α + k 2−2α n . However, the minimax optimal rate for α ≥ 1 still remains as an open problem.
Although it is a special case, Wu et al. [3] and Jiao et al. [4] revealed the minimax optimal rate for α ≥ 1 because the divergence speed of φ(p) = −p ln p and φ(p) = p α are p 1 and p α , respectively. For φ(p) = p α where α ∈ (1, 3/2), Jiao et al. [4] showed that the minimax optimal rate is 1 (n ln n) 2α−2 , whereas it is valid only if k n ln n. The minimax optimal rate for α ∈ (1, 3/2) when the condition k n ln n is not satisfied is an interesting research area for clear understanding in estimating the additive functional.
Our contribution. Our contribution is revealing the minimax optimal rate with characterization using the divergence speed where α ∈ (1, 2] . The results are summarized in Table I . Table I shows the minimax optimal rate (third column) and the optimal estimator (fourth column) when the th (second column) divergence speed of φ is p α where α is in the range presented in the first column. Our result consists of two parts; α ∈ (1, 3/2) and α ∈ [3/2, 2].
In α ∈ (1, 3/2), we reveal that if n k 1/α / ln k, the minimax optimal rate is obtained as
otherwise there is no consistent estimator. This result covers the function φ(p) = p α for α ∈ (1, 3/2), of which optimal rate has been already revealed by Jiao et al. [4] . As mentioned in the related work, they showed that the minimax optimal rate is 1/(n ln n) 2α−2 . However, this optimal rate requires the strong condition k n ln n, and the minimax optimal rate for α ∈ (1, 3/2) is, therefore, far from clear understanding. In contrast, we success to prove the minimax optimal rate without such a strong condition. As a result, we clarify the question how many number of samples is necessary to consistently estimate the additive functional. To prove the upper bound, we employ the fourth order bias correction; which is an extension of the technique of the Miller's bias correction [7] . This technique offsets the fourth order approximation of bias of the plugin estimator in the similar manner of Miller's bias correction which offsets the second order approximation of bias. To prove the lower bound, we extend the technique introduced by Wu et al. [3] which analyzes the minimax lower bound for Shannon entropy. In the technique, the minimax lower bound is connected to the error of polynomial approximation. Taking the advantage of the connection, we carefully analyze the lower bound on the polynomial approximation error, and it yields the desired lower bound (Table I, fourth row) .
Second, we reveal that the plugin estimator is minimax optimal for α ∈ [3/2, 2], and the minimax optimal rate is 1/n. It is almost obvious if α = 2 because the second derivative is bounded in this case. To deal with the non-trivial case α ∈ [3/2, 2), we extend the analysis of the plugin estimator given by Jiao et al. [8] . They connected the bias of the plugin estimator to the Bernstein polynomial approximation error, and utilized the moduli of smoothness of φ to bound the the Bernstein polynomial approximation error. To apply their result, we analyze the moduli of smoothness of φ by using the divergence speed assumption. Besides, we extend their analysis to be applicable for general φ (Table I, 
fifth row)
Notations. We now introduce some additional notations. For any positive real sequences {a n } and {b n }, a n b n denotes that there exists a positive constant c such that a n ≥ cb n . Similarly, a n b n denotes that there exists a positive constant c such that a n ≤ cb n . Furthermore, a n b n implies a n b n and a n b n . For an event E, we denote its complement as E c . For two real numbers a and b, a ∨ b = max{a, b} and a ∧ b = min{a, b}.
II. PRELIMINARIES
Poisson sampling. We employ the Poisson sampling technique to derive upper and lower bounds for the minimax risk. The Poisson sampling technique models the distributions of the samples as independent Poisson distributions, while the original samples follow a multinomial distribution. Specifically, the sufficient statistic for P in the Poisson sampling is a histogram N = (Ñ i , ...,Ñ k ), whereÑ 1 , ...,Ñ k are independent random variables such thatÑ i ∼ Poi(np i ). The minimax risk for Poisson sampling is defined as follows:
As shown in [4] , we have R * (n, k; φ) R * (n, k; φ). Best polynomial approximation. Cai et al. [9] presented a technique of the best polynomial approximation for deriving the minimax optimal estimators and the minimax lower bounds. Let P L be the set of polynomials of which degree is at most L. Given a function φ defined on an interval I ⊆ [0, 1] and a polynomial g, the L ∞ error between φ and g is defined as sup x∈I |φ(x) − g(x)|. The best polynomial of φ with degree L is a polynomial g ∈ P L that minimizes the L ∞ error. The error of the best polynomial approximation is defined as E L (φ, I) = inf g∈P L sup x∈I |φ(x) − g(x)|. The error rate with respect to the degree L has been studied since the 1960s. The polynomial that achieves the best polynomial approximation can be obtained, for instance, by the Remez algorithm [10] if I is bounded.
Basic estimator construction. In the line of literature [1] , [3] - [5] , the basic construction of the optimal estimator for the additive functional has a common part. Here, we describe the common methodology to construct the optimal estimator. For simplicity, we assume that we first draw n ∼ Poi(2n), and then draw n i.i.d. samples S n = {X 1 , ..., X n }. Given the samples S n , we randomly divide these samples into two chunks. Then, we can construct two histogramsÑ andÑ such thatÑ andÑ are independent, andÑ i ,Ñ i ∼ Poi(np i ). The precise procedure to constructÑ andÑ can be found in [3] and [1] .
GivenÑ , we determine whether the bias-corrected plugin estimator or the best polynomial estimator should be employed for each alphabet. Let ∆ n,k be a threshold depending on n and k to determine which estimator is employed. We apply the best polynomial estimator ifÑ i < 2∆ n,k , and otherwise, i.e.,Ñ i ≥ 2∆ n,k , we apply the bias-corrected plugin estimator. Let φ poly and φ plugin be the best polynomial estimator and the bias-corrected plugin estimator for φ(p), respectively. Then, the estimator of θ is written aŝ
The best polynomial estimator φ poly is an unbiased estimator of the best polynomial of φ for a appropriate domain I. We omit the detail of the best polynomial estimator due to space limitation. For α ∈ (0, 1), we previously employ the plugin estimator with the Miller's bias correction as φ plugin in [1] . For α ∈ (1, 3/2), the construction of the optimal estimator is equivalent to above except φ plugin . Second order bias correction. In [1] , we employed the plugin estimator with the Miller's bias correction [7] as φ plugin . The bias correction offsets the second order bias, which is obtained as
. Besides, we converted φ 2 so that it becomes smooth by using the generalized Hermite interpolation (see [1] for detail). Given ∆ > 0, the smoothing procedure converts φ 2 so that it becomes smooth for p ∈ [0, ∆]. We letφ 2,∆ to denote the converted function of φ 2 obtained by applying that smoothing procedure. Then, the estimator is obtained asφ 2,∆ (Ñ /n).
III. MAIN RESULTS
Our main results are revealing the minimax optimal rate of the additive functional estimation with characterization using the divergence speed defined in Definition 1. We derive the minimax optimal rates for each range of α; α ∈ (1, 3/2) and α ∈ [3/2, 2]. First, we derive the minimax optimal rate for α ∈ (1, 3/2). In this case, the rate is obtained as follows.
Theorem 1: Suppose φ : [0, 1] → R is a function of which the sixth divergence speed is p α for α ∈ (1, 3/2). If n k 1/α / ln k, the minimax optimal rate is obtained as
otherwise there is no consistent estimator. For this range, Jiao et al. [4] showed the minimax optimal rate for φ(p) = p α as 1 (n ln n) 2α−2 under condition k n ln n. In contrast, we success to prove the minimax optimal rate without the condition k n ln n. The first term in Eq (1) corresponds to their result because it is the same as their result under the condition they assumed. To derive the upper bound, we introduce a technique of fourth order bias correction which offsets bias of the plugin estimator up to fourth order Taylor approximation in the similar manner of the Miller's bias correction [7] . This technique will be explained in Section IV-A. For proving the lower bound, we follows the same manner of the analysis given by Wu et al. [3] , in which the minimax lower bound is connected to the lower bound on the best polynomial approximation. Our careful analysis of the best polynomial approximation yields the lower bound (in Section V-A).
Second, the minimax optimal rate for α ∈ [3/2, 2] is obtained as follows.
Theorem 2: Suppose φ : [0, 1] → R is a function of which the second divergence speed is p α for α ∈ [3/2, 2]. Then, the minimax optimal rate is obtained as R * (n, k; φ) n −1 .
Remark 1: The meaning of the second divergence speed is p 2 is that the second derivative of φ is bounded. Since a function of which the th divergence speed is p α for any α ≥ 2 and ≥ α has bounded second derivative, this result covers all cases for α ≥ 3/2. The lower bound can be obtained easily from application of LeCam's two point method [11] . The upper bound is obtained by employing the plugin estimator; its analysis is easy if α = 2 because the second derivative of φ is bounded. For α ∈ [3/2, 2), we extend the analysis of φ(p) = p α given by Jiao et al. [8] to be applicable to general φ in Section IV-B.
Hölder continuousness under the divergence speed assumption. Before moving to the detailed description of analyses, we show the useful property of φ regarding the Hölder continuousness, which comes from the divergence speed assumption. For a realᾱ ∈ (0, 1], a function φ isᾱ-Hölder
In particular, 1-Hölder continuous is called as Lipschitz continuous. If the divergence speed of φ is p α for α ∈ (1, 2] , the following properties regarding the Hölder continuousness hold.
Lemma 1: Suppose φ : [0, 1] → R is a function of which the second divergence speed is p α for α ∈ (1, 2] such that φ (1) (0) = 0. Then, φ is Lipschitz continuous, and φ (1) is (α − 1)-Hölder continuous. Note that we can assume φ (1) (0) = 0 without loss of generality because, for any c ∈ R, θ(P ; φ) = θ(P ; φ c ) where φ c (p) = φ(p) + c(p − 1/k).
IV. ESTIMATORS AND UPPER BOUND ANALYSES
In this section, we introduce the minimax optimal estimators for each range of α. For α ∈ (1, 3/2), we employ the basic construction described in Section II. We thus describe construction of φ plugin in Section IV-A. For α ∈ [3/2, 2], we employ the plugin estimator, whereas it is non-trivial from the existing results that the bias can be bounded by 1/n. Hence, we will prove the bound on the bias in Section IV-B.
A. Fourth order bias correction for α ∈ (1, 3/2) As mentioned before, the second order bias correction offsets the second order approximation of bias. In analogy with that, the fourth order bias correction offsets the fourth order approximation of bias. By the Taylor approximation, the bias of φ 2 is obtained as
Thus, the fourth order bias corrected function is obtained as φ 4 (p) = φ 2 (p) − 2pφ (3) 3n 2 − 7pφ (4) 24n 3 − 3p 2 φ (4) 8n 2 . As well asφ 2 , we employ the smoothing procedure using the generalized Hermite interpolation [12] , which is denoted asφ 4,∆ . We analyze the bias and the variance ofφ 4,∆ (Ñ /n). 
. Then, we have Var φ 4,∆ Ñ /n n −2α + p/n.
We set ∆ ln n n . With this ∆, we can see that the bias and the variance do not exceed the rate in Theorem 1.
B. Analysis of plugin estimator with α ∈ [3/2, 2)
For α ∈ [3/2, 2], the plugin estimator is a minimax optimal estimator in which the optimal rate is 1/n. To prove this, we analyze the bias and the variance of the plugin estimator. The variance is easily proved by using the concentration result of the bounded difference (see e.g., [13] ) and Lipschitzness of φ. The bias is also easily proved by simply applying the Taylor theorem if α = 2 because of the Lipschitz continuousness of φ (1) . In contrast, derivation of the bias bound for α ∈ (3/2, 2) is not trivial.
To prove the bound on the bias for α ∈ (3/2, 2), we extend the analysis given by Jiao et al. [8] , in which they analyzed the plugin estimator for φ(p) = p α . They showed that the bias of the plugin estimator is the same as the polynomial approximation using the Bernstein polynomial. The error of the Bernstein polynomial approximation is bounded by the second order moduli of smoothness, defined as
With this definition, the bias is bounded as follows. Lemma 4 (Jiao et al. [8] ): Let N ∼ Bin(n, p). Given a function φ : [0, 1] → R, we have
To take advantage of Lemma 4, we derive the bound on the second order moduli of smoothness. If α ∈ [3/2, 2), the bound on ω 2 (φ, t) is obtained as follows.
Lemma 5: If the second divergence speed of a function φ : [0, 1] → R is p α for α ∈ [3/2, 2), and φ (1) (0) = 0, we have ω 2 (φ, t) t α . By utilizing Lemmas 4 and 5, we prove the bias bound.
Theorem 3: Suppose φ : [0, 1] → R is a function of which the second divergence speed is p α for α ∈ [3/2, 2) such that φ(0) = 0. Then, we have
With the bias-variance decomposition, the squared error is bounded by the sum of the variance and the squared bias. From Theorem 3, the squared bias is bounded as 1 n 2α−2 ; this is less than 1 n if α ∈ [3/2, 2). V. LOWER BOUND ANALYSES A. Lower Bound Analysis for α ∈ (1, 3/2)
The proof of the lower bound in Theorem 1 basically follows the same manner of the technique in [3] . Wu et al. [3] characterized the lower bound on the minimax risk for Shannon entropy by the best polynomial approximation error. We firstly connect the minimax lower bound to the best polynomial approximation error. The precise claim is shown in the following theorem.
Theorem 4: Suppose φ is Lipschitz continuous, and φ (1) is (α − 1)-Hölder continuous such that φ (1) (0) = 0. Let φ (p) = φ(p)/p. For any given integer L > 0, λ ≤ k, and γ ∈ (0, 1) such that γ ≤ λ/k and λ/ √ k < 1/12, with d = 2kγE L (φ , [γ, λ/k]) we havẽ R * (n/2, k; φ) ≥ d 2 32
By Theorem 4, we characterize the minimax lower bound by the best polynomial approximation error E L (φ , [γ, λ/k]). Hence, we next derive the lower bound on E L (φ , [γ, λ/k]). Theorem 5: For γ ∈ (0, 1), let {φ γ } be a family of functions such that φ γ (γ) = 0, φ As proved by Theorem 5, we get d kγ α as long as λ/k = 2L 2 γ. We can get the lower bound in Theorem 1 by setting γ 1 n 1+δ ln n and L ln n for fixed δ > 0.
VI. DISCUSSION In this paper, we reveal that the divergence speed characterizes the minimax optimal rate for α ∈ (1, 3/2) and α ∈ [3/2, 2]. Combining the previous result in [1] , the minimax rate is characterized by the divergence speed for any α ∈ (0, 2] except α = 1. The Shannon entropy case, i.e., φ(p) = −p ln p, is one special case in which the divergence speed of φ is p 1 . The existing result for φ(p) = −p ln p was given by Wu et al. [3] and Jiao et al. [4] , in which they proved the minimax optimal rate as k 2 (n ln n) 2 + ln 2 k n . We can expect that the same rate is obtained for α = 1. However, this still remains as an open problem.
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