We investigate the relative information efficiency of financial markets by measuring the entropy of the time series of high frequency data. Our tool to measure efficiency is the Shannon entropy, applied to 2-symbol and 3-symbol discretisations of the data. Analysing 1-minute and 5-minute price time series of 55 Exchange Traded Funds traded at the New York Stock Exchange, we develop a methodology to isolate true inefficiencies from other sources of regularities, such as the intraday pattern, the volatility clustering and the microstructure effects. The first two are modelled as multiplicative factors, while the microstructure is modelled as an ARMA noise process. Following an analytical and empirical combined approach, we find a strong relationship between low entropy and high relative tick size and that volatility is responsible for the largest amount of regularity, averaging 62% of the total regularity against 18% of the intraday pattern regularity and 20% of the microstructure.
Introduction
The process of incorporating the information into prices does not occur instantaneously in real markets, giving rise to small inefficiencies, that are more present at the high frequency (intraday) level than at the low frequency (at most daily) level. Since inefficiencies are always present, rather than efficiency in absolute terms it is more interesting to study the notion of relative efficiency, i.e., the degree of efficiency of a market measured against the benchmark of an idealised perfectly efficient market.
In this paper we investigate to what extent assets depart from the idealised perfect efficiency, ranking them according to relative efficiency, and to what degree the known sources of regularities (the intraday pattern, the volatility and the microstructure) contribute to the creation of inefficiencies. As tool to measure the randomness of the time series, we employ the Shannon entropy. Since it is defined for finite-alphabet symbolic sources, we work with 2-symbol and 3-symbol discretisations of the data.
In the 2-symbol discretisation (one symbol for the positive returns, the other for the negative returns) the intraday pattern and the volatility have no effect, since they are modelled as multiplicative factors. Only the microstructure effects affect the symbolisation. Market microstructure gives rise to linear autocorrelation that have been modelled in the literature as autoregressive moving average (ARMA) processes. By means of an analytical study on the entropy of AR(1) and MA (1) processes, and a more empirical study on ARMA residuals, we develop two methodologies to assess the inefficiency beyond the microstructure effects. Relying on the ARMA modelling of asset returns, we follow two ways. For the series that are best fitted with an AR(1), an MA(1) or a simple white noise process, we define a measure of inefficiency as the (normalised) difference between the Shannon entropy measured on the data and the theoretical value of the Shannon entropy of the corresponding process. For the other series, which are best fitted with ARMA(p, q) models with p + q > 1, we define a measure of inefficiency as the (normalised) difference between 1 (the entropy of a white noise process) and the Shannon entropy of the ARMA residuals.
In the 3-symbol discretisation, one symbol represents a stability basin, encoding all returns in a neighbourhood of zero, while negative and positive returns lying outside of this basin are encoded with the other two symbols. Previous works dealing with a 3-symbol discretisation of data fix absolute thresholds to define this basin. We argue that there are numerous problems in doing so and, as a major enhancement with respect to such literature, we propose a very flexible approach to the 3-symbol discretisation, which is also rather general. We define the thresholds for the symbolisation to be the two tertiles of the distribution of values taken by the time series. Such a definition has many advantages, since, unlike a fixed-threshold symbolisation scheme, it adapts to the distribution of the time series. This is important because different assets have different distributions of returns and fixed thresholds could introduce discrepancies in treating the different time series. Moreover, the distribution of returns also varies with the sampling frequency, so that a fixed symbolisation scheme for different frequencies appears inappropriate. Finally, our flexible tertile symbolisation can be applied not only to the raw return series, but also to series of processed returns whose values range on different scales, such as the volatility-standardised returns and the ARMA residuals. Using the tertile symbolisation, we investigate to what degree the intraday pattern, the volatility and the microstructure contribute to create regularities in the return time series. We follow a whitening procedure, starting from the price returns, removing the intraday pattern, then standardising by the volatility, finally filtering the standardised returns for the ARMA structure and getting the ARMA residuals. We symbolise all these series with the dynamic tertile thresholds and estimate the Shannon entropy of the symbolis series to measure their degree of randomness.
In the literature only few papers have studied the relative efficiency of financial markets and ranked assets according to the efficiency degree. In [1, 2, 3, 4, 5, 6] different tools were used to measure it as distance to perfect randomness, such as the Hurst exponent, algorithmic complexity theory, a variable order Markov model, Shannon entropy and Approximate Entropy. The great majority of this literature analyses daily data (an exception is [4] ), while our study is focused on intraday high frequency data and their peculiarities. In [2, 3, 4] return data are symbolised with a three-symbol discretisation with absolute thresholds, which in our opinion introduces some redundancy due to the long-memory properties of the volatility. A ternary discretisation with fixed thresholds incorporates some predictability in periods of high or low volatility, even under the null assumption of no correlation among the returns. When we deal with ternary discretisations of high frequency returns in Section 5, we will pay great attention to the removal of intraday patterns and long-term volatility.
The paper is organised as follows. In Section 2 we introduce the Shannon entropy and present the theoretical study on the entropy of the AR(1) and MA(1) processes, in Section 3 we present the data, Section 4 presents the analyses performed with the binary symbolisation of the data, Section 5 reports on the analyses done with the ternary symbolisations and Section 6 concludes. Appendix A details on the entropy estimator used, Appendix B contains further details on the theoretical entropy of the AR(1) and MA(1) processes and the proofs of the propositions stated in Section 2.3 and Appendix C reports on the data cleaning procedures.
2 Shannon entropy of high frequency data 2 
.1 Shannon entropy
In information theory, a finite-alphabet stationary information source is a sequence of random variables which take values in a finite set A (the alphabet of the source), such that the probability µ(X t = a 1 , . . . , X t+k−1 = a k ) (1) of receiving a given string a 1 . . . a k is well defined for all positive integers k and independent of t. The measures (1) , for all k and for all possible values of a 1 , . . . , a k ∈ A k , completely define the source and it is thus legitimate to identify the source with its probability measure µ. The Shannon entropy of a finite-alphabet information source is a measure of the uncertainty associated with the source's outputs. If at each time instant there is high uncertainty about what the source's output will be, the Shannon entropy of the source is high. If, conversely, there is little uncertainty, maybe because the source has some regular structures that occur repeatedly, then the Shannon entropy is low. Here is the formal definition.
Definition 2.1 (Shannon entropy of an information source). Let X = {X 1 , X 2 , . . .} be a stationary random process with finite alphabet A and measure µ. The k-th order entropy of X is
The k-th order conditional entropy of X is
).
The entropy rate or process entropy of X is
In the above definitions, the convention 0 log 2 0 = 0 is used. For the proof that the limits in Equation (4) exist and are equal, we refer the reader to any textbook treating process entropy.
The entropy H k represents the average uncertainty on output blocks of length k, while the conditional entropy h k gives a measure of the average uncertainty on a single output, once we know the most recent k − 1 outputs. Finally, the entropy rate gives an average uncertainty on a single output, in the limit when the probability structure on longer and longer sequences is taken into account. It is thus clear why Shannon entropies are measures of departure from randomness. More random means less predictable, hence higher uncertainty and higher entropy. Conversely, a less random probability structure means higher levels of predictability and less uncertainty, thus lower entropy.
When the measure of the source is not analytically known, it must be inferred from the observed frequencies of the source's outputs. The straightforward and most natural way to estimate the measures of finite strings is to count the relative number of their occurrences in a long enough output sequence, supposed to be representative of the source's measure (which, in the limit for the length of the sequence going to infinity, is true almost surely). Suppose we have a long sample sequence x n 1 generated by the information source. The empirical non-overlapping k-block distribution, with k n, is defined by
where m = n k . With this empirical measure, the entropy of the source can in principle be estimated byĤ
However, when the sample x n 1 is not long enough with respect to the length of the blocks k, this estimator is strongly biased and it systematically underestimates the value of the entropy. Better estimators have been proposed in the literature, that partially correct this bias. For all the entropy estimatesĤ k in this paper we use an estimator proposed by Grassberger (see Appendix A for the definition of the estimator and [7] for a detailed discussion on the entropy estimation problem and the formal derivation of the estimator (22)).
Throughout this paper we estimate entropies by using the empirical distributions of finite strings in symbolic samples. In particular, we are concerned with the estimation of the entropies H k and h k , with k = 1, 2, . . . , log 2 n, where n is the length of the series. For values of k greater than log 2 n the statistics provided by the series is too poor and the entropies H k are underestimated. For the sake of uniformity in presenting the results, we actually choose a few values for the order k, typically 2, 3, 6, 10.
As we shall see in Section 4 ( Table 3 ), there will be cases where the different symbols of the alphabet appear in the series with significantly different frequencies. Since what we want to measure are the correlations among consecutive symbols, we want to filter out the difference in the frequencies of single symbols. Put another way, we want to measure the degree of randomness of the series, given that the symbols of the alphabet appear in the series with the observed frequencies.
To this aim, the entropies we shall calculate arẽ
Since the Shannon entropy deals with finite-alphabet information sources, a symbolisation of the returns is needed before being able to perform any analysis of entropy estimation. To be precise, we must say that of course return values are already discrete, since prices move on a discrete grid. However, what we intend to study by means of the Shannon entropy is the degree of randomness in the time sequence of few coarsely identified behaviours of the price. Indeed, we shall be interested only in symbolisations into 2 or 3 symbols, each representing a notable behaviour, such as "the price goes up", "the price is stationary", "the price goes down".
Modelling high frequency data
Intraday return series generally show significant departure from perfect randomness and it is a stylised fact (see, for example, [8] ) that intraday returns possess some significant correlation, at least at the first lag. Two sources of this correlation are price discreteness and the bid-ask bounce in transaction prices, which shows most clearly at higher frequencies. The discrete and bouncing prices are responsible for a negative autocorrelation at the first lag.
A possible model to theoretically explain this stylised fact is the following. Market (logarithmic) prices p t are supposed to differ from the latent efficient prices p * t by pricing errors u t , so that it
The market returns
are therefore the sum of two terms. The first is represented by the rational returns r * t , which are the rational response to fundamental information and are assumed to be white noise from the theory of efficient markets. Let σ 2 indicate their variance, that is, assume that r * t i.i.d.
The second component is u t − u t−1 . Imposing different structures on u t , many structural models for the microstructure effects can be recovered. In the simplest case, {u t } is an i.i.d. noise process independent of the price process. Let η 2 indicate the variance of random variables u t . The observed returns process is then MA(1) with E[r t ] = 0 and autocovariance function given by
If the pricing errors u t are assumed to follow instead an AR(1) process, then the returns process is ARMA(1, 1), with a more complex autocorrelation structure. Some empirical high frequency data indeed show a typical MA(1) structure in the autocorrelation of returns, although others do not. In many cases, returns exhibit significant autocorrelation also at lags greater than 1 (see Figure 4 ). A typical picture is one where the autocorrelation function shows an alternating sign, decreasing in absolute size as the lag gets larger (see the top right and bottom left panels of Figure 4 ; see also [9] ). In [9] , the authors propose a simple model to capture this alternating-sign higher order dependence, which resembles an AR(1) model and is slightly more complicated. Motivated by this similarity and by the fact that the procedure in Section 4.3 identifies the AR(1) model as the best ARMA(p, q) model for some return series, we regard the AR(1) model as a good compromise between effectiveness and simplicity.
For these two simple return models (the AR(1) and the MA(1)), we develop in Section 2.3 an analytical approach to determine the theoretical values of their Shannon entropies.
The entropy of the processes AR(1) and MA(1)
In order to talk about the Shannon entropy of the processes AR(1) and MA(1), whose phase space is continuous, we need some kind of discretisation. Among the infinitely many possible discretisations, we choose the simplest one which is not trivial. If {X t } t is an AR(1) or an MA(1) process, we define the binary symbolisation
The symbolisation (8) is almost always defined, since the case X t = 0 has obviously measure zero. In probabilistic terms, there would not be any difference between the given definition and one where the equality to zero is assigned to either symbol 0 or 1. The symbolisation (8) thus defines a binary process {s t } t , which will be the object we shall be studying throughout this section. This finitestate process has a measure µ inherited from and depending on the original process X t . When we want to specify to which process we are referring to, we shall use the notations H
To calculate the Shannon entropies (2), (3) and (4) of the discretised AR(1) and MA(1) processes, we exploit some properties of symmetry that they possess. We formalise these properties by proving a number of results, whose statements we report in the text of this section. Their proofs, together with a more technical part about a geometric characterisation of the entropies of the AR(1) process, are reported in Appendix B. We start with a result about the parity of the entropies as functions of the autoregressive parameter φ and the moving average parameter θ.
Proposition 2.1. The entropy H k is an even function of the parameter φ or θ, for all k = 1, 2, . . .. Moreover, also h k , for all k = 1, 2, . . ., and h are even functions. In formulas, it holds
for all k = 1, 2, . . ., and
Proposition 2.1 tells us that it suffices to calculate the entropies of the AR(1) and the MA(1) processes only for φ ≥ 0 and for θ ≥ 0. We now state a result which derives from the symmetry of the normal distribution. Proposition 2.2. Let µ be the measure of an AR(1) or an MA(1) process discretised as in (8) . Let s k 1 ∈ {0, 1} k be a binary string of length k ands k 1 its complementary string defined bys i = 1 − s i , for each i = 1, . . . , k. Then it holds µ(s) = µ(s).
Finally, the last property that we need is the time-reversibility of stationary Gaussian linear models, which is the content of the next theorem. We first give the formal definition of timereversibility.
Definition 2.2.
A stationary process is time-reversible if, for every n and every t 1 , . . . , t n , the vectors {X t1 , . . . , X tn } and {X tn , . . . , X t1 } have the same joint probability distribution. For the proof see [10] . What we are interested in is the following specification to the AR(1) and MA(1) cases.
Corollary 2.4. Let µ be the measure of an AR(1) or an MA(1) process discretised as in (8) . Then for every binary string
At least for the AR(1) process, the characterisation given in Section B.1 of the appendix is very general. Though it can be exploited to calculate the entropies through the calculation of the solid angles for k = 2, 3, there seem to exist no general formula for calculating the solid angles in R k determined by k hyperplanes, for k ≥ 4. We now find the entropies H k , for k = 1, 2, 3, both for the AR(1) and the MA(1) processes. Thanks to Proposition 2.1, we can restrict our attention to values of the autoregressive parameter φ ≥ 0 and the moving average parameter θ ≥ 0. k = 1 When k = 1 we must find the measures µ(0) and µ(1). Since the random variables of the process (either the AR(1) or the MA(1)) have a symmetrical distribution we simply have µ(0) = µ(1) = 1 2 . Therefore, for the 1st order entropy we have
We deal with the case k = 2 by proving a general result, which is very useful also for the case k = 3. To establish some notation, if a = a l 1 and b = b m 1 are two finite binary strings, let us denote by a · i b the cylinder set defined by
We prove the following two propositions for the processes AR(1) and MA(1). Proposition 2.5. Let µ be the measure of the discretised AR(1) process. Then it holds
for i ≥ 0.
Proposition 2.6. Let µ be the measure of the discretised MA(1) process. Then it holds
and
for i ≥ 1.
Note that these results suffice for calculating the entropies H 2 , since we just take i = 0 in Proposition 2.5 and, furthermore, by Proposition 2.2, for both processes AR(1) and MA(1) we have µ(10) = µ(01) and µ(11) = µ(00).
For the AR(1) process we thus have
where µ(00) = 1 2π arccos(−φ) and µ(01) = 1 2π arccos(φ). For the MA(1) process we have
with µ(00) and µ(01) given by Equations (11) and (12) .
We could find the quantities µ(s 1 s 2 s 3 ), with s i ∈ {0, 1} for i = 1, 2, 3, by using the formula to calculate the solid angles in R 3 cut by the hyperplanes of which we have the equations. However, it is much simpler and much more instructive to exploit the symmetry properties affirmed by Proposition 2.2 and Corollary 2.4.
Initially, we let µ indicate the measure of either process, AR(1) or MA(1). By Proposition 2.2 we have µ(100) = µ(011), µ(101) = µ(010), µ(110) = µ(001), µ(111) = µ(000). Furthermore, by Corollary 2.4 we also have µ(001) = µ(100). The symmetries thus reduce the number of unknown quantities from 2 3 = 8 to three. Now note that we have the following three independent relations:
µ(000) + µ(010) = µ(0 · 0).
Since µ(00), µ(01), µ(0 · 0) are determined for the AR(1) and MA(1) processes in propositions 2.5 and 2.6, we can solve the system (14). For the AR(1) process we finally have
where µ(000) = 1 2π arccos(−φ) − 1 4π arccos(φ 2 ), µ(001) = 1 4π arccos(φ 2 ), µ(010) = 1 2π arccos(φ) − 1 4π arccos(φ 2 ). For the MA(1) process we have
In Figure 1 we graph the theoretical entropies H 1 , H2 2 , H3 3 and the conditional entropies h 2 = H 2 − H 1 , h 3 = H 3 − H 2 as calculated above, for positive values of the autoregressive parameter φ and the moving average parameter θ. It is interesting to note that in the AR(1) case the conditional entropies h 2 and h 3 go to 0 as φ approaches 1, while in the MA(1) process they converge to values of about 0.918 and 0.907, respectively.
Data

The ETF dataset
For our study we take high frequency historical data of 55 Exchange Traded Funds traded at the New York Stock Exchange. An Exchange Traded Fund (ETF) is an investment whose performance is based on an index or other underlying assets. The goal of an ETF is to mimic its corresponding index and to yield the same return on investment. Inverse and leveraged ETFs aim at providing a return on investment which is the opposite or a multiple than the performance of the index. There also exist inverse leveraged ETFs.
In Table 1 we present the list of the ETFs studied, along with the asset tracked by each one. The ETFs studied include market ETFs, country ETFs, commodity ETFs and industry ETFs. The Select Sector SPDRs are ETFs that divide the S&P 500 into nine sectors.
The data used in this study cover a period of about forty months, from the 13th July 2006 to the 1st December 2009. We use closing prices at the sampling frequency of 1 minute, and a resampling of the same data at a 5-minute frequency. In the former case we have the advantage of using the greatest possible amount of price data that is available to us, but this goes to the detriment of the regularity of the price series, since the 1-minute series present a number of missing observations depending on the level of liquidity. In the latter case, instead, we use less information but the series are more regular. So, the choice of the frequency to work with is a tradeoff between amount of information and regularity of the data. From the point of view of information theory, the best is of course to use as much data as possible, and this is what we shall predominantly do in the analyses. In order to assess to what extent results depend on the chosen frequency or on the regularity of the series, in some cases we shall perform the analyses on the 5-minute data as well.
In Table 2 we report the number of available price observations for the 55 ETFs. The number of days in the data sample is 854 for the vast majority of the ETFs, with six exceptions: 853 for EWU and RTH, 851 for EWW and MDY, 850 for RKH, 849 for EFA.
Data cleaning
We now outline the steps of the data cleaning procedure and establish some terminology. We then detail on the single steps in Appendix C.
Starting from 1-minute closing prices, we first remove outliers (see Section C.1) and then cal- 
We then search for possible stock splits (see Section C.2), in order to remove the huge returns in correspondence of them. Throughout this paper, we will refer to returns cleaned for possible splits, but not yet processed in any other way, as raw returns. Then, the procedure of filtering out the daily seasonalities, by the removal of the intraday pattern as explained in Section C. 3 , leads to what we refer to as the deseasonalised returnsR t . Finally, we normalise the deseasonalised returns by the volatility (see Section C.4), thus obtaining the standardised returns r t .
4 Binary alphabet
Binary discretisation of returns
The simplest symbolisation of price returns is the one which distinguishes only the two cases of positive and negative return, corresponding to the two behaviours of price moving up and moving down, respectively. Stationarity of price can not be included in either of the two behaviours as long as the symbolisation is defined in a symmetrical way. This point highlights the fact that returns are distributed on a discrete set of values. If they were instead distributed on a continuous set of values, taken according to an absolutely continuous distribution, the probability of taking a precise value would be zero, thus negligible in practical cases.
In Table 3 we report the number of the two symbols '0' and '1' in the ETF return series symbolised according to symbolisation (15). Ten ETFs exhibit a difference in the number of the two symbols, which is statistically significant at the 1% significance level when a null model is assumed in which at each time instants prices have the same probability of moving up and moving down. Under such assumptions, the number of either upward and downward movements of the price has a binomial distribution.
The simplest null hypothesis to check consists in the returns being independent, that is, indistinguishable from strong white noise. For such a model, the Shannon entropy of the process symbolised according to (15) equals one, since all the strings s k 1 have the same probability µ(s k 1 ) = k i=1 µ(s i ) = 1 2 k and the uncertainty is maximum. We stress that the assumption of independence is not realistic, since intraday returns are known to possess some features of correlation, mainly due to microstructure effects. However, this first analysis allows to measure to what degree the ETF series of symbolised non-zero returns depart from complete randomness. To put it another way, it provides an average quantification of how much the sign of the returns is predictable.
We test this hypothesis by comparing the entropy of the ETF return series and the entropy of a white noise process with independent Gaussian innovations. The former is of course the entropy of a single realisation (the time series), while the latter is the entropy estimated on a Monte Carlo simulation of 1000 realisations, each of which having the same length of the ETF time series to be compared with. Indicating withĥ k the estimators of the rescaled entropiesh k of Equation (5), we check whether it holds or not thatĥ
whereĥ WN,x% k denotes the x-th percentile of the white noise Monte Carlo simulation. It turns out that the efficiency hypothesis of the ETF return series being indistinguishable from white noise is rejected for the great majority of the ETFs, as expected. There are however few cases for which this basic test fails to reject the efficiency hypothesis. We note that there is some dependence of the results on the order k of the considered entropies. For k = 2, property (16) does not hold for ETFs IYR, XHB, XLB; for k = 3 it is violated by ETFs MZZ, RKH, XLB; for k = 6 it does not hold only for RKH; for k = 10 exceptions to (16) are EWZ, IBB, IYR, MZZ, XLE. In Figure 2 we show the order 10 entropiesĥ ETF DXD  EEM  EFA  EWA  EWG  EWH  EWJ  EWM  EWS  EWT  EWU  EWW  EWY  EWZ  FXI  GDX  GLD  IBB  ICF  IJH  IJR  IVE  IVV  IVW  IWD  IWF  IWM  IWN  IWO  IYR  MDY  MZZ  PHO  QID  QLD  QQQQ  RKH  RTH  SDS  SLV  SPY  SSO  TIP  USO  XHB  XLB  XLE  XLF  XLI  XLK  XLP  XLU DIA  DXD  EEM  EFA  EWA  EWG  EWH  EWJ  EWM  EWS  EWT  EWU  EWW  EWY  EWZ  FXI  GDX  GLD  IBB  ICF  IJH  IJR  IVE  IVV  IVW  IWD  IWF  IWM  IWN  IWO  IYR  MDY  MZZ  PHO  QID  QLD  QQQQ  RKH  RTH  SDS  SLV  SPY  SSO  TIP  USO  XHB  XLB  XLE  XLF  XLI  XLK  XLP Figure 2) , we see how a lower sampling frequency makes the return series more efficient. Of course this is expected, since many inefficiencies must be imputable to microstructure effects, which are greater at higher frequencies. However, we still see that there are a number of ETFs (namely, EWJ, EWM, EWS, EWT, EWU, TIP) that, compared with others, maintain a large degree of inefficiency. It is also notable that in two cases (PHO and RTH) a relatively low entropy in the 1-minute return series corresponds to a relatively high entropy in the 5-minute return series. In these two cases it appears that the sole change in the frequency of the observations removes almost all the inefficiency. This contrasts with other cases of comparable low entropy for the 1-minute return series, such as EWU, which exhibit the same feature of having a relatively low entropy in the 5-minute return series as well. We point out that this should be considered as evidence of the fact that equally inefficient series may have different causes at the origins of their inefficiencies.
Empirical analysis of return series as AR(1) or MA(1) processes
As argued in Section 2.2, return time series have been modelled as an AR(1) or an MA(1) process. For these two simple models, we worked out in Section 2.3 the analytical calculation of the entropies H 2 , H 3 , h 2 , h 3 . In this section, we take the ETFs whose non-zero return series are indeed well described by an AR(1) or an MA(1) process and we provide a quantification of their inefficiency as the degree to which the entropy measured on the empirical series differs from the theoretical one.
More precisely, our procedure is the following. We first estimate the best ARMA(p, q) model for each one of the non-zero return series (see Section 4.3 for the details of the estimate procedure and the results on all the ETF series). Then, for those series that have estimated parameters p and q such that p + q ≤ 1-that is, for the series whose best ARMA estimate is an AR(1), an MA(1) or just a white noise process-we can easily calculate the theoretical values h th 2 and h th 3 of the entropies h 2 and h 3 . They just equal 1 in the case of the white noise process, while for the AR(1) and the MA(1) processes can be obtained by applying the formulas derived in Section 2.3. Finally, for each of these series we compute the inefficiency scores I 2 and I 3 defined by
whereĥ ETF k is the conditional entropy of order k measured on the binarised return series and σ k is the standard deviation of the estimatorĥ k on Monte Carlo realisations of the estimated process with the same length as the ETF's return series. The scores I k measure how much the empirical series depart from being a pure AR(1), MA(1) or white noise process. Making the basic assumption that a perfectly efficient ETF should perfectly follow one of these processes (the linear ARMA dependencies being due only to microstructure features), the scores I k indeed provide a measure of the amount of inefficiency present in the empirical return series.
In Figure 3 we show the comparison between the entropyh 3 of the ETF return series and the theoretical value of h 3 -given by the formulas obtained in Section 2.3-of the processes AR(1), MA(1) or white noise, which best fit the return series. We notice that, as can be expected, the theoretical entropy values are always higher than the return series entropy, meaning that the return series are less efficient than the corresponding AR(1), MA(1) or white noise processes. The difference between the two values provides us with a quantification of the inefficiency of the return series against their benchmark.
In Table 4 we report the inefficiency rankings as determined by the inefficiency scores (17). As the 17 ETFs treated here are a subset of the 55 ETFs for which we determine in Table 6 other rankings, according to a different score of inefficiency, we report in parentheses this latter ranking for comparison purposes. We notice that, although the two approaches differ to a certain degree for the most inefficient ETFs (top and central rankings), they give quite stable results for the most efficient ones (bottom rankings).
Empirical analysis of return series as ARMA(p, q) processes
In Section 2.2 we showed how a simple model for the efficient and the observed price implies that returns follow an MA(1) process. As already anticipated, the same model can explain more complex autocorrelation structures, by changing the structure of the pricing error component u t in Equations (6) and (7) . We now change perspective and adopt an approach which is data-driven. In Table 6 .
this section we make no a priori assumption and start from the empirical autocorrelation functions of the ETF data, which show different scenarios.
In Figure 4 we show the sample autocorrelation of the series made up of non-zero 1-minute returns. At the top left we see a case (the ETF SLV) where significant autocorrelation is present at the lag 1 and almost at no other lag, which is the typical structure of a MA(1) process. At the top right the ETF EWA shows a situation where the autocorrelation is significant at the first lag, which is the dominant part, but also at lags 2 and 3, with an alternating sign and a decreasing absolute value which are typical of an AR(1) process with negative parameter. The ETF EWM at the bottom left of the figure has some features which recall those of EWA, such as the alternating sign and the decreasing absolute value, yet the situation is more complicated. The autocorrelation function is in fact statistically significant for many lags (from 1 to 11). Furthermore, since the decay does not look exponential, one single autoregressive parameter should not suffice to describe the dynamics of returns. Finally, at the bottom right we report a case (the ETF SPY) where some negative autocorrelation is significant at many lags, but there is no clear structure in the autocorrelation function. The four scenarios depicted here do not cover all the behaviours of the autocorrelation function of the 55 ETFs. However they provide a picture of how different the autocorrelation functions of different assets can be. For these reasons, we do not assume any a priori model and instead we look for the best linear ARMA(p, q) model that describes the data. In selecting the best model to fit our data we use the Bayesian Information Criterion (BIC), to strongly penalise complex models with a large number of parameters.
In Table 5 we report, for every ETF, the AR and MA orders p and q, such that the series of nonzero 1-minute returns is best fitted with an ARMA(p, q) model, where best means that the model is the one that minimises the BIC. As we can see, the return series of the ETFs whose autocorrelations are represented in Figure 4 are best fitted with different models: SLV with an MA(1) model, EWA with an AR(1) model, EWM with an ARMA(3, 2) model, SPY with an ARMA(2, 4) model. There are 13 out of the 55 series that are best fitted either with an AR(1) model or an MA(1) model, plus other 4 that are best fitted with a simple white noise process. We stress that for these 17 cases we know what the corresponding entropies H 2 , H 3 , h 2 , h 3 of the binary symbolisation should be, since for a white noise process they equal 1 and for the AR(1) and the MA(1) models they are given by the analytical results obtained in Section 2.3. However, we now want to perform DIA  0  4  EWU  2  1  IVE  0  1  PHO  1  0  USO  3  2  DXD  0  4  EWW  1  2  IVV  1  3  QID  2  2  XHB  2  0  EEM  1  0  EWY  1  0  IVW  2  1  QLD  2  4  XLB  0  0  EFA  1  0  EWZ  2  1  IWD  1  3  QQQQ  0  4  XLE  0  2  EWA  1  0  FXI  1  0  IWF  2  2  RKH  0  0  XLF  1  1  EWG  2  1  GDX  1  2  IWM  0  0  RTH  3  1  XLI  2  2  EWH  1  2  GLD  1  0  IWN  1  0  SDS  1  3  XLK  2  2  EWJ  3  2  IBB  0  2  IWO  1  0  SLV  0  1  XLP  2  1  EWM  3  2  ICF  0  3  IYR  0  2  SPY  2  4  XLU  0  2  EWS  3  2  IJH  0  4  MDY  0  0  SSO  1  1  XLV  1  0  EWT  3  2  IJR  5  1  MZZ  0  1  TIP  1  1  XLY  0  2   Table 5 : AR and MA orders p and q resulting from the minimisation of the BIC among all models ARMA(p, q) with p + q ≤ 8.
a hypothesis test to assess whether there are further dependencies other than the linear ARMA structure. If all the amount of predictability of the series is due to their linear ARMA structure, once it is filtered out there would remain no other dependence and the series of residuals should not be distinguishable from white noise. Figure 5 shows how the ARMA residuals no longer contain the significant autocorrelation detected in returns. In order to measure how much inefficiency is there in the return series that is not due to the ARMA structure, we analyse the residuals of the ARMA estimates of the series, symbolise them according to (15) and then compare the entropy of the symbolised series with the values obtained by a Monte Carlo simulation of a white noise process. Before showing the results of this test, we first show in Figure 6 the comparison between the entropyh 2 , defined by Equations (5), of the return series and of their ARMA residuals. We stress that the same qualitative picture that we are about to describe is valid also for the entropies h k , with k = 2. It is interesting to note how different the behaviour of the various ETFs is. Some ETFs already have a high entropy in the return series, so that taking the ARMA residuals does not lead to a noticeable increase in the entropy value. Others, that have a relatively low entropy, show a significant increase in the value of the entropy when ARMA residuals are considered in place of returns. However, there are cases where the inefficiency of the return series vanishes almost completely when taking the ARMA residuals, such as for PHO, SLV, TIP. For these ETFs it seems that a large part of the apparent inefficiency is embodied and explained by the linear dependence structure of ARMA models. For many other cases, instead, the ARMA residuals continue to contain some (nonlinear) inefficiencies. We now go back to the hypothesis test we mentioned earlier, to see whether the residuals of ARMA estimates are distinguishable from white noise. Analogously to what we did in Section 4.1, we check the conditionĥ
whereĥ res k denotes the estimated entropy of the series of ARMA residuals. It turns out that even considering the ARMA residuals of return series we reject the hypothesis of efficiency for the large majority of the ETFs. The cases where the test does not reject the efficiency hypothesis are the following. For k = 2, GDX, MZZ, XHB, XLB; for k = 3, IBB, MZZ, XHB, XLB; for k = 6, IBB, XHB, XLE; for k = 10, EWZ, FXI, GDX, IBB, ICF, IYR, XHB, XLE, XLY. Referring to the results found in Section 4.1, we note that the cases for which the efficiency was rejected already analysing the entropy of the return series are cases where it is also rejected after filtering out the linear part, as one would expect. There are however a few exceptions (IYR for k = 2, RKH for k = 3, 6, MZZ for k = 10).
We argue that the predictability that remains in a series after removing the amount due to the linear component, that is, after taking the residuals of ARMA estimates, constitutes nonlinear inefficiency proper to that asset. It is interesting to quantify these inefficiencies and rank the ETFs according to their measures. We perform this by measuring how faraway the entropy of the residuals is from the value 1 of pure white noise. In particular, for each ETF we define the following measure of inefficiency:
where σ WN k is the standard deviation of the estimatorĥ k on a white noise process of the same length as the ETF's return series. A perfectly efficient series has values of I k equal to 0. The farther from 0 the value of I k , the greater the inefficiency. Results are reported in Table 6 , for k = 2, 3, 6, 10. Note that varying k the ranking positions are quite stable for the most inefficient ETFs (those in the first nine positions). Many other ETFs display different degrees of variability, ranging from differences across the four rankings of at most one position to differences of eleven places. We do not know what the reasons of the inefficiencies and the mechanisms generating them are. They may have origin in technical details of how the trading of that particular asset is regulated by the rules of the market, or in the particular strategies adopted by market makers, or also in microstructure details (such as the relative tick size) that may have different impact on different assets. Inefficiencies may also have a more fundamental origin, that is, they may be due to the economics of the asset and of other financial assets related to it.
Investigating the relationship between entropy and the relative tick size we find interesting results. Note that for our ETF data looking at the relative tick size (that is, the ratio between the minimum possible price variation and the price) is equivalent to looking at the price, since the absolute tick size is equal for all the 55 ETFs. It clearly emerges from the scatter plots in Figure 7 that the five most inefficient ETFs are those with the lowest price. A possible interpretation of this lies in the fact that an asset's price with a large relative tick size is subject to more predictable price changes. If we think of the rational price moving on a continuous scale, a change in the observed price means that the rational price has passed a tick level. Now, for an asset with a low price (or, EEM  EFA  EWA  EWG  EWH  EWJ  EWM  EWS  EWT  EWU  EWW  EWY  EWZ  FXI  GDX  GLD  IBB  ICF  IJH  IJR  IVE  IVV  IVW  IWD  IWF  IWM  IWN  IWO  IYR  MDY  MZZ  PHO  QID  QLD  QQQQ  RKH  RTH  SDS  SLV  SPY  SSO  TIP  USO  XHB  XLB  XLE  XLF  XLI  XLK  XLP  XLU Table 5 (blue circles), for the 55 ETFs. equivalently, with a large relative tick size) it would be much more difficult to cross another tick level in the same direction than it is for an asset with a large price (that is, with a small relative tick size). Thus, most probably the observed price either moves backward or remains constant. Recall that, in the symbolisation we are considering, the stationarity of observed price (corresponding to a zero return) is ignored and simply discarded. With this considerations in mind, it is reasonable to expect the price of an asset with a large relative tick size to show some oscillating behaviour producing a more predictable symbolic sequence. Another consideration on the rankings of Table 6 is one which concentrates on the ETFs which track a country index, in particular those from EWA to EWZ in Table 1 . We notice that the most inefficient ETFs are those relative to the Asian countries (such as Japan, Malaysia, Singapore, Taiwan, Hong Kong) and to Australia. The ETFs tracking the indices of Germany and United Kingdom, though quite inefficient as well, are not in the very first places, lying behind the group of Asian countries. Finally, ETFs relative to Mexican and Brazilian indices are much behind in the inefficiency rankings, with the latter being among the most efficient ETFs. An exception to this classification is the ETF tracking the index of South Korea, which is not ranked in the group of ETFs of the other Asian countries. Apart from this exception, it can be argued that the levels of detected inefficiency follow the time distances from the New York time. In Figure 8 we show the relationship between inefficiency and opening time overlap of the NYSE with the country markets, for the mentioned country ETFs. The markets of the Asian countries of Japan, Malaysia, Singapore, Taiwan, Hong Kong, as well as the Australian market, are closed when the corresponding ETFs are being traded at the New York Stock Exchange. Therefore these assets are traded while the tracked index has no dynamics. There is instead some time overlap in the opening times of the New York Stock Exchange and of European markets, while there is great overlap of the former with the markets of Mexico and Brazil. The trading dynamics of the ETFs on these last two countries can therefore rely on a simultaneous evolution of the corresponding indices.
We remark that, if the two mechanisms that we propose as possible explanations to what we observe in the inefficiency rankings are legitimate, it may well be that the two things are related. It may be that those ETFs that track indices of markets that are closed during the ETFs' trading time are deliberately given a low price, since their dynamics is only coarsely determined. However, we could not find any founded indication in this respect. 
Ternary alphabet
Ternary discretisation of returns
As we point out in Section 4, a symmetrical binary discretisation of returns that takes into account all the information does not exist. The most natural one is defined by 15, but it ignores all the zero returns, which correspond to intervals of price stationarity. This waste of information is larger as one moves to higher frequencies, since the probability of observing a price change in a fixed interval decreases with the decreasing of the interval length. In our data, at frequencies of 1 and 5 minutes the amount of zero returns is huge. In Section 4 we showed how much information on market efficiency can be extracted even ignoring the zero returns. In this section we instead use all the returns.
The idea of ternary-alphabet discretisations of returns is that a symbol represents a stability basin, encoding all returns in a neighbourhood of zero. Negative and positive returns lying outside of this basin are encoded with the two other symbols. In the papers [3] and [2] , the three-symbol discretisation of returns is performed according to the following definition, Figure 8 : Relationship between inefficiency and opening time overlap of the NYSE with the country markets, for the country ETFs from EWA to EWZ in Table 1 . The graphed score I 10 = I res 10 + 5 is a shifted version of the inefficiency score I res 10 , in order to be positive for the logarithmic plot. The opening time overlap on the x axis is the time when both the NYSE and the country market are simultaneously open, divided by the NYSE opening time (6.5 hours). with a threshold b = 0.0025. In [4] , high frequency exchange rates differences are discretised in a similar fashion with a threshold equal to three pips (i.e. b = 0.0003). We argue that there are numerous problems in fixing an absolute threshold in these discretisations. The main objection is that a fixed symbolisation scheme does not take into account the heteroskedasticity of the series. Time series of returns are known to display periods of different volatility, that is, periods with different average absolute size. We believe that, in such contexts, a ternary discretisation of returns should possess a character of variability, in order to consistently adapt to the volatility dynamics. The risk in not doing so is that the memory properties of the volatility are encoded in the symbolised series and spurious dependencies are introduced.
There are also other reasons that make fixed-threshold ternary symbolisations inadequate. First of all, different assets have different distributions of returns (or rates differences in the case of currency exchanges), so that a fixed neighbourhood of zero includes portions of the return distributions which are different across the assets. This introduces discrepancies in treating the time series that can potentially affect the results of the analyses. Secondly, the distribution of returns also varies as the sampling frequency varies, so that choosing a fixed symbolisation scheme for different frequencies (as in [4] ) appears inappropriate. Finally, the three-symbol discretisation can be applied not only to the raw returns, but also to returns filtered for the intraday pattern as defined by ( 28) or to standardised returns as defined by (30). These latter two series, as well as other possible series obtained by processing the returns in some other way, range on different scales and therefore the ternary symbolisations with fixed thresholds are not the proper way to deal with their discretisation.
Concerning the three-symbol discretisations of time series, we propose a more flexible approach, which is also rather general. We define the thresholds for the symbolisation to be the two tertiles of the distribution of values taken by the time series. More formally, if {r 1 , . . . , r N } is the time series, we define its tertile-symbolised series by
where ϑ 1 and ϑ 2 denote the two tertiles of the empirical distribution of the time series {r t }.
The impact of intraday patterns and volatility on market efficiency measures
As already pointed out, a three-symbol discretisation of returns, with one symbol encoding returns in a stability basin around zero, embeds to some degree the intraday pattern and the volatility into the symbolic series. Thus, when these components are not properly filtered out, the symbolic series will possess a certain amount of predictability due to the memory and regularity properties of these factors. We now proceed with a quantitative study in this respect.
The whitening procedure that we apply to the series of logarithmic returns R t starts with removing the intraday pattern, getting the deseasonalised returnsR t , and continues with removing the volatility, getting the standardised returns r t . We further treat the standardised returns to remove any ARMA component that may be due to microstructure factors, thus getting also a series of ARMA residuals t . We symbolise all these series with tertile thresholds as in (21) and estimate the Shannon entropy of the symbolic series to measure their degree of randomness. By doing so, we can assess to what degree the intraday pattern, the volatility and the microstructure contribute to create regularities in the return time series.
We show in Figure 9 the values of the Shannon entropyh 8 for the 1-minute and 5-minute series of raw returns R t , deseasonalised returnsR t , standardised returns r t and ARMA(p,q) residuals of standardised returns, wherep andq are the ones corresponding to the minimum BIC value, among all the models ARMA(p, q) with p + q ≤ 5. Similar features to those discussed below also hold for results obtained with the entropiesh k , with k ≤ 10 and k = 8.
For five 1-minute series (ETFs EWH, EWJ, EWM, EWS, EWT) it happens that the proportion of zero returns is so large that the two tertile thresholds ϑ 1 and ϑ 2 are equal to zero. The corresponding symbolic series thus have an unbalanced number of the three symbols. In order to avoid comparing series with balanced distributions of symbols with series with unbalanced distributions, we ignore the results on the latter. We instead report results for all 5-minute series, since at this frequency the tertiles of the return distributions never happen to equal zero.
Concerning the results reported in Figure 9 , we notice that in the vast majority of cases the symbolised series of the raw returns are the most predictable, as is expected since they still carry all the regularities of the intraday pattern and the correlation due to the volatility and the microstructure. However, there are cases (DIA, ICF, RTH for the 1-minute series; EWM, RTH for the 5-minute series) in which removing the intraday pattern from the raw returns leads to series of lower entropy. This may seem to be not possible, but note that the tertile values ϑ 1 and ϑ 2 defining the symbolisation of the series change in an unpredictable manner when passing from the raw return series R t to the deseasonalisedR t .
The most noteworthy results of the entropy estimates reported in the two graphs of Figure 9 , however, are those regarding the standardisation of the returns by the volatility. In almost all the cases, it can be seen that the passage from the deseasonalised returns to the standardised ones is responsible for the largest increase in the entropy. Averaging across all the ETFs, a percentage of around 18% of the entropy increase obtained with the three whitening procedures is attributable to the removal of the intraday pattern, while about 62% is due to the standardisation for the volatility and 20% is the entropy gain given by the removal of correlations due to microstructure effects. This means that the removal of the volatility from the return series increases their randomness more than the other two procedures taken alone. Put another way, the volatility gives the return series a huge amount of predictability and it does so much more, on average, than the daily seasonality and the microstructure effects. This result should be regarded as a convincing demonstration of the fact that, when studying the randomness of a three-symbol discretised time series, the volatility must be filtered out. Omitting this operation would give results that tell more on the predictable character of the volatility than on, for example, market efficiency. EEM  EFA  EWA  EWG  EWU  EWW  EWY  EWZ  FXI  GDX  GLD  IBB  ICF  IJH  IJR  IVE  IVV  IVW  IWD  IWF  IWM  IWN  IWO  IYR  MDY  MZZ  PHO  QID  QLD  QQQQ  RKH  RTH  SDS  SLV  SPY  SSO  TIP  USO  XHB  XLB  XLE  XLF  XLI  XLK  XLP  XLU EEM  EFA  EWA  EWG  EWH  EWJ  EWM  EWS  EWT  EWU  EWW  EWY  EWZ  FXI  GDX  GLD  IBB  ICF  IJH  IJR  IVE  IVV  IVW  IWD  IWF  IWM  IWN  IWO  IYR  MDY  MZZ  PHO  QID  QLD  QQQQ  RKH  RTH  SDS  SLV  SPY  SSO  TIP  USO  XHB  XLB  XLE  XLF  XLI  XLK  XLP  XLU The last refinement that we do on standardised return series is the removal of dependence structures due to market microstructure effects. As we did in Section 4 when dealing with twosymbol discretisations, we perform it by taking the residuals of the ARMA(p, q) model that best describes the series of the standardised returns r t . This last procedure has the general effect of removing some remaining predictability, further contributing to move return series towards perfect efficiency. We note however that this is not always the case: the entropy of the ARMA residuals is lower than that of standardised returns for the 1-minute series of IYR, MZZ, QLD, RKH, XLY and for the 5-minute series of EWY, GDX, ICF, IJH, IVE, IWM, QLD, XLI, XLU. We think that this counterintuitive behaviour might be caused by the large amount of zero returns present in the data, in correspondence of which some spurious randomness is introduced by taking the ARMA residuals.
Overall, the results shown in Figure 9 clearly indicate that much of the apparent inefficiency (that is, the predictability of the raw return series) is due to three factors: the daily seasonality, the volatility and the microstructure effects. For example, note in the 1-minute picture of Figure  9 how four of the most apparently inefficient ETFs (namely, EFA, IWF, IYR, RKH) see their predictability almost vanish after their series are filtered for these three factors.
We remark that, although the daily seasonality and the microstructure effects are characteristic of high frequency time series, the memory properties of the volatility play a major role also in low-frequency (for example, daily) data. Therefore, we conclude that studies on measuring relative efficiency as randomness of symbolised return series should carefully deal with the issue of removing the volatility, for failing to do so would heavily affect the results, in fact invalidating them.
Our three-step procedure aims at removing from the return series all the predictability that is imputable to factors having their own dynamics that can be modelled. What remains in the filtered series that separates them from being purely random is what we assess as the true inefficiency of the assets. It may be due to other features of the market that we do not take into account or to more fundamental aspects.
Conclusions
In this paper we study how relative market efficiency can be measured from high frequency data, filtering out all the known sources of regularity, such as the intraday pattern, the persistence of volatility and the microstructure effects. To this aim we employ the Shannon entropy as tool to measure the randomness degree of binary and ternary symbolised time series of 55 ETFs.
With an analytical study of the entropy of the AR(1) and MA(1) processes, we develop an original theoretical approach to discount microstructure effects from the measuring of efficiency of return time series which exhibit simple autocorrelation structures. A very interesting topic for future work is the extension of the analytical results found in this paper to higher entropy orders and to more complex ARMA processes.
A more empirical approach, in which we choose the ARMA(p, q) process that best describes each time series, allows us to filter out the linear microstructure effects for all the ETFs and to measure residual regularities. Results show that in some cases a large part of the regularities is explained by the linear dependence structure, while in other cases the ARMA residuals still contain some (nonlinear) regularities. By rigorously testing the ARMA residuals for efficiency, we reject the hypothesis of efficiency for the large majority of the ETFs. We also rank the ETFs according to an inefficiency score and find that the rankings are not very sensitive to the choice of the entropy order.
We find a strong relationship between low entropy and high relative tick size. This is explained by noting that an asset's price with a large relative tick size is subject to more predictable changes. We also notice that the inefficiency scores for the country ETFs can be related to the opening time overlap between the country markets and the NYSE, where the ETFs are exchanged. We hypothesise that those ETFs that track indices of markets that are closed during the ETFs' trading time are deliberately given a low price, since their dynamics cannot rely on a simultaneous evolution of the corresponding indices.
With the 3-symbol discretisation, we find that the removal of the volatility is responsible for the largest amount of regularity in the return series. This effect amounts to the 62% of the total entropy gain and thus it is larger, on average, than the combined effect of the intraday (18%) and microstructure (20%) regularity. This result convincingly demonstrates that, when studying the randomness of a three-symbol discretised time series, the volatility must be filtered out. Omitting this operation would give results that tell more on the predictable character of the volatility than on, for example, market efficiency.
A Entropy estimation
Let us suppose to have N points randomly distributed into M boxes according to probabilities p 1 , . . . , p M . The simplest way we can estimate the entropy H = − M i=1 p i log p i is by replacing the p i 's with the observed frequencies ni N , i = 1, . . . , M , where n i represents the number of points in box i. Unfortunately, the estimatorĤ
is strongly biased, meaning that by employing it we would make a large systematic error in the entropy estimates. A much more accurate estimator is the one derived by Grassberger in [7] and defined byĤ
where the terms G n are defined by G 2n+1 = G 2n = −γ − log 2 + 2 1 + 2 3 + 2 5 + . . . In order to make it clear how the notations used in this section relate to the ones used in the rest of the paper, we remark that we use Grassberger's estimator to estimate the entropies of order k of sources with binary or ternary alphabet, so that we typically have M = 2 k or M = 3 k . The number N and the n i 's represent respectively the number of non-overlapping k-blocks in the observed symbolic sequence and the number of occurrences of each one of the symbolic strings of length k.
B Details on the Shannon entropy of the processes AR(1) and MA(1)
B.1 A geometric characterisation of the Shannon entropies H
AR(1) k
In this section we give a general characterisation of the Shannon entropies H AR(1) k , for all k = 1, 2, . . ., in terms of the entropy of some partition of the unit sphere S k−1 = {x ∈ R k | ||x|| = 1}. In principle, the same path can be followed to obtain an analogous general characterisation for the entropies H M A(1) k . However, this does not seem to be feasible, since for the process MA(1) the general formulas for the conditional distributions of X k , given X 1 , X 2 , . . . , X k−1 , are not as simple as the ones for the process AR(1), which is Markov.
Let s k 1 ∈ {0, 1} k be one of the 2 k binary strings of length k. According to the symbolisation (8), it corresponds to the event {X 1 ∈ I 1 , . . . , X k ∈ I k }, where I i = (−∞, 0) if s i = 0 and I i = (0, ∞) if s i = 1. For the process AR(1) we have
. . .
and therefore
Let us now consider the normalising linear transformation
described in matrix form by Y = A φ X, with
The random variables Y t are N (0, 1) and Equation (23) can be written
where I = A φ (I 1 × I 2 × . . . × I k ). The integral in Equation (25) is equal to the fraction of kdimensional solid angle determined by the cone I , or, equivalently, to the fraction of hypersphere
, being λ the Lebesgue measure. The 2 k solid angles of the form I , corresponding to the strings of k binary symbols, are those that result from sectioning the k-dimensional Euclidean space with the hyperplanes π 1 , π 2 , π 3 , . . . , π k of equations
The problem of calculating the measures µ(s k 1 ) in Equation (2) has thus been translated into a purely geometric problem: calculating the solid angles in R k cut by the hyperplanes π i , i = 1, . . . , k. The entropy of Equation (2) is thus nothing else than the entropy of the partition of S k−1 determined by the hyperplanes π i .
B.2 Proofs of the propositions of Section 2.3
Proof of Proposition 2.1. First note that, if { t } t is a Gaussian white noise, then also { t } t = {(−1) t t } t is a Gaussian white noise and it is indeed the same process as { t } t since a Gaussian random variable t has the same distribution as its opposite − t . The AR(1) process defined by X t = −φX t−1 + t has the MA(∞) form
Thus we have X t = (−1) t X t , for all t. This relation between the two continuous-state processes {X t } and {X t } translates into an analogous one for the binary processes S = {s t } t and S = {s t } t defined by discretisation as in (8) . This means that a single realisation of the process {X t } t (or, equivalently, of the process { t } t ) produces two binary sequences s and s for which it holds s t = s t for even t and s t = −s t for odd t. We therefore have a bijective correspondence between realisations of {s t } and of {s t } which also preserves the measure, that is, it holds µ S (s t k t1 ) = µ S (s t k t1 ), for all k and all t 1 ≤ . . . ≤ t k .
The following diagram provides a picture of the process isomorphism:
From Equation (26) it follows that H AR(1) k (φ) = H AR(1) k (−φ), which means that (i) is proved. Equality (ii) is proved in the very same way as for (i), by noting that the MA(1) process defined by X t = t − θ t−1 , with t = (−1) t t for all t, is isomorphic to that defined by X t = t − θ t−1 . Finally, (iii) and (v) follow immediately from (i), while (iv) and (vi) follow immediately from (ii).
Proof of Proposition 2.2. If { t } t is a Gaussian white noise process defining the process {X t } t (either AR(1) or MA(1)), the white noise¯ = {− t } t defines the processX = {−X t } t . This is actually isomorphic to the process X itself, since the random variables t have the same distributions as their opposites. The processes S andS, discretised versions of the processes X andX, are therefore isomorphic and the thesis follows.
Proof of Proposition 2.5. The quantities µ(0 · i 0) and µ(0 · i 1) are the probabilities of the events {X 1 < 0} ∩ {X i+2 < 0} and {X 1 < 0} ∩ {X i+2 > 0}, respectively. Recall that X i+2 |X 1 ∼ N φ i+1 X 1 , 1−φ 2(i+1) 1−φ 2 σ 2 . Thus, proceeding as in Section B.1, we are left with calculating the measures of the subsets of S 1 cut by the lines in R 2 given by equations x 1 = 0 and φ i+1 √ 1−φ 2(i+1) x 1 + x 2 = 0. Equalities (9) and (10) follow immediately.
Proof of Proposition 2.6. Just as in Proposition 2.5, µ(00) and µ(01) are the probabilities of the events {X 1 < 0} ∩ {X 2 < 0} and {X 1 < 0} ∩ {X 2 > 0}, respectively. Since the conditional distribution of X 2 |X 1 is N ( θ 1+θ 2 X 1 , ( 1+θ 2 +θ 4 1+θ 2 σ 2 )), we have that µ(00) and µ(01) are the relative measures of the subsets of S 1 cut by the lines of equations x 1 = 0 and θ √ 1+θ 2 +θ 4 x 1 + x 2 = 0. Expressions (11) and (12) follow straightforwardly.
Finally, equality (13) is easily proved by noting that the conditional distribution of a random variable X t , given X t−i with i ≥ 2, is the same as its unconditional distribution because X t and X t−i (i ≥ 2) are independent.
C Data cleaning C.1 Outliers
In order to detect and remove outliers, that may be present in high frequency data for example because of errors of transmission, we use the algorithm proposed in [11] . Though it was originally developed for tick-by-tick prices, we apply it to 1-minute data by setting the parameters suitably. The algorithm is designed to identify and remove the price records which are too distant from a mean value calculated in their neighbourhood. To be precise, a price p i in the price series is removed if |p i −p i (k)| ≥ c s i (k) + γ,
wherep i (k) and s i (k) are respectively the δ-trimmed 1 sample mean and sample standard deviation of the k price records closest to time i, c is a constant amplifying the standard deviation and γ is a parameter that allows to avoid cases of zero variance (e.g., when there are k equal consecutive prices). We take k = 20, δ = 10%, c = 5, γ = 0.05. Results of this outlier detection procedure lead to the removal of a number of 1-minute observations ranging from 9 to 310 across the 55 ETFs. Their distribution with respect to the time of the day shows that these observations occur for the great majority at the very beginning and at the very end of the trading day, suggesting that the algorithm spuriously identifies as outliers some genuine observations where high variability is physiological. However, the number of 1-minute observations detected as outliers is so limited (about one every three days in the worst case) that even spurious removal has negligible impact on the results.
C.2 Stock splits
Price data made available by data providers are generally adjusted for stock splits 2 To detect possible unadjusted splits, we check the condition |r| > 0.2 in the return series. This procedure would detect, for example, a 3-for-2 split or a 4-for-5 merge.
In our data we find four unadjusted splits, which we pointwise remove from the return series.
C.3 Intraday volatility pattern
As is well known, the volatility of intraday returns has a periodic behaviour. It is higher near the opening and the closing of the market, showing a typical U-shaped profile every day. Moreover, events like the release of news always at the same time, or the opening of another market, contribute to create a specific intraday pattern that is the basic volatility structure of each day. We filter out the intraday volatility pattern from the return series by using the following simple model with intraday volatility factors. If R d,t is the raw return of day d and intraday time t, we define the rescaled returnR
where
where N days is the number of days in the sample and s d is the standard deviation of absolute intraday returns of day d . In this paper, we refer to the rescaled returnsR defined by Equation (28) as deseasonalised returns.
As an example, we report in Figure 10 the intraday volatility profile of the DIA 1-minute return series.
C.4 Heteroskedasticity
Deseasonalised return series, as defined by Equations (28) and (29), possess no residual intraday volatility structure, but they are still heteroskedastic, since different days can have different levels of volatility. In order to remove this heteroskedasticity, we estimate the time series of local volatility σ t and define the standardised returns by
As a proxy of the local volatility, we use the realised absolute variation (see [12, 13] ). Let the logarithmic price p(t) be generated by a process dp(t) = µ(t) dt + σ(t) dW (t), where µ(t) is a finite variation process, σ(t) a càdlàg volatility process and W (t) a standard Brownian motion. Divide the interval [0, t] into subintervals of the same length δ and denote by r i the return at time i, p(iδ) − p((i − 1)δ). Then the following probability limit holds: p − lim where µ 1 = E(|u|) = 2 π 0.797885, u ∼ N (0, 1). Our estimator of local volatility is based on these quantity and is defined by the exponentially weighted moving averageσ
where α is the parameter of the exponential average to be specified. We take α = 0.05 for the 1-minute data and α = 0.25 for the 5-minute data, corresponding to a half-life time of nearly 14 minutes. Filtering out the heteroskedasticity by means of Equation (30), with the volatility estimated by Equation (32), considerably reduces the excess kurtosis of the returns distribution for all the ETFs, thus proving to be an effective method. For instance, for the FXI ETF the excess kurtosis of 1minute returns equals 11.87 before removing the heteroskedasticity and 0.88 after doing it. Figure  11 shows the histograms of FXI intraday 1-minute returns, the intraday pattern being already removed, before and after the removal of heteroskedasticity by means of Equation (30). As can be seen in the figures, there is a spike at 0 representing the great number of zero returns, due to the discreteness of price. 
