Abstract: A matrix A ∈ R n×n is a GM-matrix if A = sI − B, where 0 < ρ(B) ≤ s and B ∈WPFn i.e., both B and B t have ρ(B) as their eigenvalues and their corresponding eigenvector is entry wise nonnegative. In this article, we consider a generalization of a subclass of GM-matrices having a nonnegative core nilpotent decomposition and prove a characterization result for such matrices. Also, we study various notions of splitting of matrices from this new class and obtain sufficient conditions for their convergence.
Introduction
Let R n×n denote the set of all real square matrices of order n. We say that a real matrix A is nonnegative (positive) if it is entry wise nonnegative (positive) and we write A ≥ 0 (A > 0). This notation and nomenclature are used for vectors also. If v is a nonzero and nonnegative column or row vector then we say that v is semipositive.
Definition 1.1. A ∈ R n×n is called a Z-matrix if all the off-diagonal entries of A are nonpositive. If A is a Zmatrix, then A can be expressed in the form A = sI − B, where B ≥ 0 and s ≥ 0. A Z-matrix A is called an M-matrix if B ≥ 0 and 0 ≤ ρ(B) ≤ s, where ρ(B) denotes the spectral radius of B.
The term M-matrix was first introduced by Ostrowski in 1937 with reference to the work of Minkowski who proved that if a Z-matrix A has all its row sums positive, then det A > 0. An extensive theory of M-matrices has been developed relative to their role in numerical analysis, in modeling of an economy, optimization and Markov chains [3] . Fifty equivalent conditions for a matrix to be an M-matrix are also given there. The following is a sample of a couple of such equivalent conditions for a matrix to be a nonsingular M-matrix.
Theorem 1.1. (Theorem 6.2.3, [3]) Let A be a Z-matrix. Then the following statements are equivalent. (i) A is a nonsingular M-matrix.
(ii) A −1 ≥ 0. In [3] , the authors have also proved the following result for a singular M-matrix. For A ∈ R n×n , A D denotes the Drazin inverse of A (see section 2 for a definition).
Theorem 1.2. (Lemma 6.4.4, [3]) Let A ∈ R n×n and A = sI − B, where B ≥ 0. Then ρ(B) ≤ s if and only if A D ≥ 0.
Several generalizations of M-matrices have been studied in the literature. We recall a few of these, in what follows. In [16] , the class of Mν-matrices were introduced and the authors established that Mν-matrices have properties that are analogous to those of M-matrices. A matrix A ∈ R n×n is an Mν-matrix if A can be expressed This last condition on B is referred to as eventual nonnegativity.
In [11] , the notion of pseudo M-matrices were introduced. These are matrices of the form A = sI − B, where s > ρ(B) > 0 and B is eventually positive, i.e., there exists a nonnegative integer m such that B l > 0 for all l ≥ m. The authors show that the inverse of a pseudo M-matrix is eventually positive.
In [12] , matrices of the form A = sI − B were considered, where s > ρ(B) with B irreducible and eventually nonnegative. The authors demonstrate that if an eventually nonnegative matrix B is irreducible and the index of the eigenvalue 0 of B is at most 1, then there exists β > ρ(B) such that A = sI − B has a positive inverse for all s ∈ (ρ(B), β).
Let us recall that A ∈ R n×n is said to have the Perron-Frobenius property, if ρ(A) positive and is an eigenvalue of A such that, there is a nonnegative eigenvector corresponding to this eigenvalue. Let WPFn denote the class of all matrices B ∈ R n×n such that both B and B t have the Perron-Frobenius property.
In [7] , the authors consider yet another extension of M-matrices, namely, GM-matrices. A = sI − B is called a GM-matrix, if 0 < s ≤ ρ(B) and B ∈ WPFn. The authors prove that A is a nonsingular GM-matrix if and only if A −1 ∈ WPFn and 0 < λn < Re(λ i ) for i = 1, 2, · · · , n − 1 where λ 1 , λ 2 , . . . , λn are the eigenvalues In this article, as our first objective, we extend the aforementioned result of [7] to a subclass of singular matrices, which in turn also generalizes Theorem 1.2. This is done in Theorem 3.2. We consider matrices with a nonnegative core nilpotent decomposition, i.e., those matrices A, of index k, which can be written as
, where C and P are nonsingular matrices, N is nilpotent of index k (that is N l = 0 for all l ≥ k), and O is the zero matrix of appropriate size. P and P −1 are nonnegative. Then we consider, among such matrices, only those matrices which have a representation similar to those of GM-matrices and call them as GM # -matrices. Consequently, we prove that A is a GM # -matrix if and only if A # ∈ WPFn.
In the second part of this article, in Section 4, we consider various splittings of matrices of the type above and obtain sufficient conditions for their convergence. We say that a splitting
(as the case may be) when U is a singular matrix (Here U # denotes the group inverse of U and U † denotes the Moore-Penrose inverse of U. These definitions will be given in the next section). The paper is organized as follows. In the section that follows the introductory part, we present some preliminary definitions and results. In the third section, we characterize GM # -matrices. In the last section, we give some sufficient conditions for the convergence of splittings of GM # -matrices. 
Preliminary notions and results

Let
The spectral property of the group inverse is given by the following Theorem. Let λ † denote 
The reverse order law does not hold for the group inverse in general. However, the commutativity of A and B guarantees that (AB)
Next, we recall the notion of dominant and strictly dominant eigenvalues of a square matrix A. 
basic if ρ(A[α]) = ρ(A).
We call a class α initial if no vertex in any other class β has access to any vertex in α and final if no vertex in α has access to a vertex in any other class β.
In the rest of this section we collect results that will be used in the sequel. The next two theorems give a relation between eventually positive (eventually nonnegative) matrices and the matrices with PFn (WPFn) property.
Theorem 2.5 (Theorem 2.2, [15]). For any A ∈ R
n×n , the following properties are equivalent: 
Then both A and A t possess the Perron-Frobenius property.
The following result can be proved using the spectral decomposition. A proof is given in [9] . G λ (A) denotes the generalized eigenspace of A corresponding to the eigenvalue λ. Next we present two results, where the first one gives a necessary and sufficient condition for a matrix to be in PFn, while the second one gives a characterization for a matrix to be in WPFn.
Theorem 2.8. (Theorem 2.2, [8]) For any matrix A ∈ R
n×n , the following statements are equivalent:
is an eigenvalue of A and in the spectral decomposition A = ρ(A)P + Q we have P > 0, rank P = 1 and ρ(Q) < ρ(A), where P denotes the spectral projector.
Theorem 2.9. (Theorem 2.3, [8]) For any matrix A ∈ R n×n , the following are equivalent: (i) A ∈ WPFn has a strictly dominant eigenvalue. (ii) ρ(A) is an eigenvalue of A and in the spectral decomposition A = ρ(A)P + Q we have P ≥ 0, rank P = 1 and ρ(Q) < ρ(A), where P denotes the spectral projector.
The following two results together give another sufficient condition for a matrix to be in WPFn .
Theorem 2.10. (Theorem 3.6, [8]) If the matrix A has a basic and initial class α for which A[α] has a right Perron-Frobenius vector, then A has the Perron-Frobenius property.
Theorem 2.11. (Theorem 3.7, [8] If the matrix A has a basic and final class β for which (A[β]) t has a right
Perron-Frobenius vector, then A t has the Perron-Frobenius property.
GM # -matrices
As mentioned earlier, in [7] , the authors proposed the notion of a GM-matrix and gave a characterization for a nonsingular GM-matrix. We give the statement of this result for ready reference and later use. (ii) A −1 ∈ WPFn and 0 < λn < Re(λ i ) for all λ i ≠ λn.
Next, we propose the definition of a nonnegative core-nilpotent decomposition. We now present the main result of this article, which is an analogue of Theorem 3.1 for singular matrices. First, we consider the class of all matrices for which the group inverses exist. 
is a nonnegative core nilpotent decomposition. Then the following statements are equivalent: (i) A can be written as A = ρ(B)I − B, with P
(ii) A # ∈ WPFn and 0 < λm < Re(λ i ), for i = 1, 2, . . . , m − 1. ( 
Proof. We have
Thus,
We thus have C = ρ(B)Im − B 1 and O = ρ(B)In−m − B 2 . Thus, B 2 is a diagonal matrix of order n − m with ρ(B) as its diagonal entries. Clearly, ρ(B) ≥ ρ(B 1 ). Since C is nonsingular, we have ρ(B) > ρ(B 1 ). Also, B 1 ∈ WPFm. So, C is a nonsingular GM-matrix. Therefore, by Theorem 3.1, C −1 ∈ WPFm and 0 < λm < Re(λ i ) 
Let v 0 ∈ R m be defined such that its m coordinates are the first m coordinates of P −1 v in that order.
. . , vn) t . As P and P −1 are both nonnegative, P and P −1 are both monomial matrices, i.e., each row and column has only one nonzero entry. Therefore, 
that is, P −1 v = 0. This implies that v = 0, a contradiction. So v 0 ≠ 0. Hence, 
A has the given property, completing the proof of (ii) ⇒ (i). We illustrate the above theorem by the following example. The nonnegativity of P and P −1 , cannot be dispensed with, in Theorem 3.2. We illustrate this by the following example. Next we extend the definition of a GM-matrix to any square matrix of index 1.
Definition 3.2. Let A be a square matrix of index 1, having a nonnegative core nilpotent representation. We say that A is a GM # -matrix if it satisfies property (i) of Theorem 3.2. A is said to be an inverse GM # -matrix if A
# has that property.
In view of Theorem 3.2, we have the following:
Corollary 3.1. A matrix C ∈ R n×n is an inverse GM # -matrix if and only if C ∈ WPFn and Re(λ −1 ) > (ρ(C)) −1 for all λ ∈ σ(C), λ ≠ ρ(C). Every nonzero real eigenvalue of an inverse GM # -matrix is positive.
Splittings of GM # -matrices
In [10] and [14] , the authors studied various splittings of rectangular matrices. All those splittings involve Moore-Penrose inverse. As mentioned in the introduction, only the group inverse has spectral properties similar to those of inverse of a nonsingular matrix. So, we study those splittings of matrices that uses group inverse of matrix. In this section, we define various splittings of a GM # -matrix and give sufficient conditions for their convergence. We begin by recalling some definitions. The notion of proper splitting of matrices plays a crucial role in characterizing various generalizations of monotone matrices. Let us recall its definition [4] .
Definition 4.2. Let A ∈ R n×n . Then A = U − V is said to be a proper splitting if R(A) = R(U) and N(A) = N(U).
The following theorem gives some of the properties of a proper splitting in the context of the group inverse. For a proof we refer to [13] . 
(c) Both I − U # V and I − VU # are invertible.
The next result presents necessary and sufficient conditions for the convergence of proper splitting of a matrix of index 1. This is an extension of Lemma 4.5 of [7] for the case of singular matrices.
Theorem 4.2. Let A = U − V be a proper splitting of a matrix A of index 1. Then the following are equivalent: (i) The splitting is convergent. i.e., ρ(U
Proof. 
This implies that Proof. Let P = A # V. If P is an inverse GM # -matrix, then by corollary 3.1, P ∈ WPFn and Re((λ) −1 ) > (ρ(P)) −1 > 0 for all nonzero λ ∈ σ(P), λ ≠ ρ(P). Thus condition (ii) of Theorem 4.2 is satisfied. Therefore the splitting is convergent. If P = VA # , by a similar argument, it again follows that the splitting is convergent.
Before we proceed to define splittings of GM # -matrices we give some results that will be used to prove the convergence of such splittings. The following lemma is part of Theorem 2.1 in [2] . 
(ii) A † V has the Perron-Frobenius property.
The above result holds good even if we replace the Moore-Penrose inverse by the group inverse, when it exists. (ii) A # V has the Perron-Frobenius property.
We may make even weaker assumptions in Lemma 4.2, as we show below. Suppose that V # U is a GM # -matrix. Then the following are equivalent:
(ii) A # V has the Perron-Frobenius property. Proof. We first prove that (A2) ⇒ (A3) ⇒ convergence of the splitting. Suppose that A # V is eventually non- The following is an example illustrating the splitting given in Theorem 4.3. The splitting given in Theorem 4.3 is clearly different from the one studied in [10] . In [10] , the authors study splittings of the type
Presently, we do not have an example of a matrix which has a splitting of the type considered in Theorem 4.3, and which does not have a splitting of the type above. However, we are able to present an example of a particular splitting corresponding to Theorem 4.3 which is not a splitting of the type above.
The following is an example of a pseudo overlapping splitting. Motivated by this definition, we introduce a pseudo-overlapping splitting of a GM # -matrix. Here λm is the nonzero eigenvalue of A having the least absolute value.
Now, we present a necessary and sufficient condition for the convergence of a pseudo overlapping splitting of a GM # -matrix. and
where λ is a dominant eigenvalue of U # V. Now, from (4.4), we have (ρ(
. Using (4.5), we then have 
Corollary 4.2. Let A = U − V be a pseudo overlapping splitting of a GM
∈ σ(U). As, 1 − ρ(U # V) < 2, the inequality
. Therefore, by Theorem 4.4, the splitting A = U − V converges.
In Theorem 4.4, if A is a nonsingular GM-matrix then the pseudo overlapping splitting A = U − V is nothing but an overlapping splitting. We have the following result for the convergence of such an overlapping splitting of a nonsingular GM-matrix. 
The following is an example of a pseudo overlapping splitting. In [7] , Elhashah and Szyld proposed a generalization of a regular splitting, viz, a G-regular splitting and obtained sufficient conditions for the convergence of the G-regular splitting of a nonsingular GM-matrix. Let us recall that result. Analogous to the above, we introduce a splitting of a GM # -matrix. 
