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Abstract We describe an implementation of nonsymmetric interior-point methods
for linear cone programs defined by two types of matrix cones: the cone of positive
semidefinite matrices with a given chordal sparsity pattern and its dual cone, the cone
of chordal sparse matrices that have a positive semidefinite completion. The imple-
mentation takes advantage of fast recursive algorithms for evaluating the function
values and derivatives of the logarithmic barrier functions for these cones. We present
experimental results of two implementations, one of which is based on an augmented
system approach, and a comparison with publicly available interior-point solvers for
semidefinite programming.
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1 Introduction
Despite the progress made in the last 15 years, exploiting sparsity in semidefinite
programming remains an important challenge. A fundamental difficulty is that the
variable X in the standard form semidefinite program (SDP)
minimize C • X
subject to Ai • X = bi , i = 1, . . . , m,
X  0
(1a)
is generally dense, even when the coefficients Ai , C are sparse with a common sparsity
pattern. This complicates the implementation of primal and primal–dual interior-point
methods. Exploiting sparsity in dual methods is more straightforward, because the





yi Ai + S = C
S  0
(1b)
has the same (aggregate) sparsity pattern as C and the matrices Ai . However com-
puting the gradient and Hessian of the dual logarithmic barrier function requires the
inverse of S, which is in general a dense matrix.
Fukuda and Nakata et al. [18,38], Burer [9], and Srijuntongsiri and Vavasis [48]
propose to pose the problems as optimization problems in the subspace of symmetric
matrices with a given sparsity pattern. Specifically, assume that C, A1, . . . Am ∈ SnV ,
where SnV denotes the symmetric matrices of order n with sparsity pattern V . Then
the pair of SDPs (1a)–(1b) is equivalent to
P: minimize C • X
subject to Ai • X = bi , i = 1, . . . , m
X c 0




yi Ai + S = C
S  0,
(2)
with primal variable X ∈SnV and dual variables y ∈Rm, S ∈SnV . The inequality X c 0
means that the sparse matrix X has a positive semidefinite completion (X is the pro-
jection on SnV of a positive semidefinite matrix). The equivalence between (2) and
(1a)–(1b) is easily established: if X is optimal in (2), then any positive semidefinite
completion of X is optimal in (1a). Conversely, if X is optimal in (1a), then PV (X),
the projection of X on SnV , is optimal in (2). An important difference between (2)
and (1a)–(1b) is that different types of inequalities are used in the primal and dual
problems of (2).
By formulating the SDPs (1a)–(1b) as optimization problems in SnV , we achieve a
dimension reduction from n(n + 1)/2 (the dimension of the space Sn of symmetric
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matrices of order n) to |V |, the number of lower-triangular nonzeros in V . It is reason-
able to expect that this can reduce the linear algebra complexity of interior-point meth-
ods for these problems. We will see that this is the case for methods based on primal
or dual scaling, if the sparsity pattern V is chordal. The reduction in complexity fol-
lows from efficient methods for evaluating the primal and dual barrier functions for the
problems (2), their gradients, and Hessians [16]. The purpose of the paper is to describe
an implementation of primal and dual path-following methods for problems (2), based
on the chordal sparse matrix methods, and to present results of an extensive numerical
comparison with the existing interior-point packages for semidefinite programming.1
Outline Section 2 provides some background on cone programming, additional
motivation for the problems (2), and an overview of related work. In Sect. 3 we
introduce the properties of chordal sparse matrices needed for the paper, and give a
summary of the chordal matrix methods from [16]. In Sects. 4 and 5 we describe
the interior-point method used in the numerical experiments. Section 6 contains the
numerical results.
Notation Sn is the set of symmetric matrices of order n. Sn+ = {X ∈ Sn | X  0}
and Sn++ = {X ∈ Sn | X  0} are the sets of positive semidefinite, respectively,
positive definite matrices of order n. The notation S • X = tr(SX) = ∑ni, j=1 Si j Xi j
denotes the standard inner product of symmetric matrices of order n.
A sparsity pattern of a symmetric matrix is defined by the set V of positions (i, j)
where the matrix is allowed to be nonzero, i.e., X ∈ Sn has sparsity pattern V if
Xi j = X ji = 0 for (i, j) /∈ V . It is assumed that all the diagonal entries are in V .
Note that the entries of the matrix in V are allowed to be zero as well. In that case
we refer to them as numerical zeros, as opposed to the structural zeros in the sparsity
pattern. The number of nonzero elements in the lower triangle of V is denoted |V |.
SnV is the subspace of Sn of matrices with sparsity pattern V . SnV,+ and SnV,++ are
the sets of positive semidefinite and positive definite matrices in SnV . The projection
Y of a matrix X ∈ Sn on the subspace SnV is denoted Y = PV (X), i.e., Yi j = Xi j if
(i, j) ∈ V and otherwise Yi j = 0.
SnV,c+ = {PV (X) | X  0} is the cone of matrices in SnV that have a positive
semidefinite completion, and SnV,c++ is the interior of SnV,c+. The inequalities c andc denote (strict) matrix inequality with respect to SnV,c+, i.e., X c 0 if and only if
X ∈ SnV,c+ and X c 0 if and only if X ∈ SnV,c++. The functions φ and φc are logarith-
mic barrier functions for SnV,+ and SnV,c+, and are defined in Sect. 3.2 (Eqs. (6), (13)).
2 Cone programming
The optimization problems (2) are an example of a pair of primal and dual cone
programs
P: minimize 〈c, x〉
subject to A(x) = b
x K 0.
D: maximize bT y
subject to Aadj(y) + s = c
s K ∗ 0.
(3)
1 The software and benchmarks used in the paper are available at http://abel.ee.ucla.edu/smcp.
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The variables x, s in these problems are vectors in a vector space E , with inner product
〈u, v〉. The inequality x K 0 means x ∈ K , where K is a closed, convex, pointed
cone with nonempty interior. The inequality s K ∗ 0 means that s is in the dual cone
K ∗ = {s | 〈x, s〉 ≥ 0 for all x ∈ K }. The mapping A in the primal equality constraint
is a linear mapping from E to Rm , and Aadj is its adjoint, defined by the identity
uT A(v) = 〈Aadj(u), v〉.
When K is the nonnegative orthant, the two problems reduce to a standard form
linear program (LP) and its dual. Cone programming therefore provides a natural
format for studying extensions of interior-point methods from linear programming to
convex optimization [10], [39, Sect. 4], [42, Sect. 3]. For this reason, the cone program
model of convex optimization is widely used in the recent literature on interior-point
methods.
Three symmetric cones The research on algorithms for cone programming has
focused almost exclusively on two nonpolyhedral cones: the second-order cone and
the positive semidefinite cone [3,5,11,35,45,46,49,50,56]. These two cones, as well
as the nonnegative orthant, are self-dual, i.e., K = K ∗. The interest in the second-
order and semidefinite cones is motivated by the possibility of formulating symmetric
primal–dual algorithms that extend primal–dual algorithms for linear programming
[55]. In linear programming these methods are known to be numerically more sta-
ble than purely primal or dual algorithms, and the same benefits are believed to hold
for second-order cone and semidefinite programming as well. The special status of
the nonnegative orthant, second-order cone, and positive semidefinite cone is further
supported by the fact that they are not only self-dual, but self-scaled or symmetric, a
property needed for the existence of the Nesterov-Todd symmetric primal–dual search
direction [26,40,41].
The restriction of cone programming software to the three symmetric cones limits
the class of convex problems that can be solved, but the impact is small in practice.
With a few exceptions (for example, geometric programming) most nonlinear convex
constraints encountered in practice can be expressed as second-order cone or semidef-
inite constraints [2,8,10,39,52]. In fact, YALMIP and CVX, two modeling packages
for general convex optimization, are based on second-order cone and semidefinite
programming solvers [21,22,32,33].
Nonsymmetric sparse matrix cones In the three-cone format used by SDP pack-
ages, any constraint that cannot be expressed as componentwise linear inequalities or
second-order cone constraints must be converted to a semidefinite cone constraint.
This has surprising consequences for the complexity of handling certain types of con-
straints.
Consider for example an SDP in which the coefficient matrices Ai , C are banded
with bandwidth 2w + 1. If w = 0 (diagonal matrices), the problem reduces to an
LP and the cost of solving it by an interior-point method increases linearly in n. (For
dense problems, the cost per iteration is O(m2n) operations.) If w > 0, the band SDP
cannot be cast as an LP or a second-order cone program (SOCP), and must be solved
as an SDP. However, as we will see in Sect. 6.1, the cost per iteration of SDP solvers
increases at least quadratically with n. This is surprising, because one would expect
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the complexity to be close to the complexity of an LP, i.e., linear in n for fixed m
and w.
A similar example illustrates the gap in complexity between second-order cone
and semidefinite programming. It is well known that a Euclidean norm constraint
‖Ax + b‖2 ≤ t is equivalent to a linear matrix inequality (LMI) with arrow structure:
[
t (Ax + b)T
Ax + b t I
]
 0.
This formulation is not recommended in practice, since the constraint is handled
more efficiently as a second-order cone constraint [2]. However, one often encoun-
ters extensions with ‘block arrow’ structure. For example, a matrix norm constraint
‖A(x) + B‖2 ≤ t , where A(x) = x1 A1 + · · · + xm Am and Ai ∈ Rp×q is equivalent
to a (p + q) × (p + q) LMI
[
t I (A(x) + B)T
A(x) + B t I
]
 0.
Block-arrow structure is also common in robust optimization [17,24]. Since the block-
arrow constraint cannot be reduced to a second-order cone constraint, it must be han-
dled via its SDP formulation. This makes problems with matrix norm constraints
substantially more difficult to solve than problems with Euclidean norm constraints,
even when q is small (see Sect. 6.2 for numerical experiments).
Band and block-arrow sparsity patterns are two examples of chordal structure. As
the experiments in Sect. 6 will show, handling these constraints as nonsymmetric cone
constraints results in a complexity per iteration that is linear in n, if the other dimen-
sions are fixed. This provides one motivation for developing interior-point methods for
the sparse matrix cone programs (2) with chordal sparsity patterns: the chordal sparse
matrix cones form a family of useful convex cones that can be handled efficiently,
without incurring the overhead of the embedding in the positive semidefinite cone.
Since block-diagonal combinations of chordal sparsity patterns are also chordal, a
solver that efficiently handles a single matrix inequality with a general chordal pattern
applies to a wide variety of convex optimization problems. Moreover, general (non-
chordal) sparsity patterns can often be embedded in a chordal pattern by adding a
relatively small number of nonzeros (see Sect. 5.3).
Related work Chordality is a fundamental property in sparse matrix theory, and its
role in sparse semidefinite programming has been investigated by several authors. The
first papers to point out the importance of chordal sparsity in semidefinite program-
ming were by Fukuda et al. [18] and Nakata et al. [38]. Two techniques are proposed
in these papers. The first technique exploits chordal sparsity to reformulate an SDP
with a large matrix variable as a problem with several smaller diagonal blocks and
additional equality constraints. This is often easier to solve using standard semidef-
inite programming algorithms. The second method is a primal–dual path-following
method for the optimization problems (2). The algorithm uses the HRVW/KSH/M
search direction for general semidefinite programming [27,30,34], but applies it to
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the maximum determinant positive definite completion of the primal variable X . The
authors show that the search direction can be computed without explicitly forming the
completion of X . This method has been implemented in the sdpa- c package.
Burer’s algorithm [9] is a nonsymmetric primal–dual path-following method for
the pair of cone programs (2). It is based on a formulation of the central path equations
in terms of the Cholesky factors of the dual variable S and the maximum determinant
completion of the primal variable X . Linearizing the reformulated central path equa-
tions results in a new primal–dual search direction. The resulting algorithm is shown
to have a polynomial-time worst-case complexity.
It is well known that positive definite matrices with chordal sparsity have a Cholesky
factorization with zero fill-in. This provides a fast method for computing the standard
logarithmic barrier function for the dual problem in (2), and via the chain rule, also
for its gradient and Hessian. Srijuntongsiri and Vavasis [48] exploit this property in
the computation of the dual Newton direction, by applying ideas from automatic dif-
ferentiation in reverse mode. They also describe a fast algorithm for computing the
primal barrier function, defined as the Legendre transform of the dual logarithmic
barrier function, and its gradient and Hessian. The algorithm is derived from explicit
formulas for the maximum determinant positive definite completion [25].
Most semidefinite programming solvers also incorporate techniques for exploiting
sparsity that are not directly related to chordal sparsity. For example, Fujisawa et al.
[19] present optimized methods for exploiting sparsity of the matrices Ai when com-
puting the quantities Hi j = Ai • (U A j V ), i, j = 1, . . . , m, with U, V dense. The
matrix H is known as the Schur complement matrix, and its computation is a critical
step in interior-point methods for semidefinite programming. An implementation of
the techniques in [19] is available in the sdpa package. Other recent work has focused
on exploiting sparsity in specific classes of SDPs (notably, SDPs derived from sum-
of-squares relaxations of polynomial optimization problems [54]), and types of spar-
sity that ensure sparsity of the Schur complement matrix [29].
3 Chordal matrix cones
In this section we first review the definition and basic properties of chordal sparsity
patterns [7,16,18,38]. We then summarize the chordal matrix algorithms of [16].
3.1 Chordal sparsity
A symmetric sparsity pattern V of order n can be represented by an undirected graph
GV with nodes 1, . . . , n, and edges between two nodes i and j (i = j) if there is a
nonzero in positions i, j and j, i . (Although all the diagonal entries are assumed to
be nonzero, the edges (i, i) are not included in the graph GV .) Connected components
of GV correspond to blocks in a block diagonal sparsity pattern. The sparsity pattern
is chordal if the graph GV is chordal, i.e., every cycle of length greater than three has
a chord (an edge joining nonconsecutive nodes of the cycle). Figure 1 shows three
examples of chordal sparsity patterns.
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Fig. 1 Examples of chordal sparsity patterns
Fig. 2 Clique tree of the third
chordal sparsity pattern in Fig. 1
In the rest of this section we assume for simplicity that GV is connected. How-
ever all algorithms extend in a straightforward manner to graphs consisting of several
connected chordal components.
A clique in GV is a set of nodes that defines a maximal complete subgraph. The
nodes in a clique correspond to a dense principal subblock in the sparsity pattern.
The cliques can be represented by a weighted undirected graph, with the cliques as
its nodes, an edge between two cliques Wi , W j with a nonempty intersection, and
a weight for edge (Wi , W j ) equal to the cardinality of Wi ∩ W j . A clique tree is a
maximum weight spanning tree of the clique graph. Figure 2 shows a clique tree for
the third sparsity pattern in Fig. 1. Clique trees of chordal graphs can be efficiently
computed by the maximum cardinality search algorithm [43,44,51]. This algorithm
also provides an efficient (linear-time) test for chordality.
The useful properties of chordal sparsity patterns follow from a basic property
known as the running intersection property [7]. Suppose GV has l cliques W1, . . . , Wl ,
numbered so that W1 is the root of a clique tree, and every parent in the tree has a
lower index than its children. We will refer to this as a topological ordering of the
cliques. Define U1 = ∅, V1 = W1, and, for i = 2, . . . , l,
Ui = Wi ∩ (W1 ∪ W2 ∪ · · · ∪ Wi−1), Vi = Wi\(W1 ∪ W2 ∪ · · · ∪ Wi−1). (4)
The sets Vi are sometimes called the residuals, and the sets Ui the separators of the
clique tree. Then the running intersection property states that
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Ui = Wi ∩ Wpar(i), Vi = Wi\Wpar(i),
where Wpar(i) is the parent of Wi in the clique tree.
3.2 Chordal matrix algorithms
In this section we list a number of sparse matrix problems that can be solved by spe-
cialized methods if the underlying sparsity pattern is chordal. The algorithms consist
of one or two recursions over the clique tree. Each recursion traverses the cliques in
the tree in topological order (starting at the root) or reverse topological order. We omit
the details of the algorithms, which can be found in [16]. A software implementation
is available in the chompack library [15].
Cholesky factorization Positive definite matrices with chordal sparsity patterns
have a Cholesky factorization with zero fill-in [7,43]: If S ∈ SnV,++, then there exists
a permutation matrix P and a lower triangular matrix L such that
PT S P = L LT , (5)
and L + LT has the sparsity pattern V . This is perhaps the most important property of
chordal graphs, and the basis of the algorithms described below. The permutation P
is called a perfect elimination ordering, and is easily derived from a clique tree. The
factorization algorithm follows a recursion on the clique tree and visits the cliques in
reverse topological order.
Value and gradient of dual barrier The Cholesky factorization provides an effi-
cient method for evaluating the logarithmic barrier function for the cone SnV,+, defined
as
φ : SnV → R, φ(S) = − log det S, dom φ = SnV,++. (6)





The gradient of φ is given by
∇φ(S) = −PV (S−1). (7)
Although S−1 is generally dense, its projection on the sparsity pattern can be computed
from the Cholesky factorization of S without computing any other entries of S−1. The
algorithm is recursive and visits the nodes of the clique tree in topological order.
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Hessian and inverse Hessian of dual barrier The Hessian of φ at S, applied to a
matrix Y ∈ SnV , is given by
∇2φ(S)[Y ] = PV (S−1Y S−1). (8)
Evaluating this expression efficiently for large sparse matrices requires methods for
computing the projection of S−1Y S−1 on SnV , without, however, computing S−1Y S−1.
This can be accomplished by exploiting chordal structure. The expression (8) can be
evaluated from the Cholesky factorization of S and the projected inverse PV (S−1),
via two recursions on the clique tree, a first recursion that visits the cliques in reverse
topological order, followed by a second recursion that visits the cliques in topological
order.
The two recursions essentially form a pair of adjoint linear operators, and the algo-
rithm for applying the Hessian can be interpreted as evaluating the Hessian in a factored
form,
∇2φ(S)[Y ] = Ladj(L(Y )), (9)
by first evaluating a linear mapping L via an algorithm that visits the cliques in reverse
topological order, followed by the evaluation of the adjoint Ladj via an algorithm that
follows the topological order.
Furthermore, the factor L of the Hessian is easily inverted, and this provides a
method for evaluating
∇2φ(S)−1[Y ] = L−1(L−1adj(Y )) (10)
(equivalently, for solving the linear equation ∇2φ(S)[U ] = Y ) at the same cost as the
evaluation of ∇2φ(S)[Y ].
Maximum determinant positive definite completion Chordal sparsity plays a fun-
damental role in the maximum determinant matrix completion problem: given a matrix
X ∈ SnV , find the positive definite solution Z of the optimization problem
maximize log det Z
subject to PV (Z) = X. (11)
If V is chordal, then the solution (if it exists) can be computed from X via closed-form
expressions [4], [18, Sect. 2], [25], [31, page 146], [38], [53, Sect. 3.2]. An equivalent
algorithm for computing the Cholesky factor of W = Z−1 is outlined in [16].
It follows from convex duality that W has the sparsity pattern V , and satisfies the
nonlinear equation
PV (W−1) = X. (12)
The maximum determinant completion algorithm can therefore be interpreted as a
method for solving the nonlinear equation (12) with variable W ∈ SnV .
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Value and gradient of primal barrier As a logarithmic barrier function for the
matrix cone
SnV,c+ = {X ∈ SnV | X c 0} = (SnV,+)∗
we can use the Legendre transform of the barrier φ of SnV,+ [39, p.48]. For X c 0,
the barrier function is defined
φc(X) = sup
S0
(−X • S − φ(S)) . (13)
(This is the Legendre transform of φ evaluated at −X .) If the sparsity pattern is chordal,
the optimization problem in the definition can be solved analytically. The solution is
the positive definite matrix S ∈ SnV that satisfies
PV (S−1) = X, (14)
and as we have seen in the previous paragraph, S−1 is the maximum determinant
positive definite completion of X . This provides an efficient method for evaluating
φc: We first compute the Cholesky factorization Sˆ = L LT of the solution Sˆ of the
maximization problem in (13), or equivalently, the nonlinear equation (14), and then
compute
φc(X) = log det Sˆ − n = 2
n∑
i=1
log Lii − n.
It follows from properties of Legendre transforms that
∇φc(X) = −Sˆ, (15)
and, from (14), this implies X • ∇φc(X) = −n.
Hessian and inverse Hessian of primal barrier The Hessian of the primal barrier
function is given by
∇2φc(X) = ∇2φ(Sˆ)−1, (16)
where Sˆ is the maximizer in the definition of φc(X). This result follows from standard
properties of the Legendre transform. We can therefore evaluate ∇φc(X)[Y ] using
the methods for evaluating the inverse Hessian of the dual barrier (10), and we can
compute ∇2φc(X)−1[Y ] using the algorithm for evaluating the dual Hessian.
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4 Primal and dual Newton systems
4.1 Central path
Interior-point methods follow the central path to guide the iteration towards the solu-
tion. For the primal–dual pair of cone programs (2) the central path is defined as the
set of points X c 0, y, S  0 that satisfy
Ai • X = bi , i = 1, . . . , m,
m∑
i=1
yi Ai + S = C, S = −μ∇φc(X), (17)
where μ is a positive parameter. An equivalent definition is
Ai • X = bi , i = 1, . . . , m,
m∑
i=1
yi Ai + S = C, X = −μ∇φ(S). (18)
The equivalence follows from properties of Legendre transform pairs. Interior-point
methods that compute search directions based on linearizing (17) are called primal
scaling methods, and methods based on linearizing (18) are called dual scaling meth-
ods. We will refer to the corresponding linearized equations as primal or dual Newton
equations.
The solution of the Newton equations forms the bulk of the computation in any
interior-point method. In this section we describe methods for solving the Newton
equations when V is chordal.
4.2 Primal scaling methods
Primal scaling directions are obtained by linearizing (17) around a triplet
X c 0, y, S  0 (the current primal and dual iterates in an interior-point method).
Replacing X, y, S with X+X, y+y, S+S in (17), linearizing the third equation,
and eliminating S gives
Ai • X = ri , i = 1, . . . , m,
m∑
i=1
yi Ai − μ∇2φc(X)[X ] = R, (19)
where ri = bi − Ai • X and
R = C −
m∑
i=1
yi Ai + μ∇φc(X).
The variables are X ∈ SnV ,y ∈ Rm , so this is a set of |V |+m equations in |V |+m
variables (where |V | is the number of lower triangular nonzeros in V ). By eliminating
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X we can further reduce the Newton equation to
Hy = g, (20)
where H is the positive definite symmetric matrix with entries




, i, j = 1, . . . , m, (21)
and gi = μri + Ai • (∇2φc(X)−1[R]).
We now outline two methods for solving (20) and will compare their practical per-
formance in Sect. 6. Recall from Sect. 3 that ∇2φc(X) = ∇2φ(Sˆ)−1 where Sˆ solves
PV (Sˆ−1) = X , and that the Cholesky factor L of Sˆ is readily computed from X using
a recursive algorithm. The entries of H can therefore be written
Hi j = Ai • (∇2φ(Sˆ)[A j ]), i, j = 1, . . . , m. (22)
Method 1: Cholesky factorization
The first method explicitly forms H , column by column, and then solves (20) using
a dense Cholesky factorization. We distinguish two techniques for computing col-
umn j . The first technique is a straightforward evaluation of (22). It first computes
∇2φ(Sˆ)[A j ] and then completes the lower-triangular part of column j of H by making
inner products with the matrices Ai :
T 1 : U := ∇2φc(X)−1[A j ]
for i = j to m do
Hi j := Ai • U
end for
Additional sparsity of Ai , relative to V , can be exploited in the inner products, but
additional sparsity in A j is not easily exploited. The matrix U is a dense matrix in SnV ,
and A j is handled as a dense element in SnV .
The second technique is useful when A j is very sparse, relative to V , and has only




(A j )pqepeTq ,
where ek is the kth unit vector in Rn and I j indexes the nonzero entries in A j . The
expression for Hi j in (20) can then be written as
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Ai • (L−T L−1epeTq L−T L−1)
)
.
If A j has only a few nonzero columns, it is advantageous to precompute the vectors
uk = L−T L−1ek that occur in this expression. This results in the following algorithm
for computing column j of H .
T 2 : Solve L LT uk = ek for k ∈ {i | A j ei = 0}




(A j )pquTq Ai u p
end for
Since A j is symmetric, the summation can easily be modified to use only the lower
triangular entries of A j . If A j has ζ j nonzero columns, T2 requires that ζ j vectors uk
be computed and stored in order to form column j of H . Since this is generally the
most expensive part of T2, the technique is efficient only when ζ j is small.
T2 is somewhat similar to a technique used in sdpa- c [38, p. 316]. However
sdpa-c only stores two vectors at the time, and forming the j th column of H requires
that 2ζ j systems of the form L LT x = b be solved (twice the number of T2). It is
also worth mentioning that low-rank techniques such as those used in dsdp and sdpt3
provide a more general and often faster alternative to T2. However, these low rank
techniques require that a low-rank factorization of the data matrices be computed and
stored as a preprocessing step. Furthermore, we remark that in its current form T2
does not exploit any block structure of Sˆ.
A threshold on the number of nonzero columns ζ j can be used as a heuristic for
choosing between T1 and T2. Based on some preliminary experiments, we set the
threshold to n/10 in the implementation used in Sect. 6 (in other words, we use T1 if
ζ j > n/10 and T2 otherwise). Further experimentation would be needed to find better
guidelines to automatically tune the threshold. Finally we note that the total flop count
can be reduced by permuting the order of the data matrices.
Method 2: QR factorization
The second method for solving the reduced Newton equation (20) avoids the explicit
calculation of H , by applying the factorization of the Hessian matrix in Sect. 3. Using
the factorization ∇2φc(X)−1 = ∇2φ(Sˆ) = Ladj ◦ L, we can write




= L(Ai ) • L(A j ).
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The factorization allows us to express H as H = A˜T A˜ where A˜ is a |V | × m matrix
with columns vec(L(Ai )). (The vec(·) operator converts matrices in SnV to vectors
containing the lower-triangular nonzeros, scaled so that vec(U1)T vec(U2) = U1 •U2
for all U1,U2 ∈ SnV .) Instead of computing a Cholesky factorization of H (constructed
via (21) or as A˜T A˜), we can compute a QR-decomposition of A˜ and use it to solve
(20). This is important, because the explicit computation of H is a source of numerical
instability.
The second method is a variation of the augmented systems approach in linear pro-
gramming interior-point methods. In the augmented systems approach, one computes













(the linear programming equivalent of (19)) via an LDLT or QR factorization, instead
of eliminating x and solving the ‘Schur complement’ equation AD−1 AT y =
r2 + AD−1r1 by a Cholesky factorization [20], [55, p.220]. The augmented sys-
tem (23) can be solved using a sparse LDLT factorization (for sparse A), or via a QR
decomposition of A˜ = D−1/2 AT (for dense A). The augmented system method is
known to be more stable than methods based on Cholesky factorization of AD−1 AT .
It is rarely used in practice, since it is slower for large sparse LPs than the Cholesky fac-
torization of AD−1 AT . In semidefinite programming, the loss of stability in forming
H is more severe than in linear programming [47]. This would make the augmented
system approach even more attractive than for linear programming, but unfortunately
the large size of the Newton equations make it very expensive. In our present con-
text, however, the augmented system approach is often feasible, since we work in the
subspace SnV and the row dimension of A˜ is proportional to |V |.
4.3 Dual scaling methods
The dual Newton equations can be derived in a similar way, by linearizing (18):
− μ∇2φ(S)−1[X ] +
m∑
i=1
yi Ai = R, Ai • X = ri , i = 1, . . . , m
(24)
with ri = bi − Ai • X and
R = C −
m∑
i=1
yi Ai − 2S + μ∇2φ(S)−1[X ].
Eliminating X and S gives a set of linear equations (21) with
Hi j = Ai • (∇2φ(S)[A j ]), i, j = 1, . . . , m.
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This matrix has the same structure as (22). Therefore, the same methods can be used
to compute the dual scaling direction as for the primal scaling direction and the com-
plexity is exactly the same.
4.4 Complexity
The cost of solving the Newton system (19) is dominated by the cost of solving (20).
Method 1 solves (20) by explicitly forming H and then applying a Cholesky factor-
ization. Method 2 avoids explicitly forming H , by applying a QR factorization to a
matrix A˜ that satisfies H = A˜T A˜.
Method 1 The cost of solving (20) via the Cholesky factorization of H depends on
the sparsity of the data matrices and on the techniques used to form H . The matrix H is
generally dense, and hence the cost of factorizing H is O(m3). If all data matrices share
the same sparsity pattern V and are dense relative to SnV , the cost of forming H using
technique T1 is mK + O(m2|V |) where K is the cost of evaluating ∇2φc(X)−1[A j ].
If the data matrices Ai are very sparse relative to V , the cost of computing H using
T1 is roughly mK .
With technique T2, the dominating cost of computing the columns of H is solving
the systems L LT uk = ek for k ∈ {i | A j ei = 0}. Thus, the cost mainly depends on
|V | and the number of nonzero columns in the data matrices. When the data matrices
only have a small number of nonzeros, T2 is generally many times faster than T1.
The cost K depends on the clique distribution (i.e., the structure of V ) in a compli-
cated way, but for special cases such as banded and arrow matrices we have |V | = O(n)
and K = O(n), and in these special cases the cost of one iteration is linear in n.
Method 2 Solving (20) via a QR decomposition of A˜ costs O(mK ) to form A˜ and
O(m2|V |) to compute the QR decomposition. In particular, the cost of one iteration is
also linear in n for banded and arrow matrices, when the other dimensions are fixed.
If the coefficients Ai are dense relative to V , the cost of Method 2 is at most twice that
of Method 1 when only T1 is used.
5 Implementation
The techniques described in the previous section can be used in any interior-point meth-
ods based on primal or dual scaling directions, for example, barrier methods, infea-
sible primal or dual path-following methods, or nonsymmetric primal–dual methods
[36,37]. In this section we describe the algorithm used in the numerical experiments
of Sect. 6. The algorithm is a feasible-start path-following algorithm.
5.1 Feasible-start primal scaling method
The algorithm is a variant of the barrier method. It is based on the interpretation of
the central path as the set of solutions of the equality-constrained problem
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minimize C • X + μφc(X)
subject to Ai • X = bi , i = 1, . . . , m,
as a function of μ > 0. (The dual scaling variant of the algorithm is similar and will
not be discussed here.) In each iteration several equations of the form
Ai • X = 0, i = 1, . . . , m, (25)
m∑
i=1
yi Ai + S = 0, (26)
μ∇2φc(X)[X ] + S = −R (27)
are solved.
The data matrices Ai are assumed to be linearly independent. We also assume that
a chordal embedding is available and that a clique tree has been computed.
Algorithm outline The algorithm depends on parameters δ ∈ (0, 1), γ ∈ (0, 1/2),
β ∈ (0, 1), and tolerances abs and rel. (The values used in our experiments are
δ = 0.9, γ = 0.1, β = 0.7, abs = rel = 10−7.) The algorithm also requires a strictly
feasible starting point X and an initial value of the positive parameter μ (see Sect. 5.2).
Repeat the following steps.
1. Primal centering. Solve (25) with R = C +μ∇φc(X) and denote the solution by






If λ ≤ δ, set
S := C + Scnt, y := ycnt
and proceed to step 2. Otherwise, conduct a backtracking line search to find a step
size α that satisfies X + αXcnt c 0 and the Armijo condition
1
μ
(C • (X + αXcnt)) + φc(X + αXcnt) ≤ 1
μ
(C • X) + φc(X) − αγλ2.
(28)
Update X as X := X + αXcnt. Repeat step 1.
2. Prediction step. Solve (25) with R = S and denote the solution by Xat,yat,
Sat. Calculate
μˆ := (X˜ + αXat) • (S + αSat)
n
= (1 − α) X˜ • S
n
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where X˜ := X − Xcnt and
α = 0.98 · sup
{
α ∈ [0, 1)
∣∣∣ X˜ + αXat c 0, S + αSat  0
}
.
Solve (25) with μ = μˆ and R = S + μˆ∇φc(X). Conduct a backtracking line




(C • (X + αX)) + φc(X + αX) ≤ 1
μˆ
(C • X) + φc(X) − αγλ2
is satisfied, where λ = (X • ∇2φc(X)[X ])1/2. Conduct a backtracking line
search to find the dual step size
αd = max
k=0,1,...{β
k | S + βkS  0}, (29)
where β ∈ (0, 1) is an algorithm parameter. Update the variables
X := X + αpX, y := y + αdy, S := S + αdS. (30)
3. Stopping criteria. Terminate if the (approximate) optimality conditions
X • S ≤ abs or
(
min{C • X,−bT y} < 0, X • S− min{C • X,−bT y} ≤ rel
)
.
are satisfied. Otherwise, set μ := (X • S)/n and go to step 1.
Remarks The three systems of equations that are solved in each iteration have the
same coefficient matrix (if we absorb the scalar μ in X ) and therefore require only
one factorization. They can be solved using either method 1 or method 2 from Sect. 4.
We will refer to these two variants of the algorithm as m1 and m2, respectively. More-
over the right-hand side of the third system is a linear combination of the right-hand
sides of the first two systems, so the solution can be obtained by combining the first
two solutions.
The prediction direction in step 3 is based on the approximate tangent direction
proposed by Nesterov [36,37], who refers to the intermediate point X˜ = X − X
as a lifting. Here the approximate tangent is used only to calculate μˆ; the actual step
made in step 2 is a centering step with centering parameter μˆ. The simplification in
the definition of μˆ follows from the identities
Xat • Sat = 0, X˜ • S + X˜ • Sat + S • Xat = 0.
The algorithm can be improved in several ways, most importantly by allowing
infeasible starting points and by making more efficient steps in the approximate tan-
gent direction. However these improvements would be of no consequence for the two
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questions we aim to answer in the experiments: how does the cost per iteration com-
pare with general-purpose sparse semidefinite programming solvers and, secondly,
how does the choice for primal scaling affect the accuracy that can be attained?
5.2 Phase I
The algorithm outlined in Sect. 5.1 is a feasible-start method and hence we need a
feasible starting point. To this end we first solve the least-norm problem
minimize ‖X‖2F
subject to Ai • X = bi , i = 1, . . . , m.
If the solution X ln satisfies X ln c 0, we use it as the starting point. On the other hand,
if X ln c 0, we solve the phase I problem
minimize s
subject to Ai • X = bi , i = 1, . . . , m
tr(X) ≤ M
X + (s − )I c 0, s ≥ 0
(31)
where  > 0 is a small constant. The constraint tr(X) ≤ M (with M large and positive)
is added to bound the feasible set. The optimal solution X is strictly feasible in (2)
if s < . The phase I problem (31) can be cast in the standard form and solved using
the feasible start algorithm.
5.3 Chordal embedding of non-chordal sparsity patterns
When the data matrices Ai , C have a common chordal sparsity pattern V , we have seen
that it is possible to formulate and take advantage of efficient algorithms for evaluating
barriers and their first and second derivatives. For nonchordal sparsity patterns it is
possible to exploit chordality by constructing a chordal embedding or triangulation of
V , i.e., by adding edges to the graph to make it chordal. Chordal embeddings are not
only useful for nonchordal sparsity patterns. By extending a chordal sparsity pattern
it is sometimes possible to “shape” the clique tree to improve the computational effi-
ciency of the algorithms. For example, merging cliques with large relative overlap
often improves performance. A similar observation was made by Fukuda et al. [18]
who demonstrated that with their conversion method, a balance between the number
of cliques and the size of the cliques and the separator sets is critical to obtain good
performance.
In practice a chordal embedding is easily constructed by computing a symbolic
Cholesky factorization of the sparsity aggregate pattern. The amount of fill-in (i.e.,
the number of added edges) generally depends heavily on the ordering of the nodes,
and different chordal embeddings can be obtained simply by reordering the nodes.
In sparse matrix computations it is generally desirable to minimize fill-in since fill-in
requires additional storage and often increases the time needed to solve a system of
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Table 1 DIMACS error
measures for control6 from
SDPLIB
Solver 1 3 5 6
m1 1.63e−07 0.00e+00 1.04e−05 6.79e−06
m2 9.97e−14 0.00e+00 4.30e−10 3.63e−10
csdp 5.67e−08 9.41e−09 3.66e−08 1.42e−08
sdpa 4.17e−07 1.81e−09 1.15e−06 1.03e−06
sdpt3 3.50e−07 1.80e−09 7.80e−07 7.40e−07
sedumi 1.45e−06 0.00e+00 −2.92e−08 3.28e−06
equations. However, when practical considerations such as data locality and cache
efficiency are considered, minimizing fill-in is not necessarily optimal in terms of
run-time complexity. This can be seen in BLAS-based supernodal Cholesky codes
where additional fill-in may be created in order to increase the size of the supernodes
(so-called relaxed supernodal amalgamation). Some common fill-in reducing order-
ing heuristics are the approximate minimum degree (AMD) ordering [1] and nested
dissection (ND) [23].
5.4 Numerical stability
As mentioned in Sect. 4, the augmented systems approach used in m2 is more stable
than methods based on the Cholesky factorization of the Schur complement matrix
H (method m1). To illustrate the difference we consider the problem control6
from SDPLIB. This problem has a dual degenerate solution. Using default accuracy
settings, the symmetric primal–dual codes csdp, sdpa, sdpt3, and sedumi all stop
prematurely because the Cholesky factorization of the Schur complement matrix fails
near the solution where the Schur complement system is severely ill-conditioned. This
is also the case for m1. However the augmented systems approach in m2 solves the
problem to a high accuracy. Table 1 shows four of the DIMACS error measures [28]
defined as
1 = ‖r‖21 + ‖b‖∞ , 3 =
‖R‖F
1 + ‖C‖max , 5 =
C • X − bT y
1 + |C • X | + |bT y| ,
6 = S • X1 + |C • X | + |bT y|
where ‖C‖max = maxi, j |Ci j |. (The remaining two DIMACS error measures are equal
to zero for all the solvers.) Although the sparsity pattern associated with control6
is not very sparse, the results in Table 1 demonstrate the benefit of the augmented
systems approach in terms of numerical stability. Similar results can be observed for
several other SDPLIB problems.
6 Numerical experiments
To assess the speed and accuracy of the algorithm described in Sect. 5.1, we have con-
ducted a series of experiments using a preliminary implementation of the algorithm.
123
186 M. S. Andersen et al.
The implementation is in Python and C, and relies on two other Python packages,
cvxopt 1.1.2 [14] and chompack 1.1 [15]. We also tested a method based on dual
scaling. These results are not included but were similar to the results for the primal
scaling method.
The experiments consist of three families of randomly generated problems, selected
sparse problems from SDPLIB [6], and a set of very large sparse SDPs. All the exper-
iments were conducted on a desktop computer with an Intel Core 2 Quad Q6600
CPU (2.4 GHz), 4 GB RAM, and Ubuntu 9.10 (64-bit). Each problem instance was
solved with the interior-point SDP solvers dsdp 5.8, sdpa- c 6.2.1, sdpt3 4.0b, and
sedumi 1.2. The Matlab-based solvers sdpt3 and sedumi were run in Matlab R2008b
while the other solvers are stand-alone and linked to atlas/lapack. It should be noted
that dsdp reports “wall time” (i.e., real time) whereas the other solvers report CPU
time. However, since a single threaded version of dsdp is used, the difference between
wall time and CPU time is negligible in practice.
All the solvers were run with their default parameters and starting points. In our
solver we used the tolerances abs = rel = 10−7 in the exit conditions. One itera-
tive refinement step is applied when solving the Newton systems using m2, and three
iterative refinement steps are applied when using m1. We use the centering parameter
δ = 0.9 and the backtracking parameters β = 0.7 and γ = 0.1 in the line searches.
The initial μ is 100.
In the following we use the AMD ordering to compute chordal embeddings when the
sparsity pattern is nonchordal. Recall that m1 uses a combination of two techniques
(referred to as T1 and T2 in Sect. 4.2) to form the Schur complement matrix. For
each column of the Schur complement matrix a threshold is used to select between
the two techniques. The threshold is based on the number of nonzero columns in
Ai : T1 is used if Ai has more than 0.1 · n nonzero columns, and otherwise T2
is used. This criterion is a simple heuristic based on experimentation, and leaves
room for improvement. The second method, m2, does not explicitly form the Schur
complement matrix, and treats each of the data matrices Ai as a dense element
in SnV .
The main purpose of the experiments is to compare the linear algebra complexity of
the techniques described in the previous sections with existing interior-point solvers.
For most test problems the number of iterations needed by the different solvers was
comparable and ranged between 20 and 50 iterations.2 We report the average time per
iteration as well as the total time. The cost per iteration is arguably the fairest basis for
a comparison, since the solvers use different stopping criteria, start at different initial
points, and use different strategies for step size selection and for updating the central
path parameter.
The solution times for m1 and m2 will not include the time spent in phase I. Most
test problems did not require a phase I because the solution of the least-norm problem
(31) happened to be strictly feasible. The few problems that did require a full phase I
will be pointed out in the text.
2 The results are available in full detail at http://abel.ee.ucla.edu/smcp/.
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Table 2 Time per iteration and total time for randomly generated band SDPs with m = 100 and w = 5
n Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
100 0.12 0.05 0.20 5.1 0.20 0.09 4.2 1.8 6.3 117 3.0 1.2
200 0.23 0.10 1.2 20 0.46 0.36 9.3 4.3 41 510 7.9 5.7
400 0.48 0.22 9.0 86 1.5 2.2 18 8.3 314 2,065 23 35
800 1.0 0.45 132 576 5.4 16 41 18 4,766 13,247 91 249
1,600 2.0 0.98 3,988 4,312 28 171 94 46 171,500 116,426 500 3,086
Fig. 3 Time per iteration as a function of the problem parameter n. The cost of one iteration increases
linearly with n for m1 and m2 whereas the cost grows at least quadratically for the other solvers
6.1 SDPs with band structure
In the first experiment we consider randomly generated SDPs with band structure, i.e.,
the matrices C, Ai ∈ Sn (i = 1, . . . , m) are all banded with a common bandwidth
2w + 1. The special case where all Ai are diagonal (w = 0) corresponds to a linear
programming problem.
Table 2 shows the total time and the time per iteration as a function of n, with a
fixed number of constraints (m = 100) and fixed bandwidth (w = 5). The time per
iteration is also shown in Fig. 3. We see that, in terms of time per iteration, m1 and m2
scale linearly with n. The advantage is clear for large values of n. The high iteration
times for dsdp and sdpa-c can be explained by implementation choices rather than
fundamental limitations. The problem data in this experiment have full rank and as a
consequence the low-rank techniques used in dsdp become expensive. Furthermore,
recall that sdpa-c uses a technique similar to technique T2 described in Sect. 4.2. This
is clearly inefficient when all the columns of the data matrices are nonzero.
123
188 M. S. Andersen et al.
Table 3 Time per iteration and total time for randomly generated band SDPs with n = 500 and w = 3
m Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
10 0.07 0.03 13 1.9 0.46 3.4 2.8 1.2 450 47 7.4 62
50 0.19 0.08 27 36 0.96 3.7 7.5 3.2 1,052 891 15 59
100 0.41 0.18 31 135 1.7 3.9 15 6.8 1,102 3,241 27 55
200 1.1 0.37 46 555 3.1 4.3 46 15 1,888 13,318 53 69
400 3.5 0.80 89 1,571 6.3 6.0 145 33 5,493 40,845 107 85
800 12 1.8 – 6,373 14 10 535 80 – 159,337 246 159
The m1 and m2 results for m = 800 do not include the time of the phase I. The other problems did not
require a phase I
Table 4 Time per iteration and total time for randomly generated band SDPs with n = 200 and m = 100
w Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
0 0.03 0.02 0.39 3.3 0.07 0.02 1.4 0.65 20 95 1.2 0.20
1 0.10 0.05 2.1 8.4 0.24 0.31 4.4 2.0 109 235 4.0 4.7
2 0.14 0.06 1.2 10 0.28 0.33 4.9 2.2 42 259 4.5 4.6
4 0.19 0.09 1.2 17 0.41 0.36 7.3 3.4 41 393 6.5 4.7
8 0.34 0.16 1.2 31 0.66 0.40 13 6.0 39 782 9.9 5.6
16 0.71 0.33 2.2 65 1.2 0.50 26 12 73 1,355 16 7.0
32 1.7 0.84 2.2 127 0.87 0.68 69 34 74 2,660 11 8.2
m1 and m2 required a phase I for w = 0 and w = 1 (time not included)
In the next part of the experiment we fix n and w, and vary the number of con-
straints m (Table 3). Here m2 is the fastest method, and for these problems it scales
much better than m1. We remark that dsdp did not return a solution for m =800 (pos-
sibly due to insufficient memory). Again, the poor performance of sdpa-c on these
chordal problems is likely a consequence of the technique used to compute the Schur
complement matrix rather than a shortcoming of the completion technique.
Finally we consider a set of SDPs with different bandwidths and with n and m
fixed. From the results in Table 4 it is clear that, for most of the solvers, there is a
gap in time per iteration from w = 0 (i.e., a linear programming problem cast as an
SDP) to w = 1 (i.e., a tridiagonal sparsity pattern). The gap is less evident for the
chordal methods. Interestingly, sdpt3 becomes slightly faster when the bandwidth is
increased from 16 to 32.
6.2 Matrix norm minimization
In the next experiment we consider a family of matrix norm minimization problems
of the form
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Table 5 Time per iteration and total time for randomly generated dense matrix norm problems of size
p × q with r variables, for q = 10, r = 100
p + q Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
100 0.23 0.12 0.09 0.91 0.29 0.09 6.2 3.1 3.1 21 3.5 1.2
200 0.48 0.24 0.39 2.1 0.78 0.34 13 6.3 8.2 55 9.3 4.4
400 1.0 0.51 1.8 5.5 2.5 1.8 29 14 38 132 32 25
800 2.1 1.1 10 15 9.1 15 60 32 219 437 136 223
1,600 4.3 2.5 77 43 35 162 146 84 1,772 1,372 491 2,424
minimize ‖F(x) + G‖2 (32)
where F(x) = x1 F1 + · · · + xr Fr , and with randomly generated problem data
G, Fi ∈ Rp×q . The matrix G is dense while the sparsity of each Fi is determined
by a sparsity parameter d ∈ (0, 1]. The number of nonzero elements Fi is given by
max(1, round(dpq)), and the locations of the nonzero elements are selected at random
for each Fi . All nonzero elements are randomly generated from a normal distribution.




t I F(x) + G
(F(x) + G)T t I
]
 0. (33)
The variables are x ∈ Rr and t ∈ R. Since G is dense, the aggregate sparsity pattern
is independent of the sparsity parameter d. Moreover, this aggregate sparsity pattern
is nonchordal for q > 1, but a chordal embedding is easily obtained by filling the
smaller of the two diagonal blocks in the aggregate sparsity pattern associated with
(33). In the special case where q = 1, the SDP (33) is equivalent to a second-order
cone program.
Of the r +1 data matrices associated with the SDP (33), one matrix always has full
rank (the identity matrix) whereas the rank of each of the remaining r data matrices
is at most min(2p, 2q). This means that low-rank structure may be exploited when
p  q or p  q.
In the first part of the experiment we look at the time per iteration for increasing
values of p and with q and r fixed. The data matrices Fi are dense. The results in
Table 5 verify that the time per iteration is roughly linear in n = p +q for m1 and m2.
This is shown in Fig. 4. Indeed, for large p + q, m1 and m2 are significantly faster in
terms of time per iteration than the other interior-point solvers.
In the second part of the experiment we use matrix norm SDPs with Fi dense, a
varying number of constraints m = r + 1, and p and q fixed. Table 6 summarizes the
results. Notice that m2 performs quite well, and it scales much better than m1. The
main reason is that m1 will use Technique 1 to compute the columns of H since the
data matrices Fi are dense (i.e., the number of nonzero columns in Ai is n = p + q,
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Fig. 4 Time per iteration as a function of p + q. The iteration complexity is roughly linear for m1 and m2
Table 6 Time per iteration and total time for randomly generated dense matrix norm problems of size
p × q with r variables, with p = 400, q = 10
r Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
50 0.51 0.23 1.0 1.8 1.4 1.8 15 6.9 20 47 19 25
100 1.1 0.52 1.9 5.6 2.6 2.0 33 16 40 140 36 30
200 2.7 1.0 4.0 19 5.2 2.3 70 27 80 471 72 30
400 7.8 2.2 8.5 69 11 3.3 204 57 169 1,523 141 43
800 26 4.9 15 262 24 6.6 682 128 434 5,756 291 80
and as a consequence, Technique 2 is expensive). Notice also that sdpa-c is slow
for large m. This can be attributed to the fact that sdpa-c uses an algorithm similar
to Technique 2 to compute the Schur complement matrix H , and this is expensive
whenever the data matrices have a large number of nonzero columns.
The effect of varying the density of Fi can be observed in Table 7 which shows the
time per iteration for matrix norm problems with varying density and fixed dimensions.
For d small, the data matrices Ai generally have only a few nonzero columns, and
this can be exploited by m1 and sdpa-c. For the two sparsest problems (d < 0.01),
method m1 used technique T2 for all but one column in the Schur complement matrix;
for the problems with d ≥ 0.01, T1 was used for all columns. The times for m2 on
the other hand are more or less independent of d since m2 handles the data matrices
Ai as dense matrices in SnV .
In the last part of this experiment we use matrix norm problems with different val-
ues of q, with r and p + q fixed, and dense problem data Fi . The results are shown in
Table 8. Both m1 and m2 perform fairly well, but the time per iteration does not scale
well with q. Observe that in the special case where q = 1, the chordal techniques
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Table 7 Time per iteration and total time for randomly generated sparse matrix norm problems of size
p × q with r variables and density d, for p = 400, q = 10, and r = 200
d Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
0.001 0.31 0.96 0.09 0.22 0.22 1.7 9.2 29 2.0 4.9 2.9 24
0.005 0.69 0.97 0.28 0.42 0.33 1.7 19 26 6.5 10 4.6 26
0.01 1.2 0.97 0.36 0.53 0.60 1.8 34 28 8.2 13 8.4 26
0.02 1.2 0.96 0.96 0.71 1.6 1.8 33 27 21 16 21 24
0.05 1.2 0.95 1.6 1.2 2.3 1.8 40 31 36 30 30 23
0.1 1.3 0.96 1.5 2.1 2.5 1.8 37 28 34 49 33 26
0.25 1.5 0.98 2.5 4.7 3.2 1.9 39 25 54 117 48 27
0.5 1.9 1.0 3.0 9.6 4.0 2.0 50 26 67 232 56 28
Table 8 Time per iteration and total time for randomly generated dense matrix norm problems of size
p × q with r variables, for p + q = 1000, r = 10
q Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
1 0.10 0.05 1.6 0.19 1.5 28 3.2 1.5 18 3.4 15 142
2 0.12 0.05 1.7 0.32 1.7 28 3.6 1.7 31 5.7 22 305
5 0.25 0.12 1.9 0.72 1.7 27 7.4 3.5 36 18 22 356
10 0.51 0.23 2.3 1.4 2.8 26 15 6.8 44 32 39 397
20 1.3 0.58 3.8 3.0 4.0 27 50 23 69 72 53 383
50 7.8 3.5 5.8 9.8 7.3 28 234 105 110 264 102 478
appear superior. However it should be noted that both sdpt3 and sedumi can handle
second-order cone constraints directly with greater efficiency when the second-order
cone constraints are explicitly specified as such.
6.3 Overlapping cliques
In this experiment we consider a family of SDPs with chordal sparsity, obtained by
modifying a block diagonal sparsity pattern so that neighboring blocks overlap. Let l
be the number of cliques, all of order N , and denote with u the overlap between neigh-
boring cliques. Note that u must satisfy 0 ≤ u ≤ N − 1 where u = 0 corresponds to a
block diagonal sparsity pattern whereas u = N − 1 corresponds to a banded sparsity
pattern with bandwidth 2u + 1. The order of V is n = l(N − u)+ u, and the l cliques
are given by
Wi = {(i − 1)(N − u) + 1, . . . , i(N − u) + u}, i = 1, . . . , l.
For the experiment we have chosen l = 50 cliques of order N = 16 and m = 100
constraints. The aggregate sparsity pattern as a function of the clique overlap u is
123
192 M. S. Andersen et al.
Fig. 5 Sparsity pattern with 50
overlapping cliques of order 16.
The parameter u is the overlap
between adjacent cliques
Table 9 Time per iteration and total time for random SDPs with l = 50 cliques of order N = 16 and
m = 100 constraints
u Time per iteration (s) Total time (s)
m1 m2 dsdp sdpa-c sdpt3 sedumi m1 m2 dsdp sdpa-c sdpt3 sedumi
0 0.23 0.31 0.16 47 0.32 0.12 10 14 2.9 1,027 4.2 1.7
1 0.28 0.35 79 43 3.8 12 11 14 3,415 1,035 61 181
2 0.28 0.34 100 38 3.5 9.5 12 14 4,515 920 56 143
4 0.26 0.32 124 31 2.9 6.5 10 13 5,817 776 43 97
8 0.26 0.27 55 21 1.5 2.2 9.7 10 2,621 530 24 37
15 0.12 0.08 0.08 0.60 0.12 0.05 3.5 2.4 1.7 11 1.5 0.60
Neighboring cliques overlap with u nodes
illustrated in Fig. 5. Each of the data matrices Ai has roughly 10% nonzeros (relative
to the aggregate sparsity pattern). Table 9 shows the results for different values of u.
Not surprisingly, the nonchordal solvers all do quite well in the block diagonal case
(u = 0), but there is a significant jump in complexity for these solvers when the cliques
overlap just slightly and thereby destroy the block structure. On the other hand, m1
and m2 appear to be much less sensitive to increasing overlaps. We remark that m1
used only T1 for these problems. When u = 15 the sparsity pattern is banded and has
order n = 65. This is a relatively small problem that can be solved quite easily with
symmetric primal–dual methods.
We should point out that the conversion method by Fukuda et al. [18], which also
exploits chordal structure, can be a viable alternative for this type of sparsity pattern
when the clique overlaps are small and when the number of cliques is not too large.
The conversion method can be implemented as a preprocessing step and used in con-
junction with existing primal–dual interior-point codes.
6.4 Sparse SDPs from SDPLIB
Our next experiment is based on a set of problem instances from SDPLIB [6]. We
include only the largest and most sparse problem instances (specifically, sparse
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problems with n ≥ 500) since these are the most interesting problems with respect to
chordal matrix techniques. Before we present and discuss our results, we briefly give
some definitions pertaining to problem dimension and data sparsity.
Suppose V is a sparsity pattern with k diagonal blocks of order n1, . . . , nk , where
block i has sparsity pattern Vi . In other words, SnV = Sn1V1 ×· · ·×S
nk
Vk and n =
∑k
i=1 ni .
We denote with nmax = maxi ni the order of the largest block. We define the density
of V as
ρV = 2|V | − n∑k
i=1 n2i
.
(Recall that |V | is the number of lower triangular nonzeros in the sparsity pattern.)
Note that ρV = 1 corresponds to dense blocks in which case the chordal techniques







2|V | − n ,
where nnz(Ai ) is the number of nonzeros in Ai . This is a measure of the sparsity of
the coefficients Ai in the subspace SnV . A value ρ¯V,rel = 1 implies that the coefficient
matrices are all dense relative to SnV . Note that m2 is generally inefficient when ρ¯V,rel
is small since m2 treats Ai as a dense element in SnV .








W is the sum of clique cardinalities, and U is the sum of separator cardinalities. The
sum of residual cardinalities is given by
∑l
i=1 |Vi | = W − U = n, and hence does
not carry any information about the sparsity pattern. The measure U can be thought
of as the total overlap between cliques, where U = 0 corresponds to nonoverlapping
cliques, i.e., V is block diagonal with dense blocks. Finally we denote with wmax the
order of the maximum clique in V .
The set of SDPLIB problems with n ≥ 500 is listed in Table 10 with selected prob-
lem statistics. With the exception of one problem (truss8), all problem instances
have a nonchordal aggregate sparsity pattern. The problem truss8 clearly has a
block diagonal aggregate sparsity pattern with dense blocks (since ρV = 1). This
implies that the chordal techniques are trivial and have no advantage over existing
solvers that handle block diagonal structure. Notice also that ρ¯V,rel is small for all
problem instances, and as a consequence, m2 can be expected to be quite slow since it
does not fully exploit the sparsity of the individual data matrices. Finally we remark
that all the problem instances in Table 10 have data matrices with very low rank.
Table 11 shows some statistics for two embeddings: a standard AMD
embedding and an AMD embedding obtained with cholmod [12] which includes a
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Table 10 Problem statistics for SDPLIB problems
Instance Dimensions Sparsity (%)
m n k nmax ρV ρ¯V,rel
maxG11 800 800 1 800 0.62 0.025
maxG32 2,000 2,000 1 2,000 0.25 0.010
maxG51 1,000 1,000 1 1,000 1.28 0.008
maxG55 5,000 5,000 1 5,000 0.14 0.003
maxG60 7,000 7,000 1 7,000 0.08 0.002
mcp500-1 500 500 1 500 0.70 0.057
mcp500-2 500 500 1 500 1.18 0.034
mcp500-3 500 500 1 500 2.08 0.019
mcp500-4 500 500 1 500 4.30 0.009
qpG11 800 1,600 1 1,600 0.19 0.042
qpG51 1,000 2,000 1 2,000 0.35 0.014
thetaG11 2,401 801 1 801 0.87 0.113
thetaG51 6,910 1,001 1 1,001 1.48 0.053
truss8 496 628 34 19 100.00 0.270
Table 11 Statistics for two chordal embeddings of selected SDPLIB sparsity patterns
Instance amd embedding cholmod-amd embedding
l wmax W U ρV (%) l wmax W U ρV (%)
maxG11 598 24 4,552 3,752 2.48 134 32 1,864 1,064 4.92
maxG32 1,498 76 12,984 10,984 1.81 253 79 5,348 3,348 3.12
maxG51 674 326 14,286 13,286 13.41 129 337 4,563 3,563 20.81
maxG55 3,271 1,723 77,908 72,908 12.55 728 1,776 28,421 23,421 15.30
maxG60 5,004 1,990 100,163 93,163 8.51 1,131 2,048 35,817 28,817 10.27
mcp500-1 452 39 1,911 1,411 2.07 127 51 860 360 5.55
mcp500-2 363 138 4,222 3,722 10.74 99 146 1,545 1,045 18.71
mcp500-3 259 242 6,072 5,572 27.99 58 251 2,196 1,696 42.08
mcp500-4 161 340 8,420 7,920 52.64 32 352 2,608 2,108 68.60
qpG11 1,398 24 5,352 3,752 0.65 934 32 2,664 1,064 1.26
qpG51 1,674 326 15,286 13,286 3.38 1,129 337 5,563 3,563 5.23
thetaG11 598 25 5,150 4,349 2.72 134 33 1,998 1,197 5.16
thetaG51 676 324 14,883 13,882 13.41 127 335 4,707 3,706 20.97
truss8 34 19 628 0 100.00 34 19 628 0 100.00
post-processing of the clique tree. cholmod’s embedding clearly has fewer but larger
cliques, and therefore the density ρV is somewhat larger. We will refer to Method 1
based on cholmod’s AMD embedding as m1c.
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Table 12 Average time per iteration and total time for selected SDPLIB problems
Instance Time per iteration (s) Total time (s)
m1 m1c dsdp sdpa-c sdpt3 sedumi m1 m1c dsdp sdpa-c sdpt3 sedumi
maxG11 0.74 0.47 0.24 0.48 0.98 13 23 16 5.0 11 15 169
maxG32 5.1 3.3 3.2 5.1 9.5 339 154 118 70 133 142 4743
maxG51 8.3 5.4 0.64 2.8 2.0 31 282 196 19 76 34 498
maxG55 1,169 650 73 852 149 m 45,598 28,590 2,618 22,146 2,539 m
maxG60 2,301 1,074 170 1,883 428 m 92,029 49,398 6,131 45,194 6,848 m
mcp500-1 0.33 0.18 0.07 0.11 0.29 3.1 9.5 6.5 1.9 2.3 4.4 50
mcp500-2 1.3 0.77 0.10 0.33 0.37 3.3 32 19 2.2 6.9 5.9 50
mcp500-3 3.6 2.0 0.14 0.86 0.42 3.3 109 64 2.7 18 5.9 50
mcp500-4 13 4.4 0.20 1.7 0.47 3.4 349 124 4.2 37 6.1 47
qpG11 1.1 0.76 0.38 0.77 0.97 158 33 30 12 18 15 2214
qpG51 12 8.4 0.97 4.6 1.9 308 682 488 95 252 32 6,775
thetaG11 4.2 3.2 3.2 3.4 2.7 21 248 178 200 67 49 317
thetaG51 59 52 94 85 33 301 2,901 2,676 5,662 5,726 1,223 5,422
truss8 0.60 0.60 0.14 2.6 0.17 0.13 26 26 3.7 87 2.8 3.1
Failure due to insufficient memory is marked with an ‘m’. m1 and m1c required a phase I for the problems
thetaG11, thetaG51, and truss8 (time not included)
If we compare the density of the aggregate sparsity patterns (Table 10) with the
density of the chordal embeddings (Table 11) we see that for some of the problems,
the chordal embeddings are much more dense than the aggregate sparsity pattern. This
means that the chordal embeddings are not very efficient. Indeed this seems to be the
case for many of the problems and in particular maxG55, maxG60, mcp500-3, and
mcp500-4. Notice also that the chordal embeddings of maxG55 and maxG60 have
quite large maximum clique sizes.
From the results in Table 12 we see that the performance of the chordal tech-
niques varies quite a bit when compared to the nonchordal solvers. As expected, the
problems maxG55, maxG60, mcp500-3, and mcp500-4 are not favorable to the
chordal techniques. Problems with more efficient chordal embeddings and smaller
maximum clique sizes, such as maxG11 and maxG32, are solved more efficiently. If
we compare m1 and m1c, it is readily seen that the chordal embedding obtained with
cholmod consistently results in faster iteration times. Other embedding techniques
can be used and may further improve the speed. Notice that dsdp does quite well on
most problems, and this may partially be due to dsdp’s use of low rank techniques.
Furthermore, dsdp solves the Schur complement equations using preconditioned con-
jugate gradient which is often more efficient, especially when m is large and while the
condition number of the Schur complement is not too large. The chordal techniques do
not exclude the use of low rank techniques or iterative solution of the Newton system,
so implementing these techniques may also improve m1/m1c.
Finally we remark that for the problem thetaG51 all the solvers stopped prema-
turely because of numerical problems, and for the problems maxG55 and maxG60,
sdpa-c spent more than 50% of the total CPU time outside the main loop.
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Fig. 6 Aggregate sparsity patterns for nonchordal test problems: a rs35, b rs200, c rs228, d rs365,
e rs828, f rs1184, g rs1288, h rs1555, i rs1907
6.5 Nonchordal SDPs
In our last experiment we consider SDPs with random data and nonchordal aggregate
sparsity patterns. Each problem is based on a sparsity pattern from the University of
Florida Sparse Matrix Collection [13]. We will use as problem identifier the name
rsX where X is the ID number associated with the corresponding problem from [13].
Figure 6 shows a selection of nine nonchordal sparsity patterns used in this experiment.
For each of the sparsity patterns we generated a problem instance with average
density ρ¯V,rel = 10−3 and m = 200 constraints. Table 13 lists problem statistics and
Table 14 shows some statistics for two different chordal embeddings.
All nine problems have a single block, and therefore for the largest of the prob-
lems, handling the primal variable as a dense matrix is prohibitively expensive in
terms of both computations and memory. However, for all nine problems the chordal
embeddings have maximum clique sizes that are much smaller than n. Notice that
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Table 13 Problem statistics for nonchordal problems
Instance Dimensions Sparsity (%)
m n k nmax ρV ρ¯V,rel
rs35 200 2,003 1 2,003 2.09 0.05
rs200 200 3,025 1 3,025 0.23 0.05
rs228 200 1,919 1 1,919 0.88 0.05
rs365 200 4,704 1 4,704 0.47 0.05
rs828 200 10,800 1 10,800 0.69 0.05
rs1184 200 14,822 1 14,822 0.33 0.05
rs1288 200 30,401 1 30,401 0.05 0.05
rs1555 200 7,479 1 7,479 0.12 0.05
rs1907 200 5,357 1 5,357 0.72 0.05
Table 14 Statistics for AMD and cholmod’s AMD embeddings of nonchordal problems
Instance amd embedding cholmod-amd embedding
l wmax W U ρV (%) l wmax W U ρV (%)
rs35 589 343 27,881 25,878 13.21 141 394 11,819 9,816 14.66
rs200 1,632 95 20,063 17,038 1.51 314 95 8,711 5,686 2.12
rs228 790 88 17,244 15,325 3.60 207 88 7,333 5,414 4.35
rs365 1,230 296 36,136 31,432 2.54 396 296 19,417 14,713 2.87
rs828 841 480 74,256 63,456 2.19 605 480 56,364 45,564 2.25
rs1184 2,236 500 172,046 157,224 2.28 830 500 91,966 77,144 2.36
rs1288 10,394 412 222,706 192,305 0.32 2,295 412 108,865 78,464 0.38
rs1555 6,891 184 49,447 41,968 0.28 2,371 193 23,614 16,135 0.55
rs1907 577 261 30,537 25,180 2.97 400 261 24,974 19,617 3.10
cholmod’s AMD embedding generally has significantly fewer cliques than the AMD
embedding, and its density is only slightly higher. The chordal embeddings have
between 3 and 10 times as many nonzeros as the corresponding aggregate sparsity
patterns.
The results are listed in Table 15. For three of the four smallest problem, dsdp is
the fastest in terms of average time per iteration. The results show that the chordal
techniques can be quite fast for large problems even when the chordal embedding has
many more nonzeros than the aggregate sparsity pattern. If we compare the results
obtained with m1 and m1c, we see that cholmod’s chordal embedding is advanta-
geous in terms of iteration time, but the difference in iteration time is typically smaller
than for many of the SDPLIB problems. Both m1 and m1c used only T2 to compute
the Schur complement matrix in all cases.
The general purpose primal–dual solvers sdpt3 and sedumi ran of of memory while
solving the largest of the problems, and while dsdp successfully solved the largest
instance rs1288, it ultimately ran out of memory in an attempt to compute the dense
primal variable.
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Table 15 Average time per iteration and total time for nonchordal SDPs with random data
Instance Time per iteration (s) Total time (s)
m1 m1c dsdp sdpa-c sdpt3 sedumi m1 m1c dsdp sdpa-c sdpt3 sedumi
rs35 37 30 4.0 41 13 325 1,632 1,377 205 1,245 234 5,530
rs200 3.2 2.4 2.9 5.9 33 1,139 171 142 117 196 727 19,367
rs228 3.9 3.0 1.4 5.7 11 282 187 139 71 181 214 5,914
rs365 30 28 15 59 100 m 1473 1368 850 1,940 1,993 m
rs828 406 392 482 1,813 m m 21,107 20,401 27,000 63,448 m m
rs1184 729 677 791 2,925 m m 43,010 37,897 47,460 105,313 m m
rs1288 386 362 m 2,070 m m 23,548 20,621 m 74,528 m m
rs1555 14 11 22 23 m m 641 484 1062 648 m m
rs1907 49 48 38 176 152 m 2,531 2,192 2,004 5,445 2888 m
Failure due to insufficient memory is marked with an ‘m’
7 Summary and conclusions
We have discussed interior-point methods for linear cone programs involving two
types of sparse matrix cones: cones of positive semidefinite matrices with a given
chordal sparsity pattern, and their associated dual cones, which consist of the chordal
sparse matrices that have a positive semidefinite completion. These cones include as
special cases the familiar cones in linear, second-order cone, and semidefinite program-
ming, i.e., the nonnegative orthant (equivalent to a matrix cone with diagonal sparsity
pattern), the second-order cone (equivalent to a matrix cone with arrow pattern), and
the positive semidefinite cone. They also include a variety of useful nonsymmetric
cones, for example, cones of sparse matrices with band or block-arrow patterns, as
well as chordal embeddings of general (non-chordal) sparse matrix cones.
Sparse matrix cone programs are usually solved as semidefinite programs, i.e., by
embedding the cones into dense positive semidefinite cones. Sparsity in the coefficient
matrices is exploited, to the extent possible, when solving the Newton equations. The
advantage of this approach is that symmetric primal–dual methods can be applied.
An alternative approach is to solve the sparse matrix cone programs directly via a
nonsymmetric (primal or dual) interior-point method. This makes it possible to take
advantage of efficient algorithms for computing the values, and first and second deriv-
atives of the logarithmic barriers for the chordal sparse matrix cones. It is not clear
a priori which of the two approaches is better. A theoretical comparison is difficult
because the techniques for exploiting sparsity in SDP solvers are quite involved and
their efficiency depends greatly on the sparsity pattern. The main goal of this work
was to answer the question via an experimental study, by developing a new solver
for chordal sparse matrix cone programs, and comparing its performance with the
publicly available interior-point solvers for semidefinite programming.
We have implemented a primal and a dual path-following algorithm that take advan-
tage of chordal sparsity when solving the Newton equations. Two different methods
were implemented for solving the Newton equations. The first method forms and solves
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the Schur complement system via a Cholesky factorization. This method can exploit
the sparsity of the individual data matrices more aggressively, but is also less stable
than the second method. The second method avoids the explicit construction of the
Schur complement matrix, by solving the augmented system via a QR decomposition.
Although the augmented system approach is rarely practical in general semidefinite
programming because of its high cost (and despite its better numerical stability), it
can be viable for matrix cones of relatively low dimension. The two methods can be
used in any interior-point method based on primal or dual scaling, including barrier
and potential reduction methods, infeasible path-following methods, and Nesterov’s
nonsymmetric primal–dual methods [37].
Several of the ideas described in the paper have been proposed elsewhere. For
example, the technique for evaluating the dual Hessian in Srijuntongsiri and Vavasis’s
algorithm [48] is essentially the same as method 1 in Sect. 4 of this paper. Other
techniques, for example, method 2 in Sect. 4, appear to be new.
The results of the experiments indicate that if the sparsity patterns are chordal,
the nonsymmetric chordal methods are often significantly faster and can solve larger
instances than the SDP solvers. For problems with a band pattern, for example, the
complexity of the chordal methods increases linearly with the matrix dimension, while
the complexity of the other interior-point SDP solvers increases quadratically or faster.
For general (non-chordal) sparsity patterns, the performance depends on the efficiency
of the chordal embedding. If no efficient chordal embedding can be found, the chordal
techniques are generally not advantageous, although in many cases their efficiency is
still comparable with the primal–dual interior-point solvers.
A second conclusion is that the chordal techniques can serve as a complement
but not a replacement of the various techniques used in existing SDP solvers. In our
implementation of method 1, for example, we found it useful to exploit sparsity in the
data matrices using a technique (T2) that does not rely on chordality, and is related
to techniques common in sparse semidefinite programming. As another example, the
good results for dsdp show the importance of exploiting low-rank structure in many
applications.
We can mention a few possible directions for continuing this research. As already
pointed out, the efficiency and robustness of the solver can be improved in many
respects, for example, by a better selection of starting point, the use of a self-dual
embedding for initialization, or by using a more sophisticated predictor steps. It would
also be of interest to explore the use of chordal techniques for preconditioning iter-
ative algorithms for the Newton equations. Several parts of the implementation are
amenable to parallelization with, e.g., OpenMP. Other development plans include the
creation of a stand-alone C library.
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