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Coincidence detection by binaural neurons in the medial superior olive underlies sensitivity
to interaural time difference (ITD) and interaural correlation (ρ). It is unclear whether this
process is akin to a counting of individual coinciding spikes, or rather to a correlation
of membrane potential waveforms resulting from converging inputs from each side. We
analyzed spike trains of axons of the cat trapezoid body (TB) and auditory nerve (AN) in
a binaural coincidence scheme. ITD was studied by delaying “ipsi-” vs. “contralateral”
inputs; ρ was studied by using responses to different noises. We varied the number
of inputs; the monaural and binaural threshold and the coincidence window duration.
We examined physiological plausibility of output “spike trains” by comparing their rate
and tuning to ITD and ρ to those of binaural cells. We found that multiple inputs are
required to obtain a plausible output spike rate. In contrast to previous suggestions,
monaural threshold almost invariably needed to exceed binaural threshold. Elevation of
the binaural threshold to values larger than 2 spikes caused a drastic decrease in rate
for a short coincidence window. Longer coincidence windows allowed a lower number of
inputs and higher binaural thresholds, but decreased the depth of modulation. Compared
to AN fibers, TB fibers allowed higher output spike rates for a low number of inputs,
but also generated more monaural coincidences. We conclude that, within the parameter
space explored, the temporal patterns of monaural fibers require convergence of multiple
inputs to achieve physiological binaural spike rates; that monaural coincidences have to
be suppressed relative to binaural ones; and that the neuron has to be sensitive to single
binaural coincidences of spikes, for a number of excitatory inputs per side of 10 or less.
These findings suggest that the fundamental operation in the mammalian binaural circuit
is coincidence counting of single binaural input spikes.
Keywords: medial superior olive, auditory nerve, input convergence, coincidence window, interaural time
difference, interaural correlation, temporal coding, coincidence detection
INTRODUCTION
The comparison of sound waveforms at the two ears is a prime
model for temporal processing in the central nervous system.
The underlying circuit is of wide interest because it implements
a neural analog to crosscorrelation, and is well-suited to study
coincidence detection. Humans are exquisitely sensitive to two
dimensions of binaural temporal differences: interaural time dif-
ferences (ITDs) and interaural correlation (ρ) (Durlach and
Colburn, 1978; Trahiotis et al., 2005). ITD is the dominant cue
for horizontal sound localization. Sensitivity to rho is important
to hear out signals in noise and for spatial hearing in complex
acoustic environments such as concert halls.
Abbreviations: AC, autocorrelogram; AN, auditory nerve; BW, bandwidth; CF,
characteristic frequency; cw, coincidence window; DF, dominant frequency; GBC,
globular bushy cell; ITD, interaural time difference; LL, lateral lemniscus; MD,
modulation depth; MSO:medial superior olive;N, number of inputs per side; NDF,
noise-delay function; rICF, rate interaural correlation function; SBC, spherical
bushy cell; SD, standard deviation; SR, spontaneous rate; thrbin, binaural coinci-
dence threshold; thrmon, monaural coincidence threshold; TB, trapezoid body.
In mammals, the processing of binaural temporal differences
starts in the medial superior olive (MSO) (Joris and Yin, 2007;
Grothe et al., 2010), which is the only site where monaural neu-
rons of the same cell class converge from the left and right side
onto single neurons. The excitatory input to these neurons is
provided by spherical bushy cells (SBCs) in the cochlear nucleus
(Cant, 1991); inhibitory input is derived from globular bushy cells
(GBCs) through relays in the medial and lateral nuclei of the
trapezoid body (Cant and Hyson, 1992). SBCs and GBCs encode
the fine-structure of the sound up to a few kHz with high preci-
sion and reliability (Joris et al., 1994a,b; Louage et al., 2005). By
comparing the timing from both ears, MSO cells are sensitive to
differences in ITD and ρ (Goldberg and Brown, 1969; Yin and
Chan, 1990). This is thought to be based on coincidence detec-
tion (Jeffress, 1948; Goldberg and Brown, 1969; Yin and Chan,
1990). Unfortunately, there is little data from MSO, due to large
field potentials (Mc Laughlin et al., 2010; Day and Semple, 2011)
and intrinsically small action potentials (Scott et al., 2007). This
is particularly the case for responses to non-tonal stimuli. Several
Frontiers in Neural Circuits www.frontiersin.org May 2014 | Volume 8 | Article 42 | 1
NEURAL CIRCUITS
Franken et al. Coincidence detection of converging inputs
issues remain unresolved regarding the precise nature of this
coincidence process. A first issue concerns the degree of conver-
gence. Coincidence detection is usually portrayed as a process in
which coincidences of individual input spikes trigger postsynap-
tic spikes. However, in nucleus laminaris of the barn owl (NL, a
binaural structure homologous to MSO), a vast number of inputs
generate summed post-synaptic potentials that result in an intra-
cellular analog voltage pattern resembling the acoustic waveform
(Funabiki et al., 2011; Ashida et al., 2012): binaural processing in
this structure is more akin to a process of phase coherence detec-
tion than one of coincidence detection. The number of inputs
converging on MSO neurons is not known but is thought to be
low (Couchman et al., 2010), and there is significant variabil-
ity in the cycle-to-cycle subthreshold responses (Franken et al.,
2013; van der Heijden et al., 2013). However, it is still unclear
whether output spikes are generated in response to single input
spikes, or whether temporal summation of multiple inputs on
each side is required. A second issue is that multiple inputs from
one side result inmonaural coincidences, which can interfere with
binaural sensitivity. Colburn et al. (1990) suggest that monau-
ral coincidences inherently have much lower probability due to
the lower number of permutations generating coincidences across
monaural than across all input fibers (see Results). On the other
hand, it has been suggested that the bipolar shape and dendritic
segregration of monaural inputs generates a nonlinearity favoring
binaural coincidences (Agmon-Snir et al., 1998).
A third issue is that the simplest model of coincidence detec-
tion, applied to spike trains recorded from SBCs, results in out-
puts that deviate significantly from actual binaural responses (Mc
Laughlin et al., 2008). In that work, a simple coincidence analy-
sis was applied to responses of single axons in the trapezoid body
(TB), originating from SBCs and GBCs, as well as to responses
of auditory nerve (AN) fibers. Since the main tool in that anal-
ysis was the autocorrelogram, we refer to it as the AC analysis.
The dependence of number of coincidences on binaural param-
eters showed fundamental similarities to the spike rate in actual
binaural responses. However, the spike rates were unphysiolog-
ically low. Furthermore, this dependence was surprisingly more
acute (i.e. with a steeper dependence on ITD or interaural corre-
lation) for coincidences calculated from TB fiber responses than
for real binaural responses. A possible explanation for the shal-
lower dependence on ITD and interaural correlation of binaural
neurons than expected, suggested to us by Dr. Torsten Marquardt
(personal communication), is an inherent “compressive effect” in
a coincidence process with many inputs (as opposed to the single
inputs used in previous AC analyses). Indeed, in a simple coin-
cidence scheme it does not matter which spikes coincide among
all the possibilities, and only one output spike can be generated
irrespective of the number of input spikes coinciding. This may
decrease changes in firing rate for interaural correlation values
close to 1, or ITD close to the best delay, and therefore make
the resulting functions less steep. We refer to this suggestion of
an inherent compression between monaural input and binaural
output as “binaural compression.”
Modeling studies can give insight in the process of coinci-
dence detection in MSO, particularly in view of the difficul-
ties in recording from these neurons. Considering the limited
experimental data, a surprisingly large number of MSO mod-
els has been published (Colburn et al., 1990; Agmon-Snir et al.,
1998; Brand et al., 2002; Zhou et al., 2005; Jennings and Colburn,
2010; Leibold, 2010; Fischl et al., 2012; Sanda and Marsalek,
2012; Brughera et al., 2013). These models reproduced ITD func-
tions reasonably well. However, one limitation of these models is
that the inputs were only rarely modeled on plausible SBC spike
trains (Brughera et al., 1996). Another limitation is that none
of them made predictions of responses to broadband noise. For
ITD-sensitive neurons in the inferior colliculus (IC), responses
to broadband noise are much more tightly linked to the physi-
ological properties of the neurons than responses to tones (Yin
et al., 1986; Joris, 2003; Joris et al., 2005), and this is likely also the
case in the MSO (Yin and Chan, 1990). For example the sign of
binaural interaction; frequency tuning; and the relative sensitiv-
ity to fine-structure vs. envelope can more readily and reliably be
extracted from responses to broadband noise. Responses to noise
are therefore more constraining for a model than responses to
tones.
Unlike previous models of increasing sophistication, we use a
bare bones approach to examine to what extent coincidence pat-
terns of realistic input spike trains in response to broadband noise
are able to result in actual binaural responses. As inputs we use
noise responses recorded from TB fibers and AN fibers of cats.
We extend the AC analysis by varying the number of inputs per
side, the efficiency of monaural and binaural coincidences and
the coincidence window. Coincidence detection is implemented
using a simple scheme of counting coincidences across inputs.
Individual noise responses from the same fiber are used as sep-
arate inputs to the coincidence detector. The output is based on
the simple assumption that an output spike can only be generated
if two or more input spikes occur close enough in time. By com-
paring the output to data recorded from binaural cells in the IC
or the MSO, we evaluate which parameter values result in physio-
logically plausible output. Our simple approach does not address
cellular details of the process of coincidence detection, but pro-
vides several new insights into this process, given the properties
of the input spiketrains recorded in vivo.
MATERIALS AND METHODS
SBCs and GBCs receive input from auditory nerve (AN) fibers
and project their axons into the trapezoid body (TB). For com-
parison with previous modeling studies (see Introduction) and to
evaluate the effect of the transformation of spike output in the
cochlear nucleus, we perform the simulations with TB as well as
AN fiber data.
We present analyses of archival TB and AN recordings. The
procedure of generating pseudobinaural noise delay functions
and interaural correlation functions with multiple unilateral
inputs was briefly described for one TB fiber in (Mc Laughlin
et al., 2014).
RECORDING
Fiber responses were obtained in cats (N animals = 5 for TB
data and 2 for AN data) under general anesthesia. All procedures
were approved by the K.U. Leuven Ethics Committee for Animal
Experiments and were in accordance with the National Institutes
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of Health Guide for the Care and Use of Laboratory Animals. The
recording procedures have been described before (Louage et al.,
2005, 2006). In short, cats with normal eardrums and middle ears
were brought under anesthesia with acepromazine (0.2mg/kg)
and ketamine (20mg/kg). Sodium pentobarbital i.v. was used for
maintenance of anesthesia. The animal was placed on a heat-
ing pad in a double-walled soundproof room. The pinnas were
removed and the bullas exposed and vented. For TB experiments,
the basioccipital bone was exposed and a longitudinal slit drilled
close to the medial wall of the bulla. Since the TB contains cross-
ing fibers, both ipsi- and contralateral fibers can be recorded from
a single location. The AN was exposed via a posterior fossa cran-
iotomy. Glass micropipettes filled with 3M NaCl or KCl were
positioned in the TB or AN under visual control. Sounds were
presented through speakers attached to ear bars that were tightly
inserted into the ear canals. Sound stimuli were compensated for
the acoustic transfer function measured with a probe tube near
the ear drum. The neural signal was amplified, filtered and the
action potentials were timed with 1μs resolution.
STIMULI
The characteristic frequency (CF) of single fibers was determined
using an automated threshold-tracking routine. Responses to
short tone bursts at CF were obtained to allow classification of the
fiber according to the shape of the peristimulus time histogram
(Pfeiffer, 1966; Smith et al., 1991, 1993). Broadband noise stim-
uli were used with different inter-token correlation values. These
were generated bymixing independent tokens of broadband noise
with the same bandwidth (Robinson and Jeffress, 1963; Louage
et al., 2006). The noise had a high-pass cut-off frequency of 50
or 100Hz and a low-pass cut-off frequency between 8000 and
32000Hz. Inter-token correlation values were (1; 0.99; 0.96; 0.91;
0.84; 0.76; 0; −1). Sound intensity was 70 dB SPL. The num-
ber of repetitions obtained per noise token varied from 20 to
75. Stimulus duration was either 600ms (most AN fibers) or
1000ms (all TB and some AN fibers) and interstimulus interval
was between 1000 and 1400ms.
SELECTION OF FIBERS FOR ANALYSIS
Only fibers with a CF up to about 1500Hz were selected, which
covers the range important for fine-structure-based sensitivity to
ITDs and enhanced synchronization of TB fibers relative to AN
fibers (Joris et al., 1994a; Joris, 2003; Louage et al., 2005). For
the TB fibers, we further limited the sample to fibers showing a
“phase-locked” or “primary-like” type of response in the peri-
stimulus time histogram. Fibers with a “primary-like” type of
response are most likely to be SBCs, and fibers with a “phase-
locked” type of response can either be SBCs or GBCs (Smith et al.,
1991, 1993). The goal of this selection was to increase the propor-
tion of SBCs as much as possible in our sample of TB fibers, since
these are the excitatory inputs onto MSO neurons. With these
constraints, 15 TB fiber datasets (CF: range 230–1518Hz) and 16
AN fiber datasets (CF: range 136–1306Hz) were selected for the
current analysis.
BINAURAL COINCIDENCE MODEL
In order to simulate a binaural coincidence response to broad-
band noise, we used responses of a monaural (AN or TB) fiber to
broadband noise as “ipsi-” and “contralateral” inputs to the bin-
aural cell. These responses mimicked the input of several SBCs
onto one MSO cell for a particular binaural noise stimulus.
The first step in the simulation was to select input spike trains.
For each neuron recorded, each stimulus was repeated Ntot times.
In order to simulate a single “run,” we randomly selected a num-
ber of spike trains (N) as ipsilateral inputs, and an identical
number of different spike trains as contralateral inputs. The ipsi-
and contralateral spike trains could be in response to the same
stimulus (correlated noise), e.g., when calculating a noise delay
function (NDF), or to different stimuli (partially correlated or
uncorrelated noise), e.g., when calculating a rate interaural cor-
relation function (rICF). A given spike train was never present
more than once in a single run of a binaural simulation. For a
given simulation, all spike trains were responses of the same fiber.
Note that once they are pooled, the monaural input spike trains
for each side lose their “identity”: the input now consists of a col-
lection of spike times which are treated equally without regard to
their origin.
In a second step of the simulation, the operation of the binau-
ral cell was simulated by counting coincident input events, i.e.,
events occurring within the same predefined time interval, the
coincidence window (cw), centered at spike occurrence. This pro-
cess of counting coincidences is illustrated in Figure 1A. In this
example the number of inputs is 4 per side. From a collection of
spike trains recorded from one (TB or AN) fiber in response to the
same noise, 4 spike trains have been randomly selected as “ipsi-
lateral” inputs, and 4 other spike trains as “contralateral” inputs.
Then, coinciding spikes are counted across the input spike trains
of one side (monaural coincidences) and across input spike trains
from both sides (binaural coincidences). This is done by grouping
all spike times from all relevant spike trains (monaural or bin-
aural), sorting them in time, and counting, for each spike, the
number of following spikes that fall in the same cw. We used a
monaural coincidence threshold (thrmon) and a binaural coinci-
dence threshold (thrbin) to decide whether respectively monaural
or binaural coincident input spikes are effective (result in out-
put spikes). If the number of coinciding spikes for one unilateral
group of spike times exceeded thrmon (set at 3 in the example in
Figure 1A), a monaural coincidence was counted, and timed at
the last coinciding spike in that window. In Figure 1A, there is
one effective monaural coincidence for the ipsilateral inputs (red,
case 2, indicated by numbers at the bottom) and one effective
monaural coincidence for the contralateral inputs (case 4, green).
Similarly, if the total number of coinciding spikes in the total (bin-
aural) pool of spike times exceeded thrbin (set at 2 in Figure 1) and
each side contributed at least one spike, a binaural coincidence
was counted (blue trace). This coincidence was again timed at the
last coinciding spike. The total output spike train was calculated
by adding (logical “OR” operator) the monaural and binaural
coincidences (Figure 1A, magenta trace).
Note that these steps contain the inherent compression men-
tioned in the Introduction: only one effective coincidence could
be counted per cw (monaurally and binaurally) even if there
are multiple coincidences. For example, in the fictional example
shown here, the binaural output is 1 for a bin with 2 coinci-
dent spikes (case 5) as well as for one with 4 coincident spikes
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FIGURE 1 | Simulation of coincidence detection. (A) Depiction of one run of
the coincidence process. In this example, N = 4, thrmon = 3, thrbin = 2 and
cw = 50μs. See text for details. (B)Example of pseudobinaural NDF. The traces
shown are the average rates of 3 real runs with the same parameters as in (A).
Colors correspond to those of the spike trains in (A). Data from a TB fiber with a
CF of 559Hz (SR 1.27 spikes/s). (C) Example of rICF, obtained by choosing
responses to noise tokens with different intertoken correlations as inputs on
the “ipsilateral” and “contralateral” side. Same fiber and parameters as in (B).
(case 1). Note that cw was always equal for monaural and binaural
coincidences (see also Discussion).
The total output spike train for many runs (not shown) gave
a probability density function of coincidences for a given AN
or TB fiber but could contain unphysiologically small intervals.
We therefore imposed a refractory period of 1ms by sequentially
running through the total spike train and removing all spikes
that occur within 1ms after the previous spike. The length of
the refractory period was determined by evaluating the interspike
interval (ISI) histogram of noise responses from chinchilla lat-
eral lemniscus (LL) fibers [Figure 3F, data from (Bremen and
Joris, 2013)]. Only LL fibers where the number of false triggers—
defined as ISIs < 0.5ms—was below 0.01% were included in
Figure 3F. The result after removal of “refracted” spikes was the
final output (black trace). As is standard in physiological anal-
yses, we summed the total number of coincidences or “spikes”
over the stimulus duration and expressed this number as a rate
(“spike rate” in spikes/s). This spike rate was used in all further
analyses unless specified otherwise. The entire procedure was then
repeated with newly drawn spike trains. We repeated this process
three times for each choice of parameters and averaged the output
spike rates.
We varied the following parameters of the coincidence pro-
cess: the number of inputs per side (N), themonaural coincidence
threshold (thrmon), the binaural coincidence threshold (thrbin),
and the duration of the coincidence window (cw). Unless stated
otherwise,N was varied from 1 to 10 (which covers the presumed
range of MSO inputs per side, see Discussion), thrmon from 2 to
11, thrbin from 2 to 11 and cw was 50, 150, or 250μs.
NOISE DELAY FUNCTIONS
From the responses to noise, we computed two “pseudobinau-
ral” functions which together provide a characterization of the
influence of two basic binaural parameters: ITD and interau-
ral correlation (Mc Laughlin et al., 2008). By time-shifting the
“ipsilateral” relative to the “contralateral” inputs different ITDs
were mimicked. When the output was represented as spike rate,
a pseudobinaural noise delay function (NDF) was generated
(Figure 1B). In addition to a NDF to correlated noise, where ipsi-
and contralateral input spike trains were taken from responses to
the same noise token, we also obtained a NDF to anticorrelated
noise i.e., where the responses of one side are in response to the
same noise waveform as on the other side but inverted in polar-
ity. Obtaining responses to two opposite polarities is a standard
procedure in our laboratory: it allows a fuller description and
analysis of both monaural and binaural responses (Joris, 2003;
Louage et al., 2004).
RATE INTERAURAL CORRELATION FUNCTIONS
A second fundamental binaural parameter is ρ (Blauert, 1970;
Yin et al., 1987; Albeck and Konishi, 1995; Shackleton et al.,
2005; Coffey et al., 2006; Louage et al., 2006). To simulate inter-
aural correlation sensitivity, we used spike trains in response to
noises that had varying degrees of correlation. Responses were
paired in all permutations possible (of the 8 noise tokens pre-
sented) (Louage et al., 2006). This was always done at an ITD of
0ms. Plotting the output spike rate as a function of ρ resulted
in a pseudobinaural rate-interaural correlation function (rICF)
(Figure 1C).
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VALIDATION OF MODEL OUTPUT BY COMPARISON TO BINAURAL DATA
For each fiber and for each set of model parameters we calculated
a NDF (for correlated and anticorrelated noise) and a rICF. To
explore the parameter space, we assessed the physiological plau-
sibility of the final output functions (corresponding to the black
trace in Figures 1B,C) by comparing their features to data from
actual binaural cells. The features that were examined for physi-
ological plausibility are spectral bandwidth (BW) and dominant
frequency (DF); the steepness of the rICF; the maximal rate of
the NDF (peak rate); the ITD modulation of the NDF and the
halfwidth of the main peak of the NDF. For each of these fea-
tures we bracketed the range of acceptable values, based on the
same features in data from actual binaural responses as obtained
in the cat IC (Mc Laughlin et al., 2008) or in axons from presumed
MSO neurons of chinchilla (Bremen and Joris, 2013). A particular
simulation was only accepted if it passed all “acceptance criteria.”
Below we describe every acceptance criterion. Collectively they
allowed us to identify model parameters that generate plausible
output. We tested a range of criteria: none of our conclusions
critically depend on the details of the definition of criterion
boundaries.
BW and DF
The filtering action of the cochlea restricts the spectral bandwidth
of a broadband sound that affects a binaural neuron, and the
response of these neurons is usually modeled as a time domain
crosscorrelation operating on the filtered sound. For the CF range
considered here (see Selection of Fibers for Analysis), the effect of
spectral filtering is to give the NDFs a damped oscillatory shape.
The exact shape is not only determined by peripheral filtering,
but also by the (typically non-linear) relationship between inter-
aural correlation and spike rate, which can be quantified with
the rICF. Thus, in combination, the NDF and rICF allow us to
estimate the center frequency and bandwidth of the cochlear fil-
tering that determines a neuron’s binaural temporal sensitivity.
Previous work from our lab has measured these two properties
for IC neurons via a fitting procedure (Mc Laughlin et al., 2008),
based on a method used for psychoacoustically measured NDFs
(van der Heijden and Trahiotis, 1999), and found a clear rela-
tionship between center frequency and bandwidth (BW). Here we
used a similar approach to determine corresponding values for
the coincidence simulation results, and then check whether these
values are within the range obtained for actual binaural neurons
(Mc Laughlin et al., 2008). Figure 2 illustrates the procedure.
The difcor for a particular simulation output (Figure 2B)
was obtained by subtracting the NDF for anticorrelated stimuli
from the NDF for correlated stimuli (Figure 2A). Next a Gabor
function was fitted to the difcor (Figure 2C). The oscillation fre-
quency and bandwidth of this fit defined a frequency filter with a
Gaussian power spectrum (Figure 2D): the mean of the spectrum
(center frequency) corresponded to the oscillation frequency of
the Gabor fit, and its standard deviation to half of the bandwidth
of the Gabor fit. Group and phase delay of the filter were 0. Indeed
there was no interaural delay (and more generally no filter differ-
ences at all) in our coincidence model because responses from
the same neuron, at the same SPL, provided both contra- and
ipsilateral inputs. To simulate the case of anticorrelated noise, we
used a copy of the filter for which the phase delay was π. Inverse
Fourier transformation of the filter transfer functions resulted in
predicted correlation vs. delay functions (Figure 2E). These could
not be compared directly to the pseudobinaural NDFs, since spike
(or coincidence) rate is not always linearly related to correlation
either in actual binaural responses (Yin et al., 1987; Albeck and
Konishi, 1995; Saberi et al., 1998; Shackleton et al., 2005; Coffey
et al., 2006) nor in pseudobinaural functions (Louage et al.,
2006; Mc Laughlin et al., 2008). The correlation vs. delay func-
tions was therefore first transformed to predicted spike rate vs.
delay functions (NDFs) (Figure 2G) using the rICF (Figure 2F).
The predicted NDF for anticorrelated noise was then subtracted
from the predicted NDF for correlated noise to obtain the pre-
dicted difcor (Figure 2H). The sum of the squared differences
(SSD) between this predicted difcor and the difcor of the coin-
cidence simulation (Figure 2B) was minimized using a built-in
function in Matlab (lsqcurvefit), by changing DF and BW and
looping through steps D–H until an adequate fit was reached.
The quality of the fit was described by the quality factor (Q),
that described the fraction of variance accounted for by the fit,
Q = 1 −
∑
k
(
Yfitk − Ydatak
)2
σ2data
(1)
where Yfit was the predicted difcor for k interaural delays, Ydata
was the difcor from the coincidence simulation and σ 2data was the
variance of the difcor from the coincidence simulation.
The resulting values for DF and BW were accepted when Q
was at least 0.7 and the pair of (DF, BW) values was within the
range observed in binaural cells in the cat IC (N = 68) (Mc
Laughlin et al., 2008). The red dashed lines in Figure 3A indicate
the upper and lower limits of acceptance that are relevant to the
cells tested here. These limits were obtained by calculating, for the
cat IC datasets (circles in Figure 3A), the mean BW for five DF
bins where the center of these bins are the quantiles 10%; 30%;
50%; 70%; 90% of the IC DF values (blue crosses in Figure 3A).
Then for each bin the mean BW ± 1.5 SD was calculated, which
when connected resulted in the red dashed lines in Figure 3A.
The DF and BW obtained for a coincidence simulation had to
be within these limits for the simulated coincidence output to be
accepted.
rICF
An important motivation for the current work was to tackle the
question whether convergence of multiple inputs would decrease
the steepness of the pseudobinaural rICF, to better match the
shallower relationship associated with rICF of IC neurons (Mc
Laughlin et al., 2008, 2014). Unfortunately, rICF data are not
available for MSO, but the number of expansive rICFs is similar
for IC and superior olivary complex neurons (Coffey et al., 2006).
To find the coincidence parameters that would result in physio-
logically plausible outputs, we started by fitting a power function
(Shackleton et al., 2005) to the pseudobinaural rICF,
R (ρ) = a + b(1 + ρ
2
)
p
(2)
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FIGURE 2 | Fitting procedure of NDFs to estimate DF and BW. Dashed lines indicate filter model. Blue lines represent ρ = 1, black lines represent ρ = −1.
See text for detailed explanation of steps (A–H).
where R was the number of coincidences, ρ was the inter-token
correlation, and a, b and p were free parameters, but could not
be negative. Therefore the curvature of the rICF was completely
expressed by the power p. As in the previous paragraph, we cal-
culated the quality factor Q of the fit, which had to be at least 0.7.
Furthermore, the power value had to be between the 10% and
90% quantile of values found earlier for binaural datasets from
the cat IC, respectively 0.664 and 4.69 (N = 29) (Figure 3B; Mc
Laughlin et al., 2008). When the dependence of power p on dif-
ferent simulation parameters was studied (Results, Figure 7), this
acceptance criterion was ignored, because it would lead to an arti-
ficial restriction of values of p to the range observed empirically
in the IC.
Peak rate
Because an adequate number of output coincidences was one
of the main concerns in this study (see Introduction), we com-
pared the output rate of our coincidence simulations to that of
real binaural recordings. Very few NDFs have been reported for
MSO in cat or other species. We used NDFs obtained from axonal
recordings of the chinchilla LL for this comparison, presumed to
be derived from MSO axons projecting to the IC (Bremen and
Joris, 2013). One NDF per fiber was selected. NDFs with a cen-
tral trough instead of a central peak were discarded, as well as
NDFs from fibers with a CF above the maximum tolerated CF for
TB and AN fibers (see above). If CF was not available, DF was
used instead. The maximal rate of the NDF of the coincidence
simulations to correlated sounds had to be between the 10 and
90% quantile of the maximal rate found in this population of LL
recordings, i.e., between 19.9 and 158Hz (N = 30) (Figure 3C).
Modulation depth
A further important feature of NDFs is the variation in spike
rate between peaks and troughs. We expressed this as modulation
depth (MD),
MD = (peak rate − trough rate)
peak rate
(3)
where peak rate was the rate at the central peak, and trough rate
was the mean of the minimum spike rate on opposite sides of the
central peak (Joris, 2003; Smith and Delgutte, 2007). Again this
value was compared to that found in the LL recordings. The lower
limit of acceptance was the 10% quantile ofMD for LL NDFs, i.e.,
0.749 (Figure 3D;N = 30; Bremen and Joris, 2013). There was no
upper limit because the maximumMD for LL fibers is 1.
Halfwidth
The very narrow central peak of the correlograms obtained in the
AC analysis of TB fibers (Louage et al., 2005) is strikingly differ-
ent from the broader central peak of NDFs in MSO or IC neurons
(Yin et al., 1986; Yin and Chan, 1990). Convergence of inputs in
our coincidence simulations, combined with binaural compres-
sion, might increase the width of the main peak because more
inputs could generate more coincidences at less favorable ITDs.
The halfwidth of the central peak of the NDF was defined as the
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FIGURE 3 | Data from binaural cells used to constrain simulation
output. Red dashed lines indicate the parameter range accepted for
coincidence simulation output (see text for details). (A) Scatter plot of
bandwidth vs. DF for cat IC datasets (circles; n = 68). (B) Power of rICF as
a function of DF for cat IC (n = 29). Data in (A) and (B) taken from (Mc
Laughlin et al., 2008, 2014). (C) Histogram of peak firing rate of chinchilla
LL noise delay functions (n = 30). (D) Histogram of modulation depth of
the same chinchilla LL datasets (n = 30). (E) Scatter plot of halfwidth of
central peak of noise delay function as a function of CF or DF, for chinchilla
LL fibers (n = 28). (F) ISI histogram for chinchilla LL fibers (n = 35). Only
units where the proportion of spikes with ISI < 0.5ms is smaller than
0.01% of the total number of spikes are included. Vertical dashed line
indicates the chosen refractory period in the coincidence counting scheme.
Data in (C–F) from Bremen and Joris (2013).
width of the central peak at the level midway between the peak
value and the mean value of the neighboring troughs. Upper and
lower limits of acceptance of this measure were defined in the LL
dataset (N = 28) relative to CF or DF. These limits are shown in
Figure 3E as red dashed lines, i.e., resp. −6.01 × 10−4 × CF +
1.64 and 8.94 ×10−5 ms/Hz × CF + 0.132.
Yin and Chan (1990) show responses to noise for five MSO
neurons. We verified that peak rate, modulation depth and
halfwidth for these neurons are between the limits derived from
the chinchilla data (Dr. T.C.T. Yin, personal communication).
STATISTICAL ANALYSIS
Group data are reported as mean ± standard deviation (SD)
unless stated otherwise. Group data between conditions are com-
pared with an unpaired or paired t-test as indicated. Statistical
significance is defined as a p-value ≤ 0.05.
RESULTS
ESTIMATION OF MINIMAL N
Coincidence rates obtained with the AC analysis are much lower
(Louage et al., 2005) than spike rates from actual binaural neu-
rons (Figure 3C). Therefore we first determined the required N
to get a physiologically plausible output rate. For this analysis, we
chose the lowest possible thrbin, i.e., 2, to maximize the probabil-
ity of obtaining high output rates. To maximize ITD sensitivity,
we chose a low value for cw: 50μs. N was varied from 1 to 10
and thrmon was varied from 2 to 11. Simulation output for these
parameters are shown in Figures 4A,B for one TB fiber (CF =
559Hz; spontaneous rate (SR) = 1.27 spikes/s). Figure 4A shows
NDFs to correlated noise for different N, varied in the vertical
direction, and for different thrmon, varied from left to right. The
ordinate is from 0 to 170 spikes/sec for all subplots while the
abscissa is always from −2.94 to 2.94ms. For most parameter
choices, the NDF shows a clear, damped oscillatory shape. The
black traces in Figure 4 correspond to the simulation results that
passed all acceptance criteria, while the results in red did not. The
maximal value for thrmon was N + 1, because cases with higher
thrmon would be identical (effective monaural coincidences were
absent for thrmon ≥ N + 1).
Increase of N at a fixed thrmon (e.g., vertical column at thrmon
of 2, Figure 4A), indeed caused an increase in spike rate, but also
a general “DC shift upwards” of the entire NDF with a decrease
of modulation depth (MD), i.e., a decrease in ITD sensitivity.
Such shifted functions are not typically seen in binaural neurons
and are caused by an increasing number of monaural coinci-
dences. For higher values of thrmon, e.g., 6, there is hardly any
such upward shift of the NDF with increasing N. On the other
hand, when increasing thrmon (i.e., moving horizontally to the
right in Figure 4A) for a fixed N (e.g., 7), the entire NDF moved
down, because of a decreasing number of monaural coincidences
for higher values of thrmon. Note that, beyond a certain value (e.g.
4, for 7 inputs), further increases in thrmon had no further effect
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FIGURE 4 | Simulation output for TB dataset. CF = 559Hz. thrbin = 2
and cw = 50μs. (A) NDFs to correlated noise, for several values of N and
thrmon. For each subplot, delay (abscissa) ranges from −2.94 to 2.94ms,
and coincidence rate (ordinate) ranges from 0 to 170 spikes/s. Black traces
indicate accepted simulations, red traces indicate unaccepted simulations
(i.e., simulations that fail on at least one acceptance criterion, either for
NDF or rICF). (B) rICFs for the same dataset and simulation parameters as
in (A). For each subplot, the abscissa ranges from ρ = −1 to 1, and the
ordinate ranges from 0 to the maximal spike rate of each rICF.
on the NDF, which indicates that it was rare to have that large a
number of input spikes from one side coinciding in one cw.
Thus, a first conclusion is that increasing N can bring a sim-
ple coincidence detector to physiological output rates, but this
needs to be accompanied by a mechanism to prevent monaural
coincidences from being too effective in generating spike output.
Figure 4B shows the corresponding rICFs for the same TB
fiber and the same parameter variations. The ordinate is nor-
malized for all subplots from the minimal to the maximal spike
rate for that subplot. The abscissa ranges from interaural corre-
lation −1 to +1. The spike rate increases in every subplot with
increasing ρ. For a low thrmon, e.g. 3, higher N (e.g., compare
9 inputs to 2 inputs) resulted in a relatively larger spike rate for
lower values of interaural correlation. This resulted in an overall
less expansive shape of the rICF for higherN. This could be due to
the “binaural compression” mentioned in the Introduction (but
see section Effect of Input Convergence on Expansiveness of rIC
Function). Note however that this decrease in expansion of the
rICF was rather subtle except for a large change in N.
Figure 5A shows NDFs for an AN fiber with similar CF
(544Hz, SR = 65.2 spikes/s). As in the TB fiber, increase of
N, while keeping thrmon low, caused an unphysiological upward
shift of the entire NDF (thrmon = 2). This was easily offset by
a slight increase in thrmon to 3 or higher. The rICF (Figure 5B)
was much more linear than for the TB fiber, and this was the
FIGURE 5 | Simulation output for AN dataset. CF = 544Hz. thrbin = 2
and cw=50μs. (A) NDFs to correlated noise of simulations for one AN
dataset, for several N and thrmon. For each subplot, delay (abscissa) ranges
from −2.94 to 2.94ms, and coincidence rate (ordinate) ranges from 0 to
125 spikes/s. (B) rICFs for the same dataset and simulation parameters as
in (A). For each subplot, the abscissa ranges from ρ = −1 to 1, and the
ordinate ranges from 0 to the maximal spike rate of each rICF.
case for virtually all parameter combinations, except for the func-
tions for which thrmon = 2. Maximal spike rates were lower than
for the TB fiber, both for the NDFs (note the difference in ordi-
nate between Figures 4A and 5A) and the rICFs (not visible due
to normalization). Another difference with the simulation results
for the TB fiber is that a somewhat higher number of fibers was
necessary to have accepted results (5 for AN, vs. only 3 for the
TB).Twelve out of 15 TB datasets (80.0%) and 12 out of 16 AN
datasets (75.0%) generated at least one accepted simulation for
the chosen simulation parameters. The average required N was
3.92 ± 1.62 (mean ± SD) for the TB datasets, and 4.17 ± 0.72 for
the AN datasets, but this trend was not significant (two-sample
one-tailed t-test p = 0.685).
We investigated why low N did not result in accepted simula-
tions, for simulations with thrbin = 2. In this analysis, columns
where all cases were rejected (e.g. leftmost column in Figure 4)
or accepted (columns for thrmon > 4 in Figure 4) were not
informative and therefore not included. First, we determined
the lowest N for accepted cases, for all values of thrmon. For
the example in Figure 4, the minimal N for thrmon 3 and 4 are
respectively 3 and 4. Then, for each value of thrmon, the failed
case was identified that had just one input less. In Figure 4,
these are the cases with thrmon = 3 and N = 2; thrmon = 4
and N = 3. Next, for each of these unaccepted cases, we listed
the failed criteria. For the example in Figure 4, the case with
thrmon = 3 and N = 2 failed because the p of the associated
rICF was too high. The case with thrmon = 4 and N = 3 failed
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for the same criterion. This information was then summarized
per dataset by dividing the number of times a particular accep-
tance criterion failed, by the number of failed cases. For the
example in Figure 4, this resulted in 1 (2 times divided by 2
cases) for the acceptance criterion “upper limit of power.” None
of the other acceptance criteria failed in these cases and thus
score 0. This procedure was performed for each TB dataset,
and pooled and summarized for all datasets as boxplots in
Figure 6A. The most frequent reason why simulations with low
N were not accepted is that they resulted in a NDF peak
spike rate that was too low. This was also the case for the AN
(Figure 6B).
In summary, for cw = 50μs and thrbin = 2, a minimum of 4
input fibers from each side was typically necessary, primarily to
achieve physiologically plausible output rates. To obtain physio-
logically plausible output for higherN, it was critical that monau-
ral coincidences are suppressed (see section Possible Values of
thrmon).
EFFECT OF INPUT CONVERGENCE ON EXPANSIVENESS OF RIC
FUNCTION
Next we investigated whether binaural compression could lower
the power p of the rICF. This power is indeed too high in AC anal-
yses of TB fibers where coincidences are counted for a single input
from each ear (triangles on Figure 7C; Mc Laughlin et al., 2008,
2014). For the analysis in this section, p was removed from the
acceptance criteria. Figure 7A shows the value of p (background
color of each subpanel) for multiple simulations of the same TB
dataset as in Figure 4, with varying thrmon (different columns)
and N (different rows). Again, thrbin = 2 and cw = 50μs. Note
that single inputs (lower left) resulted in a very high p value
of ∼7.4 (brownish color), consistent with the earlier AC analysis.
In that case there are basically no coincidences at all for ρ < 0.5.
Increase of N, keeping the same thrmon (=2, leftmost column),
caused a precipitous drop to p < 3: this is due to coincidences that
now occur at ρ < 0.5. A similar but much more gradual tendency
was present at other values for thrmon: the value of p shows a gentle
FIGURE 6 | Acceptance criteria responsible for failure of simulations
(A,B). Acceptance criteria responsible for failure of simulations with one
unilateral input less than the minimally required N. Only criteria involved
in at least one simulation failure are shown. The proportion of failed
simulations due to each criterion is shown for all datasets. Each box is
bordered by the upper and lower quartile, and the median is indicated by
a red line. The whiskers indicate a range of 1.5 times the interquartile
range. The plusses indicate values lying beyond this range. (A) TB fibers
(n = 10). (B) AN fibers (n = 12). ul, upper limit; ll, lower limit. (C,D)
Criteria responsible for acceptance failure of simulations with thrmon one
lower than the minimally required value. (C) TB fibers (n = 12). (D) AN
fibers (n = 12). (E,F) Criteria responsible for acceptance failure of
simulations with thrbin one higher than the maximally accepted value. (E)
TB fibers (n = 12). (F) AN fibers (n = 12).
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FIGURE 7 | Effect of convergence of inputs on p of rICF. (A) Set of
simulations for one TB dataset (same as in Figure 4). N and thrmon are varied;
thrbin = 2 and cw = 50μs. In each subplot the rICF corresponding to that
combination of simulation parameters is shown. Black traces represent
accepted simulation results. Subplot background color represents the power
value. The abscissa in each plot ranges from −1 to 1; the ordinate ranges from
0 to the maximum of the particular rICF. (B) TB population data showing
change of power with convergence of inputs. Gray circles represent the
power for the simulations corresponding to the single input correlograms.
Colored lines are fit through accepted simulations, where different colors
correspond to the arrows in (A). Dotted lines connect the power of the single
input correlogram to these fits. (C) Comparison of power p of rICFs: IC data
(circles) are repeated from Figure 3B. TB data (triangles) taken from (Mc
Laughlin et al., 2014). Values of p for otherwise accepted simulations (red
stars) are added for 13 TB datasets. Solid red lines represent limits of
accepted power values (Figure 3B).
decrease with increasing N—from yellow to greenish colors. The
reverse—a gentle increase in p with increase in thrmon—is gener-
ally present within each row corresponding to a fixed N. There
was a large increase in p for an increase in thrmon from 2 to 4, but
effects of further increases in that threshold were modest.
Figure 7B shows the change in p for the entire group of TB
datasets. Gray circles indicate p for simulations with just one
input on each side, i.e. the single input correlogram for each
dataset. The resulting p values could be very high and were often
outside the boundaries (red lines) observed in binaural neurons
of the IC. This is consistent with the very expansive rICFs reported
previously (Mc Laughlin et al., 2008, 2014). Magenta, green and
blue lines are fitted through accepted simulations for the param-
eter combinations indicated by the respective colored arrows in
Figure 7A: the diagonal arrow corresponds to simulations with-
out effective monaural coincidences, because thrmon is always
higher than N; for the vertical arrows, thrmon is fixed, and the
number of monaural coincidences increases with N. Clearly, the
largest effect on p occurred by increasingN from 1 to>1, and this
effect was larger when p for N = 1 was very high. Overall there
was a slight further power decrease with increasing N. The aver-
age slope of the simulations without monaural coincidences (blue
lines; mean −0.075; one-sample one-tailed t-test p = 0.001) and
of the simulations with thrmon = 4 (green lines; mean −0.11;
one-sample one-tailed t-test p = 0.016) were statistically signif-
icantly lower than 0, whereas the average slope of the simulations
with thrmon = 3 (magenta lines; mean −0.031; one-sample one-
tailed t-test p = 0.32) was not. Therefore, having more than one
input on each side could dramatically decrease the power, but the
additional effects of increases of N > 2 were very small.
For a more direct comparison, Figure 7C shows the range of
powers for the accepted model simulations and compares them
with the values of IC neurons (circles) and the single input correl-
ograms of TB fibers (solid triangles). The powers corresponding
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to the accepted simulations of TB fibers (red stars) were gener-
ally below the high values previously reported for the AC analysis
(Mc Laughlin et al., 2014) and closer to those of binaural IC
neurons, but the mean value was still higher than for the IC
dataset (mean ± SD, N for simulations: 3.12 ± 1.65, 13 vs. IC:
2.05 ± 1.58, 29, one-tailed t-test, p = 0.027). Thus, convergence
of inputs capped the power to values within the range of experi-
mental binaural recordings, but they were still in the upper part
of that distribution.
Previously, in Figure 4, we highlighted the increase in num-
ber of monaural coincidences with increase in N (thus along
the magenta and green vertical arrows in Figure 7A). However,
the occurrence of monaural coincidences was not required for a
decrease of rICF expansiveness with a higher N, because it could
also be seen for conditions without monaural coincidences (blue
arrow in Figure 7A and blue lines in Figure 7B). Example rICFs
are shown in Figure 8A for a TB fiber dataset (CF = 559Hz):
black circles correspond to 3 and black crosses correspond to
8 inputs, respectively. In both cases, thrmon > N, so there were
no effective monaural coincidences. The power (indicated in the
caption) is lower for higher N: 4.1 for 8 inputs vs. 4.8 for 3
inputs. More inputs means a larger probability of having a (bin-
aural) coincidence: having more inputs at both sides increases the
chance that any two of them will fire at the same time, because
the number of combinations of 2 out of N inputs increases with
N. This effect is larger if there are not yet that many coincidences,
i.e., for suboptimal values of ρ, but diminishes when there are
many coincidences because there can only be one output spike
per cw. Thus the lowering in p here could reflect the “binau-
ral compression” mentioned in the Introduction. The red traces
correspond to the black traces, but without application of the
refractory period. Now there is no decrease in p anymore for
the higher number of inputs. This suggests that the main rea-
son for a lower p is not binaural compression, but rather spike
rate saturation due to the refractory period. In Figure 8B, rICFs
are shown for a fixed thrmon = 4. This threshold enabled monau-
ral coincidences for a high N (8) but not for a low N (3). The
effect is a lowering of p for N = 8 (from 4.8 to 3.8). Now there
is also a lowering of p without the refractory period (from 5.3 to
4.8, with increase in N from 3 to 8), in which perhaps “binaural
compression” plays a role.
To explore this possibility more directly, we selected the five
TB fiber datasets with the largest decrease in p for increasing N,
for either thrmon = 3 or 4. The accepted rICFs with the lowest and
highest p were identified and are analyzed in Figure 8C. Here, the
ordinate shows the average number of coinciding input spikes per
output spike (for the non-refracted spikes, thus corresponding to
the red functions in Figure 8B), and this average is shown as a
function of ρ. The prediction is that “binaural compression” is
highest for high ρ and for the largest N. We find that for neg-
ative ρ, the average ratio of input to output spikes is close to
thrmon. This is not surprising: at these ρ values, the vast major-
ity of coincidences are monaural, and therefore the ratio is close
to thrmon (3 or 4). For ρ > 0, the ratio of input to output spikes
is lower than for ρ < 0, reflecting the increasing number of bin-
aural coincidences, for which the threshold is lower (trhbin = 2).
If “binaural compression” would be responsible for the lower p
FIGURE 8 | Compression of rICF with convergence of inputs. (A,B)
The same TB dataset as in Figure 4 is shown. In all cases, thrbin =
2 and cw = 50µs. rICFs are for simulations with N = 3 (circles) and
N = 8 (crosses). (A) Simulations for output without monaural
coincidences. thrmon is 4 and 9, respectively. The power p of the fit
is stated in the caption. (B) rICFs with the same number of inputs
as in (A), but now the thrmon is fixed at 4. The ordinate in (B) is
the same as in (A). Dashed lines show the fits. (C) The average
number of input events per successful output spike, as a function of
ρ. Five TB datasets were selected that show the largest decrease in
p with N, for thrmon = 3 or 4. Crosses correspond to the high N
(lowest p), circles correspond to the low N (highest p). CF is
indicated in each panel.
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in case of high N, the average number of input events per spike
would increase toward ρ = 1, and more so for high N than low
N. However, it can be seen that this pattern is not consistently
present. Instead, the average number of coinciding events is low,
and does not markedly increase toward ρ = 1. We conclude that
there are usually too few coinciding input events to get significant
“binaural compression.”
To summarize, the convergence of multiple inputs softened the
extreme expansiveness seen in the single-input rICF of many TB
fibers but the influence was minor beyond a convergence ratio of
2 fibers per side. The main factor appears to be refractoriness (i.e.,
a ceiling on firing rate per cycle) rather than “binaural compres-
sion” (i.e., the sublinear relation between N and output spike rate
that is inherent to the coincidence mechanism).
POSSIBLE VALUES OF thrmon
We already mentioned the fact that a higher thrmon helped to
prevent an unphysiological upward shift of the NDF for more
inputs (Figure 4). In this section we explore the values of thrmon
for accepted simulations. Again cw was set at 50μs. The other
simulation parameters were varied. As was the case for the TB
simulations shown in Figure 4, there was typically a minimal
thrmon associated with acceptable simulations. For the fiber of
Figure 4 the minimal thrmon was 3 for N = 3, 4, or 5, and 4 for
higherN, in each case keeping thrbin = 2. The layout of Figure 9A
is similar to that of Figure 4 but now the abscissa shows the min-
imal thrmon of accepted simulations for TB datasets. Different
datasets are indicated with different symbols, and different col-
ors indicate different values for thrbin. So, for example, the data
shown in Figure 4 are for a thrbin of 2 and are shown in Figure 9A
as the black circles filled with red. These are the most leftward
accepted (black) combinations in Figure 4. Figure 9B shows the
same data for AN datasets.
The general message from Figures 9A,B is that thrmon almost
invariably needed to be higher than thrbin in order to obtain
acceptable simulations. Across all simulations for thrbin = 2 (red
symbols), we found that the meanminimal value of the thrmon for
accepted simulations was 3.08 ± 0.29 for TB fibers and 3 ± 0 for
AN fibers. For thrbin = 3 (green symbols), the mean of the min-
imal thrmon increased to 4.5 ± 1.85 for TB, and 4.13 ± 0.83 for
AN. When the minimal thrmon was divided by thrbin, we obtained
a mean of 1.42 ± 0.23 for TB datasets and 1.38 ± 0.18 for AN
datasets. For thrbin = 4 (blue symbols), there were few accepted
simulations (none for AN), even for the maximal number of
inputs tested (N = 10).
Because the number of monaural coincidences increases with
N (Figure 4), it is expected that the minimal thrmon will rise with
N (Figure 9). It is therefore useful to express the minimum thrmon
as a fraction ofN. This average was 0.42± 0.14 for TB and 0.30±
0.0096 for AN fibers (two sample t-test p = 0.0061; thrbin = 2).
This means that the requirement of thrmon was more stringent for
TB fibers than for AN fibers. Indeed, in the example in Figure 5
(thrbin = 2), the simulations for thrmon = 3 were acceptable for 6
inputs or more: for lower N, the output spike rate was too low. In
contrast, the same parameters for the TB fibers of Figure 4 gave
rise to a “DC problem” once N exceeded 5. This suggested that
the enhancement of temporal coding between AN and TB (Joris
et al., 1994a,b; Louage et al., 2005) comes at the cost of increasing
the probability of effective monaural coincidences, unless this
enhancement is accompanied by an increase of thrmon (relative
to thrbin).
The boxplots in Figures 6C,D show the acceptance criteria
determining the minimal thrmon for simulations with thrbin = 2.
The most important criterion was the lower limit of theMD, both
for TB datasets (panel C, N = 12 datasets) and for AN datasets
(panel D,N = 12 datasets). This again indicated that a high thrmon
(relative to thrbin) was necessary for physiological ITD sensitivity
via suppression of monaural coincidences.
As mentioned in the Introduction, the sensitivity of a neu-
ron to binaural coincidences vs. monaural coincidences has been
addressed before. Colburn et al. (1990) proposed that the mere
phenomenon of convergence would be an explanation for the
fact that binaural coincidences are promoted relative to monau-
ral coincidences, because the number of combinations of inputs
that could possibly generate a binaural coincidence is higher
than that of monaural inputs. The number of combinations NCb
that results in x inputs spiking at the same time in the binaural
situation with N inputs on each side is given by
NCb = (2N)!
((2N − x)! x!) (4)
The number of combinations NCm of having x monaural inputs
spiking at the same time is given by twice the number of combi-
nations for each side separately, or
NCm = 2 N!
((N − x)! x!) (5)
Figure 10A shows the number of possible combinations in the
binaural and monaural situation, NCb (black circles) and NCm
(green circles), resulting in 4 simultaneous spikes (x = 4), for dif-
ferent numbers of input N. For example, if each side receives 5
inputs (N = 5) and 4 spikes are required to exceed threshold,
there are 210 possible binaural combinations to achieve this but
only 10 possible monaural combinations. BecauseNCb = 210 for
N = 5 whereas NCm is only 10, Colburn et al. (1990) concluded
that just this difference in the number of possible permutations
might explain the larger sensitivity of MSO neurons for binaural
over monaural coincidences. Indeed this translates into a coinci-
dence probability that rises much faster for the binaural situation
than for the monaural situation: Figure 10B shows the probabil-
ity of having 4monaural coincidences in one coincidence window
(green circles), as a function of N, assuming that the chance of
having 1 event on 1 input is ps = 0.0075 (corresponding to a spike
rate of 150Hz if cw = 50μs). The blue circles indicate this proba-
bility for strictly binaural situations (where every side contributes
at least one event), and the black circles show the total binaural
probability of having 4 coincidences (adding the strictly binaural
and the strictly monaural probabilities). Clearly, the probability
that output spikes are driven by binaural coincidences is much
higher than that of monaural coincidences.
This theoretical consideration contrasts with our finding that
thrmon needed to be higher than thrbin (Figures 4,5). This means
that the combinatorial effect pointed out by Colburn et al. (1990)
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FIGURE 9 | Minimal values of thrmon of accepted simulation
cases. Simulations with TB (A) (n = 12) and AN (B) (n = 13) datasets.
Different colors represent different values of thrbin. Each symbol represents
the minimal thrmon values for the accepted cases of one dataset. Black
circles filled with red represent dataset in Figure 4. Symbols are jittered to
decrease overlap. cw = 50μs.
FIGURE 10 | Graphical display of the argument of Colburn et al.
(1990). See text for detailed explanation. (A) Number of combinations for
either 4 (circles) or 2 (crosses) coincidences, as a function of N. Green
traces indicate the possible number combinations monaurally, i.e., twice
the number of combinations of either x = 2 or 4 out of N. Black traces
indicate the total (monaural + binaural) possible number of combinations,
i.e., either 2 or 4 out of 2N. (B) Probability of having exactly 4
coincidences monaurally (green trace), binaurally (blue trace) or in total
(black trace), as a function of N. The chance of having an event on 1
input is ps = 0.0075. (C) Probability of having exactly 2 coincidences
monaurally (green trace), binaurally (blue trace) or in total (black trace), as
a function of N.
does not suffice for all parameter conditions to promote binau-
ral coincidences over monaural coincidences. The discrepancy is
explained by the fact that this combinatorial binaural advantage
is very dependent on the number of events required to coincide
(x). Figure 10A (crosses) shows the number of combinations for
x = 2 coinciding input events. Now the difference between NCb
(black) and NCm (green) is much smaller, simply because the
number of combinations of 2 out of 2N grows not that much
faster with N than twice the number of 2 out of N. For exam-
ple, for x = 2 and N = 5, NCb = 45, and NCm = 20. This leads
to a coincidence probability that is not that much larger binau-
rally relative to monaurally (Figure 10C). Clearly, the probability
of having 2monaural coincident spikes (green) is almost the same
as that of having a binaural coincidence (blue).
Of course, for a coincidence detector with thrbin = 2, there will
be some epochs where the effective number of coinciding input
events is >2, and for which binaural coincidences are more likely
than monaural ones. Note, however, that the absolute probability
of having x = 4 coinciding events is several orders of magnitude
smaller than the absolute probability of having x = 2 coinciding
events (compare ordinate of panel B vs. panel C in Figure 10),
so that such epochs are a small fraction of the total number
of epochs that generates an output spike. In summary, requir-
ing a relative large number of coincident spikes (e.g., x = 4) has
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the advantage of automatically favoring binaural over monaural
coincidences, but has the drawback of yielding a low probability
of coincidences. We explore this further below (section Maximal
Value of thrbin).
If thrmon > N (i.e., the diagonal in Figures 4, 5, 7A), monau-
ral coincidences are effectively removed. Such simulations are
shown on the diagonal of these figures (thrmon = N+ 1). They
illustrate that these parameter combinations can result in physio-
logically plausible input. One may argue that a complete absence
of monaural coincidences is a requirement for an “ideal” binaural
coincidence detector.
In summary, for physiological plausible output, it is important
to have a thrmon that is not too low, because monaural coin-
cidences strongly decrease binaural sensitivity. This lower limit
increased with N. Interestingly, thrmon was especially stringent
for TB fibers, because the high synchronization in their spike
trains made the number of monaural coincidences rise fast with
increasing N.
MAXIMAL VALUE OF thrbin
The sensitivity of the coincidence detector to input events was
studied by varying thrbin. Figures 11A,B shows simulations for
which thrbin andN were varied for one TB dataset (CF 456Hz; SR
89.9Hz; thrmon = 4). The simulation output decreased drastically
when thrbin was increased above 2. Functions for thrbin > 4 are
not shown because they are almost completely flat at 0 spikes/s.
Note that there were two conflicting demands at work, with little
margin. If the thrbin was minimal (2), there was a steady increase
in output rate with increasing N, as expected (Figure 11, left-
most column). For the highest N tested (9 and 10) the output
was not accepted because the spike rate at the peak was too high.
Increasing the thrbin just by one gave the opposite result: except
for one parameter value (N = 8), the accepted simulations of the
leftmost column were now unacceptable and vice versa. In this
case, the problem was the reverse one: the output rate was too
low. This suggests that, given the firing rates and temporal char-
acteristics of real TB fibers, and the low number of input fibers
per side (see Discussion), permissible values of thrbin are severely
restricted.
Population data are shown in Figure 12 for all TB (A) and
AN (B) datasets, with cw = 50μs. Each symbol marks the max-
imal possible thrbin (indicated on the abscissa) for a particular N
(ordinate) and thrmon (color of symbols). As in Figure 9A, dif-
ferent symbols indicate different datasets. The dataset shown in
Figure 11A is shown in Figure 12A by black triangles filled with
green. For the population, possible values for thrbin were strik-
ingly limited to only 2, 3 or sometimes 4, both for TB and AN.
Thus, even for 10 perfectly matched (in terms of CF, properties,
delay) input fibers from each side, a requirement of 3 binau-
rally coinciding input spikes, i.e., two from one side and one
from the other, was practically the maximum threshold that can
be imposed. With further increases in N (>10, not tested here),
it is likely that a higher maximal thrbin will generate acceptable
simulations. Note however that the increase in N needed to be
accompanied by a sizeable increase in thrmon (colors).
The boxplots in Figure 6E (TB) and Figure 6F (AN) show
which acceptance criteria failed for simulations for which thrbin
FIGURE 11 | TB simulation output for several N and thrbin. CF 456Hz;
SR 89.9Hz; thrmon = 4; cw = 50µs. (A) NDFs. The abscissa in each
subplot ranges from −2.94 to 2.94ms. The ordinate in each subplot ranges
from 0 to 150Hz. (B) rICFs. The abscissa in each subplot ranges from −1 to
1. The ordinate in each subplot ranges from 0 to 150Hz. N and thrbin are the
same in (A) and (B).
was just one step higher than the highest value for accepted
simulations. The main limiting factor was the minimal value of
the peak rate.
Thus, for the range of simulation parameters explored here,
the coincidence detector has to be sensitive to very few (2–3) coin-
ciding input spikes: if too many input spikes were required, the
output spike rate was too low.
EFFECT OF CHANGING cw
The final parameter explored is cw. Besides the standard value of
50μs, we evaluated coincidence simulations with cw = 150 and
250μs. In Figure 13 NDFs are shown for TB datasets for these
different cw. Again, thrbin was fixed at 2. For every dataset, the
combination of lowest N and thrmon was chosen that resulted in
accepted simulations for a cw of 50μs (corresponding to the blue
NDFs). The abscissa ranges from −4 to 4ms, and the ordinate
from 0 to 150Hz. These parameters were then kept the same for
simulations with cw 150 (green) and 250 (red) μs, respectively. It
can be seen that an increase of cw led to a general increase in spike
rate, without a drastic change in shape of the functions. However,
for many datasets the increase in spike rate was accompanied by
a decrease in MD, again due to an upward “DC-shift.” The larger
cw resulted in accepted simulations for 10 out of 12 TB datasets.
In the remaining 2 datasets (indicated with asterisks), the cause of
rejection of the simulation was aMD below the lower limit (both
for cw = 150μs as for cw = 250μs).
We have shown before (Figures 6A,B) that the main factor set-
ting a lower limit on the N is the spike rate at the peak. A longer
cw increased spike rate, and can therefore lower the minimal N
to get acceptable simulations. For longer cw (50-150-250μs), the
mean ± SD of the minimal N per dataset decreased from 3.92 ±
1.62 to 2.84 ± 1.63, and further to 2.46 ± 1.45.
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FIGURE 12 | Maximal values for thrbin, for different values ofN and thrmon. (A) TB fibers (n = 12), cw = 50μs. Black triangles filledwith green indicate dataset
in Figure 11. (B)ANfibers (n = 13), cw = 50μs. (C) TB fibers (n = 13), cw = 150μs. (D) TB fibers (n = 13), cw = 250μs. Symbols are jittered to decrease overlap.
For the same reason, a longer cw could also extend the range
of possible values for thrbin. Figures 12C,D shows the maximal
values of thrbin for TB datasets, for a cw of 150μs (panel C) and
250μs (panel D). The range of maximal thrbin was extended to
respectively 6 and 8, but it can be seen that in the majority of
cases it was still limited to ∼2–5, except when thrmon was raised
to high levels.
Thus, a longer cw helped achieving higher rates and there-
fore allowed lower N and higher thrbin. This came at the cost of
a decrease in MD. Another effect is that a longer cw inherently
causes temporal integration and will ultimately limit binaural
temporal sensitivity.
COMPARISON BETWEEN TB AND AN FIBERS
Because TB fiber spikes display enhanced temporal structure rel-
ative to the AN (Joris et al., 1994a,b; Louage et al., 2005), the
probability of spikes from separate inputs occurring in the same
cw will be higher. Therefore we hypothesized that the N required
to get a given number of output spikes is lower for TB fibers. We
compared the lowest N that generated acceptable simulations for
TB and AN datasets, using cw of 50μs. As mentioned above (sec-
tion Estimation of MinimalN), for thrbin = 2, the minimalN was
slightly lower for TB fibers (mean ± SD 4.08 ± 1.68) than for AN
fibers (4.17 ± 0.72), but the difference did not reach statistical
significance (two sample t-test p = 0.876). For thrbin = 3 how-
ever, the difference increased, with mean ± SD for TB 7.5 ± 1.41
and for AN 9.1 ± 1.46 (two sample t-test p = 0.04). Therefore
TB fibers can be seen as more robust than AN as input fibers to
the binaural neuron: the necessary increase in N for a less than
perfect coincidence detector (one that fails to detect a single spike
on both sides coinciding, i.e., thrbin > 2) is larger for AN fibers
than for TB fibers, because the latter have more tightly synchro-
nized and more reproducible firing patterns. Therefore TB fiber
inputs provide a larger safety factor for the detection of binaural
coincidences: if a particular input spike is missed, there is a larger
probability that there are others in the same cw present in order
to reach spike threshold. This can be seen as well in the range
of possible values for thrbin, for TB inputs vs. AN inputs, where
less AN than TB fibers could fulfill a requirement of 3 binaural
coincidences (compare Figures 12A,B).
Next we compared the simulation output for TB and AN
datasets, for the same simulation parameters. Here, thrbin = 2.
Figure 14 groups the accepted simulations for each combination
of N (varied along the ordinate) and thrmon (varied along the
abscissa), using a cw of 50μs. The background color of each sub-
plot indicates the average of the peak spike rate for all accepted
simulations with those parameters. As expected, and in agreement
with the examples in Figures 4, 5, it can be seen that the maxi-
mal spike rate increased with increasing N, in both TB (panel A)
and AN (panel B). Comparing the two panels, we observe that
for low N, i.e., 3–7, the peak rate was higher in the TB case than
in the AN case (i.e., “cooler” colors lower half of figure for AN).
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FIGURE 13 | Simulated NDFs for TB datasets, for different values of cw.
In every panel NDFs are shown for one TB dataset, for cw = 50μs (blue),
cw = 150μs (green) and cw = 250μs (red). CF and SR are indicated for each
dataset. Range of abscissa and ordinate indicated in lower left panel apply to
all panels. thrbin = 2. N and thrmon for each TB dataset are the minimal values
to get an acceptable simulation for cw = 50μs. Asterisks indicate
simulations where the NDFs for cw = 150μs and cw = 250μs were not
accepted.
Surprisingly, forN > 7, the peak rate of AN simulations was larger
than of TB simulations: the gradient in spike rate with increas-
ing N was much more distinct in the AN than in the TB. Thus,
in addition to the other (coding) advantages that TB fibers have
above AN fibers (see Discussion), TB fibers allow sparser con-
nectivity than AN fibers: it takes less inputs to get similar spike
rates, at least within the lower range of N, and the output spike
rate is also less dependent on the exact N. This is again a conse-
quence of enhanced synchronization, because it takes fewer inputs
to get enough spikes to reach coincidence threshold when there is
consistent spiking with low temporal jitter. Increasing the N even
more hardly increases the spike rate further, because the number
of spikes is limited tomaximally one spike per cw and per effective
stimulus cycle.
The number in each subplot of Figures 14A,B indicates the
percentage of datasets contributing at least one accepted simula-
tion for that set of parameters. It can be seen that for lowN (2–4),
relatively more TB fibers contributed good simulations than AN
fibers. For higher N, the opposite was true.
There is also a downside of having tight and consistent
synchronization: the proportion of monaural coincidences rises
fast with N. Figure 15A is organized like Figure 14A, but now
the colors indicate the average MD for accepted simulations
with TB datasets. For low thrmon (e.g., 3 or 4), MD decreased
rapidly with increasing N, due to a “DC-shift” (cf. Figure 4).
This effect was counteracted by increasing thrmon. For simula-
tions with AN datasets (Figure 15B), the average MD showed
milder dependence onN. The different requirements for the min-
imal thrmon between AN and TB were already illustrated above
(Figure 9).
Thus, TB fibers as inputs to the binaural coincidence
detector are advantageous in that a low number of fibers
can already result in a physiologically realistic output spike
rate. The downside is that monaural coincidences will
increase as well with more inputs, so that a mechanism
to suppress the efficacy of monaural coincidences becomes
more critical for an increasing number of well-synchronized
inputs.
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FIGURE 14 | Average spike rate at NDF peak for TB (A) and AN (B)
simulations. The color of each subplot indicates the average peak rate for
accepted simulations with thrmon and N indicated respectively by the
abscissa and ordinate. cw = 50μs, and thrbin = 2. Color scale is the same
in (A) and (B). The number in each subplot indicates which proportion
(in %) of the individual datasets had at least one accepted simulation for
that combination of parameters.
DISCUSSION
We studied the output of a binaural coincidence detector to
experimentally derived input spike trains. Our approach differs
fundamentally from existing MSO models. Instead of attempt-
ing to make a detailed biophysical model, we used a bare bones
approach: the binaural neuron was reduced to the fundamen-
tal operation it performs on its excitatory inputs, i.e., an output
spike was generated when input events occur close enough in
time (Marsalek and Lansky, 2005; Jennings and Colburn, 2010;
Sanda andMarsalek, 2012). The advantage is that a few conceptu-
ally simple and independently manipulated parameters (number
of inputs N, sensitivity to monaural and binaural coincidences,
and coincidence window cw) could be studied for their effect
on the output, without violating the fundamental operation the
neuron performs. This simplified parameter space limited the
number of assumptions that have to be made. As an example,
cw is determined by several parameters including synaptic event
kinetics, voltage-activated potassium currents (Dasika et al., 2007;
Mathews et al., 2010), inhibition (Roberts et al., 2013), post-
inhibitory rebound (Brand et al., 2002; Sanda and Marsalek,
2012) and dendrites (Grau-Serrat et al., 2003). In our model, it
was abstracted to a single parameter. However, our presynaptic
stage was more realistic than the inputs used in previous mod-
eling studies because we fed the coincidence detector with TB
or AN spike trains recorded in vivo. Moreover this presynaptic
stage was also more generic than in previous modeling studies
because these spike trains were in response to broadband noise.
FIGURE 15 | Average NDF modulation depth for TB (A) and AN (B)
simulations. The color of each subplot indicates the average peak rate for
accepted simulations with thrmon value and N indicated by the abscissa and
ordinate. cw = 50μs, and thrbin = 2. Color scale is the same in (A) and (B).
The number in each subplot indicates which proportion (in %) of the
individual datasets had at least one accepted simulation for that
combination of parameters.
The simulation output was compared to recordings from binau-
ral neurons for its physiological plausibility. This allowed us to
explore the effect of the parameter values on the output spike
train. Despite its simplicity, this approach leads to several clear
conclusions.
The results showed that convergence of typically ≥4 inputs on
each side is needed for a realistic output. Especially for narrow
cw, the neuron has to be very sensitive to single coinciding input
events in order to generate enough output spikes. Monaural coin-
cidences need to be suppressed more than binaural coincidences.
Convergence of multiple inputs reduces the expansive relation-
ship between correlation and output spike rate that is seen in TB
recordings, but not to the extent that is found in actual binau-
ral neurons. Increasing the cw allows higher values for thrbin and
lower values for the N. TB fibers are advantageous to AN fibers in
generating higher spike rates for low N.
The lower limit on N corresponds well with the estimation of
minimally 2–4 excitatory inputs on each side in a recent in vitro
study (Couchman et al., 2010). In reality the required number
of excitatory inputs may be higher, given the fact that there are
glycinergic inhibitory inputs converging onMSO neurons as well,
most likely making it harder for the neuron to reach threshold
than in the absence of inhibition (Cant, 1991; Cant and Hyson,
1992). This is supported by the fact that MSO spike rates increase
with application of strychnine during in vivo recordings (Brand
et al., 2002; Pecka et al., 2008). Simple estimates based on juxta-
cellular (van der Heijden et al., 2013) and intracellular (Franken
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et al., 2013) recordings of MSO in the gerbil, combined with data
from estimates of spontaneous activity in presumed SBCs in the
gerbil (Karino and Joris, 2009; Kuenzel et al., 2011) suggest a con-
vergence of ∼10 fibers (total, i.e., contra + ipsi). Anatomical data
are required to narrow down this important parameter.
Given the suggested small N, our finding that the thrbin has to
be very low is consistent with the simple view, first suggested by
Jeffress (1948), of a coincidence process comparing the timing of
individual spikes supplied by afferents from the two ears. This sit-
uation is conceptually different from that thought to occur in the
barn owl, where binaural neurons receive a very large number of
afferents [∼45–150 from each side, (Carr and Boudreau, 1993)]
and where the binaural comparison is more akin to the sum-
mation of two AC waveforms, described as the “sound analogue
potential” (Funabiki et al., 2011; Ashida et al., 2012).
Perhaps the most surprising outcome of our study is that coin-
cidence counts on physiologically recorded spike trains clearly
point to the need for a higher monaural than binaural coinci-
dence threshold, to suppress monaural coincidences. It has long
been known that monaural response rates are typically lower than
maximal binaural response rates (Goldberg and Brown, 1969; Yin
and Chan, 1990). However, this observation in itself does not
imply a difference in monaural vs. binaural coincidence thresh-
old (Colburn et al., 1990). Our finding that thrmon has to exceed
thrbin, strongly implies that an additional mechanism is necessary
to promote binaural coincidences over monaural coincidences, in
addition to the combinatorial effect suggested by Colburn et al.
(1990). Suppression of the efficacy of monaural coincidences can
be provided by the dendrites, through sublinear summation of
events from the same side, and/or the opposite dendrite func-
tioning as a dendritic sink (Agmon-Snir et al., 1998). A recent
in vivo study with mainly juxtacellular recordings suggested that
the current sink was not very large (van der Heijden et al., 2013).
We demonstrate for the first time that the necessity of suppres-
sion of monaural coincidences (in addition to the combinatorial
effect) directly follows from realistic cochlear nucleus inputs. This
is surprising given the fact that multiple inputs per side in models
with a single compartment (in which case thrmon does not dif-
fer from thrbin) have been able to reproduce realistic MSO rate
ITD functions (Colburn et al., 1990; Han and Colburn, 1993;
Brughera et al., 1996; Svirskis et al., 2003), be it to tones rather
than to broadband noise. On the other hand, the argument of
Colburn et al. might be more applicable to the barn owl nucleus
laminaris because it receives vastly more inputs: this will result
in a greater combinatorial effect, as explained in Results (com-
pare x = 4 with x = 2 in Figure 10). An additional mechanism to
suppress monaural coincidences might therefore not be needed
in the owl. This reasoning seems to be supported by the short
and stubby dendrites of laminaris neurons, especially in high fre-
quency regions (Carr and Boudreau, 1993). An additional mech-
anism that may increase MD, and thereby counteract the effect
of monaural coincidences, is the shunting effect of somatic low-
voltage activated potassium currents (Grau-Serrat et al., 2003),
which can further lower the spike rate for out-of-phase ITDs.
Another way of addressing the different treatment of monau-
ral vs. binaural coincidences would have been to choose separate
values for cw for monaural and binaural coincidences, instead of
thrmon and thrbin. In a more general sense, a coincidence win-
dow can be regarded as having a certain width (corresponding
to our parameter cw) and a certain height (corresponding to our
parameters thrmon and thrbin). Because generating output spikes
will be easier for either a shorter duration or a lower height
of the coincidence window, cw and thr are to a certain extent
interchangeable. Because separate thrmon and thrbin are biophys-
ically easier to understand given sublinear dendritic summation
(Agmon-Snir et al., 1998), we did not opt for different cwmon
and cwbin.
Previous work from our laboratory showed that TB (pseu-
dobinaural) correlation functions are highly expansive, whereas
the sensitivity of IC neurons to interaural correlation is sur-
prisingly shallow (Mc Laughlin et al., 2008, 2014). Convergence
increases the probability of coincidences, and this effect will be
greater for lower correlation values, because the refractory period
puts an upper limit on the spike rate, and the number of output
spikes in a coincidence window is maximally one. This increase in
rate thus affects the “tail” of the rICF function, causing the power
p to decrease. However we found that the power in this study is
still significantly higher than for binaural neurons. This confirms
the moderate decrease of power of the example TB dataset shown
by Mc Laughlin et al. (2014) for 10 inputs per side when com-
pared to single inputs. Additional factors that can decrease this
expansiveness are jitter in the inputs (Mc Laughlin et al., 2014),
a slightly different CF of inputs converging on the same neu-
ron (Joris et al., 2006a) or differences in temporal microstructure
between fibers with similar CFs. Unfortunately, we do not have
sufficient TB data to systematically study the latter effects.
We varied cw from 50 to 250μs. Larger coincidence win-
dows allow lower N and higher thrbin, but increase the number
of monaural coincidences and therefore will raise the mini-
mal thrmon. As mentioned above (introductory paragraph of
Discussion), cw is an abstract quantity that is determined bymany
cellular parameters. Various sources of information suggest that
the chosen values are a realistic range for cw. The halfwidth of
ITD tuning curves obtained in vitro is ∼200–400μs in mam-
mal and chick (Joseph and Hyson, 1993; Kuba et al., 2003; Fischl
et al., 2012; Roberts et al., 2013), which corresponds to a cw ∼
100–200μs. It is unclear to what extent these estimates apply to
the in vivo situation. Second, fine-structure ITD sensitivity in cat
goes up to almost ∼3 kHz (Rose et al., 1966; Yin and Kuwada,
1983; Joris and Verschooten, 2013), which has a period of 333μs,
thus cw can only be a fraction of that value. At present it is
unclear whether cw differs for neurons with different CF. One
study reports a gradient in intrinsic membrane properties along
the tonotopic axis (Baumann et al., 2013), but this decreases dur-
ing development and has not been found in another study (Scott
et al., 2007). Third, previous work in our lab has shown that
cw = 50μs is short enough to describe the temporal microstruc-
ture in TB fibers (Joris et al., 2006b). Since MSO cells are the
fastest cells targeted by TB fibers, it is reasonable to assume that
they are able to detect this microstructure. Some computational
models have used even lower values for the cw (e.g., 20μs Krips
and Furst, 2009). A previous black-box model has shown that
spike rate increases when cw broadens (Sanda and Marsalek,
2012), but in their case only a single input—modeled on the
Frontiers in Neural Circuits www.frontiersin.org May 2014 | Volume 8 | Article 42 | 18
Franken et al. Coincidence detection of converging inputs
AN—contacted the coincidence detector. This was not the case
in a biophysical model of the barn owl NL, where slower synaptic
events decrease spike rate due to a decrease in the sound-analogue
potential (Ashida et al., 2013).
TB fibers are advantageous relative to AN fibers in this coin-
cidence scheme with converging inputs, because they are more
resistant to higher thrbin, and achieve higher spike rates for low N
with spike rate being less dependent on N: all of which are con-
sequences of increased synchronization with decreased temporal
jitter and higher trial-to-trial reliability. This advantage may be
even larger in the presence of inhibition, which is not accounted
for in our coincidence scheme. A previous modeling study found
that modeled high-sync (TB) inputs resulted in ITD functions
with more realistic spike rates and synchronization index com-
pare to functions obtained with modeled AN inputs, even though
a point neuron model was used, thus disregarding differential
effects of monaural and binaural coincidences (Brughera et al.,
1996).
Although our presynaptic stage is inherently more physio-
logical than any existing input model, it is still far from being
realistic. A first limitation is that we did not incorporate the
inhibitory inputs to MSO, which have been proposed to play a
critical role in ITD processing (Brand et al., 2002; Pecka et al.,
2008). The presence of inhibition may necessitate an increase in
the minimal number of excitatory inputs required, but too little is
known about the inhibition to make strong predictions. Similarly,
thrbin may need to be lower in the presence of inhibition. A sec-
ond limitation is that we used TB responses without knowing
whether they were recorded from SBCs or GBCs. Thus, it is pos-
sible that in some cases we were applying inputs that are in fact
inhibitory onto MSO as excitatory inputs. Physiological differ-
ences between low-CF SBCs and GBCs are at present unclear, as
has been commented on in previous publications from our lab-
oratory (Joris and Smith, 2008). Additional single fiber labeling
experiments are needed to clarify this point. A third limitation
is that in the simulations presented here, all inputs are derived
from the same TB axon. Unfortunately, present recording tech-
niques do not allow the dense sampling needed to record a small
population of TB axons centered near the same CF in a sin-
gle animal. Even for AN recordings, such sampling is difficult
to achieve (Sachs and Young, 1979; Delgutte, 1980; Joris et al.,
2006a). Nevertheless it is safe to say that the actual inputs con-
verging on an MSO neuron are bound to differ more from each
other than in our simulations, where the inputs are all derived
from the same neuron. Future recordings can alleviate the prob-
lem of lacking recordings with similar or close CFs partially by
obtaining recordings from one neuron to time-warped stimuli
(Heinz, 2007; Heinz et al., 2010). However, the larger question—
how similar or dissimilar are inputs to an MSO neuron?—will
require substantially more refined techniques than are presently
available. Two of our main observations (the requirement for a
higher thrmon than thrbin, and for a low thrbin to obtain enough
output spikes) apply to both AN responses and TB responses as
inputs. Because spike trains of AN fibers are less stereotyped than
in TB fibers, this suggests that our observations will also hold for
the in vivo situation, where non-identical SBCs converge on an
MSO neuron.
Of course much more limitations can be pointed out for the
output stage. A limitation at present is that our knowledge of
MSO responses is still limited, and this is certainly the case for
responses to broadband noise. Besides a few examples recorded by
Yin and Chan (1990) and the recordings, used here, from axons
of presumed MSO neurons (Bremen and Joris, 2013), we relied
heavily on the more extensive data in IC neurons in response to
noise, particularly regarding the responses to changes in ρ (Yin
et al., 1987; Shackleton et al., 2005; Coffey et al., 2006; Joris et al.,
2006a,b; Mc Laughlin et al., 2008).
We conclude that a simple coincidence analysis of monau-
ral broadband noise recordings predicts that a small number of
inputs converge on MSO neurons, that these neurons act as coin-
cidence counters on a very low number of spikes, as envisaged
by Jeffress (1948), and that this scheme requires a mechanism to
suppress monaural coincidences in addition to the combinatorial
explanation of Colburn et al. (1990).
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