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Introduction 
n recent years, the demand for security applications has lead to improvements 
in the effectiveness of safety operations in dangerous situations and to the 
development of methods for obtaining information about the internal features of 
rooms or structures, as well as the location of any people present therein [1]. 
The ability to „see‟ inside not accessible regions by using electromagnetic 
waves is an issue of strong interest in several applications in the homeland 
protection field. The complexity of the scenario of interest is such to claim for the 
development of new architectural and technological solutions useful also for the 
modern radar sensors. Compensation for multi-path, dispersion, and reflection 
requires a detailed knowledge of the electromagnetic interactions between the 
different parts of the investigated scenario.  
An imaging architecture must address the physical propagation effects and 
proper modeling of the environment so that the sensor can sense deeper within the 
buildings. Sensor architectures must support system design decisions to resolve 
significant building parameters but are not overly sensitive to microstructure (such 
as cavities in concrete block) that are less important to operational tasks.  
This may also require fast propagation solvers to work through 3-D models, 
and fast processing architectures that can handle these tasks in near-real-time. 
Frequency choices must strike careful balances between wall attenuation favoring 
lower frequencies and resolution favoring higher frequencies. Lower frequencies 
also have the potential benefit that smaller microstructure (wiring, pipes, air gaps 
in concrete block walls, etc.) may provide less distortion on the Radio Frequency 
signal. 
I 
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All of this must be factored into the propagation assessment and physical 
modeling. Starting from these considerations, there is the need for developing new 
procedures and systems able to extract information from heterogeneous scenario 
to allow and simplify complex decisions. 
This work deals with the implementation of a suitable technological support to 
improve the success likelihood of Urban Search and Rescue (USAR) missions. 
Here we introduce a new architectural solution to detect and track humans 
beyond walls for homeland protection applications. Two different measurement 
methods have been developed, the first one for detection and tracking of moving 
targets in two-dimensional scenes exploiting an advanced imaging technique, 
which takes advantages from a regularized linear inversion scheme. The second 
method has been developed for life signs detection and it takes advantage from a 
suitable spatial smoothing strategy applied to the traditional algorithm for 
Multiple Signal Classification (MUSIC), mandated to single out the spectral 
components of the received signal. 
A description of the issues related to the detection of moving targets and vital 
signs and an overview of existing solutions in terms of processing techniques and 
products on the market will be presented. In the second chapter the functional 
architecture of the proposed system for Through Wall Sensing (TWS) will be 
described. In following chapters the dissertation is focused on development of 
measurement methods for tracking of moving target and vital signs detection. In 
Chapter 5 the analysis of numerical results is performed in order to verify the 
behavior of proposed measurement methods in presence of noise. In the last 
Chapter the achieved results in the experiments and the adopted instrumentation 
will be presented and discussed.  
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Chapter 1 
Fundamentals 
 
he goal of this chapter is to provide the key concepts necessary to fully 
understand the content of this dissertation. The first section introduces the 
basic issues about Through Wall Sensing, a typical inverse problem. In the second 
section an overview of most important products on the market is presented. 
 
1.1. Through Wall Sensing 
 
TWS is the capability of determine if someone is in a room before putting 
themselves in harm‟s way and to save lives by using motion and images to 
differentiate between a hostage and a hostage-taker [2]. It can also detect motion 
through floors and rubble following a building structure failure and, therefore, 
help in the search for survivors. It allows users to conduct room-to-room searches 
for suspected terrorists, map the interior of buildings, and find military 
combatants and weapons caches all through an interior or exterior building wall. 
Through the Wall Surveillance technologies do not even need to be placed 
against a wall and can be used to perform standoff searches, for example, from a 
vehicle into a building. 
We consider through wall sensing from two points of view:  
T 
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 To determine the presence of moving people in a room or building 
without entering this space due to some dangerous conditions (e.g. fire 
or armed persons).  
 To detect static people beyond the wall or buried under rubble after an 
earthquake. 
 
Radiofrequency imaging can prove effective in detecting and monitoring the 
presence of human subjects from a distance and through barriers, such as walls 
[3]-[8]. To this aim, two main conditions have to be satisfied. Depending on the 
electromagnetic properties of the wall, a suitable trade-off between the desired 
resolution of hidden objects and the permeability of the structure to the used 
electromagnetic radiation has to be found out. Moreover, the adopted 
reconstruction algorithms, designed to provide an image of the scene including 
any moving target of interest, have to operate on the acquired data in a reasonable 
computational time, which is a fundamental prerequisite to succeed in real time 
tracking the position of the targets. 
The detection of static people is based on the Doppler theory, and assumes that, 
when a human body is exposed to a continuous wave microwave source, the 
reflected signal turns out in a phase-modulated one, which is essentially related to 
the (periodic) chest movement caused by respiration and heartbeat. So, vital signs 
can be detected from the reflected waves by adopting a suitable demodulation 
scheme. 
 
1.1.1. Inverse problems 
 
In this subsection the definition of inverse problem is provided as reported in 
[9].  From the point of view of a mathematician the concept of an inverse problem 
has a certain degree of ambiguity which is well illustrated by a frequently quoted 
statement of J.B. Keller [10]: „We call two problems inverses of one another if the 
CHAPTER 1. FUNDAMENTALS 
__________________________________________________________________ 
 
3 
 
formulation of each involves all or part of the solution of the other. Often, for 
historical reasons, one of the two problems has been studied extensively for some 
time, while the other has never been studied and is not so well understood. In such 
cases, the former is called the direct problem, while the latter is the inverse 
problem‟. 
In any domain of mathematical physics one finds problems satisfying the 
requirements stated by Keller. In general these problems are related by a sort of 
duality in the sense that one problem can be obtained from the other by 
exchanging the role of the data and that of unknowns: the data of one problem are 
the unknowns of the other and conversely. As a consequence of this duality it may 
seem arbitrary to decide what is the direct and what is the inverse problem. 
In classical mechanics a direct problem is, for instance, the computation of the 
trajectories of particles from knowledge of the forces. Then the inverse problem is 
the determination of the forces from knowledge of the trajectories. From this point 
of view Newton not only stated the basic laws of mechanics, and therefore the 
basic equations of the direct problem, but also solved the first inverse problem 
when he determined the gravitation force from the Kepler laws describing the 
trajectories of the planets. 
Other examples, however, are more appropriate for the modern applications of 
inverse methods. In scattering and diffraction theory, the direct problem is the 
computation of the scattered (or diffracted) waves from the knowledge of the 
sources and obstacles, while the inverse problem consists of the determination of 
the obstacles from the knowledge of the sources and of the scattered waves. 
Inverse problems of this kind are fundamental for various methods of non-
destructive evaluation (including medical imaging) which consist of sounding an 
object by means of a suitable radiation source. 
Another example of a direct problem in wave-propagation theory is the 
computation of the field radiated by a given source, for instance the radiation 
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pattern of a given antenna; then the inverse problem is the determination of the 
source from knowledge of the radiated field. 
Other examples come from instrumental physics, i.e. the physics of instruments 
such as electronic devices, imaging systems, etc. Here the direct problem is the 
computation of the output of instrument (the image) being given the input (the 
object) and the characteristics of the instrument (impulse response function, etc). 
Then the inverse problem is the identification of the input of a given instrument 
from the knowledge of the output. 
Finally a direct problem is a problem oriented along a cause-effect sequence; it 
is also a problem directed towards a loss of information: its solution defines a 
transition from a physical quantity whit a certain information content to another 
quantity with a smaller information content. This property is common to most 
direct problems. In general it implies that the solution is much smoother than the 
data: the image provided by a band-limited system is smoother than the 
corresponding, the scattered wave due to an obstacle is smooth even if the 
obstacle is rough, and so on.  
   
1.1.2. Through Wall Imaging 
 
Through Wall Imaging (TWI) consists in imaging hidden objects using 
electromagnetic waves. This problem is of great interest as the aim of detecting 
and localizing hidden objects is shared in many applicative contexts, both military 
and civilian, as shown in Fig.1, examples of which are security, peace keeping, 
law enforcement operations, or even searches for suspects and hostages [11]–[14].  
In order to ensure the success of TWI, different conditions have to be met. 
First, the illuminating radiation must be able to pass through the obstacle with 
“relatively little” attenuation and, at the same time, to achieve the “reconstruction” 
of the hidden object with good resolution. This entails, depending on the 
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electromagnetic properties of the wall, the necessity of exploiting frequency bands 
ranging between a few hundred MHz and 2–3 GHz [15]. 
Second, the other important requirement regards the development of “reliable” 
reconstruction algorithms (in the sense that one should be able to foresee what is 
expected to be retrieved) working in a “reasonable” computational time. 
      
 
Figure 1: TWI - Applicative scenarios 
Several works concerning through-the-wall detection of targets have been 
presented [16]-[24]. Even though they certainly meet the trade-off condition 
between the desired resolution and the permeability of the structure, some of them 
shows results, either numerical or experimental, based only on non real-time 
measurements methods and achieved in very controlled environments. 
As an example, the method proposed in [16] exploits the  subtraction of 
successive frames of the cross-correlation signals between each received element 
signal and the transmitted signal to isolate moving targets in heavy clutter. Images 
of moving targets are subsequently obtained using the back projection (BP) 
algorithm. The method takes about 4 hours on a personal computer operating at a 
clock frequency of 2.4 GHz to generate each data frame in simulated experiments, 
thus preventing its use for real time security applications. Furthermore the method 
assumes that the wall characteristics are known exactly, but in real operation, the 
wall parameters are not known a priori. When the assumed wall parameters are 
incorrect, the image of the moving target is displaced. 
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Besides traditional synthetic aperture radars, several examples of ﬁxed aperture 
imaging systems have also been proposed. Such systems are, however, heavy, 
large and expensive, and their operations are based on Vivaldi or horn type 
antennas (i.e. not easily portable), thus making their use in limited spaces, such as 
a room or a building very difficult [17].   
Ultra Wideband (UWB) is a promising technology for high resolution radars, 
collision detectors, high data rate communication systems and geolocation 
devices. The narrow pulse width allows the use of UWB signals in accurate 
positioning and high-resolution imaging applications [18]. As a consequence, they 
are usually proposed and adopted in sensors for subsurface imaging applications, 
due to their capability of penetrating sand providing good measurement resolution 
[19]. 
Thanks to the availability of UWB technology, time-modulated UWB (TM-
UWB) radars have become even more adopted for through-the-wall imaging 
applications [20]. It is worth noting that, due to the presence of spurious spectral 
lines, conventional TM-UWB radars fail to achieve the ideal resolution and 
detection performance [21]. Recently, some research activities have been focused 
on noise UWB radars [22], since they achieve better resolution performance than 
previous TM-UWB radars and grant robust detection in several operating 
conditions. However, as for all the devices based on a radar approach, they suffer 
from a stringent requirement in terms of coherent reception at the receiver; 
assuring coherence over a wide bandwidth results to be not only challenging but 
also impossible when the transmitter and receiver are physically separated by a 
distance [23]. Moreover, bi-static and multi-static configurations (usually adopted 
to improve the coverage performance and assure a distortion free synchronization) 
become difficult to put in practice for through-the-wall imaging applications. 
Finally, a problem always associated with through-the-wall systems operating 
in the frequency range from 1 GHz to 10 GHz is the ubiquitous presence of room 
reverberations. Their origin relies on multiple reﬂections of the transmitted signal 
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by the walls, causing numerous false alarms associated with weak targets (i.e. 
targets whose backscattered signals exhibit low amplitude). 
In [24], a compact UWB radar system for indoor and through-the-wall ranging 
and tracking of moving objects has been built up by using the compact self-
grounded Bow-Tie antennas and the low-cost Novelda transceiver. Robust and 
accurate algorithms for ranging and tracking have been developed. The most 
attractive aspect of the system is its low-cost and compact size. However, due to 
its small size, the dynamic range is relatively low, and therefore, only short-range 
applications are feasible.  
Recently, a new framework for simultaneous sensing and compression, 
referred to as compressive sensing (CS), has received considerable attention and 
has been successfully applied in many fields, such as signal/image processing, 
communications, geophysics, remote sensing and radar imaging  [25]-[27]. In 
[25], through-the-wall imaging by means of impulse radar has been faced within 
the framework of compressive sensing. Rather than sampling the time-domain 
signal at or above the Nyquist rate, the random modulation pre-integration 
(RMPI) architecture has been employed for  CS projection measurement, and has 
led to significant data reduction. Target space sparsity has been exploited to solve 
the TWI problem using sparse constraint optimization. Numerical imaging results 
of point-like and spatially extended targets have clearly shown the advantages of 
using CS in urban sensing applications.  
In [26], a compressive-sensing-based through-the-wall imaging algorithm has 
been presented. Preliminary numerical results have been given regarding relevant 
issues such as required number of measurements for a given sparsity level, 
measurement strategy to subsample in the frequency and space domains and 
imaging performance for different noise levels. Simulations with off-the-grid 
targets and unknown parameters have been performed, and it has been observed 
that for small grid sizes or errors in the unknown parameters, the imaging 
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performance is not severely affected, whilst large grid sizes or errors degrade the 
reconstructed image. 
In [27], a sparse tomographic inverse scattering approach for fast data 
acquisition and 3-D scene reconstruction in Through Wall Radar Imaging (TWRI) 
applications has been dealt with. While a combined 2-D sliced approach has been 
used for 3-D scene representation, the number of degrees of freedom (NDOF) of 
the scattered field has been exploited in order to choose the number of needed 
non-redundant spatial measurements. The performance of the proposed scheme 
has been assessed using experimental data collected from 3-D scattering scenes in 
a semi-controlled environment. The results have shown that use of a limited 
number of measurement aperture points, as predicted by the NDOF analysis, 
reduces the data acquisition time and permits to achieve an image quality 
comparable with that obtained by using a finer grid of spatial measurements. 
 
1.1.3. Life Signs Detection 
 
The detection of life signs, such as breathing and/or heartbeat, is nowadays 
becoming a fundamental topic in urban search and rescue strategies, Fig.2. 
 Microwave signals have been exploited in the past for detecting people 
trapped under rubble or behind concrete wall, as discussed in [28]-[31].  In 
particular, Doppler radar systems can be applied to detect vital signs like 
respiration and heartbeat. 
The human phenomena of interest are: 
 Heart rate: The number of heart beats per unit time, usually per 
minute. The typical resting heart rate in adults is 60-90 bpm [32]. 
 Breathing frequency is the number of breaths taken within a set 
amount of time, typically 60 seconds. During quiet breathing at rest, an 
adult‟s breathing rate averages 12 breaths per minute [33]. 
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Figure 2: USaR applications 
In [28] a sensitive life-detection system using microwave radiation for locating 
human subjects buried under earthquake rubble or hidden behind various barriers 
is shown. This system operating at 1150 or 450 MHz can detect the breathing and 
heartbeat signals of human subjects through an earthquake rubble or a 
construction barrier of about 10-ft thickness. This system has been tested 
extensively with satisfactory results in simulated earthquake rubble constructed at 
the Electromagnetics Laboratory of Michigan State University. It has also been 
tested in a field test using realistic earthquake rubble at Rockville, MD, conducted 
by Maryland Task Force of FEMA.  
The choice of these operating frequencies is related to the considerations about 
the penetrability of earthquake rubble or collapsed building debris, so the 
frequency of the electromagnetic wave need to be in the L or S band. 
However, the adopted clutter cancellation procedure requires measurements on  
stationary background, i.e. in absence of target. In operating conditions is not 
possible to know this amount in a deterministic manner, further the proposed 
processing does not take into account the problem of null points described in [36] 
and leakage because the imperfection of the circulator [38]. A sophisticated signal 
processing scheme may further improve the system performance to eliminate the 
effects of the background noise created by the environment and operators. 
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In [29] direct-conversion microwave Doppler-radar transceivers have been 
fully integrated in 0.25µm silicon CMOS and BiCMOS technologies. These chips 
operate at 1.6 and 2.4 GHz, each with a single oscillator and output power 
comparable to the low-end power of consumer electronics (under 10 mW). They 
have detected movement due to heartbeat and respiration 50 cm from the subject 
and in free space condition, which may be useful in infant and adult apnea 
monitoring. A quadrature (I/Q) receiver is taken into account in order to avoid 
null points. The paper describes an interesting characterization of the residual 
phase noise, which is a limiting factor in proposed system, depends on both the 
target range and oscillator phase noise. In fact when the same source is used for 
transmitting and receiving, the phase noise of the received signal is correlated 
with that of the local oscillator (LO), with the level of correlation dependent on 
the time delay between the two signals. When the delay is small, this effect 
greatly decreases the noise spectrum at baseband. For example, at a 50-cm range, 
the baseband noise at 10 Hz is 134 dB below the RF phase noise. In a radar 
application, this time delay is proportional to the target range. The adopted 
processing is very simple and provides a standard filtering in the band of interest 
of the received signal in free space. In fact the authors declare that a more 
advanced signal processing and further system integration is necessary. 
An interesting system based on double-sideband transmission in Ka-band is 
proposed in [30]-[31]; its main advantages are related to the operating frequency 
of the adopted sensors, the short wavelength of which assures higher sensitivity to 
the limited chest-wall movements with respect to other solutions exploiting 
signals characterized by a lower frequency value. However, the considered Ka-
band strongly limits its applicability, due to the low penetration capability. The 
heartbeat signal was first separated from the respiration signal by a Butterworth 
BPF with passband from 0.7 to 3 Hz. The filtered signal was then windowed and 
auto-correlated. After that, a Fast Fourier Transform (FFT) was applied to the 
auto-correlated signal to obtain the heartbeat rate.  
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An interesting solution for detecting life signs in free space and/or behind 
concrete walls has recently been proposed in [34]. It relies on a simple scattering 
model and uses a measurement configuration working in X-band. In particular, a 
suitable compensation of the undesired signals associated with stationary objects 
is carried out, and a proper frequency domain, correlation based signal processing 
algorithm is applied to assure very high detection sensitivity. The unknown 
principal Doppler frequency is determined as the quantity that maximizes the 
scalar product between the square modulus of the Fourier transform of measured 
signal and the square modulus of the Fourier transform of the model signal. 
The technique based on maximum correlation has limitations in terms of signal 
to noise ratio compared to more sophisticated techniques in terms of noise 
rejection (MUSIC, SVD, etc). 
The effective use of all these systems is limited by the complexity of some 
scenarios of interest, which requires high performance in terms of signal-to-noise 
ratio (SNR) robustness and resolution. These requirements can be met by either 
enhancing the hardware sensitivity or developing more efficient processing 
techniques.  
One of the most important issues related to the detection of vital signs is the 
problem of null points in the received signal. When the subject is located at a 
certain distance from the antenna, in fact, it can happen that the reflection appears 
so attenuated as to have a total loss of information concerning the 
cardiopulmonary rhythms. The null-point problem is more severe for higher 
frequency operation. In [35], a band radio system that detects human heartbeat 
and breathing signals using low-power double-sideband transmission has been 
introduced. The paper described the theory and implementation of the frequency-
tuning technique and double-sideband transmission to avoid null points and 
improve system performance. The short wavelength at the band increases the 
sensitivity of phase shift due to small displacement and therefore improves the 
signal-to-noise ratio and detection distance. The use of double-sideband 
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transmission helps resolve the null-point problem and improves the detection 
reliability. A frequency-tuning technique is applied to switch a null point to an 
optimum point, resulting in almost doubling the detection accuracy. 
Another relevant issue is the presence of static clutter related both to the 
surrounding environment and the fixed parts of the human body. Suitable signal 
processing techniques could strongly attenuate this kind of noise to assure more 
reliable detection [36]. In mentioned paper is shown the performance of the 
complex signal demodulation and the arctangent demodulation for random body 
movement cancellation in Doppler radar vital sign detection. If the dc offset of the 
baseband signal is accurately calibrated, both demodulation techniques can be 
used for random body movement cancellation. While the complex signal 
demodulation is less likely to be affected by a dc offset, the arctangent 
demodulation has the advantage of eliminating harmonic and intermodulation 
interference at high carrier frequencies. When the dc offset cannot be accurately 
calibrated, the complex signal demodulation is better.  
In many implemented system schemes, the adopted hardware can introduce an 
undesired component related to the non-ideality of some component, such as a 
circulator [37]. This component is known as leakage. A leaking signal should be 
taken into account in the received signal model, it is represented as a dc-offset 
component in addition to the useful signal. 
In [38], a harmonic analysis highlighting the effects of non-linear cosine 
transfer function in non-contact vital sign detection is shown. Harmonics and 
intermodulation effects have been both theoretically analyzed and proved through 
simulations and actual measurements. In particular, the intermodulation effects 
represent a relevant limit to heartbeat detection, since it proves to be more error 
prone with respect to breathing detection. It has been shown that in contrast to the 
common sense that detection accuracy can always be increased by increasing the 
carrier frequency, there is an optimum choice of carrier frequency. At the 
optimum carrier frequency, the heartbeat signal component can be maximized in 
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the premise that the harmonics interference and the intermodulation interference 
are not so large as to affect the detection accuracy. 
In [39] an integrated solution based on a heterogeneous network of highly 
specialized sensors for through-the-wall applications in complex scenario like 
buildings has been introduced. The network mainly consists of two kinds of 
sensors: a Through the Wall Radar (TWR), addressed to the detection and 
tracking of moving targets, and a Vital Signs Detector (VSD), capable of 
assessing the presence of standing and living people. With specific regard to the 
VSD, a measurement method for vital signs detection is proposed. The method 
takes advantage of a traditional quadrature demodulation scheme as well as 
MUSIC algorithm to detect life signs behind walls. In particular, demodulation 
technique allows removing the DC component related to static clutter and 
extracting the useful signal also in correspondence with null points, as shown in 
[38]. The paper is focused on the breathing detection because the contemporary 
detection of breath and beat is more complex for the presence of intermodulation 
products. Therefore it is necessary adequate decorrelation procedure to separate 
the frequency components present in the received signal. 
 
1.2. Analysis of existing sensors 
 
 In this section a description of existing sensors available on the market is 
provided: PRISM 200, Xaver™ 400 and LifeLocator® III.  
PRISM 200 is a product of the Defense & Security Campaign at Cambridge 
Consultants, while Xaver™ 400 is manufactured by Camero, which is a world 
leading provider and pioneer of Sense-Through-The-Wall (STTW) solutions. 
Finally LifeLocator® III is made by Geophysical Survey Systems, Inc. (GSSI) . 
The LifeLocator® system uses UWB radar technology to improve the odds of 
recovering living victims of avalanches, flash floods, earthquakes, building 
collapses and other man-made disasters. 
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1.2.1. PRISM 200 
 
PRISM 200
1
 is a lightweight, durable and highly sophisticated through-wall 
radar, Fig.3.  It is designed to provide police, special forces and the emergency 
services with accurate covert intelligence of the location and movement of people 
in situations where it would otherwise be impossible to gain such insight. 
 
 
Figure 3: PRISM 200 
Using ultra-wide band radar, Prism 200 provides a 3D view through brick, 
block and concrete walls, and doors, and over a range of up to 20 meters, 
providing comprehensive coverage of internal spaces.  It can be used for the rapid 
evaluation of room occupancy or it can be used for more detailed intelligence 
gathering.   It is currently deployed in over 40 countries around the world. 
The product allows to track the movement of objects or people through walls 
(but does not allow the discrimination between objects and human being). PRISM 
200 is a compact sensor, working in 1.6–2.2 GHz band.  It does not allow the 
detection of people by using their life signs, and does not take into account the 
internal layout, so that false detections could be frequent. The limited antenna 
                                                          
1 http://www.cambridgeconsultants.com 
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array size drastically affects the cross range resolution. Table I summarizes the 
technical specifications of the system PRISM 200.   
 
TABLE I: PRISM 200 - TECHNICAL SPECIFICATION 
 
PRISM 200 
Device Type Through-Wall Radar 
Detection capacity Still and moving targets 
Detection Range Up to 20 m 
Angular Coverage 120° in azimuth 90° in elevation 
Display 2D and 3D colour  display resolution 640×480 
Wall materials Bricks, wood,  cinder blocks, cement,  reinforced concrete. 
Bandwidth [1.6 – 2.2] GHz 
Resolution 30 cm 
Size and weight (305×450×210) mm;  5.7 Kg battery included 
Battery duration 4.5 hours, continuous use; 24 hours standby 
Environment Rough, working temperature  -20°C -  55°C 
Transmitted 
Power 
-10 dBm  averaged on the bandwidth 
 
1.2.2. Camero Xaver™ 400 
 
The Xaver™ 4002 allows for quick location of people hidden by walls and 
barriers, enabling tactical teams to step into the known and obtain mission-critical 
information, Fig.4. The Xaver™ 400 is a compact, lightweight and durable 
                                                          
2 http://www.camero-tech.com 
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personal device, optimized for the speed of tactical entries. It gives special ops 
and rescue forces critical information in real-time about the number of people and 
their location behind a wall. Simple to operate, the Xaver™ 400 provides vital 
information when and where it is needed. 
 
 
Figure 4: Xaver™ 400 
Xaver™  400 allows to track the movement of objects or people trough walls 
(but does not allow the discrimination between objects and human being; it is 
more compact and lighter than the previous one, it works in 3–10 GHz band. Like 
the previous one, this sensor does not allow the detection of people by using their 
life signs, and does not take into account the internal layout, so that false 
detections could be frequent. The operative frequencies could be too high to 
ensure an adequate penetration in high loss wall. Finally Table II provides the 
specifications of the described radar.  
 
TABLE II:CAMERO XAVER 400-  TECHNICAL SPECIFICATION 
 
CAMERO XAVER 400 
Device Type Through-Wall Radar 
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Detection capacity Still and moving targets 
Detection Range 4m, 8m, 20m 
Angular Coverage 80° in azimuth and in elevation 
Display 2D in the view plane 
Wall materials 
Chalk, bricks, cement, reinforced concrete, plastering, 
drywall. 
Bandwidth [3 – 10] GHz 
Resolution Less than 1 m 
Size and weight (370×225×120) mm; 2.95 Kg battery included 
Battery duration 
Rechargeable: 2.5 hours 
Primary batteries: 4.5 hours 
Environment - 
Transmitted Power - 
Power supply Rechargeable and primary batteries 
Wireless video Transmitter video wireless, coverage up to 100m 
 
1.2.3. LifeLocator® III  
 
The LifeLocator
3
 is a compact, standalone, UWB trapped-victim-detection 
radar, Fig.5. It exploits UWB technology to greatly improve the odds of rescue 
following structural collapses due to weather, fire or catastrophic attack, 
avalanches, flash floods, earthquakes or other natural disasters. The LifeLocator® 
is ideally suited for life rescue, locating victims by sensing even the minor 
movements of shallow breathing. The sensor detects signals that are relayed in 
real-time to a PDA. The information allows rescue personnel to accurately and 
rapidly determine the distance to the victim. A key advantage of the technology is 
                                                          
3 http://www.gssilifelocator.com/ 
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that it is not misled by scent drift or from the scent of the deceased. It does not 
require line of sight or the complete silence that challenges video and audio 
monitoring search and rescue tools. Ease of mobility and placement over 
treacherous ground further enhances the system‟s in-field effectiveness. 
 
 
Figure 5: LifeLocator® III (Not to scale) 
LifeLocator® is capable of detecting fractions of motions (i.e. those associated 
with extremely shallow respiratory) in such a way that even the most injured 
victim of any natural or man-made disaster, which can trap living beings, can be 
located. The maximum depth of respiratory detection is 4.5 m. Table III provides 
the specifications of the system.   
 
TABLE III: LIFELOCATOR® III -  TECHNICAL SPECIFICATION 
 
LifeLocator® III  
Device Type UWB radar 
Motion Detection Up to 30 ft (10 m) 
Breathing Detection Up to 18 ft (6 m) 
CHAPTER 1. FUNDAMENTALS 
__________________________________________________________________ 
 
19 
 
Detection Volume 4500 cubic ft (127 cubic m)/3 minutes 
Wireless range up to 150 ft (30 m) Wi-Fi 
Sensor Unit 
 
Size and weight 18×18×9 in (45×45×22 cm);  21 lbs (9 kg) 
Battery life up to 6 hours 
Battery type  Li-ON 
PDA control unit 
 
Size and weight 3.75×6.5 in (9.5×16.5 cm); 17 oz (490 g) 
Battery life up to 10 hours 
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Chapter 2  
Architectural Solution 
 
n the previous Chapter the importance of Through Wall Sensing in the 
Homeland Security applications has been highlighted. This chapter describes 
the developed architectural solution for the detection and tracking beyond wall of 
moving and static people.  
In the first section a high-level description of the developed functional 
architecture is provided. In following sections the implementation of introduced 
functions is described and discussed. In particular the proposed innovative 
measurement methods to extract useful information for target detection are only 
introduced while a detailed description will be presented in the following 
Chapters. 
 
2.1. Functional Architecture 
 
The developed architectural solution is characterized by innovative signal 
processing paradigms and advanced systems for:  
 solving complex electromagnetic scattering problems;  
 tracking humans  inside of  buildings;  
 detecting life signs beyond obstacles;  
 estimating the internal layout of the building and electromagnetic 
parameters of the wall; 
I 
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 combining all information in an exciting interplay between 
electromagnetic propagation, signal processing, and knowledge-based 
reasoning approach. 
 
The proposed system architecture is able to detect the vital signs, to estimate 
the thickness and electromagnetic parameters of the wall, to estimate the internal 
building layout, and to track the movement of persons inside buildings by 
processing the electromagnetic field measured from the outside of the buildings 
(i.e. the signal coming from the investigated area and measured by the received 
antennas). 
 A (quasi) real time procedure to estimate the internal layout of the building has 
been developed. The estimated building layout and electromagnetic parameters of 
the wall is then exploited to obtain the model of scenario and localize and tracking 
individuals inside the building. The innovative procedures developed to a priori 
estimate the internal building layouts are a key point of the proposed system 
architecture and also the main differences between the proposed one and the 
existing. For the implementation of all these functionalities an innovative 
electromagnetic scattering model has been developed. In Fig.6 the overall 
functional architecture is shown.   
 
 
Figure 6: Functional Architecture 
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2.2. Wall Parameters Estimation 
 
The aim of this block is to estimate the thickness and the electromagnetic 
parameters of the wall [40]. The estimation procedure takes advantage from the 
circumstance that the shape and the amplitude of the “first part” of the measured 
signal (in time domain) only depend on these parameters. The system will be 
equipped with a database storing signals for opportune values of the thickness and 
dielectric constant. These signals have been synthetically computed via a full-
wave electromagnetic model, including a 3D representation of both wall and 
antennas. 
The wall parameters are estimated by minimizing the following functional: 
     
( , )
2
0
, , ,
rT d
r rd D d t M t dt

                              (2.1) 
where  , ,rD d t  are the signals calculated for opportune values of the couple 
 ,r d , while  M t is the measured signal. This functional represents the 
mismatch between the measured signal and the database signals. Finally the wall 
parameters are obtained by following minimization 
 
 
  
,
,   min    ,  
r
r r
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
                                     (2.2) 
In particular the time portion of interest is chosen so that the contributions due to 
the scattering objects located beyond the wall are mainly concentrated outside this 
interval. This capability is the first step for the reconstruction of the internal 
building layout. The more accurate is the wall parameters estimation the more 
accurate will be the retrieved layout. 
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2.3. Layout Estimation 
 
Several approaches have been increasingly documented in the literature 
showing abilities to sense beyond a single wall. But shadowing, attenuation, 
multipath, refraction, diffraction, and dispersion affect the propagation of the 
electromagnetic waves beyond the first interface. Then, it is crucial to determine 
the layout of investigated structure, where persons may be, and even identify 
objects within structure. 
In this functional block “layout estimation” a model-based representation (a 
detailed description of model-based representation is provided in the following 
chapter), that best matches the collected data, using a full-wave propagation 
model, allow to retrieve the geometrical features of the investigated structure, 
Fig.7. 
 
Figure 7: Model based representation for layout estimation 
The common approaches usually neglect propagation distortions such as those 
encountered by electromagnetic waves propagating through walls and objects. 
These distortions degrade the accuracy and can lead to ambiguities in detection, 
localization and tracking of the moving targets. 
 
2.4. Modeled Scenario 
 
The aim of this section is to estimate the electromagnetic response of the 
scenario reconstructed thanks to the Wall Parameters Estimation and Layout 
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Estimation. In particular, once the overall geometrical characteristics of the room 
are known it is possible to numerically evaluate the Green's function of the 
investigated region under the hypothesis that the electromagnetic properties of 
each wall are the same of the estimated one. An accurate evaluation of the 
scenario‟s electromagnetic response is important for taking into account the 
scattering phenomena due to the interaction of the electromagnetic waves with the 
environment such as diffraction and multipath. This processing block allows to 
compensate the defocusing and the delocalization of the targets due to the 
presence of the wall and the layout. An example of scenario reconstruction is 
provided in Fig.8. 
 
 
Figure 8: Layout reconstruction 
  
2.5. Tracking Algorithm 
 
The tracking algorithm is made of two parts. The first one provides the spatial 
map of targets‟ position, the second one uses this spatial map to estimate its 
movement inside the area of interest. The spatial map of the targets is obtained by 
using an efficient and accurate imaging algorithm based on a proper target model 
[41]. 
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Such a model is considered for the formulation of the problem, referred to as 
Target-Based model (TB-model). The human body (the desired target) is modeled 
as a cylinder of proper dielectric property and is assumed to be infinitely long and 
invariant along y-axis. As well known, the problem of estimating the position of 
N targets, in terms of their coordinates from the scattered electromagnetic field is 
strongly nonlinear. However, it has been shown that, for this kind of applications, 
linear inversion schemes, neglecting the mutual interactions among the targets, 
work with success beyond the limits of the models they are based on [41]. Thanks 
to the linearity of the model, it is possible to adopt an algorithm characterized by 
low computational burden to achieve the number and position of the targets, 
which is auspicated for moving target applications. To this aim, a reconstruction 
procedure based on the Truncated Singular Value Decomposition (TSVD) 
inversion scheme is taken into account [9]. Moreover, the inversion algorithm 
exploits the previous estimated information (modeled scenario block) to correctly 
localize and track the persons and to remove the presence of spurious artifacts. 
In order to filter out existing unknown static objects (as tables) and to focus out 
only on moving targets, a post-processing algorithms on reconstructed frames 
compatible with human motion (from 0.5 m/s to 5 m/s) is performed.  
 
2.6. Life Signs Detection 
 
Aim of this block is the detection of life signs, in particular the heartbeat and/or 
breathing. The idea is to illuminate by means of electromagnetic signals (in 
particular sinusoidal carrier at microwave frequencies) the zone of interest and to 
detect the presence of humans inside taking advantage from the modulation 
induced from the breastbone movement (a sufficiently periodic movement) on the 
reflected signal. So the added value of this block is the capability of detection of 
motionless people. An innovative signal processing procedure has been 
developed. The proposed procedure allows to process the available data, and to 
detect the presence of life signs, in real time. Such functionality makes the 
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proposed architecture a useful supporting tool in both civil and military 
applications. In fact it could be used to localize humans in trouble under ruins 
produced by landslides, earthquakes etc, or to localize motionless intruders in 
sensitive areas. More details about the life signs extraction are reported in Chapter 
4. 
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Chapter 3 
Moving Target Tracking 
 
his Chapter describes the proposed measurement method for tracking of 
moving targets [42]. In particular, the section 3.1 briefly highlights the 
fundamental requirements of the measurement system configuration, while the 
later sections describe all operating steps of the measurement algorithm; for the 
sake of clarity, they are also sketched in the block diagram of Fig.9. 
 
 
Figure 9: Block diagram of the proposed measurement method 
T 
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Special emphasis is put both on the adopted scattering model and the linear 
inversion scheme, whose combined use makes it possible to correctly detect the 
presence of humans inside rooms or complex scenes. 
 
3.1. Measurement System Configuration 
 
The measurement system (MS) has to feature: 
 a set of 
aN  identical transmitting and receiving antennas arranged on 
one or more lines with uniform spacing equal to min 2 , where min  is 
the wavelength associated with the highest frequency involved in the 
measurement signal;  
 a generation section that produces the electromagnetic signal to be 
transmitted; 
 an acquisition section that digitizes the received electromagnetic signal. 
 
MS can implement either a multi-monostatic or a multistatic/multiview 
approach. In the first case, each antenna acts both as a transmitter and receiver. In 
particular, an electromagnetic pulse with defined spectral characteristics is 
transmitted and received by a single antenna (monostatic approach); the same 
procedure is repeated for any other antenna of the set (multi-monostatic 
approach). As for the multistatic/multiview approach, a number of antennas act 
only as transmitters while the remaining ones act only as receiver. In particular, an 
electromagnetic pulse with defined spectral characteristics is transmitted by a 
single antenna and simultaneously received by a defined number of receiving 
antennas (multiview approach); the same procedure is repeated for any other 
transmitting antenna of the system (multistatic/multiview approach). 
The considered measurement configuration is a multi-monostatic 
multifrequency. The acquisition system operates as a Stepped Frequency 
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Continuous Wave (SF-CW) sensor and collects the data as a function of frequency 
and position of each element of the antennas array. 
 
3.2. Scattering model 
 
The developed scattering model takes into account the scene shown in Fig.10. 
The measurement system, within which the sources of the incident field are 
located, is on the left, the wall is in the middle and the investigation domain, 
within which the movement of the targets has to be tracked, is on the right. The 
sources of the incident field  incE   are being modeled as a filamentary current 
directed along y-axis, which is orthogonal to the plane of the investigation 
domain, they are located at the air/obstacle interface at Sz z  and radiating within 
a frequency bandwidth  min max,f f f . 
 
Figure 10: Geometric model of the considered problem. 
The propagation medium includes three layers, the first and the last of which 
are considered as free-space, while the second layer represents the wall. In 
particular, a homogeneous and non magnetic wall characterized by dielectric 
permittivity w  and conductivity w  is considered, whereas d  is its thickness. Of 
course, a more accurate wall model (involving several layers having 
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heterogeneous characteristics) could be used in order to allow a more rigorous 
reconstruction of the investigated scene in terms of resolution and position 
estimates; nevertheless, as confirmed by the results of actual experiments shown 
below, the adopted assumption does not prove too restrictive. The targets are 
located within an investigation domain    min min min max, ,D x x z z   .  
The desired target is approximated by means of a cylinder characterized by 
unchanging radius (according to the size of human body section); it is so possible 
to exploit the a priori information about the target, i.e. its geometrical features. In 
particular, for all tests described in the following chapters, the radius a  of the 
cylinder has been set equal to 20cm , according to the radius of the average human 
being.  
Moreover, the targets have been considered of perfect electrical conductor 
(PEC), and assumed to be infinitely long and invariant along y-axis (note the 
target is the human inside the region of interest). This is a reasonable assumption 
because a human body contains a percentage of water, i.e. a strong scatterer, 
greater than 60%. As concern the hypothesis made on the vertical size, it can be 
noticed that human body dimensions are greater than the wavelength required by 
the above approximation (according to what stated in [41]). Both hypotheses 
allow the reduction of a very complex 3D through the wall imaging problem to a 
more simple 2D configuration.  
 
3.3. Imaging Algorithm 
 
TWI is a typical inverse scattering problem, the implemented procedure is 
based on a microwave tomographic approach [43]. Although inverse scattering 
problems are nonlinear [44], a linear reconstruction algorithm based on the 
Kirchhoff approximation is considered (as we plan to deal with strong scattering 
objects), it allows to meet all the main requirements for a TWI problem.  
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However, the choice of a linear inversion scheme allows to achieve stability 
against the noise, to avoid the local minima problem, and to ensure computational 
efficiency, which is required for operation within a large (in terms of wavelength) 
investigation domain. Most importantly, a deep analysis of the mathematical 
relationship to be inverted allows to foresee the performance that is achievable 
while reconstructing. Many linear inversion algorithms can be found in the 
literature, in particular, here, the Truncated Singular Value Decomposition 
(TSVD) of the linearized scattering operator is exploited for obtaining a 
regularized reconstruction of scenario [9].  
The adopted scattering model (TB-model) is capable of taking fully into 
account the complex electromagnetic phenomena related to actual scenes with a 
reduced computational burden. The core novelty of the method is related to the 
construction of scattering operator, that takes into account the geometrical features 
of the unknown/searched targets (i.e. the human body), thus allowing better 
estimates of target position and a reduced number of unknowns if compared to 
other traditional scattering models [45], [46]. Differently from the approaches 
already presented in the literature, the model allows the evaluation of the current 
induced in the targets as those circulating on the surface of a cylinder modeling 
the target itself, thus assuring a lower computational burden. The induced current 
is, in fact, evaluated for the whole surface of the target; in the other approaches, 
instead, the evolution of the current is gained by means of a number of infinitely 
long wires covering the target surface.  
As stated above, estimating the position of 
DN  targets, in terms of their 
coordinates (
nx  and nz , with 1,..., Dn N ), from the scattered electromagnetic 
field, is a strongly nonlinear problem. The nonlinearity mainly relies on the fact 
that the induced current in a single point of the domain depends on the induced 
current in each other point of the domain. It is worth noting that the number of 
target does not have to be a priori known, and its value can be determined in the 
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successive steps by means of the significant peaks singled out in the reconstructed 
image. 
Due to the above hypotheses, the electric scattered field is still linearly 
polarized along the axis y  and it can be written as 
     0 0 0 0, , , , ,  S ind
D
E x z j G x z x z J x z dx dz                    (3.1) 
where  0 0,x z  are the coordinates of the observation position (i.e., the position of 
a receiving antenna),  0 0, , ,G x z x z  is the Green‟s function associated with the 
modeled scenario of Fig.10, accounting also for the presence of the wall, and 
 ,indJ x z  is the induced current on the modeled target (PEC), that contains the 
unknowns. With regard to the inducted current, it is worth noting that the TB-
model operates in such a way as to define its values more accurately. The 
reconstruction of the target (in particular, its shape) is, typically, accomplished by 
means of the superposition of a defined number of infinitely long filaments of AC 
current flowing on its surface; on the contrary, in the adopted model, the target is 
reconstructed through cylinders. In other words, employed expression of 
( , )indJ x z  is the induced current on the cylinder centered in  ,x z . 
As shown in [45]–[47], linear inversion schemes prove suitable to face this 
kind of problem. Specifically, introducing the distributional function   defined as 
     
1
, ( ) ( )
DN
n n
n
x z x x z z  

  
 
                               (3.2) 
where 
DN  is number of targets, the scattered field can be rewritten as 
       0 0 0 0, , , , , ,S ind
D
E x z j G x z x z J x z x z dxdz                  (3.3) 
CHAPTER 3. MOVING TARGET TRACKING 
__________________________________________________________________ 
 
33 
 
The function  , thus, can be used to locate the target position (in particular the 
center of the cylinder) within the investigation domain. Equation (3.3) becomes a 
superposition integral that relates the scattered field to the actual unknown 
distributional function   through a linear integral relationship. It is so possible to 
significantly limit the computational burden for the desired estimation purposes; a 
desirable condition for moving target applications.  
The desired values of   can be obtained as the solution of the linear system: 
    S SE E    -1AA AA                                   (3.4) 
where AA  is the integral operator numerically evaluated by means of a Finite 
Difference Time Domain (FDTD) based code, while SE  stands for the measured 
scattered field. 
Being ill-posed [9], the considered problem needs a regularization procedure. In 
particular, an inversion scheme based on TSVD has been adopted to obtain the 
inverse operator -1AA , by means of which the desired image (i.e., a single 
snapshot of the current distribution in the investigated two-dimensional domain) 
can be gained. More specifically, the integral operator is factorized as 
*
AA = UΣV                                                  (3.5) 
where U  is a square unitary matrix, Σ  is a diagonal matrix with nonnegative real 
numbers on the diagonal entries, and *V  stands for a square unitary matrix, that is 
the conjugate transpose of V . From eq. (3.5) it is easy to evaluate the expression 
of -1AA : 
 
11 *  AA V U                                                (3.6) 
It is worth noting that the factorized integral operator AA , as well as its inverse 
-1
AA , depends only on 
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 modeled investigation domain (as accounted for by the Green's 
function) 
 the inducted currents (due to the discretization of the investigation 
domain and the model assumed for the targets and numerically 
evaluated)  
 the sources of the incident field. 
 
 It can thus be evaluated off-line by means of numerical algorithms, thus 
allowing a further reduction of the computational burden and making real-time 
measurements much more feasible. In particular, to take into account the finiteness 
of the wall dimensions, which can cause the arising of spurious artifacts due to the 
edge diffraction, the Green‟s function has been numerically evaluated, exploiting 
the information on the electromagnetic parameters of the wall and the internal 
layout provided by the functional blocks described in §2.3 and §2.4.  
In this way, the Green's function takes into account modeled scenario, the 
inducted currents, due to the discretization of the investigation domain and the 
model assumed for the targets, can be numerically evaluated and scattering 
operator built.  
A graphical representation of construction method of scattering operator in TB-
model is shown in the Fig.11. 
 
Figure 11: TB-model Operator Construction 
A regularized solution R  of the equation (3.4) can be written as 
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0
,TN S n
n
n n
E v
R u

                                              (3.7) 
where TN  is the truncation index. Moreover, the set   0n n


 denotes all singular 
values, ordered in a non increasing sequence, whereas  
0n n
u


 and  
0n n
v

  
form 
orthonormal bases in the unknowns and data spaces, respectively [9]. Particular 
attention has to be paid to the selection of the value 
TN ; it depends both on the 
behavior of the singular values and the tolerable noise level on data. The presence 
of noise, in fact, prevents the use of all singular values needed for an accurate 
snapshot; the bigger 
TN , the finer resolution, the higher the effect of noise on the 
final result. With respect to the proposed method, 
TN  has suitably been chosen 
according to the available SNR. As a result, the higher values of R  are associated 
with the locations of the investigation domain actually occupied by human targets; 
on the contrary, the absence of target gives rise to low levels of dimensionless 
distributional function . 
Better performance of the method can be achieved if the MS, implementing a 
multi-monostatic approach, operates as a stepped frequency continuous wave 
sensor. In particular, the acquisition system collects the data as a function of 
frequency and position of each element of the antennas array. The step f  of 
frequency sweep has been set according to the Shannon sampling theorem, since it 
depends on the extent z , i.e. along the z-axis, of the investigation domain [48]: 
 
freq
B
f
N
                where                    
 min max
freq
k k
N z


           (3.8) 
where B  stands for adopted frequency bandwidth, while 
mink  
and 
maxk  are equal 
respectively to 
min2   and max2  . In particular, for each antenna of the array 
and frequency value in the bandwidth B , the acquisition system transmits and 
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receives an electromagnetic signal. The procedure waits for the construction of the 
integral operator AA , a N M  matrix where 
freq obsN N N  , with freqN  number 
of frequencies and 
obsN  number of observation points, while x zM n n   stands 
for the number of cells used to discretize the investigation domain in both 
directions. Each element of the operator represents the field scattered by a cylinder 
located at  ,n nx z  in the investigation domain when it is exposed to an incident 
field of frequency *f , generated by an antenna placed in  ,s sx z , as shown in 
Fig.10. In other words, each element of AA  is a solution of (3.4) with   a priori 
established, i.e. N  stands for the number of equations needed to determine the 
field scattered by a cylinder in a defined point of the investigation domain. This 
approach has been adopted both in the construction of the integral operator AA  
and data acquisition. Finally the inverse operator -1AA  obtained with TSVD has 
been processed with measured data according to (3.7). According to what stated in 
[9], the adopted frequency diversity is required to achieve the desired resolution in 
image reconstruction and obtain a better SNR. 
These considerations explain the dependence of the frequency sampling step 
from the size of the investigation domain. So, if the minimum number of 
frequencies is set by the Shannon's theorem, it can be observed that a very large 
number of frequencies does not provide advantages in image reconstruction, since 
the associated equations would be dependent from one another and provide no 
useful information.  
 
3.4. Detection and Target Tracking 
 
As stated above, each obtained snapshot provides a reconstructed spatial map 
of the investigation domain as well as the position of the target, which is a key 
step for tracking purposes. Since the investigation domain has been modeled in 
the hypothesis of free space, the presence of furniture or other fixed objects in the 
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scene gives rise to artifacts that could prevent the correct localization of the 
targets. As an example, let us consider the scene shown in Fig.12; it consists of a 
table and a cupboard within the investigation domain. 
The presence of the table makes the location of the target behind it more 
difficult from the analysis of a single snapshot (Fig.13a-c); in particular, the 
artifacts due to its presence should completely hide the target.  
 
Figure 12: Geometric model in the presence of furniture. 
To overcome this limitation, the detection and tracking of the target is 
accomplished through a Moving Target Indicator (MTI) filter (Fig.14a and 
Fig.14b) that removes all static targets (tables, cupboards and walls).  
 
 
Figure 13: Consecutive snapshots obtained in the presence of furniture; the effect 
due to the presence of the table makes target location difficult to be achieved 
Clearly, the MTI filter is not able to remove the mutual interactions between 
moving target and static target, but this effect is strongly mitigated by adopted 
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imaging algorithm, which takes into account the internal layout evaluating 
numerically the Green's function. 
This way, artifacts related to stationary items are removed from the 
reconstructed scene. All that is stationary during the measurement process does 
not appear in the reconstructed scene, while effects due to the moving targets are 
preserved.  
 
Figure 14: Application of the MTI Filter to the snapshots of Fig.10;  
To further improve the measurement algorithm, a suitable threshold (Fig.15) is 
applied to each snapshot to remove the remaining artifacts due to the actual 
investigation domain, noise and regularization [45].  
 
 
Figure 15: Snapshots of Fig.11 after the application of the threshold procedure. 
The procedure automatically localizes, for each snapshot, the moving targets‟ 
position extracting the relative maximum points in the reconstructed image. 
Moreover, the tracking algorithm, storing the previous states, automatically 
provides the instantaneous direction and velocity of each target.  
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Finally, thanks to the availability of the position of the targets in each snapshot, 
their direction and velocity is automatically evaluated (automatic tracking 
procedure). 
To achieve reliable results, the moving targets have to be stationary in the 
acquisition interval, i.e. the time taken by the measurement station to digitize the 
scattered electromagnetic field. It is worth noting that the method works with 
success only if the trajectories of moving targets do not present intersections with 
one another (i.e. the minimum distance between two different trajectories is lower 
than an human step); this way, the trajectory of each target can be defined as the 
curve connecting all the successive positions the distance of which results lower 
than one human step. 
   
3.5. TB Model: comparative analysis  
 
To assess the performance of the TB model, its performance has been 
compared with those gained by means classical technique [45], [46]. In particular 
in [45] the problem of imaging “thin” (much smaller than the wavelengths of the 
exploited incident radiation) metallic cylinders from the knowledge of the 
scattered far field has been faced by means of a linear δ-function approach. The 
results of the comparison are given in Fig.16, in particular in Fig.16a is show the 
comparison in the case of a target in the presence of a single wall between the 
multisensor system and the target. The obtained performances are excellent in 
both cases. It is worth noting that the imaging technique based on thin cylinders 
approximation reconstructs the edge of the target causing a small localization 
error equal to the radius of the considered cylinder to approximate the target. This 
error is clearly negligible. In Fig.16b and Fig.16c the presence of four walls is 
considered, in the first case a single target is present in the scene, in the second 
case two targets are considered. The obtained results highlight the superior 
performance of TB-model in terms of mutual interactions and multipath, which 
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give rise to spurious artifacts and false alarms, in particular the TB model takes 
into account the interactions between moving target and the external walls, so no 
artifacts appear in the investigation domain. 
 
 
Figure 16: Comparison of obtained results; a) Single target and single wall; b) 
Single target and four walls; c) Two targets and four walls.
Thin metallic cylinders                        TB-model 
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Chapter 4 
Life Signs Detection 
 
n this Chapter, as mentioned before, a new measurement method for through-
the-wall detection of life signs is derived [49]-[50]. The method analyzes the 
phase modulation that a sinusoidal signal, generated by means of a proper 
continuous wave microwave transceiver, undergoes when reflected by the chest 
periodic displacement associated with breathing, as shown in the reference 
scenario of Fig.17. It takes advantage of a suitable spatial smoothing decorrelation 
strategy applied to the traditional algorithm for multiple signal classification 
(MUSIC), mandated to single out the spectral components of the received phase 
signal. The attention is specifically focused on the spectral content characterizing 
the backscattered electromagnetic signal due to its reflection from a moving chest. 
The model is described with references to a generic continuous-wave (CW) 
system, which involves two different antennas for signal transmission and 
reception, respectively.  
In particular, in the first section the rationale of the overall echo model is 
presented and the adopted transmitted waveform modeling is derived; in the 
second section theoretical details concerning the MUSIC algorithm are given. The 
last section describes all operating steps of the proposed measurement algorithm. 
 
I 
CHAPTER 4. LIFE SIGNS DETECTION 
__________________________________________________________________ 
 
42 
 
 
Figure 17: Reference Scenario 
 
4.1. Backscattered signal model 
 
In the assumption that amplitude variations can be neglected, the evolution 
versus time of a signal T  generated by a generic CW system can be expressed as: 
    cos 2T t ft t                                        (4.1) 
where f  is the signal frequency and  t  stands for the phase noise component 
of the local oscillator. 
Let us suppose that the signal T  is backscattered by a target placed at a distance 
equal to 
0d  from the CW system, and characterized by a local time-varying 
displacement, referred to as  x t , related to the chest movement. In this 
condition, the total distance between the transmitting and receiving antenna of the 
CW system is equal to 
   02 2 2d t d x t                                           (4.2) 
The chest movement  x t  can be expressed as the sum of two different 
contributions,  rx t  and  hx t , which represent body movements associated with 
respiration and heartbeat; for sake of the clarity, the contributions can be 
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expressed as    sinr r rx t m t  and    sinh h hx t m t , i.e. sinusoidal signals 
with amplitudes 
rm  and hm  and angular frequencies r  and r  respectively 
[31]. 
According to what stated in [31], the received signal R  can be approximated 
as: 
 
 0 044 2cos 2
x td d
R t ft t
c

 
 
  
      
  
                    (4.3) 
where c  stands for the light propagation velocity (free space propagation is 
supposed) and   is the signal wavelength, equals to c f . In particular, the 
received signal shows a time evolution similar to that of  T t , but a time delay 
due to two different contributions: the former is related to the nominal distance 
0d  
the latter is associated with the periodic motion of the target. 
According to the simplified block diagram of a Doppler-radar system shown in 
Fig.18, if the received signal is multiplied by a local oscillator signal, derived 
from the transmitted signal, proper information about the target periodic motion 
can be gained [29]. This approach keeps the phase noise of the two considered 
signals highly correlated, while the receiver pre-selector provides for a tunable 
filter to reject out-of-band interference that would create unwanted responses. 
As shown in Fig.18, two branches can be distinguished, the in phase ( I ) 
branch and the in quadrature ( Q ) branch. With regard to the I  branch, the signal 
is multiplied by a sinusoidal carrier, the frequency of which is equal to that of the 
transmitted signal. The multiplication gives rise to both a baseband component 
and a high-frequency component. A low-pass filtering is carried out to retain only 
the baseband component (also called the I  component). As for the Q  branch, the 
orthogonal version (also called the Q  component) of the aforementioned 
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baseband component is furnished as a result of similar operations. In particular, 
the I  and Q  components can be written as 
 
4 ( )
cos ( )I
x t
B t t

 

 
   
 
                                 (4.4) 
    
4 ( )
cos ( )
2
Q
x t
B t t
 
 

 
    
 
                             (4.5) 
where 
 0 0
4 d
 

           and             0
2d
t t t
c
  
 
    
 
             (4.6) 
stand for the constant phase shift due to the distance 
0d  and the residual phase 
noise. 
The evolution  t  of the phase of the received signal can straightforwardly 
be gained by applying the expression 
   
 
 
 
 
4
tan
Q
I
B t x t
t a t
B t

  

 
     
 
                      (4.7) 
to the obtained baseband components, where  tana   stands for the arctangent 
operator [51]. 
 
 
Figure 18: Simplified Doppler radar system block diagram. 
CHAPTER 4. LIFE SIGNS DETECTION 
__________________________________________________________________ 
 
45 
 
 
4.1.1. Spectral Analysis 
 
From the theory of Fourier Series any time-varying periodic displacement  x t  
can be viewed as the combination of a series of single-tone signals, [30]-[31]. 
Therefore, without loss of generality  x t , is assumed in the following to be a 
single tone signal, i.e.    sinx t m t . Of course,   denotes here the frequency 
of the chest movement.  
The phase-modulated signal can be now represented as  
        
 
 
4 sin( )
( )
4 sin
cos
m t
j
j t
I QB t e B t jB t e e e
m t
t
 
 
 
 

 
   
  
    
  
 
    
   
         (4.8) 
Then, if the exponential term is expanded using Fourier series 
 
4 sin( )
4
m t
j
jn t
n
n
m
e J e
 
 

  
 
 

 
  
 
                                 (4.9) 
where  nJ x  is the n
th
-order Bessel function of the first kind, an interesting 
Fourier-series based representation of the phase-modulated signal in (4.8) can be 
      
4 4
cos
j tjn t
n n
n n
m m
B t e J e e J n t
    
 
 
  
 
    
      
    
    (4.10) 
where  t     is the total residual phase.  
Based on (4.10), the phase-modulated baseband signal is decomposed into 
frequency components with n  times the basic frequency of the periodic 
movement.  
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Accordingly, the spectral content of the signal (4.10) can be simply analyzed in 
the frequency domain, giving in a very simple way important indications on the 
nature of the detected movements. As it can be seen from Fig.19, in the frequency 
domain, the received signals exhibits delta-like behaviors in all those frequencies 
which are n  times the basic frequency of the chest movement  x t , thus allowing 
to detect the human presence by observing the spectral content of the measured 
signal. 
 
Figure 19: Spectrum of the baseband signal of (4.10) 
 
4.2. MUSIC Algorithm 
 
Based on the orthogonal subspace projection proposed in [52], MUSIC 
algorithm can be classified as a noise subspace frequency estimator. In particular, 
it estimates the autocorrelation matrix using an eigenspace method, and works in 
the assumption that the signal of interest,  x n , consists of the sum of r  complex 
exponentials in the presence of white Gaussian noise. Given an autocorrelation 
matrix with dimensions equal to M M  ( M  being the number of digitized 
samples), if the eigenvalues are sorted in a decreasing order, the r  eigenvectors 
corresponding to the r  largest eigenvalues point out the signal subspace. Let us 
n=0 
n=1 
n=2 
n=3 
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consider a random sequence given by r  independent complex sine waves buried 
in noise: 
( )
1 1
( ) ( ) ( ) ( )i i
r r
j n
i i
i i
x n s n w n Ae w n
 
 
                            (4.11) 
where  w n  is the additive white noise. The acquired sequence consists of M  
samples: 
1 1
1 2 2 2
1 2
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( 1) ( 1) ( 1) ( )
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.
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 
 
 
 
 
   
   (4.12) 
 
If each column 
 1
1 ... ... ii
T
j Mj
e e
  
   is referred to as  ia , the matrix 
 A  can be written as      1 2 ... ... r    a a a . The autocorrelation 
matrix of the measured data vector  nx  can, thus, be expressed as the sum of the 
autocorrelation matrices of the signal  s n  and the noise  w n  as: 
    * 2Wn n    HS WR x x R + R APA I                    (4.13) 
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where H  denotes the conjugate transpose operator, the diagonal matrix P  stands 
for the correlation matrix of the input sinusoidal signals and 2
w  is the noise 
power.  
According to what stated in [53], the autocorrelation matrix R  can be 
decomposed as 
H H
S S S W W W
R = U Λ U +U Λ U                                     (4.14) 
where  2i wdiag   SΛ  (i.e. a diagonal matrix whose entries are the r  largest 
eigenvalues with 
1 2 ... r     ),  S 1 2 rU = u u ... ... u  is the signal 
subspace and contains the r  eigenvectors corresponding to the r  largest 
eigenvalues,  2wdiag WΛ  and  W r+1 r+2 MU = u u ... ... u  is the noise 
subspace. 
In other words, the correlation matrix of the noisy signal can be written in 
terms of its eigenvalues and associated eigenvectors as:  
 2 2
1 1 1
M r M
x
i i w w
i i i r
   
   
    H H Hi i i i i iR = u u u u u u                    (4.15) 
From Equation (4.15), the eigenvectors and the eigenvalues of the correlation 
matrix of the noisy signal can be partitioned into two disjoint subsets. The subset 
of eigenvectors  1 2 ru ,u , ... ,u , called the principal eigenvectors, defines the signal 
subspace; signal vectors can be expressed as linear combinations of these 
principal eigenvectors. The second subset of eigenvectors  r+1 r+2 Mu ,u , ... ,u , 
whose eigenvalues are ideally equal to 2
w , defines the noise subspace. Since the 
signal and noise eigenvectors are orthogonal, it follows that the same 
considerations hold for signal subspace and noise subspace. As a consequence, 
also the sinusoidal signal vectors, which are in the signal subspace, are orthogonal 
to the noise subspace, and it can be written that 
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



 H ka u                                 (4.16) 
with 1,...i r  and 1,...,k r M  . 
Equation (4.16) implies that the desired frequency values of the r  sinusoidal 
signals can be obtained by finding the zeros of the following polynomial function: 
1
( ) 0
M
k r
f
 
 H ka u                                             (4.17) 
In the MUSIC algorithm, the power spectrum estimate is defined as  
2
1
( ) ( )
M
k r
P f f
 
  H ka u                                        (4.18) 
Since the zeros of  P f  are ideally positioned at the frequency values of the 
sinusoids, it follows that the reciprocal of  P f  has its poles at the same 
frequencies. 
MUSIC spectrum, usually referred to as pseudo-spectrum, is defined as 
1
( )
( ) ( )
MUSICP f
f f

H H
W W
a U U a
                                 (4.19) 
In nominal conditions, its local maxima occur in correspondence to the 
frequency values of the sinusoidal components involved in the received signal, 
thus suitable estimates (also called MUSIC estimates) of the quantities of interest 
can be achieved.  
As shown in [54], given the duration of the observation interval, the resolution 
and estimation accuracy of the MUSIC algorithm get worse upon the SNR‟s 
decreasing, while in a definite condition of noise, they improve for wider 
observation intervals. The associated computational burden is mainly due to the 
eigenvalues decomposition and location of the pseudo-spectrum local maxima. 
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4.3. Measurement Algorithm 
  
In this section all operating steps of the proposed method for life signs 
detection, in the following referred to as Advanced Music, are described. In 
particular it enlists: 
 data acquisition 
 phase signal filtering 
 spatial smoothing procedure 
 signal subspace selection 
 MUSIC algorithm 
 
For the sake of clarity, they are also sketched in the block diagram of Fig.20. 
 
 
Figure 20: Block diagram of the proposed method for life signs detection 
 
CHAPTER 4. LIFE SIGNS DETECTION 
__________________________________________________________________ 
 
51 
 
 
4.3.1. Data acquisition 
 
The electromagnetic signal backscattered by the desired target is at first 
digitized by means of a suitable data acquisition system, the characteristics of 
which, in terms of sample rate and memory depth, have to be chosen 
appropriately. In particular, the use of a transceiver capable of assuring coherent 
phase relationship between transmitted and received signals should be advisable. 
The main aim of the method is to detect low frequency phase modulation in the 
received signal, which is potentially associated with human beings. This way, a 
traditional demodulation scheme is at first applied to the backscattered signal, 
received by means of a suitable antenna. 
The obtained signal  t , as reported in (4.7), includes  
 a DC signal due to the wall reflections;  
 two separated Doppler components associated respectively with the 
breathing and heartbeat; 
 noise. 
 
4.3.2. Phase signal filtering 
 
For a successful and straightforward application of the MUSIC algorithm, the 
phase signal is passed through a suitable band-pass filter, tuned on the frequency 
band peculiar to breathing and heartbeat and capable of rejecting the DC 
component. The use of a band-pass filter having narrow bandwidth and high stop-
band attenuation is recommended. In particular, as typical medical data confirm 
that no life signs directly related to breathing and heartbeat are present outside the 
band  0.1 3 Hz , a digital finite impulse response (FIR) filter with the same 
bandwidth and stop-band attenuation greater than 60 dB is adopted. Since only 
phase information is of interest, the filtered signal is normalized in order to limit 
some undesired amplitude modulation. 
CHAPTER 4. LIFE SIGNS DETECTION 
__________________________________________________________________ 
 
52 
 
In [50] the MUSIC algorithm has been adopted to gain the spectral content of 
the phase of the received signal, thus detecting possible vital signs. In particular, 
the filtered phase signal has acted as the input sequence  x n  for the MUSIC 
algorithm. 
 
4.3.3. Spatial smoothing procedure 
 
To make the proposed method outperform the old version, described in [50], a 
spatial smoothing procedure (in the following referred respectively to as temporal 
and sample decorrelation) has been implemented and applied to the filtered phase 
signal in order to increase the signal-to-noise ratio, Fig.21. To this aim, the 
adopted procedure allows improving the robustness of the considered signal 
model since it takes into account the non-perfect periodicity of the received signal. 
  
 
Figure 21: Spatial smoothing procedure 
This result is obtained by a smart procedure of smoothing and an appropriate 
choice of the rank of the signal subspace. Fig.22 shows a graphical representation 
of the adopted decorrelation techniques. 
The temporal decorrelation consists in dividing the whole array of M  filtered 
phase samples in several blocks; the number 
blocksN  of the obtained blocks can 
thus be written as  
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blocks
block
T
N
T

                                                           
(4.20) 
where T  stands for the whole observation interval and 
blocksT  is the time duration 
of each block. In order to set the value of 
blocksT ,  the lowest typical value ( 0.3Hz ) 
of breathing frequencies is taken into account. As a consequence, each burst lasts 
enough to contain at least one period of the breathing signal, i.e. 
block breathT T                                                 (4.21) 
where 3breathT s .  
The sample decorrelation exploits the oversampling factor usually involved in 
the digitization of the received signal. In particular, an under-sampling factor   
that satisfies the relation 
2
sample
x
f
f B

 
                                                      
(4.22) 
is determined; sample
M
f
T
  is the sampling rate of the received signal, B  is the 
unilateral band of the breathing signal, while 
xf  is the new sampling rate. As a 
consequence, each block determined during the temporal decorrelation stage is 
divided into   new arrays, each of which corresponds to an  -decimated version 
of the original block; moreover, the index of each decimated array defines the 
index of first sample of the block adopted its generation (Fig.22). 
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Figure 22: Adopted decorrelation technique. 
The 
blocksN   sequences of samples obtained after the sample decorrelation 
can be collected as the rows of a matrix X , the columns of which contain the 
samples of the decimated filtered phase. The experimental (actual) autocorrelation 
matrix of the phase signal can thus be gained from the matrix X  according to 
                                     *, ,n m n m R X X                                   (4.23) 
where  0,1,..., 1blocksn N     
and 0,1,... spbm N , spbN  being the number of 
phase samples included in each  -decimated array. 
Thanks to the adopted smoothing procedure, a significant increase in terms of 
number of eigenvalues is achieved. 
blocksN   eigenvalues corresponding to the 
signal space can, in fact, be determined, thus successfully improving the signal-to-
noise ratio. As an example, Fig.23 shows the improvement in terms of number of 
eigenvalues; in particular 4 blocks have been considered, each of which decimated 
by 5.  
Moreover, the adopted strategy can assure a significant reduction of the 
computational burden, thus making the proposed method more attractive for real-
time applications. Specifically, the autocorrelation matrix evaluated in (4.23) has 
M M  dimensions; after the decorrelation stages the autocorrelation matrix R  
has dimensions 
spb spbN N .  
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At the end, the required pseudo-spectrum allows the estimation of the spectral 
content of the filtered phase signal.  
 
Figure 23: Eigenvalues before (a) and after (b) the adopted decorrelation 
procedures; only the eigenvalues characterized by highest value are chosen to select 
the signal subspace. 
 
4.3.4. Signal subspace selection 
 
The adopted smoothing procedure aims at increasing the dimension of the 
signal subspace in order to improve the robustness of the proposed method in 
actual measurement conditions. In the assumption of ideal conditions (i.e. 
evolution of the chest displacement versus time modeled as a pure sinusoidal 
tone), the signal subspace and the related matrix should still have rank equal to 1, 
also after the smoothing procedures, because the sub-arrays obtained from the 
phase signal segmentation are all dependent on one another, and the dimension of 
the space signal should not change. 
In actual scenarios, the phase signal associated with the breathing turns out to 
be characterized by a not perfectly sinusoidal evolution versus time during the 
observation interval and, consequently, by a certain number of spectral 
components located around 0.3 Hz  (typical value of the frequency of breathing). 
This way, the sub-arrays obtained after the decorrelation procedures will not be 
all dependent on one another due to the effect of noise and a certain degree of 
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spectral dispersion. So, the rank of the matrix of the signal subspace should be at 
most equal to the number of the considered sub-arrays; it is worth noting that a 
lower number of eigenvalues is taken into account and considered significant, and 
the proposed strategies makes the eigenvalues selection more straightforward with 
respect to other solutions already presented in the literature [55]. In particular, the 
eigenvalues characterized by higher values and associated with spectral 
components very close to 0.3 Hz  are retained, thus allowing the adopted 
procedure to estimate the different spectral components involved in the received 
phase. To this aim, the most independent sub-arrays are selected by means of the 
rank of the adopted signal subspace. The remaining eigenvalues, related to 
differences due to the involved noise and showing the lowest values, are 
discarded. In particular, the eigenvalues whose normalized amplitude is below 
30 dB  are dropped. 
As stated above, the chest displacement depends on two different contributions, 
related respectively to breathing and heartbeat, and characterized by different 
typical amplitudes. In particular, for body movements due to heartbeat, the 
amplitude is usually within the range of 0.05 mm  [31]; on the contrary, 
displacement associated with the respiration can be as large as several millimeters. 
This way, the higher the number of considered eigenvalues in spectrum 
estimation, the richer will be the reconstruction of the spectral content. However, 
in order to improve the spectrum readability and, consequently, the detection of 
human beings, the signal subspace is selected in such a way as to filter out (i) low 
amplitude harmonics of breathing and (ii) tones associated with heartbeat. 
For the sake of clarity, Fig.24 shows the spectra obtained by the proposed 
method when the rank of the signal subspace is increased from 5 up to 19; this 
way, more spectral components can be taken into account, to the detriment of 
certain amount of noise introduced in the signal subspace. As it can be seen, new 
peaks appear in the obtained spectrum; some of them (in particular, the one 
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centered at 1.25 Hz) should be associated with heartbeat, even though the 
presence of harmonics related to the breathing could give rise to false detection. 
 
 
Figure 24: Pseudospectra obtained by means of the proposed method obtained by 
selecting signal subspaces of rank equal, respectively, to 5 and 19. 
A procedure for automatic rank selection has been adopted, in particular, 
Aikake‟s information criterion (AIC) [56] allows determining the number of 
significant eigenvalues by means of a deterministic procedure to the detriment of 
a limited increase of computational burden. AIC belongs to a family of methods 
that use information theoretical criteria (ITC). 
 The basic idea is the identification, within a defined set of likelihood 
functions, of that which better represents the distribution of N  observations of the 
same statistical process. In particular, the AIC method selects the likelihood 
function  ,LF kZ p  that minimizes the expression 
      AIC , 2log 2 2
m k
k LF k m k

   Z p Z p               (4.24) 
where k  stands for the number of significant parameters in the statistical model,  
m  is the whole number of parameters, Z  is the actual (measured) covariance 
matrix, and p  represents the constraints to be met for the minimization of the 
likelihood function. The pair  ,kp  minimizing eq. (4.24) has to be found; the 
CHAPTER 4. LIFE SIGNS DETECTION 
__________________________________________________________________ 
 
58 
 
value of k  provides the desired number of significant eigenvalues, [56]-[57]. It is 
worth noting that the constraints p  can be expressed in terms of eigenvalues and 
eigenvectors of Z , and, if the observations are linearly independent, the 
logarithm of the likelihood function computed from the covariance matrix can be 
expressed as 
     log log det HLF N  Z p Z Z Z                      (4.25) 
where  21 1,.., , , ,...,m mu u p σ . 
It is possible to demonstrate, as discussed in [58], that the logarithm of the 
likelihood function in eq. (4.25) is minimized if the constraints p  are given by: 
I. i i   with 1,...,i k ; 
II. 
2
1
1 m
i
i km k

 


σ ; 
III. j ju u , with 1,...,j m . 
Under these assumptions, eq. (4.24) can be rewritten as 
  12AIC 2log 2 (2 )
m k
m
i
i kk k m k



 
 
 
    
 
 
 

                     (4.26) 
This way, the number of significant eigenvalues is given by the value d  of the 
parameter k  that minimizes the expression (4.26): 
1,...,
min ( )
k m
d k

 AIC                                          (4.27) 
As an example, Fig.25 shows the results obtained by the proposed method 
when either threshold or AIC-based procedure is adopted for matrix rank 
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selection. Results refer to a scenario involving a human being located at a distance 
equal to 2 m from the source and behind a brick wall 0.2 m thick.  
As it can be appreciated, adaptive rank selection assures a better resolution 
(sharper peak in the pseudospectrum) to the detriment of a slightly reduced 
dynamic range (DR). Since the aim of the method is the detection of vital signs, 
the adoption of threshold procedure should be advisable; moreover, reduced 
computational burden proves to be necessary for real-time operation, if needed. 
On the contrary, for very low signal-to-noise ratio (SNR), a more reliable 
procedure for rank selection, such as those involving AIC, should be preferable. 
 
Figure 25: Comparison of the results obtained by the proposed method when 
threshold (blue line) or adaptive (red line) procedure are adopted for rank selection. 
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Chapter 5 
Numerical results 
n this Chapter the analysis of numerical results is performed in order to verify 
the behavior of proposed measurement methods in presence of noise. This 
Chapter is divided in two different sections, in the first one, the numerical results 
of measurement algorithm for through wall detection of moving target in different 
scenarios are shown and discussed, in particular a briefly description of adopted 
electromagnetic field simulator is provided and the obtained results in three 
different situations are presented. The block diagram of the cited method for TWI 
is sketched in Fig.9. 
The second section is dedicated to Vital Signs Detection, a number of 
numerical tests are presented and discussed. All operating steps of Advanced 
Music Algorithm are shown in the block diagram of Fig.20. In particular, the 
dynamic range (DR) has been considered as performance factor. DR has been 
evaluated as the ratio of the amplitude of the spectral component mostly 
associated with breathing in the frequency range of interest to the amplitude of 
either the largest harmonic, spurious spectral component or noise floor.  
 
5.1. Moving Target Detection 
  
A number of tests have been conducted on numerically generated signals in 
order to preliminary assess the performance of the implemented procedures for 
moving target detection. An electromagnetic wave simulator based on FDTD 
I 
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numerical method has been exploited to obtain scattered field synthetic data in 
different conditions. 
 
5.1.1. GPRMAX 
 
GprMax
4
 is an electromagnetic wave simulator for Ground Penetrating Radar 
modeling. It is based on the Finite-Difference Time-Domain numerical method.  
The FDTD approach to the numerical solution of Maxwell's equations is to 
discretize both the space and time continua. Thus the discretization spatial x , 
y  and z  and temporal t  steps play a very significant role, since the smaller 
they are the closer the FDTD model is to a real representation of the problem.  
However, the values of the discretization steps always have to be finite, since 
computers have a limited amount of storage and finite processing speed. Hence, 
the FDTD model represents a discretized version of the real problem and of 
limited size. The building block of this discretized FDTD grid is the Yee cell [59] 
named after Kane Yee who pioneered the FDTD method. This is illustrated for the 
3D case in Fig.26a. The 2D FDTD cell is a simplification of the 3D one and is 
depicted in Fig.26b.  
 
 
Figure 26: a) The 3D FDTD Yee cell; b) 2D FDTD cell 
The numerical solution is obtained directly in the time domain by using a 
discretized version of Maxwell's curl equations which are applied in each FDTD 
                                                          
4 www.gprmax.org 
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cell. Since these equations are discretized in both space and time the solution is 
obtained in an iterative fashion. In each iteration the electromagnetic fields 
advance (propagate) in the FDTD grid and each iteration corresponds to an 
elapsed simulated time of one t . Hence by specifying the number of iterations 
one can instruct the FDTD solver to simulate the fields for a given time window. 
The price one has to pay of obtaining a solution directly in the time domain 
using the FDTD method is that the values of x , y , z  and t  cannot 
assigned independently. FDTD is a conditionally stable numerical process. The 
stability condition is known as the CFL condition after the initials of Courant, 
Freidrichs and Lewy and is 
     
2 2 2
1
1 1 1
t
c
x y z
 
 
  
                                  (5.1) 
where c  is the speed of light. Hence t  is bounded by the values of  x , y , z . 
The stability condition for the 2D case is easily obtained by letting z  . 
One of the most challenging issues in modeling open boundary problems as the 
GPR one is the truncation of the computational domain at a finite distance from 
sources and targets where the values of the electromagnetic fields cannot be 
calculated directly by the numerical method applied inside the model. Hence, an 
approximate condition known as absorbing boundary condition (ABC) is applied 
at a sufficient distance from the source to truncate and therefore limit the 
computational space. The role of this ABC is to absorb any waves impinging on 
it, hence simulating an unbounded space. The computational space (i.e. the model) 
limited by the ABCs should contain all important features of the model such as 
sources and output points and targets.  
In constructing a GPR model in two and three dimensions, some assumptions 
are necessary. The assumptions made for both GprMax2D and GprMax3D models 
are: 
CHAPTER 5. NUMERICAL RESULTS 
__________________________________________________________________ 
 
63 
 
 all media are considered to be linear and isotropic. 
 in GprMax3D if the physical structure of the GPR antenna is not 
included in the model then the antenna is modeled as an ideal Hertz 
dipole (i.e. a small current source). In GprMax2D the transmitting 
antenna is modeled as a line source.  
 the constitutive parameters are, in most cases, assumed not to vary with 
frequency. This assumption simplifies a time domain model. However, 
a formulation able to handle a Drude (i.e. Debye plus a constant 
conductivity) relaxation model for the complex permittivity is included 
in both GprMax2D and GprMax3D. 
 
Therefore, for the 2D case the governing equations reduce to the ones 
describing the propagation of TM mode electromagnetic waves. 
The input file must contain: 
 size of investigation domain; 
 the discretization steps, x , y  and z ; 
 observation time window; 
 geometry of scenario (furniture, target); 
 type of electromagnetic source and its excitation waveform. 
 
The available choices for excitation waveform are: 
 cont_sine which is a continuous sine waveform at the specified 
frequency. In order to avoid introducing noise in the calculation the 
waveform's amplitude is modulated for the first cycle of the sine wave 
(ramp excitation). 
 sine which is a single cycle of a sine waveform at the specified 
frequency. 
 gaussian which is a gaussian waveform; 
 ricker which is the first derivative of the gaussian waveform: 
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   
2
1
22
t
I e e t
                                          (5.2) 
where 2 22 f  , 
1
f
  .  
 user which can used to introduce into the model User defined excitation 
functions. 
 
5.1.2. Numerical Test 
 
The simulated measurement system consists of an uniform linear array of 
antennas operating according to a multi-monostatic approach, positioned at a 
distance equal to 0.3m  from the first wall interface and illuminating a complex 
investigation domain of 215m  (3 5m m ). The elements of the array are arranged 
on the full length of 3m ; in particular, each element is separated from one another 
by min 0.125
2
m

  and is characterized by a nominal frequency bandwidth from 
 300 1200 MHz . The lower bound has been determined according to the size of 
antennas usually adopted in this kind of applications, while the upper bound has 
been set as the optimal trade-off between the required resolution and wall 
permeability to the radiation. With regard to the excitation waveform, a Ricker 
pulse has been adopted, whose center frequency has been stepped by 31 MHz  
(i.e. 30  different frequencies in the considered bandwidth); the step value has 
been set according to the relationship in (3.8). 
Finally, observation windows with a duration of 45 ns  have been considered, 
in order to cover the full depth of the investigation domain.   
For each test, the thickness of the wall has been set to 0.2m , its dielectric 
permittivity has been chosen equal to 
03w  ) and the associated effective 
conductivity has been fixed to 0.01 w S m  .  As for the TSVD truncation 
index, it was chosen to retain the singular functions corresponding to the singular 
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values not lower than 20 dB  with respect to their maximum value.  Different 
scenes have been taken into account. For each of them, the data of the scattered 
field have been evaluated through the electromagnetic simulator GprMax. 
 
Scene 1 
The simulated scene is shown in Fig.27. The investigation domain has included 
a wooden table (
03t  ), a sofa, and two cupboards. A person walking at a speed 
of about 0.8m s  has been supposed to move towards the table. The obtained 
results are represented in Fig.28; in particular, the time sequence of the 
reconstructed snapshots before applying the threshold procedure is given. The 
moving target has been well localized in all the snapshots and, as expected, the 
adopted differential approach removed the stationary targets in the investigated 
domain. Moreover, the mutual interactions between the moving target and the 
stationary objects have given rise to spurious artifacts (see, for example, Fig.28c 
and Fig.28e). 
 
Figure 27: Geometric model of the room considered in Scene 1. 
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Figure 28: Some reconstructed images provided by the proposed method in Scene 1. 
The presentation order reflects their time evolution order. The dashed lines 
represent the stationary targets, while the full line circle specifies the nominal 
position of the modeled target. 
a) 
 
 
 
 
 
 
 
b) 
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In Fig.29, the results provided by the tracking algorithm are given; in particular, 
the position of the moving target in each time interval has automatically been 
extracted. As stated above, the presence of spurious artifacts, due to the furniture 
and not representative of the moving object, have been prevented through the 
threshold procedure; it is worth noting that the same threshold value (equal to 
20 %  of the maximum value of R  in the considered snapshot) has been adopted 
in all the conducted tests. It is possible to appreciate the remarkable agreement 
between the nominal (cross marker) and estimated positions (circle marker). For 
the sake of clarity, Table IV provides the distance between nominal and estimated 
position for each snapshot considered in Scene 1. An offset of about 0.12m  can be 
noticed, mainly due to the adopted model of the target; more specifically, the 
method estimates the target position as that associated with its external edge, while 
the nominal position is associated with the target center. 
The root mean square error (RMSE) on the position estimation has been 
considered as performance factor,  defined as: 
2
1
1 N
i
i
RMSE d
N 
                                              (5.3) 
where N  is the number of snapshots and id  is the distance between nominal and 
estimated position (error). The RMSE in the first numerical test is equal to 
0.103 m . 
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Figure 29: Result of the tracking algorithm in Scene 1. The circle is the moving 
target position provided by the proposed method, while the cross is the nominal 
position of the target center. The dashed lines represent the stationary targets. 
Scene 2 
In the second scene, shown in Fig.30, two bodies (target 1 and target 2) walking 
at speed of about 0.8m s  in an empty room have been considered. In Fig.31 the 
time sequence of the reconstructed snapshots is given. The results of the tracking 
algorithm are given in Fig.32.  
 
Figure 30: Geometric model of the room considered in Scene 2. 
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Figure 31: Reconstructed snapshots provided by the proposed method in Scene 2. 
Spurious artifacts due to the mutual interactions between the moving targets can 
be noticed; as stated in §3.4, they do not give rise to false detection, being present 
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only in less than three consecutive snapshots. Also in this case, remarkable 
agreement between nominal and estimated positions has been experienced.  
The distance between nominal and corresponding estimated positions is given 
in Table V. Also in the presence of two targets moving along different trajectories, 
the proposed method has succeeded in correctly locating their positions. The 
RMSE values related to target 1 and target 2 are equal to 0.108 m and 0.113 m , 
respectively. 
 
Figure 32: Result of the tracking algorithm in Scene 2. 
Scene 3 
The simulated scene, shown in Fig.33, has consisted of a cupboard and a sofa 
placed inside the investigation domain. Moreover, it has included two targets 
walking at a speed of about 0.8 m s . Differently from the previous scenes, a 
noisy environment has been taken into account; in particular, the simulated data of 
the scattered field have been corrupted by Additive White Gaussian Noise 
(AWGN). 
As an example, Fig.34 shows some reconstructed snapshots in the presence of a 
signal-to-noise-ratio (SNR) equal to 5 dB. In these frames, the presence of artifacts 
due to mutual interactions between the two targets is clearly evident. Nevertheless, 
the results of the tracking algorithm, given in Fig.35, highlight the efficacy of the 
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proposed method also in this critical condition. The position of both targets is 
correctly tracked, while the presence of spurious artifacts is almost completely 
removed thanks to the threshold procedure. 
 
Figure 33: Geometric model of the room considered in Scene 3.   
As shown in Table VI, the presence of noise slightly affects the overall 
performance of the method with respect to the ideal condition; the values of the 
distance between nominal and estimated positions of the targets have, in fact, been 
very close to those achieved in ideal conditions (no noise). The RMSE values 
related to target 1 and target 2 are equal to 0.101 m  and 0.100 m , respectively. 
 
TABLE IV: DISTANCE BETWEEN NOMINAL AND ESTIMATED 
POSITIONS OF THE TARGET IN SCENE 1. 
Position Distance (m) 
1 0.112 
2 0.109 
3 0.112 
4 0.105 
5 0.111 
6 0.073 
7 0.102 
8 0.102 
9 0.101 
10 0.101 
RSME 0.103 
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Figure 34: Reconstructed snapshots provided by the proposed method in Scene 3. 
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Figure 35: Results provided by the proposed method in Scene 3. The circle marker 
indicates the estimated moving target position. The cross marks the nominal position 
of the center of the targets. 
 
 
TABLE V: DISTANCE BETWEEN NOMINAL AND ESTIMATED 
POSITION OF THE TARGETS IN SCENE 2. 
 
Position Distance target 1 (m) Distance target 2 (m) 
1 0.098 0.098 
2 0.106 0.106 
3 0.107 0.107 
4 0.096 0.096 
5 0.104 0.104 
6 0.098 0.098 
7 0.098 0.098 
8 0.096 0.096 
9 0.099 0.099 
RSME 0.108 0.113 
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TABLE VI: DISTANCE BETWEEN NOMINAL AND ESTIMATED 
POSITION OF THE TARGETS IN SCENE 3. 
 
 
5.2. Vital Signs Detection 
 
Preliminary numerical tests have been carried out in order to assess the 
algorithm performances in presence of noise. A sinusoidal signal, that represents 
the chest movement, has been corrupted by different levels of noise and processed 
with different techniques.  
 
5.2.1. Numerical Test 
 
The signal model for numerical assessment has been described in §4.1, the 
chest movement is modeled as the sum of two sinusoidal components related to 
breathing and heartbeat. The considered frequencies for breathing and heartbeat 
are 0.3Hz  and 1.2Hz . 
The signal numerically generated has been corrupted by AWGN to simulate 
realistic operational conditions. In the first test, a signal to noise ratio (SNR) of 
0dB  has been considered. Fig.36 shows the evolution of the breath-filtered phase 
signal versus time along with its Discrete time Fourier Transform (DFT), while 
Position Distance target 1 (m) Distance target 2 (m) 
1 0,109 0,104 
2 0,115 0,105 
3 0,084 0,072 
4 0,112 0,102 
5 0,113 0,102 
6 0,088 0,103 
7 0,083 0,104 
8 0,111 0,104 
9 0,085 0,104 
RSME 0.101 0.100 
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the associated numerical results obtained by means of the Advanced Music are 
shown in Fig.37, it is evident the presence of vital signs spectral components.   
In the second test the considered SNR is around 10dB , Fig.38 and Fig.39 
show the obtained results. Also in this noise condition, the method works with 
success and the frequency components of interest are clearly detected while in 
DFT results many spectral components are evident. 
 
 
Figure 36: Filtered phase (a) evolution versus time and its amplitude spectrum (b) 
obtained by means of a traditional DFT algorithm in Test 1.  
 
 Figure 37: Results obtained by applying the Advanced Music in Test 1   
a) b) 
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 Figure 38: Filtered phase (a) evolution versus time and its amplitude spectrum (b) 
obtained by means of a traditional DFT algorithm in Test 2.  
 
 Figure 39: Results obtained by applying the Advanced Music in Test 2  
 
5.2.2. Dynamic Range 
 
The evolution of the obtained DR versus typical parameters such as SNR, 
amplitude of the chest displacements (DA) and observation interval (OI) has been 
estimated. In particular, numerical sinusoidal phase signal, characterized by a 
frequency equal to 2 Hz, has been generated with a sampling rate equal to 50 Hz 
and 20 values of DR have been estimated in different conditions of noise and 
phase amplitude for two different values OI (5 s and 10 s). Stemming from these 
a) b) 
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values, the surfaces of averaged DR and related experimental standard deviation 
DR   have been evaluated upon the varying of SNR and DA in the interval equal 
to    20 20  and 0.1 10dB mm   , respectively. The considered values of SNR 
has been chosen in order to simulate different (i) conditions of noise, (ii) wall 
thicknesses and (iii) distances between human target and radiofrequency source; 
on the contrary, the values of chest displacement range from shallow to panting 
breathing. 
From the obtained results, shown in Fig.40 and Fig.41, some considerations 
can be drawn: 
 the method provides satisfactory values both of  DR and 
DR  but in 
very critical noise conditions; 
 as it can be expected, the estimates of DR get better for increasing 
values of OI; a mean improvement of about 15 dB has been 
encountered; 
 also in the presence of very limited chest displacement the method is 
capable of assuring reliable detections provided that a suitable OI is 
granted. 
 
 
Figure 40: Evolution versus SNR and chest displacement of DR (a) and 
DR  (b) 
(expressed in relative terms) obtained for an observation interval equal to 5s. 
 
a) b) 
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Figure 41: Evolution versus SNR and chest displacement of DR (a) and 
DR  (b)  
(expressed in relative terms) obtained for an observation interval equal to 10s. 
 
5.2.3. Comparative analysis 
 
To assess the performance of the proposed measurement method, Advanced 
Music, its numerical results have been compared to those gained by means of the 
other traditional techniques for Doppler frequency estimation, such as those based 
on Discrete Time Fourier (DFT) transform, maximum correlation algorithm [34], 
or a typical reconstruction method [47] exploiting singular value decomposition 
(SVD). With regard to the SVD-based method, the same adaptive rank selection 
described in §4.3.4 has been used. As an example, a new scenario, involving a 
human being located at a distance equal to 2 m  from a brick wall 0.2 m  thick, has 
been taken into account. 
The results of the comparison are given in logarithmic scale, Fig.42, where the 
superior performances of the Advanced Music are clearly evident. In particular, 
the new method assures better performance in terms of achieved dynamic range 
with respect to the other considered methods, thus assuring a suitable noise 
rejection in whole analyzed frequency interval. Table VII gives the values of DR 
for the considered scenario; the outstanding performance of the Advanced Music 
can be appreciated. Moreover, differently from SVD and DFT-based approaches, 
the obtained spectrum appears free from spurious peaks that can be accidently 
associated with actual frequency components of the input signal.  
a) b) 
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Furthermore, the Advanced Music allows extracting the required information 
on target frequency with an acquisition time significantly lower than that needed 
by the other techniques. Finally, remarkable advantages are obtained also in terms 
of computational burden; the adopted decorrelation strategy makes, in fact, the 
new method capable of providing its results in few seconds, with a significant 
reduction with respect to the other considered methods. 
 
 
Figure 42: Comparison of results obtained by means of Advanced Music and those 
granted by other literature solutions in logarithmic scale. a) DFT, b) Max 
Correlation, c) SVD, d) Advanced Music. 
  
 
 
 
b) a) 
d) c) 
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TABLE VII: DR ACHIEVED THROUGH THE PROPOSED AND  OTHER 
CONSIDERED METHODS. 
 
 
 
 
Method Dynamic Range (dB) 
DFT 13 dB 
Max Correlation 25 dB 
SVD 14.5 dB 
Advanced Music 60 dB 
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Chapter 6 
Experimental Validation 
 
n this Chapter, the previously presented simulation procedures have been 
applied to the measured data collected in different experiments. The structure 
is similar to that of the previous chapter, it presents two sections: the first one 
describes the instrumentation and shows the experimental results of the 
application of proposed method for Through Wall Detection of moving target; the 
second one provides a description of measurement station, the adopted 
instrumentation and a discussion of obtained experimental results in the Vital 
Signs Detection.   
 
6.1 Moving Target Detection  
 
Several tests have been performed in order to assess the robustness of the 
proposed method in Chapter 3 with regard both to model errors and actual 
measurement noise as well as highlight the reliability of its results.  
In the first section is introduced and described the prototype of Through Wall 
Radar adopted for experiments, in the second section a detailed description of 
considered scenarios and experimental results is provided. 
 
 
   
I 
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6.1.1 Through Wall Radar 
 
A prototype of the measurement system realized by Ingegneria dei Sistemi 
(IDS) S.p.A. has been adopted for experiments, Fig.43. 
The Through Wall Radar (TWR) operating in S band exploits the 
multistatic/multiview approach. The S band is a good compromise between wall 
penetration capabilities, signal amplitude, resolution and Doppler. 
The radar consists of uniform linear array of antennas (each of which operating 
both as transmitter and receiver) arranged on different lines and spaced by 
0 2 , 
where 
0  is the wavelength associated with the center frequency of the considered 
band. The sensor geometrical arrangement reflects the typical radar architecture, 
based on a triangular structure for each channel to transmit and receive. The 
arrangement on two lines allows simplifying the complexity of the feeding 
network of the system, but introduces a model error as a consequence of the 
considered two-dimensional geometry (cut at constant quote). For this reason, an 
appropriate compensation procedure, based on a simple phase correction of the 
received signals, has been adopted. 
 
 
Figure 43: Prototype of Through Wall Radar adopted for experiments  
(Courtesy of IDS S.p.A) 
CHAPTER 6. EXPERIMENTAL VALIDATION 
__________________________________________________________________ 
 
83 
 
The prototype operates as a Stepped Frequency Continuous Wave (SF-CW) 
sensor with a fractional bandwidth equal to 0.227 (defined as max min
0
f f
f

, where 
0f  is the center frequency).  
SF-CW radar transmits a sequential series of individual frequencies whose 
amplitude and phase are accurately known, in particular it incorporates successive 
transmission of N  sinusoids separated in frequency by  f Hz . At each frequency 
the backscattered signals are received and fed to a mixer via a low noise amplifier 
(LNA). An IF filter is implemented in order to filter out-of-band noise. The 
bandwidth of the IF filter is thus proportional to the overall dynamic range (by 
varying the noise floor), but inversely proportional to the acquisition time. This is 
trade-off and it is a subject of optimization, depending on application, in fact with 
respect to pulsed systems, SF-CW technology assures a better SNR to the 
detriment of the acquisition time.  
All antennas included in the upper line act as transmitting antennas while those 
included in the lower line are used as receiving antennas. In particular, when a 
specific antenna of the upper line is transmitting its electromagnetic signal, the 
two dipoles of the lower line surrounding the transmitting antenna are active. As 
an example, when the dipole TX1 of Fig.44 works as a transmitter, RX1 and RX2 
receive the scattered field.  
  
 
Figure 44: Fig.11 Geometric scheme of the prototype 
 (Courtesy of IDS S.p.A.).  
CHAPTER 6. EXPERIMENTAL VALIDATION 
__________________________________________________________________ 
 
84 
 
Before the execution of the experiments, the prototype has been suitably 
calibrated in order to remove the systematic errors due to radar circuitry, cables, 
and cable-antenna connections. The scattered field can, then, be obtained from 
actual measurements concerning the scattering parameter S21. As far as the radar 
system is concerned, the system includes a phase auto-calibration circuit to 
compensate possible differences in the internal circuitry. In particular, the 
calibration process is completely automated and repeated at defined time instants 
during the measurements, thus allowing the effect of system thermal drift to be 
tracked and corrected.  
 
6.1.2 Experiments 
 
In the experimental validation a large number of experiments have been carried 
out in order to assess the performance of the proposed method. In the following 
interesting experiments exploiting a first prototype of the TWR are discussed.  
In the experiments two different scenarios have been considered, in the first 
one the frontal wall thickness is about 0.2 m , it is composed by a cement layer 
with a thickness 
1 0.05 d m , two wire nettings separated by an air layer with 
thickness 
2 0.1 d m , and a last cement layer with 3 1d d , while the other 
external walls have a thickness equal to about 0.1 m . The investigation domain 
has consisted of a single rectangular room covering an area of about 260 m , 
Fig.45. In the second scenario an investigation domain of about 230 m  ( 6 5m m ) 
has been considered, within the domain are present several stationary targets. The 
wall is composed by bricks and its thickness is equal to 0.3 m .  
With reference to the conducted experiments, the prototype has been placed 
against the wall, and different number of targets moving according to different 
trajectories has been considered. For sake of clarity, Scene 1 and Scene 2 refer to 
the first scenario, while the last experiment is related to the second scenario. 
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Figure 45: a) Geometric model of the room considered in the Scene 1 and Scene 2 
b) Geometrical model of the wall.  
Scene 1 
The actual experimental set-up is shown in Fig.46. As a first example, a single 
man moves according to a zig-zag trajectory (i.e. a trajectory characterized by 
several short sharp turns) within the room.  
 
 
Figure 46: Measurement set-up  
Some snapshots provided by the method, after the application of the threshold 
procedure, are given in Fig.47, while the results of the automatic tracking 
algorithm are presented in Fig.48. Apart from some artifacts, the position of the 
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target has clearly been singled out and tracked. The nominal positions of the target 
have been estimated by setting a specific path on the ground with suitable markers, 
measuring their distance from two orthogonal walls and letting the target wait on 
each marker at least for the duration of the imaging procedure. The RMSE between 
nominal and estimated position is equal to 0.143 m. 
 
Figure 47: Snapshots provided by the proposed method in actual experimental tests 
involving a single moving target. 
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Figure 48: Results provided by the proposed method in actual experiments involving 
one moving target. The circle marker indicates the estimated moving target position. 
The cross marks the nominal position occupied by the target. 
Scene 2 
A second example has involved two targets moving within the same 
investigation domain, and whose trajectories have been characterized by an 
intersection. Some snapshots provided by the proposed method are given in 
Fig.49. As expected, the simultaneous presence of two targets has increased the 
presence of artifacts, mainly due to the scattering model errors associated with the 
layered structure of the wall (assumed as homogeneous), and whose effects have 
drastically been mitigated through the use of the threshold procedure (Fig.50). It is 
worth stressing that the method has succeeded in correctly estimating the position 
of the targets also in the presence of a layered wall, thus confirming its robustness. 
The RMSE values related to target 1 and target 2 are equal to 0.145 m and 
0.163 m , respectively . 
Moreover, the adopted measurement station has proved very effective in terms 
of imaging rate (as high as 40 snapshots per second) and, consequently, 
appropriate for applications of real-time detection and tracking of human targets 
moving in two-dimensional scenes. 
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Figure 49: Snapshots provided by the proposed method in actual experimental tests 
involving a two moving targets.  
CHAPTER 6. EXPERIMENTAL VALIDATION 
__________________________________________________________________ 
 
89 
 
 
Figure 50: Results provided by the proposed method in actual experiments involving 
two moving targets. The circle marker indicates the estimated moving target position. 
The cross marks the nominal position occupied by the target. 
Scene 3 
The second scenario adopted for the experiments and the experimental set-up 
are shown in Fig.51. In the considered example, a single man moves within the 
investigation domain in presence of static objects. The TWR has been placed 
behind the wall shown in Fig.51. 
 
 
Figure 51: Considered scenario in experiments (scene 3). 
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In Fig.52 the results of the automatic tracking algorithm are presented, thanks 
to the MTI filter and the tracking procedure artifacts related to the interactions 
between the moving and static target do not appear, determining a correct estimate 
of the target position in the considered experiment. 
 
Figure 52: Results of the automatic tracking algorithm in presence of static targets. 
 
6.2 Life Signs Detection  
 
This section is devoted to the description and discussion of the experimental 
results obtained by proposed measurement algorithm for the life signs detection. 
Different configurations and people have been considered in the tests, highlighting 
the detection capability of the spectral component associated to breathing, and 
showing its good performance and robustness. 
 
6.2.1 Measurement station 
 
The measurement set-up along with the reference scenario adopted to assess 
the performance of the method is depicted in Fig.53. It consists of a microwave 
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coherent transceiver generating a sine wave whose carrier frequency is equal to 10 
GHz; in particular, a network analyzer, namely E8362BTM by Agilent 
Technologies (receiver noise floor equal to 123 dBm , 1 Hz  frequency 
resolution), has acted as a transceiver.  
The two sensors are two traditional horn antennas, each of which characterized 
by a free space gain equal to 12 dB  in the frequency range of interest. The power 
of the transmitted signal is equal to 5 dBm . The receiver detects the in-phase ( I ) 
and quadrature ( Q ) components of the backscattered signal, which can be 
represented in the I Q  plane as a complex phasor, the amplitude and phase of 
which vary according to the displacements of the human chest due to breath and 
heartbeat. The amplitude of the considered displacement is roughly a fraction of 
the wavelength characterizing the radiofrequency signals usually exploited. 
 
 
Figure 53: Measurement station for tests conducted in actual experimental tests. 
The adopted frequency of 10 GHz   proves to be the right trade-off between the 
penetration depth through concrete walls (requiring low frequency radiations) and 
phase shift detectability due to breathing (which improves with higher 
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frequencies). In [60] is shown the RF attenuation for different types of walls; the 
worst case is concrete wall but the attenuation is still rather low and is less than 
14 dB  for frequencies below 10 GHz . Finally, signals at 10 GHz  do not need a 
specific license. 
According to the scheme reported in Fig.53, the signal is first transmitted by 
the horn referred to as H1, reflected by the obstacle and, finally, received by the 
horn referred to as H2. I  and Q  components of the received signal are digitized 
with a nominal sample rate of 1 kSample s  and a memory depth equal to 
16 kSamples . The obtained samples are transferred to a processing and control 
unit where the processing steps characterizing the new method are executed. It is 
worth noting that the measurement system needs a phase coherent condition, 
assured through the use of the PNA as a transceiver. With regard to the wall, its 
characteristics have been chosen according to their typical actual values; in 
particular, a 20cm-thick wall, made of common brick, has been adopted. It is 
worth noting that, if the wall characteristics changes (as an example larger 
thickness or presence of metallic reinforcement), different values of carrier 
frequency should be adopted; the step of the method as well as its performance 
will not be affected. 
 
6.2.2 Experiments 
 
To assess the performance of the proposed method, a number of tests have 
been carried in a furnished room at the microwave laboratories of SELEX 
Electronics Systems.  
As a first example, the results obtained when a standing person has been inside 
the furnished room at a distance 1 m  from the wall, are given. In particular, 
Fig.54 shows the evolution of the breath-filtered phase signal versus time along 
with its Discrete Time Fourier transform. A suitable procedure for the 
compensation of motionless targets contributes allows identifying the presence of 
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a periodic source behind the wall. Of course, from the analysis of Fig.54, it is very 
difficult to associate a human nature with the experienced periodic source. On the 
other hand, the received signal could give the opportunity of attaining such 
information, distinguishing between a human and a different periodic signal 
source. 
 
  
Figure 54: Filtered phase (a) evolution versus time and its amplitude spectrum 
 (b) obtained by means of a traditional DFT algorithm. 
Fig.55 shows the results obtained by applying the implemented method on a 
portion of the phase signal with time duration 4ST s , i.e. with an observation 
interval whose duration is very close to that of a single breathing period.  
 
 
Figure 55: Results obtained by applying the traditional MUSIC algorithm on a 
single period of the filtered phase signal in logarithmic scale. 
The performance of the implemented measurement algorithm in extracting the 
desired information about the spectral content of the filtered phase signal can be 
a) b) 
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appreciated in Fig.56, wherein the human nature of the periodic source can be 
easily detected. In particular, the representation of the pseudospectrum along a 
logarithmic scale (Fig.56b) highlights the large achieved dynamic range (about 
70 dB ), a very advisable issue for clutter rejection.  
 
 
Figure 56: Results obtained Advanced MUSIC in the first test in 
 (a) linear and (b) logarithmic scale. 
As a second example, the results obtained when the method is applied to the 
signal related to a person holding his breath for a certain period of time at a 
distance 1 m  from the wall, are presented. In particular, Fig.57 shows the 
evolution of the phase signal versus time and its Discrete Time Fourier transform. 
 
Figure 57: Evolution versus time (a) and its DFT (b). 
Also in this case, the method works with success and the frequency component 
of interest is clearly detected. Fig.58 shows the excellent results obtained. The 
a) b) 
a) b) 
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breathing of the target can clearly be singled out, noise floor is at about 70 dB , 
granting also in this measurement condition a large dynamic range and associated 
clutter rejection. 
 
 
Figure 58: Results obtained by Advanced MUSIC in the second test in 
 a) linear and b) logarithmic scale. 
a) b) 
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Conclusions 
In this dissertation a new processing architecture to detect and track humans 
beyond walls has been introduced. In particular two different measurement 
methods have been developed and tested on experimental data. 
A new method for through the wall detection and tracking of moving targets by 
means of radio-frequency imaging has been implemented. The method is capable 
of facing the two-dimensional tracking problem in terms of an inverse scattering 
one. The measurement algorithm is inherently tailored to real time applications. 
Once defined both the measurement configuration and geometry of the 
investigation domain, the SVD of the linear integral operator, which relates the 
measured scattered field and target positions and is characterized by a high 
computational burden, can in fact be off-line evaluated.  
Several numerical and experimental tests have been carried out in order to 
assess the performance of the method. The tests have involved different 
geometrical models, number of moving targets, investigation domains and noise 
conditions. In all the considered configurations, the method has been capable of 
correctly reconstructing the trajectories of the considered targets. The differences 
between nominal and estimated positions of the target never greater than 0.18 m 
have been encountered in both examples, corresponding to a relative accuracy of 
about 8%, very close to that granted by [61]. 
Moreover, a very simple and effective method for detecting life signs in 
through-the-wall applications has been proposed and tested.  
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The method properly exploits a continuous wave signal source working at 10 
GHz and takes advantage of the phase modulation due to the chest displacement 
in the respiratory movement to detect the respiratory activities from the measured 
signal. The proposed strategy allows the detection of life signs of people in 
furnished rooms behind concrete and brick walls. 
Comparisons of the obtained results to those granted by other traditional 
techniques for Doppler frequency estimation highlighted the superior performance 
of the proposed method, in terms of available dynamic range and noise rejection. 
The proposed method allows extracting the required information on target 
frequency with an acquisition time significantly lower than that needed by the 
other techniques. Finally, remarkable advantages are obtained also in terms of 
computational burden; the adopted decorrelation strategy makes, in fact, the new 
method capable of providing its results in few seconds, with a significant 
reduction with respect to the other considered methods. 
At the present, anyway, the proposed methods can be very interesting for 
USAR missions, in particular the vital signs detection method could be very 
useful in the case of trapped victims buried under rubble in the cavities created by 
collapsed building material after an earthquake. For this reason, in the near future 
new measurement campaigns are planned in USAR test-bed of the fire brigade of 
Pisa. 
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