Abstract. Let E ⊂ C be a compact set, g : C → C be a K-quasiconformal map, and let 0 < t < 2. Then
Introduction
An orientation-preserving homeomorphism φ : Ω → Ω ′ between planar domains Ω, Ω ′ ⊂ C is called K-quasiconformal if it belongs to the Sobolev space W Infinitesimally, quasiconformal mappings carry circles to ellipses with eccentricity at most K. Finer properties of quasiconformal mappings can be identified by studying their mapping properties with respect to Hausdorff measure, the primary focus of this paper. It has been known since the work of Ahlfors [Ahl66] that quasiconformal mappings preserve sets of zero Lebesgue measure. It is also well known that they preserve sets of Hausdorff dimension zero, since K-quasiconformal mappings are Hölder continuous with exponent 1/K, see [Mor56] . However, they need not preserve Hausdorff dimension bigger than zero. Gehring and Reich [GR66] identified as a conjecture the precise bounds for the area distortion under quasiconformal mappings, a conjecture verified by the the groundbreaking work of Astala [Ast94] . As a consequence of area distortion, Astala obtained the Theorem below, which proved the case n = 2 of a conjecture of Iwaniec and Martin in R n [IM91] 2000 Mathematics Subject Classification. Primary 30C62, 35J15, 35J70. Key words and phrases. Quasiconformal, Hausdorff measure, Removability.
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1.1. Astala's Hausdorff Dimension Distortion Theorem. For any compact set E with Hausdorff dimension 0 < t < 2 and any K-quasiconformal mapping φ we have
Finally, these bounds are optimal, in that equality may occur in either estimate.
The question we study concerns refinement of the left-hand endpoint above. Can it be be improved to the level of Hausdorff measures H t ? Indeed, this is the case. The next Theorem, the main Theorem of this paper, answers in the affirmative Astala's Question 4.4 in [Ast94] ).
1.2. Main Theorem. If φ is a planar K-quasiconformal mapping, 0 ≤ t ≤ 2 and t ′ = 2Kt 2+(K−1)t , then we have the implication below for all compact sets E ⊂ C.
The above Theorem is sharp in two senses. Firstly, the hypothesis H t (E) = 0 cannot be weakened to H t (E) < ∞ while keeping the same conclusion. See Theorem 1.7 (a) in [UT] for the relevant examples.
Secondly, the conclusion H t ′ (φE) = 0 cannot be strengthened, to Hausdorff dimension zero with respect to a gauge. For any gauge function h satisfying lim s→0
= 0, there exists a compact set E and K-quasiconformal mapping φ with H t (E) = 0 but H h (φE) = ∞. See Theorem 1.7 (a) in [UT] .
Some instances of this Theorem are known, and have connection to significant further properties of quasiconformal maps. Note that the above classical results of Ahlfors and Mori assert that the Theorem is true when t = 0 or t = 2. In fact, for the Lebesgue measure, there is the following precise quantitative bound due to [Ast94] for a properly normalized K-quasiconformal mapping φ: |φE| ≤ C |E| 1 K . These bounds also lead to the sharp Sobolev regularity estimate φ ∈ W 1,p loc (C) for every p < [Pra07] .
Let us give an overview of the proof and the paper. The highest levels of the argument follow a familiar line of reasoning. Matters are reduced to the case of small dilatation in Lemma 2.1. Thus, we take a compact set E with t-Hausdorff measure equal to zero and a K-quasiconformal map φ. To provide the conclusion that the t ′ -Hausdorff measure of φE is zero, we should exhibit a covering of φE by (quasi)disks that is arbitrarily small in H t ′ -measure. To do this we should begin with a corresponding covering of E that is small in the H t -measure. The first novelty is that we show that this can be done with cubes P ∈ P that admit one key additional feature, that they obey a t-packing condition described in Proposition 2.2.
Associated with P is a measure w t,P , defined in (2.3), which exhibits 't-dimensional' behavior at sufficiently large scales, reflective of the t-packing condition. The second novelty is that the Beurling operator is bounded on L 2 (w t,P ), see Proposition 2.5. This fact does not follow from standard weighted theory of singular integrals, but the measures have enough additional combinatorial structure that a proof of this fact is not difficult to supply.
The mapping φ is then factored into φ = φ 1 • h where φ 1 is the 'conformal inside' part and h is the 'conformal outside' part. The conformal inside part admits a relevant estimate that can be found in [ACM + 08], and is recalled below. The relevant estimate on the conformal outside part is new, and uses in an essential way the two novelties just mentioned. See the proof of Lemma 5.6. It uses Astala's approach for distortion of area [Ast94] . The order of the factorization φ = φ 1 • h appears also in [Pra07] .
The principal Lemmas are Section 2. The new lemma on approximating Hausdorff content, with control of a packing condition, namely Proposition 2.2, is given in Section 3. Section 4 contains the proof of weighted estimate for the Beurling operator, Proposition 2.5. These two Propositions are combined in Section 5.
As usual, in a string of inequalities, the letter C might denote different constants from one inequality to the next. 
Principal Lemmas
We state the principal Lemmas of the paper, with the first being a restatement of the Main Theorem for a specific class of quasiconformal mappings, namely those of small dilatation.
2.1. Lemma. There is a small constant 0 < κ 0 < 1 so that the following holds. Let 0 < t < 2 and g : C → C be a K-quasiconformal map with
≤ κ 0 . Then we have the following implication for all compact subsets E ⊂ C.
Proof of Theorem 1.2. We use the usual factorization of a K-quasiconformal mapping into those with small dilatation. For a fixed K-quasiconformal mapping g, we can write
(See [Ahl66] or [Leh87] .) It follows that the dilatation of each g i satisfies
Let us set τ (t, K) = 2Kt 2+(K−1)t , and inductively define τ 1 = τ (t, K 1 ), and τ i+1 = τ (τ i , K i+1 ). Let E ⊂ C be a compact subset of the plane with H t (E) = 0. It follows from inductive application of Lemma 2.1 that we have
And it is easily checked that
, which is the dimension t ′ in Theorem 1.2.
We state our Proposition on the approximation of Hausdorff content with the t-packing condition. Let P be a finite collection of disjoint dyadic cubes in the plane. Let 0 < t < 2. We denote the t-Carleson packing norm of P as follows:
where the supremum is taken over all dyadic cubes Q. In this display and through out this paper, l(Q) denotes the side-length of the cube Q. And we say that P satisfies the t-Carleson Packing Condition if P t-pack < ∞.
Recall that for a set E, 0 ≤ s ≤ 2, and 0 < δ ≤ ∞, one defines
where B i = B(x i , r i ) is a ball of center x i and radius r i , and diam(B i ) denotes its diameter.
Then one defines the Hausdorff s-measure of E to be
The quantity H s ∞ (E) is usually referred to as the Hausdorff content of E. It is well known that in the definition of Hausdorff measure, if instead of covering with balls or arbitrary sets, one covers with dyadic cubes, one obtains an equivalent measure. We will take the dyadic cubes to be closed unless otherwise stated, i.e. of the form [2 2.2. Proposition. Suppose E is a compact subset of (0, 1) 2 ⊂ C, 0 < t < 2, m ≥ 0 is an integer, and ε > 0. Then there is a positive constant C and a finite collection of closed dyadic
. Given 0 < t ≤ 2 and P a collection of pairwise disjoint dyadic cubes, we define the measure w t,P associated with P by
where χ P j denotes the characteristic function of P j and l(P j ) denotes the side-length of P j . Define also
The measure w t,P behaves as does a t-dimensional measure, namely if Q is an arbitrary cube (dyadic or not) with sides parallel to the coordinate axes,then (2.4) w t,P (Q) ≤ 16 P We will be concerned with a quasiconformal map f that is conformal outside of P , and we will need an estimate on the diameters of f (P i ). f will have an explicit expression as a Neumann series involving the Beurling operator, which we recall here. Let
be the Beurling transform. This is an example of a standard singular integral bounded on L 2 (C) (see [Ste93] .) The second proposition gives a weighted norm inequality with respect to the weight w t,P for the compression of S to the set P , i.e. the operator χ P Sχ P , assuming that P satisfies a Carleson t-packing condition.
2.5. Proposition. Let 0 < t < 2 and P = {P i } N i=1 be a collection of open dyadic cubes with pairwise disjoint triples, i.e. 3P i ∩ 3P j = ∅ for i = j. Assume further that P t-pack ≤ 1. Then there exists an absolute positive constant C such that
The proof of this Proposition is presented in Section 4, and follows from elementary bounds on the Beurling operator, and combinatorial properties of the measure w t,P . This estimate is new, and does not follow from standard weighted theory. The theory of A 2 weights is built around the assumption that the weights are positive a.e. , while the weights w t,P are zero on a large set, and do not admit extensions to A 2 weights uniformly in the A 2 characteristic.
The Proof of Proposition 2.2
Given ε > 0, by definition of dyadic Hausdorff content at dimension t, there exists a (possibly infinite) collection {Q n } of closed dyadic cubes such that E ⊆ n Q n , and
As usual, for a > 0, denote by aQ the cube concentric to the cube Q, but such that l(aQ) = a · l(Q). By compactness of E, after relabeling indexes, there is a finite number
• , where A • denotes the interior of the set A. Since each cube of the form 3Q n is the union of 9 dyadic cubes of the same size as Q n , we can write, after relabeling, E ⊆ N ′ n=1 Q n , where Q n are closed dyadic cubes (possibly with overlapping or repeated cubes.)
In the remaining argument, we need only consider dyadic cubes Q which intersect E, and we make this our unstated assumption below. By selecting the maximal cubes among the Q n , we can now assume, after a relabeling, that
and that the cubes Q n are dyadic and have pairwise disjoint interiors. Let min{l(Q n )} = 2 −M , and call a finite collection of cubes R admissible denoted by R ∈ Adms, if (1) R is a finite collection of dyadic cubes, thus
and (4) they have pairwise disjoint interiors. We have just seen that Adms is non-empty. The minimum
is achieved, as there are only finitely many admissible collections of cubes. Denote an admissible collection that achieves the minimum as
. By (3.1), we have
The minimizer also satisfies a local property: For any dyadic cube Q and such that 2
Indeed, if Q intersects E, and this inequality did not hold, the cube Q would have been selected instead of the cubes T i with T i ⊂ Q, contradicting the property of achieving the minimum. If the cube does not intersect E, then the inequality is trivial.
As an immediate consequence, we get that for any dyadic cube Q, irrespective of its size,
In other words, the cubes T i satisfy (c) in the statement of Proposition 2.2. Thus, T satisfies conditions (c) and (d) of the conclusion. To accommodate (a) and (b) as well, fix an integer m ∈ N \ {0}, and fix a cube T i ∈ T . Subdivide T i into its 2 2m dyadic descendants of side-length 2 −m l(T i ). Let T i be the dyadic descendant of T i of side-length 2 −m l(T i ) whose upper right corner is the center of T i . It is now easy to check that the cubes T i satisfy (d) in the statement of Proposition 2.2 (with a larger constant C than the constant obtained for the cubes T i ), as well as (c), (b) and (a).
Weighted norm inequalities for the Beurling transform
We prove the following estimate on the Beurling operator acting on L p (w t,P ) spaces. Note that the same proof applies to any standard Calderón-Zygmund singular integral, so we exhibit a whole new class of weights with respect to which singular integrals are bounded and yet do not admit extension to A p weights with uniformly bounded A p characteristic. 4.1. Lemma. Under the assumptions of Proposition 2.5, for any 1 < p < ∞, and two subsets F, G ⊂ P , we have the estimate
Here and throughout, |A| ω t,P = A ω t,P dx. This is the restricted weak-type estimate for S as a bounded operator from the Lorentz space L p,1 (w t,P ) to L p,∞ (w t,P ). A standard interpolation then proves Proposition 2.5.
To prove this, we split S into a local and non-local part, S = S local + S non , where writing the kernel of S as K(x, y), we define the kernel of S local to be
On each P ∈ P, w t,P is a constant multiple of Lebesgue measure, hence we can estimate the local part directly, using the L p (dx)-bound for S.
. On the non-local part, we abandon cancellation, and only use the homogeneity of the Beurling kernel. It is also convenient to pass to a combinatorial analog of the non-local operator. To this end, let us say that a collection of (not necessarily dyadic) cubes Q is a grid iff for all Q, Q ′ ∈ Q we have Q ∩ Q ′ ∈ {∅, Q, Q ′ }. One can construct a collection of cubes Q so that these conditions hold (1) Q is a union of at most 9 grids.
(2) For each dyadic cube P there is a cube Q ∈ Q with P ⊂ Q, and |Q| ≤ C|P |. (3) For each pair of dyadic cubes P, P ′ with 3P ∩ 3P ′ = ∅, there is a cube Q ∈ Q with
Here, C is an absolute constant.
Proof. We recall a standard notion used e.g. in [MTT02, Section 5]. Define a shifted dyadic mesh in two dimensions to be
Observe that for each cube Q ⊂ R 2 , there is a Q ′ ∈ Q with Q ⊂ 9 10 Q ′ and l(Q ′ ) ≤ 9l(Q). This is easiest to check in one dimension.
Then, it follows that for all functions f supported on P , and a point x ∈ P with P ∈ P,
Q |f |(x) where we define for any collection of cubes Q,
Here we say that an arbitrary cube Q (dyadic or not) with sides parallel to the coordinate axes is non-local if there exist P 1 , P 2 ∈ P such that P i ∩ Q = ∅ for i = 1, 2. It follows (since 3P 1 ∩ 3P 2 = ∅) that if Q is non-local, l(P ) ≤ l(Q) if P ∈ P and P ∩ Q = ∅.
Given the collection of cubes P (which is fixed throughout this section), and given a grid Q, there is a unique subcollection of cubes Q ′ = { non-local cubes of the underlying grid Q}. Thus, for the proof of Lemma 4.1, it suffices to consider only collections of cubes Q ′ (and we restrict our attention to such collections of cubes for the rest of this section) and to prove 4.2. Lemma. Under the assumptions of Lemma 4.1, for the collection of non-local cubes Q ′ associated to any grid Q we have the inequality
We turn to the proof. There are two points to observe. Consider the w t,P -maximal function defined by
Indeed, this is a maximal inequality true for all weights, and follows immediately from the usual Covering Lemma proof, which is quite simple in this context, as Q is a grid. For F, G ⊂ P , if 8|F | w t,P ≤ |G| w t,P , we take F ′ = F . Otherwise we define
By the weak-L 1 (w t,P ) inequality for M t we see that
Upon iteration of this inequality, we see that we actually have the inequality above, with F ′ = F on the left hand side of the inequality, and C replaced by C log 2 + |F |w t,P |G|w t,P
. Indeed, with F = F 0 and F ′ = F 1 we now apply (4.4) with F 0 replaced by F 0 \ F 1 , and F 2 the corresponding major subset of F 0 \ F 1 . We continue the iteration until 8|F n | w t,P ≤ |G| w t,P , which occurs with n log 2 + |F |w t,P |G|w t,P
. From this inequality we immediately obtain
for 1 < p < ∞ , which completes the proof of Lemma 4.2.
We now turn to the proof of (4.4).
In passing to (4.5), we have used the packing condition (see (2.4)) and the definition of
In passing to (4.6), we have used that for any fixed scale 2 −ℓ , there are at most 4 cubes Q ∈ Q ′ such that Q ∩ P = ∅ and l(Q) = 2 −ℓ , and also that any such Q satisfies l(Q) ≥ l(P ), since Q is non-local. C t denotes a constant that depends on t.
The Proof of Lemma 2.1
We use a familiar scheme, which we recall here. We have already seen how to approximate the t-Hausdorff content of a set E by a finite union of cubes. We can therefore assume that E is in fact a finite union of cubes, and we approximate the Hausdorff content of image of E. Applying Stoilow factorization methods the mapping φ is written as φ = φ 1 • h, where both h, φ 1 : C → C are K-quasiconformal mappings, such that h is conformal in the complement of the set E and φ 1 is conformal on the set F = h(E). One then studies the mapping properties of the two functions φ 1 and h separately, referred to the 'conformal inside' and the 'conformal outside' parts, respectively.
The conformal inside part has already been addressed, in [ACM + 08], and we recall the relevant result in Theorem 5.14 below. The conformal outside part is new, and the point we turn to now.
The following lemma is often used in the theory of extrapolation of A p weights, and we use it in a similar way to the way it is used in that theory.
5.1. Lemma. Let f, g ≥ 0 be measurable functions. Then, if 0 < p < 1,
where
, and
As a consequence,
f g.
Proof. The inequality (5.2) follows easily from the usual Hölder's inequality (i.e. with p > 1.) The case of equality in (5.3) is attained by taking g =
We will use the following notation. For a finite collection of pairwise disjoint dyadic cubes
Also, let E = P = j P j , let
which is a constant multiple of w t,P , as defined in (2.3). The conformal inside Lemma states that the quasi-conformal image of P has controlled distortion, in the t-metric.
5.6. Lemma. Let 0 < t < 2. There is a positive constant ε 0 so that the following holds.
Let P = {P j } N j=1 be a finite collection of dyadic cubes which satisfy the t-Carleson packing condition P t-pack ≤ C. Assume further that the cubes 3 P j are pairwise disjoint.
Let E = P = j P j and let f : C → C be a principal K-quasiconformal mapping which is conformal outside the compact set E, with
Then, there is a constant C(K) which depends only on K such that
Prause [Pra07] proved results somewhat in the spirit of Lemma 5.6 below, but for different Hausdorff measures, which give a weaker conclusion than the statement (1.3). Our Lemma, and in particular the hypothesis on t-packing, is informed by the counterexample of Bishop [Bis] .
Proof. By Lemma 5.1, with β j as in (5.4), and w t,P (x), as in (5.5) , by quasi-symmetry we get
Here J(z, f ) denotes the Jacobian (determinant) of f at z. Since our weight w t,P is locally a constant multiple of Lebesgue measure, we have J(z, f ) ∈ L 1 loc ( w t,P ). We follow Astala's approach for his area distortion theorem [Ast94, p.50] (see also [AIMon] ), equipped with the new results of this paper. The central role of the Beurling operator is indicated by the identity (5.9)
and the trivial inequality |2 Re(a)| ≤ 2|a| ≤ |a| 2 + 1, we can estimate
2 β j . We shall bound the other two terms by a multiple of I 1 . With respect to I 2 , since w t,P and w t,P only differ by a multiplicative constant the Beurling operator has the same operator norm on L 2 ( w t,P ) and L 2 (w t,P ). And so by Proposition 2.5,
Turning to I 3 , the Beurling operator is again decisive. Recall the representation of f z as a power series in the Beltrami coefficient µ. Namely, (5.12) f z = µf z = µ + µS(µ) + µS(µS(µ)) + · · · .
The second inequality is applied to the sequence of functions g = 1 E , g = Sµ, g = S(µS(µ)) and so on. Using the triangle inequality in (5.12) in the L 2 ( w t,P ) norm gives The middle term on the right is bounded if we demand µ ∞ < ε 0 = 2 S L 2 ( e w t,P )→L 2 ( e w t,P )
This is the ε 0 required for the Lemma. It follows that (5.13) I 3 ≤ I 1 .
From (5.8), (5.10), (5.11), and (5.13), it follows that
It remains to bound I 1 by the right hand side of (5.7). But it follows from construction that
This completes the proof.
Recall that it is known how to deal with the quasiconformal map which is 'conformal inside'. Namely, recall the following 5.14. Theorem. Let φ : C → C be a principal K-quasiconformal mapping which is conformal outside D. Let {S j } N j=1 be a finite family of disjoint quasi-disks in D, such that S j = f (D j ) for a single quasiconformal map f and for disks (or cubes) D j , and assume that φ is conformal in j S j . Then for any t ∈ (0, 2] and t ′ = under the extra assumption that φ| Ω is conformal was shown in [AN03, Lemma 5.2]. This phenomenon is crucial for the proof of Theorem 5.14, since we are studying Hausdorff measures rather than dimension. Note that Theorem 5.14 is also implicit in [Ast94] (see Corollary 2.3 and the variational principle in p.48.)
At this point we prove Astala's conjecture for the case of small dilatation, Lemma 2.1.
