In this paper, a wavelet estimator is proposed for baseline intensity function in a Cox Proportional Hazards model. The estimator has a linear form and is derived from the functional wavelet approximation method under a censoring scheme. Finally, asymptotic properties of the proposed estimator are discussed, namely, the unbiasedness of the estimator, its consistency and the optimal value of the resolution.
Introduction
Given a Cox Proportional Hazards model, the non-parametric part of the approach consists of estimating the baseline function in the model. This study proposed a wavelet estimator of a baseline intensity function.
In a non-parametric estimation of intensity function, several papers have been published using a wide range of techniques such as kernels [1] , [2] and [3] , penalized likelihood [4] and wavelet approach [5] , [6] , [7] and [8] . Intensity estimation applies in the area of survival analysis, reliability and medical experiments. The main task in these studies consists of estimating the intensity or hazard rate of the time to the occurrence of events of interest.
Kernel smoothing approach represents one of the most used techniques in non-parametric curve estimation. Kernel estimators have been proposed for density and hazard rate estimation. For a standard non-parametric regression model, [9] and [10] independently proposed a kernel estimator for a random design model and [11] proposed a kernel estimator for a fixed design model to estimate the unknown function. [7] proposed wavelet versions of both the Nadaraya-Watson's and Gasser-Müller's kernel estimators and proved the asymptotic properties of the estimators. [2] suggested a kernel intensity function of a recurrent event process while establishing all the asymptotic properties around it. Following the study of [7] we propose a wavelet intensity function version of the kernel intensity similar to [2] .
Let T 0 be the random time to the occurrence of particular event of interest and C be the censoring random variable. Consider the possible observation of a random couple (T, δ) where T = min(T 0 , C) and δ = I(T 0 ≤ C) denotes the censoring indicator with I(.) being the indicator function. The intensity function is then defined by
where f and F represent the density function and the distribution function of T 0 , respectively. Alternatively, one may interpret λ(t) as the the instantaneous event probability at a given time, or the probability that an individual under observation experiences the event in a period centred around that point in time, that is
Note that this can be interpreted in reliability analysis as the conditional probability that a unit will fail in the interval [t, t + h), given that the unit was operating at the beginning of the interval. The estimation of λ is thus the essential task in life-testing experiments and studies in medical, industrial and engineering fields.
Consider the variables T 0 , T and C, let G denotes the distribution of C and N (t) be the number of recurrent transitions occurred up to time t, then we have
denotes the mean function of N (t). N (t) is called a counting process. It turns out that the process
is a martingale [12] with respect to the filtration
du is the compensator of the counting process N (t) and Y (t) = I(T ≥ t) represent the population at risk.
The article is organized as follows. Section 2 reviews some necessary background on wavelet approximation theory. In section 3, the proposed wavelet estimator for intensity estimation is given with the governing assumptions and its asymptotic properties that is the unbiasedness, the variance and the Mean Integrated Square Error (MISE) of the estimator for a fixed resolution. Concluding remarks then follow in section 4.
Preliminary Notes
where Z denotes the set of integers such that the following hold:
Remarks 2.2 (Wavelet Basis Construction) One can construct a wavelet basis of L 2 (R) from the above definition as in [13] . Let φ j,k (t) = 2 j/2 φ(2 j t − k). Then for all j ∈ Z, {φ j,k , k ∈ Z} is an orthonormal basis of S j and φ is called the father wavelet. Next, let V j ⊂ S j+1 denote the orthogonal complement of
where α j,k = φ j,k f and β l,k = ψ l,k f measure the main structure and the detailed structure of λ respectively.
The proof of this theorem uses the proposition below and can be found in [14] , (page 115-116).
Proposition 2.4 If (ϕ j ) j∈J is a tight frame, with frame bound A = 1, and if ϕ j = 1 for all j ∈ J, then ϕ j constitute an orthonormal basis.
Main Results
To propose our estimator, we refer to the main structure of (5) and suggest the wavelet intensity estimator version of the kernel intensity estimator of [2] .
Assumptions
We restricted ourselves to a finite time interval [0, τ ] instead to adapt the concepts to real life situations. The development of all the concepts below will be stated under the following assumptions:
, t ≥ 0 be CDFs of the random time T 0 and the censoring variable C, respectively, the density of T 0 is such that f ∞ < ∞ where . ∞ denotes the uniform norm on [0, τ ] and τ satisfies τ < inf t : H(t) = 1 2. The censoring variable C is independent of both the counting process N and the event time T .
3. φ is bounded with support [−P, P ] and is of class C r such that τ 0 φ(x)dx = 1 and its derivatives up to order r are in S(R) (set which consists of all C ∞ functions that decay faster than any negative power 1 + |x| 
Proposed estimator
Based on the main structure represented by the first component of (5), the estimator of λ is given by
where we first propose to estimate α j,k in (5) for observed time T over the interval [0, τ ] asα
Finally, substituting (7) in (6) and as all the quantities are bounded over a finite support, we assume uniform continuity and apply the Fubini's theorem generalized on the sum and the integral. Using Assumption 4, we have:
where H n is defined by 1 − H n = (1 − F n )(1 − G n ) where F n and G n are Kaplan-Meier or product-limit estimators of F and G, respectively and given by
Equation (8) is therefore a wavelet version of the kernel estimator developed by [2] where the estimate of the CDF of the censored variable is replaced by the estimate of the empirical distribution H n . For simplicity, we define the pseudo-estimator of λ n by
Theorem 3.1 Let j(n) be a non-decreasing sequence such that for a sufficiently large l, j(n) −→ ∞, and n2 −pj(n) −→ ∞ as n −→ ∞ where p ≥ 1.
Before proceeding to prove Theorem 3.1, we first need to state the following results.
Lemma 3.2 Given the estimator defined in (8) and the pseudo-estimator defined in (11) . The following result holds almost surely:
This Lemma can be proved similarly as in [6] . 
Integrating under a finite interval, notice that
Moreover, K j (t + 2 −j u, t) is bounded above by 2 j and since λ (l) is Hölder-continuous with exponent α, then for j −→ ∞ and l sufficiently large, we have
Lemma 3.4 Let t ∈ [0, τ ] and p = 1, 2. Then the following holds:
The proof of this lemma can be found in [8] Proof of Theorem 3.1 i) Using the pseudo-estimator (11), we have
with T i = s and by Assumption 6.
By a change of variables, letting s = t + 2 −j u, ds = 2 −j du and using the Taylor expansion of λ up to order l yield:
Replacing all these results gives
Since the hazard/intensity function is positive, by Lemma 3.3, we have
That is
Now, by Lemma 3.2
Finally, replacing (13) in (14) yields the result
Remarks 3.5 The bias in the estimator λ n (t) depends on the order of the derivative of λ. Hence, for l sufficiently large and as n −→ ∞, the estimator λ n (t) is asymptotically unbiased.
ii) We now turn to the proof of the variance. We have by using equation (11) nV λ *
Computing separately the expressions A and B, we have:
by Lemma 3.4 and for p=2
by Lemma 3.4 and for p=1
Substituting the values of A and B in (15) while taking into account the dominated order carried by the expression of A (as n −→ ∞) and V λ * n (t) = V λ n (t) we have
Hence,
which tends to zero when j(n) −→ ∞, and n2 −pj(n) −→ ∞ as n −→ ∞. 
Conclusion
In this study, we addressed the problem of non-parametric function estimation in statistics by the means of wavelets. This has been done in the context of intensity estimation as an alternative to kernel smoothing estimation. We have examined a wavelet version of a previously suggested kernel estimator for needs of baseline intensity estimation purpose. Asymptotic properties of the estimator were derived for a random and censoring variable under independent and identically distributed (i.i.d.) conditions.
