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Abstrakt
Tato pra´ce se zaby´va´ proble´my existuj´ıc´ıch komunikacˇn´ıch agent˚u a mozˇnostmi jejich vy-
lepsˇen´ı. Hlavn´ı d˚uraz je kladen na schopnosti porozumeˇn´ı prˇirozene´mu jazyku a modelova´n´ı
emoc´ı beˇhem konverzace. Ve druhe´ cˇ´ısti je take´ prˇedstavena implementace zalozˇena´ na pre-
zentovany´ch poznatc´ıch, vcˇetneˇ experimenta´ln´ıho vyhodnocen´ı u´speˇsˇnosti.
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Abstract
This work deals with current chatterbot systems. It describes problems and possibilities of
improvement with emphasis on natural language processing and emotion modeling during
conversation. There is an implementation, based on the described knowledge, introduced
in the second part of the thesis, also with experimental success rate evaluation.
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Jizˇ neˇkolik desetilet´ı jsou zkouma´ny zp˚usoby, jak vytvorˇit syste´m, ktery´ bude schopen
komunikovat s cˇloveˇkem prˇirozeneˇjˇs´ım zp˚usobem. Aby bylo mozˇne´ tohoto c´ıle dosa´hnout,
je potrˇeba prozkoumat mnoho oblast´ı jako zpracova´n´ı signa´l˚u, rozpozna´va´n´ı mluvene´ rˇecˇi,
zpracova´n´ı prˇirozene´ho jazyka, umeˇla´ inteligence, psychologie, multime´dia nebo z´ıska´va´n´ı
a uchova´va´n´ı znalost´ı.
Ve vy´zkumu teˇchto oblast´ı se angazˇovalo jizˇ velke´ mnozˇstv´ı zna´my´ch osobnost´ı jako
naprˇ´ıklad Alan Turing, Joseph Weizenbaum, Kenneth Colby, Paul Malish a mnoho dalˇs´ıch.
Prˇesto je vy´zkum jesˇteˇ sta´le te´meˇrˇ na zacˇa´tku a v te´to pra´ci se nejdrˇ´ıve pokus´ım prˇedstavit
vy´sledky, ktery´ch jizˇ bylo dosazˇeno a mozˇnosti jejich vyuzˇit´ı prˇi implementaci komu-
nikacˇn´ıho agenta. Zde nava´zˇi na vy´sledky z´ıskane´ jizˇ v ra´mci semestra´ln´ıho projektu.
V dalˇs´ıch cˇa´stech pop´ıˇsi jedno z mozˇny´ch rˇesˇen´ı pro implementaci komunikacˇn´ıho agenta
schopne´ho emotivneˇ reagovat na uzˇivatelsky´ vstup.
1.1 Turing˚uv test
Uzˇ v roce 1950 popsal profesor Alan Turing [16] jeden ze zp˚usob˚u, jaky´m rozhodnout, zda
je stroj schopen inteligentn´ı komunikace.
Princip Turingova testu je zalozˇen na imitacˇn´ı hrˇe, kde porota komunikuje se dveˇma
skryty´mi subjekty a snazˇ´ı se rozliˇsit, ktery´ je ktery´. Subjekty se prˇitom mohou snazˇit
porotu zma´st. Pro potrˇeby umeˇle´ inteligence byla tato hra upravena tak, zˇe subjekty jsou
cˇloveˇk a stroj a porota se na za´kladeˇ odpoveˇd´ı na j´ı polozˇene´ ota´zky snazˇ´ı rozpoznat, ktery´
ze subjekt˚u je strojem.
Sta´ly´m zdrojem diskuse mezi odborn´ıky jsou neˇktere´ nevy´hody tohoto testu:
 I kdyzˇ mu˚zˇe doj´ıt k tomu, zˇe stroj nebude beˇhem komunikace rozpoznatelny´ od
cˇloveˇka, sta´le to nemus´ı znamenat jeho inteligenci.
 Jizˇ dnes existuj´ı pomeˇrneˇ pokrocˇile´ techniky imitace komunikacˇn´ıch schopnost´ı
cˇloveˇka, tzv. ”shallow AI“, ktere´ nelze oznacˇit za inteligenci.
 Take´ neˇkterˇ´ı lide´ by mohli mı´t proble´my proj´ıt t´ımto testem.
 A nakonec, inteligence nutneˇ nevyzˇaduje rozvinute´ komunikacˇn´ı schopnosti.
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I kdyzˇ momenta´lneˇ neexistuje zˇa´dny´ stroj, ktery´ by t´ımto testem u´speˇsˇneˇ prosˇel, existuj´ı
prˇedpoveˇdi, podle ktery´ch by se tak mohlo sta´t kolem roku 2020[12].
1.2 Vyuzˇit´ı vy´sledk˚u a c´ıle pra´ce
Vy´sledky zde prezentovane´ mohou mı´t vy´znam pro mnozˇstv´ı prakticky´ch aplikac´ı. Veˇtsˇina
jich spada´ do oblasti z´ıska´va´n´ı informac´ı, jako naprˇ´ıklad syste´my pro automatizovane´
zjiˇst’ova´n´ı preferenc´ı za´kazn´ık˚u, r˚uzne´ typy pr˚uzkumu˚, vyhodnocen´ı prˇepis˚u rozhovor˚u. Ve
spojen´ı s rozpozna´n´ım mluvene´ rˇecˇi se potom mnozˇina prakticky´ch vyuzˇit´ı da´le zveˇtsˇuje.
C´ılem te´to pra´ce je tedy nejprve zmapovat stav na poli komunikacˇn´ıch agent˚u a metod
v nich vyuzˇ´ıvany´ch. Dalˇs´ım z c´ıl˚u je navrhnout vlastn´ı implementaci komunikacˇn´ıho agenta,
zalozˇene´ho na poznatc´ıch z´ıskany´ch v teoreticke´ cˇa´sti.
Tento agent by meˇl by´t schopen identifikovat emoce ve vstupu, vyhodnotit jejich vztah
k sobeˇ a vygenerovat odpoveˇd’ s pouzˇit´ım neˇktere´ho z popsany´ch algoritmu˚.
Du˚lezˇity´m u´kolem je nakonec zhodnotit dopad pouzˇity´ch metod na mı´ru u´speˇsˇnosti roz-





Existuj´ıc´ı komunikacˇn´ı agenti (chatterbots [13]) vyuzˇ´ıvaj´ı metody pro zpracova´n´ı prˇirozene´ho
jazyka, porovna´va´n´ı vzor˚u a r˚uzne´ formy konecˇny´ch automat˚u, aby doc´ılili iluze inteligentn´ı
komunikace. Zˇa´dny´ z nich zat´ım nedisponuje skutecˇnou inteligenc´ı a schopnost´ı porozumeˇt
te´matu komunikace.
Nı´zˇe pop´ıˇsi neˇkolik algoritmu˚ u nejzna´meˇjˇs´ıch ”Chatterbot˚u“ soucˇasnosti a pouka´zˇi na
neˇktere´ jejich slabiny.
2.1 Eliza
Jeden z prvn´ıch konverzacˇn´ıch programu˚ v˚ubec byl navrzˇen v roce 1966 Josephem Wei-
zenbaumem, aby parodoval psychoterapeuta. Eliza kladla ota´zky zalozˇene´ na prˇedchoz´ı
odpoveˇdi uzˇivatele s c´ılem rozvinut´ı informace dodane´ v prˇedchoz´ı komunikaci.
Algoritmicky byla Eliza velmi jednoduchy´ program, byla zalozˇena na parseru, ktery´
doplnˇoval slova do prˇedprˇipraveny´ch fra´z´ı. I prˇes tuto jednoduchost byla v neˇktery´ch
konverzac´ıch skutecˇneˇ prˇesveˇdcˇiva´.
young woman: He says I’m depressed much of the time.
eliza: I am sorry to hear you are depressed.
young woman: It’s true. I’m unhappy.
eliza: Do you think coming here will help you not to be unhappy?
young woman: I need some help, that much seems certain.
eliza: What would it mean to you if you got some help?
young woman: Perhaps I could learn to get along with my mother.
eliza: Tell me more about your family.
young woman: My mother takes care of me.
eliza: Who else in your family takes care of you?
Mezi nevy´hody tohoto prˇ´ıstupu patrˇ´ı samozrˇejmeˇ vysoka´ mı´ra opakova´n´ı a zˇa´dne´ skutecˇne´
znalosti o komunikacˇn´ım partnerovi, okol´ı nebo samotne´ diskusi.
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2.2 Alice a A.I.M.L.
Jedn´ım z nejobl´ıbeneˇjˇs´ıch chatterbot˚u soucˇasnosti je Alice (Artificial Linguistic Internet
Computer Entity). Vznikla v roce 1995 a vyv´ıj´ı ji Dr. Richard S. Wallace a Alicebot komu-
nita.
Alice je bot vyuzˇ´ıvaj´ıc´ı techniku porovna´va´n´ı vzor˚u. Znalostn´ı databa´ze je tvorˇena vzo-
rovy´mi ota´zkami pro urcˇite´ te´ma a odpoveˇdmi na neˇ nebo akc´ı k vyvola´n´ı. Cela´ je ulozˇena
jako XML dokument v dialektu A.I.M.L.
Vzorova´ ota´zka je beˇzˇna´ veˇta s mozˇnost´ı za´stupny´ch znak˚u. Akcemi, ktere´ je mozˇne´ vyvolat,
jsou textovy´ vy´stup, spusˇteˇn´ı jine´ akce, zmeˇna kontextu, podmı´neˇne´ vyvola´n´ı jine´ akce,













<template>I don’t know who he is.</template>
</category>
Nevy´hody tohoto prˇ´ıstupu jsou zrˇejme´. Agent postaveny´ nad t´ımto jazykem take´ nen´ı
schopen porozumeˇt konverzaci a nen´ı schopen komunikovat o nicˇem jine´m, nezˇ do neˇj jeho
autor prˇi ”programova´n´ı“ vlozˇil.
Nicme´neˇ pro specializovane´ aplikace typu informace o produktu, navigace na webove´
stra´nce, nebo jako jednoduchy´ expertn´ı syste´m, jsou jeho schopnosti dostacˇuj´ıc´ı a beˇzˇneˇ se
vyuzˇ´ıva´.
2.3 MegaHAL
Algoritmus tohoto agenta vznikl prima´rneˇ jako prˇ´ıspeˇvek pro Loebnerovu cenu2.4 a jako po-
kus prˇedstavit chatterbota, ktery´ nebude pouzˇ´ıvat klasicky´ algoritmus porovna´va´n´ı vzor˚u.
MegaHAL vyuzˇ´ıva´ dva Markovovy modely cˇtvrte´ho rˇa´du a jednoduchou techniku identifi-
kace kl´ıcˇovy´ch slov ve vstupn´ı veˇteˇ. Beˇhem ucˇen´ı jsou oba modely naucˇeny pravdeˇpodobnosti
sekvenc´ı slov (prvn´ı smeˇrem doprˇedu, druhy´ smeˇrem zpeˇt) a dojde ke spocˇ´ıta´n´ı cˇetnosti
vy´skytu jednotlivy´ch slov pro vyuzˇit´ı v algoritmu pro kl´ıcˇova´ slova.
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Algoritmus pro hleda´n´ı odpoveˇdi potom postupuje tak, zˇe odfiltruje cˇasto se vyskytuj´ıc´ı
slova, zby´vaj´ıc´ı prˇevede (”my“ na ”yours“ a podobneˇ) a pouzˇije jako vstup pro oba au-
tomaty. Kazˇdy´ z teˇchto automat˚u vlastneˇ vygeneruje jednu polovinu veˇty. Teˇchto kan-
dida´tn´ıch odpoveˇd´ı je vygenerova´no neˇkolik stovek a pote´ se vybere odpoveˇd’ obsahuj´ıc´ı
nejvysˇsˇ´ı mnozˇstv´ı informace.
Mnozˇstv´ı informace v odpoveˇdi je vyja´drˇeno jako I(w|s) = −log2P (w|s), kde P(w|s) je
pravdeˇpodobnost vy´skytu slova w po sekvenci s.
Odpoveˇd’ s nejvysˇsˇ´ı mı´rou informace obvykle by´va´ tou nejprˇekvapiveˇjˇs´ı, jakou algoritmus
umı´ ”vymyslet“. Tento postup bohuzˇel take´ zp˚usobuje, zˇe je MegaHAL velmi ”dobry´“
v generova´n´ı nesmyslny´ch veˇt.
MegaHAL se je take´ schopny´ ucˇit ze vstupu od uzˇivatel˚u a v tom se skry´va´ jedna z jeho
nejveˇtsˇ´ıch slabin. Citlivost na chyby v tre´novac´ıch datech.
Uka´zka komunikace s MegaHAL algoritmem
MegaHAL: WHEN WE BEGIN TO RESOLVE SOME OF MY THUMBS,
SOMETHING WICKED THIS WAY COMES
User: what is the meaning of your last assertion ?
MegaHAL: HAVE YOU LEARNED SINCE WE LAST SPOKE?
User: I’ve learned I’m not experienced enough to modelize your brain system
MegaHAL: YOU’VE FINALLY CONFUSED ME.
User: I’ve learned nothing
MegaHAL: HAVE YOU LEARNED ANYTHING ABOUT INSANITY?
User: are you stupid
MegaHAL: I AM NOT STUPID! REALLY!
2.4 Loebnerova cena
V roce 1990 Dr. Hugh Loebner a Cambridge Center for Behavioral Studies usporˇa´dali
”Turing˚uv test pro chatterboty“. Vı´teˇzem se meˇl sta´t agent, jehozˇ komunikacˇn´ı schopnosti
budou nejpodobneˇjˇs´ı lidem. Od te´ doby se tato uda´lost kona´ kazˇdy´ rok.
Existuj´ı 3 ceny, ktere´ je mozˇne´ z´ıskat. Vy´sˇe zmı´neˇnou cenu za nejveˇtsˇ´ı podobnost k lidske´
komunikaci, cenu za nerozliˇsitelnost cˇloveˇka od stroje prˇi textove´m rozhovoru a cenu za ne-
rozliˇsitelnost cˇloveˇka od stroje v komunikaci obsahuj´ıc´ı i vizua´ln´ı a zvukove´ prvky. Posledn´ı





Vsˇechny vy´sˇe uvedene´ metody meˇly neˇkolik spolecˇny´ch vlastnost´ı. Zˇa´dna´ nebyla schopna
skutecˇne´ho porozumeˇn´ı konverzaci a vsˇechny uka´zky komunikace postra´daly jake´koliv trva-
lejˇs´ı emoce (existovala pouze odpoveˇd’ na aktua´ln´ı vstup od uzˇivatele). Tyto vlastnosti moc
neprosp´ıvaj´ı u´rovni konverzace, a proto stoj´ıme prˇed proble´my jak zajistit alesponˇ za´kladn´ı
porozumeˇn´ı textu, dosa´hnout prˇirozeneˇjˇs´ıho projevu a zajistit konzistenci ”na´zor˚u“ mode-
lovane´ entity.
3.1 Znalosti okoln´ıho sveˇta
Proble´mem veˇtsˇiny dnesˇn´ıch metod je absence tzv. ”common sense knowledge“. Jedna´ se
o za´kladn´ı znalosti, nad ktery´mi cˇloveˇk obvykle neprˇemy´sˇl´ı, ale v pocˇ´ıtacˇove´m sveˇteˇ se mus´ı
mnohdy slozˇiteˇ modelovat.
Jedn´ım z mozˇny´ch rˇesˇen´ı je zapojit metody zna´me´ z programovan´ı obecny´ch agent˚u jako
naprˇ´ıklad BDI logika a schopnost jednoduche´ho odvozova´n´ı v ra´mci te´to techniky a defino-
vany´ch znalost´ı o okol´ı (v´ıce naprˇ´ıklad v knize Inteligentn´ı agenty[10]).
3.2 Lepsˇ´ı porozumeˇn´ı komunikaci
Jedn´ım z teˇzˇsˇ´ıch u´kol˚u, prˇed ktery´mi dnesˇn´ı vy´zkum stoj´ı, je porozumeˇn´ı psane´mu textu.
Techniky pouzˇ´ıvane´ pro tento proble´m jsou veˇtsˇinou zalozˇene´ na zpracova´n´ı prˇirozene´ho
jazyka (NLP) a to hlavneˇ v oblasti zjednoznacˇneˇn´ı vy´znamu slov ve vstupu, identifikace
kontextu a zpracova´n´ı se´mantiky.
3.3 Emoce
Dalˇs´ı z mozˇnost´ı, jak vytvorˇit v´ıce realistickou entitu, je zapojit neˇktery´ z emocˇn´ıch model˚u.
Vy´sledkem by meˇly by´t lepsˇ´ı reakce na podneˇty, prˇirozeneˇjˇs´ı konverzace, a tud´ızˇ mnohem




Emoce tvorˇ´ı d˚ulezˇity´ prvek v lidske´m rozhodova´n´ı a chova´n´ı. Proto je pravdeˇpodobne´, zˇe
stroje schopne´ emoc´ım porozumeˇt a na´sledneˇ je i projevovat by byly mnohem le´pe prˇijaty
lidmi, kterˇ´ı s nimi komunikuj´ı.
Obecneˇ mu˚zˇeme emocˇn´ı modely rozdeˇlit na architektury, ktere´ pouze doplnˇuj´ı schopnosti
agenta a syste´my, kde emoce jsou prˇ´ımo soucˇa´st´ı rozhodovac´ıho procesu. At’ uzˇ se jedna´
o kteroukoliv z teˇchto mozˇnost´ı, u´kolem emocˇn´ıho modelu je obvykle upozornit agenta
na vstupy, ktere´ jsou v danou chv´ıli d˚ulezˇite´ pro agentovy c´ıle a meˇly by by´t zpracova´ny
prˇednostneˇ [11].
Obecny´ postup prˇi modelova´n´ı emoc´ı ma´ 5 krok˚u [3].
 klasifikace – vyhodnocen´ı uda´losti, akce nebo objektu pro urcˇen´ı, ktere´ emocˇn´ı kate-
gorie budou ovlivneˇny;
 kvantifikace – vy´pocˇet intenzity pro ovlivneˇn´ı kategori´ı z prˇedchoz´ıho bodu;
 interakce – zkombinova´n´ı aktua´ln´ıho emociona´ln´ıho stavu s ovlivneˇn´ım vypocˇ´ıtany´m
v prˇedchoz´ıch bodech;
 mapova´n´ı – prˇeveden´ı slozˇite´ho emocˇn´ıho stavu na jednodusˇsˇ´ı reprezentaci nebo me´neˇ
skupin (ma´ smysl naprˇ´ıklad u OCC modelu, kde je 22 emoc´ı);
 vyja´drˇen´ı/zobrazen´ı – graficke´ zobrazen´ı, prˇ´ıpadneˇ vliv na rozhodova´n´ı a chova´n´ı
modelovane´ entity;
Existuje neˇkolik r˚uzny´ch model˚u pro sledova´n´ı emocˇn´ıho stavu entity. Jeden z nich, cˇasto
pouzˇ´ıvany´ jako za´klad pro odvozova´n´ı, je teoreticky´ model OCC [2]. Dalˇs´ımi modely jsou
naprˇ´ıklad Nemesys [7] nebo Cathexis [17].
4.1 OCC
Model OCC [2], nazvany´ podle svy´ch tv˚urc˚u (Ortony, Clore, Collins), je povazˇova´n za
”standard“ prˇi modelova´n´ı emoc´ı. Pro neˇktere´ u´lohy je ale prˇ´ıliˇs rozsa´hly´ a pro neˇktere´ se
nehod´ı, naprˇ´ıklad d´ıky tomu, zˇe nespecifikuje vazby na rozhodovac´ı proces agenta.
OCC rozdeˇluje emoce do trˇ´ı skupin:
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 emoce ovlivneˇne´ pozorovanou uda´lost´ı
 emoce ovlivneˇne´ akc´ı okoln´ıch agent˚u
 emoce ovlivneˇne´ vlastnostmi neˇjake´ho objektu
Tyto trˇi kategorie se da´le deˇl´ı dokud nen´ı rozliˇseno, ktera´ z 22 emoc´ı bude aktivova´na.
Obra´zek 4.1: OCC - struktura emoc´ı (prˇevzato z [2])
Na´sledneˇ je urcˇena intenzita a provede se interakce s ostatn´ımi emocemi stejne´ kategorie.
Posledn´ım krokem je aplikace emocˇn´ıho stavu na vy´razove´ prostrˇedky agenta.
4.2 Neural Emotion Eliciting System
Jeden z relativneˇ novy´ch model˚u, take´ zna´my´ jako Nemesys [7], vyuzˇ´ıva´ neuronovou s´ıt’ pro
modelova´n´ı sˇesti za´kladn´ıch emoc´ı ( joy/anger/fear/sadness/disguist/surprise).
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Jako vstup pro modelova´n´ı slouzˇ´ı neˇkolik skupin vstup˚u:
 intern´ı stav – ty´ka´ se veˇc´ı jako hlad, u´nava;
 osobnost – Nemesys vyuzˇ´ıva´ model OCEAN[1] pro modelova´n´ı osobnosti;
 stav agenta – v te´to jednotce se zpracova´vaj´ı proble´my vztah˚u, znalost´ı, d˚uveˇry, c´ıle
a mora´ln´ıch princip˚u;
 uda´losti okol´ı;
 staticke´ a dynamicke´ pla´ny agenta.
Vstupy ze skupin stavu agenta a uda´losti okol´ı jsou nejdrˇ´ıve zpracova´ny hodnot´ıc´ım mo-
dulem (appraisal unit) a pote´ spolu s u´daji z prvn´ıch trˇech skupin prˇeda´ny neuronove´ s´ıti,
ktera´ ma´ vy´pocˇte vy´sledny´ emocˇn´ı stav.
Z´ıskany´ stav je mozˇne´ da´le vyuzˇ´ıt, naprˇ´ıklad v rozhodovac´ım nebo vizualizacˇn´ım modulu
agenta.
4.3 Cathexis
Model Cathexis [17] vytvorˇeny´ Juanem Velazquezem a inspirovany´ Minske´ho d´ılem The
Society Of Mind obsahuje dveˇ cˇa´sti: genera´tor emoc´ı a rˇ´ızen´ı chova´n´ı.
Genera´tor emoc´ı je svou konstrukc´ı podobny´ neuronove´ s´ıti. Kazˇdy´ z vy´stup˚u zpracova´va´
vneˇjˇs´ı a vnitrˇn´ı podneˇty (vcˇetneˇ ostatn´ıch vy´stup˚u) a v prˇ´ıpadeˇ, zˇe vnitrˇn´ı hodnota prˇekrocˇ´ı
dany´ pra´h, aktivuje emoci, za kterou je zodpoveˇdny´. Vnitrˇn´ı potencia´l je shora omezeny´ a
v prˇ´ıpadeˇ, zˇe nedocha´z´ı k zˇa´dne´mu relevantn´ımu podneˇtu, tak postupneˇ klesa´. Tato archi-
tektura umozˇnˇuje i generova´n´ı na´lad pomoc´ı vy´stup˚u s n´ızky´m prahem a n´ızkou excitacˇn´ı
hranic´ı.
Cˇa´st zodpoveˇdna´ za rˇ´ızen´ı chova´n´ı rozhoduje o dalˇs´ım postupu agenta na za´kladeˇ vnitrˇn´ıch a
vneˇjˇs´ıch podneˇt˚u, aktua´ln´ıho stavu emoc´ı a agentovy´ch pla´n˚u. Mozˇnostem dalˇs´ıho postupu
jsou prˇiˇrazeny va´hy podle jizˇ zmı´neˇny´ch vlastnost´ı a chova´n´ı s nejvysˇsˇ´ı celkovou va´hou
bude provedeno.
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K emocˇn´ımu modelu, ktery´ vyjadrˇuje aktua´ln´ı stav modelovane´ entity, je vhodne´ prˇidat
jesˇteˇ model osobnosti, ktery´ bude popisovat vlastnosti nepatrˇ´ıc´ı mezi emoce, jako naprˇ´ıklad
schopnost se ucˇit, vn´ımat okol´ı nebo rychlost reakc´ı.
Existuje mnoho model˚u pouzˇ´ıvany´ch psychology ke klasifikaci osobnosti.
5.1 OCEAN
V posledn´ı dobeˇ se prosazuje hlavneˇ model OCEAN, take´ zna´my´ jako Big5, a jeho r˚uzne´
deriva´ty. Popisuje vlastnosti, u ktery´ch je empiricky zjiˇsteˇno, zˇe jsou sta´le´ i s nar˚ustaj´ıc´ım
veˇkem a mohou by´t cˇa´stecˇneˇ deˇdicˇne´.
Na´zev tohoto modelu je odvozen od jednotlivy´ch skupin vlastnost´ı pouzˇ´ıvany´ch pro popis
osobnosti:
 Openness - Do te´to skupiny patrˇ´ı vlastnosti jako fantazie, umeˇlecke´ c´ıteˇn´ı, pocity,
cˇiny, hodnoty a idea´ly.
 Conscientiousness - Mozˇny´ na´zev je take´ sebekontrola a sdruzˇuje kompetentnost,
sporˇa´danost, odhodla´n´ı, disciplinovanost a podobne´.
 Extraversion - Tato slozˇka modelu se zameˇrˇuje na asertivitu, pozitivn´ı emoce, aktivitu
nebo trˇeba vyhleda´va´n´ı dobrodruzˇstv´ı.
 Agreeableness - Take´ zna´ma´ jako neza´vislost a obsahuje d˚uveˇru, prˇ´ımost, altruismus,
prˇizp˚usobivost nebo skromnost.
 Neuroticism - Skupina zodpoveˇdna´ za zlost, deprese, impulzivitu a zranitelnost je-
dince.
Tyto skupiny jsou zastoupeny v kazˇde´ osobnosti r˚uznou meˇrou, nejedna´ se tud´ızˇ o typy, ale
sp´ıˇse o dimenze.
13
5.2 Jungova teorie a MBTI
Jiny´m prˇ´ıstupem zaby´vaj´ıc´ım se osobnost´ı, mu˚zˇe by´t teorie Karla Junga. Byla publikova´na
jizˇ v roce 1923 a vyuzˇ´ıva´ se v testu na MBTI. Tvrd´ı, zˇe osobnost lze popsat dveˇma prˇ´ıstupy
(introverze, extroverze) a cˇtyrˇmi funkcemi (prˇemy´sˇlen´ı, c´ıteˇn´ı, vn´ıman´ı a intuice). Podle te´to
teorie kazˇdy´ ma´ vsˇech sˇest popsany´ch rys˚u, ale jeden prˇ´ıstup a jedna funkce jsou dominantn´ı.
Na za´kladeˇ te´to teorie vznikl model MBTI, ktery´ klasifikuje osobnost do 16 mozˇny´ch typ˚u.
Podle [14] lze tyto typy da´le rozdeˇlit do cˇtyrˇ kategori´ı podle mozˇnost´ı implementace (simu-




Jak bylo videˇt na prˇ´ıkladech u existuj´ıc´ıch chatterbot˚u, jedn´ım z velky´ch proble´mu˚ je poro-
zumeˇn´ı uzˇivatelske´mu vstupu. Protozˇe toto te´ma je velmi rozsa´hle´, pokus´ım se zde alesponˇ
nast´ınit zp˚usoby, jaky´mi je mozˇne´ vylepsˇit existuj´ıc´ı chatterboty.
6.1 Zjednoznacˇneˇn´ı vy´znamu slov
Podle me´ho na´zoru jednou z nejd˚ulezˇiteˇjˇs´ıch oblast´ı pro veden´ı smysluplne´ konverzace je
samotne´ porozumeˇn´ı vy´znamu jednotlivy´ch slov. Jedna´ se o slozˇity´ proble´m, jelikozˇ lidska´
rˇecˇ obsahuje velke´ mnozˇstv´ı nejednoznacˇnost´ı na te´meˇrˇ vsˇech u´rovn´ıch zpracova´n´ı 1.
Proble´m zjednoznacˇneˇn´ı vy´znamu se da´ zarˇadit mezi klasifikacˇn´ı proble´my a lze vyuzˇ´ıt
zna´me´ techniky strojove´ho ucˇen´ı pro jeho rˇesˇen´ı. I kdyzˇ prozat´ım neexistuje zˇa´dne´ se
100% u´cˇinnost´ı, bylo navrzˇeno neˇkolik metod, ktere´ se maxima´ln´ı u´speˇsˇnosti alesponˇ snazˇ´ı
prˇibl´ızˇit.
6.1.1 Metody zalozˇene´ na znalostech
Metody tohoto typu vyuzˇ´ıvaj´ı extern´ı zdroje znalost´ı jako jsou r˚uzne´ slovn´ıky, encyklopedie
nebo se´manticke´ s´ıteˇ. O zjednoznacˇneˇn´ı vy´znamu slov se pote´ pokousˇej´ı, za pomoc´ı znalost´ı
z´ıskany´ch z teˇchto zdroj˚u, neˇkolika zp˚usoby:
 nalezen´ı podobnost´ı mezi zpracova´vany´m kontextem a definic´ı ve extern´ıch zdroj´ıch;
 pozice v se´manticke´ s´ıti (naprˇ´ıklad anglicke´ ”table“ ma´ bl´ızˇe ke kategorii ”chair“ ve
smyslu na´bytek, nezˇ k ”chair“ ve smyslu prˇedseda).
 zna´my´ vy´znam slova v jizˇ zna´me´m slovn´ım obratu nebo skupineˇ slov.
 a dalˇs´ı
Do te´to skupiny metod patrˇ´ı neˇkolik algoritmu˚, o ktery´ch je vhodne´ se zmı´nit:
1nejednoznacˇnosti na u´rovn´ıch lexika´ln´ıho zpracova´n´ı, syntaxe i se´mantiky slov a veˇt
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Lesk˚uv algoritmus
Pocˇ´ıta´ velikost prˇekryvu slovn´ıkovy´ch definic´ı pro vsˇechny mozˇne´ vy´znamy slov ve veˇteˇ.
Protozˇe prˇi veˇtsˇ´ım mnozˇstv´ı slov ve veˇteˇ pocˇet kombinac´ı extre´mneˇ nar˚usta´, vyuzˇ´ıva´ se prˇi
vy´pocˇtu simulovane´ zˇ´ıha´n´ı.
Existuje take´ zjednodusˇena´ varianta tohoto algoritmu, ktera´ pocˇ´ıta´ prˇekryv vy´znamu slova
a aktua´ln´ıho kontextu. Tento prˇ´ıstup je rychlejˇs´ı a by´va´ i u´speˇsˇneˇjˇs´ı.
Algoritmy s vyuzˇit´ım encyklopedi´ı
Tyto algoritmy jsou zalozˇeny na znalostech o vazba´ch mezi se´manticky´mi kategoriemi. Je
nutne´ mı´t ba´zi znalost´ı o tzv. common sense knowledge (zdravy´ selsky´ rozum).
Cely´ postup by se pote´ dal popsat jako neˇkolik krok˚u:
 z´ıskat mozˇne´ vy´znamy otevrˇeny´ch slov;
 nale´zt se´manticke´ vazby mezi mozˇny´mi vy´znamy;
 vybrat ty vy´znamy, ktere´ odpov´ıdaj´ı vybrany´m vazba´m.
6.1.2 Metody s ucˇitelem
V prˇ´ıpadeˇ, zˇe ma´me k dispozici data, kde jsou otevrˇene´ kategorie slov prˇedem oznacˇkova´ny
svy´mi vy´znamy v pouzˇite´m kontextu, mu˚zˇeme vyuzˇ´ıt neˇktery´ z algoritmu˚ pro strojove´ ucˇen´ı
s ucˇitelem.
Obecny´ postup pro ucˇen´ı s ucˇitelem je:
 z´ıskat seznam vzork˚u ilustruj´ıc´ıch fakt, ktery´ je trˇeba se ”naucˇit“;
 naj´ıt vzory v dodany´ch datech;
 pouzˇ´ıt nalezene´ vzory pro klasifikaci novy´ch vstup˚u;
Mezi klasicke´ algoritmy pro tento prˇ´ıstup patrˇ´ı Bayesovsky´ klasifika´tor, Support Vector
Machines, rozhodovac´ı stromy nebo neuronove´ s´ıteˇ.
Cˇasto je take´ mozˇne´ setkat se s prˇ´ıstupem, kdy je rucˇneˇ prˇipravena mala´ cˇa´st tre´novac´ıch
dat a algoritmus jizˇ sa´m da´le rozv´ıj´ı rˇesˇeny´ proble´m s vyuzˇit´ım te´to prˇedprˇipravene´ cˇa´sti
jako podpory.
6.1.3 Metody bez ucˇitele
Tento typ metod je zalozˇen na prˇedpokladu, zˇe slova s podobny´m vy´znamem se budou
vyskytovat ve spolecˇnosti podobny´ch slov. Nepouzˇ´ıva´ se zde prˇ´ıme´ oznacˇen´ı kategori´ı jako
naprˇ´ıklad chair/furniture, ale sp´ıˇse docha´z´ı k rozdeˇlen´ı vy´znamu˚ do shluk˚u, bez toho, aby
byly prˇedem neˇjak oznacˇeny.
Samotne´ shlukova´n´ı by´va´ obvykle prova´deˇno pomoc´ı vektor˚u a Support Vector Machines
s r˚uzny´m zp˚usobem zako´dova´n´ı pouzˇity´ch vektor˚u.
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6.1.4 Dalˇs´ı metody pro zprˇesneˇn´ı
Beˇhem vyuzˇit´ı vy´sˇe zmı´neˇny´ch metod je mozˇne´ ovlivnit u´speˇsˇnost rozpozna´n´ı pomoc´ı
neˇkolika metod sledova´n´ı kontextu:
 Jeden vy´znam pro rˇecˇ/kolokaci – Tento postup je zalozˇen na prˇedpokladu, zˇe v ra´mci
bloku textu ma´ jedno slovo obvykle stejny´ vy´znam ve vsˇech vy´skytech, aby byla
zachova´na konzistence textu.
 Lexika´ln´ı rˇeteˇzce – Lexika´ln´ı rˇeteˇzec je sekvence souvisej´ıc´ıch slov v textu. Je neza´visly´
na gramaticke´ strukturˇe a ve vy´sledku se jedna´ o seznam slov, zachycuj´ıc´ıch soudrzˇnost
textu. Cˇasto se skla´da´ ze slov stejne´ho slovn´ıho druhu.
6.2 Identifikace veˇtne´ stavby
Znalost vy´znamu jednotlivy´ch slov sta´le nen´ı dostatecˇna´ k urcˇen´ı vy´znamu cele´ veˇty.
Naprˇ´ıklad v na´sleduj´ıc´ıch veˇta´ch jsou pouzˇita stejna´ slova, ale vy´znam se meˇn´ı.
John likes Mary very much.
Mary likes John very much.
Jak je mozˇne´ pozorovat, vy´znam veˇt byl ovlivneˇn porˇad´ım jednotlivy´ch slov. Proto je
d˚ulezˇite´ umeˇt tato vy´znamna´ slova (nebo fra´ze) ve veˇteˇ urcˇit a poznat vazby mezi nimi.
T´ımto proble´mem se zaby´va´ syntaxe a rozhodneˇ jej nelze oznacˇit za trivia´ln´ı. Obvykly´m
na´strojem pro popis syntakticky´ch pravidel veˇty jsou gramatiky (cˇastou pouzˇ´ıvany´m typem
jsou PCFG pravdeˇpodobnostn´ı bezkontextove´ gramatiky). V dnesˇn´ı dobeˇ se pouzˇ´ıvaj´ı dva
za´kladn´ı prˇ´ıstupy pro jejich tvorbu:
Prvn´ım ze zp˚usob˚u je rozklad na veˇtne´ slozˇky (konstituenty), skupiny slov tvorˇ´ı fra´ze, ktere´
formuj´ı veˇtu. Prˇ´ıkladem mu˚zˇe by´t naprˇ´ıklad veˇta ”That man caught the butterfly with a
net“. Cela´ veˇta je oznacˇena kategori´ı S, ktera´ se pomoc´ı prˇepisovac´ıch pravidel v gramatice




/ \ / | \
That man VBD NP PP__
| / \ / \
caught the butterfly IN NP
| / \
with a net
Ve vy´sˇe uvedene´m grafu je pouzˇito neˇkolik za´kladn´ıch typ˚u fra´z´ı.
 S - sentence - veˇta
 NP - noun phrase - fra´ze podstatne´ho jme´na
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 VP - verb phrase - slovesna´ fra´ze
 PP - prepositional phrase - prˇedlozˇkova´ fra´ze
Druhy´m ze zp˚usob˚u je za´vislostn´ı prˇ´ıstup. Struktura veˇty je zachycena pomoc´ı za´vislostn´ıho
stromu, kde uzly odpov´ıdaj´ı nejcˇasteˇji slov˚um a hrany zachycuj´ı za´vislosti mezi nimi.
Naprˇ´ıklad ve veˇteˇ ”Sue watched the man at the next table“, jsou fra´ze Sue a the man za´visle´
na slovesu watched. Obecneˇ je mozˇne´ rˇ´ıct, zˇe podstatna´ jme´na jsou za´visla´ na slovesny´ch
fra´z´ıch a tuto za´vislost je mozˇne´ popsat jako se´mantickou roli.
Aktua´ln´ı syste´my pro parsing textu obvykle kombinuj´ı tyto dva prˇ´ıstupy. Z hlediska kon-
verzacˇn´ıho agenta je potrˇebne´ sestavit takovou gramatiku, ktera´ na´m umozˇn´ı poznat ve
veˇteˇ neˇkolik za´kladn´ıch prvk˚u. Teˇmi jsou podmeˇt, prˇedmeˇt a vazbu mezi nimi. Vhodne´ by
da´le bylo i urcˇen´ı cˇasu, mı´sta ap.
Bohuzˇel, prˇirozeny´ jazyk je velmi slozˇity´ a sestavit takovouto gramatiku je na´rocˇne´, prˇesto
existuj´ı pokusy toho dosa´hnout i za cenu omezen´ı te´mat pro konverzaci.
Neˇktere´ existuj´ıc´ı gramatiky, ktere´ se snazˇ´ı o kompletn´ı pokryt´ı anglicke´ho jazyka jsou
naprˇ´ıklad:
 XTAG English Grammar[9]
 The Alvey Natural Language Tools Grammar[4]
Z gramatik s omezenou dome´nou bych zmı´nil alesponˇ ty, ktere´ se cˇasto vyskytuj´ı ve
srovna´n´ıch:
 ATIS – gramatika pro zpracova´n´ı dotaz˚u v letecke´m provozu
 CommandTalk[5] – tato gramatika byla navrzˇena pro ovla´da´n´ı vojenske´ho simulacˇn´ıho
syste´mu
 PT [6] – Gramatika z´ıskana´ zpracova´n´ım Penn Treebank
6.3 Urcˇen´ı te´matu konverzace
Dalˇs´ı informac´ı, ktera´ je d˚ulezˇita´ pro komunikaci, je aktua´ln´ı kontext. Jak je mozˇne´ si
vsˇimnout na na´sleduj´ıc´ıch prˇ´ıkladech, prvn´ı veˇta obou konverzac´ıch je shodna´, ale ma´ jiny´
vy´znam, pra´veˇ d´ıky rozd´ılne´mu kontextu.
Flying baloons can be dangerous.
Sorry, next time I will play outside.
Flying baloons can be dangerous.
Perhaps, but we have parachute ready at all times.
V prvn´ım prˇ´ıkladu, byla konverzace zameˇrˇena na sportovn´ı na´cˇin´ı, kdezˇto ve druhe´m na
dopravn´ı prostrˇedek. Bez znalosti kontextu ovsˇem nen´ı mozˇne´ rozhodnout, ktery´ z vy´znamu˚
ma´me na mysli. Tyto prˇ´ıklady tak ilustruj´ı u´zkou vazbu mezi zjiˇsteˇn´ım kontextu a zjedno-
znacˇnˇova´n´ım vy´znamu slov.
Existuje neˇkolik typ˚u metod pro extrakci kontextu:
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 metody zalozˇene´ na lexika´ln´ıch rˇeteˇzc´ıch (jizˇ zmı´neˇne´ u zjednoznacˇnˇova´n´ı vy´znamu
slov)
 metody vyuzˇ´ıvaj´ıc´ı extern´ı znalosti pro urcˇen´ı obecne´ho te´matu z vazeb mezi slovy
v textu
 metody zalozˇene´ na vektorech prˇ´ıznak˚u pro skupinu dokument˚u
6.3.1 Metody vyuzˇ´ıvaj´ıc´ı extern´ı znalosti
C´ılem teˇchto metod je za pomoci se´manticke´ hierarchie identifikovat neˇkolik pojmu˚, ktere´
pokry´vaj´ı te´ma konverzace. Naprˇ´ıklad z pojmu˚ sˇteˇkat, knˇucˇet, srst a zv´ıˇre je mozˇne´ odvodit,
zˇe te´matem je pes.
Jednou ze s´ıt´ı, ktera´ je cˇasto vyuzˇ´ıva´na, je se´manticka´ s´ıt’ WordNet[8] obsahuj´ıc´ı velke´
mnozˇstv´ı sloves, podstatny´ch a prˇ´ıdavny´ch jmen spolu s vazbami mezi nimi.
6.3.2 Metody vyuzˇ´ıvaj´ıc´ı vektory prˇ´ıznak˚u
Princip teˇchto metod je zalozˇen na vyuzˇit´ı multidimenziona´ln´ıch vektor˚u, reprezentuj´ıc´ıch
jednotliva´ te´mata. Dimenze teˇchto vektor˚u reprezentuj´ı konkre´tn´ı slova, z´ıskana´ z tre´novac´ıch
dat a jejich hodnota vyjadrˇuje mı´ru prˇ´ıtomnosti slova v popisovane´m te´matu. Slova repre-
zentuj´ıc´ı aktua´ln´ı te´ma pote´ z´ıska´me nalezen´ım neˇkolika vektor˚u, ktere´ se nejv´ıce podobaj´ı
pra´veˇ zpracova´vany´m dat˚um.
Tato metoda je d´ıky sve´mu jednoduche´mu konceptu velmi obl´ıbena´ a cˇasto se pouzˇ´ıva´
v syste´mech pro z´ıska´va´n´ı znalost´ı (Information retrieval). Take´ je mozˇne´ nalezena´ slova





Pro implementaci vlastn´ıho komunikacˇn´ıho agenta jsem si stanovil neˇkolik c´ıl˚u. Meˇl by by´t
schopen identifikovat za´kladn´ı emoce ve vstupu od uzˇivatele, vyhodnotit emoci ve vztahu
k sobeˇ a s co nejmensˇ´ım u´sil´ım (a bez vytva´rˇen´ı neˇjake´ho veˇtsˇ´ıho korpusu) vygenerovat
odpoveˇd’ s pouzˇit´ım neˇktere´ho z vy´sˇe uvedeny´ch algoritmu˚.
7.2 Popis navrzˇene´ architektury
Cele´ zpracova´n´ı vstupu zahrnuje mnozˇstv´ı krok˚u, ktere´ lze rozdeˇlit zhruba na 6 cˇa´st´ı:
 prˇ´ıprava dat
 zpracova´n´ı veˇtne´ struktury
 detekce a zpracova´n´ı emoc´ı
 zapojen´ı emoc´ı do modelu osobnosti
 sestaven´ı odpoveˇdi
 zobrazen´ı odpoveˇdi a vizualizace emoc´ı
Pro umozˇneˇn´ı uzˇivatelsky´ch test˚u je nav´ıc agent navrzˇen jako v´ıceuzˇivatelsky´ a podporuje
vzda´leny´ prˇ´ıstup pomoc´ı XML-RPC protokolu.
Schematicke´ zna´zorneˇn´ı cele´ho postupu je videˇt na obra´zku 7.1.
Jako programovac´ı jazyk pro implementaci jsem se rozhodl vyuzˇ´ıt Python. Tento jazyk je
cˇasto pouzˇ´ıva´n jak pro rychle´ prototypova´n´ı aplikac´ı, tak pro rˇesˇen´ı proble´mu˚ z oblasti
zpracova´n´ı prˇirozene´ho jazyka.
7.3 Podp˚urne´ rutiny
Nezˇ zacˇnu detailneˇji popisovat jednotlive´ kroky zpracova´n´ı, je vhodne´ se zmı´nit o na´stroj´ıch,
ktere´ se pouzˇ´ıvaj´ı na neˇkolika r˚uzny´ch mı´stech v programu.
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Obra´zek 7.1: Schema funkc´ı agenta
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7.3.1 DbTree
Jedn´ım z velky´ch proble´mu˚ beˇhem zpracova´n´ı prˇirozene´ho jazyka je mnozˇstv´ı dat, ktere´
je potrˇeba uchovat. Proto jsem se inspiroval u struktury TRIE a navrhl vlastn´ı stromovou
strukturu, schopnou uchova´vat data pro sˇirokou paletu proble´mu˚ od Ngramove´ho modelu
beˇhem zjednoznacˇnˇova´n´ı slov azˇ po ulozˇen´ı gramaticky´ch pravidel pro pouzˇite´ parsery.
S vy´hodou jsem vyuzˇil schopnost´ı databa´zove´ knihovny Sqlite3, ktera´ podporuje podmnozˇinu
jazyka SQL, a navrhl stromovou strukturu uka´zanou na na´sleduj´ıc´ım ER diagramu.
Obra´zek 7.2: ER diagram
Jak lze videˇt, struktura se specializuje na ukla´da´n´ı dat se zna´mou histori´ı, u ktery´ch je
potrˇeba pocˇ´ıtat cˇetnost vy´skytu.
7.3.2 Ukla´da´n´ı vy´sledk˚u
Dalˇs´ım zp˚usobem jak ulehcˇit a zrychlit spousˇteˇn´ı programu, je ukla´da´n´ı vy´sledk˚u cˇasoveˇ
na´rocˇny´ch operac´ı, ktere´ je potrˇeba prove´st pouze jednou. Proto jsem vyuzˇil standardn´ı
knihovny cPickle, ktera´ umozˇnˇuje serializovat existuj´ıc´ı struktury na disk a vytvorˇil trˇ´ıdu
LazyLearner, ktera´ ve stylu proxy zajiˇst’uje nove´ vytvorˇen´ı dat nebo jejich nacˇten´ı z disku,
pokud jizˇ existuj´ı.
7.3.3 Lexika´ln´ı analy´za
Za´kladn´ı ka´men veˇtsˇiny na´stroj˚u pro zpracova´n´ı textu je lexika´ln´ı analy´za. Je to prˇ´ıpad
i+~+me´ho programu, i kdyzˇ jej´ı vyuzˇit´ı je omezeno na interpunkci, cˇ´ıselne´ rˇeteˇzce a tzv.
smile entity.
Protozˇe jsem meˇl urcˇite´ nestandardn´ı pozˇadavky (slovo patrˇ´ıc´ı do v´ıce trˇ´ıd za´rovenˇ) mu-
sel jsem si naimplementovat vlastn´ı analyza´tor zalozˇeny´ na regula´rn´ıch vy´razech a jejich
prˇevodu na konecˇny´ automat, ktery´ umozˇnˇuje koncovy´m stav˚um prˇiˇradit vy´stupn´ı hodnotu.
Je nutne´ podotknout, zˇe prˇi konstrukci automatu se kv˚uli jednoduchosti neprova´d´ı mini-
malizace, ale beˇhem vyhodnocen´ı jsou sledova´ny vsˇechny stavy dosazˇitelne´ se vstupn´ım
rˇeteˇzcem. Jedina´ optimalizace pocˇ´ıtana´ jizˇ prˇi vytva´rˇen´ı je epsilon uza´veˇr, ale aplikova´n na
stavy je azˇ beˇhem vyhodnocen´ı.
Konfigurace je nacˇ´ıta´na z textove´ho souboru. Kazˇdy´ rˇa´dek ve forma´tu ”hodnota regularni-
vyraz“ je prˇeveden na automat a sloucˇen s ostatn´ımi. Jazyk regula´rn´ıch vy´raz˚u podporuje
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vsˇechny beˇzˇne´ operace jako opakova´n´ı (*, +), sjednocen´ı (|) a podporuje podvy´razy pomoc´ı
kulaty´ch za´vorek.








Analyza´tor take´ podporuje zjiˇsteˇn´ı informace o maxima´ln´ı de´lce vstupu, prˇi ktere´ byl
dosazˇen neˇktery´ z koncovy´ch stav˚u.
7.3.4 Gramaticka´ pravidla
Gramatiky patrˇ´ı k d˚ulezˇity´m zp˚usob˚um za´pisu pravidel pro zpracova´n´ı a analy´zu jazyk˚u.
Protozˇe prˇirozene´ jazyky nejsou vy´jimkou vytvorˇil jsem trˇ´ıdu zajiˇst’uj´ıc´ı pra´ci s bezkontex-
tovy´mi gramatikami a jejich za´kladn´ı u´pravy.
Gramaticka´ pravidla jsou nacˇ´ıta´ny ze souboru a umozˇnˇuj´ı neˇktere´ specificke´ operace:
 Za´kladn´ım prvkem gramatiky je pravidlo ve tvaru ”netermina´l  sekvence termina´l˚u
a nontermina´l˚u“ s mozˇnost´ı vyuzˇit´ı znaku |, jak je beˇzˇne´
 Nontermina´ly je mozˇne´ explicitneˇ urcˇit pomoc´ı prˇ´ıkazu ”/N Nontermina´l“, implicitneˇ
jsou za nontermina´ly oznacˇeny vsˇechny tokeny nacha´zej´ıc´ı se na leve´ straneˇ pravidel
 Pro lepsˇ´ı vlastnosti prˇi zpracova´n´ı jazyka, jsem nav´ıc definoval nontermina´l *, ktery´
funguje jako za´stupny´ pro libovolny´ jeden token
 Soubory je mozˇne´ rozdeˇlit do neˇkolika mensˇ´ıch cˇa´st´ı, a ty pote´ vkla´dat pomoc´ı prˇ´ıkazu
ve forma´tu ”@soubor.txt“
 Protozˇe se na cele´ rˇadeˇ mı´st vyuzˇ´ıva´ databa´ze Wordnet, je umozˇneˇna definice non-
termina´lu prˇepisuj´ıc´ıho se na synonyma vsˇech zadany´ch slov: ”/Wx nonterminal slo-
vo/vyznam|slovo2/vyznam|..“ Kde x je urcˇen´ı slovn´ıho druhu (N - podstatne´ jme´no,
V - sloveso, A - prˇ´ıdavne´ jme´no).
 Dalˇs´ı podobnou funkc´ı je nacˇten´ı seznamu pravy´ch stran z extern´ıho souboru. Forma´t
prˇ´ıkazu je ”/F Nontermina´l soubor.txt“ a jeho vyuzˇit´ı v projektu je naprˇ´ıklad pro
seznam vlastn´ıch jmen.
Pro dalˇs´ı zpracova´n´ı je potrˇeba nacˇtene´ gramatiky prˇeve´st do neˇjake´ho z normovany´ch
tvar˚u, a proto jsem s prˇihle´dnut´ım k potrˇeba´m CKY parseru zvolil prˇevod na Chomske´ho
norma´ln´ı formu, i kdyzˇ vzhledem k charakteru vyuzˇit´ı gramatik jako klasifika´tor˚u jsem se
dopustil jedne´ neprˇesnosti, a to zachova´n´ı vsˇech variant pravy´ch stran na ktere´ se konkre´tn´ı
leva´ strana mu˚zˇe zredukovat.
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7.3.5 CKY parser
Samotna´ gramatika je k nicˇemu bez parseru, ktery´ by ji byl schopny´ aplikovat na vstup.
Protozˇe jsem potrˇeboval by´t schopny´ z´ıskat i nedokoncˇene´ podstromy z parsova´n´ı (bottom-
up) a prˇitom mı´t sta´le dostatecˇny´ vy´kon, rozhodl jsem se implementovat CKY parser.
CKY parser se od jiny´ch algoritmu˚ liˇs´ı svy´m inkrementa´ln´ım zp˚usobem parsova´n´ı s vyuzˇit´ım
tabulky, ktera´ na´sledneˇ umozˇnˇuje zjiˇsteˇn´ı informac´ı o vsˇech nalezeny´ch podstromech pro
zadanou gramatiku.
Jediny´m omezen´ım je pra´veˇ gramatika zadana´ pomoc´ı Chomske´ho norma´ln´ı formy, cozˇ byl
d˚uvod pro jej´ı zvolen´ı v prˇedchoz´ı cˇa´sti.
Pseudoko´d algoritmu CKY
- vytvorˇ tabulku o velikost NxN (N je de´lka vstupu)
- na rˇa´dek 1 doplnˇ do sloupce X nontermina´ly N, pokud existuje pravidlo
N -> vstup[X]
- pro rˇa´dky Y z <2,N> prova´deˇj
- pro sloupce X z <1,1+N-Y> prova´deˇj
- pro vsˇechna D z <1,Y-1>
- do tabulka[X,Y] prˇidej nontermina´l N pokud existuje pravidlo
N -> N1 N2, kde N1 je v tabulka[X,D] a N2 je v tabulka[X+D,Y-D]
- pokud je pole tabulka[1,N] nepra´zdne´, vstup odpovı´da´ gramatice
7.4 Prˇ´ıprava dat
Prˇed samotny´m zpracova´n´ım vstup je vhodne´ aplikovat neˇkolik transformac´ı, aby dalˇs´ı
postup byl co nejjednodusˇsˇ´ı.
Nejprve se cela´ veˇta prˇevede na mala´ p´ısmena, protozˇe dalˇs´ı zpracova´n´ı prˇedpokla´da´ jed-
notnou velikost p´ısmen (zvla´sˇteˇ na Wordnetu za´visle´ metody).
Na´sledneˇ je provedeno nahrazen´ı slov a jejich cˇa´st´ı pomoc´ı substitucˇn´ı tabulky. Hlavn´ım
u´kolem je v te´to cˇa´sti rozgenerovat zkra´cene´ tvary anglicke´ho slovesa by´t (I’am, you’re,
we’re, ..) a nahrazen´ı neˇktery´ch vy´raz˚u pouzˇ´ıvany´ch ve slangove´ a ”pocˇ´ıtacˇove´“ anglicˇtineˇ
(dunno, wtf, imho a podobneˇ).
Da´le rozdeˇl´ım vstup na jednotlive´ tokeny (slova, interpunkci, emotikony apod.). Pro tuto
u´lohu vyuzˇ´ıva´m lexika´ln´ı analyza´tor popsany´ v prˇedchoz´ıch cˇa´stech.
Nakonec provedu spojen´ı a sloucˇen´ı slov podle definicˇn´ıch tabulek.
Sloucˇen´ı slov provede prˇ´ımou konkatenaci rˇeteˇzc˚u podle lexika´ln´ı analy´zy ve spolupra´ci s de-
finovanou gramatikou a CKY parserem. Jeho hlavn´ım u´kolem je opeˇtovneˇ spojit slova, ktera´
byla nespra´vneˇ rozdeˇlena prˇedchoz´ımi postupy (ty´ka´ se hlavneˇ nestandardn´ıch emotikon).
Pro spojen´ı slov se pouzˇ´ıva´ algoritmus vyuzˇ´ıvaj´ıc´ı DbTree strukturu ve smyslu stromu, kde
jednotlivy´mi uzly jsou slova a konkre´tn´ı slova nacha´zej´ıc´ı se na cesteˇ mezi koncovy´m uzlem
a korˇenem jsou urcˇena ke spojen´ı. Jako oddeˇlovacˇ prˇi spojova´n´ı se pouzˇ´ıva´ znak podtrzˇen´ı.
Vy´znam tohoto kroku je v mozˇnosti beˇhem dalˇs´ıho zpracova´n´ı rozpoznat slovn´ı spojen´ı jako
”typing machine“ nebo ”fire department“ a korektneˇ jim prˇiˇradit slovn´ı druh a vy´znam.
Vy´stupem cele´ho procesu prˇedzpracova´n´ı je seznam slov a seznam s na´poveˇdou pro urcˇen´ı
jejich slovn´ıch druh˚u.
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Obra´zek 7.3: Ilustrace spojovac´ıho stromu
7.5 Zpracova´n´ı veˇtne´ struktury
Ve chv´ıli kdy ma´me vy´sledky z prˇedzpracova´n´ı, je mozˇne´ prˇistoupit k urcˇen´ı slovn´ıch druh˚u,
rozpozna´n´ı vy´znamu jednotlivy´ch slov a nakonec i sestaven´ı derivacˇn´ıho stromu veˇty s de-
tekc´ı trojice podmeˇt, prˇ´ısudek a prˇedmeˇt.
7.5.1 Urcˇen´ı slovn´ıch druh˚u
Jednoduchy´ prˇehled metod pouzˇ´ıvany´ch pro urcˇen´ı slovn´ıch druh˚u ve veˇteˇ jsem uvedl jizˇ
v prvn´ı cˇa´sti pra´ce. Pro zapojen´ı do implementace jsem si vybral neˇkolik metod v kaska´dn´ım
zapojen´ı. Tyto metody jsou:




Tyto metody jsem na´sledneˇ ucˇil pomoc´ı Brownova korpusu obsazˇene´ho v projektu NLTK.
Urcˇen´ı slovn´ıch druh˚u jednodusˇe vyuzˇ´ıva´ popsane´ metody. Jedinou vy´jimkou je existence
na´poveˇdy pro rozpozna´n´ı, ktera´ zp˚usob´ı obejit´ı teˇchto metod a prˇ´ıme´ prˇevzet´ı napoveˇzene´ho
slovn´ıho druhu.
Naprˇ´ıklad se syste´m na´poveˇd pouzˇ´ıva´ pro mnou navrzˇena´ znacˇka ’EMO ’ znamenaj´ıc´ı emo-
tikonu.
7.5.2 Urcˇen´ı hranic mezi veˇtami
V prˇ´ıpadeˇ, zˇe vstupn´ı rˇeteˇzec obsahuje v´ıce veˇt, je trˇeba tyto naj´ıt a oddeˇlit. K tomu
pouzˇ´ıva´m naivn´ı postup vyhleda´n´ı sekvence POS znacˇek:
. (.|:|;|,|EMO)*
Tag ’.’ v korpusu znamena´ interpunkci na konci veˇty. Nalezena´ sekvence je cela´ povazˇova´na
za ukoncˇen´ı prˇedcha´zej´ıc´ı veˇty.
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BE VB BED VBD
BEDZ VBD BEG VBG
BEN VBN BEZ VBZ
BEM VBP BER VBP
CS IN OD JJ
RBT RBS WQL WRB
QL RB QLP RB
RN RB DTI DT
DTS DT ABL PDT
ABN PDT ABX DT
DTX DT AT DT
AP JJ PP$ PRP$
PP$$ PRP NP NNP
NPS NNPS NR NN
NRS NNS PN NN
PPSS PRP PPS PRP
PPO PRP PPL PRP
PPLS PRP WPS WP
WPO WP
7.5.3 Rozpozna´n´ı vy´znamu slov
Rozpozna´n´ı vy´znamu slov je d˚ulezˇitou soucˇa´st´ı komunikace. Proto jsem vyuzˇil sve´ im-
plementace unigramove´ho a trigramove´ho modelu pro vy´znamove´ oznacˇkova´n´ı slov ve
vstupn´ıch datech. Trigramovy´ model vy´hodneˇ pouzˇ´ıva´ vy´sˇe zmı´neˇny´ DbTree syste´m
pro uchova´n´ı dat, protozˇe je lze reprezentovat jako strom o vy´sˇce trˇi, kde listy obsa-
huj´ı pravdeˇpodobnosti vy´skytu znacˇek. Du˚vodem pro tuto optimalizaci je znacˇna´ u´spora
operacˇn´ı pameˇti ve srovna´n´ı s klasicky´m rˇesˇen´ım zanorˇeny´mi slovn´ıky.
Jako korpus pro ucˇen´ı teˇchto metod jsem vyuzˇil oznacˇkovany´ Brown˚uv korpus z projektu
Senseval. Za´drhelem ovsˇem bylo pouzˇit´ı jiny´ch znacˇek pro slovn´ı druhy, nezˇ pouzˇ´ıva´ cˇa´st
rozpozna´vaj´ıc´ı slovn´ı druhy. Z mneˇ nezna´my´ch d˚uvod˚u byla tato kopie Brownova korpusu
ohodnocena znacˇkami typu Penn Treebank. Penn Treebank nasˇteˇst´ı vycha´z´ı z Brownovy´ch
znacˇek, a proto bylo mozˇne´ napsat prˇiblizˇnou mapovac´ı funkci pro prˇevod. Jako c´ılovou
sadu znacˇek jsem pouzˇil pra´veˇ Penn Treebank, protozˇe existuje zobrazen´ı te´meˇrˇ vsˇech
Brownovy´ch znacˇek na Penn Treebank, opacˇneˇ to ale neplat´ı.
7.5.4 Veˇtna´ stavba
V prvn´ı cˇa´sti jsem prˇedstavil d˚uvody syntakticke´ho zpracova´n´ı veˇty. Bohuzˇel oba dva par-
sery pro anglicky´ jazyk, ktere´ jsem zkousˇel, maj´ı va´zˇne´ nedostatky, bra´n´ıc´ı jejich efektivn´ımu
vyuzˇit´ı.
Parser XTAG neumozˇnˇuje jednoduche´ obejit´ı sve´ho intern´ıho znacˇkovacˇe, a produkuje tud´ızˇ
mnoho stromu˚, ktere´ neodpov´ıdaj´ı slovn´ım druh˚um zjiˇsteˇny´m v prˇedchoz´ıch kroc´ıch zpra-
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cova´n´ı. Jeho vy´hodou je, zˇe pro veˇtsˇinu veˇt je schopen vygenerovat kandida´tn´ı stromy
prakticky okamzˇiteˇ.
Dalˇs´ım parserem, ktery´ jsem meˇl mozˇnost vyzkousˇet, byl Charniak. Produkuje lepsˇ´ı
vy´sledky nezˇ XTAG, ale bohuzˇel je velmi pomaly´.
V aktua´lneˇ existuj´ıc´ı verzi programu je pouzˇit XTAG parser, ale zapojen´ı jine´ho neprˇedstavuje
velky´ proble´m, protozˇe je vola´n jako extern´ı skript s interface ve stylu unixove´ho filtru,
tj. pouzˇ´ıva´ se standardn´ı vstup a vy´stup. Forma´tem rozhrann´ı je zˇa´dny´, jeden nebo v´ıce






(VP_1 (V_1) (NP (N_r (A selfish) (N_f bastard))))))
Tento forma´t je jednoduchy´ na zpracova´n´ı, proto jsem napsal vlastn´ı jednoduchy´ parser na
prˇevod do vnorˇeny´ch seznamu˚ jazyka Python.
Komplikac´ı pro syntaktickou analy´zu jsou r˚uzna´ data nepatrˇ´ıc´ı prˇ´ımo do anglicke´ho jazyka,
jako naprˇ´ıklad nadmeˇrne´ pouzˇit´ı interpunkce nebo emotikony. Tato data jsou ale potrˇeba
pro dalˇs´ı zpracova´n´ı, a proto jsem musel naj´ıt zp˚usob, jak je nejprve odfiltrovat ze vstupu
pro parser, ale pote´ opeˇtovneˇ vlozˇit na spra´vne´ mı´sto ve vy´sledne´m stromu.
Vy´beˇr derivacˇn´ıho stromu z kandida´tn´ıch rˇesˇen´ı prova´d´ım pomoc´ı drˇ´ıve z´ıskany´ch slovn´ıch
druh˚u, hleda´m takovy´ strom, kde nen´ı zˇa´dny´ konflikt pro podstatna´ jme´na, slovesa,
prˇ´ıdavna´ jme´na a prˇedlozˇky.
Nalezeny´ strom pote´ rekurzivn´ım sestupem prˇevedu do objektove´ reprezentace s vyuzˇit´ım
vlastn´ı hierarchie trˇ´ıd:
Obra´zek 7.4: Hierarchie trˇ´ıd pro reprezentaci veˇty
Beˇhem tohoto prˇevodu prova´d´ım optimalizaci uzl˚u podle na´sleduj´ıc´ıch pravidel:
 strom bez list˚u u´plneˇ odstran´ım;
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 strom typu [NP X], kde X nen´ı N prˇevedu na X;
 strom typu [VP X], kde X nen´ı V prˇevedu na X.
Pote´ rekurzivn´ım algoritmem prova´d´ım sloucˇen´ı informac´ı o slovn´ıch druz´ıch a vy´znamech
slov a ukla´da´m je k jednotlivy´m token˚um (trˇ´ıda Node) ve veˇtne´m stromu.
Obra´zek 7.5: Vy´sledny´ strom z S-vy´razu
V tomto bodeˇ vy´pocˇtu ulozˇ´ım odfiltrovane´ emotikony k tokenu, ktery´ se nacha´zel prˇed nimi,
nebo ke korˇenu stromu, pokud byly azˇ za znacˇkou pro konec veˇty.
Dalˇs´ım krokem zpracova´n´ı veˇty je detekce podmeˇtu, prˇ´ısudku a prˇedmeˇtu pro objekty
typu Sentence. Pouzˇ´ıva´ se naivn´ı algoritmus prˇedpokla´daj´ıc´ı zna´mou veˇtnou strukturu pro
anglicky´ jazyk Subject-Verb-Object, ktery´ jsem odvodil z ko´du Marka Schmidta. //XXX
citace k Marka Schmidta







Algoritmus proto pracuje s veˇtny´mi formami a hleda´ ”sourozenecky´“ pa´r NP-VP. Prˇeskakuje
prˇitom veˇtne´ formy bez prˇ´ıme´ho vlivu na strukturu (naprˇ´ıklad prˇedlozˇkove´ a prˇ´ıslovecˇne´
fra´ze).
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7.6 Detekce a zpracova´n´ı emoc´ı
U´cˇelem te´to pra´ce je prozkoumat mozˇnosti modelova´n´ı emoc´ı prˇi komunikaci, proto je
detekce a zpracova´n´ı emoc´ı jednou z nejd˚ulezˇiteˇjˇs´ıch cˇa´st´ı pra´ce.
7.6.1 Emocˇn´ı model
Rozhodl jsem se inspirovat popsany´m projektem Nemesys a vyuzˇ´ıt zjednodusˇeny´ model, ob-
sahuj´ıc´ı pouze sˇest modelovany´ch emoc´ı. Jsou to radost, zlost, strach, znechucen´ı, prˇekvapen´ı
a smutek. Kazˇda´ z teˇchto emoc´ı mu˚zˇe naby´vat intenzity 0 azˇ 10.
Pro rozhodova´n´ı ovsˇem pouzˇ´ıva´m v´ıce informac´ı, nezˇ model Nemesys, protozˇe se pokousˇ´ım
rozpoznat jak emoce projevovane´ konverzacˇn´ım partnerem (empatie), tak i emocˇn´ı vliv
vstupu na samotne´ho agenta (reakce).
7.6.2 Trˇ´ıdy emoc´ı
Beˇhem zpracova´n´ı textu nepracuji prˇ´ımo s intenzitami emoc´ı, ale vyuzˇ´ıva´m symbolicka´
jme´na pro konkre´tn´ı stavy. Kazˇde´ toto symbolicke´ jme´no ma´ potom nadefinova´ny intenzity
emoc´ı a neˇktere´ souvisej´ıc´ı operace, ktere´ prˇedstavuje.
Uka´zka definice













CONFUSION joy:4 anger:4 surprise:6
Prˇi zpracova´n´ı mnozˇiny teˇchto symbolicky´ch jmen a jejich prˇevodu na vy´sledne´ emoce
potom postupuji na´sleduj´ıc´ım zp˚usobem:
 pokud je pra´veˇ zpracova´vana´ definice emoc´ı, nastav maximum z existuj´ıc´ı hodnoty a
hodnoty v trˇ´ıdeˇ
 pokud je definice prˇ´ıkazem more nebo less, uprav intenzitu (velikost) zmeˇny
 pokud je definice prˇ´ıkazem invert, nastav prˇ´ıznak inverze
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 pokud byly zpracova´ny vsˇechny definice, aplikuj zmeˇny vyna´soben´ım a proved’ inverzi,
pokud je pozˇadova´na
Inverze platny´ch emoc´ı (intenzita je veˇtsˇ´ı nezˇ 0) se prova´d´ı jako doplneˇk intenzity do hod-
noty 10, s vy´jimkou radosti a zlosti, kde dojde k vy´meˇneˇ jejich intenzit.
7.6.3 Popis pouzˇ´ıvane´ gramatiky
V na´sleduj´ıc´ıch cˇa´stech budou prˇedstaveny postupy pro prˇevod vstupn´ıho textu na trˇ´ıdy,
ktery´m rozumı´ vy´sˇe popsany´ algoritmus zpracova´n´ı emoc´ı. Proto je vhodne´ neˇktere´ mnou
pouzˇite´ trˇ´ıdy prˇedstavit.
 ’SUBJECT ’ nontermina´l se rozv´ıj´ı na mozˇne´ identifikace c´ılove´ osoby gramatiky
(u empatie je to komunikacˇn´ı partner a u reakce samotny´ program).
 ’POSITIVE ’/’NEGATIVE ’ oznacˇuje subjektivn´ı vn´ıma´n´ı konkre´tn´ıho slova jako
dobre´ nebo sˇpatne´
 ’WNBELIEVE ’ slova a fra´ze znamenaj´ıc´ı ”veˇrˇ´ım, rˇ´ıka´m..“, je mozˇne´ je vypustit ze
zpracova´n´ı, protozˇe celkoveˇ maj´ı stejny´ emocˇn´ı vy´znam jako to, co za nimi na´sleduje
 ’NOT ’ trˇ´ıda invertuj´ıc´ı hodnotu vypocˇtene´ emoce ve veˇteˇ (zp˚usobem popsany´m v ka-
pitole 7.6.2)
 ’MORE ’/’LESS ’ trˇ´ıdy pro zmeˇnu intenzity emoc´ı ve veˇteˇ
 ’JOY ’, ’FEAR’, ’SADNESS ’ a dalˇs´ı trˇ´ıdy aktivuj´ıc´ı konkre´tn´ı emoci
Co se vlastn´ı struktury pouzˇ´ıvane´ gramatiky ty´cˇe, je v tuto chv´ıli tvorˇena rucˇneˇ podle
pr˚ubeˇzˇneˇ z´ıska´vany´ch informac´ı z uzˇivatelske´ho testova´n´ı. Pro dalˇs´ı vy´voj bude vhodne´
vytvorˇit metodu zpracova´n´ı oznacˇkovane´ho dialogove´ho korpusu, ktera´ poskytne stejne´ in-
formace s co nejmensˇ´ı na´mahou.
7.6.4 Zpracova´n´ı na u´rovni slov
Prˇedt´ım, nezˇ je mozˇno pouzˇ´ıt pokrocˇilejˇs´ı techniky pro emocˇn´ı zpracova´n´ı vstupu, je nutne´
prˇipravit si data na u´rovni jednotlivy´ch slov.
Proto se nejprve provede prˇiˇrazen´ı trˇ´ıd pomoc´ı lexika´ln´ı analy´zy popsane´ vy´sˇe v cˇa´sti
o podp˚urny´ch na´stroj´ıch.
Tyto trˇ´ıdy jsou na´sledneˇ sloucˇeny s trˇ´ıdami z´ıskany´mi pomoc´ı aplikace pravidel na zjedno-
znacˇneˇna´ slova.
Uka´zka pravidel pro zjednoznacˇneˇna´ slova





Pravidla jsou definova´na jako trojice:
 slovn´ı druh (N,V,A);
 na´zev trˇ´ıdy;
 seznam slov ve tvaru slovo/vy´znam oddeˇleny´ch znakem |.
Prˇi jejich zpracova´n´ı se vyuzˇ´ıva´ se´manticka´ s´ıt’ Wordnet, pro kterou jsou take´ urcˇeny cˇa´sti
definic ty´kaj´ıc´ı se konkre´tn´ıho vy´znamu slova. Samotne´ pravidlo se prˇed ulozˇen´ım rozsˇ´ıˇr´ı
o vsˇechna slova, ktera´ jsou podobna´ nebo podrˇazena´ zadane´mu vy´znamu.
Prˇ´ıkladem mu˚zˇe by´t naprˇ´ıklad definice ”A DOG dog/1“, kde dojde k rozsˇ´ıˇren´ı na dog,
domestic dog, Canis familiaris a vsˇechny na´zvy ras ps˚u, ktere´ jsou ve Wordnet databa´zi
uvedeny.
Samotne´ ulozˇen´ı pote´ vyuzˇ´ıva´ vy´sˇe popsany´ na´stroj DbTree a kazˇda´ definice je ulozˇena
jako:
Slovnı´_druh -> synsetId -> trˇı´dy
SynsetId je unika´tn´ı identifika´tor, ktery´ Wordnet prˇiˇrazuje kazˇde´mu vy´znamu, a ktery´ je
spolecˇny´ vsˇem slov˚um sd´ılej´ıc´ım stejny´ vy´znam.
Specia´ln´ım prˇ´ıpadem je situace, kdy selzˇe zjednoznacˇneˇn´ı vy´znamu pro slovo. Pote´ se pouzˇije
naivn´ı prˇ´ıstup a trˇ´ıdy se hledaj´ı cˇisteˇ podle unigramove´ho modelu, ktery´ byl vytvorˇen
za´rovenˇ s ucˇen´ım vy´sˇe popsany´ch pravidel. Tento model prˇiˇrad´ı slovu vsˇechny trˇ´ıdy, pozo-
rovane´ u stejneˇ vypadaj´ıc´ıch zjednoznacˇneˇny´ch slov. Je i ulozˇen ve stejne´m souboru, jen
interneˇ pouzˇ´ıva´ forma´t:
__NAIVE -> Slovo -> trˇı´dy
7.6.5 Zpracova´n´ı na u´rovni cele´ veˇty
Ve chv´ıli kdy jizˇ ma´me ohodnocena jednotliva´ slova, je mozˇne´ zacˇ´ıt hledat vy´znamne´
fra´ze. Pro jejich definici jsem vyuzˇil modulu pro bezkontextove´ gramatiky popsane´ho mezi
na´stroji.
Kromeˇ nontermina´l˚u popsany´ch explicitneˇ v pravidlech, jsou v gramatice k dispozici jesˇteˇ
vsˇechny Part-Of-Speech znacˇky a jejich skupiny (NOUN, VERB, ADVERB a podobneˇ).
Trˇ´ıdy detekovane´ zadanou gramatikou odpov´ıdaj´ı jednotlivy´m nontermina´l˚um v jej´ım po-
pisu.
Zpracova´n´ı fra´z´ı pote´, v prˇ´ıpadeˇ zˇe je k dispozici, vyuzˇ´ıva´ jesˇteˇ informac´ı ze syntakticke´ho
parseru veˇty, zapouzdrˇeny´ch v objektove´m modelu Sentence.
Jako parser pro nalezen´ı podstromu˚ je vyuzˇit, jizˇ drˇ´ıve popsany´, CKY parser. V jeho prvn´ım
kroku jsou, k prˇedchoz´ım algoritmem z´ıskany´m nontermina´l˚um, prˇida´ny jesˇteˇ odpov´ıdaj´ıc´ı
trˇ´ıdy zjiˇsteˇne´ v prˇedchoz´ıch cˇa´stech zpracova´n´ı (lexika´ln´ı analy´za a detekce na u´rovni slov).
Dalˇs´ı u´pravou vstupn´ıch dat je prˇida´n´ı pra´zdne´ho tokenu s trˇ´ıdou START na zacˇa´tek a
s trˇ´ıdou END na konec.
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Z vy´sledny´ch produkt˚u CKY parseru je potom zaj´ımava´ vyplneˇna´ tabulka, kde kazˇda´
nepra´zdna´ hodnota urcˇuje jeden nebo v´ıce podstromu˚, ktere´ odpov´ıdaj´ı gramatice.
Prvotn´ı mapova´n´ı trˇ´ıd do objektove´ho modelu, je provedeno pomoc´ı rekurzivn´ıho pr˚uchodu
stromem typu ”preorder“. Pro kazˇdy´ podstrom i list ve stromu je uchova´va´na pozice
pocˇa´tecˇn´ıho a koncove´ho tokenu. Na za´kladeˇ te´to informace se zjist´ı maxima´ln´ı de´lka pod-
stromu (pocˇet token˚u) i jeho pocˇa´tek ve vstupu. Toho lze na´sledneˇ vyuzˇ´ıt jako index˚u do
z´ıskane´ CKY tabulky, pro identifikaci trˇ´ıdy cele´ho podstromu.
7.6.6 Se´manticke´ zpracova´n´ı
Asi nejna´rocˇneˇjˇs´ı u´lohou prˇi zpracova´n´ı je vyrovnat se s mozˇny´mi chybami v prˇedchoz´ıch
kroc´ıch a pokusit se stanovit emocˇn´ı vy´znam cele´ veˇty.
Nejjednodusˇsˇ´ı metodou, kterou jsem zkousˇel bylo z´ıska´n´ı vsˇech emocˇneˇ zabarveny´ch trˇ´ıd,
ktere´ se ve veˇteˇ vyskytuj´ı a hromadne´ sloucˇen´ı jejich emociona´ln´ıch ohodnocen´ı. Protozˇe
tento zp˚usob zrˇejmeˇ nebude prˇesny´, vyuzˇil jsem derivacˇn´ıho stromu, z´ıskane´ho v prˇedchoz´ı
kapitole pro test dalˇs´ı mozˇnosti.
V metodeˇ s vyuzˇit´ım syntakticke´ analy´zy proto funguje rozdeˇlen´ı na veˇty podle spojek (and,
or) a detekce negace. Spojky zp˚usob´ı sjednocen´ı emoc´ı ze vsˇech veˇt. Negace v podstromu
zp˚usobuje inverzi zjiˇsteˇne´ emoce. Da´le se aplikuje sloucˇen´ı emoc´ı pouze v ra´mci podstromu˚,
cˇ´ımzˇ by meˇlo by´t mozˇne´ odstranit neˇktere´ chyby prˇedchoz´ı popsane´ metody.
V dalˇs´ı pra´ci prˇedpokla´da´m mozˇnost urcˇen´ı emoc´ı prˇ´ımo pomoc´ı trojice podmeˇt, prˇ´ısudek
a prˇedmeˇt, a jim odpov´ıdaj´ıc´ıch podstromu˚.
7.7 Model osobnosti
Vesˇkere´ atributy ty´kaj´ıc´ı se spra´vy emoc´ı, schopnosti odpov´ıdat, ba´ze znalost´ı a podobneˇ
jsem sdruzˇil do trˇ´ıdy Personality, ktera´ je zodpoveˇdna´ za modelova´n´ı osobnosti.
Osobnost je slozˇena z neˇkolika za´kladn´ıch cˇa´st´ı:
 informace o sobeˇ – sem patrˇ´ı naprˇ´ıklad jme´no, informace o tv˚urci, definice obl´ıbeny´ch
a neobl´ıbeny´ch prˇedmeˇt˚u a ostatn´ı pevne´ soucˇa´sti, pouzˇ´ıvane´ v modulu pro generova´n´ı
odpoveˇdi
 znalosti o okol´ı z´ıskane´ beˇhem konverzace
 nastaven´ı mı´ry empatie, reakce, sta´losti na´lady a u´tlumu emoc´ı
 aktua´ln´ı stav kra´tkodoby´ch a dlouhodoby´ch emoc´ı
Tato cˇa´st je take´ zodpoveˇdna´ za zmeˇny emoc´ı podle informac´ı z´ıskany´ch v prˇedchoz´ıch
kroc´ıch.
Pro zpracova´n´ı zjiˇsteˇny´ch emoc´ı jsem navrhl dva algoritmy.
Aktua´lneˇ pouzˇ´ıvany´ algoritmus sloucˇ´ı emoce na za´kladeˇ linea´rn´ı funkce typu:
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zmeˇna = aktua´lnı´ emocˇnı´ stav * u´tlum emocı´
+ mı´ra empatie * empatie
+ mı´ra reakce * reakce
na´lada = (sta´lost na´lady * na´lada + zmeˇna) / (sta´lost na´lady + 1)
aktua´lnı´ emocˇnı´ stav = (aktua´lnı´ emocˇnı´ stav * sta´lost + zmeˇna) / (sta´lost + 1)
Slozˇiteˇjˇs´ı algoritmus vyuzˇ´ıva´ neuronovy´ch s´ıt´ı pro mapova´n´ı vstupn´ıch dat na vy´stupn´ı.
Tato metoda ma´ pravdeˇpodobneˇ veˇtsˇ´ı potencia´l, ale je na´rocˇna´ na kvalitu a mnozˇstv´ı,
tre´novac´ıch dat, proto jsem ji ponechal pro mozˇne´ rozsˇ´ıˇren´ı.
7.8 Sestaven´ı odpoveˇdi
Pro sestaven´ı odpoveˇdi podle vstupu a zpracovany´ch emoc´ı jsem vyuzˇil modifikovany´ in-
terpret jazyka AIML. AIML je dialekt XML, obsahuj´ıc´ı definice vzor˚u ota´zek, odpoveˇd´ı na
neˇ a neˇkolik dalˇs´ıch prˇ´ıkaz˚u pro jednoduche´ uchova´n´ı kontextu a znalost´ı o okol´ı.
Jeho zjednodusˇene´ sche´ma je mozˇne´ popsat takto (kompletn´ı popis lze nale´zt v dokumentaci
na oficia´ln´ıch WWW stra´nka´ch):
AIML := <aiml> CATEGORIES* </aiml>
CATEGORIES := <category> PATTERN TEMPLATE </category>
PATTERN := <pattern> TEXT </pattern>
TEMPLATE := TEXT | RANDOM
RANDOM := <random> ITEM* </random>
ITEM := <li> TEXT </li>
Moje rozsˇ´ıˇren´ı spocˇ´ıvala v prˇida´n´ı atribut˚u pro omezen´ı emoc´ı, ve ktery´ch je mozˇne´ zadanou
odpoveˇd’ pouzˇ´ıt.
Na´sleduj´ıc´ı atributy se ty´kaj´ı znacˇek ’template’ a ’li ’:
 empathy – prˇedpokla´dany´ emocˇn´ı stav komunikacˇn´ıho partnera podle posledn´ıho
vstupu;
 reaction – reakce agenta na aktua´ln´ı vstup.
Tag ’li ’ umozˇnˇuje pote´ i vy´beˇr pomoc´ı aktua´ln´ıho emocˇn´ıho stavu agenta.
Vsˇechny atributy jsou textove´ a obsahuj´ı vy´cˇet na´zv˚u emoc´ı oddeˇleny´ch mezerou pro ktery´






<li state=’joy’>I’m OK. Thank you.</li>
<li state=’joy’>I feel fine.</li>
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<li state=’anger disguist’>Not very well...</li>
<li state=’fear’>Scared beyond imagination.</li>




Zdrojove´ ko´dy obsahuj´ı experimenta´ln´ı na´stroj pro ohodnocen´ı ’li ’ znacˇek atributem ’state’
podle pravidel pro zpracova´n´ı empatie.
7.8.1 Algoritmus hleda´n´ı odpoveˇdi
Prˇed samotny´m vyhleda´n´ım odpoveˇdi na uzˇivatelem zadany´ vstup jsou provedeny operace
na zjiˇsteˇn´ı dominantn´ı emoce v reakci a empatii. Nav´ıc je take´ pomoc´ı neuronove´ s´ıteˇ
z´ıska´na informace o emoc´ıch, ktere´ by se v odpoveˇdi nemeˇly projevit (kv˚uli prˇirozenosti
projevu).
Dominantn´ı emoc´ı je takova´ emoce, ktera´ ma´ aktua´lneˇ nejvysˇsˇ´ı hodnotu a nen´ı nulova´.
Samotne´ vyhleda´n´ı odpoveˇdi prob´ıha´ jako vyhleda´va´n´ı ve stromu, se vstupn´ım rˇeteˇzcem
zkonstruovany´m jako
[vstupnı´ text, THAT, that text, TOPIC, topic text,
PERCEPTION, reakce, EMPATHY, empatie]
Do dalˇs´ıho zpracova´n´ı se prˇedaj´ı data obsazˇena´ za znacˇkou ’TEMPLATE ’, ktera´ se nacha´z´ı
co nejbl´ızˇe konci vstupn´ıho rˇeteˇzce. Teˇmito daty je obvykle struktura obsahuj´ıc´ı prˇ´ımo text
nebo znacˇky z AIML, ktere´ se na´sledneˇ vyhodnot´ı.
Vyhodnocen´ı znacˇky ’random’ jsem upravil s ohledem na vy´beˇr odpoveˇdi s preferovany´mi
emocemi. Proto se u vsˇech znacˇek ’li ’ se zadany´mi emocˇn´ımi hodnotami vyhodnocuje
zda neodporuj´ı aktua´ln´ım emocˇn´ım pozˇadavk˚um. Vznikne-li situace, zˇe nen´ı mozˇno vy-
brat zˇa´dny´ z vy´stup˚u, aplikuje se p˚uvodn´ı se´mantika a dojde k vybra´n´ı na´hodne´ odpoveˇdi
ze seznamu.
7.9 Zobrazen´ı odpoveˇdi a vizualizace emoc´ı
Aplikace ma´ graficke´ uzˇivatelske´ rozhran´ı vytvorˇene´ pomoc´ı knihovny Tkinter v jazyce
Python. Okno se skla´da´ ze dvou hlavn´ıch cˇa´st´ı: historie probeˇhle´ konverzace a zobrazen´ı
emoc´ı.
Z teˇchto cˇa´st´ı je zaj´ımava´ pra´veˇ cˇa´st zaby´vaj´ıc´ı se zobrazen´ım emocˇn´ıho stavu. Jednou
z jej´ıch cˇa´st´ı je totizˇ dynamicky generovane´ schematicke´ zna´zorneˇn´ı oblicˇejovy´ch prvk˚u,
ktere´ imituj´ı mimiku lidske´ho oblicˇeje.
Pouzˇite´ prvky a neˇktere´ polohy, ktery´ch mohou naby´vat, jsou zna´zorneˇny na obra´zc´ıch n´ızˇe:
Rˇ´ıd´ıc´ı logika pro toto zobrazen´ı je tvorˇena jednovrstvou bipola´rn´ı perceptronovou s´ıt´ı
o 60 vstupech a 39 vy´stupech. Vstup je ko´dova´n jako sˇest skupin po deseti vstupech, kazˇda´
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skupina vyjadrˇuje intenzitu jedne´ z emoc´ı. Hodnota vstup˚u ve skupineˇ je potom nastavena
tak, zˇe pro intenzitu N je nastaveno prvn´ıch N vstup˚u na 1 a zbytek na -1.
Vy´stupy maj´ı stejny´ zp˚usob zako´dova´n´ı hodnot ve skupineˇ, s t´ım, zˇe je potrˇeba prˇi
deko´dova´n´ı interpolovat hodnoty, kde nen´ı souvisla´ rˇada aktivn´ıch vy´stup˚u. Vy´stupy jsou
usporˇa´da´ny do na´sleduj´ıc´ıch skupin (v za´vorce pocˇet vy´stup˚u ve skupineˇ):
 poloha leve´ho obocˇ´ı (5+5)
 poloha prave´ho obocˇ´ı (5+5)
 vy´sˇka leve´ho oka (5)
 vy´sˇka prave´ho oka (5)
 velikost ocˇ´ı (5+5)
 poloha u´st (5)
 tvar u´st (pozitivn´ı, negativn´ı)
 otevrˇen´ı u´st
 sˇ´ıˇrka u´st (mala´, velka´)
 vy´sˇka u´st (mala´, velka´)
7.10 Rozsˇ´ıˇren´ı pro u´cˇely testova´n´ı
Jako rozsˇ´ıˇren´ı vhodna´ pro ladeˇn´ı a testova´n´ı jsem implementoval mozˇnost vzda´lene´ho
prˇ´ıstupu ze samostatne´ho klienta a mozˇnost ulozˇen´ı graficke´ reprezentace derivacˇn´ıho
stromu zpracovane´ veˇty.
7.10.1 Vzda´leny´ prˇ´ıstup
Pro s´ıt’ovou komunikaci vyuzˇ´ıva´m bezestavovy´ protokol XML-RPC s t´ım, zˇe exportuji jen
minimum potrˇebny´ch funkc´ı. Tyto funkce jsou getSession, closeSession pro spra´vu spo-
jen´ı a funkce callback pro odesla´n´ı vstupn´ıho textu a z´ıska´n´ı odpoveˇdi spolu s emocˇn´ım
stavem.
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Samotny´ protokol komunikace je potom jizˇ velmi jednoduchy´:
Postup komunikace
Client xml-rpc event Server
------------- getSession ----------->
<------------ session ID ------------
enter sentence
------------- callback -------------> |
<-------- response, emotions -------- | repeat for every sentence
vizualize response |
------------- score ----------------> |
----------- closeSession ----------->
<---------- OK ----------------------
7.10.2 Vizualizace veˇtne´ stavby
Nejjednodusˇsˇ´ım zp˚usobem, jak z´ıskat grafickou reprezentaci pouzˇ´ıvany´ch struktur, bylo
zapojit do zpracova´n´ı knihovnu Graphviz. Vstupem je jednoduchy´ jazyk pro popis grafu a
vy´stupem mu˚zˇe by´t jeden z mnoha podporovany´ch forma´t˚u, ja´ jsem zvolil PNG.















Pro Python existuje knihovna PyDot, ktera´ tento jazyk objektoveˇ zapouzdrˇuje, takzˇe
s vyuzˇit´ım rekurzivn´ıho sestupu na objektove´m modelu veˇty jsem schopen vygenerovat




Je velice obt´ızˇne´ vyhodnotit tak nezmeˇrˇitelnou oblast, jakou jsou emoce. Proto se v uzˇivatelsky´ch
testech zameˇrˇ´ım alesponˇ na informace o mı´ˇre shody mezi vn´ıma´n´ım samotny´ch uzˇivatel˚u,
metodami vyuzˇ´ıvaj´ıc´ımi syntaktickou analy´zu a postupy, kde se pokrocˇile´ techniky ne-
pouzˇ´ıvaj´ı.
8.1 Uzˇivatelske´ testy
Pro tento u´cˇel jsem upravil uzˇivatelske´ rozhran´ı programu, aby umozˇnˇoval s odesla´n´ım veˇty
prˇ´ımo zadat i emocˇn´ı hodnotu veˇty podle uzˇivatele (jeho na´ladu). Pote´ jsem zaznamena´val
rozpoznane´ empatie a reakce prˇed a po pouzˇit´ı techniky syntakticke´ analy´zy veˇty.
Dalˇs´ı sledovanou velicˇinou bylo subjektivn´ı hodnocen´ı uzˇivatele pro shodu odpoveˇdi a pro-
jevene´ emoce (bodovy´ syste´m 0–10).
V na´sleduj´ıc´ıch tabulka´ch jsou vy´sledky experiment˚u. Cˇ´ısla uda´vaj´ı pocˇet zpracovany´ch
veˇt s vlastnostmi urcˇeny´mi rˇa´dkem a sloupcem tabulky. Pocˇty spra´vny´ch rozpozna´n´ı jsou
v tabulka´ch zvy´razneˇna.
Celkova´ u´speˇsˇnost pro metody bez vyuzˇit´ı pokrocˇily´ch technik NLP (tj. bez syntakticke´
analy´zy) byla 51% a prˇi jej´ım vyuzˇit´ı 37%. Pokud zanedba´me prˇ´ıpady, kde nebyla na vstupu
zˇa´dna´ emoce, tak z´ıska´me bez vyuzˇit´ı syntakticke´ analy´zy u´speˇsˇnost 43%, ale prˇi jej´ım
Tabulka 8.1: Vy´sledky porovna´n´ı uzˇivatelske´ho vstupu (rˇa´dky) a rozpoznane´ empatie
(sloupce)
none joy anger fear sadness disguist surprise
none 86 19 2 2 1 3 0
joy 14 71 5 0 0 0 1
anger 34 3 25 6 2 4 1
fear 5 0 0 8 1 0 0
sadness 18 3 8 0 9 2 0
disgust 34 4 10 0 2 18 0
surprise 17 7 0 0 0 0 7
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Tabulka 8.2: Vy´sledky porovna´n´ı uzˇivatelske´ho vstupu (rˇa´dky) a rozpoznane´ empatie
(sloupce) s vyuzˇit´ım syntakticke´ analy´zy
none joy anger fear sadness disguist surprise
none 101 6 1 1 1 2 1
joy 62 29 0 0 0 0 0
anger 54 2 14 0 1 3 1
fear 9 0 0 5 0 0 0
sadness 33 3 1 0 2 1 0
disgust 56 3 1 0 0 8 0
surprise 25 3 0 0 0 0 3
Tabulka 8.3: Vy´sledky porovna´n´ı uzˇivatelske´ho vstupu (rˇa´dky) a rozpoznane´ empatie
(sloupce)
none positive neutral negative
none 86 19 1 7
positive 14 71 1 5
neutral 35 10 16 10
negative 73 7 6 71
vyuzˇit´ı pouze 19%. Tento propad je pravdeˇpodobneˇ zp˚usoben nedostatecˇny´m pokryt´ım
jazyka gramaticky´mi pravidly.
Urcˇite´ho zlepsˇen´ı je mozˇne´ dosa´hnout prˇi omezen´ı mnozˇstv´ı rozpozna´vane´ informace na
pozitivn´ı, negativn´ı a neutra´ln´ı emoce. Jako negativn´ı se povazˇuj´ı vsˇechny mnou pouzˇ´ıvane´
emoce, kromeˇ prˇekvapen´ı a radosti. Radost je povazˇova´na za pozitivn´ı a prˇekvapen´ı za
neutra´ln´ı. U´speˇsˇnosti rozpozna´n´ı pro jednodusˇsˇ´ı metodu se pohybuj´ı cca o 5% vy´sˇe.
Posledn´ı tabulka zna´zornˇuje uzˇivatelske´ hodnocen´ı odpoveˇd´ı a agentem projeveny´ch emoc´ı
z pohledu na realisticˇnost.
Bohuzˇel je velice na´rocˇne´ z´ıskat potrˇebne´ mnozˇstv´ı kvalitn´ıch dat pro jednoznacˇne´ vyhod-
nocen´ı. Je mozˇne´ si vsˇimnout, zˇe uzˇivatele´ ma´lokdy vyuzˇ´ıvali veˇt s emocemi jako strach
nebo smutek. Take´ prˇekvapen´ı zrˇejmeˇ bylo cˇasto pouze v kombinaci s radost´ı (v tabulka´ch
je videˇt velky´ prˇekryv).
I z teˇchto vy´sledk˚u je ovsˇem poznat, zˇe agent ma´ jesˇteˇ velke´ mezery v definicˇn´ıch pravidlech
a gramatika´ch pro hodnocen´ı veˇty. Dalˇs´ı informac´ı, kterou je mozˇno z dat odvodit je, zˇe
Tabulka 8.4: Vy´sledky porovna´n´ı uzˇivatelske´ho vstupu (rˇa´dky) a rozpoznane´ empatie
(sloupce) s vyuzˇit´ım syntakticke´ analy´zy
none positive neutral negative
none 101 6 2 4
positive 62 29 0 0
neutral 58 6 5 2
negative 119 5 2 31
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Tabulka 8.5: Hodnocen´ı realisticˇnosti odpoveˇd´ı
body - 1 2 3 4 5 6 7 8 9 10
veˇt 85 3 6 2 4 7 2 7 16 8 51
pokrocˇilejˇs´ı techniky na zpracova´n´ı jazyka jsou citliveˇjˇs´ı na tre´novac´ı data a pro ty, ktere´




V te´to pra´ci jsem uka´zal aktua´ln´ı stav na poli konverzacˇn´ıch agent˚u z hlediska zpracova´n´ı
jazyka a modelova´n´ı osobnosti, kde i prˇes neˇkolik des´ıtek let trvaj´ıc´ı vy´zkum teˇchto oblast´ı
sta´le jesˇteˇ nen´ı mozˇne´ ani napodobit komunikaci cˇloveˇka s cˇloveˇkem, natozˇpak naucˇit stroje
porozumeˇt a ve´st smysluplnou konverzaci.
Da´le jsem se pokusil nast´ınit neˇktere´ proble´my a postupy, ktere´ povazˇuji za d˚ulezˇite´ pro roz-
vinut´ı konverzacˇn´ıch schopnost´ı dnesˇn´ıch chatterbot˚u. Jedna´ se hlavneˇ o te´mata souvisej´ıc´ı
se zpracova´n´ım prˇirozene´ho jazyka jako zjednoznacˇneˇn´ı vy´znamu slov, urcˇen´ı se´manticky´ch
vazeb ve veˇta´ch a zpracova´n´ı kontextu.
V dalˇs´ıch cˇa´stech jsem prˇedvedl implementaci vlastn´ıho agenta, zalozˇenou na existuj´ıc´ıch
technika´ch a v uzˇivatelsky´ch testech pouka´zal na jej´ı slabiny a pot´ızˇe se z´ıska´n´ım tre´novac´ıch
dat.
Z c´ıl˚u, ktere´ jsem si stanovil na zacˇa´tku pra´ce, jsem byl schopen splnit vsˇechny. Pod-
statna´ ovsˇem byla mı´ra u´speˇsˇnosti, ktera´ se bohuzˇel nepohybovala prˇ´ıliˇs vysoko, a pro
jejich zlepsˇen´ı bude zrˇejmeˇ trˇeba dalˇs´ıho vy´zkumu.
Dalˇs´ımi mozˇny´mi c´ıli a te´maty ke zpracova´n´ı jsou proto zejme´na postupy pro automa-
tizovane´ z´ıska´va´n´ı tre´novac´ıch dat a postupy jak z nich strojoveˇ sestavit gramatiky pro
rozpozna´va´n´ı emoc´ı. Pro vylepsˇen´ı komunikacˇn´ı cˇa´sti agenta by bylo vhodne´ se zameˇrˇit na
metody prohleda´va´n´ı vzor˚u, definovany´ch v AIML, a sofistikovaneˇjˇs´ı propojen´ı kontextu
mezi AIML a prova´deˇny´m zpracova´n´ım jazyka.
Tato pra´ce byla velkou zkusˇenost´ı se zpracova´n´ım jazyka a emoc´ı a pomohla mi pochopit
a vyzkousˇet si neˇktere´ d˚ulezˇite´ techniky.
Take´ jsem z´ıskal zkusˇenosti s prezentac´ı pra´ce v konferencˇn´ım prostrˇed´ı, protozˇe moje pra´ce
byla prˇijata do sborn´ıku souteˇzˇn´ı studentske´ konference EEICT 2007[15].
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