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Resumo
Os ambientes construídos a partir da tecnologia contemporânea (interativa, tangível e
ubíqua) ainda desafiam os métodos de IHC tradicionais para projetar sistemas compu-
tacionais, exigindo novas maneiras de considerar o design de interação e sua avaliação.
Ideias emergentes das ciências cognitivas enativas podem fornecer novas perspectivas para
se criar novas maneiras de interagir com a tecnologia, considerando tanto o ambiente
quanto a experiência humana como aspectos de embodiment. Tecnologias como tabletops
tangíveis oferecem oportunidades para se explorar formas incorporadas de interação, colo-
cando em primeiro plano o papel do corpo na interação e na aprendizagem. Além disso, o
baixo custo, a quantidade e a capacidade de conexão à internet dos dispositivos oferecem
oportunidades para tornar o sensoriamento físico acessível para incorporação no design de
tabletops tangíveis e poder transformar ações físicas em efeitos físicos no ambiente. Nesta
dissertação, investigamos a experiência (sócio)enativa de interação no contexto de siste-
mas computacionais ubíquos, projetando e desenvolvendo o TangiTime, uma instalação
educacional desenhada como uma tabletop tangível e objetos com tecnologia embarcada,
para experimentar o conceito de ‘tempo profundo’. Nesta dissertação apresentamos o
processo de design e a implementação dos artefatos. Depois, apresentamos três diferen-
tes contextos em que a instalação foi colocada em uso: a) um uso piloto para obter as
primeiras impressões da experiência dos participantes com ela, b) uma exibição pública
para obter um sentimento ‘real’ das pessoas interagindo com a instalação e analisar os as-
pectos (sócio)enativos envolvidos, e c) um workshop em um museu exploratório científico
para explorar o papel dos objetos com tecnologia embarcada para apoiar o engajamento
e a aprendizagem dentro da exposição. Nossos resultados sugerem que a composição de
tecnologia ubíqua potencializa a criação de uma experiência (sócio)enativa por meio do
fomento de percepções multimodais e do engajamento dos participantes. Além disso, a
interação com objetos com tecnologia embarcada cria novas maneiras de experimentar
tabletops tangíveis em direção a uma experiência (sócio)enativa.
Abstract
The environments constructed from contemporary technology (interactive, tangible and
ubiquitous) are still challenging the mainstream HCI methods for designing computational
systems, demanding new ways of considering the interaction design and its evaluation.
Emerging ideas of enactive cognitive sciences can provide new perspectives to create new
ways of interacting with technology, considering both the environment and the human
experience as aspects of embodiment. Technologies such as tangible tabletops offer op-
portunities to exploit embodied forms of interaction foregrounding the role of the body
in interaction and learning. Furthermore, the low cost, quantity and internet capabili-
ties of devices offer opportunities to make physical sensing accessible for incorporation
into the design of tangible tabletops, transforming physical actions into physical effects
in the environment. In this dissertation, we investigate the (socio)enactive experience
of interaction in the context of the ubiquity of computational systems by designing and
developing TangiTime, a tangible tabletop educational exhibit enhanced with embedded-
technology objects for experiencing the ‘deep time’ concept. In this dissertation, we
present the design process and the artifacts implementation. Moreover, we present three
different contexts in which the exhibit was put into usage: a) a pilot use to get the first
impressions of the user experience with it, b) a public exhibition to get a ‘real’ feeling
of people interacting with the installation and to analyze the (socio)enactive aspects in-
volved, and c) a workshop within a science exploratory museum to explore the role of the
embedded-technology objects to support engagement and learning in the exhibit. Our
results suggest that the composition of ubiquitous technologies potentializes the creation
of a (socio)enactive experience by fostering multimodal perceptions and the engagement
of the participants. Moreover, interaction with embedded-technology objects creates new
ways of experiencing tangible tabletops toward a (socio)enactive experience.
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The recent evolution of computer-based technology and devices has brought new possi-
bilities of making real Mark Weiser’s vision of ubiquitous computing [47]. With it, new
interaction paradigms based on gesture recognition devices, wearable and Tangible User
Interfaces (TUIs) have challenged the conventional interaction models in the design of sys-
tems. Nevertheless, the new scenarios created with ubiquitous and pervasive technologies
are demanding new ways to understand the interaction with computer systems.
Emerging ideas of enactive cognitive sciences and phenomenology can provide new per-
spectives to create new ways to interact with technology. Phenomenology is a branch of
philosophy that is mainly concerned with the elements of human experience [12]. Several
influential researchers in the area of Human-Computer Interaction (HCI) have already
considered the phenomenological approach in the discussion of design and interaction
with computer systems. Among them are Winograd and Flores [48] who relied on Hei-
degger’s phenomenology to argue against the Artificial Intelligence approach of the time
to system design. Dourish [12] used Merleau-Ponty’s phenomenology of perception as
the theoretical basis for his discussion of the concept of embodied interaction, whereas,
McCarthy and Wright [29] proposed experience-centered approaches, including emotional
and sensory conditions of interaction with technology. Other authors discussed in Svanæs
[41], including himself, have relied on Merleau-Ponty’s phenomenology to explain various
phenomena of the holistic nature of interactive experience and context-aware computing.
As discussed in [4], we agree that phenomenological approaches continue to be a relevant
basis, especially considering the possibilities brought by augmented reality, ubiquitous
computing, tangible interaction, context-aware and wearable computing, to name a few
domains.
Drawing on phenomenology, the seminal work of Varela et al. [44, 45] represents an in-
fluential theoretical reference for understanding cognition. This work emphasizes the role
of embodied experience, the autonomy of the cognizer and its relation of co-determination
with its world, they named the enactive approach. The idea of mind, as embodied in the
enactive approach to cognition, has become a field of research considered by followers as a
new paradigm for cognitive science. In their work, Varela et al. [44, 45] introduced a new
form of cognitive science called “enaction”. Enaction considers the lived body as a single
system that encompasses body, mind, and environment. In the HCI field, Kaipainen et
al. [23] proposed the concept of enactive system in which the human mind is funda-
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mentally constituted by dynamic interactions of the brain, body, and the environment.
For the authors, an enactive system consists of a dynamic mind-technology embodiment
represented as an enactive relationship. This relationship conceives the technology as
continuous, ubiquitous and intelligent accompaniment to the human actor, or a direct
extension of the user’s perceptual and cognitive apparatus involved in participation in
the system. Also, technology is a part of a two-way feedback system with self-controlling
recursive properties.
The new scenarios created with ubiquitous and pervasive technologies brought up
design considerations towards integrating physical artefacts and digital processes. The
human element in these scenarios did not receive the same attention, and, when consid-
ered, it appears more as individual bodies in their relation with technology than as social
parties who participate in the interaction process; exception made to some few works
[43, 18]. In this dissertation work we argue for the consideration of three main elements
as part of those scenarios: a physical, a digital and a social; we seek to clarify the tripartite
coupling in a concept named socioenactive. This concept is being constructed in a larger
research project entitled “Socio-Enactive systems: Investigating New Dimensions in the
Design of Interaction Mediated by Information and Communication Technologies” [3].
On the other hand, the future of learning with emerging technologies has been dis-
cussed lately. A community of scientists and practitioners from several fields, among the
learning sciences and computer science, share the belief that a good way to explore how
people learn is by designing learning experiences that incorporate innovative technologies
and experimenting with those designs in real-world settings [36]. For instance, tangible
technologies can enable a learning experience closer to how we live and interact with our
physical environment. Therefore, the focus of this dissertation work addresses the follow-
ing question: “how to create an installation that evokes socioenative experiences related
to abstract concepts using tangible interfaces and ubiquitous computing?”. In this way,
in this dissertation work, we investigate the socioenactive experience in the context of the
ubiquity of computational systems, by proposing the design of TangiTime, an educational
exhibit for experiencing deep time. The installation was designed and constructed as a
tangible tabletop enhanced with embedded-technology objects.
In a tangible tabletop, physical objects can be manipulated on the tabletop display
and their movement can be detected by it. The objects input are captured through
detection of markers attached to their base, and the system output is displayed on the
tabletop display. We designed tangible objects with embedded technology to enable an
experience of learning in the physical environment, not exclusively in the digital display,
to transform physical actions into physical effects. A large body of research work explores
the educational potential of tabletops in educational contexts mainly as highly supportive
systems for collaboration and interaction [11, 39] and as effective tools for conveying
abstracts concepts (e.g., [38, 33, 27]). Abstract concepts as deep time are harder to
understand than concrete concepts because they lack the fairly direct sensory referents
that concrete concepts have [40]. It is not a simple task for a person to understand the
magnitude of a period of millions or billions of years when compared to our lifetime.
In this dissertation work, we present the design process and the artifacts implemen-
tation. Moreover, we present three different contexts in which the exhibit was put into
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usage: a) a pilot use to get the first impressions of the user experience with the in-
stallation, b) a public exhibition to get a ‘real’ feeling of people interacting with the
installation and to analyze the socioenactive aspects involved, and c) a workshop into
an exploratory science museum to investigate the role of the embedded-technology ob-
jects to support engagement and learning within the exhibit. Our results suggest that the
ubiquity of computational systems potentializes the creation of a socioenactive experience
by fostering multimodal perceptions and the engagement of the participants. Moreover,
interaction with embedded-technology objects creates new ways of experiencing tangible
tabletops toward a socioenactive experience.
1.1 Organization
The text of this Master’s Thesis is organized into five chapters, as follows.
Chapter 2 : Background and Related Work
In this chapter, we present a brief introduction to the enactive approach to cognition and
enactive systems to show recent perspectives of enactive cognitive sciences. Also, we give
a brief introduction on tangible tabletops within learning environments, and we describe
the main works that use this technology in their design to support learning. Finally, we
make a comparison of the design of the identified works to explore the design space for
future computational systems.
Chapter 3 : TangiTime - Design and Development
In this chapter, we present the design and development of our proposed technology-based
learning environment named TangiTime. It was conceived as an educational exhibit
designed and constructed as a tangible tabletop enhanced with embedded-technology
objects, to explore the concept of ‘deep time’. We detail the design process, the artifacts
implementation and the hardware and software resources.
Chapter 4 : TangiTime - Use Evaluation
In this chapter, we present results and discussions from three different contexts in which
our installation was put into usage: a) a pilot use to get the first impressions of the user
experience with the installation, b) a public exhibition to get a ‘real’ feeling of people
interacting with the installation and to analyze the (socio)enactive aspects involved, and
c) a workshop in a science exploratory museum to investigate the role of the embedded-
technology objects to support engagement and learning within the exhibit.
Chapter 5 : Conclusions and Future Work
Finally, we present the conclusions obtained in this dissertation work, addressing the
research question and we make design recommendations and suggesting future work.
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Chapter 2
Background and Related Work
In this chapter, we present a theoretical background about the enactive approach to
cognition and enactive systems to show recent perspectives of enactive cognitive sciences.
Also, we present a theoretical background of Tangible User Interfaces (TUI), in particular
of tangible tabletops, and related work that use this technology in their design to support
learning. Finally, we make a comparison of the design of the identified work to explore
the design space of future computational systems.
2.1 The Enactive Approach to Cognition and Enactive
Systems
The enactive attribute was initially associated with cognition by the developmental psy-
chologist Jerome Bruner [6]. He used the term to refer to the bodily and spatial activity
as an aspect of cognitive development “learning by doing”. Bruner describes three pos-
sible types of knowledge used when interacting with the world: symbolic, iconic and
enactive. Symbolic knowledge involves conceptualization and abstract reasoning, iconic
knowledge involves visual recognition and the ability to compare, and enactive knowledge
is constructed on motor skills.
In “The Embodied Mind” book, Varela et al. [45] introduce a new form of cognitive
science called “enaction” by studying cognition as embodied action. For Varela et al.
[45, p. 173], by “embodied action” they mean that “cognition depends upon the kinds of
experience that come from having a body with various sensorimotor capacities, and that
these individual sensorimotor capacities are themselves embedded in a more encompassing
biological, psychological, and cultural context.” Thus, the point of departure in Varela et
al.’s enactive approach is the study of how the perceiver can guide his/her actions in
his/her local situation. Since these local situations constantly change as a result of the
perceiver’s activity, the reference point of understanding perception is no longer a pre-
given world, but rather the sensorimotor structure of the perceiver. Some concepts that
constitute the base for this “enactive approach” to cognition are autonomy, sense-making,
embodiment, and experience [42].
As an alternative to the standard Human-Computer systems relation, Kaipainen et
al. [23] proposed the concept of “Enactive System” based on the more recent discourse
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of embodied mind, in which the human mind is fundamentally constituted by dynamic
interactions of the brain, body, and the environment. For the authors, an enactive system
consists of a dynamic mind-technology embodiment in which the enactive relationship
conceives the technology as continuous, ubiquitous and intelligent accompaniment to the
human actor, or a direct extension of the user’s perceptual and cognitive apparatus in-
volved in participation in the system. In their work, the authors illustrate the main ideas
with an enactive cinema that modifies its sequences according to the viewer’s physical re-
actions. This installation relied on the tracking of the spectator’s real-time physiological
responses, such as heart rate and electrodermal activity, which controlled the montage
machine that dynamically recombines content elements from a database into a narrative,
which again influences the spectator’s experience.
Figure 2.1: A scheme of the enactive cinema installation Obsession. Images taken from
[23].
The scenario presented by Kaipainen et al. [23] is limited to the individual coupling of
the enactive cycle with the system. Cultural and collective aspects of the experience are
left undiscussed. The project which hosts this work [3] propose to fill the gap studying
and developing research scenarios for the design of computational systems focusing on
social and cultural aspects of the experience with enactive systems.
2.2 Tangible Tabletops and Educational Contexts
Literature has shown that tangible interfaces in computational environments designed for
educational contexts allow a learning experience closer to how we live and interact with our
physical environment. Tangible interaction can be combined with digital displays taking
advantage of human abilities to grasp and manipulate physical objects and materials to
create tangible tabletops [20]. In a tangible tabletop, physical objects can be manipulated
on the tabletop display and their movement can be detected by it. The objects input are
captured through detection of markers attached to their base, and the system output is
displayed on the tabletop display. A large body of research work explores the educational
potential of tabletops into technological learning environments mainly as highly supportive
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systems for collaboration and interaction [11, 39]. Other educational benefits are the face-
to-face interaction, facilitation of involvement and understanding of abstract concepts. For
instance, on the one hand, in informal contexts as museums, tangible tabletop exhibits
provide visitors the opportunity to experience social interaction and to access knowledge
playfully (e.g., [9, 7, 28, 27]). On the other hand, into formal educational contexts as
classrooms, students can benefit from learning experiences that enable them to learn
abstract concepts, such as probabilities [38], astronomy [33], or Artificial Neural Networks
(ANN) [10].
With the emergence of ubiquitous technologies, the low-cost and internet capabilities
of devices, new modes of interacting with technology can be explored. In particular,
IoT technology is providing everyday objects with communication capabilities among
themselves and with their environment, changing their behavior according to network
information [15]. Building on this notion, we conducted an exploratory literature review
for related work that uses tangible tabletops and ubiquitous technologies in their design.
For instance, Chu et al. [7] present Mapping Place, a tangible tabletop museum
exhibit which draws on tangible narrative to explore African notions of mapping history
through the construction of stories. Visitors create stories through a combination of five
tangible shells and multi-touch tabletop interactions (Figure 2.2). Digital story elements
are projected around the tangible shells when they are placed on the tabletop display.
Visitors can select these story elements to create their story. The chosen story elements
are reflected as animations on a wall adjacent to the tabletop, helping visitors to visualize
and share their stories.
(a) A tangible tabletop exhibit. (b) Tangible objects.
Figure 2.2: Mapping Place exhibit. Images taken from [7].
Ma et al. [28] present Plankton Population, a tangible tabletop museum exhibit to look
at the proportion and type of phytoplankton in the oceans, manipulating three physical
rings as magnifying glasses (Figure 2.3). A projection on the tabletop display is a visual-
ization’s timeline that shows patterns of colors representing the types of phytoplankton.
The authors compared the behavior of museum visitors at an interactive exhibit that used
physical versus virtual objects. They found that the physical rings better-afforded touch
and manipulation compared to the virtual rings.
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(a) A tangible tabletop exhibit. (b) Tangible objects.
Figure 2.3: Plankton Population exhibit. Images taken from [28].
Loparev et al. [27] present BacPack, a tangible tabletop museum exhibit for exploring
bio-design (e.g., genetic programs) selecting and combining genes to build bacteria (Figure
2.4). A computer simulation created the genetic program and multiplied the bacteria.
The authors compared two versions of the exhibit: one with tangible objects and one
with virtual objects to represent the genes. They found that the tangible objects created
opportunities for collaboration beyond those afforded by the multitouch only version.
Also, they found differences in the learning concepts, the tangible version highlights the
design problem and the elements of the genetic program, and the multitouch version
highlights process and context.
Figure 2.4: BacPack exhibit. Image taken from [27].
Bérigny et al. [9] present Reefs on the Edge, a tabletop museum exhibit for climate
change education (Figure 2.5). The exhibit engages visitors with a visualization of natural
phenomenon as coral spawning and uses tangible objects as controls. The objects have to
be manipulated on the tabletop display and when the system detects the rotation of the
objects, it changes the color of them. Also, with a simulated rise in sea temperature, the
object turns red, and the visualization is also affected. The tangible objects can change
their colors due to the multi-colored LEDs that they have incorporated. Additionally, the
exhibit uses multiple-channel video and sound.
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(a) A tangible tabletop exhibit. (b) Tangible objects.
Figure 2.5: Reefs on the Edge exhibit. Images taken from [9].
A research project most related to our work is outlined by Raffaele et al. [10]. They
developed a tangible educational tabletop for the teaching and learning of artificial neural
networks by manipulating tangible objects with embedded technology (Figure 2.6). The
tangible objects can change their color or be provided with movement by the actuators
that they have incorporated. Also, the table projection presents students with a sectional
layout highlighting specific areas to interact on the tabletop display.
(a) A table projection. (b) Tangible objects.
Figure 2.6: Exhibit for learning Artificial Neural Networks. Images taken from [10].
2.3 Design Space of Related Work
A design framework is an important HCI tool that provides a common language for de-
signers and researchers to conceptualize variants of particular technologies and formalize
the creative process [13]. There are different kinds of design frameworks, in particular,
taxonomical design frameworks treat a set of defined taxonomical terms as a set of or-
thogonal dimensions in a design space, and the resulting matrix provides structure for
classification and comparison of designs [13]. We compare design choices of the previ-
ously identified related work using a taxonomical design framework developed by Melcer
and Isbister [30, 31] that outlines key methods for incorporating embodiment into the
design of embodied learning systems (see Table 2.1).
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The design framework consists of seven dimensions organized into three groups (i.e.,
physical interaction, social interaction, and the world where interaction is situated). They
are based on an overarching design theme within the construct of embodiment, and they
are described as follows:
• Physicality: This dimension describes how learning is physically embodied in a
system and consists of five distinct values: The direct embodied value focuses on
how the body can physically represent learning concepts. The enacted value centers
more on acting/enacting out knowledge through physical action of statements or se-
quences. The manipulated value arises from utilization of embodied metaphors and
interactions with physical objects. The surrogate value refers to the manipulation of
a physical agent or surrogate representative of learners to enact learning concepts.
The augmented value is most commonly found in systems where learners’ physical
actions are mapped as input to control digital avatars in virtual environments.
• Transforms: This dimension describes the relation between physical or digital
actions and their corresponding effects in the environment (e.g., Physical action =>
Physical effect (PPt), Physical action => Digital effect (PDt), and Digital action
=> Physical effect (DPt)). Particularly, Digital action => Digital effect (DDt) was
excluded since these are the standard forms of interacting with a system.
• Mapping: This dimension describes the different spatial locations of output con-
cerning the object or action triggering the effect. Mapping can be discrete when
input and output are located separately, co-located when input and output are
contiguous, or embedded when input and output are embedded in the same object.
• Correspondence: This dimension refers to the degree to which the physical prop-
erties of objects are closely mapped to the learning concepts. Correspondence can
be symbolic when objects and actions act as common but abstract signifiers to the
learning concepts, indexical when physical properties and actions only correlate with
or imply the learning concept, or literal when physical properties and actions are
closely mapped to the learning concepts and metaphor of the domain.
• Mode of Play This dimension specifies how individuals socially interact and play
within a system (e.g., individual, collaborative or competitive).
• Coordination: This dimension highlights how individuals in a system may have to
socially coordinate their actions in order to successfully complete learning objectives
(with other players or in a socio-collaborative experience with digital media typically
in the form of Non-Player Character (NPCs)).
• Environment: This dimension refers to the learning environment in which the
educational content is situated (e.g., physical, mixed or virtual).
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Virtual x x x x x x x x x x
Table 2.1 presents 12 tangible educational exhibits including our proposal: TangiTime
(R12). Melcer and Isbister [30] made a comparative study of works R1 to R6 using
their proposed framework. We extended the initial comparative study (R1 to R6) adding
works resulting of our exploratory literature review (R7 to R11) and TangiTime (R12).
This comparison of designs aids us in determining how embodiment occurs in embodied
learning systems and suggests the application of specific design choices in future systems.
According to the design comparison, most related work has the following attributes:
Manipulated, PDt (Physical action => Digital effect), Co-located, Symbolic, Collabora-
tive, Other Player and Virtual. For instance, related work were classified as “manipulated”
when they use only physical objects to interact with tangible tabletops; “PDt (Physical
action => Digital effect)” when manipulating physical objects on the table surface re-
sults in only digital projections on the interactive surface; “Co-located” when the digital
projections are contiguous to the physical objects; “Symbolic” when the physical objects
represent abstract signifiers to the learning concepts; “Collaborative” when individuals
interact collaboratively with other individuals while interacting with the exhibit; “Other
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Player” when individuals coordinate their actions with other individuals to interact with
the exhibit; and Virtual when the learning environment is only digital.
Although exploratory, our literature review hardly found tangible educational exhibits
that explore more complex and abstract domains and incorporate ubiquitous technologies
in their design. As shown in Table 2.1 more recent works (R9 and R11) are beginning
to explore other dimensions and incorporate physical objects with embedded technologies
to interact with the exhibits. In the next section, we present our installation proposal
named TangiTime. We detail the design process and the artifacts implementation, the
hardware and software resources.
24
Chapter 3
TangiTime: Design and Development
In this chapter, we present TangiTime, an educational exhibit to provide a learning ex-
perience with complex and abstract domains such as deep time. TangiTime was designed
based on the Tangible User Interfaces (TUIs) [20] and the enactive approach to system
design [23]. On the one hand, TUIs augment the real physical world by coupling digital
information to everyday physical objects, and take advantage of human abilities to grasp
and manipulate objects [20]. And, on the other hand, the enactive approach conceives
the underlying technology as continuous, ubiquitous and intelligent accompaniment to
the human actor [23]. We detail the design process and the artifacts implementation
of TangiTime. We first define “deep time” to create an understanding of the concept.
Next, we describe the conceptual and interaction design model. Finally, we present the
architectural model with hardware and software resources.
3.1 Domain Knowledge: Deep Time
The concept of deep time refers to the time of geological processes, which are in the scale
of millions or billions of years as the case of the geological history of our planet of 4.5
billion years [8]. The geologist James Hutton introduced this scientific concept in the 18th
century. He argued that the Earth age was not only a few thousand years old but instead,
its age should be much higher [19]. The idea of disseminating such an important concept
emerges from the growing need for scientists to understand and discuss the geological and
biological processes that are taking place today on our planet. However, deep time is a
difficult concept to understand. It is not a simple task for a person to understand the
magnitude of a period of millions or billions of years, when compared to our lifetime.
One way to exemplify this concept by some authors (e.g., [46]) is through the ex-
ploration of different geological eras, in which important biological and geological events
occurred during the evolution of our planet. Some important events are described as
follows: in the Archean Era, life first formed on Earth. At the beginning of this period,
the earth was up to 3 times hotter than today, the first cells began to appear, meteors
constantly hit the planet, and thousands of volcanoes were in activity. In the Proterozoic
Era, one of the most important events was the accumulation of oxygen in the Earth’s
atmosphere as well as the formation of a primitive ozone layer. The Paleozoic Era was a
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time of dramatic geological, climatic, and evolutionary change. Life began in the ocean
but eventually transitioned onto land, and by the late Paleozoic, it was dominated by
various forms of organisms. Common in the Paleozoic Era were trilobites, crinoids, bra-
chiopods, fish, insects, amphibians, and early reptiles. The Mesozoic Era was important
for the fossil remains of the dinosaurs and other reptiles that lived. It is also called the
Age of Reptiles. The extinction of the dinosaurs at the end of the Mesozoic Era opened
up vast new habitats and environments for early mammals and birds to adapt to and
occupy the Earth during the Cenozoic Era.
Abstract concepts such as deep time are harder to understand than concrete concepts
because they lack the direct sensory referents that concrete concepts have [40]. Thus,
as proposed for the learning context of other abstract concepts (e.g., [27, 28, 28]), we
argue that the use of tangible tabletops with enhanced tangible objects could help in
the understanding of such a complex domain, making the learning of such concepts more
meaningful.
3.2 Conceptual Model
Tangible tabletops or interactive surfaces are a genre of Tangible User Interface (TUI)
artefacts that transform surfaces into active interfaces making digital information directly
actionable with our hands on the tabletop display [21, 20]. Researchers have suggested
that TUIs have the potential for supporting learning and its design aims to support peer
collaboration and interaction [39, 11]. Other educational benefits are the face-to-face
interaction, facilitation of involvement and understanding of abstract concepts. Based
on the TUI architecture, we constructed a low-cost tangible tabletop and five tangible
objects. The design process of the artifacts is described as follows:
Tabletop display
As mentioned in the domain knowledge section, one way to exemplify the ‘deep time’
concept is through the exploration of geological eras. Thus, we created three design alter-
natives to experiencing this concept through the manipulation of physical objects with a
tangible tabletop. The first paper prototype consisted of a geologic timeline that extended
over the complete interactive surface with representative images of geological eras along
the timeline (Figure 3.1a). Users could interact with the timeline by manipulating the
physical objects on specific areas defined by images. As a result, animations and informa-
tion about the geological eras were displayed on the interactive surface. We considered
that this prototype limited the interaction to very small parts of the interactive surface.
Therefore, to increase the area of interaction, we designed a second paper prototype that
divided the surface into five areas where each area represents a geological era (Figure
3.1b). Users could interact with the tangible tabletop manipulating physical objects on
the five defined areas. Although this second prototype provided a larger area of interac-
tion compared to the first prototype, this still limited the interaction to small parts of the
interactive surface. Then, we designed a third paper prototype where background images
of each geological era would be randomly projected in the complete interactive surface
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(Figure 3.1c). Users could interact with the tangible tabletop manipulating physical ob-
jects on the interactive surface. Each physical object would be representative of some
geological era; if the physical object is manipulated in the era to which it belongs, the
system would generate some feedback.
(a) Prototype 1. (b) Prototype 2. (c) Prototype 3.
Figure 3.1: Design Process of the tabletop display.
Finally, we decided to develop and construct the third prototype that simulates the
passage of time over geological eras through a random projection of background images on
the tabletop display. Figure 3.2 illustrates an example of a projected geological era image
and one of its representative tangible objects. The first four geological eras (Archean,
Proterozoic, Paleozoic, and Mesozoic) are displayed by the random process, while for the
Cenozoic Era, a video projection shows a timeline according to how the geological eras
occurred during the evolution of our planet (Figure 3.3). Details of the design process of
the tangible objects are described in the next section.
Figure 3.2: Example of a randomly projected image and one of its representative tangible
objects.
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Figure 3.3: TangiTime exhibit overview.
Tangible objects
For the design of tangible objects, we first selected representative images of important
evolutionary events as a natural component or a living organism of geological eras: a
volcano, a meteorite, a dragonfly, a trilobite, three dinosaurs and Homo sapiens. Of the
nine images, we selected five images to be designed and constructed as a tangible object:
a volcano, a meteorite, a dragonfly and two dinosaurs (Figure 3.4). Each object was
selected to create some digital animation or a physical effect. For example, the volcano
was selected to represent a digital volcanic activity in the Archean era. The meteorite was
chosen to represent meteorite falls animation in the Archean and Proterozoic eras. The
dragonfly was selected to represent the presence of insects in the Paleozoic era and for
having wings. The design of the object ‘dragonfly’ incorporated the physical movement of
their wings. The Tyrannosaurus Rex and the Tricerátops were selected to represent the
dominant way of life in the Mesozoic era. They are probably the most famous dinosaurs for
children. The design of the object "dinosaur" incorporated capabilities of communication
between them.
Figure 3.4: Tangitime objects: A volcano, a meteorite, a dragonfly, a Tricerátops and a
Tyrannosaurus rex.
All tangible objects have especial visual markers (fiducial codes) attached onto their
base to be detected by the tabletop display. The fiducial codes were designed by Kaltenbrun-
ner and Bencina [24] to be recognized by a computer vision framework for the development
of interactive surfaces. These fiducial codes allow hundreds of unique marker identities
to be distinguished as well as supporting the precise calculation of marker position and
angle of rotation on a 2D plane. To enable two-way feedback that characterizes enactive
systems [23], we incorporate ubiquitous technologies as controllers, sensors and actuators
into three of the objects (the dragonfly and the two dinosaurs). This technology provided
different input and output modalities to interact with the exhibit. We used 3D printing
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models to construct the volcano and the meteorite objects, whereas the dragonfly was
built manually using materials as wooden popsicle sticks, silicone and wires (Figure 3.5).
The dragonfly wings were printed on paper and were provided with movement through
a mechanism built using a servo motor. The dinosaurs were acquired toys with a soft
structure that facilitated stuffing devices inside them. They have embedded RGB LEDs
to light their eyes when they are on the tabletop display or in proximity.
Figure 3.5: Design process of the dragonfly object.
3.3 Interaction Model
Figure 3.6: Dynamic of interactions in an individual enactive experience and a group
enactive experience.
Figure 3.6 shows the dynamic of the interaction of a user, and user groups interacting
with TangiTime. Initially, one image that represents the environment of a geological era
is randomly projected onto the interactive surface of the table. By paying attention to
the characteristics of the projected image of an environment, users have to choose an
object (or objects) that they believe belongs to the environment projected on the surface.
Next, they have to grasp and manipulate the objects on the surface (to be detected
by the software system). These user actions are represented in Figure 3.6 as tangible
interaction. If the physical object manipulated on the tabletop display belongs to the
projected geological era, the random background display process is stopped to allow users
to explore and interact with the exhibit in this era, and the system responses for the era
are also activated. When the system does not detect any tangible object that belongs
to the explored era, the random background display process continues or is reactivated.
After that, users have to choose an object (or objects) that they believe belongs to the
new environment projected in the tabletop display.
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Users receive three types of feedback according to the physical object manipulated
on the tabletop display: digital responses on the tabletop display, physical responses in
the object itself and sounds. Digital responses on the tabletop display represent graphic
projections such as background images, digital animations and digital representation of
the objects. Physical responses in the object itself represent the physical effects using
controllers, sensors or actuators embedded into the objects. In this case, users can ma-
nipulate the objects outside the tabletop display and continue receiving feedback (e.g.,
a dragonfly keeps moving her wings when outside the tabletop). These different system
responses are represented in Figure 3.6 as multimodal perception.
The interaction model and system responses implemented for each geological era are
described as follows:
3.3.1 Archean Era
The Archean background image shows an environment without forms of life, dominated
by intense volcanic activity and a dense and hot atmosphere. To interact with the exhibit
in this period, users can manipulate two physical objects: a meteorite and a volcano. Both
objects have a visual marker attached onto their base to be detected by the interactive
surface. The interactions with the two physical objects and the resulting animations are
further elucidated in the following descriptions:
• Users can place the physical meteorite anywhere on the interactive surface. When
the system detects the visual marker of this physical object, the result is a projection
of a meteorite fall animation projected on the full interactive surface (Figure 3.7a).
Each digital meteorite has its speed and position, creating the illusion of depth.
• Users can place the physical volcano on any of the two digital volcanoes contained
in the background image. The system detects the position of the physical object
and the result is a projection of a smoke animation that billows from the digital
volcano in which the physical volcano is positioned (Figure 3.7b).
• Users can shake the physical volcano on any of the two digital volcanoes and make
the digital volcano erupt (Figure 3.7c). The system detects the speed of movement
of the physical volcano, and the result is a volcanic eruption animation. Also, the
system plays a characteristic sound of the volcanic activity.
• Users can choose an object (or objects) to interact with the exhibition. In this
geological period, a meteorite and a volcano provide visual feedback when they are
manipulated. The projected animations are shown independently for each object
and they don’t generate any effect on the interaction with other objects (Figure
3.7d).
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(a) A meteorite fall animation. (b) A smoke animation.
(c) A volcanic eruption animation. (d) Multiple animations.
Figure 3.7: Animations resulting from the interactions with a meteorite and a volcano:
a) A meteorite fall animation; b) A smoke animation; c) A volcanic eruption animation;
and d) Multiple animations.
Figure 3.8 outlines the sequential flow of the interactions. First, the visual markers of
the physical objects are used as inputs to the system. The system provides visual feedback
as animations of meteorite fall, smoke and volcanic eruption, as well as auditory feedback
according to the physical object being manipulated. As mentioned above, the meteorite
object can be placed anywhere on the interactive surface, while the physical volcano can
be manipulated or shook to see the animations. The software system includes the tracking
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During the Proterozoic era, the atmosphere and oceans changed significantly. Some events
were: the accumulation of oxygen in the atmosphere and the oxidation of the iron in
the oceans. The Proterozoic background image shows less volcanic activity and a more
oxygenated atmosphere compared to the Archean era (Figure 3.9). Users can manipulate
a physical meteorite on the interactive surface to interact in this period. The meteorite
object has a visual marker attached onto its base to be detected by the interactive surface.
Figure 3.9: Proterozoic background image.
The sequential flow of the interactions with the meteorite object is illustrated in Figure
3.10: First, the visual marker of the physical object is used as input to the system.
In the same way that the interaction was designed in the Archean period, users can
place the meteorite object anywhere on the interactive surface. When the system detects
the visual marker of this physical object, the result is a projection of a meteorite fall
animation and a primitive atmosphere (Figure 3.11). Each digital meteorite has its speed
and position, creating the illusion of depth. Besides, the movement of the meteorite
object on the interactive surface increases the number of meteors projected, whereas the
primitive atmosphere protects the planet of them. The software system includes the
tracking system and the client application and they are described in the Software Section.
Interaction:Physical Objects:
1. Meteorite. 1.1 Position. 
1.2 Movement 
1.1.1 Meteorite fall animation. 
1.1.2 Ozone layer animation. 












Client ApplicationFiducial marker 
Figure 3.10: Simplified interaction model proposed for the implementation of the Pro-
terozoic geological era.
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Figure 3.11: Animations resulting from the interactions with a meteorite.
3.3.3 Paleozoic Era
The Paleozoic era was a time of geological, climatic, and evolutionary change on Earth.
Life began in the ocean but eventually transitioned onto land, and by the late Paleozoic;
various forms of organisms dominated it as trilobites, fishes, insects, amphibians, and
early reptiles. The Paleozoic background image (Figure 3.12) shows an environment
where plants widespread over the land, and forms of organisms as insects and amphibians
also appear in the image. To interact with the exhibit in this era, we designed and
constructed a physical dragonfly to represent the presence of insects in the era. The
object has a visual marker attached onto its base to be detected by the interactive surface
and embedded technologies as a controller and a servo motor to provide physical effects.
Figure 3.12: Paleozoic background image.
The sequential flow of the interactions with the dragonfly is illustrated in Figure 3.13:
First, the visual marker of the physical dragonfly is used as input to the system. Users can
place the physical dragonfly anywhere on the interactive surface. When the system detects
the visual marker of the physical dragonfly, it provides two types of feedback: a) digital
representation of the dragonfly that moves according to the position and angle of the
physical dragonfly (Figure 3.14). b) Wings movement of the physical dragonfly provided
by ubiquitous technologies that it has embedded within it. Users can manipulate the
physical dragonfly outside the interactive surface and it continues to move its physical
wings. The dragonfly has to be first recognized by the tracking system to be manipulated
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outside the interactive surface. The software system includes the tracking system and the































Figure 3.13: Simplified interaction model proposed for the implementation of the Paleozoic
geological era.
Figure 3.14: Animations resulting from the interactions with the dragonfly object.
3.3.4 Mesozoic Era
The Mesozoic era is also called the Age of Reptiles or the Age of Dinosaurs. In this era,
life diversified rapidly and giant reptiles, dinosaurs and other monstrous beasts roamed
the Earth. The Mesozoic background image (Figure 3.15) shows an environment with
characteristics such as abundant plants and dinosaurs. To interact with the exhibit in this
era, we selected a Rex Tyrannosaurus and a Tricerátops as representative elements of the
era. The dinosaurs were acquired toys with a soft structure that facilitated stuffing devices
inside them. The dinosaurs have visual markers attached on its base to be detected by the
interactive surface, and embedded technologies within them. The embedded technologies
provide them with communication capabilities and produce physical effects like to light
their eyes.
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Figure 3.15: Mesozoic background image.
The sequential flow of the interactions with the physical objects is illustrated in Figure
3.16: First, the visual markers of the physical dinosaurs are used as input to the system.
Users can place the physical dinosaurs anywhere on the interactive surface. When the
system detects the visual marker of the physical objects, the system provides three types
of feedback: a) Digital responses on the tabletop display, b) Physical responses in the
object itself, and c) audio. The digital responses on the tabletop display represent visual
projections such as the digital representation of the dinosaurs (Figure 3.17a) and a prox-
imity animation between them (Figure 3.17b). The digital dinosaurs move according to
the position and angle of the physical object. The physical responses in the object itself
represent the physical effects using controllers, sensors or actuators embedded into the
objects. For example, turn on or turn off the eyes of dinosaurs. Finally, the audio feed-
back represents the roaring sound emitted by dinosaurs. As a result, when the software
system detects the visual marker of some dinosaur, it projects the digital representation,
emits a roar and turns on their eyes. When the system detects proximity between the
dinosaurs, it projects a proximity animation, emits their roars and changes their color
eyes. The software system includes the tracking system and the client application and
they are described in the Software Section.
3.3.5 Cenozoic Era
The Cenozoic era is also known as the Age of Mammals, because mammals greatly diver-
sified in the absence of the dinosaurs that dominated during the Mesozoic. In this era, a
video projected in the surface shows the timeline of the geological eras according to how
they started, and at the end of the video representative images of fauna and flora of the






1. Tyrannosaurus. 1.1 Position. 
Graphic Environment 
1.1.1 Tyrannosaurus graphic representation. 
2.1.1 Tricerátops graphic representation. 







1.1.2 Turn On/Off Tyrannosaurus green eyes. 
2.1.2 Turn On/Off Tricerátops green eyes. 
3.1.1 Turn On/Off Tyrannosaurus red eyes. 
3.1.2 Turn On/Off Tricerátops red eyes. 





1.1.3 Tyrannosaurus sound. 
2.1.3 Tricerátops sound. 








Figure 3.16: Simplified interaction model proposed for the implementation of the Mesozoic
geological period.
(a) A digital representation of a dinosaur. (b) Proximity animation.
Figure 3.17: Animations resulting from the interactions with the dinosaurs.
Figure 3.18: Cenozoic video image.
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3.4 Architectural Model
In this section, we present the architectural model used to develop TangiTime. As illus-
trated in Figure 3.19, the installation consists of a low-cost tangible tabletop capable of
detecting especial fiducial codes and five physical objects to interact with the installation.
All tangible objects have fiducial codes attached in their base to be detected by the inter-
active surface. Only three of them have embedded technologies to create feedback in the
physical environment and to communicate with an Internet of Things (IoT) platform1.
Also, one physical object can generate effects in another physical object as in the case of
the dinosaurs. The TangiTime system acquires images from the camera situated beneath
the table, and searches the video stream frame by frame for fiducial codes. The TangiTime
system detects the fiducial codes, controls the interactive visualization projected on the
tabletop display, the behavior of the animations and the bi-directional communication
with the physical objects through an IoT platform.
Figure 3.19: Architectural model
1https://shiftr.io/
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3.4.1 Technological Comparison of Related Work
We begin by reviewing related work in the use of tangible tabletops and ubiquitous tech-
nologies for educational context as presented in chapter 2. In Table 3.1, we present a
comparison of the technological resources used by the related work. Some works used
commercial versions of multi-touch interactive displays as the MultiTaction Cell2 and
other works developed their tangible tabletop using open-source toolkits as ReacTiVi-
sion3. In all cases, physical objects used unique markers to be recognized by the inter-
active surface (Figure 3.20). Tangible tabletops, particularly those constructed with a
ReacTiVision framework, are an alternative to design more accessible tabletops for in-
corporation in educational contexts. In this way, TangiTime was developed as a low-cost
tangible tabletop using the ReacTiVision framework capable of detecting fiducial markers.
To interact with the tangible tabletop, we designed and developed five physical objects: a
meteorite, a volcano, a dragonfly and two dinosaurs. The dragonfly and the two dinosaurs
were augmented with a Wemos Lolin32. It is a low-cost and low-power microcontroller
with integrated Wi-Fi, Bluetooth and a Lithium battery interface. The dragonfly wings
were provided with movement using a servo motor and the dinosaurs were augmented




cessing4, an open-source programming language and environment to work with images,
simulations and sounds. In addition to related work, TangiTime includes communication
capabilities among the objects and enables interaction with the objects outside the table
surface and continue receiving feedback on the objects themselves.
(a) Multitaction Markers. (b) Fiducial Markers.
Figure 3.20: Codices Optical Markers.
The technological resources used to construct TangiTime are further elucidated in the
following subsections:
3.4.2 Hardware
In this section we present the hardware resources used to construct the tangible tabletop
and the tangible objects.
Tangible Tabletop
For the low-cost tangible tabletop, we used a transparent surface that serves as an ideal
projection screen to project visual feedback, with some tracing paper on the top side for
the projection (Figure 3.21a); an infrared camera to capture the fiducial codes on the
surface (Figure 3.21b); a diffuse illuminator to light the surface with infrared light (IR)
(Figure 3.21c); a mirror to achieve a larger projection distance (Figure 3.21d); a projector
to display images and digital animations onto a mirror (Figure 3.21e); a computer with
the software system that include the ReacTiVision framework and the Processing client
3.21f); five physical objects; and a speaker.
4https://processing.org/
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Figure 3.21: Technological resources used in the TangiTime exhibit. a) Projection Screen;
b) Web Camera; c) Diffuse Illuminator; d) Mirror; e) Projector; f) Computer; g) Physical
objects; and h) Speaker
• Table and Surface
For the interactive surface, an acrylic or glass board can be used in conjunction
with some ordinary tracing paper on the top side for the projection. A camera to
recognize the fiducial markers and a projector needs to be placed beneath the table,
so they can both cover the entire surface. A mirror was used to achieve a larger
projection distance. For this project, we used a glass screen of 95 cm by 95 cm
(Figure 3.22a) and a mirror with a position angle of 45 grades (Figure 3.22b).
• Diffuse Illuminator
The projection has to be visible to the user, so the computer vision component needs
to operate in a different, invisible spectrum such as near infrared in the range of
850nm. Therefore, infrared LED lamps can be used to illuminate the table. Infrared
light sources emit light, which passes through the surface and is reflected the objects
on top of the surface, thus making them visible for the camera (Figure 3.23a).
• Camera
A camera situated beneath the table tracks the fiducial markers that are processed
to determine the location, orientation, and identity of them. We choose a webcam
model with a native resolution of 640x480 at a frame rate of 30Hz. A webcam
usually comes with an infrared filter that blocks out the infrared light from the
outside, thus allowing only visible light to pass through. This IR filter needed to be
replaced by an IR bandpass filter (Figure 3.23b). The detailed steps to remove the
infrared filter are given in the Anexo 1.
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• Projector
We used a projector Dell 4320 to project the images and animations on the tabletop
display (Figure 3.23c). The projector was located in front of a mirror to achieve a
larger projection distance and on a slanted wooden box. We adjusted the keystone
correction incorporated in the projector according to the angle of the mirror and
the inclination of the box.
(a) Glass surface. (b) Mirror.
Figure 3.22: Table and Surface.
(a) Illuminator. (b) Camera with infrared light filter. (c) Projector.
Figure 3.23: Tabletop: Components.
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Tangible objects
For the construction of the tangible objects, we used 3D printing models to construct
the volcano and the meteorite objects. In the dragonfly case, it was built manually using
materials as wooden popsicle sticks, silicone and wires. Its wings were printed on paper
and were provided with movement through a mechanism built using a servo motor. The
dinosaurs are acquired toys with a soft structure that facilitated stuffing devices inside
them. We used the key idea behind the Internet of Things (IoT) approach [15] to allow
physical objects to transmit and receive data through the IoT platform, and communicate
among themselves. Three of the physical objects have a Wemos Lolin32 microcontroller,
actuators, and a small LiPo battery. A dragonfly has an embedded servo motor to move
its wings (Figure 3.25), and the two dinosaurs have embedded RGB LEDs to light their
eyes (Figure 3.24). Figure 3.26 shows the electronic components used in the construction
of the objects. We decided to use the WeMos Lolin32 microcontroller because it has a
Lithium battery interface and offers WiFi and Bluetooth connectivity.
(a) Dinosaur: RGB Leds. (b) Dinosaur: Microcontroller .
Figure 3.24: Dinosaurs: Electronic components.
(a) Dragonfly: servo motor. (b) Dragonfly: Microcontroller.
Figure 3.25: Dragonfly: Electronic components.
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(a) WeMos LOLIN32. (b) RGB led. (c) Servo motor. (d) 3.7V LiPo battery.
Figure 3.26: Tangible Objects: Electronic components.
3.4.3 Software
In this section, we describe the software resources used to implement the TangiTime
system and the interconnection with physical objects through an Internet of Things (IoT)
platform (Figure 3.27). The TangiTime system consists of a Tracking system and a Client
Application. As a tracking system, we used the reacTiVision framework5 [24], an open-
source, cross-platform computer vision framework for the tracking of fiducial markers in
a real-time video stream. As a client application, we used the Processing environment6
to control the interactive visualization projected on the tabletop display, the behavior of
the animations and the bi-directional communication with the physical objects through
the IoT platform. The information of the tracking system is sent to the Processing client
application using TUIO messages7. Additionally, the Processing and Arduino applications
are MQTT clients that run an MQTT library and connects to an IoT platform, known
as a broker, over a network. The sending of information between Processing and Arduino
are performed through publishing or subscribing messages in the broker.
Figure 3.27: Software resources.
ReacTiVision Framework
ReacTIVision is an open-source, cross-platform computer vision framework for the fast
and robust tracking of especial designed fiducial markers in a real-time video stream.
These fiducial symbols have an amoeba appearance and a unique ID number (Figure
3.28). A tracking system acquires images from the camera situated beneath the table and





Informations as location, orientation, and identity about all identified symbols are sent
to a client application using a communication protocol TUIO [25].
Martin Kaltenbrunner and Ross Bencina have developed the ReacTIVision framework
as a primary sensor component for the Reactable [22], a tangible electro-acoustic musical
instrument. This framework provides example clients for a variety of programming lan-
guages including C++, Java, Processing, and Pure Data. All of the TUIO client examples
implement an event-based callback mechanism that notifies registered classes when ob-
jects are added, moved, or removed from the interactive surface. reacTIVision software
and TUIO client packages are available on a public SourceForge site8. We executed the
last version 1.1.5 and used Processing as a client application.
Figure 3.28: Fiducial codes examples.
Processing Environment
We develop our software application in Processing9 for being a simple programming en-
vironment to develop visually oriented applications with an emphasis on animation. Pro-
cessing is an open-source programming language and environment to work with images,
animations, and sounds. It is an ideal platform for interactive installations and has hun-
dreds of libraries provided by the Processing community. The libraries can be added to
enable things like playing sounds, doing computer vision, and working with advanced 3D
geometry. Information about the position and orientation of any fiducial markers is sent
to the Processing client application using the TUIO protocol10. The detailed steps to
add TUIO library to the Processing Development Environment (PDE) are given in the
Anexo 1. In this project, the Processing application controls the interactive visualization
projected on the tabletop display, the behavior of the animations, and the bi-directional
communication with the physical objects through the IoT platform. (Figure 3.29)
The Internet of Things Prototyping Platform
We decided to use a free broker service available to interconnect devices named Shiftr.io11.
With shiftr.io we can create namespaces to model communication among devices.A names-
pace is like a project or a repository, but for communication and real-time data. A real-






(a) User’s view. (b) reacTIVision’s view. (c) Processing client’s view.
Figure 3.29: Different result views of one physical object.
shows active connections, the namespaces topic topology, and the messages flow (Fig-
ure 3.30a). As a service, shiftr.io provides a rich publish and subscribe communica-
tion infrastructure that is accessible through the MQTT12 protocol. We implemented a
MQTTClient for the client application (Processing) and a MQTTClient for each physical
object (Arduino). We used the WiFi connectivity of the WeMos Lolin32 microcontrollers
to communicate the objects with the IoT platform through the MQTT protocol.
(a) Example of a graph. (b) TangiTime Namespace.
Figure 3.30: Broker: Shiftr.io.
Table 3.2 presents a summary of the software resources used by the project.
Table 3.2: Software Resources
Software Version
Tracking System ReacTiVision Framework reacTIVision-1.5.1-win64
Development Environment Processing processing-3.3.6-win64
Electronic Platform Arduino Software (IDE) arduino-1.8.3-win64
Internet of Things Platform shiftr.io -
12http://mqtt.org/
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In this chapter, we presented the design and construction of TangiTime: an educa-
tional exhibit designed and constructed as a tangible tabletop enhanced with embedded-
technology objects for experiencing deep time. The installation allows users two ways of
object manipulation: a) Just placing and moving objects on the tabletop display, and
b) Manipulating objects outside the tabletop display and continuing to receive feedback
on the tangible object itself. For instance, a dragonfly continues moving her wings when
outside the tabletop. Additionally, the functionality of communication among the objects
in TangiTime allowed a physical object to generate feedback response in another physi-
cal object. Tangible objects with embedded technology enable an experience of learning
in the physical environment, not exclusively in the digital display, transforming physical




This Chapter addresses 3 different contexts in which the TangiTime installation was put
into usage: a) a pilot use to get the first impressions of the user experience with it, b)
a public exhibition to get a ‘real’ feeling of people interacting with TangiTime and to
analyze its (socio)enactive aspects involved, and c) a workshop into a science exploratory
museum to explore the role of the embedded-technology objects to support engagement
and learning within the exhibit.
4.1 Case Study I: A Pilot Study
In this section, we present results and discussion of the pilot study accomplished to un-
derstand how people perceive and value the installation, and to test the software system.
Results of the pilot study helped us to enhance some elements of the scenario, for exam-
ple, to increase the size of the meteor objects and dragonfly images, to add keys for each
LiPo battery control, and to put a more fixed base to attach the fiducial markers to the
dinosaurs.
4.1.1 Context and Participants
The pilot study took place in the Nucleus of Informatics Applied to Education (NIED)1 of
the University of Campinas (UNICAMP) and lasted approximately two hours. We invited
members of the InterHAD (Human-Digital Artifact Interaction)2 group to participate in
the pilot study. Thus, one professor and six graduate students of the group participated
in the study. Moreover, members of the NIED, who were in the institution when the
study was conducted, also participated in the exploration phase of the study. In total,





4.1.2 Method and Materials
The pilot study was composed of three different phases: 1) introduction, 2) exploration,
and 3) evaluation. We describe each of these different phases in the following subsections.
1. Introduction
We started the pilot study projecting a video about the evolution of life onto the
tabletop display. The video was created previously in a project called InsTime.
In such a project, Computer Science and Computer Engineering undergraduate
students attending a Human-Computer Interaction (HCI) course were tasked with
creating interactive digital artifacts that somehow explore the concept of “deep time”.
One of the students developed the video as part of the final presentation of their
group project, and we did an adaptation, reducing the time of the video. Next, we
raised motivational questions related to the concept of deep time, such as:
What first appeared, insects or dinosaurs?
Was there always life on the planet?
Do you know what the ozone layer is? Has it always existed?
The participant’s responses showed interesting ideas, for example, one participant
said that life appeared when a meteorite fell on Earth and brought with it some
bacteria that started life on the planet.
2. Exploration
For the exploration phase, the participants were distributed around the tabletop.
First, we presented the tangible objects to them, describing what each object rep-
resented. Next, we explained to them about the activities that would be carried
out. Participants had to observe the characteristics of the projected geological era
and determine what object(s) belong to that era. The goal was that they could
manipulate the objects onto the tabletop display and discover if the tangible ob-
ject belonged or not to that era according to feedbacks generated by the system.
Participants were free to interact with TangiTime, however, a researcher acted as
facilitator and was responsible for encouraging the participants to take some of the
five tangible objects, grasp, and manipulate them on the tabletop display (Figure
4.1).
Figure 4.1: TangiTime being experienced.
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3. Evaluation
At the end of the pilot study, we invited the participants to answer a printed version
of the AttrakDiff questionnaire, anonymously, to understand how people perceive
and value the installation. The AttrakDiff questionnaire was developed by [16] to
measure the perceived pragmatic and hedonic qualities, and the attractiveness of
interactive products. It is an instrument of measurement in the format of semantic
differentials in which the answer options consists of 28 opposite adjectives (e.g.,
“complicated - simple”, “conservative - innovative”, “ugly - attractive”) presented as
seven-point scales with values ranging from -3 to +3 and a neutral value in the
middle.
We applied an adapted version of the AttrakDiff questionnaire (Figure 4.2), as
proposed and experimented by [5]. The adapter questionnaire is composed of 20
opposite adjectives in which the original English terms of the questionnaire were
translated to Brazilian Portuguese. After collecting the answers, we transfered the
data with the participant’s responses to an online tool3 to generate the analysis of
the answers. The online tool uses the model of 28 opposite adjectives, so the data of
the word-pairs removed into the adapter questionnaire were entered with value zero
(0) in order to not interfere in the results. This online tool allows us to see result
diagrams such as the distribution of response patterns, the portfolio of results, and
the diagram of average values.
Figure 4.2: The adapted AttrakDiff questionnaire [5]
3http://www.attrakdiff.de/index-en.html
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4.1.3 Results and Discussion
We used an online tool4 to analyze the participant’s responses to the questionnaire and
obtained result diagrams such as the portfolio of results, the diagram of average values
and the description of word-pairs.
Portfolio of results
This artefact shows characteristics of the evaluated product emerging from specific combi-
nations of pragmatic and hedonic attributes. In this way, the Portfolio of results illustrates
the medium value of pragmatic and hedonic quality and the confidence interval of results.
The vertical axis of the Portfolio displays the hedonic quality dimension and the hori-
zontal axis displays the pragmatic quality dimension. The medium value is represented
by a small and dark blue rectangle and the confidence interval is represented by a larger
and light blue rectangle. A small confidence rectangle is desired because it means that
the investigation results are more reliable and less coincidental. Depending on the dimen-
sion values, the product will lie in one or more "regions". There are six main regions:
self-oriented, too self-oriented, neutral, task-oriented, too task-oriented and desired. The
superfluous region is simply unwanted. This is a region implying a product that is neither
able to satisfy pragmatic nor hedonic needs of potential users. The combination of strong
pragmatic and strong hedonic attributes signifies the desirable product.
In the diagram of Figure 4.3, the confidence rectangle shows that according to partic-
ipant consensus, the hedonic quality is higher than the pragmatic quality, extending from
the self-oriented area to the desired area. Regarding the medium value, it is located into
the “self-oriented” quadrant suggesting that the result point out that hedonic attributes
of the artifact were highlighted during the study. In terms of pragmatic quality, the expe-
rience was evaluated positively (0,80) with a confidence value of 0,42. Regarding hedonic
quality, the results show a positive value of 1,62 with a confidence interval of 0,33.
Diagram of average values
This diagram illustrates the average values of the AttrakDiff dimensions for the evaluated
product: Pragmatic quality (PQ), Hedonic Quality - Identity (HQ-I), Hedonic Quality -
Simulation (HQ-S) and Attractiveness (ATT).
In the diagram of Figure 4.4, the PQ value indicates the degree of success in achieving
the objectives and obtained a score of 0.80. The Hedonic Quality - Identity HQ-I value
indicates the level of identification of the user with the installation and obtained a score
of 1.43, indicating that there was a good identification. The HQ-S value, which measures
whether the experience is original, interesting and stimulating, obtained a score of 1.82.
Finally, the ATT value indicates how attractive the product was to the participant and
obtained a score of 2.02, the highest among the categories.
4http://www.attrakdiff.de/index-en.html
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Figure 4.3: Results of the UX evaluation: Portfolio of results
Figure 4.4: Results of the UX evaluation: Diagram of average values
The description of word-pairs
The description of word-pairs diagram illustrates the distribution of response patterns for
each word-pair of the AttrakDiff dimensions: Pragmatic quality (PQ), Hedonic Quality
-Identity (HQ-I), Hedonic Quality - Simulation (HQ-S) and Attractiveness (ATT). The
medium value for each word-pair is represented by a blue square showing which charac-
teristics of the interactive product are particularly critical or particularly well-resolved.
The extreme values are of particular interest.
In the diagram of Figure 4.5, most of the blue squares are located significantly to
the right side. Only the Pragmatic Quality (PQ) in the word-pair "unpredictable - pre-
dictable" was positioned to the left side with a value between -1 and 0. This value suggests
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that the system behavior was experienced more as "not predictable" than "predictable"
by the participants. We argue that functionalities such as the random projection of
geological eras, incorporated into the conceptual model of TangiTime may explain this
medium value. Another extreme value is the Hedonic Quality - Simulation (HQ-S) in
the word-pair “unimaginative - creative”. This value of +3 suggests that all participants
considered TangiTime as creative. The users’ perception about the Attractiveness (ATT),
highlight other two extreme positive values of +3: in the word-pair “ugly - attractive” and
in the word-pair “bad - good”. These results suggest that all participants considered the
experience with TangiTime as attractive and good.
Regarding the social aspect, the word-pair "separates me - brings me closer" is one
of the lowest positive values obtained between +1 and +2, which shows that not all
participants considered that the experience brought them closer to others. We argue that
this result possibly suggests that, the participants were immersed in the environment,
exploring and discovering how to interact with the installation before interacting with
others. However, after a lapse of time interacting with TangiTime, social aspects such as
collaboration emerged.
Figure 4.5: Results of the UX evaluation: Description of word-pairs
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4.2 Case Study II: An Exploratory Study
Considering the pursuit of designing TangiTime as a learning environment to investigate
the concept of enactive system and (socio)enactive experience, in this section, we con-
ducted an exploratory study to observe the enactive relation between the participants
and TangiTime, and to observe (socio)enactive characteristics that emerged of the inter-
action experience with the exhibit. In particular, our goal for this exploratory study is to
answer the following research questions:
• RQ1: What are the elements of interaction that emerge in the target scenario and
how these elements can be categorized?
• RQ2: What are the elements that illustrate a (socio)enactive relationship?
4.2.1 Context and Participants
The exploratory study took place in the Geosciences Institute (GI) of the University of
Campinas (UNICAMP), in an activity conducted in association with the Exploratory Sci-
ence Museum of the same university. The activities aimed at the scientific promotion of
paleontology, involving meetings, lectures and posters about the area, and an exhibition of
around 100 models of dinosaurs in miniature to promote discussions about their size, life
habits, etc. Tangitime installation was invited to become part of these activities and the
tabletop was located in the exhibition space near the miniature dinosaur exhibit. During
the four hours of the study, 66 users interacted with the exhibit, grouped into groups of
22 visitors, among them, we found groups of parents and their children, schoolchildren,
adults and children, children interacting alone, children interacting in groups, and groups
of adults interacting together. The activity was associated with the project Socio-Enactive
systems: Investigating New Dimensions in the Design of Interaction Mediated by Infor-
mation and Communication Technologies, approved by the Research Ethics Committee
of the University of Campinas (CAAE 72413817.3.0000.5404).
4.2.2 Method and Materials
Unlike the pilot study, this study carried out only the exploratory phase; we first pre-
sented the tangible objects to the participants, describing what each object represented.
Next, we explained to them about the activities that would be carried out. Participants
had to observe the characteristics of the projected geological era and determine what ob-
ject(s) belong to that era. The goal was that they could manipulate the objects onto the
tabletop display and discover if the tangible object belonged or not to that era, according
to feedbacks generated by the system. Participants were free to interact with TangiTime,
however, a researcher acted as facilitator and was responsible for encouraging the par-
ticipants to take some of the five tangible objects, grasp, and manipulate them on the
tabletop display. To answer the research questions defined for the study, we used a video
camera on a tripod to record interactions on and around the exhibit for further analysis
and investigation.
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Digital response on the tabletop display.




Communication Communicate knowledge.Communicate interaction experience.
Collaboration
Give suggestions.
Help in the discovery of interactions.
Invite people to interact.
Cooperation Share physical objects.
Conflict Take physical objects of another child.
Exchange Exchange physical objects.
Return to the Exhibition Return to the exhibition.
Physical objects
Manipulation
Place objects on the tabletop display.
Manipulate objects outside the tabletop display.
4.2.3 Results and Discussion
We analyzed two hours of video recordings guided by the Grounded Theory method [26].
It is a qualitative analysis method to construct a theory from data analysis by coding
and categorizing patterns, behavior or other issues that emerge from the data. As the
(socio)enactive concept is still under study, we used this method driven by the desire to
capture facets of the collected data and to allow a theory to emerge from the data. In
Table 4.1, we present codes and categories extracted from the video analysis.
We identified 14 codes grouped in 8 categories that represent interesting phenomena
in the data. These codes and categories provide an answer to the research question
RQ1 related to what are the elements of interaction that emerge in the target scenario
and how these elements can be categorized.
For the system behavior, we identified 3 codes grouped into the feedback category:
“Digital response on the tabletop display”, “Physical response in the object itself” and
“Sound”. Digital response on the tabletop display code represents the random projection
of background images and projection of animations and digital images of physical objects
on the tabletop display; physical response in the object itself code represents the feedback
type using controllers, sensors or actuators embedded into physical objects such as turn
on LEDs or move a servomotor; and finally the sound code represents the roars of the
dinosaurs and the explosion of the volcano. The results suggest that participants learned
about the deep time concept when they perceived the different types of system feedback.
For example, a child mentioned: "the dragonfly does not move its wings because it does
not belong to this era." The comment suggests that the child perceived that each physical
object gives feedback when it belongs to a certain era and it does not give feedback in
a different era. Another example is when a girl and her brother were interacting with
the dinosaurs in the Mesozoic era. When the eyes of both dinosaurs lit, she commented:
"they live together." The comment suggests that she perceived that a Tyrannosaurus and
a triceratops were species of the same era.
For the people’s behavior , we identified 11 codes grouped into 7 categories such as
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“communication”, “collaboration”, “cooperation”, “conflict”, “exchange”, “return to the exhi-
bition”, and “physical objects manipulation”. In the collaboration category, we identified
three codes: The “Give suggestions” code identifies the behavior of giving suggestions or
instructions on how to interact with the exhibit. We found parents giving verbal sugges-
tions to their children when they were manipulating physical objects. One mother said
to her son: "Do you think the dinosaur was going to survive here?" when a child manipu-
lated a dinosaur in the Archean Era. Then, the child grasped the meteorite that belongs
to this era. The “Help in the discovery of interactions” code identifies the behavior of
communicating the feedback perceived to other participants in order to help them in the
discovery of interactions and feedbacks. The “Invite people to interact” code identifies
the behavior of inviting another person to interact together. For example, a girl who was
manipulating the tyrannosaur invited her mom to grasp the triceratops to experience the
effects of confronting the dinosaurs.
In some groups, we identified conflict cases when more than one child wanted to ma-
nipulate the same physical object. For these cases, we defined a “Take physical objects
of another child” code grouped in the conflict category. Also, we defined the “Share
physical objects” code grouped in the cooperation category and the “Exchange physi-
cal objects” code grouped in the exchange category. Children sharing and exchanging
physical objects, collaborating with each other in the discovery of system responses and
talking about feedbacks perceived, to their parents and siblings. One child said to other
child: “Now I am the carnivore” and exchange the dinosaurs. Other behavior identified
was grouped in the category of return to the exhibition. There were cases in which
children returned with their parents, schoolchildren returned with other schoolchildren or
children returning alone. Thus, the results suggest an enthusiasm of the visitors towards
playing with the exhibition.
In the category of physical objects manipulation, we identified two ways of object
manipulation to interact with the exhibit: “Place objects on the tabletop display” and
“Manipulate objects outside the tabletop display”. The results reflect that participants
perceived that to interact with the exhibit they had to place the objects on the tabletop
display and move them over it until they receive some feedback response. In the case of
the dinosaurs, participants also approximated and moved them away from the tabletop
display. The results also reflect that participants perceived the physical affordances of the
objects to interact with the exhibit. In the case of the dragonfly, both children and adults
were captivated by its ability to move its wings. Some children just grasped the dragonfly
on the table surface to see its digital representation. Other children manipulated the
dragonfly as if it was a real insect, making it fly outside the table surface while it continued
to move its wings. Figure 4.6 shows groups of visitors interacting with TangiTime.
For the research question RQ2, related to what are the elements that illustrate
a (socio)enactive relationship, we captured the dynamic of the interactions between the
digital, physical and social environment as shown in Figure 4.7. The (socio)enactive
relationship emerge of the coupling of these three environments in which technology is
ubiquitous and a part of a two-way feedback system.
In Figure 4.7, the “Physical environment” (P) includes the tangible tabletop (T) and
five physical objects (O). The physical objects are a meteorite, a volcano, a dragonfly
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(a) Interacting with the dinosaurs. (b) Interacting with the volcano.
Figure 4.6: Group of visitors interacting with TangiTime. Left: A mom with her son
confronting the dinosaurs, right: group of schoolchildren manipulating the volcano.
and two dinosaurs. The “Digital environment” (D) includes the TangiTime software and
the IoT platform to interconnect the objects. The tracking system to detect the fiducial
markers and the client application compose the TangiTime system. The client application
controls the interactive visualization projected on the tabletop display, the behavior of the
animations and the bi-directional communication with the physical objects(O) through
the IoT platform. Finally, the “Social environment” (S) includes people (P1, P2) that
interact with the exhibit and among themselves.
In the “Physical environment” (P), we can see that there is a two-way relationship
between the tangible tabletop (T) and the physical objects (O), and in turn, this envi-
ronment has a two-way relationship with the “Digital environment” (D) and the “Social
environment” (S). An instance of the bilateral relationship between T and O is the move-
ment of the dragonfly wings when it is detected on the table. The loop of O to itself
represents that an object can generate feedback responses in another object, such as the
case of dinosaurs.
According to Thompson and Stapleton [42], the enactive approach is based on con-
cepts such as autonomy, sense-making, embodiment, and experience. TangiTime mate-
rialized the embodiment concept through the utilization of embodied metaphors and
interactions with physical objects enacting out knowledge by manipulating them. The
autonomy concept is illustrated in TangiTime when it allows people to be autonomous
in exploring, grasping and manipulating the physical objects to interact with the exhibit,
without a predefined sequence of actions. The sense-making concept emerges when peo-
ple interacting with TangiTime perceive the effects of their actions on the environment
and its effects. In this manner, TangiTime enables the creation of an enactive experience
of interaction integrating these concepts. The “socio” element of a (socio)enactive expe-
rience emerges, at least, in two cases: a) when the interaction experience of one person
(P1) is perceived by another (P2) and it affects the sequence of actions of P2. The actions
of P2 are "guided” by the perception of actions performed by P1 in the environment. b)
when the interaction experience of P1 suffers the influence of P2 as a result of P2 saying
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Figure 4.7: The physical-digital-social tripartite relation.
something or acting.
Synthesizing, TangiTime allowed users two ways of object manipulation: a) Just plac-
ing and moving objects on the tabletop display, and b) Manipulating objects outside the
tabletop display and continuing to receive physical effects. All mentioned related work
requires tangible objects to be placed on the tabletop display to be detected by the soft-
ware system. Besides, TangiTime objects can also be manipulated outside the tabletop
display and continue receiving feedback on the objects (e.g., a dragonfly keeps moving
its wings when outside the tabletop). Additionally, the functionality of communication
between objects in TangiTime allowed a physical object to generate feedback response in
another physical object. The works reported in the exploratory study show that physical
objects with embedded technology were highly popular with groups. The results suggest
that the physical response in the object itself might provide more engagement than other
physical objects, and more opportunities for collaboration. Also, the physical affordances
of physical objects and tangible tabletop played an important role in the engagement of
the participants. As shown in the results, participants enjoyed flowing the dragonfly or
confronting the two dinosaurs.
Transforming physical actions into physical effects in the environment enables a con-
crete experience of learning in the physical environment (not exclusively in a digital en-
vironment). In the design comparison of related work, we identified two works with PPt
Transform dimension (Physical action => Physical effect). Differently, from TangiTime,
they do not incorporate manipulation outside the tabletop display or communication be-
tween objects as possible with TangiTime. Results of this section were published in [34].
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4.3 Case Study III: Workshop
In this section, we present results of a workshop experience conducted in a science ex-
ploratory museum.
4.3.1 Context and Participants
Our case study took place on January 12, 2019, at the Exploratory Science Museum
Unicamp. We conducted a workshop named “An Experience on Deep Time”, with partic-
ipants between 7 and 14 years old. As we had a limited number of places to participate
in the event, the participants had to make a previous registration for the workshop in the
exploratory museum. In total, we had N = 15 participants (not counting their parents)
and the workshop lasted approximately two and a half hours.
4.3.2 Method and Materials
The workshop was composed of four different phases: 1) introduction, 2) exploration, 3)
reflection, and 4) evaluation. We describe each of these different phases in what follows.
1. Introduction
The workshop began with a welcome of parents and children to the event. We
introduced the theme of ‘deep time’ by raising motivational questions (examples of
motivational questions are: "Do you know how old the planet earth is?", "Do you
know how long ago life on planet earth came about?"), listening the participants’
answers and guesses, and showing examples related to the subject (e.g. the geological
processes of transformations on the earth surface, the evolution of species). Then,
we presented the workshop agenda of activities that would be carried out. As the
workshop is part of a project approved by a research ethics committee (CAAE
72413817.3.0000.5404), the participants signed an assent term and their parents a
consent term.
2. Exploration
In this phase, one of the activities to be carried out by the participants was the
exploration of three interactive artworks named TangiTime, CronoBit and Tem-
porário. We organized the participants into three groups: GGreen, GRed, GHeart,
identified by their name and a group color tag. Each group consisted of 5 chil-
dren of different ages: GHeart consisted of 4 girls and a boy, GRed consisted of 4
boys and a girl, and GGreen consisted of 3 girls and two boys. Each group was
assigned to start at a different artifact, and participants were free to explore it for
approximately 30 minutes before changing to another artifact. For each group that
would have to explore TangiTime, we presented the tangible tabletop and the five
objects to them. The participants were invited to manipulate the objects freely and
discover if the object belonged or not to the projected geological era. Observing
the characteristics of the projected image would help them to know which object
should be manipulated and the feedbacks generated by the system would confirm
their hypothesis (Figure 4.8a).
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3. Reflection
In this phase, we asked the following questions to the participants: How ‘deep time’
appeared in the artifact?, What do you like in the artifact?, What you do not
like in the artifact?. Each installation had a blank flipchart sheet affixed near it,
to hold the feedback responses. Children wrote their answers and comments on
post-its, and placed them on the blank flipchart sheet on the wall (Figure 4.8b).
Additionally, children answered some challenge questions in a blank sheet regarding
the concepts of deep time. For TangiTime, the challenge questions are described
as follow: “Which geological era had the highest temperature in the planet?”, “In
which geological era did the first plants appear?” , and “In which geological era did
a layer of primitive ozone appeared?”.
4. Evaluation
At the end of the workshop, we used two evaluation instruments: an adapted At-
trakDiff questionnaire [16, 5] to understand how people perceive and value the ex-
perience and the Emoti-SAM instrument [17] to evaluate participants’ affective re-
sponse to the workshop (The three artifacts together). The first instrument consists
of 20 opposite adjectives (e.g., “complicated - simple”) in the format of semantic dif-
ferentials presented as seven-point Likert-scale with values ranging from -3 to +3.
The adjectives were translated to Brazilian Portuguese with terms more suited for
children and given to them in printed form. The second instrument consists of 15
emoticons, representing three dimensions: pleasure, arousal, and dominance. Each
dimension has a scale of 5 emoticons, which were presented as scrambled printed
cards (Figure 4.9). The children had to choose one printed emoticon that best rep-
resented their emotional state towards the workshop and then to deposit it in an
urn (Figure 4.8c). We also used video cameras to record interactions on and around
the installations for further analysis and specific investigation.
(a) Exploration phase. (b) Reflection phase. (c) Evaluation phase.
Figure 4.8: The workshop was composed of four different phases: introduction, explo-
ration, reflection, and evaluation.
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Figure 4.9: The Emoti-SAM instrument [17]
4.3.3 Results and Discussion
Results from the workshop are discussed in this study based on: 1) the observed inter-
actions of the participants with the installation in the exploration phase; 2) the data
collected with the two instruments that we used during the evaluation phase; 3) partici-
pants’ responses to questions in the reflection phase.
The User Experience (UX) in the Workshop
We used an online tool5 to analyze the participant’s responses to the AttrakDiff question-
naire and the results are briefly described through the main artefacts of AttrakDiff: the
Portfolio of results, the Diagram of average values and the Diagram of word pairs.
• Portfolio of Results
The Portfolio of results illustrates the medium value of pragmatic and hedonic qual-
ities and the confidence interval of the results. The medium value is represented
by a small and dark blue rectangle and the confidence interval is represented by a
larger and light blue rectangle. In Figure 4.10, the medium value is located into
the ‘self-oriented’ quadrant suggesting that, although the pragmatic quality of the
experience is positive, hedonic attributes of the artifacts stand out.
• Diagram of average values
In the diagram of Figure 4.11, the Pragmatic quality (PQ) value indicates the degree
of success in achieving the objectives and obtained a score of 0.57. The Hedonic
Quality – Identity (HQ-I) value indicates the level of identification of the participants
with the artifacts and obtained a score of 1.19. The Hedonic Quality - Stimulation
(HQ-S) value, which indicates whether the experience is original, interesting and
stimulating, obtained a score of 1.35. Finally, the Attractiveness (ATT) value in-
dicates how attractive the artifacts were to the participant and obtained a score of
1.64, the highest among the categories.
• The description of word-pairs
The description of word-pairs diagram illustrates the distribution of response pat-
terns for each word-pair of the four AttrakDiff dimensions. The extreme values
5http://www.attrakdiff.de/index-en.html
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Figure 4.10: The UX portfolio of results.
Figure 4.11: The UX diagram of average values.
are of particular interest. In Figure 4.12, most of the blue squares are located sig-
nificantly to the positive side of the diagram. Exception to this is the result to
Pragmatic Quality (PQ) in the word-pair "unpredictable - predictable", positioned
to the negative side with a value of -1. This value suggests that the behavior of the
artifacts was experienced more as ‘not predictable’ than ‘predictable’ by children.
The participants’ perception about the Attractiveness (ATT), highlight the word-
pair ‘rejecting – inviting’ with a value between +2 and +3. This result suggests
that participants considered the experience with the workshop as inviting. Also
highlighted are the qualities ‘brings me closer’, ‘captivating’, ‘pleasant’, ‘attractive’,
‘good’.
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Figure 4.12: The UX word-pairs results.
Participants’ affective response
All children who participated in the workshop chose one emoticon that best represented
their emotional state towards the workshop (The three artifacts together). In total, we
collected 15 emoticons and they were grouped and counted manually. Of the 15 children
who participated in the workshop, 6 children chose the most positive emoticon of the
pleasure dimension represented by the happy face with the thumb up; 4 children chose
the second most positive emoticon of same dimension represented by the smiling face; 3
children chose the most positive emoticon of the dominance dimension with the emoticon
representing intelligence with graduation hat; and 1 child chose the second most positive
emoticon of the arousal dimension. Only one child chose a negative emoticon of the
arousal dimension. These results suggest that participants’ affective response in the three
dimensions (pleasure, arousal, dominance) were very positive. Figure 4.13 shows results
of the participants’ affective response with Emoti-SAM.
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Figure 4.13: Results of the workshop evaluation with Emoti-SAM
Learning Support
Children answered challenging questions related to the subject explored in each artifact
and questions about what they learned and what they liked or did not like about the ar-
tifact. Regarding the TangiTime artifact, some answers were: "I learned that events were
organized into geological eras", "I learned that every animal has a place to live", "I learned
about the eras, their names and objects". For the challenging question “Which geological
era had the highest temperature of the planet?” we found evidence of the association they
made of the tangible objects manipulated, the animations and the characteristics of the
projected image observed. Some answers were: "The era in which meteorites fell, and
volcanoes exploded", "Archean, because it had meteorites". For the challenging question
“In which geological era did the first plants appear?” some answers were: "The Era of
Insects", "The Era of the dragonfly", "The Era where the dragonfly appeared". These
results suggest that the ‘playing’ dragonfly (with their beating wings, even out of the
surface, on the air) had an important role in learning and children referred to it in their
answers to the question.
Additionally, we note that there was greater acceptance of the embedded-technology
objects, which was reflected in the conflict cases children show, competing to manipulate
the dragonfly or the dinosaurs (Figure 4.14). One child said, “Now I have the stone”,
referring to the meteorite and exposing his discontent because this object did not generate
any feedback in the object itself. We found evidence of this presumption of acceptance
of objects in the post-it comments too; for example, a child wrote: “I liked that when
I placed the object on the table something was lighted”. The comments also suggest
that the most popular objects were the dinosaurs, as they were the objects mentioned in
comments such as: "I liked many things and the dinosaurs!", "I learned about dinosaurs"
or "I learned that dinosaurs live in their own environment". We found that embedded-
technology objects as the dragonfly and the dinosaurs create more engagement when
compared to objects without embedded technology as the meteorite.
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Figure 4.14: Two children competing to manipulate the dragonfly.
4.3.4 Towards a Socioenactive Experience
As discussed in [4], the results obtained with the adapted AttrakDiff and with the Emoti-
SAM are useful to get a picture on how the participants value their experience with the
artefact and the concept, and to show a bit of their emotional response to it. While
both are done in the participant’s perspectives and perception, we still would like to
understand the impact of the coupling between the digital, physical and social elements
in their action and experience. To this aim we used the video recorded on their action
on the artefact, along the workshop. This section discusses the dynamic of the observed
interactions between the three elements towards the design and evaluation of socioenactive
experiences related to abstract concepts for learning contexts based on tangible tabletops.
According to the video recordings, children are in the environment, around the table,
simultaneously, interacting with the artefacts and with the others. Many voices and
hands share the space and the objects on the table, enacting the geological eras and
their characteristics. When they first see the tabletop, its tangibility was immediately
perceived; as they approach the table with an image already projected on it, some children
first try to click on it, slide their hands on it (as we would do in a touch display). As
they do not notice a response to their touch, new actions are initiated, this time with the
objects present on the table’s margin (the dinosaurs, the meteorite, etc.). Some children
grasp and ride the dinosaur (and the other objects as well) in the projected scène, sliding
them on the surface and being attentive to the system responses: sounds, images, effects
on the object, effects on the projected image, such as animation (simulation) of the object
digital avatar, etc. As for the dragonfly, they grasp and slide it carefully (as it is perceived
as more fragile than the other objects) and, when noticing it is flapping its wings, some
children lift it in the air (pretending a flight).
In the GHeart group, consisting of four girls and one boy, a girl (G1) placed the
dragonfly on its geological era and it began to move its wings. When the girl slid the
dragonfly on the surface, its avatar moved along with it. One girl (G2) slid her fingers
over the avatar and said to the group, "I’m following her". Simultaneously, another girl
began to follow the avatar with her hand. The girl with the dragonfly (G1) began to
slide the object faster; preventing the girls from catching the avatar. In this scenario,
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the dragonfly and its avatar characterize the physical and digital coupling, whereas the
physical and social coupling emerged when the actions of G2 and G3 impacted the action of
G1 regarding the physical object. As discussed in [34], the social element of a socioenactive
experience emerges, at least, in two cases: a) when the interaction experience of one person
(P1) is perceived by another (P2) and it affects the sequence of actions of P2. The actions
of P2 are "guided" by the perception of actions performed by P1 in the environment. b)
When the interaction experience of P1 has the influence of P2 as a result of P2 saying
something or acting.
In the GRed group, consisting of four boys and a girl, children recognized dinosaurs by
name. One dinosaur was a carnivore (Tyrannosaurus Rex) and the other was an herbivore
(Triceratops). The avatar projections and the effect on the dinosaur’s eyes (the dinosaur’s
eyes lit green) helped children to perceive the geological era to which dinosaurs belong. A
child pretend-plays being a dinosaur and fighting with the other dinosaur, acted jointly
by another child (the dinosaur’s eyes change from green to red when they are close one
of another and they emit a sound of fight). In the fight, one of the dinosaur’s eyes was
inadvertently pushed inside him, and the child exclaimed, "I lost my eye!","I lost my
eye!" and he said to the others, "He lost his eye!" "He lost his eye!" referring to the
dinosaur. Similarly to the dragonfly case, the dinosaurs and their avatars are one way to
characterize the physical and digital coupling. The animation (simulation) of proximity
and the change of the dinosaur’s eyes from green to red is another example of physical and
digital coupling. The physical and social coupling emerged when children acted jointly to
confront the dinosaurs, and when the action of children were guided by the perception of
actions performed by others.
Regarding tangible objects, some children compete for the handling of the objects,
especially those with more responses on them and on the table (e.g. dinosaurs and the
dragonfly), to experience themselves the phenomena they have been observing in the
actions of their peers. As shown in the design comparison of related work (Table 2.1,
chapter 2), all related works were classified as "manipulated" in the physicality dimension.
The manipulated value arises from utilization of embodied metaphors and interactions
with physical objects. For instance, Raffaele et al. [10] developed objects as metaphors
for the teaching and learning of ANN. One object (the horse) was designed to modify the
training rate of the algorithm, and the movement of its legs was used as a metaphor to
represent that change. In Mapping Place, Chu et al. [7] developed their objects to access
digital elements to create stories when they are placed on the table. In Reefs on the Edge,
Bérigny et al. [9] developed their objects to modify the visualization projected on the
wall and their color.
In TangiTime, we used the metaphor of exploration of geological eras to facilitate
understanding of the deep time concept; in addition to the "manipulated" form, it in-
cludes the enacted form of physical embodiment. The enacted value centers more on
acting/enacting out knowledge through physical action of statements or sequences. Ac-
cording to the video recordings, children enacted the dragonfly as a ’real’ insect and
moved it in the air (pretending a flight). In the dinosaur’s case, children pretended to
be dinosaurs and faced each other as such. Children also enacted the geological eras by
manipulating the objects on the projected images and perceiving which object belonged
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to a particular geological era. TangiTime objects had associated actions and effects, but
they were not perceived as controls. They are designed as an icon that is labeled in
the design comparison as literal correspondence. The literal value refers to the degree
to which the physical properties of objects are closely mapped to the learning concept.
Each of our tangible objects represents a natural component or a living organism that
belonged to a certain geological era. In the Mapping dimension, TangiTime was consid-
ered as co-located and embedded. Co-located when the input and output of the objects
are contiguous (avatars or simulations contiguous to the physical objects), and embedded
when input and output are embedded in the same object (the dinosaur’s eyes lit green or
red and the dragonfly moves their wings). In the Transforms dimension, TangiTime im-
plemented the three relations between physical or digital actions and their corresponding
effects in the environment: Physical action => Physical effect (PPt), Physical action =>
Digital effect (PDt), and Digital action => Physical effect (DPt). PPt form results when
manipulating the dragonfly and dinosaurs the outputs occur on the same object. The
PDt form results when simulations or avatars are projected onto the table while objects
are manipulated. The DPt form results when the system randomly projects images of the
geological eras and the children manipulate the objects according to it.
The experience with Tangitime is lived deeply by children, it seems magical; some
children try to discover ‘how it works’ looking under the table, while other child squeezes
the dinosaur trying to see what is inside its eyes to solve the mystery. After the experience,
the tabletop is again just a table they use to hold the sheet of paper while they are writing
their answers to the proposed challenge regarding deep time.
In this chapter, we evaluated the use of TangiTime in three different contexts: a
pilot study, a public exhibition, and a workshop into an exploratory science museum.
Results of the pilot study showed an unpredictable nature in the behavior of the system
when children interacted with TangiTime. We argue that this behavior is the result
of designing the system for joint exploration of geological eras and not necessarily to
achieve a goal. With the study in the public exhibition, we captured the dynamic of
the interactions between the digital, physical, and social environment to investigate the
socioenactive experience. The results also showed social interaction characteristics that
emerged from the behavior of children, such as collaboration, cooperation, and conflict.
In this way, TangiTime has shown that this tangible tabletops supports collaboration and
learning. In the workshop, we continued exploring the impact of coupling digital, physical
and social elements in the design and evaluation of socioenactive experiences related to
abstract concepts using tangible tabletop for learning contexts. Furthermore, we were
interested in the role of the embedded-technology objects to support engagement and
learning within the exhibit.
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Chapter 5
Conclusions and Future Work
Studying technology-enabled experiences in learning, working, socializing contexts, has
been a concern of research communities and practitioners in several fields (interaction
design, human-computer interaction, computer-supported collaborative work, to name a
few), for some time. The new scenarios created with ubiquitous and pervasive technolo-
gies have revived phenomenological approaches to understand the nature of our experience
living with technology, not only as users of it. While most of the literature work focus
on design considerations integrating physical objects and tangible tabletops for collab-
oration, learning and interaction, in this dissertation work we intended to understand
the impact of coupling digital, physical and social elements in the design and evalua-
tion of socioenactive experiences related to abstract concepts based on tangible tabletops.
In this way, we designed and developed TangiTime: a tangible tabletop enhanced with
embedded-technology objects proposed for an educational exhibit for experiencing deep
time.
We began by reviewing related work in the use of tangible tabletops and ubiquitous
technologies for learning contexts. As presented in chapter 2, we made a design com-
parison of related works using a taxonomical design framework that encompasses seven
dimensions: physicality, transforms, mapping, correspondence, mode of play, coordina-
tion, and environment. As a result, most reviewed related works use physical objects as
manipulative (physicality: manipulated); transform the manipulation of physical objects
in digital effects (transforms: PPt -> PDt); use fiducial codes as inputs and projections
on the tabletop display as outputs (mapping: co-located); physical objects correspond
to symbols or metaphors (correspondence: symbolic); social interaction is collaborative
(mode of play: collaborative); and the educational content is situated in a virtual envi-
ronment (environment: virtual).
In chapter 3, we presented the design process and the implementation of the artefacts.
We constructed a low-cost tabletop and five tangible objects: a meteorite, a volcano, a
dragonfly and two dinosaurs (the last three objects with embedded technologies). We
used the metaphor of exploration of geological eras to understand deep time by manip-
ulating physical objects that represent a natural component or a living organism that
belonged to geological eras. In the design comparison of Tangitime with related works,
TangiTime additionally includes the enacted form of physical embodiment (physicality:
manipulated, enacted). Children enacted the geological eras by manipulating objects on
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randomly projected images. They have to perceive which object belonged to a particular
geological era according to the physical or digital effects. In the case studies presented
in chapter 4, children enacted the dragonfly as a ’real’ insect and moved it in the air
(pretending a flight). Children also acted as dinosaurs and faced each other. TangiTime
implemented the three relations of transformation between physical or digital actions and
their corresponding effects in the environment (transforms: PPt, PDt, DPt). PPt form
results when manipulating the dragonfly and dinosaurs the outputs occur on the same
object. The PDt form results when simulations or avatars are projected onto the table
while objects are manipulated. The DPt form results when the system randomly projects
images of geological eras and the children manipulate the objects according to it. The
spatial locations of outputs are contiguous to all objects and embedded for the dragonfly
and dinosaurs (mapping: co-located, embedded). The physical properties of objects are
closely mapped to the learning concept (correspondence: literal). In the same way as
related work, TangiTime incorporates a collaborative social interaction (mode of play:
collaborative). Moreover, the educational content is situated in a mixed environment:
virtual and physical (environment: mixed).
In chapter 4, we presented results and discussions of a pilot study, an exploratory
study in a public exhibition, and a workshop in an exploratory science museum. In the
pilot study, we evaluated pragmatic and hedonic qualities of experience with TangiTime.
Results of the study revealed that participants perceived the exhibit as highly attrac-
tive and valued the experience as highly original, interesting and stimulating. Also, the
system behavior was experienced as not predictable. We categorized this behavior as pos-
itive because TangiTime was designed for exploration of randomly projected geological
eras. In the exploratory study, we analyzed video recordings and captured the dynamic
of interactions between digital, physical and social elements to illustrate the socioenac-
tive relationship using tangible tabletops. Results of the study revealed several social
interaction characteristics such as collaboration, cooperation, and conflict. The socioe-
nactive experience emerged from the coupling of the three elements. In the workshop,
we continued to understand the impact of the coupling between the digital, physical and
social elements in the design and evaluation of socioenactive experiences related to ab-
stract concepts using tangible tabletop for learning contexts. We evaluated the emotional
response to TangiTime, and the role of embedded-technology objects to support engage-
ment and learning. Results of the study revealed a positive participant’ affective response,
and greater acceptance of the embedded-technology objects, which was reflected in the
conflict cases for manipulating the dragonfly or the dinosaurs.
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5.1 Contributions
Contributions of this work can be summarized as:
Theoretical contributions
• Paths towards a socioenactive experience drawing on the theoretical basis of enac-
tivism.
Practical Contributions
• Design and development of an educational installation:
– Design and development of a low-cost tangible tabletop.
– Design and development of five tangible objects:
A meteorite, a volcano, a dragonfly and two dinosaurs (the last three objects
with embedded technologies).
• Design process of the educational installation.
• Development of a software program using the processing language to:
– Implement the methods to detect our physical objects using the TUIO library.
– Implement interactions and simulations such as meteorite fall, smoke coming
out of the volcano, volcanic eruption, and the motion of avatars.
– Randomly projects images of geological eras.
– Communicate the tangible tabletop with the physical objects through an In-
ternet of Things (IoT) platform using the MQTT library.
• Design and execution of workshops:
– A pilot study in the Nucleus of Informatics Applied to Education (NIED) at
University of Campinas (UNICAMP).
– An exploratory study in a public exhibition in the Geosciences Institute (GI)
at University of Campinas (UNICAMP).
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5.2 Future Research Directions
• As this work referred to a museum exhibit, further work could be done considering
it as part of a formal learning process with school students and their teachers.
• Further research could continue exploring the role of embedded-technology objects
and tangible tabletops in educational scenarios to provide them with a socioenactive
experience with abstract concepts.
• Further research could include input technologies as sensors into the tangible table-
top to enable communication from the tabletop to the client application through
the IoT platform.
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A.1 Steps to Remove the Infrared Filter of a Webcam
Figure A.1: Steps to remove the infrared filter of a webcam. Images taken from 1
1 https://interhad.nied.unicamp.br/pesquisas-individuais/julian-gutierrez/mesa-nied
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A.2 Adding TUIO library to Processing software
• Download the TUIO11_Processing.zip package.
This package contains two demo sketches and a library which allows Processing to
receive TUIO messages from any TUIO enabled tracker. You can use this demo
as a starting point for the development of you own Processing sketch based on the
TUIO framework.
Figure A.2: reacTiVision files.
• The Processing Development Environment (PDE)
In Processing, a computer program is called a sketch. Sketches are stored in the
Sketchbook, which is a folder on your computer. To find the Processing sketchbook
location on your computer, open the Preferences window from the Processing ap-
plication and look for the "Sketchbook location" item at the top. Copy the TUIO
folder previously downloaded into the "libraries" folder at this location. Open the
Examples window from the Processing application and select a "TuioDemo" (Figure
A.3).
Figure A.3: Processing TUIODemo.
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Figure A.4: The Processing Development Environment (PDE).
• Processing TUIO Client API
The TuioProcessing class and methods are described in the TUIO.org page1.
(a) reacTIVision view. (b) Processing client view.
Figure A.5: The Processing client application which receives TUIO messages over UDP
from reacTIVision.
1https://www.tuio.org/?processing
