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A recently developed multiscale model is used to study thermal conduction in silicon. In
this work, the role of optical phonons is included in the nanoscale by introducing phonons
with zero velocity in the lattice-Boltzmann domain. In themodel, only the optical phonons
are heated, and the energy transfer rate from optical to acoustic phonons is described with
a relaxation time. As a test case, a nanoscale hot spot is introduced into the system, and
thermal conduction to ambient medium is calculated. The results show a temperature step
at the spot boundary, while elsewhere the results are identical to thermal diffusion. Optical
phonons are seen to increase the spot boundary thermal resistance, which is also heavily
dependent on the relaxation time of the optical-acoustic phonon scattering.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Nanoscale features are routinely processed in the electronics industry today. Increasing performance and decreasing
feature size have raised the issue of thermal design in such devices. On a macroscale, thermal energy transfer is calculated
with the phenomenological Fourier law, which treats thermal conductivity as a material property. However, on the micro
and nanoscales, the size is comparable to the mean free path of heat carriers, and thermal properties are affected by system
size. Therefore, the Fourier equation breaks down in the sense that the conductivity becomes a property not only of the
material, but also, for example, of size and microstructure. These microscale properties increase the scattering rate of heat
carriers, thereby increasing thermal resistance. Moreover, on the nanoscale, the structure affects the phonon modes and
their velocities, which also affect the resistance. Therefore, micro- and nanoscale thermal conduction has attracted a lot of
interest in the past two decades [1,2].
On the smallest length scale, the molecular dynamics (MD) method has become a tool for studying thermal conduction
on the nanoscale [3,4]. With MD, the thermal conductivity can be calculated from equilibrium calculations, from a known
heat flux and temperature gradient [4], or from temperature decay calculations [5]. It is best suited for studying the effect
of structural imperfections (boundaries, dislocations, grain boundaries, voids, interstitials, etc.) in thermal conductivity. The
main limitations of MD are the very limited size and time scales that can be studied. Typically the maximum size scale can
be a few hundred nanometers (a few mean free paths), and the time scale only some nanoseconds. Moreover, the role of
electrons cannot be studied, and an accurate interaction between atoms may be hard to find.
With larger length scales, when the system size is some mean free paths, thermal conduction can be calculated with the
Boltzmann transport equation (BTE) [1]. The solution of the BTE falls into three classes: directly solving the BTE as a partial
differential equation [6], using direct phonon simulation techniques such as Monte Carlo [7–9] or lattice-Boltzmann [10]
to obtain the solution, or using results from radiative heat transfer [11]. In the BTE approach, the physics of heat transfer,
dispersion, and phonon scattering are incorporated explicitly into the calculations. Thus, for reliable calculation, a good
understanding of the fundamental phonon processes and relaxation times is required. For some phonon processes, such as
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Fig. 1. Computational LB grid used for calculations with numbering of the eight directions. The optical phonons serve as heat reservoirs and are computed
at the lattice sites.
point defects, impurities or boundaries, reasonably accurate relaxation time models are available [12]. However, for some
more complicated processes, such as interfaces, such information is not available [3].
The information from the molecular-level model can be incorporated into the mesosacle phonon models in the form
of different relaxation processes and times. Relaxation times have been calculated with MD, for example, in Refs. [13–15].
The phonon models describe the movement of phonons–and heat–in the system, usually in statistical terms. From these
phononmodels, the heat flux and an equivalent temperature canbe calculated,which canbe incorporated into amacroscopic
Fourier law calculation. A lattice-Boltzmann phononmodel for heat conductionwas recently combinedwith a diffusive heat
conduction model by the author [16]. The purpose of this paper is to use the previously presented model to analyze the role
of optical phonons in microscale heat conduction.
2. Model
A multiscale model for thermal conduction from nanoscale hot spots has recently been presented elsewhere [16]. The
model described thermal conduction on a microscale using the lattice-Boltzmann method for non-dispersive acoustic
phonons, and heat conduction on a macroscale using finite difference. These regions set each others’ boundary conditions
using averaging and interpolation. In this work, the lattice-Boltzmann part is modified to include optical phonons.
2.1. Lattice-Boltzmann
Lattice-Boltzmann (LB) modeling techniques have developed from cellular automata [17,18]. With the technique,
one studies the evolution of a distribution on a lattice. The technique was introduced to nanoscale thermal conduction
calculations by Zhang and Fisher [10], and has subsequently been successfully applied [19–22]. In the case of nanoscale
thermal conduction, one studies either the phonon distribution or the thermal energy density distribution on a lattice. In
this work, the technique is applied directly to thermal energy density. The (phonon) energy approach is formally similar to
photon radiation, where the lattice-Boltzmann method is also known to be applicable [23,24].
The principles of the LB model have been presented in the references discussed above. Here, only the fundamentals are
recapped for the reader’s convenience. The starting pointwill be the Boltzmann transport equation for acoustic phonons, and
the single relaxation time approximationwithout dispersion effects, i.e. the grey approximation.With these approximations
the evolution of the energy density of the acoustic phonons is described by the Boltzmann transport equation:
∂ea
∂t
+ Ev · ∇ea = e
0
a − ea
τ
, (1)
where ea and e0a are the energy density, and its equilibrium value for the acoustic phonons and τ is the relaxation time. For
further details, the reader is referred to [10,19].
In the lattice-Boltzmann method, the Boltzmann equation is discretized. The discretization results in a lattice — often a
square or a cubic lattice. In their pioneering work on microscale heat conduction, Zhang and Fisher [10] considered simple
D1Q2 or D2Q4 lattices (one and two-dimensional lattices with two or four neighbors), where the LB discretization gives the
kinetic equation:
ei(x+ vi1t, t +1t) = (1− ω)ei(x, t)+ ωe0i (x, t), (2)
where ω = 1t/τ describes scattering during one time step. Here vi is the velocity of phonons in direction i. The directions
are depicted in Fig. 1.
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It should be noted that the LB model relates the velocity, time step, and cell size as 1x = v1t . In the LB model,
phonons are relaxed towards a thermal equilibrium, e0i (x, t). The equilibrium density is given in proportion to the total
energy density [10,22]:
e0i (x, t) = wie0a(x, t) (3)
e0a(x, t) =
8∑
j=1
ej(x, t). (4)
Here ej(x, t) is the energy flux variable in direction j. As for the directional weight factorswi, in the D1Q2 and D2Q4 lattices,
the equilibrium distributions are independent of the direction. However, when more complex computational lattices are
used, the equilibrium distributions become dependent on the direction. Specifically, the weight factors along the lattice
edges and the diagonals are different [17,23]. As discussed by Jiaung et al. [22], when the zero velocity of the D2Q9 lattice is
omitted due to zero phonon speed, the weight factors for horizontal and vertical directions are 0.2, and 0.05 in the direction
of the diagonal.
In addition to acoustic phonons, solid crystals contain optical phonons. Since the group velocity of optical phonons is very
low, optical phonons are included only as a thermal reservoir and are not assumed to conduct heat [25]. The optical phonons
scatter with the acoustic phonons, and if they are not in thermal equilibrium, scattering results in net heat transfer from
optical to acoustic phonons or vice versa. This process in modeled with a variable qao, describing the heat transfer rate from
acoustic to optical phonons, and is assumed to have a relaxation time of τao. Therefore, the optical phonons are included in
the model by introducing their energy density, and its evolution as:
qao = ∂eo
∂t
= −eo − e
0
o
τao
. (5)
Here qao is the heat transfer rate from acoustic to optical phonons, eo is the energy density of optical phonons, e0o its
equilibrium value, and τao the relaxation time for acoustic-optical phonon scattering. A solid system contains equal numbers
of acoustic and optical phonons. Therefore, in equilibrium, the energy of optical phonons and acoustic phonons will be half
of the total energy, i.e. e0o = e0a = e0/2. Furthermore, as in the lattice-Boltzmann model for phonon heat transfer, the
equilibrium energy of the system is obtained as the sum of energy densities e0 = ea+ eo, since scattering drives the system
towards equilibrium, but does not change the total energy. Therefore,
qao = − eo − (ea + eo)/2
τao
= ea − eo
2τao
. (6)
It is easy to verify that the heat transfer fromoptical to acoustic is−qao. In typical electronic systems, the electrons are heated
by an electric field and, in the presence of high electric fields, heat is transferred from electrons to optical phonons [1, p. 87].
Describing this with a heat transfer rate qeo, the evolution for the energy of optical phonons becomes:
∂eo
∂t
= qao + qeo, (7)
where eo is the energy density for optical phonons and qeo is the heat dissipation rate from electrons to optical phonons. In
this work, the heat dissipation by Joule heating is assumed to be known, and qeo is a parameter in the calculations. Typically,
the acoustic to optical phonon relaxation time is of the order of 10 ps in silicon and thus of the same order as the acoustic
phonon–phonon relaxation time [1, p. 87], [26]. Since the scattering of phonons is a result of the anharmonic terms in the
atomic interaction, these relaxation times could be assumed to be equal. At this point, however, they are treated separately.
When the system of acoustic phonons includes heat sources, they can be included in the LB kinetic equation, Eq. (2), as an
additional termwi1tQ [19,23]. The scattering process drives the optical and acoustic phonons towards thermal equilibrium.
Therefore, the optical phonons serve as a heat source for the acoustic phonons, and vice versa, and the heat source term for
the acoustic phonons is given by−qao.
Putting this together, the LBKE for acoustic phonons and the evolution of optical phonons can be written as:
qao(x, t) = ea − eo2τao (8)
ea =
8∑
i=1
ei(x, t) (9)
eo(x, t +1t) = eo(x, t)+1t [qao(x, t)+ qeo(x, t)] (10)
ei(x+1xi, t +1t) = (1− ω)ei(x, t)+ ωe0i (x, t)− wi1tqao(x, t) (11)
e0i = wiea. (12)
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Table 1
Numerical values of the parameters used is the calculations.
Parameter Symbol Value
Relaxation time, acoustic phonons τ 8.7 ps
Relaxation time, optical phonons τao varies
Mean free path, acoustic phonons Λ 57 nm
Group velocity, acoustic phonons v 6500 ms−1
Heat capacity, total C 1.6MJK−1m−3
Heat capacity, acoustic phonons Ca C/2
Heat capacity, optical phonons Co C/2
Dimensionality of the model d 2
Thermal conductivity κ 150Wm−1 K−1
Thermal diffusivity α κ/C
Here, the heat transfer from electrons to optical phonons, qeo, is used as a parameter of the model. It should be noted
that, for the special case τao = τ and qeo = 0, this results in the standard D2Q9 lattice with different directional weights.
This is shown in Appendix. If heat generation were introduced into this D2Q9 model, only the optical phonons with zero
velocity would need to be heated.
The scattering factorω depends on the relaxation time τ . However, so far the relaxation time has not been specified. This
can be done using the kinetic theory, which gives the prediction [1]
κ = 1
d
Cav2τ . (13)
Here κ is the thermal conductivity, Ca is the heat capacity of acoustic phonons, v the velocity of acoustic phonons, τ the
relaxation time, and d the dimensionality of the problem. It is noted that only acoustic phonons are considered, since optical
phonons do not carry heat because of their negligible group velocity [25]. The factor 1/d is introduced due to averaging the
square velocity in different dimensionalities. Most often, the kinetic theory is used in three dimensions, but in this work
the model is only two-dimensional. Since both the acoustic and optical modes have three polarizations, the heat capacity
of acoustic and optical phonons can be assumed to be equal, and therefore Ca and Co are equal to half of the experimental
heat capacity. The relaxation time can be thus calculated using the experimentally available values for heat capacity C and
thermal conductivity κ . In general these depend on temperature, but at room temperature they are 1.6 MJ K−1 m−3 and
150 W m−1 K−1. This gives a relaxation time of 8.7 ps, or the mean free path Λ = 57 nm. The values of the material
parameters are collected in Table 1.
It is often more convenient to study thermal energy transfer in terms of a temperature instead of energy density. On
the microscale, the system is not necessarily in a thermal equilibrium. Therefore, an equivalent temperature is commonly
defined from the energy density such that the (non-equilibrium) energy density corresponds to the energy density of the
lattice in thermal equilibrium. The equivalent temperatures for the optical and acoustic phonons can be calculated using
the same principle and their heat capacities. Specifically, in a thermal equilibrium, the energy density and temperature are
related by the heat capacity: e = CT . Both the energy density and the heat capacity consist of contributions from acoustic
and optical phonons: e = ea + eo, and C = Ca + Co. Therefore, in a non-equilibrium case, the equivalent temperatures of
the system and acoustic and optical phonons can be defined as:
T = e/C = (ea + eo)/C (14)
Ta = ea/Ca = 2ea/C (15)
To = eo/Co = 2eo/C . (16)
2.2. Finite difference
The LB model can describe the nanoscale heat transfer issues, since it solves the BTE for phonons on the computational
lattice. However, it is computationally much more expensive than some other methods for heat conduction studies.
Therefore it is computationally feasible to study only the region of interest with the LB model, and describe the rest
of the system with a suitable continuum model. In this work, the regions near the boundaries are described with the
finite difference (FD) model. The computations are performed on staggered grids of energy and flux variables, as in the
Reference [27]. These grids are shown in Fig. 2.
Heat diffusion is calculated directly in terms of energy density, since this allows direct coupling with the LB energy. The
heat diffusion equation for energy density reads:
∂E
∂t
= α∇2E. (17)
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Fig. 2. Computational FD grid used for calculations. The grids for energy and flux calculations are arranged in a staggered manner because the quantities
and their time derivative are gradients of each other. First order difference is calculated at the center of two known values.
FD
->LB
LB->FD
Fig. 3. Combining the LB and the FD regions. The boundary values for the FD calculations are obtained from the LB region by averaging (as shown with
shading). The boundary values for the LB region are obtained from the FD region by interpolation (as shown with arrows).
Here the thermal diffusivity is the ratio of thermal conductivity and (volumetric) heat capacity, α = κ/C . In the
computations, this equation is decomposed into a heat flux equation and local heating equation:
Eq = −α∇E (18)
∂E
∂t
= −∇ · Eq. (19)
It should be noted that no heat generation is included in this part of the model, as heat generation is assumed to occur on
the microscopic scale, which is calculated with the LB model. The temperature can be calculated from the energy density in
the post-processing phase.
2.3. Combining length scales
At the LB boundary nodes, the energy and energy flux values are set as boundary conditions, and obtained from the FD
calculations by interpolation. The energy density is divided equally between the optical and acoustic phonons, since the heat
capacities are equal and, thus, in a thermal equilibrium, the energy densities are also equal. In the FD region, the boundary
conditions are obtained from the LB region by averaging. This is shown in Fig. 3. Ref. [16] describes this procedure in detail.
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Fig. 4. Temperature and heat flux at four times in the system. The grey part is modeled with the LB technique including acoustic and optical phonons,
while the black part is modeled with FD. The results are consistent at the domain boundary.
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Fig. 5. Temperature at the hot spot and near it. The finite thermal resistance of the spot boundary can be clearly seen. The profile is shown for five spot
sizes, and the thermal resistance depends heavily on the spot size. The insert shows the difference between acoustic and optical phonons for the case
LQ = Λ.
3. Results
As a test case, heat transfer in a silicon system originally in equilibrium at a temperature of 300 K was studied with the
model. In the LB domain at the boundary of the system, a heat source was included. The size of the heat source was 28 nm,
which equals half of the mean free path of the phonons. A heat flux of 4 GW m−2 was introduced using a constant qeo in
Eq. (10). Fig. 4 shows the transient temperature and heat flux in the system.
From Fig. 4, it can be seen that the temperature and heat flux are continuous at the boundary of the different calculation
domains. The results are shown for four points in time, and the last one corresponds to the stationary state. It is noted that
the time scale in these simulations is only from about a nanosecond to a microsecond. However, since the relaxation time
of acoustic phonons in the LB region is only 8.7 ps, the time scale is long enough to ensure the validity of Fourier type heat
transfer. Microscale effects, if present, are therefore due to the small length scale only.
At first, the results for the stationary state seem to agree with the Fourier law for thermal conduction. This, however, is
because the spot size is very small compared to the system size. A closer examination of the results near the spot boundary
shows that there is a temperature step, i.e. the spot has a finite thermal resistance. The equivalent temperature is shown
in Fig. 5 for five different spot sizes. The temperature step is greater for the optical phonons than for the acoustic phonons
since the optical phonons are heated, but only acoustic phonons act as heat carriers. However, outside the spot, the energy
of acoustic and optical phonons are equal in stationary state.
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Fig. 7. Thermal spot resistance as a function of heat flux (circles), LB domain size (squares), and LB lattice constant (triangles). Compared to Fig. 6 the
results are only slightly dependent on these parameters.
The magnitude of the temperature step seems to depend on the heat flux. To further study the dependence on heat flux,
thermal resistance of the spot boundary is defined as Rspot = 1T/Q , where 1T is the magnitude of the temperature step,
and Q is the heat flux. It seems that this thermal resistance is only slightly dependent on the flux. However, it is heavily
dependent on the hot spot size and the optical–acoustic phonon relaxation time. These effects are shown in Figs. 6 and 7,
where the dependency is shown for the spot size and relaxation time ratio, and heat flux, system size, and lattice constant
respectively. From Fig. 7 it can be seen that the inclusion of optical phonons makes the spot boundary resistance slightly
more nonlinear than earlier results. Without optical phonons, the dependence on the heat flux was smaller than in the
present case.
The spot resistance as a function of spot size seems to scale as Rspot ∝ (LQ /Λ)−α , where the exponent ranges between
α = −1.1 to−1.0. The value of the resistance depends on the relaxation time ratio. However, as shown in Fig. 6, scalingwith
spot size is practically the same. These results yield evidence of the Rspot ∝ L−1Q behavior, as discussed elsewhere [16,28].
The behavior as a function of τao seems linear, but the slope is heavily dependent on the spot size. For the physically
natural case with equal relaxation times, the spot boundary resistance is about three times that of the case without optical
phonons [16]. In addition, as the mean free path in this work is longer due to smaller heat capacity, for the same physical
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spot size the resistance is six times larger than before. Moreover, the transient behavior can be expected to be different,
since half of the phonons serve only as a heat reservoir.
4. Conclusions
In this paper, a multiscale lattice-Boltzmann finite-difference model was used to analyze thermal conduction from
nanoscale hot spots in silicon. The models were combined as in an earlier work, but optical phonons were included in the
analysis as a thermal reservoir. Relaxation of optical phonons was described with a relaxation time, and it was shown that
the model can be described with a D2Q9 lattice-Boltzmann model. The results were similar to those in the grey model, but
the spot boundary resistance seemed to increase by a factor of about six. The model could reproduce the nanoscale effects
in the LB domain, and diffusive heat transfer in the FD domain.
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Appendix. Optical phonons in the D2Q9 lattice
Eqs. (8)–(12) can be presented in a D2Q9 form. Considering the case qeo = 0 and τao = ατ , the LBKE, Eq. (11), for the
acoustic phonons can be written:
ei(x+1xi, t +1t) = (1− ω)ei(x, t)+ ωe0i (x, t)− wi1tqao(x, t) (A.1)
= (1− ω)ei + ωe0i − wiω
1
2α
(ea − eo) (A.2)
= (1− ω)ei + ωe0i − wiω
∑
j
ej
2α
+ wiω 12α eo (A.3)
= (1− ω)ei + ωwi
∑
j
ej − wiω
∑
j
ej
2α
+ wiω 12α eo (A.4)
= (1− ω)ei + ωwi
[(
1− 1
2α
)∑
j
ej + 12α eo
]
. (A.5)
The evolution of the energy of optical phonons, Eq. (10), is
eo(x, t +1t) = eo(x, t)+1tqao (A.6)
= eo + ω 12α (ea − eo) (A.7)
= (1− ω)eo + ωeo + ω 12α (ea − eo) (A.8)
= (1− ω)eo + ω

∑
j
ej
2α
+
(
1− 1
2α
)
eo
 . (A.9)
Eqs. (A.5) and (A.9) can be written in the general LBKE form:
ei(x+1xi, t +1t) = (1− ω)ei(x, t)+ ωe0i (x, t). (A.10)
Here the optical phonons are identified with the zero-velocity energy variable eo = e0 and1x0 = 0, and the equilibrium
energy is defined as:
e0i (x, t) =

wi
[(
1− 1
2α
) 8∑
j=1
ej + 12α eo
]
, i = 1− 8
1
2α
8∑
j=1
ej +
(
1− 1
2α
)
eo, i = 0.
(A.11)
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For the special case τ = τao the standard D2Q9 form becomes evident with the equilibrium energy:
e0i (x, t) = wni
(
8∑
j=0
ej
)
, (A.12)
where different weight factorswn0 = 12 andwni = wi2 are used. If qeo 6= 0, heating is added to Eq. (A.9), orwithout the weight
factor to the zero direction in Eq. (A.10) only.
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