Abstract-This paper proposes a local polynomial modeling approach and bandwidth selection algorithm for estimating timevarying linear models (TVLM). The time-varying coefficients of a TVLM are modeled locally by polynomials and estimated using least-squares estimation with a kernel having a certain bandwidth or support. Asymptotic behavior of the proposed estimator is established and it shows that there exists an optimal local bandwidth which minimizes the weighted mean squared error (MSE). A data-driven variable bandwidth selection method is also proposed to estimate this optimal bandwidth. Simulation results show that the proposed LPM method with adaptive bandwidth selection outperforms conventional TVLM identification methods in a large variety of testing conditions.
INTRODUCTION
The time-varying linear model (TVLM) is a widely used model to characterize a dynamic system:
where Y(t), X(k,t) and a(k,t), are respectively the system output, input and time-varying response, which are assumed to be functions of time variable t, L is the order of the model, ) (t ε is a zero mean white Gaussian process with unit variance, and the conditional variance of additive noise given t=t 0 is ) ( 0 2 t σ . In the general case of time-varying linear regression model, Y(t), X(k,t) and a(k,t) are respectively the observations, explanatory variables and time-varying regression coefficients. Numerous methods have been proposed to identify the TVLM of (1), i.e., to estimate the time-varying coefficients a(k,t), and they can be generally divided into three categories [1] : adaptive filtering/Kalman filtering (AF/KF), basis functions (BF), and weighted least-squares (WLS) methods. Adaptive filtering methods, such as least mean squares (LMS) and recursive leastsquares (RLS), estimate the coefficients recursively to meet a performance requirement. Most AF methods make use of past data samples for estimation and the converging speed is therefore limited [2] . The Kalman filtering method is an optimal recursive estimator in a minimum mean-square error sense, given the prior information of the stochastic model of system dynamics and noise. However, such prior knowledge is often vague in practice, so the estimation accuracy of Kalman filtering is sometimes limited [1] . The BF method assumes an explicit deterministic model of the coefficient variations, and it approximates the time-varying coefficients by a linear combination of known basis functions of time. The performance of the BF method is greatly dependent on the selection of basis functions, which is not always accessible. The WLS method employs kernels or windows to assign larger weights to local data and smaller weights to remote data, and the time-varying coefficients are estimated by minimizing a weighted sum of squared estimation errors. The window size or kernel bandwidth has to be carefully chosen to compromise between estimation accuracy (variance) and modeling error (bias). However, automatic data-driven bandwidth selection for WLS is very difficult. Consequently, WLS is infrequently used in practice [1] .
In this paper, a local polynomial modeling (LPM) approach is proposed to model and estimate the time-varying coefficients of a TVLM. More precisely, the time-varying coefficients are modeled locally by a set of polynomials with a kernel having a certain bandwidth [2] - [5] . Consequently, the estimation of time-varying coefficients is reduced to the estimation of polynomial coefficients, which can be easily performed using the least-squares (LS) technique. To establish the asymptotic behaviors of the proposed estimator, new asymptotic expressions for their bias and variance are derived. Both are functions of the kernel bandwidth and we show that there exists an optimal bandwidth which minimizes the MSE. An important advantage of the LPM method is that the kernel bandwidth can be determined locally and adaptively to minimize the MSE at each time instant. Since the optimal expressions involve quantities which are in general unknown, new approximation algorithm is proposed to estimate the bias, variance and MSE. This allows the optimal bandwidth to be determined by minimizing over the approximate MSE over a discrete bandwidth set. A novel pilot bandwidth estimation to compute the approximate MSE using an intersection of confidence intervals (ICI) method [6] - [8] is also proposed. The performance of the LPM method was evaluated using various types of simulated TVLMs, and the results showed that the proposed method can achieve more accurate estimates than conventional TVLM identification methods.
The rest of the paper is organized as follows. In Section II, the local polynomial modeling for time-varying linear models is introduced. Section III is devoted to the asymptotic analysis of the LPM estimator. The adaptive bandwidth selection method for LPM is developed in Section IV. Simulation results and comparisons to conventional methods are presented in Section V. Finally, conclusions are drawn in Section VI.
II. LOCAL POLYNOMIAL MODELING OF TVLM
The LPM method models k-th coefficient a(k,t) of the TVLM of (1) at t=t 0 locally as a p-th order polynomial [2] - [5] :
These polynomials can be estimated locally by minimizing
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where
, and
(5) We next derive new expressions for the asymptotic bias and variance of the LS estimator of (5). This allows us to estimate the optimal bandwidth parameter h to minimize the MSE.
III. ASYMPTOTIC ANALYSIS OF LPM ESTIMATOR
The conditional bias based on } , { y X = X can be obtained by taking the expectation of (5):
, β is the true parameter, and r=m-Xβ is the residual vector of the local polynomial approximation. Thus, the conditional bias is
(7) From definition, the conditional covariance of (5) is given by )
Asymptotic expressions for the conditional bias and variance are now derived. Let
Similarly, each element
The conditional variance is thus given by
. Since the observations are independent and identically distributed (i.i.d.), by the central limit theorem (CLT), we have
σ are respectively the sample mean and variance. By the definition of S μ , one gets
is the sampling density function at t. Using the substitution,
becomes 
is the local weighted correlation between ) , ( 0 t q X and
+ is a smooth signal, i.e., it is differentiable to a certain degree, we further have
where 
Using (21) 
matrix of all ones) and
Finally, using Slutsky's theorem, we get the variance of β as 
. Using (22) and (23), (26) becomes
where n p c H c 
(30) The optimal bandwidth can be obtained by setting the derivative of (30) with respect to h to zero. However, some quantities in (28) and (29) are difficult to be calculated, which makes the optimal bandwidth difficult to be estimated accurately. Instead of computing an optimal bandwidth in an analytical form, we proposed an empirical method to select the optimal bandwidth from a finite set of possible bandwidths.
IV. ADAPTIVE BANDWIDTH SELECTION FOR LPM

A. Approximated Bias and Variance
Although the bias and variance cannot be directly computed because of the unknown quantities, good finite sample approximations of the bias and variance, which are highly desirable, can still be derived. By approximating the MSE values from a set of possible bandwidths, an approximate optimal bandwidth can be obtained by minimizing the MSE within the bandwidth set. Towards this end, we need the following approximation methods to determine the bias, variance, and MSE.
The conditional bias, which contains the unknown residual Xβ m r − = , can be estimated using a Taylor's expansion with an order p+p ex :
where τ is an can be estimated by fitting a polynomial of degree p+p ex . The excess order p ex is generally chosen as p ex =2 because this selection would reduce the computational costs and lead to a bandwidth selector which is not far from being n -consistent, [2] , [4] . However, we still need a pilot bandwidth * h in the ( ex p p + )-th order LPM, which will be discuss later. Next, suppose local homoscedasticity, the conditional variance can be estimated as:
The noise variance ) ( 0 2 t σ is estimated as the normalized weighted residual sum of squares [4] :
where * X and * W are respectively the design matrix and weighting matrix in the ( ex p p + )-th order LPM using pilot bandwidth * h .
The MSE of the v-th entry of β at a given point 0 t is 
B. Pilot Bandwidth Selection (the ICI method)
The intersection of confidence interval (ICI) method is employed in this paper to select the pilot bandwidth * h . The ICI method is an empirical adaptive bandwidth selection method proposed by Goldenshluger and Nemirovski [6] , and it has been systematically applied to various areas, including local polynomial regression, image processing, and timefrequency analysis, for selecting the locally adaptive bandwidth [7] - [9] . Due to page limitation, the theoretical background and details of the ICI method are omitted, and more details can be found in [7] - [9] . Here, we only introduce the algorithm of the ICI method.
Given a set of bandwidth parameters in an ascending order,
is a step factor, 0 0 > h is the base bandwidth, and J is the size of the bandwidth set, the ICI method determines the optimal bandwidth by comparing the confidence intervals of the estimates with different bandwidths in the bandwidth set.
Consider a series of confidence intervals
with different values of bandwidth j h from the set H : 
, κ is a threshold parameter used to adjust the width of the confidence interval and it can be chosen as the one that minimizes the cross-validation criterion [7] .
The ICI bandwidth selection method computes and examines the following quantities from the confident intervals in order to detect this sudden change:
It can be seen that j L is the largest upper bound of the confidence interval for bandwidth evaluated up to j h , while j U is the corresponding lower bound. The largest value of these j for which j j L U ≥ , denoted by + j , gives the desirable bandwidth ) , ( t k h ICI , because above which the confidence intervals no longer intersect with each other.
It should be noted that the ICI method itself is an adaptive bandwidth selection method, but it can also be employed to estimate pilot bandwidth for approximating the MSE of (34).
C. Adaptive Variable Bandwidth Seletion
Suppose 
V. SIMULATION RESULTS
We first illustrate the superior performance of the proposed LPM with adaptive bandwidth selection method using a specific TVLM with both fast-changing and static coefficients. The order of the TVLM was 4 = L , and the time-varying coefficients were shown in Figure 1 (a) . The input data X was generated from a Gaussian process with zero mean and unit variance. The sampling rate is 512 Hz, and the number of data samples was 512 = n . The length of l I was 32, and there were totally 16 subintervals. A zero mean white Gaussian noise with variance 1 . 0 2 = σ was added into the test signal so that the signal-to-noise ratio (SNR) was around 10dB. Epanechnikov kernels,
, were employed, and the bandwidth set for ICI was {1/64, 1/32, 1/16, 1/8}. The polynomial order used in LPM is 1 = p and the excess order for approximating the bias is 2 = ex p . The mean squared deviation (MSD),
, was calculated from true coefficients and was used as the performance measure.
It can be seen clearly from Figure 1 that, in LPM: 1) a small bandwidth can detect fast change of coefficients, but it may lead to large variations for slow-varying coefficients, as shown in Figure 1 (b) ; 2) a large bandwidth can obtain smooth estimates when the coefficients varied slowly, but it cannot accurately estimate fast-varying coefficients, as shown in Figure 1 (c); 3) adaptive local bandwidth can obtain satisfactory results for the whole data by employing small bandwidths for fast-varying coefficients and large bandwidths for slow-varying coefficients, as shown in Figure 1 (d Next, we compared the proposed LPM method with other conventional TVLM identification methods, including the RLS, the Kalman filtering, and the BF methods, in different testing situations. In RLS, two forgetting factors, = λ 0.95 and 0.99, were tested, respectively. In the Kalman filtering, the state transition matrix and state noise matrix were set as identity matrices, and the covariance matrices of state noise and observation noise were estimated recursively using the algorithms in [10] . In the BF method, polynomial basis functions were employed and the numbers of basis functions was p BF =10. In the stimulated TVLMs, the time-varying coefficients were generated by filtering white Gaussian signals with zero mean and unit variance using low-pass filters. Table I were averages of 100 independent runs.
We can see from Table I that the proposed LPM method with adaptive bandwidth selection has a better performance than other methods for TVLMs having different dynamics and different noise levels. In addition, we can conclude from Table  I that the LPM with MMSE-derived bandwidths outperforms the LPM with ICI-derived bandwidths in most situations. VI. CONCLUSION A novel local polynomial modeling method for identification of time-varying linear models was presented. A new data-driven variable bandwidth selection scheme was also developed to minimize the mean squared error. Simulation results showed that the performance of the LPM with adaptive bandwidth selection method is superior to conventional TVLM identification methods in a variety of testing conditions. The proposed LPM method is expected to find applications in communication, bio-signal processing, etc.
