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Abstract
We consider Schrödinger equations in R1+2 with electro-magnetic potentials. The potentials belong
to H 1, and typically they are time-independent or determined as solutions to inhomogeneous wave equa-
tions. We prove Kato type smoothing estimates for solutions. We also apply this result to the Maxwell–
Schrödinger equations in the Lorentz gauge and prove unique solvability of this system in the energy space.
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1. Introduction
This paper is devoted to the study of Kato type smoothing effects for Schrödinger equa-
tions with electro-magnetic potentials and an application to the solvability of the Maxwell–
Schrödinger equations (MS) in R1+2 spacetime.
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2 T. Wada / Journal of Functional Analysis 263 (2012) 1–24The system (MS) stated below describes the time evolution of a charged nonrelativistic quan-
tum mechanical particle interacting with the (classical) electro-magnetic field it generates. In the
following, greek indices run from 0 to 2, latin indices run from 1 to 2, indices are raised and
lowered with the metric tensor (gμν) = diag(1,−1,−1) so that for any vector field A = (Aμ),
A0 = A0 and Ak = −Ak , and we use the standard summation convention on repeated indices.
With this notation, (MS) is written as
iD0u = DkDku, (1.1)
∂μF
μν = J ν, (1.2)
where u and A are respectively a complex scalar-valued and a real vector-valued function de-
fined in R1+2, Dμ = ∂μ + iAμ, Fμν = ∂μAν − ∂νAμ, J0 = |u|2, and Jk = −2 Im(u¯Dku). The
conservation of charge, namely ∂μJμ = 0 follows from (1.1). The system (MS) conserves the
total charge Q ≡ ‖u(t)‖22 and the total energy
E ≡
∫ (
−DkuDku− F0kF 0k + 14FμνF
μν
)
dx.
Since (MS) is gauge invariant, we shall consider this system in a fixed gauge. If space dimen-
sion n 3, the Coulomb gauge ∂kAk = 0 seems the most convenient for the purpose of analysis
mainly because the equation for A0 reduces to the Poisson equation −A0 = J0 which is imme-
diately solved by the Newtonian potential. Indeed, in the preceding papers [12,23,24] concerning
the 3-dimensional case, (MS) is mainly treated in the Coulomb gauge; the system in the other
gauges is solved by gauge transforms. However in 2-dimensional case the Coulomb gauge is dif-
ficult to treat because in this gauge we cannot expect A0, which is expressed by the logarithmic
potential, to belong usual Lebesgue spaces. Therefore in 2-dimensional case we usually adopt the
Lorentz gauge ∂μAμ = 0. Nakamitsu and Tsutsumi [22] treated this case and showed the global
well-posedness in sufficiently regular spaces. However in both physical and mathematical point
of view, it is desirable to show the well-posedness in the energy space which is in this case H 1.
The present paper aims at solving this problem.
Generally speaking, smoothing property is one of main tools for solving nonlinear disper-
sive equations in satisfactory low regularity spaces, especially in the case where nonlinear terms
contain derivatives of unknown functions, which is the case for (MS). The first application of
smoothing property to the nonlinear problem was the seminal work by Kato [16], in which he
showed that the solutions to the K–dV equation ∂tu + ∂3xu + u∂xu = 0 with L2 initial data be-
long to the class L2T H
1
loc ≡ L2(0, T ;H 1loc(Rx)) and the corresponding norm is controlled by the
L2-norm of the initial data. He used this fact to construct L2-solutions of the K–dV equation.
Afterwards the study of smoothing effects has developed for various kind of dispersive equa-
tions. Roughly speaking, if we consider the equation i∂tu = P(−i∇)u where P(ξ) is real and
P(ξ) ∼ |ξ |m with m > 1, the solutions satisfy the estimate ‖u;L2T H(m−1)/2(Q)‖  C‖u(0)‖2,
where Q is a unit cube and C is independent of Q; for example see [2,9,10,17,19,20,25]. Re-
cently smoothing estimates for Eq. (1.1) with given potential A has been studied by several
authors [3–6]. Unfortunately these deep results are not sufficient to be directly applied to our
problem since these results concern the case n 3, and assume exact decay or smallness of the
potentials. In this paper we introduce a smoothing estimate for (1.1) which is satisfactory to our
analysis of (MS). For the statement, we need some notation. Let ΩA = (1 + DkDk)1/2, and let
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this notation, we can state one of the main results in the present paper:
Theorem 1.1. Let θ > 1/2. Let A ∈ CT H 1 ∩C1T L2 with |||F12|||T < ∞. Then for any initial data
u(0) ∈ L2, the solution to (1.1) belongs to L2T H 1−θloc and satisfies the estimate
sup
α
∑
k
∥∥DkΩA−θu;L2T L2(Qα)∥∥2  CA〈T 〉2+	 〈|||F12|||T 〉2∥∥u(0)∥∥22. (1.3)
Here 	 > 0 is some positive number, and CA is some polynomial of ‖A;L∞T H 1‖.
More complete statements shall appear below as Proposition 3.2 and Corollary 3.1. At first
sight, the norm ||| · |||T may look complicated, but at least in the following two important cases, this
norm is easy to handle. First, if A is time-independent, |||F12|||T is nothing but ‖F12‖2. Second,
if A is the solution to (1.2), |||F12|||T is controlled by the initial energy of A and L1T L2-norm of
the forcing term J by virtue of finite propagation property (see Lemma 2.2).
Applying Theorem 1.1 to (MS) in the Lorentz gauge, we can show that this system is uniquely
solvable in the energy space; we can obtain the following:
Theorem 1.2. For any initial data (u(0),A(0), ∂tA(0)) ∈ H 1 ×H 1 ×L2 satisfying
∂μA
μ(0) = ∂k∂tAk(0) − ∂k∂kA0(0)+
∣∣u(0)∣∣2 = 0, (1.4)
the system (1.1)–(1.2) with ∂μAμ = 0 has a unique solution (u,A) satisfying u ∈ C(R;H 1) ∩
C1(R;H−1) and A ∈ C(R;H 1)∩ C1(R;L2).
The assumption (1.4) is the compatibility condition so that the Lorentz gauge condition
∂μA
μ = 0 is conserved (see Section 4).
This paper is organized as follows. In Section 2, we summarize basic facts and estimates re-
peatedly used in the proof of main theorems such as well-known Strichartz estimates, and several
estimates related to covariant derivatives. In Section 3, we prove Theorem 1.1. The proof is based
on energy methods together with calculations of commutators as in [9,10,16]. We systematically
use calculations by covariant derivatives by which we can avoid producing harmless terms. We
also use a modification of Strichartz estimates by Koch–Tzvetkov (Lemma 2.3). In Section 4,
we prove Theorem 1.2. We show a priori estimates of solutions (Lemma 4.1) to prove the ex-
istence of local solutions by compactness argument. We also derive estimates of the difference
of solutions (Lemma 4.2), from which we can prove uniqueness of solutions. Once we establish
the unique existence of time-local solution, we can prolong it time-globally for the sake of the
conservation of the charge and the energy.
We conclude this section by giving the notation used in this paper. For linear operators P1,P2,
we define [P1,P2] = P1P2 − P2P1 and [P1,P2]+ = P1P2 + P2P1. For any α = (α1, α2) ∈ Z2,
Qα means the unit square centered at α, and χα(x) = χ(x − α), where χ(x) is a nonnegative
smooth function of x = (x1, x2) ∈ R2 such that χ(x) = 1 if maxk |xk|  1/2 and χ(x) = 0
if maxk |xk|  1. Ω = (1 − )1/2. Lp = Lp(R2) is the usual Lebesgue space and its norm
is denoted by ‖ · ‖p . p′ = p/(p − 1) is the dual exponent of p; this symbol is used only for
Lebesgue exponents. (f, g) = ∫ 2 f (x)g(x) dx is the inner-product in L2. Hs = Ω−sLp is theR p
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space X, Lp(I ;X) denotes the space of X-valued strongly measurable functions on I whose
X-norm belong to Lp(I). This space is often abbreviated to LpT X for I = (0, T ). Similarly we
use the abbreviation CmT X = Cm([0, T ];X). CM means various polynomials of M . Especially
we simply write CA = C‖A;L∞T H 1‖.
2. Preliminaries
Lemma 2.1. Let 1 < r < ∞, m ∈ R, and p(ξ) ∈ C∞(R2) satisfy the estimate |∂γξ p(ξ)| 
C〈ξ 〉m−|γ | for any multi-index γ . Then the following estimate holds:
(∑
α
∥∥[p(−i∇),χα]f ∥∥r r
)1/r

∥∥f ;Hm−1r ∥∥. (2.1)
Especially we have (
∑
α ‖χαf ;Hmr ‖r r )1/r  ‖f ;Hmr ‖.
Proof. As is well known in the theory of pseudodifferential operators, we have the formula
[
p(−i∇),χα
]
f (x) =
∑
1|γ |N−1
(−i)|γ |
γ ! χ
(γ )
α (x)p
(γ )(−i∇)f (x)
+
∑
|γ |=N
∫
Lα,γ (x, y)(1 −y)−lf (y) dy,
where 2l max{1 −m,0}, N > 2l + m+ 2, χ(γ )α = ∂γ χα , etc. and
Lα,γ (x, y) = N(−i)
N
γ ! (1 − y)
l
(
p˜(γ )(x − y)
1∫
0
(1 − θ)N−1χ(γ )α
(
θy + (1 − θ)x)dθ
)
with p˜(γ )(x) = (2π)−2 ∫ eixξp(γ )(ξ) dξ . If |γ | = N and |γ ′|  l, we can show |∂γ ′x p˜(γ )(x)| 
〈x〉−3. Since {suppχα} overlap finitely, we can show ∑α |χ(γ )α (x)|r  C for any γ . These es-
timates imply (
∑
α |Lα,γ (x, y)|r )1/r  〈x − y〉−3. Therefore, using the Young inequality, we
obtain
(∑
α
∥∥∥∥
∫
Lα,γ (·, y)(1 −y)−lf (y) dy
∥∥∥∥
r
r)1/r

∥∥∥∥
∫ (∑
α
∣∣Lα,γ (·, y)∣∣r
)1/r ∣∣(1 −y)−lf (y)∣∣dy
∥∥∥∥
r

∥∥〈·〉−3 ∗ ∣∣(1 −)−lf ∣∣∥∥
r

∥∥f ;Hm−1r ∥∥.
On the other hand, we obtain
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α
∥∥χ(γ )α p(γ )(−i∇)f ∥∥rr
)1/r

∥∥p(γ )(−i∇)f ∥∥
r

∥∥f ;Hm−|γ |r ∥∥.
Here we have used the Mihlin–Hörmander theorem to prove the second inequality. Thus the
lemma has been proved. 
Lemma 2.2. Let T > 0, let (q, r) satisfy 0 2/q = 1/2 − 1/r with 2 r < ∞, and let β = 3/q .
Then a solution A to the equation
(
∂μ∂
μ + 1)A = F (2.2)
with (A(0), ∂tA(0)) ∈ H 1 × L2 and F ∈ L1T L2 belongs to CT H 1 ∩ C1T L2 and satisfies the esti-
mates:
∥∥A;LqT H 1−βr ∥∥+ ∥∥∂tA;LqT H−βr ∥∥ ∥∥(A(0), ∂tA(0));H 1 ×L2∥∥+ ∥∥F ;L1T L2∥∥; (2.3)(∑
α
∥∥χαA;LqT H 1−βr ∥∥2 +∑
α
∥∥χα∂μA;LqT H−βr ∥∥2
)1/2
 〈T 〉2
{∥∥(A(0), ∂tA(0));H 1 × L2∥∥+
(∑
α
∥∥F ;L1T L2(Qα)∥∥2
)1/2}
. (2.4)
Proof. The inequality (2.3) is the well-known Strichartz estimate for the Klein–Gordon equa-
tion (see for example [1,8,11,26]). To prove (2.4), we use the finite propagation property for
hyperbolic equations. If 0 < t < T , the value of A in suppχα is determined by the values of
data and force term at x satisfying dist(x, suppχα) T . Let χ˜α,T be a smooth function which is
equal to 1 if dist(x, suppχα)  T and is equal to 0 if dist(x, suppχα)  T + 1. For 0 < t < T
and x ∈ suppχα , A satisfies (2.2) with data and force term multiplied by χ˜α,T . Therefore, usual
Strichartz estimate yields
∥∥χαA;LqT H 1−βr ∥∥2 + ∥∥χα∂μA;LqT H−βr ∥∥2

∥∥χ˜α,T (A(0), ∂tA(0));H 1 ×L2∥∥2 + ∥∥χ˜α,T F ;L1T L2∥∥2.
We notice that for any α0 ∈ Z, the number of α ∈ Z such that supp χ˜α,T intersects Qα0 is less
than C〈T 〉2. On account of this, we take the summation with respect to α and obtain (2.4). 
Lemma 2.3. Let T > 0, s ∈ R, α > 0 and 0 2/q1 = 1 − 2/r1 < 1. Let f ∈ L2T Hs−2α . Then a
solution u ∈ CT Hs to the equation
i∂tu = −u+ f
belongs to Lq1T Hs−αr1 and satisfies the estimate
∥∥u;Lq1T Hs−αr1 ∥∥2  T −1∥∥u;L2T Hs∥∥2 + T ∥∥f ;L2T Hs−2α∥∥2. (2.5)
Proof. See [13,18,21,24]. 
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∥∥Dku;Hs−1r ∥∥ 〈∥∥Ak;H 1∥∥〉∥∥u;Hsr ∥∥.
Proof. It suffices to show ‖Aku;Hs−1r ‖ ‖Ak;H 1‖‖u;Hsr ‖. If s > 0, this estimate follows by
the use of the Sobolev inequality, together with the Leibniz rule if s > 1. If s  0, the estimate is
proved by duality. 
In the following we summarize some properties of ΩA2 ≡ 1 +DkDk .
Lemma 2.5. Let Ak ∈ H 1. Then ΩA2 is a positive self-adjoint operator with domain D(ΩA2) =
H 2. Moreover, for −2 s  2, the fractional power ΩAs ≡ (ΩA2)s/2 satisfies the following:
(i) ΩAs satisfies the estimate
CA
−1∥∥u;Hs∥∥ ∥∥ΩAsu∥∥2  CA∥∥u;Hs∥∥; (2.6)
(ii) for λ ∈ C satisfying |argλ|  π − δ, and for −2  σ  2 satisfying 0  s − σ  2, the
estimate
∥∥ΩAs(ΩA2 + λ)−1f ∥∥ C〈λ〉−1+(s−σ)/2∥∥ΩAσf ∥∥ (2.7)
holds for any f ∈ Hσ .
Proof. Let V = 2iAk∂k + i(∂kAk)−AkAk so that ΩA2 = 1 −+ V . By virtue of the Sobolev
inequality, V satisfies
‖V u‖2 
∥∥Ak∥∥6‖∂ku‖3 + ∥∥∂kAk∥∥2‖u‖∞ +
(∑
k
‖Ak‖6
)2
‖u‖6
 C
(∑
k
∥∥Ak;H 1∥∥
)
‖u‖21/3
∥∥(1 −)u∥∥22/3
+C
(∑
k
∥∥Ak;H 1∥∥
)2
‖u‖22/3
∥∥(1 −)u∥∥21/3
 	
∥∥(1 − )u∥∥2 +C	−2
(∑
k
∥∥Ak;H 1∥∥
)3
‖u‖2. (2.8)
Here 	 > 0 can be taken arbitrary small. Therefore the Kato–Rellich theorem shows that
ΩA
2 is a self-adjoint operator with D(ΩA2) = H 2. The positivity is clear since (ΩA2u,u) =
‖u‖22 + ∑k ‖Dku‖22  ‖u‖22. The estimate (2.8) also shows (2.6) with s = 2 and CA =
C〈∑k ‖Ak;H 1‖〉3. Therefore we can show (i) by the Heinz–Kato theorem (see [27]). The asser-
tion (ii) is easily proved by the spectral representation of ΩA2. 
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∂kFμk ∈ L2. Then the estimate
∥∥[ΩA−θ ,Dμ]f ;Hs∥∥ CA
{(∑
k
‖Fμk‖2
)
+ ∥∥∂kFμk∥∥2
}∥∥f ;Hσ∥∥ (2.9)
holds for any f ∈ Hσ . Furthermore, if −1 < σ  s < 1, then we do not need to assume
∂kFμk ∈ L2, and we can omit ‖∂kFμk‖2 in the right-hand side.
Proof. We put R(λ) = (ΩA2 + λ)−1. Then we can write ΩA−θ = π−1 sin(πθ/2) ×∫ ∞
0 λ
−θ/2R(λ)dλ. Using the relation [Dμ,DkDk] = i[Fμk,Dk]+, we see
[
ΩA
−θ ,Dμ
]= i sin(πθ/2)
π
∞∫
0
λ−θ/2R(λ)
[
Fμk,D
k
]
+R(λ)dλ. (2.10)
To prove the lemma, we shall estimate ‖R(λ)[Fμk,Dk]+R(λ)f ;Hs‖ as follows by the use
of Lemmas 2.4, 2.5 and the Sobolev inequality. If −1 < σ  s < 2 and s − σ < θ < 2, we can
choose 0 < 	 < 1 satisfying 0 s + 	  2 and 0 2 − σ − 	  2. With this choice we obtain
∥∥R(λ)FμkDkR(λ)f ;Hs∥∥ CA〈λ〉−1+(s+	)/2∥∥FμkDkR(λ)f ;H−	∥∥
 CA〈λ〉−1+(s+	)/2
(∑
k
‖Fμk‖2
)∥∥R(λ)f ;H 2−	∥∥
 CA〈λ〉−1+(s−σ)/2
(∑
k
‖Fμk‖2
)∥∥f ;Hσ∥∥. (2.11)
If −2 < σ  s < 1 and s − σ < θ < 2, we can choose 0 < 	′ < 1 satisfying 0 1 + s + 	′  2
and 0 1 − σ − 	′  2. With this choice we similarly obtain
∥∥R(λ)DkFμkR(λ)f ;Hs∥∥ CA〈λ〉−1+(1+s+	′)/2 ∑
k
∥∥FμkR(λ)f ;H−	′∥∥
 CA〈λ〉−1+(1+s+	′)/2
(∑
k
‖Fμk‖2
)∥∥R(λ)f ;H 1−	′∥∥
 CA〈λ〉−1+(s−σ)/2
(∑
k
‖Fμk‖2
)∥∥f ;Hσ∥∥. (2.12)
Therefore, if −1 < σ  s < 1, we have
∥∥R(λ)[Fμk,Dk]+R(λ)f ;Hs∥∥ CA〈λ〉−1+(s−σ)/2
(∑
‖Fμk‖2
)∥∥f ;Hσ∥∥. (2.13)k
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formly. If σ  −1 or s  1, we can avoid either of (2.11) and (2.12) by the use of the relation
[Dk,Fμk] = (∂kFμk), and the following estimate which is proved similarly as (2.11) or (2.12):
∥∥R(λ)(∂kFμk)R(λ)f ;Hs∥∥ CA〈λ〉−1+(s−σ)/2‖∂kFμk‖2∥∥f ;Hσ∥∥. (2.14)
Thus the lemma has been proved. 
Lemma 2.7. Let r , s, β satisfy 0 < s < 2, 0 < β = 3/4 − 3/2r < 3/4 and 0 < s + β  2. Let
Aμ ∈ H 1, Fμk ∈ H−βr and ∂kFμk ∈ L2. Then the estimate
∥∥ΩAs[ΩA−s ,Dμ]f ∥∥2  CA
{(∑
k
∥∥Fμk;H−βr ∥∥
)
+ ∥∥∂kFμk∥∥2
}
‖f ‖2 (2.15)
holds for any f ∈ L2. Furthermore if s +β  1, then we do not need to assume ∂kFμk ∈ L2, and
we can omit ‖∂kFμk‖2 in the right-hand side.
Proof. Similarly as in the proof of Lemma 2.6, we begin with (2.10) with θ replaced by s. We
shall estimate ‖ΩAsR(λ)[Fμk,Dk]+R(λ)f ‖2 by duality. Let g be an arbitrary L2-function. By
the Leibniz rule,
∣∣(ΩAsR(λ)FμkDkR(λ)f,g)∣∣

∥∥Fμk;H−βr ∥∥∥∥(DkR(λ)f )R(λ)ΩAsg;Hβr ′∥∥

∥∥Fμk;H−βr ∥∥{∥∥DkR(λ)f ;Hβr∗∥∥∥∥R(λ)ΩAsg∥∥2 + ∥∥DkR(λ)f ∥∥r∗∥∥R(λ)ΩAsg;Hβ∥∥}.
Here 1/r∗ = 1/2 − 1/r . By the Sobolev inequality together with Lemma 2.5, the right-hand side
is bounded by CA〈λ〉−1+s/2−β/6(∑k ‖Fμk;H−βr ‖)‖f ‖2‖g‖2, which yields
∥∥ΩAsR(λ)FμkDkR(λ)f ∥∥2  CA〈λ〉−1+s/2−β/6
(∑
k
∥∥Fμk;H−βr ∥∥
)
‖f ‖2. (2.16)
If s+β  1, we can similarly show that ‖ΩAsR(λ)DkFμkR(λ)f ‖2 does not exceed the right-
hand side of (2.16). If s + β > 1, we use the relation [Dk,Fμk] = (∂kFμk). Hence it suffices to
show
∥∥ΩAsR(λ)(∂kFμk)R(λ)f ∥∥2  CA〈λ〉−3/2+s/2∥∥∂kFμk∥∥2‖f ‖2.
This inequality can easily be shown by Lemma 2.5. These estimates prove the lemma. 
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In this section we shall show the smoothing effect of the following Schrödinger equation:
iD0u = DkDku+ f. (3.1)
Here f is defined on [0, T ] × R2. In this section we assume the following:
Assumption 3.1. A = (Aμ) satisfies either of the following:
(i) A does not depend on t and belongs to H 1;
(ii) A ∈ CT H 1 with F0k ∈ L1T H−βr for some 2 < r < ∞, where β = 3/4 − 3/2r , and ∂kF0k ∈
L1T L
2
.
We call u an Hs -solution to (3.1) if u ∈ CT Hs ∩C1T Hs−2 and satisfies (3.1). We first consider
the homogeneous case, namely f = 0. Under the assumption (i), the operator H = DkDk +A0
with D(H ) = H 2 is self-adjoint. Accordingly by Stone’s theorem, the solution to (3.1) with
f = 0 and u(t0, ·) = φ ∈ L2 is expressed as
u(t) = exp{−i(t − t0)H }φ.
On the other hand, under the assumption (ii) we have the following:
Proposition 3.1. Let 1  s < 2 and let 0  t0  T . We assume (ii) in Assumption 3.1 with
s + β  2. Then there exists a unique Hs -solution to (3.1) with f = 0 and u(t0, ·) = φ ∈ Hs .
The solution u satisfies ‖u(t)‖22 = ‖φ‖22 and
∥∥(ΩAsu)(t)∥∥2  ∥∥(ΩAsu)(t0)∥∥2 exp
{
CA
∣∣∣∣∣
t∫
t0
((∑
k
∥∥F0k(τ );H−βr ∥∥
)
+ ∥∥∂kF0k(τ )∥∥2
)
dτ
∣∣∣∣∣
}
.
(3.2)
If 1 s < 2, Proposition 3.1 defines the propagator {U(t, t0)} for (3.1) by the relation u(t) =
U(t, t0)φ, where φ ∈ Hs . By virtue of the L2-norm conservation law, {U(t, t0)} is extended as
a two-parameter family of unitary operators in L2. Therefore, we can construct Hs -solutions
for 0 s < 1. By Lemma 2.7, such solutions clearly satisfy (3.2) without the term ‖∂kF0k‖2. If
f ≡ 0, we can solve (3.1) by the Duhamel principle. Indeed, for f ∈ CT Hs , the formula
u(t) = U(t, t0)φ − i
t∫
t0
U(t, τ )f (τ ) dτ
gives the solution to (3.1) with u(t0) = φ.
Proof of Proposition 3.1. If A and φ are sufficiently smooth, Kato’s abstract theory of “hy-
perbolic” evolution equations (see [14,15,27]) proves the unique existence of smooth solutions,
10 T. Wada / Journal of Functional Analysis 263 (2012) 1–24and once the a priori estimate (3.2) is obtained, we can obtain solutions for rough coefficients
and data by compactness method. Indeed, approximating A and φ by some sequences of smooth
functions, we can obtain a sequence {un} of smooth solutions which converges star-weakly in
L∞T Hs . Let u = w∗-limn un. Since each un satisfies (3.2), so as u. We can easily show that u is
weakly continuous in Hs , absolutely continuous in Hs−2 and satisfies (3.1) almost all t ∈ [0, T ].
Such a function is unique, for
∂t
∥∥u(t)∥∥22 = 2 Im((DkDk +A0)u,u)H−1×H 1 = 0, (3.3)
from which the conservation of the L2-norm yields. Once we have proved uniqueness, we im-
mediately find the group property U(t, t1)U(t1, t0) = U(t, t0). We obtain ΩAsu ∈ CT L2 since it
is weakly continuous and satisfies lim inft→t0 ‖(ΩAsu)(t)‖2  ‖(ΩAsu)(t0)‖2 by virtue of the a
priori estimate (3.2). This implies that u ∈ CT Hs ∩ C1T Hs−2 and that u satisfies (3.1) for any t .
Therefore u is the unique solution to (3.1) with f = 0, u(t0) = φ. Now we shall prove (3.2).
ΩA
su satisfies the equation
iD0ΩA
su = DkDkΩAsu+ iΩAs
[
ΩA
−s ,D0
]
ΩA
su.
Accordingly, standard energy method shows
∥∥(ΩAsu)(t)∥∥∣∣t=tt=t0 
∣∣∣∣∣
t∫
t0
∥∥ΩAs[ΩA−s ,D0]ΩAsu∥∥2 dτ
∣∣∣∣∣

∣∣∣∣∣CA
t∫
t0
((∑
k
∥∥F0k(τ );H−βr ∥∥
)
+ ∥∥∂kF0k(τ )∥∥2
)∥∥ΩAsu(τ)∥∥2 dτ
∣∣∣∣∣.
Here we have used Lemma 2.7. Therefore we obtain (3.2) by the Gronwall inequality. 
Remark. (i) A function u is called a weak Hs -solution to (3.1) if u ∈ L∞T Hs ∩ W 1,∞T Hs−2 and
satisfies (3.1) almost every t . By the proof above, weak H 1-solutions to (3.1) are unique under
the assumption of Proposition 3.1.
(ii) If 0 < s < 1, uniqueness of Hs -solutions can be proved in the same way as in the proof
of Lemma 3.2 in [23]. However, if s = 0, we do not know whether the solutions are unique
or not. This is because we use the unique existence of H 2−s -solutions to prove uniqueness of
Hs -solutions.
Lemma 3.1. We assume (i) or (ii) in Assumption 3.1. Let 0 s < 2, 0 < θ < 1 and (θ − 1)/2 <
m < θ − 1/2. Let 0 < 2/q1 = 1 − 2/r1 < 1. Then the solution u to (3.1) satisfies the following
estimate:
∑
α
∥∥χαΩAs−θu;Lq1T Hmr1 ∥∥2  CA〈T 〉2∥∥u;L∞T Hs∥∥2 + CAT ∥∥f ;L2T Hs−2θ+2m∥∥2. (3.4)
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(i∂t +)χαΩAs−θu = i
[
∂k,A
k
]
+χαΩA
s−θu− χαAkAkΩAs−θu+ χαA0ΩAs−θu
+ [χα,DkDk]ΩAs−θu+ iχα[D0,ΩAs−θ ]u+ χαΩAs−θf
≡ gα + χαΩAs−θf.
Applying Lemmas 2.1 and 2.3, we immediately show that the left-hand side of (3.4) is bounded
by
T −1
∥∥ΩAs−θu;L2T Hθ∥∥2 + T ∑
α
∥∥gα;L2T H−θ+2m∥∥2 + T ∥∥ΩAs−θf ;L2T H−θ+2m∥∥2.
By virtue of Lemma 2.5, we only have to estimate the middle term to prove (3.4). Under the
assumption, 0 < 1 − θ < θ − 2m, and hence L2/(2−θ) ⊂ H−θ+2m. Therefore, by the use of Lem-
mas 2.1 and 2.5 together with the Sobolev inequality, we obtain
∑
α
∥∥χα(−A0 + AkAk)ΩAs−θu;H−θ+2m∥∥2  ∥∥(−A0 + AkAk)ΩAs−θu∥∥2/(2−θ)2

∥∥(−A0 + AkAk)∥∥22∥∥ΩAs−θu∥∥2/(1−θ)2
 CA
∥∥u;Hs∥∥2.
Next we estimate
∑
α ‖[∂k,Ak]+χαΩAs−θu;H−θ+2m‖2. We split this norm into two parts ac-
cording to the relation [∂k,Ak]+ = −(∂kAk)+2∂kAk and estimate each part. Similarly as above,
we can show
∑
α ‖(∂kAk)χαΩAs−θu;H−θ+2m‖2  CA‖u;Hs‖2. Choosing 2/p1 = 1 − 2/p2 =
2θ − 2m− 1 and applying the Leibniz rule, we can estimate the second part as
∑
α
∥∥∂k(AkχαΩAs−θu);H−θ+2m∥∥2

∑
k
∥∥AkΩAs−θu;H 1−θ+2m∥∥2

∑
k
(∥∥Ak;H 1−θ+2m2/θ ∥∥∥∥ΩAs−θu∥∥2/(1−θ) + ‖Ak‖p1∥∥ΩAs−θu;H 1−θ+2mp2 ∥∥)2
 CA
∥∥u;Hs∥∥2.
By the relation [χα,DkDk] = −2(∂kχα)Dk + (χα), and the fact that {suppχα} overlap finitely,∑
α
∥∥[χα,DkDk]ΩAs−θu;H−θ+2m∥∥2  ∥∥ΩAs−θu;H 1−θ+2m∥∥2  CA∥∥u;Hs∥∥2.
Finally, we estimate
∑
α ‖χα[D0,ΩAs−θ ]u;H−θ+2m‖2. If s − θ < 0, Lemma 2.6 shows that this
is estimated by ‖[D0,ΩAs−θ ]u‖22  CA‖u‖2. On the other hand if s − θ > 0, it is estimated by∥∥ΩAs−θ [ΩA−s+θ ,D0]ΩAs−θu;H−θ+2m∥∥2  CA∥∥[ΩA−s+θ ,D0]ΩAs−θu;Hs−2θ+2m∥∥2,
12 T. Wada / Journal of Functional Analysis 263 (2012) 1–24which is again estimated by CA‖ΩAs−θu‖22 by virtue of Lemma 2.6 provided −1 < s − 2θ +
2m< min{s−θ,1}, which follows from the assumption of the lemma. Collecting these estimates,
we obtain the desired result. 
Proposition 3.2. We assume (i) or (ii) in Assumption 3.1. Let 1/2 < θ < 1. Then the solution u
to (3.1) satisfies the following estimate:
sup
α
∑
k
∥∥DkΩA−θu;L2T L2(Qα)∥∥2
 CA〈T 〉2+	
〈|||F12|||T 〉2∥∥u;L∞T L2∥∥2 + CA〈T 〉1+	∥∥f ;L2T H 1−2θ∥∥2. (3.5)
Here 0 < 	 < 1 is some positive number.
Proof. In the proof we keep the index j to indicate a specific direction and assume that we do not
take summation for j even if it appears repeatedly. Let Lj = ΩA−θhDjΩA−θ , where h = h(xj )
is a real-valued function. Then Lju satisfies
iD0Lju = DkDkLju+Ljf + i[D0,Lj ]u+
[
Lj ,DkD
k
]
u.
Since ΩA−θ clearly commutes with DkDk , a direct computation shows
[
Lj ,DkD
k
]= ΩA−θ{ih[Fjk,Dk]+ + 2Djh′Dj − h′′Dj}ΩA−θ . (3.6)
Using (3.6) and the relation ∂t (Lju,u) = (D0Lju,u)+ (Lju,D0u), we can derive
2
(
h′DjΩA−θu,DjΩA−θu
)= −i∂t (Lju,u)+ (Ljf,u)− (Lju,f )+ i([D0,Lj ]u,u)
+ i(h[Fjk,Dk]+ΩA−θu,ΩA−θu)− (ΩA−θh′′DjΩA−θu,u).
Now let h0 be an increasing function such that h′0(t) = 1 if |t |  1/2 and h′0(t) = 0 if |t |  1.
Then for any α ∈ Z2, we choose h(xj ) = h0(xj − αj ) so that we can obtain
2
∥∥DjΩA−θu;L2T L2(Qα)∥∥2
−i(Lju,u)|Tt=0 +
T∫
0
{∣∣(Ljf,u)∣∣+ ∣∣(Lju,f )∣∣}dt +
T∫
0
∣∣([D0,Lj ]u,u)∣∣dt
+ 2
T∫
0
∣∣(hFjkDkΩA−θu,ΩA−θu)∣∣dt +
T∫
0
∣∣(ΩA−θh′′DjΩA−θu,u)∣∣dt
= I + II + III + IV + V. (3.7)
Since Lj and ΩA−θh′′DjΩA−θ map H 1−2θ to L2, we obtain
I + II + V 〈T 〉∥∥u;L∞L2∥∥2 + ∥∥f ;L2 H 1−2θ∥∥2.T T
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[D0,Lj ] =
[
D0,ΩA
−θ ]hDjΩA−θ + ΩA−θh[D0,Dj ]ΩA−θ + ΩA−θhDj [D0,ΩA−θ ].
The middle term is equal to iΩA−θhF0jΩA−θ . Then, by the use of Lemmas 2.4 and 2.5, we see
that III in (3.7) is bounded by CAT ‖u;L∞T L2‖2. In order to estimate IV, we decompose R2 into
squares {Qα} and apply Hölder’s inequality for x, t and α. Then we obtain
IV 1
2
sup
α
∑
k
∥∥DkΩA−θu;L2T L2(Qα)∥∥2 + 2|||F12|||T 2 ∑
α
∥∥ΩA−θu;L2T L∞(Qα)∥∥2.
Collecting these estimates, we obtain
sup
α
∑
k
∥∥DkΩA−θu;L2T L2(Qα)∥∥2
 〈T 〉∥∥u;L∞T L2∥∥2 + ∥∥f ;L1T H 1−2θ∥∥2 + |||F12|||T 2 ∑
α
∥∥ΩA−θu;L2T L∞(Qα)∥∥2. (3.8)
Let q1, r1, 	 satisfy 0 < 2/r1 = 1 − 2/q1 < 	 < θ − 1/2. By the Sobolev inequality and
Lemma 3.1,
∑
α
∥∥ΩA−θu;L2T L∞(Qα)∥∥2  T 1−2/q1 ∑
α
∥∥χαΩA−θu;Lq1T H	r1∥∥2
 〈T 〉	{CA〈T 〉2∥∥u;L∞T L2∥∥2 + CAT ∥∥f ;L2T H−2θ+2	∥∥2}.
These estimates complete the proof. 
Corollary 3.1. We assume (i) or (ii) in Assumption 3.1. Let 0 < s1 + s2 = s < 2 with 0 s1 < 1
and let 1/2 < θ < 1. Then the solution u to (3.1) satisfies the following estimate:
sup
α
{∑
k
∥∥χαDkΩAs−θu;L2T L2∥∥2 +∑
k
∥∥χαDkΩAs2−θu;L2T Hs1∥∥2
+ ∥∥χαΩAs2−θu;L2T Hs1+1∥∥2
}
 CA〈T 〉2+	
〈∑
μ,ν
|||Fμν |||T ∨
∥∥∂kF0k;L∞T L2∥∥
〉2∥∥u;L∞T Hs∥∥2
+CA〈T 〉1+	
∥∥f ;L2T Hs+1−2θ∥∥2. (3.9)
Here 0 < 	 < 1 is some positive number. If s < 2θ , we do not need ‖∂kF0k;L∞T L2‖ in the right-
hand side.
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the other two norms. This is easily shown by the use of the identity ‖ΩAu‖22 =∑k ‖Dku‖22 +‖u‖22 and the estimates
∥∥[χα,ΩAs1]u∥∥2  CA∥∥u;Hs1−1+0∥∥ and ∥∥[Dk,ΩAs1]u∥∥2  CA∥∥u;Hs1+0∥∥,
which can be shown similarly as in the proof of Lemma 2.6 provided s1 < 1. Therefore, it suffices
to show that supα
∑
k ‖χαDkΩAs−θu;L2T L2‖2 is bounded by the right-hand side of (3.9). Since
ΩA
su satisfies the equation
iD0ΩA
su = DkDkΩAsu+ i
[
D0,ΩA
s
]
u+ ΩAsf,
we can apply Proposition 3.2 with u and f replaced by ΩAsu and i[D0,ΩAs]u + ΩAsf re-
spectively. Therefore we have only to estimate ‖[D0,ΩAs]u;H 1−2θ‖ = ‖ΩAs[ΩA−s ,D0]ΩAsu;
H 1−2θ‖. An application of Lemma 2.6 shows that this is estimated by CA{(∑k ‖F0k‖2) +‖∂kF0k‖2}‖u;Hs‖. We find that the term ‖∂kF0k‖2 can be omitted if s < 2θ by the assertion
of the lemma. 
4. Maxwell–Schrödinger equations
In this section we consider the Maxwell–Schrödinger equations (MS), namely (1.1)–(1.2).
The system (MS) is invariant under the gauge transform u → ue−iφ , Aμ → Aμ + ∂μφ, where
φ is an arbitrary real-valued function. Therefore, uniqueness of solutions to (MS) without gauge
condition clearly fails. This is why we consider (MS) in some fixed gauge. We consider the
Lorentz gauge in which we assume
∂μA
μ = 0. (4.1)
In this gauge, the Maxwell equations (1.2) reduce to a system of wave equations. Therefore we
consider the following system:
iD0u = DkDku, (4.2)
∂ν∂
νAμ = Jμ. (4.3)
Here J0 = |u|2 and Jk = −2 Im(u¯Dku). We aim to prove the unique solvability of (4.2)–(4.3) in
the energy space X = H 1 ×H 1 ×L2 that the initial data (u(0),A(0), ∂tA(0)) should belong to.
We also assume that the data satisfy the compatibility condition
∂μA
μ(0) = ∂k∂tAk(0)− ∂k∂kA0(0) +
∣∣u(0)∣∣2 = 0 (4.4)
to ensure that the Lorentz gauge condition holds for any t . To see this, let u ∈ CT H 1 ∩ C1T H−1
and A ∈ CT H 1 ∩ C1T L2 satisfy (4.2)–(4.3). Then, J0 ∈ C1T H−1p , Jk ∈ CT Lp for any 1 <
p < 2, and ∂μJμ = 0. Therefore, by (4.3), we find that ∂ν∂ν∂μAμ = ∂μJμ = 0. Furthermore,
∂μA
μ(0) = ∂t (∂μAμ)(0) = 0 by virtue of (4.4). By the uniqueness of solutions to the wave equa-
tion, (4.1) holds for any t .
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both-sides, namely (∂ν∂ν + 1)Aμ = Aμ + Jμ. This is because we want to avoid using homoge-
neous Sobolev spaces which are suitable for wave equations, and as long as we only consider
time local problem, this lower order term does not harm at all. Once we establish the unique
existence of time-local solutions, we can prolong the solution globally in time for the sake of the
conservation laws of total charge and total energy.
To prove the solvability of (4.2)–(4.3), we shall estimate Aμ by the norm
|||Aμ|||1,T =
(∑
α
∥∥Aμ;L∞T H 1(Qα)∥∥2
)1/2
∨ ∥∥∂tAμ;L∞T L2∥∥.
We also introduce the operator plk = δlk − (1 − )−1∂k∂l , where δlk is the Kronecker delta. This
operator is clearly bounded in L2. (plk) can be regarded as a modification of the Helmholtz
projection because ∂lplk = (1 − )−1∂k and ∂kplk = (1 − )−1∂l , which are exactly 0 in the
usual Helmholtz projection case, are smoothing operators which map H−1r to Lr .
Lemma 4.1. Let 2/q = 1/2−1/r = 2β/3 with 2 < r < ∞. Let (u,A) be a solution to the system
(4.2)–(4.3) with initial data (u(0),A(0), ∂tA(0)) ∈ X satisfying (4.4). Then there exists a positive
number T such that
∥∥ΩAu;L∞T L2∥∥ 2∥∥(ΩAu)(0)∥∥2,
|||Aμ|||1,T ∨
∥∥∂νAμ;LqT H−βr ∥∥ 2C maxμ ∥∥(Aμ(0), ∂tAμ(0));H 1 ×L2∥∥.
Here T depends only on ‖(u(0),A(0), ∂tA(0));X‖.
Proof. Without loss of generality we can assume 0 < T  1. We put S(T ) = ‖ΩAu;L∞T L2‖ and
M(T ) = maxμ,ν(|||Aμ|||1,T ∨ ‖∂νAμ;LqT H−βr ‖). We estimate S(T ) by Proposition 3.1. By the
relation ∂kF0k = −J0 together with the Sobolev inequality for covariant derivatives (see [7]),
T∫
0
((∑
k
∥∥F0k;H−βr ∥∥
)
+ ∥∥∂kF0k∥∥2
)
dt  T 1−1/q
∑
k
∥∥F0k;LqT H−βr ∥∥+ CT ∥∥ΩAu;L∞T L2∥∥2.
Therefore the estimate (3.2) yields
S(T ) S0 exp
(
C
〈
M(T )
〉m
T 1−1/q
〈
S(T )
〉2)
, (4.5)
where S0 = ‖(ΩAu)(0)‖2 and m is a positive integer. We next estimate M(T ). By virtue of
Lemma 2.1, we obtain
∥∥∂νAμ;H−βr ∥∥
(∑
α
∥∥χαΩ−β∂νAμ∥∥r r
)1/r

(∑∥∥χα∂νAμ;H−β∥∥r
)1/r
+ ∥∥∂νAμ;H−1−βr ∥∥,α
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∑
α ‖χα∂νAμ;LqT H−βr ‖2)1/2 + ‖∂νAμ;LqT H−1−βr ‖ since
q, r > 2. We shall show the following inequalities:
∥∥∂νAμ;LqT H−1−βr ∥∥
 C
∥∥(Aμ(0), ∂tAμ(0));L2 × H−1∥∥+ CT ∥∥Aμ;L∞T H−1∥∥+ CT ∥∥ΩAu;L∞T L2∥∥2, (4.6)
and
|||Aμ|||1,T +
(∑
α
∥∥χα∂νAμ;LqT H−βr ∥∥2
)1/2
 C
∥∥(Aμ(0), ∂tAμ(0));H 1 ×L2∥∥+CT ∥∥Aμ;L∞T L2∥∥
+CT 1/2
{‖ΩAu;L∞T L2‖2, μ = 0,
‖ΩAu;L∞T L2‖ supα ‖χαDku;L2T H 1−θ‖, μ = k = 1,2.
(4.7)
The inequalities (4.6) and (4.7) are obtained by Lemma 2.2, combined with the estimates of
‖Jμ;L1T H−1‖ and (
∑
α ‖Jμ;L1T L2(Qα)‖2)1/2 respectively. Therefore we can easily show (4.6)
for 0  μ  2 and (4.7) for μ = 0 by the Sobolev inequality for covariant derivatives. We next
estimate (
∑
α ‖Jk;L1T L2(Qα)‖2)1/2, k = 1,2, to prove (4.7). By the Sobolev inequalities both
for usual and covariant derivatives,
∥∥Jk;L2(Qα)∥∥ ∥∥u;L2/(1−θ)(Qα)∥∥∥∥Dku;L2/θ (Qα)∥∥

(∑
l
∥∥Dlu;L2(Qα)∥∥
)∥∥χαDku;H 1−θ∥∥.
Hence
∑
α
∥∥Jk;L1T L2(Qα)∥∥2 ∑
α
(∑
l
∥∥Dlu;L2T L2(Qα)∥∥2
)∥∥χαDku;L2T H 1−θ∥∥2

∥∥ΩAu;L2T L2∥∥2 sup
α
∥∥χαDku;L2T H 1−θ∥∥2,
which completes the proof of (4.7). On the other hand, from Corollary 3.1 we have
sup
α
∥∥χαDku;L2T H 1−θ∥∥ C〈M(T )〉m∥∥ΩAu;L∞T L2∥∥,
where m is a positive integer. Combining this inequality with (4.6)–(4.7), we obtain
M(T )M0 + CTM(T )+ C
〈
M(T )
〉m
T 1/2S(T )2, (4.8)
where M0 = C maxμ ‖(Aμ(0), ∂tAμ(0));H 1 × L2‖. After replacing m in (4.5) by greater num-
ber if necessary, we choose T so that exp(C〈2M0〉mT 1−1/q〈2S0〉2) < 2 and that 2CTM0 +
C〈2M0〉mT 1/2(2S0)2 <M0. Then we can obtain the desired estimates S(T ) 2S0 and M(T )
2M0. 
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r1 < ∞. Let 0 < σ < 1/2 and 1/2 − σ < 	 < min{(4/q1 − 1)σ ; (1 − σ)/2}. Let 0 < T  1. Let
(u,A) be a solution to the system (4.2)–(4.3) with initial data (u(0),A(0), ∂tA(0)) ∈ X satisfying
(4.4). Let (u,A) satisfy the estimates ‖u;L∞T H 1‖ S and |||Aμ|||1,T ∨ ‖∂νAμ;LqT H−βr ‖M .
Here S,M are positive numbers. Let (u′,A′) be another solution to (4.2)–(4.3) having the same
initial data and satisfying the same estimates as above. Then the following estimates hold:
∥∥(ΩAσu)−;L∞T L2∥∥ CMST 1/2 exp(CMT 1−1/q)maxμ |||Aμ−|||1,T , (4.9)∥∥u−;L∞T L2∥∥ CMST 1/2 maxμ |||Aμ−|||1,T , (4.10)(∑
α
∥∥χαu−;Lq1T H−	r1 ∥∥2
)1/2
 CM
(∥∥u−;L∞T Hσ∥∥+ S maxμ ∥∥Aμ−;L∞T H 1∥∥
)
, (4.11)
∥∥u−;L∞T Hσ∥∥ CM(∥∥(ΩAσu)−;L∞T L2∥∥+ maxk
∥∥Ak−;L∞T H 1∥∥), (4.12)
max
μ
|||Aμ−|||1,T  CMT 1/2−1/q1〈S〉2
(
max
μ
|||Aμ−|||1,T
)
∨ ∥∥u−;L∞T Hσ∥∥. (4.13)
Here u− = u− u′,Aμ− = Aμ −A′μ.
Proof. We begin with the proof of (4.9). ΩAσu satisfies the equation
iD0ΩA
σu = DkDkΩAσu+ i
[
D0,ΩA
σ
]
u. (4.14)
We find that (ΩAσu)− satisfies the following equation, by taking the difference of (4.14) and the
corresponding equation for (ΩAσu)′:
iD0
(
ΩA
σu
)
− = DkDk
(
ΩA
σu
)
− + iΩAσ
[
ΩA
−σ ,D0
](
ΩA
σu
)
−
+ A0−
(
ΩA
σu
)′ + (DkDk)−(ΩAσu)′ + i{ΩAσ [ΩA−σ ,D0]}−(ΩAσu)′.
A standard energy estimate shows
∥∥(ΩAσu)−;L∞T L2∥∥
T∫
0
{∥∥ΩAσ [ΩA−σ ,D0](ΩAσu)−∥∥2 + ∥∥A0−(ΩAσu)′∥∥2
+ ∥∥(DkDk)−(ΩAσu)′∥∥2 + ∥∥{ΩAσ [ΩA−σ ,D0]}−(ΩAσu)′∥∥2}dt.
By Lemma 2.7, the first term in the integrand is bounded by CM maxk ‖F0k;H−βr ‖‖(ΩAσu)−‖2.
The second term is easily estimated by CMS‖A0−;H 1‖. We skip the estimate of the third term
and proceed to the last term. On account of the formula (2.10), we write as follows, and the
right-hand side is to be estimated term by term:
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ΩA
σ
[
ΩA
−σ ,D0
]}
−
(
ΩA
σu
)′
= c
∞∫
0
dλλ−σ/2
{
ΩA
σR(λ)
[
F0k,D
k
]
+R(λ)
}
−ΩA′
σ u′
= c
∞∫
0
dλλ−σ/2
{
ΩA
σR(λ)
[
F0k,D
k
]
+R(λ)−ΩA′
σ +ΩAσR(λ)
[
F0k,D
k−
]
+R(λ)
′ΩA′σ
+ ΩAσR(λ)
[
F0k−,Dk′
]
+R(λ)
′ΩA′σ +ΩAσR(λ)−
[
F ′0k,Dk′
]
+R(λ)
′ΩA′σ
+ (ΩAσ )−R(λ)′[F ′0k,Dk′]+R(λ)′ΩA′σ }u′ = c
∞∫
0
dλλ−σ/2
{
B1(λ)+ · · · +B5(λ)
}
u′,
where R(λ) = (ΩA2 + λ)−1, and the difference thereof is written as R(λ)− = −R(λ)×
(DkD
k)−R(λ)′. Here we remark that (DkDk)− = iDkAk− + iAk−Dk′ maps H 1+δ to L2 for
any δ > 0 and
∥∥(DkDk)−;H 1+δ → L2∥∥ CM maxk
∥∥Ak−;H 1∥∥. (4.15)
This estimate, combined with the integral representation of (ΩAσ )− = −ΩAσ (ΩA−σ )−ΩA′σ ,
shows that ‖(ΩAσ )−;Hσ−1+2δ → L2‖  CM maxk ‖Ak−;H 1‖. Indeed, applying Lemma 2.5
together with (4.15), we can obtain
∥∥(ΩAσ )−φ∥∥2 
∞∫
0
dλλ−σ/2
∥∥ΩAσR(λ)(DkAk− +Ak−D′k)R(λ)′ΩA′σ φ∥∥2

∞∫
0
dλλ−σ/2CM 〈λ〉−1+σ/2 max
k
∥∥Ak−;H 1∥∥〈λ〉−δ/2∥∥φ;Hσ−1+2δ∥∥
 CM max
k
∥∥Ak−;H 1∥∥∥∥φ;Hσ−1+2δ∥∥ (4.16)
for any φ ∈ Hσ−1+2δ . We proceed to the estimates of Bj (λ)u′. By the estimate (2.13) in the
proof of Lemma 2.6 together with (4.15),
∥∥B1(λ)u′∥∥2  CM 〈λ〉−1+σ/2∥∥(DkDk)−R(λ)′(ΩAσu)′∥∥2
 CM 〈λ〉−1+σ/2 max
k
∥∥Ak−;H 1∥∥∥∥R(λ)′(ΩAσu)′;H 1+δ∥∥
 CM 〈λ〉−1+(2σ+δ−1)/2 max
k
∥∥Ak−;H 1∥∥∥∥u′∥∥2.
‖B4(λ)u′‖2 is also bounded by the same quantity because B4 can be regarded as the adjoint
operator of B1 with A and A′ interchanged. By Lemma 2.5,
T. Wada / Journal of Functional Analysis 263 (2012) 1–24 19∥∥B2(λ)u′∥∥2 = 2∥∥ΩAσR(λ)F0kAk−R(λ)′(ΩAσu)′∥∥2
 CM 〈λ〉−1+(σ+δ)/2
∥∥F0kAk−R(λ)′(ΩAσu)′;H−δ∥∥
 CM 〈λ〉−1+(σ+δ)/2‖F0k‖2
∥∥Ak−;H 1∥∥∥∥R(λ)′(ΩAσu)′;H 1∥∥
 CM 〈λ〉−1+(2σ+δ−1)/2 max
k
∥∥Ak−;H 1∥∥∥∥u′∥∥2.
In the same way as in the proof of Lemma 2.6, we can show
∥∥B3(λ)u′∥∥2  CM 〈λ〉−1+(σ−δ)/2 maxμ ∥∥Aμ−;H 1∥∥∥∥(ΩAσ+δu)′∥∥2.
By the estimate (2.13) together with (4.16),
∥∥B5(λ)u′∥∥2  CM maxk
∥∥Ak−;H 1∥∥∥∥R(λ)′[F ′0k,Dk′]+R(λ)′(ΩAσu)′;Hσ−1+2δ∥∥
 CM 〈λ〉−1+(2σ+2δ−1)/2 max
k
∥∥Ak−;H 1∥∥∥∥u′∥∥2.
Collecting these estimates, we obtain
∥∥{ΩAσ [ΩA−σ ,D0]}−(ΩAσu)′∥∥2  CMS maxμ ∥∥Aμ−;H 1∥∥
provided σ < 1. As a result, we obtain the inequality
∥∥(ΩAσu)−;L∞T L2∥∥ CM
T∫
0
{
max
k
∥∥F0k;H−βr ∥∥∥∥(ΩAσu)−∥∥2
+ ∥∥(DkDk)−(ΩAσu)′∥∥2 + S maxμ ∥∥Aμ−;H 1∥∥
}
dt.
Therefore, the Gronwall inequality yields
∥∥(ΩAσu)−;L∞T L2∥∥ CM exp
( T∫
0
CM max
k
∥∥F0k;H−βr ∥∥dt
)
×
T∫
0
{∥∥(DkDk)−(ΩAσu)′∥∥2 + S maxμ ∥∥Aμ−;H 1∥∥
}
dt.
As in the proof of Lemma 4.1,
∫ T
0 ‖F0k;H−βr ‖dt  T 1−1/q‖F0k;LqT H−βr ‖  CMT 1−1/q .
Therefore, to obtain (4.9), it suffices to estimate ‖(DkDk)−(ΩAσu)′;L1T L2‖. Decomposing R2
into squares {Qα}α , using (4.15), the Leibniz rule, the Hölder and the Sobolev inequality for x,
and the Hölder inequality for t, α, we obtain
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T∫
0
∑
α
∥∥(DkAk− +Ak−Dk′)χα(ΩAσu)′∥∥22 dt
 CMT
∑
α
T∫
0
max
k
∥∥Ak−;H 1(Qα)∥∥2∥∥χα(ΩAσu)′;H 1+δ∥∥2 dt
 CMT max
k
|||Ak−|||1,T 2 sup
α
∥∥χα(ΩAσu)′;L2T H 1+δ∥∥2,
which is further estimated by CMT S2 maxk |||Ak−|||1,T 2 on account of Corollary 3.1. This com-
pletes the proof of (4.9).
We next prove (4.10) and (4.11). Taking the difference of (4.2) and the corresponding equation
for u′, we see
iD0u− = DkDku− + A0−u′ +
(
DkD
k
)
−u
′.
A standard energy estimate shows ‖u−;L∞T L2‖  ‖A0−u′ + (DkDk)−u′;L1T L2‖. Therefore
(4.10) follows from a similar and actually much easier estimate as in the proof of (4.9). An ap-
plication of Lemma 3.1 with (s, θ,m) = (σ,σ,−	) shows
(∑
α
∥∥χαu−;Lq1T H−	r1 ∥∥2
)1/2
 CM
∥∥u−;L∞T Hσ∥∥+CM∥∥A0−u′ + (DkDk)−u′;L∞T H−σ∥∥.
Using the relation (DkDk)− = iDkAk− + iAk−D′k and Lemma 2.4 together with the Sobolev
inequality and the Leibniz rule, we can obtain ‖A0−u′ + (DkDk)−u′;H−σ‖  CMS ×
maxμ ‖Aμ−;H 1‖. Combining this estimate with the inequality above, we obtain (4.11).
To prove (4.12), we write (ΩAσu)− = (ΩAσ )u− + (ΩAσ )−u′. Applying Lemma 2.5 and
(4.16), we can immediately show (4.12).
For the proof of (4.13), we split Ak into plkAl and (δlk − plk)Al . On account of (4.1), we
find (δlk −plk)Al = −(1 −)−1∂k∂tA0 and (δlk −plk)∂tAl = −(1 −)−1∂k(A0 + J0), thereby
obtaining
∣∣∣∣∣∣(δlk − plk)Al∣∣∣∣∣∣1,T  T |||A0−|||1,T + ∥∥J0−;L1T L2∥∥+ ∥∥J0−;L∞T H−1∥∥
by virtue of Lemma 2.2. By the Sobolev inequality we can show ‖J0−‖2  S‖u−;Hσ‖ and
‖J0−;H−1‖ S‖u−‖2. Combined with (4.10), these estimates prove
∣∣∣∣∣∣(δlk − plk)Al∣∣∣∣∣∣1,T  CM 〈S〉T 1/2(maxμ |||Aμ−|||1,T
)
∨ ∥∥u−;L∞T Hσ∥∥.
On the other hand, we have |||plkAl−|||1,T  T |||Ak−|||1,T + (
∑
α ‖χαplkJl−;L1T L2‖2)1/2 by
Lemma 2.2. To estimate the right-hand side, we split (u¯Dlu)− = ∂l(u¯u−) − (Dlu)u− +
iu¯Al−u′ + u¯−(Dlu)′ and correspondingly
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α
∥∥χαplkJl−;L1T L2∥∥2
)1/2

∥∥plk∂l(u¯u−);L1T L2∥∥+
(∑
α
∥∥χαplk{(Dlu)u−};L1T L2∥∥2
)1/2
+
∑
l
∥∥u¯Al−u′;L1T L2∥∥+
(∑
α
∥∥χαplk{u¯−(Dlu)′};L1T L2∥∥2
)1/2
. (4.17)
The first term, as well as the third, is easily treated by the Sobolev inequality since plk∂l is
bounded in L2; these terms are estimated by CT 〈S〉2(maxμ |||Aμ−|||1,T ) ∨ ‖u−;L∞T Hσ‖. The
second term is treated by using local smoothing property of u. Since plk is a nonlocal operator,
we take the commutator [χα,plk] and directly multiply χα by Dlu. Estimating [χα,plk]{(Dlu)u−}
by the use of Lemma 2.1, we obtain
(∑
α
∥∥χαplk{(Dlu)u−};L1T L2∥∥2
)1/2

(∑
α
∥∥plk{χα(Dlu)u−};L1T L2∥∥2
)1/2
+ ∥∥(Dlu)u−;L1T H−1∥∥.
We can easily estimate the second term in the right-hand side and obtain ‖(Dlu)u−;L1T H−1‖
T S‖u−;L∞T Hσ‖. For the estimate of the first term, we put b = 	/(σ + 	) and θ = bσ +
(1 − b)(2/q1 − 	). Then by the Hölder and the Sobolev inequality, and Corollary 3.1
(∑
α
∥∥χα(Dlu)u−;L1T L2∥∥2
)1/2
 C sup
α
∥∥χαDlu;L2T H 1−θ∥∥
(∑
α
∥∥χαu−;L2T L2/(1−θ)∥∥2
)1/2
 CMS
(∑
α
∥∥χαu−;L2T L2/(1−θ)∥∥2
)1/2
.
By the Sobolev inequality for x, and the Hölder inequality for t, α, together with (4.11), the
right-hand side is estimated by
CMS
(∑
α
∥∥χαu−;L2T Hσ∥∥2
)b/2(∑
α
∥∥χαu−;L2T H−	r1 ∥∥2
)(1−b)/2
 CMST 1/2−1/q1
∥∥u−;L∞T Hσ∥∥b
(∑
α
∥∥χαu−;Lq1T H−	r1 ∥∥2
)(1−b)/2
 CM〈S〉2T 1/2−1/q1
∥∥u−;L∞T Hσ∥∥∨ maxμ |||Aμ|||1,T .
The last term in the right-hand side of (4.17) is estimated analogously. These estimates prove
(4.13). 
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converging to (u(0),A(0), ∂tA(0)) in X. Then we can obtain the sequence {(u(n),A(n)μ )}n of
corresponding solutions since the unique existence of solutions has established for smooth initial
data (see [22]). For sufficiently small T > 0, the sequence {(u(n),A(n), ∂tA(n))}n is bounded in
L∞T X by virtue of Lemma 4.1, and hence we can extract a subsequence which converges in
the weak∗ sense. The weak∗ limit (u,A, ∂tA) satisfies (4.2)–(4.3) in the sense of distribution.
Continuity of A for time variable is recovered by the representation formula
Aμ(t) = cos(Ωt)Aμ(0)+ sin(Ωt)
Ω
(∂tAμ)(0)+
t∫
0
sin(Ω(t − τ))
Ω
{
Aμ(τ) + Jμ(τ)
}
dτ. (4.18)
Then Proposition 3.1 recovers the continuity of u(t) because this is the unique solution
of (4.2) (see remark for Proposition 3.1). The uniqueness of solutions to (4.2)–(4.3) follows
from Lemma 4.2. Indeed, from (4.9), (4.12) and (4.13), we can show
∥∥u−;L∞T Hσ∥∥∨ maxμ |||Aμ−|||1,T  CS,MT 1/2−1/q∥∥u−;L∞T Hσ∥∥∨ maxμ |||Aμ−|||1,T
for sufficiently small T , thereby obtaining u− = Aμ− = 0. Finally we show the global existence.
In the following C1 denotes various constants depending only on ‖(u(0),A(0), ∂tA(0));X‖.
The conservation laws of the charge and the energy imply ‖ΩAu‖22 + (1/2)∑μ<ν ‖Fμν‖22 
Q + E  C1. Moreover, multiplying ∂tA0 to (4.3) with μ = 0, we obtain
∑
μ
∥∥∂μA0(t)∥∥22∣∣tt=0 
t∫
0
∥∥u(τ)∥∥42 dτ  C
t∫
0
∥∥ΩAu(τ)∥∥22 dτ  C1t. (4.19)
Clearly (4.19) ensures ‖∂μA0(t)‖ C1〈t〉1/2. Since ‖Fμν(t)‖2 = ‖∂μAν(t) − ∂νAμ(t)‖2  C1,
we also have ‖∂0Aμ(t)‖2  C1〈t〉1/2. Integrating this estimate with respect to t , we obtain
‖Aμ(t)‖2  C1〈t〉3/2. On account of the relation ∂kFkl = ∂k∂kAl − ∂l∂kAk together with (4.1),
we obtain ‖(−)1/2Al(t)‖2 ∑k ‖Fkl(t)‖2 +‖∂tAl(t)‖2  C1〈t〉1/2. Therefore by Lemma 2.4,‖u(t);H 1‖ C1〈t〉3/2. These estimates ensure that (u,A) does not blow up in finite time. 
Remark. In the proof above, we proved the existence of solutions by compactness method. This
is a matter of taste and we can alternatively prove Theorem 1.2 by iteration. For given (u,A), we
define (u′,A′) = Φ(u,A) by the equation
iD0u
′ = DkDku′,
(
∂ν∂
ν + 1)A′μ = Aμ + J ′μ.
Here J ′0 = |u′|2, J ′k = −2 Im(u¯′Dku′), and the initial data for (u′,A′) is the same as that for
(MS). We put (u(0),A(0)) = (0,0) and successively define (u(n),A(n)) = Φ(u(n−1),A(n−1)). If
we choose T sufficiently small, then (u(n),A(n), ∂tA(n)) ∈ CT X, n = 1,2, . . . , and (u(n),A(n))
satisfies the estimates in Lemma 4.1. Furthermore, in exactly the same way as in the proof of
Lemma 4.2, we can show
T. Wada / Journal of Functional Analysis 263 (2012) 1–24 23∥∥u(n+1) − u(n);L∞T Hσ∥∥∨ ∣∣∣∣∣∣A(n+1) −A(n)∣∣∣∣∣∣1,T
 CT 1/2−1/q
∥∥u(n) − u(n−1);L∞T Hσ∥∥∨ ∣∣∣∣∣∣A(n) −A(n−1)∣∣∣∣∣∣1,T .
From this inequality we find that (u(n),A(n), ∂tA(n)) converges in L∞T (Hσ × H 1 × L2), and
the limit satisfies (MS). The uniqueness is proved as above, and the regularity of the solution is
recovered by (4.18) and Proposition 3.1.
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