Public reporting burden for this collection of iniormation is estimated to average 1 hour perresponse, inducing the time for reviewing instructions, sear data needed and completing and reviewing this colection of information. In a downstream injection arrangement, cavity-generated acoustic waves and vortices greatly enhance fuel/air mixing. Numerical results show that the CESE method provides high-fidelity numerical results of unsteady flows in the advanced scramjet engine concept. 
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2. REPORT In a downstream injection arrangement, cavity-generated acoustic waves and vortices greatly enhance fuel/air mixing. Numerical results show that the CESE method provides high-fidelity numerical results of unsteady flows in the advanced scramjet engine concept. cavities, e.g., 2-3 < L/D < 7-10. In short cavities, L/D < 2, only one main vortex inside the cavity is sustained by the driving shear layer spanning the top of the cavity. The up and down motions of the single main recirculation bubble generate acoustic waves, which by and large propagate in the direction perpendicular to the free shear layer, provided the free stream is transonic. The propagating waves are referred to as in a transverse mode. On the other hand, when the cavity is longer, 2-3 < L/D < 7-10, multiple moving vortices occur inside the cavity leading to complex interactions among trapped vortices, propagating and rebounding pressure waves, and the flapping free shear layer. In general, the rebounding pressure waves, while interacting with the free shear layer, drastically amplify the growth rate of the free shear layer, which in turn sheds enormous vortices propagating towards and impinging on the aft wall of the cavity. Due to propagating vortices in the streamwise direction and the rebounding pressure waves, prevalent acoustic waves propagate in the longitudinal direction outside the cavity into the downstream area. If the airstream is transonic or subsonic, the acoustics would transversely propagate into the upstream areas.
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SUBJECT
In the setting of supersonic combustion inside a scramjet engine, trapped vortices inside cavities could be useful for flame holding. Moreover, cavity resonance, which produces periodic mass addition/expulsion with large flow structures, could be useful for mixing enhancement. Simultaneously, cavity drag must be minimum, e.g., much less than that of a bluff body, and thus only causes acceptable pressure loss. Gruber et al. [1, 2] have developed a dual-mode ramjet/scramjet engine concept, which is envisioned to use hydrocarbon fuels for a flight regime of Mach numbers from 3 to 6 -9. In their supersonic combustors [1, 2] , open cavities with aspect ratios about 5 < L/D < 8 have been tested in conjunction with various fuel injection schemes. Numerical simulation of cavity flows has been conducted by Baurle et al.
[ In the past, extensive experimental and theoretical studies on cavity flows have been conducted for applications in wheel well and bomb bay, and flow characteristics such as the oscillation frequency and amplitudes at various locations in the cavity have been reported [6] [7] [8] [9] [10] [11] . However, it is difficult to directly apply this knowledge base to cavity flows for the advanced scramjet engines due to much shorter length/time scales in scramijet engine.
Additional complexity associated with fuel injection also warrants further studies because cavity flows and the associated acoustics would be drastically changed by the fuel injection schemes employed. In particular, inherent oscillations of cavity flows may be significantly suppressed by an upstream injection [4, [9] [10] [11] .
In the present report, we will focus on time-accurate calculation of supersonic cavity flows in the setting of a dual mode ramjet/scramjet engine combustor [1, 2] . The objectives of the present study are: (i) to validate the numerical results by assessing the calculated frequencies and amplitudes of pressure oscillations and compared them with previous reported data; (ii) to assess the fuel/air mixing enhancement based on applying upstream as well as downstream injection to cavity flows; and (iii) to demonstrate the capabilities of the CESE method for capturing complex flow features of the supersonic cavity flows.
The rest of the report will be organized as follows. Chapter 2 reviews the model equations to be solved by the CESE method. Detailed derivation for the flow equations of the gas mixtures is presented. Chapter 3 provides background information of the CESE method.
Chapter 4 shows numerical solutions, including comparison between the numerical results and previously reported data. Moreover, we will show the effects by both upstream and downstream injection on pressure oscillations, acoustics, and vortices, leading to effects on fuel/air mixing and flameholding. We then offer concluding remarks and provide cited references.
Governing Equations
In this chapter, comprehensive discussions are provided for the governing equations of gas mixtures. Although, two-dimensional solutions will be provided in Chapter 3, we will focus on one-dimensional equations with detailed derivation. Extension to multi-dimensional flow equations is straightforward and will only be briefly illustrated at the end of this chapter.
Mixtures of Thermally Perfect Gases
Consider a mixture of N different thermally perfect gas species, which generally are not calorically perfect, i.e., the specific heats of each species is not constant. Let the species be in thermal equilibrium with each other. As such all species share the common mixture absolute temperature T and each individual gas species i (i = 1,2,..., N) satisfies the perfect gas law
Here PP , p ,, and R, are the partial pressure, the mass density, and the gas constant of species i, respectively. Note that A. =P k/ M, i = 1,2,..., N, with Rk, and M,, respectively, being the universal gas constant and the molecular weight of species i. In addition, it is assumed that the static pressure p of the mixture can be determined using Dalton's law, i.e.,
To proceed, a set of definitions is given in the following. The mass fraction of species i is
where p is the mass density of the mixture, i.e.,
Note that, by definition,
For a reason to be shown (see Eq. (2.14)),
is referred to as the gas constant of the mixture. Let e, and s,, respectively, denote the specific internal energy and the specific entropy of species i. Then the specific internal energy and the specific entropy of the mixture are i.e., R is the gas constant of the mixture. Note that R,, i = 1, 2,..., N, are assumed to be constant in the current study. As such, with the aid of Eq. (2.12), Eq. (2.11) implies that dp= pRdT + TRNdp+ Tj (R -RN)dp,
Because each ej is a function of T only, Eq. (2.13) implies that e is a function of T, p and p,, i = 1,2,...,N-1. As such, with the aid of Eq. (2.10) and the relation de, = OdT, one has N-1 dp +1IN- [ dp(+ E .RN)T-R (e, -eN) dp, (2.19)
From Eq. (2.19), one arrives at the conclusion that def ap pR (2.20)
RT - 
Next, we shall provide a brief discussion of the "frozen speed of sound" of a gas mixture. As a preliminary, note that by using the thermodynamic relation s, = s, (T, p,), the relation p, = pYj, To proceed, note that by using (i) pi = pYj, (ii) PJ = pYRPT, and (iii) the thermodynamic relation
One concludes that
With the aid of Eqs. (2.6), (2.9) and (2.28), Eq. (2.8) implies that
Moreover, with the aid of Eq. (2.6), Eq. (2.14) implies that N dp = pRdT + RTdp + pT_ PAdY; 
Governing Equations
We assume that the N gas species considered here share a common flow velocity u. Let the total specific energy Furthermore, let Hereafter, without using explicit notations, let it be understood that a partial derivative with respect to any urn will always be evaluated assuming that, except urn, all other independent variables in the set (ul, u2 . . ., UN+2} are held constant.
Let A be the (N +2) x (N +2) Jacbian matrix with the element on the m th row and the i th 
Let T be the (N +2) x (N +2) matrix with the element on the m th row and the t th column being u / au,. Then, by the chain rule, it can be shown that T-(i.e., the inverse of 2) is the 
The latter system can be expressed as au am
where ii is the column matrix formed byu, m = 1, 2,..., N + 2. simpler form. In particular, the (N +2) x (N +2) matrix A has the special property that the only possible non-zero element on each of its lowest N-1 rows is the diagonal element u. As will be shown shortly, because of this special property, the eigenvalues of A (and therefore those ofA)
can be evaluated in a straightforward fashion.
To proceed, let M be any K x K matrix with mr,, being its element at the i th row and j th column. Let det M be the determinant of M. Then, according to a basic theory of determinant, for any given i = 1, 2,..., K,
Furthermore, let (i) 1K denote the K x K identity matrix for any integer K > 0; and (ii) 2 be a scalar. Then the special property of A referred to in the last paragraph coupled with a repeated application of Eq. (2.60) implies that
where A is the 3 x 3 submatrix located at the top-left comer ofA, i.e., Even though they are not needed in the CE/SE development, for completeness, the eigenvectors of the matrices A and A will be constructed and given explicitly in the remainder of this subsection. respectively, reduce to the second, the third, and the first column matrices contained in the matrix S; and (ii) for each m = 4, 5, 6, 7, P(") reduces to the m th column matrix contained in S.
Note that the symbols p, p 2 ,..., PN-, and af used here, respectively, are replaced by C 1 , C 2 ,. .., CNvl and a.
Evaluation of Thermodynamic/Chemical Parameters
Let (i) h, and c,, be the specific enthalpy and the specific heat at constant pressure of species i, respectively; and (ii)
, def def def h, = Mh, h9, = M~s,, cv, = Mjcp, (2.93)
Because M, and s, are the molecular weight and the specific entropy of species i, respectively, Eq. (2.93) implies that h 1 , S,, and 6p, are the molar specific enthalpy, the molar specific entropy, and the molar specific heat at constant pressure of species i, respectively.
Because the gas mixture is thermally perfect (which is a good approximation as long as each p, is in the order of I atm or less), for each species i, L/= Li (T) and ýP, = 6p, (T).
Furthermore, in the current study, each 3,, (T) is approximated using a polynomial of T, i.e., ýP, (T) where the coefficients a,, can be found in NASA CEA program data base. can also be found in NASA CEA Program. As such h, can be evaluated using Eq. (2.96). In turn, h, and e, can be evaluated using the relations (i) hi = hi / M, and
Next, by using (i) Eqs. (2.1) and (2.93), (ii)R, = MR,, and (iii) the thermodynamic relation Tds, = dhk -dpi / pi , one concludes that
Let SO denotes the value of 9, at p, atm. Then 9o 9js (T) and Eq. (2.98) implies that 
A .~~(T)-,

JrýpC
Os°i e(T)f= T+
As will be shown shortly, alternatively each 6ib can also be considered as an implicit function of the conservative variables u. , m = 1,2,..., N + 2. In fact, evaluation of a&, / N,, for all i = 1,2,..., N-i and m = 4,5,..., N + 2 is required for a later application. As such, in the remainder of this section these derivatives will be expressed explicitly in terms of a set of flow and thermodynamic variables.
To proceed, first Eq. (2.110) is used to obtain _,(v;,-v,) 
PC"
Note that: (i) each d), is a function of the independent variables p•, pz,..-, ,N, and T, and (ii) the independent variables themselves are functions ofUn, m = 1, 2,..., N + 2. Thus each ob 1 can also be considered as a function ofur., m = 1, 2,..., N + 2. Moreover, by using the chain rule, each 
,-P~fYf
In the above equations, p is the density; u and v are velocity components in the x and the y directions, respectively; p is the static pressure; e = E + ½ (u 2 + v 2 ) is the specific total energy with E as the specific internal energy. We assume the fluid is ideal and polytropic. Due to the equation of state of an ideal gas, p = (y -l)p c, where y = Cp/Cv is the specific heat ratio and it is a constant due to the polytropic gas assumption. In the viscous vectors, Tx,, Txy, and ryy are stress components, and q, and qy are the heat conduction fluxes in x and y directions, respectively. Yf is the mass fraction of fuel. The diffusion velocity components, z and ý are calculated by Fick's law:
where D is the mass diffusivity of fuel in the gas mixture. The molecular viscosity p. is calculated using Sutherland's law [12] and the Lewis number Le =1 is assumed to calculate the mass diffusivity D. In numerical calculations, the above governing equations are nondimensionalized by the free stream conditions, i.e., velocity components by u,, density by p., pressure by p.u. 2 , and the total energy by p.uCOc 2 . The subscript 0o denotes the free stream condition. The cavity depth d is used as the length scale, and the time scale is d/u,,.
The CESE Method
The CESE method is a novel numerical framework for high-fidelity solution of hyperbolic conservation laws. Originally developed by Chang and coworkers [13] [14] [15] [16] [17] [18] , the tenet of the CESE method is a unified treatment of space and time in calculating flux balance. Contrast to modem upwind schemes, no Riemann solver and/or a reconstruction procedure is used as the building block of the CESE method. As a result, the logic and computational counts of the CESE method are simpler and more efficient. Based on the CESE method, computer programs for solving unsteady flows in one, two, and three spatial dimensions for structured, and unstructured meshes, and for meshes composed of mixed elements have been developed.
These solvers have been parallelized based on domain decomposition in conjunction of the use of MPI. Since no Riemann solver is used, we have straightforwardly extended the CESE method for flows with complex physical processes, including detonation, cavitations, and MHID.
Previously, various flow phenomena have been calculated by using the CESE method.
In particular, the CESE solver is capable of calculating high-speed compressible flow as well as flows at very low Mach numbers without applying preconditioning to the governing equations.
The CESE method is indeed an all speed solver. Moreover, the CESE method is capable of simultaneously capture strong shock waves and the acoustic waves in the same computational domain, while the amplitude of the pressure jump across the shock wave would be several orders of magnitude higher than that of the acoustic waves.
The CESE method employed in the present paper is based on the use of quadrilateral cells on the x-y plane [17] , which was extended from the original CESE method. Note that the original CESE method for two-dimensional flows was designed based on the use of triangular cells. In the present paper, a brief discussion of this particular extension of the CESE method is provided. The discussions here will be focused on the space-time geometry of the CESE method. We remark that the basic structure of the CESE method can always be easily grasped by visualizing the space-time geometry of conservation element (CE), solution element (SE), and how they facilitate the space-time integration. The detailed algebraic equations of the method, perhaps, only reaffirm the structure of the method. We of course refer the interested readers to the cited references for all details.
To proceed, let E 3 denote a three-dimensional Euclidean space, in which x, = x, x 2 = y, and x3= t. Let V. be the divergence operator in E 3 , and hm de ( To proceed, we consider Fig. 1(c) . Here t= nAt at the nth time level, where n = 0, 1/2, 1, 3/2, ... For a given n>0, Q, Q', and Q", respectively, denote the points on the n, the (1-1/2 n)h, and (1+1/2n)th time levels with point Q being their common spatial projection. Other space-time mesh points, such as those depicted in Fig. 1(c) , and also those not depicted, are With the above preliminaries, we are ready to discuss the geometry of the CE and SE associated with point Q*, where the numerical solution of the flow variables um at nth time level are calculated based on the known flow solution in all points at a previous time level, i.e., n-1/2, denoted by superscript prime. First, the solution element of point Q*, denoted by SE(Q*), is defined as the union of the five plane segments Q'Q"BBl, Q'Q"B2B2, Q'Q"B3B3, Q'Q"B"B4, To proceed, the set of the space-time mesh points whose spatial projections are the centroids of quadrilaterals depicted in Fig. 1 (b) is denoted by Q and the set of the space-time mesh points whose spatial projections are the solution points depicted in Fig. 1(b) is denoted by 92*. Note that the BCEs and the compounded CEs of any mesh point e 9 and the SE of any mesh point E D* are defined in a manner identical to that described earlier for point Q and Q*.
With the clear definitions of the CE and SE in above, the numerical integration of the space-time flux balance, i.e., Eq. (3b), in the present modified CESE method can be summarized as follows.
For any Q* c * and (x,y,t) c SE(KY*), the flow variables and flux vectors, i.e.,
ur (x, y, t), f. (x, y, t), and g,, (x, y, t), are approximated to their numerical counterparts, i.e.,
um (x, y, t), f,* (x, y, t), and g* (x, y, t), by using the first order Taylor series expansion with respect to Q* (xQ.,yQ.,tn). Thus the space-time flux vector hm(x,y, t), can be replaced by h*,(x,y,t;Q*) and the numerical analogue of Eq. (3b) for each m=l,2,...,5, is
2) Equation (3.2) states that the discretized total flux of h , leaving CE(Q) through its boundary vanishes. We note that Eq. (4) can be written in terms of independent discrete solution variables which are the main flow variables and their spatial derivatives, (u.)Q. and (umy) Q. in this approximation process.
By conducting the integration of Eq. (4) over the CE= BCEI+BCE 2 +BCE 3 +BCE 4 , the discrete flow variables (u,r,)Q. associated with the space-time point Q*, can be straightforwardly evaluated. This is achieved by the aid of the geometrical information of CE(Q*) as shown in Fig. 1 , and the linear distribution of (u.)Q. in each SE due to the adopted first-order Taylor series expansion for the flow variables inside the SE as the discretization process.
The calculation of the gradient variables, i.e., (u,,)Q., and (U,,y)Q. is base on a finite-difference approach in conjunction with the standard CESE artificial damping functions, i.e., the a-s-ca scheme, in which parameter c is associated with the overall damping effect and cc is for shock capturing. In contrast to the original CESE method, the calculation of (u,, )Q., and (uy)Q. has nothing to do with the space-time flux conservation.
To calculate unsteady flows, the non-reflecting boundary condition treatment is critically important. Without an effective treatment, the reflected waves would inevitably contaminate the evolving flow solutions. Numerical treatments to achieve non-reflecting boundary condition in the setting of conventional CFD methods have been an active research subject for a long time. In general, most of treatments were developed based on theorems of the partial differential equation, and they could be categorized into the following three groups: (i) applying the method of characteristics to the discretized equations, (ii) the use of the buffer zone or a perfectly matched layer, and (iii) applying asymptotic analytical solution at the far field.
In the setting of the CESE method, we only concern the integral equation. The above ideas of treating non-reflective boundary are not applicable. Instead, the non-reflecting boundary condition treatments in the setting of the CESE method is based on flux conservation in the vicinity of the computational boundary [18] . In other words, the present nonreflecting boundary condition treatment is equivalent to letting the incoming flux from the interior domain to the boundary CE smoothly exit to the exterior of the domain. In the setting of the CESE method, the numerical implementation of this flux-based method is extremely simple due to the fact that all flow information must propagate into the future. Chang and coworkers These figures demonstrate very complex flow features, including traveling acoustic waves, vortex generation at the leading edge, shedding vortices in the free shear layer, and pressure waves impinging on and rebounding from the aft wall. The interactions between the rebounding pressure waves and shed vortices form a feed back loop which leads to self-sustained oscillations as illustrated by Rossiter [6] . In Fig. 3(b) , periodic shear layer deflections in the transverse direction could be clearly discerned. Inward deflection results in mass addition into the cavity; outward deflection expels mass from the cavity. This periodic mass addition/expulsion mechanism enhances fuel/air mixing. Moreover, flapping shock/expansion waves emanating from the upstream bulkhead of the cavity, shown in Fig. 3(c) , can also enhance fuel/air mixing. Figure 4 shows pressure histories on the aft wall and on the floor. The flow has reached a self-sustained oscillatory state after about 15 tý, where t, = d/ U,,. However, the oscillation pattern changes from cycle to cycle, and we cannot clearly identify the period of the oscillation cycles. This is consistent with experimental observation reported in [19] . The amplitude of the pressure oscillations at the aft wall is much higher than that at the cavity floor due to the mass addition/expulsion mechanism near the aft wall. Figure 5 shows the frequency spectra of the pressure data in Fig 
