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Abstract
In this thesis, we investigate the quantum transport properties of disordered three dimen-
sional topological insulator (3DTI) nanostructures of Bi2Se3 and Bi2Te3 in detail. Despite
their intrinsic bulk conductivity, we show the possibility to study the specific transport
properties of the topological surface states (TSS), either with or without quantum con-
finement. Importantly, we demonstrate that unusual transport properties not only come
from the Dirac nature of the quasi-particles, but also from their spin texture.
Without quantum confinement (wide ribbons), the transport properties of di↵usive
2D spin-helical Dirac fermions are investigated. Using high magnetic fields allows us to
measure and separate all contributions to charge transport. Band bending is investigated
in Bi2Se3 nanostructures, revealing an inversion from upward to downward bending when
decreasing the bulk doping. This result points out the need to control simultaneously both
the bulk and surface residual doping in order to produce bulk-depleted nanostructures and
to study TSS only. Moreover, Shubnikov-de-Haas oscillations and transconductance mea-
surements are used to measure the ratio of the transport length to the electronic mean
free path ltr/le. This ratio is measured to be close to one for bulk states, whereas it is
close to 8 for TSS, which is a hallmark of the anisotropic scattering of spin-helical Dirac
fermions.
With transverse quantum confinement (narrow wires or ribbons), the ballistic trans-
port of quasi-1D surface modes is evidenced by mesoscopic transport measurements, and
specific properties due to their topological nature are revealed at very low temperatures.
The metallic surface states are directly evidenced by the measure of periodic Aharonov-
Bohm oscillations (ABO) in 3DTI nanowires. Their exponential temperature dependence
gives an unusual power-law temperature dependence of the phase coherence length, which
is interpreted in terms of quasi-ballistic transport and decoherence in the weak-coupling
regime. This remarkable finding is a consequence of the enhanced transport length, which
is comparable to the perimeter. Besides, the ballistic transport of quasi-1D surface modes
is further evidenced by the observation of non-universal conductance fluctuations in a
Bi2Se3 nanowire, despite the long-length limit (L > ltr) and a high metallicity (many
modes). We show that such an unusual property for a mesoscopic conductor is related to
the limited mixing of the transverse modes by disorder, as confirmed by numerical calcu-
lations. Importantly, a model based on the modes’ transmissions allows us to describe our
experimental results, including the full temperature dependence of the ABO amplitude.
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Introduction
The physics of two-dimensional systems has been extensively studied since the discovery
of high-mobility systems more than 30 years ago, and it still remains an active field of
fundamental research, closely related to material developments. Following outstanding
developments of molecular beam epitaxy (MBE) of III-V compounds, heterostructures of
GaAs/AlGaAs with charge donors spatially separated from the interface were synthesized.
At the interface a charge accumulation electron gas forms, whose Fermi length exceeds the
width of the accumulation layer. Thanks to their high mobility and low carrier density,
those two-dimensional electron gases (2DEGs) led to the discovery of novel phenomena.
In particular, they have given a new impulse to the field of mesoscopic physics, i.e to the
study of electron’s quantum properties in systems with a large number of atoms. Indeed,
some important mesoscopic characteristic lengths can thus be comparable to the system
size L, typically in the micron range. The very high electronic mobility corresponds to an
increase of the electronic mean free path le that can, in such systems, be comparable or
even greater than L, contrary to metallic systems where it is always much smaller than
the system size. This allows to study electronic transport in di↵erent regimes, either in
the universal di↵usive regime (le ⌧ L), where electrons explore the whole available recip-
rocal space due to multiple scattering; or in the ballistic regime (L < le), where electrons
propagate ballistically and only scatter on samples boundaries. Another important length
is the phase coherence length L' (over which the electronic quantum phase remains de-
terministic), which is much greater than le. This allowed to investigate in detail di↵erent
electronic interference phenomena, like conductance fluctuations, Aharonov-Bohm oscil-
lations and the weak localization by disorder. Furthermore, decoherence processes (how
an electron loses its phase memory by interacting with its environment) could be thor-
oughly studied for di↵erent kind of environments. Depending on the dimensionality of the
system, and on the transport regime, di↵erent temperature dependences of L' have been
theoretically predicted and many have been verified experimentally. Most importantly,
the low carrier density allowed the discovery of new phenomena, like the quantum Hall
e↵ect, a novel topological state of matter that cannot be described by usual transport
theories of conductors.
The search for novel properties of 2D systems found a new impulse with the dis-
covery of graphene, a true 2D material. Its properties are similar to that of a 2DEG
(large le, high mobility, low carrier density), but graphene di↵ers from 2DEGs by the na-
ture of its quasiparticles: these are Dirac fermions that have a gapless band structure and
a linear energy dispersion (Dirac cone). This gives rise to a variety of new properties, such
as the change of the e↵ective mass with energy, the possibility to electrostatically tune
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from electron to hole doping (ambipolar e↵ect), and the anomalous quantum Hall e↵ect.
Besides, changing the geometry of graphene by rolling it into carbon nanotubes opened
the possibility to study transport in very clean, ballistic systems in a wire geometry. Such
systems are ideal to explore the physics of ballistic transport in reduced dimensions in
the limit of very weak disorder.
Above all, the discovery of graphene triggered important developments on the theory
side, which eventually led to the discovery of a new topological class by Kane and Mele:
the quantum spin Hall e↵ect, that was soon experimentally evidenced in HgCdTe quan-
tum wells by Molenkamp’s group. The significance of this discovery was huge, since it
drove new developments in band structure theory, by taking the Berry phase e↵ects on
the band structure into account and considering all the symmetries of the Hamiltonian.
The basis of this theory is that all energy gaps are not equivalent; depending on the
symmetries verified or broken by the Hamiltonian, an energy gap can belong to di↵erent
universality classes. Most known materials are in the ”trivial” class, equivalent to vac-
uum. Others have a non-trivial topology of their band structure, which can be classified
in di↵erent universality classes, distinguished by topological invariants. The most impor-
tant point is the existence of gapless states at the interface between systems belonging to
di↵erent topological classes. Beyond the quantum Hall e↵ect, many other topological sys-
tems were theoretically predicted, inducing many experimental works. One of those new
topological phases are Z2 topological insulators (TI). They are characterized by verifying
time-reversal symmetry and by breaking spin-inversion symmetry (spin-orbit coupling),
and host conducting surface or edge states in the absence of an external magnetic field.
Moreover, as the existence of these states only depends on the universality class of the
material, it is immune to any non-magnetic disorder (topological protection against disor-
der), only providing that the crystal structure is preserved. The conducting gapless states
also have a linear energy dispersion, but in this case it is with an intrinsic spin helicity:
the spin is locked in one direction perpendicular to the momentum. It strongly a↵ects the
interactions of spin-helical Dirac fermions with degrees of freedom of their environment.
In particular, as non-magnetic impurities do not couple with the spin degree of freedom,
their ability to scatter the topological surface state is reduced, leading to an enhanced
forward scattering. This has fundamental consequences on the transport properties. In
2D TIs, backscattering is suppressed. In 3D TIs, the transport length ltr, typical for
multiple-event backscattering, is enhanced compared to le.
The aim of this work is to study the specific electronic properties of the spin-helical
Dirac fermions in three dimensional topological insulator (3D TI) nanostructures, through
quantum transport measurements. In particular, we investigate what e↵ects the spin-
helicity of the topological surface states will have on transport properties. Moreover, one
of the major concern of this study will be to overcome the problem of the intrinsic para-
sitic bulk conductivity of Bi2Se3 and Bi2Te3 , and to show that a thorough investigation
of the surface states is nonetheless possible. In particular, we discuss the influence of
disorder in details, with and without quantum confinement.
This thesis is made of two distinct parts. The first part is composed of the first two
chapters and presents the context of the study, namely the fundamentals of topological
insulator (chapter 1) and the quantum transport phenomena investigated (chapter 2).
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Important properties of topological insulators, such as the existence of the gapless sur-
face states and their spin texture, are presented, based on considerations in real systems.
We then focus on 3DTIs, with special emphasis on the Bi2Se3 compound, which will be
the main system investigated in this thesis. In the second chapter, quantum transport
is introduced. The physics of Landau levels and Shubnikov-de-Haas oscillations (SdHO)
is described for both massive quasiparticles and Dirac fermions. Then, phase coherent
interference e↵ects are explained, with a special emphasis on two quantum corrections
to the classical conductance, the Aharonov-Bohm (AB) e↵ect and the Universal Conduc-
tance Fluctuations (UCF). In the second part (chapters 3,4,5), the results of this work
are presented. Chapter 3 introduces the growth of our nanostructures by Chemical Vapor
Transport and the experimental techniques (measurements at very low temperature with
a dilution fridge and low-noise measurement techniques). Moreover, experimental results
on the basic characteristics of our structures (carrier density, electronic mean free path,
mobility) are presented. In chapter 4, both surfaces and bulk contributions to charge
transport are measured, identified and separated. This is done through a careful analysis
of SdHO. It is shown that all contributions can be observed and identified under high
magnetic field (55T). Measuring all electronic populations in a 3D TI nanostructure al-
lows to study the band bending at interfaces. Moreover, the parallel study of SdH and
transconductance measurements allows us to measure the ratio between the mean free
path le and the transport length ltr for each type of carriers, which is find to be very large
for topological surface states. In chapter 5, topological surface states are investigated by
measuring AB oscillations in a nanowire of Bi2Se3 , independently from any bulk con-
tribution. The amplitude of AB oscillations is directly related to L', and a long L' is
suggested by the large number of AB harmonics observed. This allows to study the deco-
herence of topological surface states down to very low temperature. This study evidenced
the quasi-ballistic transport of Dirac fermions around the perimeter of the wires, despite
strong structural disorder. Furthermore, the longitudinal motion of Dirac fermions is
studied through conductance fluctuations. Surprisingly, long wires are found to be away
from the universal di↵usive regime, which is evidenced by the observation of non-universal
conductance fluctuations. Their analysis gives a strong evidence for the weak coupling
between the quasi-1D transverse modes, which is due to their weak scattering by disorder
(spin helicity). This finding is confirmed by theoretical calculations, which corroborate
the experimental finding that the disorder-induced broadening of transverse modes can
be much smaller than their energy level spacing in narrow nanostructures.
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Chapter 1
Topological Insulators
1.1 Historical approach: from band structure to topol-
ogy
An important development in condensed matter has been the band theory, which has
been proven to be very powerful to describe electronic properties of electrons in periodic
systems / crystals. In band theory, systems can be insulating, semi-conducting or metallic,
depending on the position of their Fermi energy, i.e. the highest energy occupied by
electrons, with respect to forbidden states, called energy gaps. If the Fermi energy lies in
an energy band, low-energy electronic excitation are possible and the system is conducting.
If, on the contrary, the Fermi energy lies in a band gap, no low-energy excitations are
available and the system is insulating (Pauli principle). Although this theory has been
very successful (Si and GaAs-based opto-electronics relies entirely on it), it failed to
describe inhomogeneous electronic systems and, most importantly, newly discovered 2D
electronic phases. The most prominent example is the quantum Hall e↵ect (QHE), and
physicist had to consider an so far overlooked property: the topology of the band structure.
More precisely, a key concept of topological band theory is that all energy gaps are not
equivalent and can be distinguished by so-called topological invariants. Depending on the
symmetries that are verified or broken by the Hamiltonian, a band gap will belong to a
given universality class [Hasan and Kane, 2010].
An example of a system that band theory fails to explain is the Quantum Hall E↵ect
(QHE) [Klitzing et al., 1980]. In low-density 2D electron gas (2DEGs), a magnetic-field
induced transition from metallic 2D states to dissipationless 1D edge states occurs, due
to the formation of a bulk gap with a non-trivial topology. From the band structure
point of view, this system should be an insulator, as the Fermi energy lies in the gap
between Landau levels. Still, conducting edge states were found to occur in such 2D
systems under strong magnetic fields [Klitzing et al., 1980]. Those conducting edge states
are moreover chiral: they propagate in a single direction, only depending on the edge
considered and on the orientation of the applied magnetic field, and are insensitive to
backscattering. It was latter understood that the symmetries verified by a QHE-system’s
Hamiltonian are di↵erent from those of a trivial insulator, like the vacuum, meaning that
they belong to two distinct universality classes. Another breakthrough was the discovery
of a new topological phase, the quantum spin Hall e↵ect (QSHE) by Kane and Mele, soon
9
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followed by extensive developments of topological band theory and predictions of other
topological phases [Kane and Mele, 2005a, Kane and Mele, 2005b, Fu and Kane, 2006].
The important prediction of topological band theory is the existence of gapless states
at the interface between two systems belonging to di↵erent topological classes [Fu and
Kane, 2007, Schnyder et al., 2008, Kitaev, 2009, Altland and Zirnbauer, 1997, Schnyder
et al., 2009,Ryu et al., 2010]. This is what happens for the QHE: at the interface between
the 2DEG under magnetic field and the vacuum, conducting (gapless) states appear.
The QSHE exists in zero magnetic field. It occurs in 2D systems whose Hamiltonian
verifies time-reversal (TR) symmetry but breaks the spin-rotation symmetry. This new
electronic state can be seen as the superposition of two spin-polarized version of the QHE,
the direction of propagation being now determined by the spin direction.
Another topologically non-trivial system, discovered even before the QHE, yet not
understood as such by that time, are charge solitons in poly-acetylene molecules. Those
molecules were found to host localized zero-energy charge solitons, always formed by
pair, and always located on a di↵erent sub-lattice for a given pair [Su et al., 1979]. The
appearance of such charges is actually quite simple to understand in this system from
a band structure point of view, which is why it has not been immediately understood
that it realizes the first one dimensional topological insulator, described by the so-called
Su-Schrie↵er-Heeger (SSH) model [Ryu and Hatsugai, 2002, Delplace et al., 2011, Lang
et al., 2012,Grusdt et al., 2013,Atala et al., 2013] (see section 1.3.1).
This concept of topological classes can be generalized to higher dimensions. In partic-
ular, some 2D systems with strong spin-orbit coupling were predicted to host 1D gapless
chiral edge states at their edges [Bernevig et al., 2006] that were soon afterwards exper-
imentally evidenced in nanostructures of HgTe/CdTe [Ko¨nig et al., 2007, Ko¨nig et al.,
2008]. Also, some 3D systems with a strong spin-orbit coupling host 2D gapless surface
states at their interface with vacuum or other trivial systems [Fu and Kane, 2007,Moore
and Balents, 2007, Hsieh et al., 2008,Xia et al., 2009, Zhang et al., 2009b]. In such 3D
topological insulators (3D TIs), the strong spin-orbit coupling leeds to a band inversion
which makes the topology of the band structure non-trivial. Since then, other mechanisms
were identified to induce a TI phase (Coulomb, Kondo, crystalline insulator).
3D topological insulators constitute new electronic phases of matter, that are of high
interest for research. Indeed, compared to usual 2D electron gases, which existence can be
destroyed by a small perturbation (like disorder), the existence of 2D topological states is
predicted to be robust against disorder (as long as it is time-reversal invariant). Because
their existence only relies on the band structure and time reversal symmetry, it is guar-
anteed even in the presence of non-magnetic disorder. This is the so-called topological
protection of the surface states. Moreover, their linear energy dispersion [Hsieh et al.,
2008,Xia et al., 2009], similar to that of graphene, and their intrinsic spin-helicity [Hsieh
et al., 2009b, Roushan et al., 2009], induces striking transport properties like forbidden
backscattering [Roushan et al., 2009], and more importantly enhanced forward scatter-
ing [Culcer et al., 2010].
In the following chapter, we review some of the most important theoretical concepts
of topological band theory, that are fundamental for the understanding of the transport
properties of topological insulators (section 1.2). Then we discuss the properties of real
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topological insulators, by focusing on several examples (section 1.3): the SSH model in
1D (1.3.1), the HgTe/CdTe quantum well in 2D (1.3.2) and finally Bi2Se3 in 3D (1.3.3).
Lastly, we review the properties of the band structure of 3D topological insulators’ surface
states, especially their influence on charge and spin transport (section 1.4).
1.2 Theoretical notions on topological states of mat-
ter
1.2.1 Berry phase
The existence of topological phases is directly related to the influence of the so-called
Berry phase on the band structure. This phase can induce degeneracies of high symmetry
points in the Brillouin zone, and leads to gapless states at interfaces between materials
that belong to di↵erent universality classes. It can be assimilated to an Aharonov-Bohm
phase, but accumulated in the reciprocal space and not in the real space. It reads [Asbo´th
et al., 2013,Xiao et al., 2010,Qi and Zhang, 2011]:
 B =
I
C
⌦
n(k)
  rkn(k)↵ dk
with n(k) the eigenstates in ~k-space, and C a closed contour in ~k-space enclosing the
  point. Here, the field A(k) =
⌦
n(k)
  rkn(k)↵ plays the role of the vector potential
in the Aharonov-Bohm phase, and is called Berry vector potential, or Berry connection.
Especially, if we re-write this phase using the Stokes theorem, we can define an equivalent
Berry magnetic field, or Berry curvature, B(k) = r⇥A(k) = r⇥ ⌦n(k)  rkn(k)↵, and
 B =
ZZ
S
B(k)d2S
with S a surface sited on the path C (see fig.1.1).
Because of TR symmetry, the Berry phase can only take integer values of ⇡ modulo
2⇡. For most usual topologically-trivial systems without spin-orbit, the Berry phase is 0,
whereas it is ⇡ for a non-trivial topological system like a topological insulator. This ⇡
Berry phase, long believed to have no physical meaning, turns out to play a role as soon as
we consider closed trajectories formed by topological quasiparticles. In particular, as will
be developed in the next chapter (see chapter 2), this Berry phase is responsible for the
weak-anti-localization phenomena in TI, whereas weak-localization is observed for trivial
systems.
The Berry phase and curvature depend only on the Hamiltonian, and directly reflect
its properties. As developed bellow, it is possible to extract from this Berry phase a
parameter, called topological invariant, that will characterize the topological class of a
system.
1.2.2 Topological invariants
The di↵erent topological classes can be distinguished by one or more indexes, the so-called
topological invariants. Those invariants can be calculated from the band structure, which
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Figure 1.1: Schematic view of the reciprocal space, with the projection of path C and
surface S sited on C on the Bloch sphere. The Berry phase corresponds to the circulation
of the Berry vector potential on C, or equivalently to the flux of the Berry magnetic field
through S.
allows to check if a system is topologically trivial (equivalent to vacuum) or non-trivial.
Figure 1.2: Four di↵erent shapes, illustrating the concept of topology for 3D surfaces,
distinguished by their genus g: on the left, a sphere and a plate, both with a number of
holes (genus) g=0, that can be continuously transformed into each-other. On the right, a
torus and a cup, with a genus g=1. They can be continuously deformed into each-other,
but cannot be continuously transformed into the sphere because of their hole.
An intuitive approach to understand the notion of topological invariant is based on an
analogy with the topology of 3D surfaces [Hasan and Kane, 2010], which can be described
by their genus, that is, the number of holes they contain. This number is discrete, and
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hence cannot be changed continuously by simply deforming the surface. A sphere, for
instance, has no hole. Its genus is thus g = 0. It is possible to continuously (i.e without
creating/closing a hole) deform any surface with no hole (a plate, a bowl) into a sphere:
they belong to the same topological class, characterized by the topological invariant g = 0.
On the opposite, a torus has one hole, so that g = 1. And there is no continuous
transformation that turns a torus into a sphere: somewhere in this transformation, the
number of holes has to abruptly change from 0 to 1, as no intermediate value is allowed
(see fig.1.2). Therefore, the sphere and the torus belong to two distinct topological classes.
Similar considerations based on topology holds for electronic gaps in a band structure.
If the gaps result from hamiltonian verifying di↵erent symmetries (belonging to di↵erent
universality classes), it is not possible to transform continuously one Hamiltonian into
the other, and hence one gap into the other one. The only possible transformations
necessary close the gap at the interface between the two gaped materials, so as to change
the topological class [Hasan and Kane, 2010,Qi and Zhang, 2011].
Each topological class will be characterized by topological invariants. They correspond
to integrations of the Berry flux over all or parts of the Brillouin zone. In 2D, the
topological invariant relevant for the QHE is the Chern number c. This number is define
as the Berry flux through the whole Brillouin zone:
c =
ZZ
BZ
B(k)d2k
This Berry curvature plays the role of a magnetic field in the parameter space, c counting
the amount of monopoles of this ”magnetic field”. By construction, c is an integer,
which guarantees that it cannot change smoothly between two systems with di↵erent c
values [Hasan and Kane, 2010,Xiao et al., 2010]. As we can see, the Chern number defined
above correspond to a special case, where the Berry curvature is integrated over the whole
Brillouin zone.
For topological insulators, where time-reversal symmetry holds, the Chern number
is zero by construction. Still, similarly to the Chern number, other relevant topological
invariants can be defined to describe the topological classes. In three dimension, the topo-
logical insulators are characterized by four Z2 invariants (⌫0; ⌫1⌫2⌫3) [Hasan and Kane,
2010]. The vacuum is associated to the invariants (0;000). For non-trivial systems, the
first invariant, ⌫0, described if the system is a ”weak” (⌫0 = 0) or ”strong” (⌫0 = 1)
topological insulator [Hasan and Kane, 2010]. Weak TIs are characterized by an even
number of Dirac cones in their Fermi surface. As a consequence, any disorder will couple
the zero-energy modes of the even number of Dirac cone, that are not anymore protected
by TR symmetry, leading to a gap opening: the topological states are not topologically
protected. On the contrary, strong 3DTIs are characterized by an odd number of Dirac
cones, so that at least one Dirac cone will be uncoupled to others: the topological states
are then protected against disorder by TR symmetry. The last three indices are related
to the parity of the band structure at the high symmetry points of the Brillouin zone;
basically, they will account for which surfaces of a topological system will host surface
states. For instance, the indices for the Bi2Se3 family, (1;000) ensures 1) that those com-
pounds are strong 3DTI and 2) that surface states will occur on all surfaces, whatever
the crystalline orientation [Hasan and Kane, 2010].
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From this indices, it has been shown that all topological phases can be classified,
depending on the symmetries of the Hamiltonian, into di↵erent universality classes, that
are reviewed in the next section.
1.2.3 Classification of topological classes
The possible topological phases have been fully classified [Schnyder et al., 2008,Kitaev,
2009,Altland and Zirnbauer, 1997, Schnyder et al., 2009, Ryu et al., 2010]. Three sym-
metries have been considered: TR symmetry ⇥, particle-hole symmetry ⌅, and chiral
symmetry ⇧ = ⇥⌅. Depending on the possible action of those symmetries on a Hamilto-
nian, and depending on the dimension, the system will be topologically trivial (equivalent
to vacuum), or non-trivial with two di↵erent classes: Z or Z2. The global classification is
shown in table 1.1. The QHE corresponds to class A, that does not verify any symmetries,
and it is topological in 2D, but not anymore in 3D (and indeed, no QHE is expected for
a 3D bulk system). The topological insulator state, corresponding to class AII, verifies
TR symmetry and breaks the other symmetries, and it is non-trivial in 2D and 3D, cor-
responding to 2DTI and 3DTI. Topological superconductors belong to class D, and are
non-trivial in dimensions 1 and 2. Other topological phases are expected for systems with
other symmetries, and are still to be discovered.
Symmetry Dimension
AZ ⇥ ⌅ ⇧ 1 2 3
A 0 0 0 0 Z 0
AIII 0 0 1 Z 0 Z
AI 1 0 0 0 0 0
BDI 1 1 1 Z 0 0
D 0 1 0 Z2 Z 0
DIII -1 1 1 Z2 Z2 Z
AII -1 0 0 0 Z2 Z2
CII -1 -1 1 Z 0 Z2
C 0 -1 0 0 Z 0
CI 1 -1 1 0 Z Z
Table 1.1: Table of the topological classes, from Hasan and Kane [Hasan and Kane, 2010].
The notation for topological classes (AZ) is the one of Atland and Zirnbauer [Altland and
Zirnbauer, 1997]. For each set of the three considered symmetries, labeled with an AZ
notation (on the left), the topological class (0, Z, Z2) is given for each dimension.
In this section, we reviewed the most important theoretical concepts necessary to
understand the physics of topological insulators. In the next section (1.3), we will look
at the experimental point of view, and consider several topological systems in order to
understand their intrinsic properties with real examples.
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1.3 Experimental realizations of Topological Insula-
tors
1.3.1 1D TI, the SSH model
From a pragmatic/experimentalist point of view, a simple way to grasp the properties of
a topological insulator is to study a real topological system. The simplest of which being
the one of lowest dimensionality: the one dimensional topological insulator (1DTI).
Figure 1.3: Schematic of a poly-acetylene molecule, and its representation in term of the
SSH model, with hopping amplitude t1 and t2. Below, the two limit cases considered:
intracell hopping (left) and intercell hopping (right).
Such a 1D TI was found in polyacetylene molecules [Su et al., 1979]. Those are polymer
chains, that can be regarded as 1D carbon chains. Because of the valence four of carbon,
each carbon atom should be linked with his nearest carbon neighbors, once with a double
bound C = C, once with a simple bound C - C (the last bound being with an hydrogen
atom). The electronic hopping between carbons in such a system is thus governed by two
parameters t1 and t2, depending on if the bound between two atoms is simple or double
(see fig.1.3). Such a situation is of course not limited to this kind of chains, as the Peierls
instability ensures that a 1D chain will spontaneously dimerize, leading to a similar case.
Similar e↵ect have been reported for 1D cold atom chains [Atala et al., 2013].
The Su-Schrie↵er-Heeger (SSH) model [Su et al., 1979] describes the system with a
tight-binding Hamiltonian of 2N sites with spinless fermions with only nearest neighbor
CHAPTER 1. TOPOLOGICAL INSULATORS 16
Figure 1.4: Band structure of the SSH model, for t1 = t2 (blue dotted line, gapless band
structure) and t1 6= t2 (gapped band structure).
hopping:
H =
2NX
n=1
tncˆ
†
ncˆn+1 + h.c.
for the simple model. The hopping amplitudes t2n = t1 and t2n+1 = t2 corresponds to the
two di↵erent situations for the C-C and C=C bondings.
The energy bands from this model are represented in figure 1.4. For t1 6= t2, the band
structure is composed of two bands separated by a gap. If we fix the Fermi energy at
µ = 0, i.e. for a system with N electrons, the system is then insulating. This is a natural
hypothesis, as in a real polyacetylene chain every atom brings one conduction electron,
so altogether N electrons of each spin. In the following, we will refer to the part of the
chain verifying translational invariance as the ”bulk” of the chain, as an analogy to the
bulk of a 3D system. In this simple view, wether t1 < t2 or t1 > t2 does not a↵ect the
band structures, and the system is anyway insulating. Yet, when considering the fully
dimerized system, both cases do not belong to the same universality class.
Indeed, let’s consider a fully dimerized chain with 2N sites. Each dimer/cell con-
sist of a pair pn   pn+1 of neighboring sites. The first thing to notice is that the two
situations t1 < t2 and t1 > t2 are topologically equivalent to the cases t1 = 0/t2 = 1 or
t1 = 1/t2 = 0, respectively. Indeed, it is possible to continuously change the hamiltonian
from t1 < t2 to t1 = 0/t2 = 1 without closing the bulk gap. For example, applying first a
continuous transformation t1 ! 0, which does not close the gap (it closes only for t1 = t2);
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and applying then a continuous transformation t2 ! 1. Such a transformation with no
gap closure is called an adiabatic transformation, although it does not take place in time
(there is no concept of slow transformation here, only continuity plays a role). The same
goes for transforming t1 < t2 into t1 = 0/t2 = 1. However, no adiabatic transformation
can transform t1 = 0/t2 = 1 into t1 = 1/t2 = 0, as any continuous transformation would
imply having at some point t1 = t2, and hence a gap closure. Those two situations belong
to di↵erent universality classes: t1 = 1/t2 = 0 is arbitrary taken as the topologically
”trivial” case (intracell hopping), while t1 = 0/t2 = 1 is topologically non-trivial (intercell
hopping). In the following, we will only consider those two extreme topological cases.
Now the important question is: what does happen at the interface between two bulk
regions with inter and intracell hopping, respectively? Such a situation could indeed hap-
pen in the chain, either in the presence of disorder, or in the case of electronic doping of
the chain. The nice thing about the SSH model is that the answer to this question is easy
to understand from the topological band theory point of view, and visually obvious.
Figure 1.5: Fully dimerized SSH chain, with an intercell hopping domain nucleated into
an intracell one. Two 0D zero-energy modes appear at the interface, localized on the
monomere 3A and the doublet 6B-7B.
If we consider the interface between an intercell hopping region and an intracell one,
as represented in figure 1.5, we immediately see that the atom 3A at the left interface
does not bind with any other atom. Hence, the conduction electron of this monomer
cannot hoppe and is localized on the atom 3A. This localized state has a zero energy (as
no onsite potential is considered in this model). The second interface necessarily happens
on the second sub-lattice B (here, 6B and 7B); similarly, three atoms share two bonds.
On this trimer, the odd superposition of the two B sites forms a zero-energy state:
H(|6, Bi   |7, Bi) = 0
leading to a zero-energy state delocalized over those two atoms.
So from the simple visual point of view, generating a domain in the fully dimerized
insulating system leads to: 1) an even number of interfaces, evenly split between each
sub-lattice (”chiral” states) and 2) zero-energy 0D modes, localized at interfaces. Or re-
formulated: the non-trivial 1D topological insulator (with intercell hopping) hosts chiral
zero-energy 0D modes, localized at the interface with the trivial 1D insulator (with intra-
cell hopping).
From the topological band structure point of view, it is also possible to draw the
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same conclusions. Indeed, as we explained, no adiabatic path allows to change from an
intracell to an intercell hopping gap. Which means that the only possible realization of
such an interfaces implies to close the gap, somewhere at the interface, in order to reopen
it in a di↵erent topological class. According to the topological band theory, those gapless
states must be chiral (in the SSH case: chirality is played by the localization on the two
sub-lattices).
Note that all this discussion, carried out on the fully dimerized limit cases, is still valid
for all intermediate values of t1 and t2, and for any interface between t1 < t2 and t1 > t2,
as all intermediate values are topologically equivalent to one of the limit cases. The ar-
gument stating that the gap must close at the interface is still valid. In particular, this
means that disorder, that could locally a↵ect the values of t1 and t2, does not a↵ect the
existence of the zero-energy interface states, as they only depend on the band structure
on both sides of the interface: they are ”topologically protected” against disorder. Only
a disorder that would globally destroy the translational symmetry (and hence the band
structure itself) would a↵ect the interface state’s existence. Just the spatial localization of
the edge modes will be altered when deviating from the limit case: although the monomer
state is perfectly localized in the fully dimerized case, turning the intracell hopping on
will give the electron a probability to hope, giving this state an evanescent width into the
bulk [Asbo´th et al., 2013,Su et al., 1979].
From this simple example, we can understand what forms the principal property of a
topological insulator: the existence of chiral gapless states at the interface with a trivial
insulator (here, the chirality is played by the sub-lattice). In the following, we will focus
on other topological systems with similar properties at higher dimensions: 2DTI, and
mainly 3DTI.
1.3.2 2D TI: the CdTe/HgTe/CdTe quantum well
In 2005, Kane and Mele gave an important theoretical contribution to the field: study-
ing the contribution of a strong spin-orbit coupling in graphene, they discovered a new
topological phase called quantum spin Hall e↵ect (QSH) [Kane and Mele, 2005a]. It is
however di cult to evidence this e↵ect in graphene, due to its small intrinsic spin-orbit
coupling and a possible route to the realization of a QSH state requires a proximity e↵ect
with atoms of high atomic number.
The first QSH state found experimentally is a two dimensional topological insulator
(2DTI) in CdTe/HgTe/CdTe quantum well. This system is characterized by a strong
spin-orbit coupling, and verifies time-reversal (TR) symmetry. First predicted to host
a topological phase in 2006 [Bernevig et al., 2006], it was experimentally discovered in
2007 [Ko¨nig et al., 2007]. The topological phase results from a band inversion process: in
the quantum well of HgTe, the conduction and valence bands are reversed compared to
those of bulk CdTe. This ensures that, at the interface, the bands have to reverse and,
consequently, to cross (see fig.1.6). This leads to the formation of one dimensional gapless
state at the edges of the well. The energy dispersion of those 1D topological edge states is
linear, resulting in a band structure so-called Dirac cone. Because of the strong spin-orbit
coupling the spin degeneracy is lifted and the edge states are spin-helical: in order to
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minimize the spin-orbit energy, and to verify TR symmetry, one direction of propagation
is associated with one single spin direction, locked perpendicular to the momentum. This
new topological phase was thus coined as a QSH state.
Figure 1.6: a) Schematic vision of the edge channel in a HgCdTe quantum well, each
spin-population being associated to one direction of propagation. Adapted from [Ko¨nig
et al., 2007]. b) Upper panel: bulk band structure of HgTe and CdTe. Lower pannel:
Schematic of the quantum well geometry and lowest subbands for two thicknesses below
or above the critical thickness dc. Adapted from [Ko¨nig et al., 2008]
This state is di↵erent from edge states from the Quantum Hall E↵ect (QHE), in
several key aspects. First, in the QHE, TR-symmetry is broken: the QHE needs a strong
magnetic field to appear. On the contrary, in 2DTI the intrinsic spin-orbit field plays
the role of an intrinsic magnetic field, thus preserving TR-symmetry. Besides, the edge
states of a 2DTI propagate in both directions, depending on their spin (see fig.1.6), which
can be seen as two copies of edge states in the QH regime with either orientations of the
magnetic field.
Thanks to the 1D character of the edge states, they are protected against backscatter-
ing, and more generally against non-magnetic elastic scattering. Indeed, for an incoming
electron with momentum k, the only other state at the same energy is the state with
same k but opposite direction of propagation. But this other state has a spin-polarization
that is opposite to the one of the incoming state. As non-magnetic impurity cannot cou-
ple to the spin, those two states are orthogonal and backscattering is forbidden. Hence,
edge states are purely ballistic which leads to a quantized conductance of G0 = 2e2/h
(see fig.1.7). Inelastic scattering is restored by introducing magnetic impurities that can
couple with the spin.
Although HgTe/CdTe quantum well are model systems to investigate the physics of
QSH edge states, they also have some limitations. First, the growth of such a quantum
well by molecular beam epitaxy is di cult and remains the expertise of only a couple of
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Figure 1.7: a) Schematic of the edge channel in a 2DTI Hall bar. Adapted from [Ko¨nig
et al., 2008]. b) Gate voltage dependence of the two terminal conductance of the Hallbar,
showing quantized of edge states when d > dc (samples III and IV) Adapted from [Ko¨nig
et al., 2007].
groups worldwide. Second, this material has a rather small gap: the spin-orbit gap, re-
sponsible for the existence of the topological state, reaches a maximal value of 40meV for
a well thickness d=8.5nm [Ko¨nig et al., 2008]. This gives the energy scale needed to break
the topological order. As the topological state is ensured by time-reversal symmetry, any
interaction breaking this symmetry (magnetic impurities, magnetic field...) a↵ects the
edge states by opening a gap at the Dirac point. As the spin-orbit gap in which the Dirac
cone occur is small, a small magnetic disorder will have a strong impact, which is another
reason why the growth is delicate. Same goes for magnetic field or magnetic contacts.
Koenig et al. already noticed in their original paper that a small transverse field, of
the order of 50mT, would already increase the sample resistance by an order of magni-
tude [Ko¨nig et al., 2007]. Even thermal smearing at room temperature, kBT ' 26meV is
comparable to the band gap, which imposes to work at very low temperature and strongly
limits the possible applications. To date, there are however only a few systems in which
the QSH state develops, and there are only very few alternative to II-VI heterostructures,
like InAs/GaSb quantum wells [Qu et al., 2015].
1.3.3 3D TI: topological metallic surface states at the surface in
Bi2Se3 and Bi2Te3
Shortly after the theoretical prediction of the QSH e↵ect, the concept of topology was gen-
eralized to other dimensions. In particular, three dimensional topological insulator (3DTI)
were predicted in 2007 [Fu and Kane, 2007]. Those materials are 3D bulk insulators, host-
ing 2D gapless electronic states at their interface with topologically-trivial systems (trivial
insulators, vacuum, metal...), as sketched in fig.1.8. The first compounds predicted to be
a 3DTI was Bi1 xSbx ( [Fu and Kane, 2007], discovered soon aftewards [Hsieh et al.,
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2008]) and, shortly after, the Bi2Se3 family ( [Zhang et al., 2009b,Xia et al., 2009,Hsieh
et al., 2009a]): Bi2Se3 (see fig.1.8), Bi2Te3 , Sb2Te3. Strained HgTe can also be a 3DTI,
although its gap is still small [Bru¨ne et al., 2011].
Figure 1.8: a) Schematic of the surface states in a 3DTI, characterized by their Dirac
cone. b) Band structure calculation for Bi2Se3 . The single Dirac cone is clearly visible
at the   point. Adapted from [Zhang et al., 2009b].
The members of the Bi2Se3 family (Bi2Se3 , Bi2Te3 , Sb2Te3) soon emerged as very
good candidates for the study of topological surface states. Indeed, their band structure
is simple: the topological surface state’s (TSS) band structure consist of a single spin
helical Dirac cone, located at the center of the Brillouin zone (see fig. 1.9). The Dirac
point in Bi2Se3 is located in the bulk gap [Hsieh et al., 2008,Xia et al., 2009], so that it is
in principle possible to tune the Fermi energy close to it without bulk conductivity, con-
trary to Bi2Te3 , for which the Dirac point is located about 130meV below the top of the
valence band [Chen et al., 2009]. Still, as will be seen later, Bi2Te3 has other advantages
over Bi2Se3 for electrical studies, namely a lower intrinsic bulk carrier density.
The second important property of the Bi2Se3 family is the size of their band gap.
The gap of Bi2Se3 , as measured by angle resolved photoemission spectroscopy (ARPES),
is close to 300meV [Hsieh et al., 2009a, Xia et al., 2009]1, and close to 170meV for
Bi2Te3 [Chen et al., 2009, Hsieh et al., 2009b]. Such band gaps make the TSS much
more robust to perturbations (magnetic field, magnetic or non-magnetic impurities). It
also ensures that the topological properties can still be observed at room temperature.
1Interestingly, there is still no consensus on the value of the gap in Bi2Se3 . Whereas all ARPES
experiment report a gap of ' 300meV (wether with thin-films or bulk single-crystals) [Bianchi et al.,
2010, Hsieh et al., 2009a, Xia et al., 2009, Bianchi et al., 2011, Zhu et al., 2011], direct optical studies
report significantly lower values closer to ' 200meV [Orlita et al., 2015, Post et al., 2013, Ko¨hler and
Hartmann, 1974]. This discrepancy is not yet fully understood. It is suspected that ARPES, being a
surface sensitive technic, also takes specific surface reconstruction e↵ects into account, whereas optical
methods probe the whole sample volume [Orlita et al., 2015].
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Figure 1.9: a) Band structure of a Bi2Se3 surface measured by ARPES. The predicted
Dirac cone is clearly visible at the center of the Brillouin zone. Adapted from [Xia
et al., 2009]. b) Spin polarization of Bi2Se3 surface’s band structure, measured by spin-
resolved ARPES. The two branches of the Dirac cone are showing a clear spin-polarization,
that reverses below the Dirac point, showing the helicity of the surface states. Adapted
from [Sa´nchez-Barriga et al., 2014].
Another interesting aspect is that many materials of this family are stoechiometric
compounds or solid solution with a rather high crystal quality. Moreover, due to the
layered nature of the crystalline structure, it is possible to exfoliate single crystals. Those
materials can also be grown as nanostructures, as will be developed in chapter 3.
In this thesis, we will investigate the transport properties of Bi2Se3 and Bi2Te3 nanostruc-
tures. We will first describe some properties of their band structure in the next section,
especially its evolution under an external parameter, like magnetic field, or in the presence
of quantum confinement.
1.4 Band structure of Bi2Se3 and Bi2Te3 , e↵ects on
transport properties
In this section, we review the main properties of the spin-helical band structure of TSS in
3DTI, mainly focusing on Bi2Se3 (section 1.4.1). In particular, we insist on the properties
of spin-helical Dirac fermions that di↵er from the usual case of massive fermions and even
from the case of DF in graphene, either due to their energy dispersion or to their spin-
helicity. First, the basic properties of the Bi2Se3 band structure are described (see section
1.4.1), and the robustness of TSS when depositing di↵erent materials on a strong 3DTI
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is discussed. The e↵ect of spin texture on scattering is described (section 1.4.2). The
e↵ective mass of DF with linear energy dispersion (cyclotron mass) is calculated (section
1.4.3). Finally, we show the e↵ects of quantum confinement and of a magnetic field on
the band structure (section 1.4.4).
1.4.1 Basic properties
As already mentioned, the band structure of the 3DTIs from the Bi2Se3 family has the
advantage of being very simple. For Bi2Se3 , the band gap at the   point, that is due to
spin-orbit coupling, closes at the surface, resulting in a single Dirac cone at the center of
the Brillouin zone (see fig.1.9). Because of the strong spin-orbit coupling in these systems,
the topological surface states (TSS) are spin-helical, meaning that the spin degeneracy
is lifted, with the spin of a TSS’ Dirac fermion locked in one direction, perpendicu-
lar to the momentum ~k [Sa´nchez-Barriga et al., 2014]. The Fermi velocity in Bi2Se3 is
vF = 5.4 ⇥ 105m.s 1 as determined by ARPES [Xia et al., 2009,Hsieh et al., 2009a,Ko-
rdyuk et al., 2012].
The existence of topological states, first proven by ARPES measurements, is guar-
anteed at the interface between the 3DTI and a trivial insulator, like vacuum. TSS also
exist at other interfaces, and theoretical calculations were conducted for most cases. TSS
exist at the following interfaces (see fig.1.10):
1) TI-trivial insulator/vaccum [Fu and Kane, 2007].
2) TI-Metal. Indeed, the topological properties are those of a gap: in order to switch
at the interface from one topological class to another, the gap closes and then re-opens
with the new topology. But gaps in a usual metal are topologically trivial, meaning that
there will also be a gap closure at the interface between a 3DTI and a normal metal [Cul-
cer et al., 2010]. This ensures the possibility to investigate TSS by means of electrical
transport, which requires to contact a 3DTI structure with metallic leads.
3) TI-ferromagnet. Although the magnetic leads break TR symmetry, it has been shown
that the topological state still exists [Men’shov et al., 2013,Eremeev et al., 2013,Eremeev
et al., 2015]. It is only pushed deeper into the TI bulk (a few A˚), and becomes slightly
gapped. This interface is of particular interest, as many exotic e↵ects are predicted to arise
when using ferromagnetic leads on a TI (anomalous QHE [Hasan and Kane, 2010,Pankra-
tov, 1987], topological magneto-electric e↵ect [Essin et al., 2009,Qi et al., 2008]).
4) TI-superconductor. Calculations show that the topological state’s Dirac cone is un-
perturbed by the superconductor [Stanescu et al., 2010], i.e the superconductor does not
induce any other gap opening than the superconducting minigap. Here also, many in-
teresting e↵ects are predicted to happen in superconductor-TI nanowire junctions. In
particular, such a system is predicted to host Majorana fermions [Fu and Kane, 2008].
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Figure 1.10: Schematic picture of the evolution of the TI band structure at several inter-
faces: upper panel, no change when interfacing with an insulator, a metal or a supercon-
ductor; lower panel, the TSS gets pushed deeper when interfacing with a ferromagnet,
and there is a small gap opening at the DP.
1.4.2 Influence of the spin texture on momentum scattering
Figure 1.11: Schematic picture of the enhanced forward scattering of TSS. Because of
the spin-momentum locking, scattering on a non-magnetic impurity is more probable in
a direction were the spin-overlap is maximal. The limit case, backscattering, is forbidden
because of orthogonality of the wave-functions.
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Because of their spin texture, the TSS have specific scattering properties [Culcer et al.,
2010]. As for edge states of 2DTI, single-particle backscattering on a non-magnetic im-
purity is forbidden, as the two counter-propagating wave-functions are orthogonal [Fu
and Kane, 2007,Lee et al., 2009]. This was experimentally confirmed by STM measure-
ments of quasi-particle interferences (QPI) in Bi1 xSbx [Roushan et al., 2009]. Still, in a
3DTI, if direct backscattering is forbidden, scattering at smaller angles is allowed, which
restores the backscattering through several scattering processes. Nevertheless, the impor-
tant e↵ect is rather the enhanced forward scattering of the spin-helical DF. Indeed, as a
non-magnetic impurity does not interact with the electron’s spin degree of freedom, the
scattering probability depends on the overlap of the initial and final spin wave-function.
This overlap will be larger when initial and final spins are nearly aligned, which favors low
scattering angles. Theoretical calculations have shown that scattering of spin-helical DF
is limited to a few degrees [Culcer et al., 2010]. This strong anisotropic scattering results
in a di↵erence between the electronic mean free path le, associated with the quantum life-
time of an electronic state, revealed for instance by Shubnikov-de-Haas oscillations, and
the transport length ltr, associated with backscattering and which appears in the Drude
formula. In 3DTI, the ratio ltr/le is predicted to be as large as 20 to 60 [Culcer et al.,
2010] which will have important implications in the rest of this work.
1.4.3 E↵ective mass of Dirac Fermions
The linear energy dispersion of surface states is well described by a Dirac Hamiltonian
with a zero-mass term:
HTSS =
q
p2v2F +m
2v4F = ~vFk , if m = 0.
The quasi-particles described by the Dirac cone are hence often called ”spin-helical mass-
less Dirac fermions”. Here, the term ”massless” refers to the form of the Dirac Hamilto-
nian describing the surface states. But this term can be confusing, as it tends to give the
impression that DF have a zero e↵ective mass. The e↵ective mass usually associated to
normal fermions is the band curvature, which is indeed zero here. Still, those fermions do
have a finite e↵ective mass, which is the cyclotron mass m⇤TSS = EF/v
2
F [Analytis et al.,
2010b].
A simple way to make this e↵ective mass appear is to re-derive the Drude law for Dirac
fermions. If we start from the Einstein formula:
  = e2 ⇥DOS ⇥D
where DOS is the TSS density and D =
v2F⌧
2 the di↵usion coe cient (where ⌧ is the
di↵usion time). For spin-helical DF (with no spin-degeneracy) described by the energy
dispersion E = ~vFk, the DOS and the electronic carrier density n read:
DOS(E) =
1
2⇡
⇥ E~2v2F
=
1
2⇡
⇥ k~vF , n(kF) =
k2F
4⇡
Hence,
  =
e2
2⇡
⇥ kF~vF ⇥D =
e2
2⇡
⇥ kF~vF ⇥
v2F⌧
2
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which we can reorganize into:
  = e2 ⇥ k
2
F
4⇡
⇥ v
2
F
~vFkF
⇥ ⌧ = ne
2⌧
m⇤TSS
which is the Drude formula for spin-helical Dirac fermions.
Figure 1.12: Dependence of the Shubnikov-de-Haas e↵ective mass with the carrier density
in graphene, demonstrating the linear dependence of the cyclotron mass with the energy
for Dirac fermions. Adapted from [Novoselov et al., 2005].
Interestingly, this cyclotron mass depends on the energy, as has already been shown
for spin-degenerated DF in graphene [Novoselov et al., 2005] (see fig.1.12). As we will see
later in chapter 4, this will have a strong impact on the analysis of Shubnikov-de-Haas
oscillations.
Under an external transverse magnetic field, a continuous density of states turns into
a discrete density of states called Landau levels [Shoenberg, 1984, Datta, 1997]. This
discretization has a strong influence on the transport properties, in particular it will lead
to oscillations of the longitudinal resistance (Shubnikov-de-Haas oscillations) that will be
described in the next chapter. Here we just want to emphasize the fact that the Landau
Level (LL) energies are di↵erent in a massless Dirac system and in a normal massive
system. For TSS, the LL energies read [Castro Neto et al., 2009,Cheng et al., 2010]:
En = ±vF
p
2n~eB
where En depends as the square-root of B, which is a unique behavior of massless Dirac
fermions. Contrary to the case of massive quasiparticles, LL are not equally spaced (see
Appendix A).
1.4.4 E↵ect of quantum confinement in a wire: transverse quan-
tization
In this thesis, we mostly investigate TI nanowires and narrow nanoribbons. The length of
those nanostructures will be a few tens of micrometer, and their transverse dimensions is
below ⇠100nm for the height and from 50nm to a few µm for the width. Those transverse
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dimensions are small enough to induce the quantum confinement of surface DF, with a
transverse energy quantization of a few meV. This modifies the band structure of the TSS
in the weak-disorder regime.
Figure 1.13: a) Schematic picture of a 3DTI nanowire: there is coexistence of TSS (blue
area) with bulk states (red area). b) Schematic view of the transverse energy modes due to
transverse confinement, cutting the Dirac cone into ”slices” parallel to k// and separated
by  k? =  E?/~vF, with  E? = hvF/Lp.
The energy dispersion of TSS reads E(k) = ~vFk. In presence of quantum con-
finement, like in a narrow wire, the transverse momentum is quantized: k? must verify
periodic boundary conditions around the wire, as the wave-function of the TSS propagates
around the wire. Thus, k? = n⇥ 2⇡Lp , with Lp the wire perimeter and n 2 Z. The energy
becomes quantized in the k? direction into transverse modes:
En? = hvF
n
Lp
In the case of a 3DTI nanowire, because of the Dirac dispersion this quantization energy
can be quite large. For a typical section of S =100nm x 150nm, Lp = 500nm and the
quantization energy between two levels is  E? = 4.5meV. Contrary to the case of massive
particles with parabolic dispersion, those transverse modes are intrinsically equally spaced
in energy. The Dirac cone is cut into slices in the k? direction, while still continuous in
the k// direction where there is no confinement.
Interestingly, the transverse modes quantization has a direct e↵ect on their transmis-
sions, due to the spin texture of the Dirac cone. Indeed, let’s consider a mode with k? 6= 0.
On the section of the cone at this k?, the spin states for±k// are not perfectly anti-aligned.
Therefore the wave-functions of counter-propagating states of one given transverse mode
are not orthogonal. Thus, the backscattering process in a given transverse mode (keeping
the same k?) is not forbidden. For all transverse modes with k? 6= 0, the topological
protection is lost. Only the mode at k? = 0, crossing the Dirac point, has still its spins
perfectly anti-aligned, and thus keeps its topological protection. It has been shown by
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Bardarson and co-authors [Bardarson et al., 2010] that this mode crossing the Dirac point
is perfectly transmitted, while all other modes should have smaller transmission in the
presence of disorder. Moreover, this perfectly transmitted mode (PTM) does not exist at
zero magnetic field. Contrary to carbon nanotubes, the zero energy mode (PTM) only
exist if half a quantum of flux is threaded through the wire (and not at zero magnetic field)
because of the ⇡-Berry phase picked up by DF while circulating around the nanowire, so
that no transverse mode at k? = 0 exists under zero field. In order to compensate the
Berry phase and recover the PTM, a half quantum flux  0/2 must be threaded into the
nanowire [Bardarson et al., 2010] (see fig.1.14).
Figure 1.14: Schematic projection of the transverse levels in the (E,k//) plane. Left:
For   = 0, because of the ⇡-Berry phase, all transverse levels are shifted by  k?/2,
and no transverse mode intersects the Dirac point. Right: For   =  0/2, the additional
Aharonov-Bohm ⇡-phase compensates the Berry phase and a perfectly-transmitted mode,
crossing the Dirac point, is recovered. Adapted from [Bardarson et al., 2010].
As will be developed in chapter 5, this quantization of transverse modes leads to spe-
cific transport properties of TSS. In particular, the amplitude of conductance fluctuation
of TSS in a disordered nanowire will have a non-universal behavior (see chapter 5.4).
1.4.5 Intrinsic doping in Bi2Se3 /Bi2Te3
As previously discussed, 3D topological insulators are very interesting system for the
investigation of 2D electronic states. In particular, as discussed later on (see chapter
2), quantum transport properties can reveal intrinsic properties of the Dirac fermions.
Moreover, as the TSS are gapless states, i.e. conductive, with an ideally insulating bulk,
the direct investigation of the transport properties of these systems should be an easy
task.
However, in Bi2Se3 and Bi2Te3 , such a study is complicated by the existence of a
strong intrinsic doping [Brahlek et al., 2015, Analytis et al., 2010b, Hora´k et al., 1990].
This doping occurs due to naturally grown vacancies (in particular Se vacancies in Bi2Se3)
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that act as electrical dopant (double donors) [Hora´k et al., 1990, Xue et al., 2013]. In
Bi2Se3, this doping is usually of the order of 1019cm 3 [Brahlek et al., 2015, Analytis
et al., 2010b], which traps the Fermi energy high in the conduction band (EF = 150meV,
typically), turning the bulk into a good conductor. As a result, the TSS contribution
to the conductance is mixed with a bulk contribution, of topologically-trivial nature.
Although some thermodynamic (melting-point) growths proved to be able to produce
single crystals with intrinsic doping down to a few 1016cm 3 [Analytis et al., 2010b], the
bulk conductance remains present as the degeneracy limit for Se vacancies is extremely
low, close to 5.1014cm 3 [Brahlek et al., 2015]. In this regard, Bi2Te3 is an interesting
compound, because two types of defects lead to a close-to-compensation situation [Hor
et al., 2010]. Therefore, the Fermi level can be pinned in the gap of Bi2Te3 . Still, a
residual bulk conductivity is an important obstacle to investigate the transport of TSS.
However, this remains possible by studying quantum transport in 3DTI nanostructures,
as detailed in the next chapter.
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Chapter 2
Quantum Transport
2.1 Introduction
The quantum nature of charge transport is usually revealed at low temperature and in
small conductors, that is, when some microscopic lengthscales compare with the system
size. Di↵erent quantum transport phenomena are related to either the energy quantization
of the density of states, or the phase-coherent transport of electronic waves, and disorder
a↵ects the transport properties and the quantum corrections to the classical conductance.
This regime of multiple-path quantum interferences is called mesoscopic transport. It cor-
responds to the more general definition of mesoscopic physics, which is the intermediate
regime between the quantum world of electrons and atoms (for which the phase of the
wave functions matters), and the classical world of macroscopic systems (large number
of states or paths, where no interference e↵ects remains). In the mesoscopic regime, the
resistance of a system made of a large amount of atoms and electrons is measured, but
its quantum properties can still be measured. Information about the microscopic inter-
actions of electrons with defects, phonons, magnons, or other electrons, as well as their
scattering properties, can be extracted from the measurement of the quantum corrections
to the conductance and the fundamental properties of the quasi-particles can be studied
by quantum transport experiments.
In the case of 3D topological insulators, quantum transport is also a powerful tech-
nique to investigate the physics of topological surface states despite the presence of a
large bulk conductivity. For instance, Aharonov-Bohm oscillations gave a direct evidence
of the existence of surface states [Peng et al., 2010], and their study at very low tempera-
ture allowed us to reveal the specific interaction of spin-helical Dirac fermions with their
environment or a static disorder [Dufouleur et al., 2013,Dufouleur et al., 2015]. Although
the presence of a parallel bulk contribution to the conductance complicates the study of
TSS, we will show that a thorough study of Shubnikov-de-Haas oscillations (chapter 4)
or a detailed investigation of quantum interferences in a 3DTI nanowire (chapter 5) allow
to investigate the specific properties of topological surface states.
In this chapter, we introduce the basics of quantum transport, considering either en-
ergy quantization or coherence e↵ects, and then focus on the di↵erent types of quantum
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interferences. The classical theory of electronic transport is first described in section 2.2.
The e↵ect of a magnetic field on the resistance is discussed in both the classical (classical
magnetoresistance, section 2.2.2) and the quantum regime (Shubnikov-de-Haas oscilla-
tions, section 2.3). The di↵erent regimes (ballistic, di↵usive, quasi-ballistic) are presented
(section 2.4). The phenomena arising from phase-coherent e↵ects (Aharonov-Bohm e↵ect,
AAS e↵ect, conductance fluctuations, Weak Localization) are detailed (see section 2.6).
Finally, we review the state of the art of transport studies in topological insulators (see
section 2.7).
2.2 Classical approach to charge transport
Considering a disordered conductor, the conductance is related to the probability for an
electron to propagate across the system (see fig.2.1) through di↵erent electronic paths
(Feynman paths) between scatterers [Feynman and Hibbs, 1965]. If Ai is the amplitude
of probability for the path i, the total probability for an electron to cross the sample
reads [Beenakker and van Houten, 1991]:
P (r, r0, t) =
      
X
i
Ai
      
2
=
X
i
  A2i   +X
i 6=j
AiA
⇤
j
Figure 2.1: Schematic view of two interfering electronic paths (Feynman path), propagat-
ing in a di↵usive system between scatterers.
In this decomposition, the first term does not consider any interference between the dif-
ferent electronic paths. This contribution is the classical contribution, given by the Drude
model. The second term includes all interferences between the di↵erent paths. At high
temperatures or long length-scales, this term vanishes, because the electrons cannot retain
their phase coherence and quantum corrections due to interferences average to 0. At very
low temperatures and short length-scales, electrons interfere coherently with each-other,
slightly modifying the probability for an electron to cross the sample, and consequently
the conductance. The typical length-scale on which these interference e↵ect matter is the
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phase coherence length L', which is the typical length over which the electronic phase
remains deterministic (no phase-renormalisation event) which is typically at the micron-
size at low temperature. This correction is small: as long as we are in disordered metallic
systems (kFltr   1), quantum corrections to the classical conductance remain small as
compared to the classical conductance.
In this section we will first focus on the non-interfering term (see section 2.2.1). In
particular, the classical magnetoresistance e↵ect is discussed (see section 2.2.2).
2.2.1 Drude model
The first historical model of conduction in a solid was developed by Paul Drude in 1900.
This classical model considered collisions between electrons and atoms. Because of its
classical nature this model was not able to account for band structure e↵ects. Still,
despite its simplicity, many important aspects of the conduction in metals are already
present. Therefore it is interesting to present it as an introduction.
Consider a system of scattering centers, like impurities, with electrons propagating.
We assume that the scattering of electrons on atoms is isotropic. The current density
reads:
j =  E = nq hvi
with   the conductivity and E the electric field, hvi the average carrier velocity, n the
carrier density and q the electrical charge of the carriers. In this system, the electrons will
propagate ballistically over an average distance le, the electronic mean free path, before
being scattered in a random direction (isotropic scattering). During this ballistic flight,
the electron is only submitted to the Lorentz force, resulting in a constant acceleration:
ma = qE =) mv = qEt
and an accumulated velocity during flight duration ⌧ , with ⌧vF = le:
hvi = qE⌧/m
so that finally:
j =  E = nq2⌧/mE
Despite the base of the calculation being wrong, this result is correct provided that the
mass of the quasi-particle is the e↵ective mass m⇤ and the relevant carrier density is the
total electronic density at the Fermi energy, so that:
  =
n(EF)e2⌧
m⇤
In the case of anisotropic scattering, the time ⌧ is di↵erent from the time ⌧e between two
scattering events, related to le, and it corresponds to the transport time ⌧tr associated
with the transport length ltr related to the backscattering length.
In this calculation, we neglected all interference e↵ects between quasiparticles. This
approximation is very good providing that averaging e↵ects are very e cient, i.e. that the
interaction between a quasiparticle and the degrees of freedom of its environment (other
electrons, interaction with phonons, magnetic impurities...) is strong and induces strong
decoherence e↵ects.
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2.2.2 Transverse and longitudinal magnetoresistance
Applying a magnetic field has di↵erent e↵ects wether one consider longitudinal (classical
magnetoresistance) or transverse (Hall e↵ect) resistance, with respect to the current, or
depending on the band structure of the system (parabolic/linear magnetoresistance). We
will review these e↵ect in the following sections.
Let us consider only the classical Drude model for a 2DEG, at steady-state [Datta,
1997]:
m
dv
dt
= q(E + v ^B) = 0 with time-averaging.
Over the transport time ⌧tr (over which the momentum relaxes), the averaged accumulated
impulse is then:
m
vD
⌧tr
= q(E + vD ^B)
with vD =
✓
vx
vy
◆
the drift velocity. As a result the resistance is a tensor and not a scalar
anymore. Under B 6= 0, Ohm’s law reads:✓
Ex
Ey
◆
=
 
m
q⌧tr
 B
B mq⌧tr
!✓
vx
vy
◆
The current density is defined as j = q nvD, with n the carrier density, so that:✓
Ex
Ey
◆
=
 
⇢xx ⇢xy
 ⇢xy ⇢xx
!✓
jx
jy
◆
= 1/ 
 
1  Bµ
Bµ 1
!✓
jx
jy
◆
with   = ne2⌧tr/m the conductance and µ =
e⌧tr
m the carrier mobility.
Figure 2.2: Longitudinal resistance Rxx and transverse resistance Rxy according to the
Drude model. No classical longitudinal magnetoresistance is expected.
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From the o↵-diagonal terms, we recover the Hall e↵ect ⇢xy = B/ne. In practice,
one measures the so-called Hall resistance RH:
RH = VH / IB =
1
nqt
with t the thickness of the system and q the charge of the carrier. This constant is directly
deducible from the slope of the Hall voltage dependence with magnetic field. The Hall
e↵ect is a very powerful tool for electrical characterization of a system, as it is independent
of the exact geometry of the system, and gives access to both the carrier density n and
the sign of the charge carriers (electrons/holes).
Diagonal terms, responsible for the longitudinal resistance, are in this approach magnetic-
field independent: ⇢xx = 1/ . According to the Drude model, there should not be any
longitudinal magneto-resistance [Datta, 1997,Beenakker and van Houten, 1991,Dmitriev
et al., 2001] (see fig.2.2).
Yet, many systems display a non-zero longitudinal magnetoresistance, even in four
probe measurements. This magnetoresistance is mainly of two types: either quadratic
or linear with magnetic field. The quadratic magnetoresistance is the usual case in
semiconductor nanostructures in four probe geometry [Paalanen et al., 1983,Choi et al.,
1986,Minkov et al., 2001,Li et al., 2003], and can be large (up to ⇠ 80% [Dmitriev et al.,
2001]), so that it isn’t a perturbative e↵ect to the model above. This e↵ect can have
many origins: classical trajectories forgotten in the Drude model [Dmitriev et al., 2001],
classical correction due to the Coulombian interaction [Houghton et al., 1982,Girvin et al.,
1982,Altshuler et al., 1980], interplay between short-range and long-range disorder [Mirlin
et al., 2001]...
Figure 2.3: Positive linear magnetoresistance predicted in Bi2Se3 as a result of a coupling
between s.o. coupling and linear energy dispersion. Extracted from [Wang and Lei, 2012].
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In topological insulators, the usual case reported is a strong positive linear magne-
toresistance [Wang et al., 2012, Jauregui et al., 2015a, Yan et al., 2013b,Wang et al.,
2014], that can be as large as 600% at 14T, for instance in Bi2Te3 [Wang et al., 2012].
Here again many models have been developed to explain this e↵ect: granularity e↵ect
in systems with strong structural disorder [Parish and Littlewood, 2003] (mostly valid in
granular systems, but not in single-crystals), interaction between long-range and short-
range disorder [Polyakov et al., 2001,Renard et al., 2004], compensation of electron and
hole carriers [Lifshitz et al., 1957, Abrikosov, 2000, Alekseev et al., 2015]... In TI, be-
cause of the linear energy dispersion the explanation by Abrikosov in terms of Landau
levels [Abrikosov, 1998] is often referred to; however this explanation is only valid for a
couple of filled Landau level, i.e. at low Fermi energy, which is never the case in Bi2Se3
or Bi2Te3 . To date, the most convincing model for 3D TIs at high energy appears to be
the one developed in [Wang and Lei, 2012] (see fig.2.3). It focuses on spin-helical Dirac
fermions (applied on Bi2Se3), and with a strong doping/large number of filled Landau
Levels. As shown in [Wang and Lei, 2012], the combination of the spin-helical linear
dispersion, and of a large g factor, results in a linear magnetoresistance already from
low-field and persisting deep in the Shubnikov-de-Haas regime. The large g ' 25 factor
recently measured in Bi2Se3 [Orlita et al., 2015,Wolos et al., 2013] tends to confirm this
approach.
2.3 Energy quantization with a magnetic field: Shubnikov-
de-Haas oscillations
In the previous section, we considered the classical e↵ect of a magnetic field on the con-
ductance. Still, interesting quantum e↵ects arise when considering the action of a strong
magnetic field on the density of state. This e↵ect, known as Shubnikov-de-Haas oscilla-
tions (SdHO), provides lots of information on the physics of a system. In this section we
describe this phenomenon.
2.3.1 Origin of the oscillations: discretization of the density of
state
Let us consider an electronic system embedded in a perpendicular magnetic field. In
the semi-classical approximation, electrons precess around the magnetic field. They are
eventually scattered by disorder, which prevent them to form closed orbits. This holds
until the magnetic field is strong enough to make the cyclotron radius rc becomes smaller
than the electronic mean free path le. The number of closed orbits then becomes non-
negligible, and the electronic wave-function interferes with itself. Periodic boundary con-
ditions applied on the electronic cyclotron orbit induces a quantization of the momentum
k? perpendicular to the applied magnetic field. Those quantized level are called Landau
levels (LL). For massive fermions, the separation between two LL is proportional to the
magnetic field (see fig.2.4). Consequently, with increasing magnetic field, LL will succes-
sively pass through the Fermi energy. Each time one LL passes through the Fermi energy,
the resistance reaches a maximum, which gives birth to SdH oscillations of the resistance
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with the magnetic field. The oscillations only arise when quantized levels start to form,
i.e. when rc ⇠ le, or equivalently when µB ⇠ 1, which means that they are only visible
at high magnetic field.
Figure 2.4: Schematic picture of the motion of electrons under magnetic field. Closed
orbits will impose a discretisation of the DOS, leading to the formation of LL.
2.3.2 Quantum treatment
We will now address a more detailed treatment of this problem [Shoenberg, 1984,Datta,
1997], in both 2D and 3D.
Two dimensional SdH for massive fermions
Lets first consider the 2D case. Consider a free electronic system, with a single band filled.
Applying a magnetic fieldB = Bez along ez induces a vector potential, that we can write
under the form A =  By ex. This choice of gauge does not a↵ect the physics, so that
the same results would be obtained taking another expression forA satisfyingB = r⇥A.
The Schro¨dinger equation reads:
(px   eA)2
2m
+
p2y
2m
 
 = E 
We can rewrite the right member as:
(~kx + eBy)2
2m
=
eB
m
⇥ 1
2
m(y + ~kx/eB)2 = !c ⇥ 1
2
m(y   yk)
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with !c = eB/m the cyclotron frequency and yk =  ~kx/eB. The Shro¨dinger equation
becomes: 
1
2
m!c(y   yk) +
p2y
2m
 
 = E 
The solutions of this Hamiltonian are those of the quantum harmonic oscillator:
En = ~!c(n+ 1/2)
Those Landau levels (LL) energies are k-independent, so they form flat bands, separated
by an energy ~!c. Only the levels below the Fermi energy are filled. Perturbations to this
model (phonons, e-e interactions, disorder...) will tend to broaden the energy levels.
Increasing the field increases the energy spacing between the LL. They will conse-
quently pass through the Fermi energy successively, inducing a fluctuation of the density
of states near the Fermi energy. These fluctuations are periodic with respect to 1/B.
Indeed, for two successive LL crossing the Fermi energy:
~eBn
m
(n+ 1/2) = ~eBn+1
m
(n+ 3/2) = EF
Hence:
~ e
m
(n+ 1/2) = EF/Bn and ~
e
m
(n+ 1/2) + ~ e
m
= EF/Bn+1
so that:
1
Bn+1
  1
Bn
=
~e
mEF
The SdH frequency is then defined by:
fB =
1
1
Bn+1
  1Bn
=
mEF
~e =
h
2e
k2F
2⇡
which can be rewriten in term of the 2D carrier density, n2D = k2F/2⇡:
fB =
h
2e
n2D
Two dimensional SdH for Dirac fermions
For a 2D system with linear energy dispersion (Dirac fermions) E = ~vFk, the Landau
levels have a di↵erent expression [Castro Neto et al., 2009,Cheng et al., 2010] (see fig.2.5
and appendix A):
En = vF
p
2n~eB
If we calculate the periodicity like before, we find:
vF
p
2n~eBn = vF
p
2(n+ 1)~eBn+1 = EF
Hence:
fB =
1
1
Bn+1
  1Bn
=
h
e
k2F
4⇡
=
h
e
n2D Dirac
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Figure 2.5: Schematic picture of the Landau levels in a 2D system. a), for a parabolic
band structure. b), for a linear band structure.
Three dimensional SdH
Consider a 3D free electronic system, with a single band, that we will consider isotropic
for simplifications.
The Schro¨dinger equation reads:
(px   eA)2
2m
+
p2y
2m
+
p2z
2m
 
 = E 
Similarly to the 2D case, the first term of the right member can be rewritten as:
(~kx + eBy)2
2m
= !c ⇥ 1
2
m(y   yk)
with !c = eB/m the cyclotron frequency and yk = ~kx/eB. The Shro¨dinger equation
becomes: 
1
2
m!c(y   yk) +
p2y
2m
+
p2z
2m
 
 = E 
The solutions of this Hamiltonian are those of the quantum harmonic oscillator, plus a
free electron Hamiltonian along ez, so that the energy levels are given by:
En = ~!c(n+ 1/2) +
~2k2z
2m
In 3D, the additional kz dispersion implies a cylindrical symmetry of the energy levels.
As a consequence, the Landau levels change into Landau tubes, aligned along the kz
direction. Only the portion of the Landau tubes within the Fermi surface (here: Fermi
sphere) will be filled (see fig.2.6). The distance between the tubes is ~!c / B. Increasing
the field will increase the radius of the tubes. They will consequently pass through the
Fermi sphere successively, inducing a fluctuation of the density of states near the Fermi
energy.
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Figure 2.6: Schematic picture of the Landau tubes in a 3D system. Only the portion of
the tubes inside the Fermi sphere are filled.
When does a Landau tube enters and exits the Fermi sphere? This happens when the
cross-section area of the Fermi surface by the Landau tubes reaches its maximum. In our
case, this happens when the Landau tube reaches the equator of the Fermi sphere. This
condition reads:
~!c(n+ 1/2) = EF
For an isotropic Fermi surface, the cross-section area of the Fermi surface by the Landau
tube is:
A = ⇡2, where
~22
2m
= EF = ~!c(n+ 1/2)
so that:
A = 2⇡
eB
~ (n+ 1/2)
The Landau tubes will leave the Fermi surface periodically with respect to 1/B. Indeed,
for two successive Landau tubes:
2⇡
eBn
~ (n+ 1/2) = 2⇡
eBn+1
~ (n+ 3/2) = A
It follows:
2⇡
e
~(n+ 1/2) = A/Bn and 2⇡
e
~(n+ 1/2) + 2⇡
e
~ = A/Bn+1
so that
1/Bn+1   1/Bn = 2⇡ e~A
The frequency at which Landau tubes leave the Fermi sphere is:
fB =
h
e
A
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This is also the frequency at which the density of state at the Fermi energy will oscillate.
Consequently, the resistance will also oscillate ate this frequency, in inverse magnetic field.
This is the phenomenon known as Shubnikov-de-Haas oscillations.
2.3.3 Frequency and onset
Interestingly, the frequency of these oscillations in inverse magnetic field is directly related
to the carrier density. In 2D, the carrier density depends linearly on the SdH frequency
(in inverse magnetic field) for both massive or massless quasi-particles. The relation is:
n2D = (spin degeneracy)⇥ e
h
fB
In 3D, for an isotropic Fermi surface, the cross-section area of the Fermi surface is
A = ⇡k2F. For a 3D system with parabolic energy dispersion and a spin-degeneracy of 2,
the carrier density is: n3D = k3F/3⇡
2 (see Annex). The SdH frequency can then be written
as a function of the carrier density:
fB =
h
e
A =) n3D = 1
3⇡2
✓
2e
h
fB
◆3/2
As a remark, it can be noticed that the 2D formulas can also be rewritten in term of
the cross-section of the Fermi surface by the original band structure: for an isotropic 2D
Fermi surface, A = ⇡k2F.
The onset of SdHO correspond to the field at which the density of states becomes
Figure 2.7: Schematic picture of the longitudinal resistance Rxx displaying SdH oscilla-
tions. The empirical criteria rc ⇠ le, or equivalently µB ⇠ 1, qualitatively describes the
onset of SdHO
discrete. In the absence of disorder, the LL are Dirac functions, with no broadening. The
onset corresponds to the field at which quasiparticles can form closed orbits without being
scattered. This onset is given by the condition le ⇠ rc (see fig.2.7). This condition can
be re-formulated in terms of ⌧e or the SdH mobility µ. Indeed, rc = vF/!c and le = vF⌧e,
with vF is the Fermi velocity and ⌧e the life-time of an electronic state. Thus, we can
rewrite the condition above equivalently as:
le/rc ⇠ 1 () !c⌧e ⇠ 1 () µB ⇠ 1
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It is important to notice that this empiric criteria only gives a rough estimation of the
oscillation’s onset.
Importantly, if di↵erent bands/electronic populations participate to transport, each
band produces a series of SdHO, with a periodicity related to their own carrier density. As
a consequence, from the frequencies present in the SdHO, one can determine the number
of filled bands and their respective carrier densities (providing that their mobility is high
enough so that SdHO are indeed observed, which is not a given). The di↵erent bands can
be separated as several peaks in the Fourier transform.
2.3.4 Temperature dependence
Temperature tends to smear the Fermi distribution. As a consequence, SdHO themselves
will be damped as soon as kBT ⇠ ~!c, and we would expect the amplitude of resistance
oscillations to decrease when the temperature increases.
The exact temperature dependence of SdHO is given by the so-called Lifschitz-Kosewitz
(LK) formula [Lifshits and Kosevich, 1956,Shoenberg, 1984]:
 Rxx = 4R0e
 ↵TD ↵T
sinh(↵T )
where R0 is the resistance at zero field, ↵ = 2⇡2kB/~!c, !c = eB/m⇤ the cyclotron
frequency, and TD = ~/2⇡kB⌧ is the Dingle temperature, with ⌧ the scattering time. For
a given maxima, at a given field B, the relative temperature dependence compared to the
one at temperature T0 is:
 Rxx(T )
 Rxx(T0)
= T/T0 ⇥ sinh(↵T0)/sinh(↵T )
In this formula, the relative SdH amplitude only depends on one free parameter, the
e↵ective mass, through ↵. This means that the temperature dependence of SdHO can be
used to determine the e↵ective mass of the carriers (see fig.2.8).
The strict application of this formula, as it only concerns monoband SdH. In the case
of multiband SdHO, the temperature dependence of a maxima does not follow a simple
LK formula, which only yields an average e↵ective mass, that cannot be attributed to a
given carrier population.
2.4 Transport regime
Before describing in detail the di↵erent phenomena induced by phase coherence, it is
important to distinguish in which transport regime these phenomena will occur. This will
strongly influence the way the electrons will interact with their environment.
2.4.1 Ballistic - quasi-ballistic - di↵usive regimes
The notion of transport regime relates the size of the system with the electronic mean
free path le (see fig.2.9), or more precisely with the transport length ltr (see 2.4.2). In
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Figure 2.8: Lifschitz-Kosewitz formula, represented for m⇤ = 0.1me and T0 = 4K.
a classical picture, the motion of an electron between two scattering events is a ballistic
flight. As a consequence, if the size L of the system is L < le, the motion of the electrons
is ballistic over the whole system, and the only possible reflexions are with the system’s
boundaries. In this ballistic regime, the relation between propagation time ⌧ and length L
is: L = vF⌧ . In particular, L' = vF⌧'. As will be discussed in the next section (2.5), this
will be a way to distinguish between transport regime, knowing for instance the tempera-
ture dependence of L' and relating it to ⌧'. The ballistic regime has consequences on the
electron-electron (e-e) interaction and on the interaction between a quasi-particle and its
static environment [Altshuler et al., 1982,Beenakker and van Houten, 1991]. Moreover,
in this regime the exact shape of the system will have a strong impact on the properties
of the conductance fluctuations [Jalabert et al., 1990,Beenakker and van Houten, 1991]
(see next section). This regime is usually not easy to access, as it requires clean systems
(see fig.2.9.c). Most ballistic devices are fabricated out of clean AlGaAs 2DEGs, where le
can be increased up to several microns [Beenakker and van Houten, 1991].
If on the contrary L >> le, the electrons will undergo many scattering events while
propagating through the sample. In this case, the relation between propagation length
and time is governed by a di↵usion equation, so that: L =
p
D⌧ , with D the di↵usion
constant. This relation is a statistical result that is an average over the di↵erent electronic
paths accessible to an electron. This di↵usive regime is the usual transport regime for a
disordered system, where le  10  30nm (see fig.2.9.a).
One can finally define an intermediate regime, where one of the system’s dimension is
shorter than le, hence ballistic, while the other is still longer than le and di↵usive. This
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Figure 2.9: Schematic picture of the di↵erent transport regimes. a) Di↵usive regime,
le << L,W . b) Quasi-ballistic regime, W < le << L. c) Ballistic regime, L,W << le.
Adapted from [Beenakker and van Houten, 1991].
is called the quasi-ballistic regime [Beenakker and van Houten, 1991] (see fig.2.9.b).
2.4.2 Transport length ltr and anisotropic scattering
As defined above, the ballistic and di↵usive regimes are related to the mean free path
le. This corresponds to the situation of isotropic scattering, for which the momentum
direction is randomly redistributed after each scattering events, as is assumed in Drude
theory. In this case, the transport length (see below) is given by the mean free path and
le is the relevant length-scale for the definition of the transport regime.
However, if scattering is anisotropic, the momentum is not anymore randomly redis-
tributed after a scattering event (see fig.2.10). One must in this case define an e↵ective
time for momentum relaxation: the transport time ⌧tr [Akkermans and Montambaux,
2007], which is the time needed for a quasi-particle to be backscattered. In this case, the
relevant length-scale to define the transport regime is the transport length ltr = vF ⌧tr
and not le. The ratio ltr/le gives an estimation of the scattering anisotropy. This ratio
is ⇠ 1 for isotropic scattering. In graphene, it has been measured at 1.8 [Monteverde
et al., 2010]. In clean 2DEGs, because of long-range disorder scattering can be strongly
anisotropic and the ratio can be much higher [Manco↵ et al., 1996]. In 3DTI, because
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Figure 2.10: Schematic picture of the scattering processes in the case of a) isotropic
scattering and b) anisotropic scattering, where only a small forward di↵usion cone is
allowed. In b), ltr/le ⇠ 3.
of spin polarity, it is theoretically predicted to be between 20 and 60 for a long-range
disorder [Culcer et al., 2010].
2.4.3 Transition ballistic-di↵usive regime
The properties of the transition between ballistic and di↵usive regime is still a research
subject, and to define the limit between the two regimes is not easy. Few papers have
investigated this transition, either theoretically or experimentally. Despite the di culty
to study the transition regime, it is shown that in the regime of a quasi-1D conductor with
a large number a transverse modes, the transition to the di↵usive regime happens very
sharply at ltr [Cahay et al., 1988,Giordano, 1987,Giordano, 1988]. Surprisingly, as will
be developed in the last chapter of this work for TSS in 3DTI nanowires, because of the
weak interaction between transverse modes the transition between ballistic and di↵usive
regime appears to be much smoother.
2.5 Quantum corrections to the conductance
In the previous sections, we considered the conductance of electrons moving through a
conductor; the classical conductance was calculated through the Drude model, and the
e↵ect of a external magnetic field was considered. Two main e↵ects arise under magnetic
field: Hall e↵ect and Shubnikov-de-Haas oscillations1. In our approach, we did not take
into account the quantum phase associated with the electron wave functions. This will
be the goal of this section. As will be developed now, phase coherence e↵ects lead to a
very rich physics, and coherence e↵ects provide many information about the interactions
between a quasiparticle and its environment.
Let us consider a mesoscopic conductor between two reservoirs of electrons. As we
1The Quantum Hall regime will not be discussed here because it goes beyond the scope of this work.
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saw in section 2.2, at very low temperature and for short length-scales the interference of
di↵erent Feynman paths modifies the probability for an electron to propagate through the
conductor. As a result, the conductance itself will be a↵ected and quantum corrections
to the classical Drude term need to be taken into account.
As a result, the phase of each individual electronic path matters, as it influences the
interference of all electronic paths. This interference term act as a correction to the main
classical conductance, that is phase-independent. This correction remains small in the
metallic -disordered- regime for which kFle   1 and typically, for a large system with
many modes, this term of the order of G0 the quantum of conductance. Still, as will be
shown in the following, quantum corrections to the conductance can be measured in a
mesoscopic system and provide many information on the fundamental properties of the
quasiparticles.
As we saw, the probability of crossing the system reads
P (r, r0, t) =
      
X
i
Ai
      
2
with Ai = |Ai| ei'. If we neglect any constant phase linked to scattering processes, the
phase accumulated by a electron along a given electronic path p in the absence of interac-
tion between the quasi-particle and its environment, where the phase remains determin-
istic, is given by 3 terms [Beenakker and van Houten, 1991]:
' =
1
~(
Z
p
~~k.d~l +
Z
p
E.dt+
Z
p
e ~A.d~l) = 'geom + 'E + 'mag
where E is the electron’s energy, ~k its momentum, and ~A is the vector potential. Each of
these terms has a distinct physical meaning, and lead to di↵erent interference e↵ects as
described below.
2.5.1 Spatial contribution: phase coherence length L'
The first term is the geometrical phase associated with the path p. Along its propagation,
the quasiparticle accumulates a phase:
'geom =
1
~
Z
p
~~k.d~l =
Z
p
~p.d~l
This term accounts for the original dephasing between the di↵erent electronic paths for
a static disorder. It is the electronic equivalent of the optical path for a photon (see
fig.2.11).
The geometrical phase induces a deterministic dephasing between two di↵erent elec-
tronic path: for a static disorder, it will be the same for two quasiparticles travelling along
the same path with the same energy but at di↵erent times. On the contrary, interactions
with the degrees of freedom of the environment (interaction with magnetic impurities,
inelastic scattering...) induce an irreversible (random) dephasing, that has a statistical
distribution and hence leads to an averaging of the interference e↵ects. Those events
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Figure 2.11: Schematic picture of two interfering electronic paths p and p0. The quantum
phases 'geom and 'E will be accumulated, depending on the exact path geometry.
induce the loss of the quasiparticle’s phase coherence (decoherence). Thus, if the length-
scale considered L is greater than the typical lengthscale on which an electron remain
coherent, some interference e↵ects between electronic paths start to average. This typical
lengthscale is the phase coherence length L'. In the following we will consider L<L'
which defines the fully coherent regime.
2.5.2 Time-dependent contribution: Thouless energy and ther-
mal length lT
Thouless energy
The second term is associated with the time-dependent part, associated with the energy
of the quasiparticle:
'E =
1
~
Z
p
E.dt
During its propagation, the electron accumulates a quantum phase that is linked to its
energy. Although this phase is a deterministic one (as long as no decoherence events
happen), it will also lead to a cuto↵ for the visibility of the electronic interferences. Indeed,
consider two interfering paths p1 and p2 between two points separated by a typical length
L, with two electrons at energy E propagating. The dephasing between those two paths,
associated with this term, is:
 'E =
1
~(
Z
p1
E.dt 
Z
p2
E.dt)
In the di↵usive regime, the di↵erence in the propagation time ⌧ that leads to di↵erent
accumulated phases is typically given by L2 = D⌧ with D the di↵usion coe cient. We
therefore have  'E = EL2/~D. Another quasi-particle at the energy E +  E may
propagate along those paths, and the dephasing  'E and  'E+ E will be di↵erent:
 'E   'E+ E = EL
2
~D  
(E +  E)L2
~D
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We define then the Thouless energy Eth as the energy necessary to have  'E  'E+ E ⇠
1 :
 E ⇠ ~D/L2 = Eth
This energy is the typical energy for which the interference pattern at E and E+Eth will
be uncorrelated. It is directly associated with the sample size: the larger the sample, the
smaller Eth is.
In the ballistic regime, L = vF⌧ , so that the Thouless energy becomes:
Eth =
~vF
L
Thermal length lT
A second implication of this time-dependent phase term is another cuto↵ with temper-
ature [Beenakker and van Houten, 1991]. Indeed, as temperature is set non-zero, the
Fermi-Dirac distribution is broadened over a typical scale 4kBT . Because of this broad-
ening, electrons with di↵erent energies, separated by a maximum of 4kBT , will naturally
propagate along the electronic paths. This will set a cuto↵ length, above which interfer-
ences will be averaged because of temperature (”temperature averaging”):
 E ⇠ kBT = ~D
l2T
so that the thermal length is given by:
lT =
✓
~D
kBT
◆1/2
In the ballistic regime, it becomes:
lT =
~vF
kBT
One should take care that the thermal length is larger than the system size in the tem-
perature range studied, so that temperature averaging e↵ects can be neglected. In the
ballistic regime, for Bi2Se3, lT (4K) = 1µm and lT (100mK) = 40µm, which is larger than
the length we will consider.
2.5.3 Magnetic field contribution: magnetic oscillations
The last term depends on the magnetic field ~B, through the vector potential ~A: 'mag =R
p e
~A.d~l. From this term originate most of the e↵ects that will be investigated in this
work.
If we consider two interfering electronic paths p1 and p2 (see fig.2.12), the correspond-
ing dephasing reads:
 'mag =
1
~
✓Z
p1
e ~A.d~l  
Z
p2
e ~A.d~l
◆
=
1
~
I
C
e ~A.d~l =
1
~
ZZ
S
e ~B.d2~S
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Figure 2.12: Schematic picture of two interfering electronic paths p and p0. The quantum
phases di↵erence  'mag will be accumulated, depending on the cross-surface S defined
by the electronic loop.
via Stokes theorem, with C the loop defined by p1 and p2, and S the cross-surface of the
loop C. Thus,  'mag can be written as a function of the magnetic flux  :
 'mag = 2⇡
 
 0
with  0 = e/h the magnetic flux quantum2. Hence, because of a modification of the
interference between electronic paths, the interference pattern (and thus the conductance
correction) will be modified when applying an external magnetic field to the system.
This relation also implies that the interference between two single paths is periodic with
magnetic field, with a period related to the cross-section S of the loop defined by the
electronic paths: Bc =  0/S. As we will see in the following section, this property will
be important when the geometry imposes a given flux to understand the conductance
fluctuation phenomena (Aharonov-Bohm e↵ect, see section 2.6.1). Also, it will have
di↵erent consequences on the conductance fluctuations, depending on the geometry of
the paths considered.
2.6 Quantum coherent interference phenomena
As we saw previously, applying a magnetic field to a mesoscopic system introduces a
dephasing between the di↵erent electronic paths. This dephasing changes the interference
pattern, which leads to a modification of the associated conductance. In this section we
will focus on the properties of those modifications of the conductance, depending on the
geometry of the mesoscopic device.
2In our case, the quasiparticles are electrons with charge e. The magnetic flux quantum is then
 0 = e/h, and not  0 = 2e/h like for superconductive systems.
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2.6.1 Aharonov-Bohm oscillations
The dephasing induced by applying a magnetic field between two coherent electronic paths
interfering is proportional to the cross-section of the electronic loop defined by the paths:
 'mag = 2⇡
 
 0
.
Consider now a geometry where electrons are confined on a ring (see fig.2.13). Elec-
trons will propagate either on one or the other arm of the ring. If the half-perimeter LP/2
of the ring is smaller than the phase coherence length: LP/2 < L', then the electrons
will propagate coherently along both arms of the ring and interfere on the other side.
We assume a fully coherent ring (LP/2 < L'), then interferences have to be taken into
account into the total conductance.
Figure 2.13: Schematic picture of an Aharonov-Bohm ring. The trapped flux enclose by
an electronic loop is always   = BS.
If we now thread a magnetic field through the ring, the interference between two paths
will be modified. As explained above, the conductance due to this loop will oscillate, with
a period B0 =  0/S, with S the surface of the ring.
Considering now not only two specific paths enclosing the ring but the full set of
such trajectories (one in the upper arm and the other one in the lower arm), all of them
enclose the same cross-section for the magnetic trap-flux (the surface of the ring, S),
related to the same magnetic period. Hence those contribution do not average out and
the global conductance, due to all interfering paths, oscillates with the magnetic period
B0 =  0/S. These periodic oscillations of the conductance due to interference e↵ect are
known as Aharonov-Bohm oscillations (ABO). The existence of such oscillations has im-
portant consequences, as it proves the physical existence of the vector potential, that was
previously thought to be just a mathematical tool [Washburn and Webb, 1992]. Indeed,
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the phase is sensitive to the vector potential and not to the magnetic field, so that this
e↵ect is expected to occur even if the magnetic field is expelled out of the arm of the ring
(B = 0). [Washburn and Webb, 1986]. Demonstrating the physical meaning of the vector
potential was the original idea developed by Aharonov and Bohm [Aharonov and Bohm,
1959].
Oscillations with higher magnetic frequency can also be measured, if L' is large enough
so that electrons can propagate more than one time around the ring. In this case longer
loops that enclose several times the ring can still interfere coherently. This will give birth
to harmonics of the AB oscillations of frequencies n ⇥ fAB, with fAB = 1/B0 the funda-
mental AB frequency.
The AB e↵ect has been discovered experimentally by Sharvin and Sharvin [Sharvin
and Sharvin, 1981] for the second harmonic in a disordered metal (see next section on
AAS oscillations) and by Webb and Washburn for the first fundamental harmonic [Webb
et al., 1985] (see fig.2.14), shortly after its theoretical prediction by Alshuler, Aronov
and Spivak [Al’tshuler et al., 1981]. Since the eighties, it has been thoroughly studied
theoretically and experimentally [Stone and Imry, 1986, Murat et al., 1986, Datta and
Bandyopadhyay, 1987, Ludwig and Mirlin, 2004, Bardarson and Moore, 2013], both in
metallic rings [Washburn et al., 1985,Washburn and Webb, 1986,Chandrasekhar et al.,
1985] and 2DEGs rings [Timp et al., 1987,Ishibashi et al., 1987,Ford et al., 1988], as well
as in 3DTIs nanowires [Bardarson and Moore, 2013].
As will be further discussed in a following section (2.6.3), aperiodic oscillations can
superimpose to the periodic AB e↵ect. This is due to other electronic loops, apart from
those enclosing the whole ring. Indeed, two electrons propagating in the same arm of the
ring (which in practice has a finite width) can also interfere. The resulting interference
leads to aperiodic oscillations. Still, if the width of the arm is much smaller than the
ring radius, a << r (good aspect ratio), the characteristic frequency of the aperiodic
oscillations will be far from the ABO one, so that both type of oscillations can be easily
separated [Washburn and Webb, 1986].
AB oscillations are sensitive to ensemble averaging. This can be easily understood,
accounting that the zero-field phase is random. When many a large ensemble of N inco-
herent rings with the same magnetic AB frequency but di↵erent phase are measured, the
overall oscillation of  G/G amplitude will decrease due to ensemble averaging [Beenakker
and van Houten, 1991,Akkermans and Montambaux, 2007,Murat et al., 1986]. This has
been observed for many rings in series, or also by measuring the oscillations from a hol-
low cylinder, that can be seen as many incoherent rings in series. Such an experiment
was carried out in a metallic lithium cylinder [Sharvin and Sharvin, 1981]. Ensemble
averaging was also investigated in arrays of rings [Umbach et al., 1986], which o↵er the
possibility to vary the degree of averaging by changing the number of rings. The predicted
damping of the AB amplitude as  G/G / 1/pN , with N the number of rings, expected
for a stochastic averaging of uncorrelated oscillations [Stone and Imry, 1986,Murat et al.,
1986], was indeed verified [Umbach et al., 1986].
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Figure 2.14: Aharonov-Bohm oscillations originally observed in a metallic ring. Left
pannel: Conductance oscillations and fourier transform of the oscillations (extracted from
[Webb et al., 1985]). Right pannel: temperature dependence of the AB amplitude, showing
the expected T 1/2 behavior and the saturation of the AB amplitude in the fully coherent
regime (extracted from [Washburn et al., 1985]).
The temperature dependence of ABO is a very rich source of information about deco-
herence in a system. In the di↵usive regime, the amplitude of ABO is a function of the
phase coherence length [Texier and Montambaux, 2005,Ludwig and Mirlin, 2004,Aronov
and Sharvin, 1987,Roulleau et al., 2008,Texier et al., 2009]:
 Gn / e n
Lp
L'
where Lp is the perimeter and n the AB harmonic considered, i.e the number of winding
of the electronic trajectories around the ring. For fully coherent rings, Lp ⌧ L', the AB
amplitude reaches a maximum and saturates for the lowest harmonics. As a result, as L'
increases at low temperatures the ABO amplitude reaches a plateau at low temperature
if the sample becomes fully coherent [Washburn et al., 1985,Beenakker and van Houten,
1991]. The observation of such a plateau is then a common way to extract a rough es-
timation of L' (at the threshold, L = L'). Moreover, the transport regime (ballistic,
di↵usive) reads in the relation between L' and ⌧', and in ⌧' itself: decoherence processes
and dimensionality (quasi-1D, 2D, 3D...) determine the phase coherence time ⌧'. As
a result, measuring the temperature dependence of ABO gives information on both the
decoherence process and transport regime.
The observation of the AB e↵ect, in itself, is a surprise. Indeed, in the di↵usive
regime, it results from the interference of a very large number of trajectories, so one
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could expect the global oscillation to average out. Actually, the averaging concerns the
relative amplitude of the oscillation  G/G, that follows:  G/G / 1/Nperp, with Nperp
the number of transverse modes. Still, although  G/G is sensitive to disorder averaging,
 G ⇠ G0 for a coherent sample is not and can be measured if signal to noise ratio is high
enough.  G is not sensitive to the disorder strength, but to the phase coherence:  G
vanishes when L   L' [Altshuler, 1985,Akkermans and Montambaux, 2007]. A similar
e↵ect gives birth to universal conductance fluctuations in more simple geometries with no
rings (see section 2.6.3).
2.6.2 Altshuler-Aronov-Spivak (AAS) e↵ect
As we already said, ABO are sensitive to ensemble averaging. This is a direct consequence
of the random zero-field phase of the interference for a given electronic loop [Murat et al.,
1986]. There are nevertheless loops formed by two time reversal symmetric electronic
paths. Consider an electronic path p making a loop, and its time reversed path p¯ (see
fig.2.15). They interfere with a phase di↵erence:
 ' = 'geom + 'E + 'mag
Figure 2.15: Schematic picture of two time-reversal symmetric paths in an Aharonov-
Bohm ring. The zero-field dephasing is independent of the exact geometry of the time-
reversed loop.
At zero field, 'mag = 0. The two other components read:
 'geom =
1
~
✓Z
p
~~k.d~l  
Z
p¯
~( ~k).d~l
◆
=
1
~
✓Z
p
~~k.d~l  
Z
p
~( ~k).( d~l)
◆
=
1
~
✓Z
p
~~k.d~l  
Z
p
~~k.d~l
◆
= 0
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and, similarly,
 'E =
1
~
✓Z
p
E.dt 
Z
p¯
E.dt
◆
=
1
~ E (t  t) = 0
because both time-reversed path take the same time.
Finally, in trivial cases and in the absence of spin-orbit coupling, two interfering time-
reversed paths have a vanishing zero-field phase  ' = 0. For topological insulators (or
more generally for materials with a strong spin-orbit coupling), because of the supple-
mentary ⇡ Berry phase,  ' = ⇡, which has some significative e↵ect for the quantum
corrections to the conductance (see section 2.6.4).
All time-reversed loops have the same zero-field phase. Moreover, such trajectories
necessarily wind an integer number of times around the ring. The magnetic phase di↵er-
ence is then  'mag = n 2 / 0, with n the winding number of the path around the ring.
As a result, for a given winding number n all time-reversed loops add up in phase, gen-
erating oscillations with period n 0/2, n being the harmonic number. Those oscillations
constitute a part of the 2n harmonics of ABO (as some trajectories non-time-reversal
symmetric can also contribute to a 2n harmonic). This e↵ect was first predicted by Alt-
shuler, Aronov and Spivak in 1981 [Al’tshuler et al., 1981], and was named after them the
AAS e↵ect.
In the di↵usive regime, the amplitude of the AAS oscillations of the conductivity
with magnetic field in a ring reads [Akkermans and Montambaux, 2007]:
  ( ) =  2G0 L'
S
sinh(Lp/L')
cosh(Lp/L')  cos(4⇡ )
with G0 = e2/h the quantum of conductance, S the cross-surface of the ring, Lp its
perimeter and   = BS the magnetic flux.
The most striking property of these AAS oscillations is that they are insensitive to
ensemble averaging. Indeed, as all the time-reversed trajectories have the same phase,
as long as the phase coherence length remains longer than the perimeter of a ring, the
amplitude of the AAS should not vanish when the number of (incoherent) rings N !1.
As a result, only even harmonics of the AB should survive ensemble averaging.
This e↵ect has been observed first in a hollow cylinder by Sharvin and Sharvin [Sharvin
and Sharvin, 1981,Al’tshuler et al., 1982]. They observed periodic oscillations with a pe-
riod  0/2 when threading a magnetic field in the axis of a hollow cylinder of lithium,
deposited on a quartz nanowire. The same e↵ect was later found in an array of AB ring,
for instance in Ag rings [Umbach et al., 1986] and AlGaAs 2DEGs [Ferrier et al., 2008]
(see fig.2.16). In [Umbach et al., 1986], it is shown that three rings in series are already
enough to dampen the AB e↵ect to a tenth of the AAS e↵ect.
As can be seen on the Sharvin-Sharvin measurement, the amplitude of the AAS oscil-
lations tend to decrease with increasing field, which does not appear in our reasoning so
far. The reason is the penetration of the magnetic field in the finite width of the cylin-
der. This e↵ect is taken into account in the fit in fig. 2.16a, and excellent agreement is
recovered.
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Figure 2.16: a) Historical observation of AAS oscillations in a lithium hollow cylinder
(extracted from [Al’tshuler et al., 1982]). b) AAS observed in a AlGaAs ring (extracted
from [Ferrier et al., 2008]).
As the AB e↵ect, the AAS e↵ect can be used to measure the phase coherence length,
which in turn gives information on the decoherence in the system. Moreover, due to its
insensitivity to ensemble averaging, AAS can be very well fitted by theoretical models.
Such fits gives a quantitative estimation of fundamental parameters (L') with a very good
accuracy, similarly to another kind of quantum correction also insensitive to ensemble
averaging : the weak (anti) localization (see 2.6.4).
2.6.3 Universal Conductance Fluctuations
AB and AAS e↵ects are specific for well-define geometries (rings, hollow cylinders) with
a constant section for the electronic trajectories. Another type of quantum correction
to the conductance can be evidence in simpler geometries: the Universal Conductance
Fluctuations (UCF).
Consider a fully coherent mesoscopic conductor like presented previously in fig.2.12.
As before, we can define Feynman paths that will interfere. The important di↵erence
being that, in the absence of a specific geometry like the one of the ring, loops with any
kind of cross-section have to be taken into account. As a result, no magnetic period can
be defined like for the AB e↵ect. All electronic loops will contribute to the interference
term, with a random magnetic frequency. If the total interference does not average to
zero, we expect that it will not present any specific frequency and the fluctuation pattern
should be aperiodic.
The mathematical treatment requires to calculate the result of all interferences due
to all Feynman paths. In particular, it is not limited to paths crossing twice, like for the
AB e↵ect (one crossing on each side of the ring). Loops with any number of quantum
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crossings must be taken into account.
A way to understand what happens is to use the Landauer-Bu¨ttiker formalism to
relate the conductance, and conductance fluctuations, to the transmission coe cient of
the di↵erent modes. This description in terms of energy modes is equivalent to that in
terms of electronic paths [Akkermans and Montambaux, 2007], but presents an easier
formalism for this problem. According to the Landauer formula, the conductance is:
G = G0
X
ab
Tab
with Tab the transmission coe cient of a mode a entering the conductor into a mode b
leaving it. We can write this as:
G = G0M
2T ab
with Tab = g/M2 is the average transmission, g =
P
ab Tab the normalized conductance
and M the number of transverse mode. The average fluctuation around this averaged
conductance is the sum of the correlation functions  Tab Ta0b0
(n)
between the di↵erent
paths, with n quantum crossings:
 g2 =
X
n
 Tab Ta0b0
(n)
It can be shown [Akkermans and Montambaux, 2007] that the contribution to the fluc-
tuations of trajectories with n quantum crossings is  Tab Ta0b0
(n) / 1/gn 2. This means,
that we can rewrite:
 g2 ' ↵0 g
2
M2
+ ↵1
g
M
+ ↵2
with ↵n the constant prefactors of order unity, and next terms being negligible. For a
conductor in the di↵usive regime, with many modes, so that g/M / le/L, we end up
with  g2 = ↵2 only influenced by the term with two crossing, exactly like we already
understood for the AB e↵ect.
This has two very important consequences. First, conductance fluctuations due to
quantum interferences do not vanish in a coherent system, as the term with two quantum
crossings is independent from the system size [Altshuler, 1985]. Second, the average
amplitude of the CF, in the di↵usive regime 3, is independent of the precise system
shape, disorder strength, and disorder configuration, and is of the order of the quantum
of conductance G0 [Altshuler, 1985,Lee and Stone, 1985] (see fig.2.17). Those conductance
fluctuations where called Universal Conductance Fluctuations (UCF) by Lee and Stone
in their original work [Lee and Stone, 1985].
This treatment was done assuming a fully coherent system. The quantum treatment
can also show that the phase coherence length L' is another important lengthscale. For
a system size L < L', fluctuations do not average out [Beenakker and van Houten, 1991].
For a system size above this length, the UCF average amplitude decreases with increasing
length, depending on the system dimensionality, as summarized in table 2.1.
3The universal amplitude is reached, providing that the system is di↵usive, metallic (kF ⇥ le   1),
and in the 1D limit (L W ).
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Figure 2.17: Reproducible aperiodic UCF observed in a AlGaAs 2DEG. Extracted from
[Thornton et al., 1987].
The value of  G depends on the exact electronic interference pattern in the system,
and hence on disorder configuration, magnetic field, and energy (to account for all three
contributions to the quantum phase). Numerically, it was shown that conductance fluc-
tuations can be observed by changing the disorder configuration, and even that changing
the position of a single scatterer completely changes the interference pattern [Feng et al.,
1986,Cahay et al., 1988]. Experimentally, at low temperature, the disorder configuration
is usually frozen, so that observing conductance fluctuations requires either to change the
energy (for instance by applying a gate voltage) or to change the magnetic field. In this
case, the UCF are reproducible with magnetic field, and their pattern is a fingerprint of the
disorder configuration. Changing disorder (for instance by thermal cycling the sample)
would lead to a new UCF pattern.
Varying the magnetic field or the energy is equivalent to completely modifying the
disorder configuration, providing that the field (energy) change is larger than a correla-
tion field Bc (correlation energy Ec) [Altshuler et al., 1986]. The interference pattern is
B-(E-)aperiodic, but it is characterized by a so-called correlation field (energy), which
correspond to the typical  B ( E) necessary to change the interference pattern. This
correlation field Bc can be extracted from the conductance correlation function with mag-
netic field, as [Lee and Stone, 1985,Lee et al., 1987,Beenakker and van Houten, 1988]:
Bc = C
 0
min(W,L')⇥min(L,L')
with W , L the system dimensions transverse to the field, and C a constant, C = 0.95 if
L' >> LT and C = 0.42 if L' << LT . Bc corresponds to the field necessary to thread a
fraction C of  0 into the largest coherent loop in the system, either limited by L' or by
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L << LT , L' L' << L,LT
1d
2
15
G0
/
✓
L'
L
◆3
2d ⇠ 0.186G0 /
✓
L'
L
◆2
3d ⇠ 0.310G0 /
✓
L'
L
◆
Table 2.1: Table of the length dependences of the UCF average amplitude  G2, de-
pending on the dimensionality of transport [Lee et al., 1987,Beenakker and van Houten,
1988,Akkermans and Montambaux, 2007]. We assume L,L' << LT to simplify the pic-
ture. For a complete treatment, see [Beenakker and van Houten, 1991,Akkermans and
Montambaux, 2007].
the system size.
UCF have been observed shortly after their prediction by Altshuler [Altshuler, 1985],
first in metals [Skocpol et al., 1986, Skocpol et al., 1987, Benoit et al., 1987], then in
2DEGs [Thornton et al., 1987,Washburn and Webb, 1992,Gusev et al., 1996]. They have
been extensively studied, as they are a probe of decoherence is mesoscopic systems, even
in the absence of a specific geometry like for the AB e↵ect.
The theory of CF discussed above ceases to be valid when the system size compares
with the mean free path, L ⇠ le. In this case, the system becomes ballistic and the
ergodic averaging on trajectories cannot be applied [Beenakker and van Houten, 1991].
Conductance fluctuations are then determined by reflexions on the sample walls [Jalabert
et al., 1990]. The universal regime can or can not be recovered, depending on the ability
of the sample shape to induce chaoticity [Jalabert et al., 1990].
2.6.4 Weak Localization, Weak Anti-Localization
As ABO, UCF are sensitive to ensemble averaging, so that systems much longer than L'
would not exhibit CF anymore. Still, the contribution of time-reversal symmetric loops
should resist ensemble-averaging, like in the AAS case (see fig.2.18).
The noticeable di↵erence with the AAS e↵ect is that, due to the random distribu-
tion of the loop size, no specific periodicity of the conductance fluctuations associated
with time-reversed loops is expected. As for AAS, the zero-field phase associated with
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Figure 2.18: Schematic picture of the two time-reversal symmetric path without a defined
geometry.
these loops is pinned to 0 in the absence of spin-orbit coupling, so that the probability
to be coherently backscattered (i.e to come back to your starting point) is enhanced at
zero-field [Bergmann, 1983]. This leads to an enhanced resistivity at zero-field, due to
coherence e↵ects. This e↵ect is known as Weak Localization (WL) (see fig.2.19a). When
the magnetic field is turned on, time reversal symmetry does not hold anymore so that
the zero-field phase is not locked to zero (or ⇡ in presence of spin-orbit coupling) anymore
and the localization e↵ect vanishes.
The theory of WL comes back to Anderson [Anderson et al., 1979] and Gorkov [Gorkov
et al., 1979]. It is actually the first case where quantum phase coherence e↵ect were con-
sidered in mesoscopic devices to explain unexpected magneto-conductance e↵ects. The
WL correction to the conductance is strongly suppressed when applying a finite field, as
it dephases all time-reversal symmetric loops by introducing  'mag = 4⇡  / 0 like for the
AAS e↵ect. The amplitude of the WL correction to the conductivity with magnetic field
follows the so-called Hikami-Larkin-Nagaoka formula [Hikami et al., 1980,Akkermans and
Montambaux, 2007]:
  WL(B) =   e
2
2⇡2~

ln
✓
~
4eDB⌧e
◆
  
✓
1
2
+
~
4eDB⌧'
◆ 
with  is the digamma function. The WL correction decreases to 0 with a characteristic
magnetic field Bc identical to the one defined for UCF [Beenakker and van Houten, 1991].
In a wire geometry (quasi-1D system), with the field applied perpendicularly to the wire,
this expression simplifies into [Al’Tshuler and Aronov, 1981,Akkermans and Montambaux,
2007]:
  WL(B) =   e
2
hS
✓
1
L2'
+
e2W 2B2
3~2
◆ 1/2
with W the wire section and S its section.
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Figure 2.19: a) WL observed in AlGaAs 2DEG nanoribbons. Extracted from [Ishibashi
et al., 1987]. b) WAL observed in Bi2Te2Se, fitted with a HLN formula. Extracted
from [Assaf et al., 2013].
In TI, and more generally in materials with a strong spin-orbit coupling, the Berry
phase need to be taken into account. As a result, the zero-field phase of the time-reversal
symmetric paths is ⇡ instead of 0, so that the interference is destructive at zero-field
instead of constructive. This results in a decrease of resistivity at zero-field. This phe-
nomena is called weak-anti-localization (WAL) (see fig.2.19b).
WL and WAL are more often studied than UCF or the AB e↵ect. Indeed, it does
not need a specific geometry to be observed, like AB or AAS e↵ects. Moreover, it is
very convenient to extract a quantitative value of L' and its temperature dependence,
especially in large systems where all other coherence e↵ects are averaged out, since WL
and WAL are not sensitive to ensemble averaging. Finally, a large field is not required
to study it, as a single correlation field is enough to extinct it. Decoherence e↵ects
have been largely investigated through WL in 2DEGs and conventional metals [Wheeler,
1981,Paalanen et al., 1983,Pierre et al., 2003,Ferrier et al., 2008] and, more recently, in
TI nanostructures [Lu and Shen, 2011,Cha et al., 2012,Assaf et al., 2013].
2.6.5 Decoherence processes
In the previous sections, we showed that quantum interferences can be used to measure
the phase coherence length L' and the phase coherence time ⌧', which are related to the
processes limiting decoherence. Here we will review the main processes limiting the phase
coherence time in mesoscopic systems.
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High temperature regime: electron-phonon scattering
At high temperature, the main interaction limiting phase coherence is the electron-phonon
(e-ph) interaction [Schmid, 1973]. For massive quasi-particles this process is dominant
typically for temperatures above T > 1K, although this value can be higher for systems
with weak e-ph interaction, like topological surface states in 3DTI. In this case, the phase
coherence time follows a power-law with temperature [Schmid, 1973]:
⌧e ph / T 3
This temperature dependence has been confirmed in metallic systems above 1K [Echter-
nach et al., 1993a,Pierre et al., 2003].
Low temperature regime: electron-electron scattering
At temperature lower than 1K, phonons are frozen, so that they do not limit the phase co-
herence anymore [Schmid, 1973]. In this case, one of the most e cient decoherence process
is electron-electron interaction. This process was first studied by Altshuler, Aronov and
Khmelnitsky [Altshuler et al., 1982] and called after them the AAK process. It has been
investigated thoroughly since the 80’s, both theoretically [Altshuler et al., 1982,Aronov
and Sharvin, 1987,Aleiner and Blanter, 2002,Ludwig and Mirlin, 2004,Texier and Mon-
tambaux, 2005,Montambaux and Akkermans, 2005, Texier et al., 2009] and experimen-
tally [Thornton et al., 1986,Lin and Giordano, 1987,Echternach et al., 1993b,Pierre et al.,
2003]. Results are summarized in the table 2.2.
d=1 d=2 d=3
⌧e e / T 2/3
[Altshuler
et al.,
1982, Mon-
tambaux
and Akker-
mans,
2005,
Echter-
nach et al.,
1993b,
Pierre
et al.,
2003,
Thornton
et al.,
1986]
/ T 1
[Altshuler
et al.,
1982, Mon-
tambaux
and Akker-
mans,
2005, Lin
and Gior-
dano,
1987]
/ T 3/2
[Altshuler
et al.,
1982]
Table 2.2: Table of the temperature dependences of ⌧e e depending on the dimensionality.
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The exponents of the power-laws can be altered by the geometry of the system. In
particular, in a ring geometry with quasi-1D arms, since the length of the interfering
trajectories is limited to the ring’s perimeter, whatever the value of L', the temperature
dependence of ⌧e e changes to: ⌧e e / T 1 [Washburn et al., 1985, Ludwig and Mirlin,
2004,Texier and Montambaux, 2005,Texier, 2007]. Similarly, in the cylinder geometry, the
phase-coherence time’s temperature-dependence will be modified to ⌧e e / T 2/3 [Texier
et al., 2009].
Very-low temperature regime: magnetic impurities
At low temperature, deviation to the above-mentioned laws have been reported. It seemed
that ⌧' tends to saturate at very low-temperature [Mohanty et al., 1997, Pothier et al.,
1997]. It was later shown that this saturation results from remaining magnetic impurities
(with concentration lower than 1 part per million), that induce decoherence even at T = 0,
imposing a saturation of ⌧' [Pierre et al., 2003]. Other phenomena, like electron-plasmon
and electron-magnon interaction, can also play a role at low temperature.
In topological insulator, little is known about decoherence and decoherence processes.
At the beginning of this thesis, no experimental study was published about decoherence of
TSS at very low temperature. Only a few study reported about temperature dependences
of L', but only above 2K [Peng et al., 2010,Xiu et al., 2011,Cha et al., 2012], and only
few theoretical papers study decoherence of Dirac fermions [Rossi et al., 2012,Bardarson
and Moore, 2013].
2.7 Relevance of quantum transport for the study of
TSS in 3DTI
We already saw that quantum transport is an very e cient tool to probe decoherence in
a system. We should now address two important questions: what can quantum transport
bring to the study of TI, and what is the state-of-the-art for such studies in 3DTIs.
2.7.1 AB e↵ect in a 3DTI nanowire: a proof of surface transport
As previously states, the finite bulk conductivity in most 3DTI (Bi2Se3, Bi2Te3...) was
a major issue to investigate the transport properies of topological surface states. Yet,
despite the absence of bulk-insulating nanostructures, quantum interferences can be used
to selectively address and study the TSS.
One way to identify indubitably the TSS contribution to transport is to find a phe-
nomena that arises only from TSS, so that bulk does not play a role in it. A striking
and robust evidence of the existence of metallic surface states is the observation of ABO
in 3DTI nanowires. Indeed, TSS form at the surface of a nanowire a hollow cylinder, in
which AB interferences develop when threading a flux in the axis of the wire. Although
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still present, bulk state will not contribute to ABO in this geometry, as it does not single
out any specific cross-surface in the bulk. Only aperiodic CF are expected from bulk states
in this geometry. Observing periodic oscillations of the conductance when threading a
field in the axis of a 3DTI nanowire is a direct proof of the existence of surface states.
Figure 2.20: Observation of ABO in a Bi2Se3 nanowire, extracted from [Peng et al.,
2010]. a) AB oscillations and Fast Fourrier Transform showing the first Ab harmonic. b)
Temperature dependence of AB amplitude.
Such oscillations have been reported first in Bi2Se3 nanowires by Peng et al. [Peng
et al., 2010] (see fig.2.20). They observed periodic oscillations, whose period fits with the
expected AB period for the cross-section of the wire, which proves the existence of surface
states propagating coherently around the nanowire. This is an important milestone as
it is the first evidence of the existence of TSS by an electrical transport study. At high
temperature (2K < T < 20K), they observed a temperature dependence of  G / T 1/2
that they relate to a thermal broadening e↵ect in the di↵usive regime [Peng et al., 2010].
On the other hand, temperature dependence in a cylinder leads to ⌧' / T 2/3 for massive
particles in a cylinder geometry and hence a L' / T 1/3 in the di↵usive regime. Such
standard decoherence e↵ect was not discussed and ABO were not measured at very low
temperature. A detailed study of decoherence at low temperature was still lacking at the
beginning of this work. This pioneer work was followed by others [Xiu et al., 2011,Jauregui
et al., 2015a].
2.7.2 WL and UCF in 3DTI nanostructures
Conductance fluctuations were theoretically studied in Dirac systems [Rossi et al., 2012].
A universal behavior in the di↵usive regime was confirmed, although deviation from this
universal behavior (non-saturation of  g) were found to happen for parameters closed to
realistic value for graphene (case of density inhomogeneities). Still, no thorough study
of CF in 3DTI have been reported. Only a few papers reports the observation of CF in
Bi2Te2Se [Li et al., 2012,Li et al., 2014], but there is still ambiguity in finding their origin
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(bulk or TSS).
Figure 2.21: Observation of WAL in a Te-doped Bi2Se3 nanowire, extracted from [Cha
et al., 2012]. Left panel: WAL plotted at di↵erent temperatures. Right pannel: temper-
ature dependence of the WL amplitude.
WAL is reported in many quantum transport studies on 3DTI, and has been investi-
gated in many details [Cha et al., 2012,Assaf et al., 2013]. The phase coherence length
was found in agreement with a decoherence by e-e interaction in 2D di↵usive systems
(L' / T 1/2, ⌧' / T 1) [Cha et al., 2012] (see fig.2.21). The decoherence was found more
di cult to interpret in another study [Assaf et al., 2013]. However, again no study was
performed at very low temperature.
2.7.3 AB and AAS: ensemble averaging, cylinder geometry
One point, that seems mostly elapsed in the literature, seems worthy to mention. As
already discussed above, in the cylinder geometry, ABO are expected to disappear by
ensemble-averaging, while AAS is still present. This has been investigated theoretically
from the early 80’s [Stone and Imry, 1986,Murat et al., 1986,Beenakker and van Houten,
1991,Akkermans and Montambaux, 2007,Texier et al., 2009], where odd harmonics of the
AB e↵ect in a cylinder geometry are not even considered. It has moreover been reported
in every study in a cylinder geometry [Sharvin and Sharvin, 1981,Washburn and Webb,
1986].
In the more realistic case of 3DTIs nanowires, ensemble averaging should not be com-
pletely e cient since the number of equivalent incoherent systems is not large enough to
average out all ABO. Hence, we should not expect to measure only e↵ect of interferences
coming from time reversal symetric paths (AAS) but a signature of AAS should be found
in the FFT. The fact of observing ABO in a nanowire geometry is then extremely sur-
prising [Peng et al., 2010]. All the more when the AAS first harmonic, expected to be the
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only one remaining, is even absent of the spectra. This shows that the ensemble-averaging
performed in the theory of AB in a disordered di↵usive cylinder does not apply for 3DTI.
Some numerical studies of AB e↵ect in a 3DTI nanowire were then performed, showing
the unexpected existence of a strong first AB harmonic even for a strong disorder and
despite an e cient ensemble averaging (N = 1000) [Bardarson et al., 2010, Bardarson
and Moore, 2013]. It seems from these studies that this e↵ect originates from the physics
of quasi-1D confined transverse modes on the nanowire surface rather than interferences
between di↵usive quasi-particles trajectories. The ensemble-averaging performed above is
not e cient anymore in this quasi-ballistic transport regime . This simple fact is already
an indication of the very rich physics of 3DTI disordered nanowires.
2.7.4 Shubnikov-de-Haas in 3DTIs
In contrary to quantum coherent transport, SdHO have been widely investigated. In
Bi2Se3, because of the bulk finite conductance and the existence of one TSS on each face
of the sample, one would expect to observe multiband oscillations, even in the case of
a bulk-depleted structure. Still, the overall picture remains unclear: most SdH studies
report monoband oscillations [Petrushevsky et al., 2012,Analytis et al., 2010a,Fang et al.,
2012,Cao et al., 2012, Jauregui et al., 2015b,Yan et al., 2014], with di↵erent conclusions
about the oscillations’ origin in di↵erent papers. Few studies report multi-component
SdHO [Analytis et al., 2010b,Qu et al., 2013,Ren et al., 2011,Zhang et al., 2014,Sace´pe´
et al., 2011], emphasizing on the di culty to identify and distinguish between bulk, TSS,
or charge accumulation 2DEG origin. But a systematic study of all contributions is still
missing.
An important step forward has been made by Sace´pe´ et al. [Sace´pe´ et al., 2011] (see
fig.2.22). Multiband SdH was reported in a thin exfoliated Bi2Se3 nanoflake. One of
the bands proved to be sensitive to gate-voltage, hence identified as the lower TSS. This
proved the possibility to observe and identify the TSS contribution to SdHO. However,
only two contribution were observed, although a third one could be expected, as the bulk
was not insulating.
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Figure 2.22: SdH oscillations observed in a Bi2Se3 nanoflake, extracted from [Sace´pe´ et al.,
2011]. Left panel: Optical microscope image of the contacted nanoflake. Right pannel:
Fan diagram with gate voltage. Both gate-dependent and gate-independent SdHO are
clearly visible.
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Chapter 3
Nanostructure growth and
characterization
Studying mesoscopic transport usually requires to work at a length-scale comparable to
the phase coherence length L'. At very low temperature, this length is of the order of
one micrometer in semiconductors or clean metals [Beenakker and van Houten, 1991]. As
a result, quantum transport studies have to be performed on nanostructures. For the
investigation of surface-states transport in 3D topological insulators, thin nanostructures,
with thicknesses of the order of 10nm, are further interesting in order to reduce the bulk
contribution to transport and to increase the surface to bulk ratio.
In this chapter we first present the two di↵erent approaches that can be used to
produce nanostructures: the top-down approach (thinning of a big single-crystal, mainly
through exfoliation, section 3.1.1) and the bottom-up approach (direct growth of nanos-
tructures, section 3.1.2). In this work, we used a Chemical Vapor Transport technique
(CVT) to grow nanostructures (section 3.1.3), that we pattern using standard e-beam
lithography (EBL) (section 3.2). The low-noise electrical measurements were carried out
at very low temperature, down to the base temperature (22mK) of a 3He/4He dilution
refrigerator (section 3.3). The electrical characterization (via Hall and Shubnikov-de-Haas
measurements) of the di↵erent types of nanostructures (undoped and doped) is presented
in the last section3.4.
3.1 Growth of Bi2Se3 and Bi2Te3 nanostructures
The preparation of 3DTI nanostructures can be based on two di↵erent strategies. In
the top-down approach, a macroscopic single-crystal is thinned by exfoliation techniques
down to the nanoscale, whereas in the bottom-up approach, the nanostructures are the
result of the growth process. The advantages and drawbacks of each approach to prepare
3DTI nanostructures are developed in the following section.
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3.1.1 Top-down approach: exfoliation of bulk single crystals
Crystallographic structure of Bi2Se3
Bi2Se3 is a layered material, with a trigonal structure (space group R3¯m) [Nowka et al.,
2015]. The layers are ”quintuple layers” of Bi and Se, with Bi located inside the layer
and Se located both at the center and at the boundaries of the layer (see fig.3.1). Within
such a layer, Bi and Se atoms are strongly covalent coupled, whereas there is only a weak
coupling between quintuple layer (Van-der-Waals coupling). As a result, the binding
energy of the outer Se (Se1) is reduced, favoring the formation of Se vacancies, mainly
located on the Se sites at the boundary of a quintuple layer [Xue et al., 2013].
Figure 3.1: Crystal structure of Bi2Se3 , adapted from [Zhang et al., 2009b]. a) Bi2Se3
lattice with three primitive lattice vectors (~t1,~t2,~t3). A quintuple layer is indicated by the
red box. b) Top view along the (111) direction, showing the three-fold symmetry. c) Side
view of the quintuple layer structure.
Single-crystal growth and exfoliation of Bi2Se3
The top-down solution may seem the easiest way to create nanostructures out of 3DTI.
Indeed, on the one hand the growth of macroscopic 3DTI single-crystals by melting-zone,
Bridgman or Czochralski techniques are well developed and controlled [Satterthwaite and
Ure, 1957,Ko¨hler, 1973,Hora´k et al., 1990,Hor et al., 2009,Chen et al., 2010,Analytis et al.,
2010b,Zhou et al., 2012,Kokh et al., 2014]. On the other hand, the exfoliation process is
known to produce nice thin structures, similarly to the preparation of graphene exfoliated
from graphite [Novoselov et al., 2005]. However, the exfoliation process of single-crystals is
a di cult process, and might produces structures with a lower crystalline quality (cleaved
planes, dislocations, broken structures...). Before the discovery of their topological na-
ture, Bi2Se3 and Bi2Te3 were already used for industrial applications, because of their
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Figure 3.2: a) Typical setup used for the Bridgman growth of 3DTI. Extracted from
[Satterthwaite and Ure, 1957]. b) Single-crystal of Bi2Te3 created by this technique.
Extracted from [Kokh et al., 2014].
thermoelectric properties known since the 50’s [Satterthwaite and Ure, 1957]. As a result,
the growth of single-crystals of those materials is reported for decades [Satterthwaite and
Ure, 1957,Ko¨hler, 1973], and large crystals with a very good quality are now obtained.
The Bridgman technique, which grows macroscopic single crystal from a monocristalline
seed, gives good results for Bi2Se3 , meaning that the defects density can be reduced down
to a few 1016cm 3 [Analytis et al., 2010b] (see fig.3.2). Moreover, it is a very convenient
technique for the adjunction of doping impurities [Hsieh et al., 2009a,Hor et al., 2009,Ren
et al., 2011,Zhou et al., 2012]. Controlled doping with Ca [Hor et al., 2009,Hsieh et al.,
2009a,Zhang et al., 2011,Zhang et al., 2014], Cu [Wray et al., 2010,Brahlek et al., 2014],
Cd [Ren et al., 2011], Sn [Chen et al., 2009,Kong et al., 2011,Zhou et al., 2012], Mn [Chen
et al., 2010], Fe [Chen et al., 2009, Chen et al., 2010,Hsieh et al., 2009a, Bianchi et al.,
2012, Zhou et al., 2012], Sb [Hong et al., 2012, Zhang et al., 2014]... using this growth
method were reported, allowing to tune the bulk from n to p doping [Hor et al., 2009], or
to induce superconductivity [Wray et al., 2010].
Nevertheless, the growth of pure Bi2Se3 is always limited to a finite lower-bound con-
centration of Se vacancies. Those vacancies are thermodynamically stable defects, that
are created during the crystal growth [Hora´k et al., 1990,Xue et al., 2013], usually with
a density in the order of a few 1019cm 3 [Ko¨hler, 1973,Analytis et al., 2010b] but that
can be reduced down to a few 1016cm 3 [Analytis et al., 2010b]. Decreasing this den-
sity would necessitate to grow out of equilibrium, which is the case for instance in MBE
growth. Yet, this remaining concentration still causes a finite bulk conductivity. Indeed,
the degeneracy limit of donor concentration is in the order of a few 1014cm 3 [Brahlek
et al., 2015], which means that a bulk-insulating pure Bi2Se3 is nearly impossible to grow.
Due to this finite bulk doping, the only possibility to investigate surface transport is
to work with thin nanostructures. First, it reduces the bulk over surface ratio, increasing
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the visibility of the surface. Second, for very thin nanostructures, bulk depletion close to
the surfaces can be used to further reduce the bulk conductivity, which will be developed
in detail in chapter 4.
One method to prepare such thin nanostructures is based on mechanical exfoliation.
Because of the layered structure of Bi2Se3 , its exfoliation is indeed possible perpendicular
to the c-axis. However, the exfoliation remains a di cult process. Sample obtained are
hardly reproducible and crystalline defects might be produced by the mechanical break-
ing of the crystal. As a result, only few papers report works on exfoliated material (for
instance [Cao et al., 2012,Sace´pe´ et al., 2011]) (see fig.3.3). Moreover, the defects created
by exfoliation can make the sample more sensitive to surface oxidation, which induces
additional doping of the surfaces [Golyashov et al., 2012].
Figure 3.3: Typical exfoliated Bi2Se3 flake. Scale bar 2µm. Adapted from [Sace´pe´ et al.,
2011].
3.1.2 Bottom-up approach: MBE and CVD growth
The alternative to the exfoliation of large single-crystals is the direct growth of nanostruc-
tures. This technique has the advantage to preserve the crystalline structure, and facets
are usually directly visible, which allows to know the crystalline orientations. Di↵erent
techniques can be used: Molecular Beam Epitaxy (MBE), Chemical Vapor Deposition
(CVD), Chemical Vapor Transport (CVT), electro-deposition... At present, none of them
is optimized and e↵orts for growth developments are still intense.
Molecular beam epitaxy
Molecular Beam Epitaxy (MBE) is the choice technique to grow a material atomic layer
per atomic layer. Yet, for the growth of Bi2Se3 , several issues remain. To this day, MBE
growth of pure Bi2Se3 still produces conductive samples with the bulk Fermi level pinned
at the bottom of the conduction band [Zhang et al., 2009a,Zhang et al., 2011,Kim et al.,
2011,Bansal et al., 2012,Post et al., 2013] and with rather poor transport mobilities (a
few hundred to one thousand cm2/V.s [Kim et al., 2011,Bansal et al., 2012]). This bulk
conductivity could only be avoided through doping (for instance with Cu [Brahlek et al.,
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2014]).
The MBE growth of Bi2Te3 gave better results because of the absence of intrinsic
Se vacancies. Indeed, Te vacancies or Bi antisite defects are energetically more costly,
and hence originally happen in a smaller amount. The growth of bulk insulating Bi2Te3
has been reported [Hoefer et al., 2014]. The main problem in this case is that the sam-
ples are extremely sensitive to air exposure, which oxidizes the surface and leads to the
creation of a trivial charge accumulated 2DEG close to the surface [Hoefer et al., 2014].
The sensitivity of Bi2Se3 and Bi2Te3 surface to oxidation in air and its origin, whether
due to oxygen, water or nitrogen, remain an unsolved question. By the end of this the-
sis, progresses have been achieved by caping the Bi2Te3 , rendering it insensitive to air
exposure [Hoefer, ].
Chemical Vapor Deposition
Another growth technique of Bi2Se3 and Bi2Te3 structures is Chemical Vapor Deposition.
In this technique, elements in the gas phase are transported by an inert gas flow to a cool
wafer, where they crystallized, forming as-grown small crystallites (see fig.3.4). This tech-
nique is very convenient because easier to implement than MBE, yet allows to control the
partial pressure of the di↵erent elements and still provides good quality single-crystalline
nanostructures.
Figure 3.4: Schematic view of the CVD growth setup. Extracted from [Hong et al., 2012].
The growth of nanostructures with this method has been reported only a few years
after the discovery of 3DTI [Kong et al., 2010a], and has been used in several stud-
ies [Kong et al., 2010a,Kong et al., 2011,Hong et al., 2012,Alegria and Petta, 2012,Yan
et al., 2013a,Yan et al., 2014,Jauregui et al., 2015b,Jauregui et al., 2015a]. In several of
them, catalysts were used to trigger the crystal nucleation [Kong et al., 2011,Hong et al.,
2012, Alegria and Petta, 2012, Yan et al., 2013a], with the inconvenient of the possible
e↵ect on the structure (possible doping...).
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3.1.3 Chemical Vapor Transport
Another powerful approach is based on CVT. This is the technique we used in this thesis,
and it o↵ers various advantages. First, similarly to the CVD process, a catalyst-free
growth is directly possible on an amorphous SiOx substrate (thermally grown SiOx on
conductive Si, for back-gate measurements). Second, single-crystalline flat nanostructures
of di↵erent shapes can be obtained, with thicknesses down to about 10nm and up to a few
hundred nanometers. Finally, this CVT process is easier to implement than a standard
CVD one.
Growth principle
Figure 3.5: Schematic view of the CVT growth setup. Extracted from [Nowka et al.,
2015].
The Bi2Se3 / Bi2Te3 nanostructures studied here were grown by Chemical Vapor Trans-
port (CVT) [Nowka et al., 2015]. The principle of the growth is presented in figure 3.5.
A Bi2Se3 powder is placed in one compartment of a silica ampoule. The wafer on which
the growth will occur, in our case a Si++/SiO2 wafer, is placed in the other compart-
ment. The ampoule is sealed under vaccum, and then placed in a tubular oven, with
the Bi2Se3 powder at the center of the oven. The Bi2Se3 is heated at a temperature
T2 = 500 to 600oC, where it sublimates. The Bi and Se elements, mainly under the form
of gas BiSe and Se2, di↵use in the ampoule without additional transport gas, to the sub-
strate, which is at a cooler temperature T1 = 350 to 450oC, where they re-crystalize. The
temperature T2 controls the evaporation rate of the Bi2Se3 powder, and therefor the vapor
pressure in the ampoula, whereas T1 determines both the density of nucleation centers and
the growth rate. Depending on the initial orientation of the crystallite, various shapes of
single-crystalline nanostructures are obtained. The nanostructures obtained are randomly
spread on the wafer. Details on the growth of our structures can be found in ref. [Nowka
et al., 2015].
Structural characterization
The nanocrystals have been investigated through energy-dispersive X-ray spectroscopy
(EDX) to analyze their composition, and high-resolution transmission electron microscopy
(TEM) to confirm their crystalline structure and their Bi2Se3 nature [Nowka et al., 2015].
The nanostructures obtained can be classified in three groups, depending on their aspect
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Figure 3.6: SEM pictures of the di↵erent nanostructure geometries. a) Wire, L >> W ⇠
h. b) Ribbon, L >> W >> h. c) Flake, L ⇠ W >> h.
ratio: large 2D flakes (L ⇠ W >> h), narrow ribbons (L >> W >> h) and 1D wires
(L >> W ⇠ h). These geometries correspond to di↵erent crystalline axis of growth (see
fig.3.6).
TEM analysis showed that for nanoribbons and for some flakes the c-axis (perpen-
dicular to the quintuple layer) is normal to the structure (see fig.3.7). Triangular flakes
are grown perpendicular to the [111] axis. No wires were found for TEM investigation, so
that their crystalline orientation couldn’t be determined. However, according to another
study on nanowires grown by CVD [Kong et al., 2010b], nanowires are either grown along
the c-axis or perpendicular to it (like nanoribbons).
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Figure 3.7: TEM images of a) a triangular nanoflake and b) a nanoribbon, with the
corresponding electron di↵raction patterns. The red doted circle corresponds to the in-
vestigated area. Extracted from [Nowka et al., 2015].
3.2 Nanofabrication
In this section we shortly review the fabrication process of the devices prepared for quan-
tum transport measurements.
3.2.1 Crystal search
Figure 3.8: Optical microscope picture of the surface of a sample, in bright field and in
dark field. Crystals, particularly wires, are easier to find in dark field mode.
As described in the previous section, the crystal growth is made directly on Si/SiO2
substrates. The crystals are randomly distributed on the surface. The first step is thus
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to locate interesting structures on the substrate. This search is done using the dark-
field mode of an optical microscope, which gives a good visibility of edges even for thin
crystallites (see fig.3.8). Interesting crystals are then characterized by scanning electron
microscope (SEM) and atomic force microscope (AFM) to determine their dimensions.
Metallic contacts are finally patterned on the chosen crystals, with e-beam lithography,
metal evaporation and lift-o↵.
3.2.2 Electron-beam lithography
The process used to design contacts on a nanostructure is the electron-beam lithography
(EBL). The principle is to design a micro-mask, over which metal will be deposited. The
mask is then removed, leaving only the metal deposited in the mask’s holes, with the
desired shape.
Figure 3.9: a) Schematic picture of the EBL process. b) Bi2Se3 flake, before and after
contacting.
The mask itself is made out of a electron-sensitive polymer resist, in which holes
will be opened. In our case, we use a single layer of poly(methyl methacrylate) (PMMA)
as a mask. This resist is electron-sensitive, so that an electron beam at 30kV breaks the
polymer chains, reducing the molecular weight of the polymer. As a result, the insolated
area are more soluble. Immersing the wafer in a soft solvent, so-called developer (in our
case MIBK), dissolves all chains with low molecular weight (insolated areas), leaving the
chains with high molecular weight (unexposed areas). Windows are thus opened, with a
designed shape, in the resist layer (see fig.3.9).
The di↵erent steps of the process are described below. The resist is first spun on
the wafer in order to obtain a very thin homogeneous layer. For the PMMA resist that we
used, the final thickness of the resist layer is ⇠ 350nm. The resist is then exposed by the
electron beam of a modified SEM, according to a pre-programmed pattern. The accelera-
tion voltage used is 30kV. Dose-tests were performed in order to determine the clear-dose
of the resist for designing a mask, found to be 300µC.cm 2. The sample is immersed in
MIBK in order to develop the insolated areas. Next, metal is evaporated onto the wafer.
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As a final step, the wafer is immersed in a strong solvent, so-called remover (in our case,
acetone), in order to remove the mask, which will dissolve the whole resist layer. At the
end of this so-called ”lift-o↵” process, only the metal deposited in the windows defined in
the resist layer remain.
This techniques allows us to design metallic contacts with variable shape on a nanocrys-
tal. The interface between these metallic contacts and macroscopic electrical wires is then
obtained by micro-bonding large metallic pads, linked to the metallic contacts, with a
sample-holder.
The 3DTI nanocrystals studied here are very fragile, and are very sensitive to current
pulses: small electrostatic discharge tend to burst the structures. In order to protect the
crystal during the connecting processes, a good grounding of the sample and bonding
machine is necessary.
Doped Bi2Se3 and Bi2Te3 are sensitive to surface oxidation [Golyashov et al., 2012].
As a result, as our samples are exposed to air, a surface oxide layer forms. This layer
prevents from forming good ohmic contact between the deposited metal and the crystal.
Indeed, most contacts deposited without surface treatment prior to the evaporation show
an insulating behavior. In order to solve this problem, we perform a soft ion beam etching
(IBE) with Ar ions, in-situ, prior to the metal evaporation. This technique allows us to
recover good ohmic contacts, with contact resistance in the order of 50⌦ for a nanowire.
However, this contact resistance varies between contacts on a given structure.
3.2.3 Nanopatterning
Performed on a longer time scale, the IBE can also be use to fully etch a nanostructure. In
particular, it can be used to design a Hall-bar out of a flake or ribbon of Bi2Se3 or Bi2Te3
. This geometry is interesting, because contrary to a wire, that can only be connected
through crossing contacts that a↵ect the current flow below them, in a Hall-bar geometry
the side-contacts are voltage-probes that do not disturb the current flow. This enable true
four-point measurement that get rid of the contact resistance. Moreover, this geometry
gives access to the Hall voltage, which gives important information on the carrier density.
Figure 3.10: SEM images of the di↵erent steps of the processing of a Hall-bar. a) Bare
flake. b) After contacting with Al contacts. c) After cross-linking the PMMA mask on
the flake. d) After etching the Hall-bar.
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In order to pattern such a Hall-bar, side contacts are deposited on a flake/ribbon
after EBL. A mask shaped as a Hall-bar is then designed on the flake, overlapping the
metallic contacts. This mask is made of cross-linked PMMA. When the PMMA is exposed
with an extremely high dose (20000µC.cm 2), it cross-links and its molecular weight in-
creases drastically, so that it cannot be dissolved in acetone. The rest of the resist can
be dissolved in acetone, and a hard mask shaped as a Hall-bar remains on top of the
nanostructure.
The Hall-bar is finally etched by a long IBE. The etch rate of Bi2Se3 at a plasma
acceleration voltage of 50V was calibrated. Fortunately, Bi2Se3 is a very soft material, so
that even a thick nanostructure is fully carved before the PMMA mask or the Au contacts
are significantly etched (see fig.3.10).
3.3 Cryogenics and low-noise electrical measurements
Once the 3DTI nanostructures are patterned and contacted, we use them to study quan-
tum transport. As we already developed in chapter 2, quantum coherence e↵ects can be
measured only when the phase coherence length L' compares to the system size. For
a disordered semi-conductor, L' ⇠ 200 nm typically at 1K [Beenakker and van Houten,
1991] and decreases fast as soon as the phonon density increases. If we want to study
quantum transport in the micrometer range, we need to reach very low temperature, using
a 3He-4He dilution refrigerator, whose characteristics are presented below.
3.3.1 Principle of the dilution refrigerator
In order to reach low temperatures, the first solution is the use of cold liquified gases. The
most common ones are liquid nitrogen, with a temperature of 77K, and liquid He with a
temperature of 4.2K at ambient pressure. Temperatures down to 300mK can be reached
by pumping on a 3He bath. In order to reach even lower temperatures, another kind of
cooling process is required. For cooling important masses, the most e cient equipment
is the so-called 3He-4He dilution refrigerator [de Waele, 2011].
The principle is to use the endothermic process of the di↵usion of 3He atoms from
a 3He-rich phase to a 4He-rich phase. The refrigerator works with a mixture of 3He and
4He that circulates in a closed circuit (see fig.3.11). Below a temperature of 800mK
(reached by pumping on this mixture, previously liquified), the liquid mixture sponta-
neously separates into a 3He-rich phase and a 4He-rich phase. This phase separation
occurs in the so-called mixing chamber, which is the coldest point, to which the sample
is fixed. In the steady state below 800mK, the dilute 4He-rich phase, heavier, forms the
lowest phase, while the 3He phase is above. In order to perpetuate the di↵usion process,
3He must be continuously re-injected in the 3He phase. To this purpose, the lower dilute
phase is connected to a cavity, called still, which is pumped. As a result, He evaporates,
mostly only in the form of 3He (thanks to its low vapor pressure). The extracted gas
is then re-condensed, and injected back into the 3He-rich phase of the mixing chamber.
This re-condensation is either made by injecting the gas through a Joule-Thompson unit,
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where it is cooled down to 1K; or by cooling it with a so-called 1K pot, a bath of pumped
4He. The temperature of the liquid 3He is then lowered through several heat exchanger,
before it is injected in the 3He-rich phase in the mixing chamber, and di↵uses in the dilute
phase. This system has several advantages. First, it enables to reach temperature as low
Figure 3.11: Schematic of a dilution fridge. Extracted from [de Waele, 2011].
as 2mK [de Waele, 2011] even if the e↵ective temperature is usually above 10mK, because
of the charge of the sample and cold finger. Also the electronic base temperature can be
higher than the refrigerator base temperature, and depends on the careful wiring going
to the sample place. Second, it is a closed system that can be maintained cold for an
arbitrarily long time, contrary to one-shot pumped 3He systems.
3.3.2 Characteristics of our dilution refrigerator
The dilution refrigerator we used in this work is a commercial Kelvinox 300 dilution unit
from Oxford. The cooling power is 100µW at 100mK, and has a base temperature of
22mK. The refrigerator temperature can be regulated, via a home-made PID controller,
from 22mK to 4K.
A challenging part of very low temperature measurements is to lower the electronic
temperature down to the base temperature of the refrigerator, and to make sure that the
temperature of the quasiparticules is indeed close to the bath temperature of the refriger-
ator. Indeed, in the absence of phonons (below T ⇠ 1K), there can be a non-equilibrium
between the temperature of the lattice and that of the electrons, since the energy relax-
ation rate of electrons is strongly reduced. As a result, the electronic temperature does
not automatically compares to the bath one. The cooling of the sample is then best
achieved by the electrical wire connected to the sample, which therefor need to be well-
anchored to the di↵erent thermal exchangers. The electronic temperature can be inferred
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Figure 3.12: Temperature dependence of the amplitude of Aharonov-Bohm oscillations
in a Bi2Te3 nanowire, down to the refrigerator base temperature of 22mK. The steady
increase of the amplitude down to at least 50mK is a clear sign of the good electronic
temperature of our dilution refrigerator.
from the temperature dependence of quantum transport phenomena. It is usually best
estimated from the measure of the amplitude of conductance fluctuations in a long meso-
scopic conductor (for which L'(T) < L down to the refrigerator base temperature). With
our Bi2Se3 nanowires, it can also be extracted from the temperature dependence of the
amplitude of Aharonov-Bohm oscillations. From this temperature dependence, we find a
higher bound for the electronic base temperature below 50mK (see fig.3.12) [Dufouleur
et al., 2013]. (see chapter5.5 for details).
3.3.3 Low noise measurement of small signals
We saw in the previous chapter that quantum correction to the conductance due to coher-
ence e↵ects can be very small, of the order of 1G0, even for system with large conductance.
Moreover, to measure such small quantum corrections, only small voltages can be applied,
in order not to increase the electronic temperature above the bath temperature. Typically,
the voltage applied must verify eV ' kBTe < kBTrefrigerator, which at base temperature
corresponds to maximum voltages of a few µV. Measuring such small voltages and their
variations (typically in the nV range) requires to perform low noise measurement with
some specific electronics. In this section we shortly comment on the devices and tech-
niques used. Despite noise, the amplitude of the absolute resistance can also be a problem,
which we solve by compensation measurements.
The low-noise measurements are performed with lock-in amplifier. A lock-in amplifier
delivers a sine-wave signal at a given frequency, that can be used to source a current
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through the sample, via a polarization resistance of 1M⌦ (much larger than the sample
resistance). The lock-in can then measure an input signal at the same frequency. This
synchronous detection system allows to get rid of a large part of the noise and parasitic
signals. In this work, we used rather low-frequencies, below 1kHz, for which the voltage
noise of preamplifiers is best reduced.
Also, the accurate measure of small voltage changes is best done using a compen-
sation technique, in order to avoid a limitation due to the numerical ”noise” related to
digital-analogic converters (DAC). As sketched in figure 3.13, a compensation setup allows
to reduce the measurement range and therefor the discretisation of the voltage measured.
Figure 3.13: Schematic principle of the compensation measurement. a) Without com-
pensation, a small oscillating signal on top of a large voltage only triggers one bit of the
digital-analogic converter (DAC) and cannot be measured. b) With a compensated signal,
the bare oscillating signal (plain curve) or the amplified one (doted curve) trigger many
bits of the DAC and can be measured.
3.4 Electrical characterization
In this section, results on magneto-transport measurements on di↵erent samples are pre-
sented. The basic characteristics (electronic mobility, carrier density...) are extracted
from Hall and SdH measurements. We give some first results on five kind of samples:
pure Bi2Se3 , doped Bi2Se3 , with di↵erent doping: Mn, Se, and Sb, and finally pure
Bi2Te3 .
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Figure 3.14: a) SEM picture of a 30 nm thin Bi2Se3 flake. b) Temperature dependence
of the longitudinal resistance, showing a metallic behavior. c) Magnetic field dependence
of the transverse resistance at 15 K, for two di↵erent gate voltages. d) Inverse-field
dependence of the transverse resistance after removing a linear background. Inset: FFT
showing the single-band contribution to SdHO. Extracted from [Nowka et al., 2015].
3.4.1 Pure Bi2Se3
Here we show measurements performed on a t = 30nm thin Bi2Se3 nanoflake (those
results can be found in [Nowka et al., 2015]). Cr/Au ohmic contacts were achieved (see
fig.3.14a)). The sample fabrication will be described in more details below (see section
3.2). Magneto-transport properties were studied in a variable temperature insert down to
4K, and up to 16T, with the magnetic field applied perpendicularly to the nanostructure.
The temperature dependence of the longitudinal resistance exhibits a metallic-like
behavior (see fig.3.14b)), with a residual resistivity ratio (RRR) of RRR = R300K/R4K '
2.2 , a value that is typical for all our Bi2Se3 nano-structures. This result is in agreement
with the high density of Se vacancies that is known for Bi2Se3 nanostructures [Analytis
et al., 2010b, Hora´k et al., 1990]. These vacancies act as double donors and bring the
Fermi level inside the conduction band, turning the Bi2Se3 bulk into a highly degenerate
semiconductor.
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Magneto-transport measurements were performed at 15K. The Hall resistance shows a
linear slope (see fig.3.14c)), giving a total 3D electron density of : n3D Hall =
I
(te⇥ dVHdB )
=
2.2 ⇥ 1019cm 3. This total carrier density takes into account both bulk carriers, and
surface carriers from the topological surface states. This value is consistent with the
typical density of Se vacancies found in Bi2Se3 nanostructures grown by vapor transport.
At higher magnetic field (B > Bonset ' 6.5T ), the longitudinal resistance exhibits
oscillations, that are periodic with inverse magnetic field (see fig3.14.d)). From the onset
of the oscillations, we find a SdH mobility (µSdHBonset ' 1) of approximatively µSdH '
1500 cm2V  1s 1, which confirms the rather good crystal quality of our nanostructures.
Moreover, from the periodicity of SdHO in inverse magnetic field, one can extract the
carrier density of the electronic population. In this case, we find a single band contribution
(see fig.3.14c)), with a magnetic frequency fB = 128T
 1. Depending on the assumed
2D or 3D-origin of SdHO, one could extract a typical 2D (resp. 3D) carrier density:
n2D SdH = efB/h = 3.9± 0.1⇥ 1012cm 2 or n3D SdH = 7.4± 0.5⇥ 1018cm 3.
The discrepancy between the densities extracted from SdH and Hall measurements un-
derlines the fact that several electronic populations, namely, bulk and topological surface
states, with di↵erent mobilities and densities contribute to the charge transport. A more
complete study is necessary to identify the electronic population (bulk states, TSS...) re-
sponsible for the oscillations. Such a thorough study is presented in chapter 4.
3.4.2 Mn-doped Bi2Se3
In order to reduce the bulk carrier density, attempts were made to counter-dope the
Bi2Se3 nanostructures with an acceptor. Nanostructures were grown in the presence of
Mn, that is expected to transport in the gas phase and to incorporate to the nanocrystals
as impurities. Such a sample is shown in figure 3.15. In order to perform electrical
characterization, the 100nm thick nanoribbon was etched as a Hall-bar. The sample shows
a metallic behavior, with a residual resistivity ratio RRR = 2.2. At 4K, the longitudinal
resistance Rxx displays very clear monoband SdHO from 6.5T on, corresponding to a
mobility µ ⇠ 1500cm2.V 1.s 1. From the frequency of the SdHO, we extract an equivalent
bulk density of n3D SdH = 3.1⇥ 1019cm 3. At zero field, the weak-anti-localization e↵ect
is clearly visible (see fig.3.15.a)
Hall measurements display a linear behavior, with no sign of non-linearity. However,
the Hall e↵ect shows discrepancies between the di↵erent Hall pairs, which points at in-
homogeneities of the crystal doping (see fig.3.16). The fact that the SdH oscillations are
reproducible between the di↵erent contact pairs, associated to the di↵erence between SdH
and Hall carrier density (n3D Hall = 9.2 ⇥ 1019cm 3 for its maximal value) confirms the
presence of several electronic populations.
The sample shows no back-gate dependence, neither in the longitudinal nor in the Hall
resistance, which suggest that the bulk dominates the transport.
From these measurements, we see that the bulk doping does not seem to be reduce in
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Figure 3.15: a) Magnetic field dependence of the longitudinal resistance of the Mn-doped
sample at 4K of a 100nm thick Bi2Se3 Hallbar. Inset: SEM image of the Hallbar. d)
Inverse-field dependence of the transverse resistance after removing a smooth background.
Upper inset: inverse-field position of the SdH peaks. Lower inset: FFT of the SdH
oscillations.
Figure 3.16: Magnetic field dependence of the transverse resistance of the Mn-doped
sample at 4K. The two curves correspond to two Hall pairs, showing the inhomogeneity
of the doping throughout the nanostructure.
this Mn-doped structure compared to pure Bi2Se3 (the Hall carrier density is even slightly
higher), which suggest that no Mn has been incorporated in the nanoribbon. The crys-
tal also appears to be inhomogeneous, contrary to other pure samples. This shows the
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di culty to incorporate inhomogeneities by CVT growth, which is a consequence of the
impossibility to control the vapor pressure of the di↵erent elements during the growth.
3.4.3 Se-doped Bi2Se3
Another possibility to reduce the bulk carrier density is to reduce the defect density. The
amount of Se vacancies can be reduced by growing Bi2Se3 in excess of Se. A Hall-bar
etched out of a nanoflake grown in such conditions was characterized similarly to the
Mn-doped sample. The magneto-transport results at 4K are shown in figure 3.17.
Figure 3.17: a) Magnetic field dependence of the longitudinal resistance of the Se-rich
sample at 4K. The resistance displays universal conductance fluctuations, but no SdH are
visible up to 12T. Insert: SEM picture of the Hall-bar. b) Magnetic field dependence of
the transverse resistance at 4K. No non-linearities are visible in the Hall e↵ect.
The sample has a metallic behavior, with a residual resistivity ratio RRR = 2.3, as for
all others Bi2Se3 samples studied.The longitudinal resistance at 4K displays no SdHO up
to 12T, which means that the electronic mobilities in this structure are much lower than
in usual undoped structures. The transverse resistance shows no sign of non-linearities.
As a result, there is no indication of the existence of several electronic populations in
this sample. This is likely due to the low electronic mobilities that prevent to observe
SdHO at 12T. Still, the 3D total carrier density extracted from the Hall e↵ect, n3D Hall =
1.4 ⇥ 1019cm 3, is very similar to undoped sample. As a result, we cannot observe any
improvement with a growth in Se excess on this sample.
3.4.4 Sb-doped Bi2Se3
At the end of this thesis, the growth of Sb-doped samples was realized. As Mn, Sb can
be used as an acceptor to counter-dope Bi2Se3 . The characterization results on a 40nm
thick Hall-bar are shown in figure 3.18.
The longitudinal resistance displays SdHO above 6T, corresponding to an electronic
mobility µ ⇠ 1600cm2.V 1.s 1. The oscillation show a multiband pattern, that is con-
firmed by the Fourier transform (see fig.3.18.b). Several frequencies are clearly present,
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Figure 3.18: a) Magnetic field dependence of the longitudinal resistance of the Sb-doped
sample at 4K. The resistance displays Shubnikov-de-Haas oscillations are visible above
6T. Inset: SEM picture of the Hallbar. b) Shubnikov-de-Haas oscillations plotted against
inverse magnetic field dependence, after a smooth background removal. Insert: FFT of
the oscillations.
although not enough oscillations are visible at 15T to be able to separate them. Measure-
ments at higher field are here necessary to perform a thorough analysis of the SdHO.
Figure 3.19: Magnetic field dependence of the transverse resistance of the Sb-doped sample
at 4K. Insert: residual di↵erence to the linear fit, showing a weak non-linearity of the Hall
e↵ect.
The transverse resistance shows a weak non-linearity, that confirms the multiband
transport (see fig.3.19). Because of the absence of precise informations from the SdHO,
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no reliable two population fit of the Hall e↵ect could be performed, because of a too large
number of free parameters. However, a linear fit yields an equivalent 2D carrier density
n2D Hall ⇠ 8 ⇥ 1013cm 2 or an equivalent 3D carrier density n3D Hall ⇠ 5 ⇥ 1018cm 3.
This density is significantly lower than that of usual undoped structure, indicating a
possible Sb incorporation and a reduced bulk carrier density, with a mobility similar to
good undoped samples. Moreover, although we can not conclude on the exact value of
the frequencies in the SdH pattern due to the few oscillations visible at 15T, the average
frequency of 50T corresponds to electronic densities significantly smaller than the Hall
ones (n2D SdH ⇠ 1.2 ⇥ 1012cm 2 or n3D SdH ⇠ 2 ⇥ 1018cm 3), further indicating the
presence of a weakly doped population. Although a complete characterization would
require to study magnetotransport at high magnetic field, similar to what is shown in
chapter 4, those are encouraging signs showing that Sb doping of Bi2Se3 nanostructures
is possible and should be further investigated.
3.4.5 Pure Bi2Te3
An alternative material to Bi2Se3 for the investigation of TSS in 3DTI is Bi2Te3 . Although
its Dirac point is located in the valence band, which prevents the study of low-energy DF
without bulk contribution, for the study of high-energy DF it presents the advantage of
having a weaker intrinsic doping that Bi2Se3 .
Figure 3.20: a) Magnetic field dependence of the longitudinal of the Bi2Te3 sample re-
sistance at 4K. The resistance displays Shubnikov-de-Haas oscillations are visible above
4.5T. b) Shubnikov-de-Haas oscillations plotted against inverse magnetic field dependence,
after a smooth background removal. Insert: FFT of the oscillations.
A 60nm thick Hallbar of Bi2Te3 was characterized at 4K, with a transverse magnetic
field up to 15T. The residual resistivity ratio is RRR = 5.5, significantly higher than in
Bi2Se3 , accounting for a weaker structural disorder in Bi2Te3 . The magnetoresistance
results are shown in figure 3.20. SdHO are observed above 4.5T, which corresponds to
a mobility µ ⇠ 2200cm2.V 1.s 1, a very high value for a nanostructure of the Bi2Se3
family. The SdHO have a multiband character, although the small number of oscillations
visible at 15T does not allow a detailed study of the di↵erent frequencies. At least two
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frequencies are visible at ⇠ 20T and ⇠ 50T (mostly visible above 10T). This corresponds
to small carrier densities, in the range of ⇠ 5 ⇥ 1011cm 2 to ⇠ 1 ⇥ 1012cm 2 for TSS or
⇠ 5 ⇥ 1017cm 3 to ⇠ 1 ⇥ 1018cm 3 for bulk carriers. This is much lower values than in
typical Bi2Se3 samples, as expected for Bi2Te3 .
Figure 3.21: Magnetic field dependence of the Bi2Te3 transverse resistance at 4K.
The Hall e↵ect is strongly non-linear, with an inversion of the Hall slope below 3T, as
shown in figure 3.21. This inversion is characteristic of a system with two types of carriers
(electron and holes), which suggests a p-doped bulk and a n-doped surface. Unfortunately,
informations are missing to perform a reliable two-population fit of the Hall e↵ect. The
weak Hall amplitude imposes the existence of a heavily doped population, that doesn’t
appear in the SdHO. It is not possible to extract it from the Hall e↵ect, as it would
determine the asymptotic Hall behavior, that is not yet reached at 15T. As a result,
several sets of parameter with densities and mobilities varying by an order of magnitude
can fit the observed curve. Understanding the doping in such a Bi2Te3 nanostructure
would require to perform high-field measurements, in order to observe more SdHO and
to reach the asymptotic Hall slope.
This measurements nevertheless indicates that Bi2Te3 can be very interesting to study
further, as it shows weak carrier densities possibly corresponding to TSS.
From the characterization of doped and undoped nanostructures, we see that even
if no clear evidence of e↵ective doping of nanostructures with acceptors has been ob-
tained, Sb-doped Bi2Se3 and Bi2Te3 appears to be very good candidates for transport
measurements. More samples should be studied in order to get more statistics and to
draw a reliable conclusion on doping e↵ect in CVT-grown nanostructures. This work is
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still in progress at the IFW. In the rest of this work, we focus on undoped nanostructures
of Bi2Se3 and Bi2Te3 .
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Chapter 4
Shubnikov-de-Haas oscillations in
Bi2Se3 nanostructures
4.1 Motivation
As explained before, investigating TSS physics in 3DTI by transport measurements is a
di cult task due to the bulk contribution to the conductance. The TSS’ contribution to
charge transport is ”shunted” by a trivial bulk conduction, that is often greater than the
surface’s one. Studying TSS by electrical transport measurements in this context is not
trivial.
The intrinsic doping can be reduced by two principal methods: one can either try to
reduce the concentration of Se vacancies in order to reduce the doping; or one can intro-
duce impurities acting as acceptors (like Ca or Sb for instance) to compensate the charges
in the crystal. The first method was successfully used for macroscopic single-crystals
by melting-point technics [Analytis et al., 2010b, Hsieh et al., 2009a] (even though the
full compensation was never observed), but it is di cult to implement for CVT-grown
nanostructures because of the lack of control on the elements partial pressure during the
growth. The second technic has been investigated, both with single crystals [Ren et al.,
2011,Hsieh et al., 2009a] and with MBE-grown thin-films [Zhang et al., 2014], but is also
di cult to implement for as-grown nanostructures, as it is uneasy to realize the vapor
transport of impurities.
Hence, as charge compensated as-grown nanostructures are not available, one must
find a way to study TSS despite the presence of bulk conduction. In this work, we used
two di↵erent approaches to overcome this problem and study the specific properties of the
TSS. The first approach, based on quantum coherent transport, is to find a phenomenon
that originates only from TSS, for which the bulk contribution doesn’t need to be consid-
ered. The Aharonov-Bohm e↵ect in 3DTI nanowires is an example of such a phenomenon,
and will be extensively discussed in the next chapter. One can also study a phenomenon
originating from both surface and bulk states, but with specific features for TSS. This
will be the study of Conductance Fluctuations in nanowires, which will also be discussed
in the next chapter.
The second approach is to study all the di↵erent contributions to the conductance
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together, and to disentangle them to extract information on the TSS, which is the sub-
ject of this chapter. It has been shown that Shubnikov-de-Haas oscillations can be used
to separate the di↵erent electronic populations contributing to transport in TI nanos-
tructures [Sace´pe´ et al., 2011]. The principle of the analysis to identify the di↵erent
contributions to SdHO is developed in the first section of this chapter (4.2). All electronic
contributions to charge transport can be identified, which allows us to study the energy
profile of the nanostructures. In particular, the band bending close to the surfaces can be
investigated, as explained in the second section (4.3). Finally, by identifying and studying
SdHO associated with TSS, one can evidence their specific scattering properties due to
their spin texture and compare them to the bulk ones, as will be shown in the last section
(4.4).
4.2 Principle of the analysis
As mentioned before, a detailed analysis of TSS transport properties in TI nanostructures
can be achieved from the study of Shubnikov-de-Haas oscillations. It is however di cult
to complete such an analysis in intrinsically-doped TI nanostructures, mainly because of
the di culty to disentangle bulk and TSS contributions. Indeed, the analysis of SdHO in
Bi2Se3 remains so far unclear. Some studies reported on single-band SdHO [Petrushevsky
et al., 2012, Analytis et al., 2010a, Fang et al., 2012, Cao et al., 2012, Jauregui et al.,
2015b,Yan et al., 2014], which were attributed to either bulk carriers or TSS. In contrast,
other studies reported on multi-band SdHO [Analytis et al., 2010b,Qu et al., 2013,Ren
et al., 2011,Zhang et al., 2014,Sace´pe´ et al., 2011] and emphasized the di culty to iden-
tify and distinguish between their bulk, TSS, or charge-accumulation two-dimensional
electron gas (2DEG) origin. However, as shown in the next sections, the measurement of
SdH-contributions from all electronic populations present in a sample makes it possible
to identify them one by one and hence to fully characterize the sample.
In the following, SdHO are measured and analyzed in Bi2Se3 nanostructures with
di↵erent bulk carrier densities. In order to extract oscillations of weak amplitude on top
of a large monotonous background, the analyzed quantity will often be the second deriva-
tive of the resistance. Its extrema corresponds to those of the SdHO, but with increased
visibility of the oscillations due to the local suppression of a second order polynomial
background. The di↵erent contributions will be evidenced by performing a Fast Fourier
Transform analysis of the SdHO. Each peak in the FFT corresponds to a distinct fre-
quency, associated to a distinct electronic population (usually 3 peaks will be evidenced:
one bulk and two TSS). In order to observe the SdHO from all populations, the samples
are measured under high magnetic field (up to 55T). Each contribution can be attributed
to a specific charge population by using their gate sensibility, their temperature depen-
dence or their angle dependence, together with some simple consideration about the band
structure.
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4.2.1 Gate voltage e↵ect
An e cient way to distinguish the di↵erent electronic populations in a nanostructure
of TI is through their gate-voltage dependence. When applying an electrical field to a
nanostructure, charges will electrostatically tend to be expelled from or attracted to the
nanostructure, depending on the direction of the electric field. This modifies the chemical
potential of the structure, and hence the carrier density.
The e↵ect of the electrical field will depend on several parameters. First, it depends
on the geometrical capacitance Cgeom between the source of the field and the structure:
Vg = Q/Cgeom, with Q the amount of charges moved and Vg the applied electrical po-
tential (gate voltage). This parameter defines how many charges will be moved, at a
given Vg. The geometrical capacitance describes very well the case of a capacitor where
the electrodes are metals with a nearly infinite density of states (DOS). However, when
the DOS decreases to a finite value, the gate voltage will not only have an e↵ect on the
electrical potential, but also on the chemical potential. This second e↵ect is described by
the quantum capacitance CQ: it is defined as the link between the change in the chemical
potential  µ and the amount of charges moved Q:  V =  µ/e = Q/CQ [Luryi, 1988].
CQ is directly related to the DOS, i.e to the ability a system has to change its chemical
potential with a given amount of charges. For a 2D system with parabolic or linear disper-
sion, CQ = e2DOS (for a topological 2D-surface state with linear dispersion, this is only
true in the limit of small modifications of the chemical potential by the applied voltage)
(see appendix B). This parameter determines the change in the chemical potential, for a
given amount of moved charges Q.
This change in the chemical potential can then be related to the applied gate voltage:
 µ = eVg
Cgeom
Cgeom+CQ
. From this, we already understand that the e↵ect of a gate voltage
on a metallic 3D state is very small, as the equivalent 2D DOS is extremely large, so
that CQ will also be very large and  µ accordingly small. On the contrary, the e↵ect of
gate voltage on a 2D system, which has comparatively a much smaller DOS, can have a
significant e↵ect on the carrier density.
In our case, the electrical field is applied on the nanostructure by applying a potential
Vg on the conductive Si++ wafer on which the nanostructures are grown (back-gate volt-
age, see fig.4.1). The thermally grown SiOx layer on top of the wafer isolates the structure
from the wafer, and its voltage breakdown is about 1V/nm (the dielectric thickness is ei-
ther 200nm or 300nm). The electrical field applied first a↵ects the lower TSS, i.e the
TSS located at the interface between Bi2Se3 and SiOx. As the interface state has a finite
DOS, it will screen only part of the field, and its chemical potential will be modified so
that the carrier density can be tune by the gate voltage. The bulk, when thicker than the
Thomas-Fermi screening length  TF = 1/
p
4⇡e2/✏0✏r ⇥DOS(EF), can be considered to
have an infinite DOS, and will completely screen the remaining field. For a Fermi energy
of 100meV,  TF ' 2nm. Above this thickness, the global carrier density of the bulk will
only be changed locally close to the interface and remains globally unchanged (i.e no gate
e↵ect). As a consequence of bulk screening, the upper TSS (i.e the TSS located at the
interface with air) will not feel any electric field, as it has been completely screened by
the bulk, and thus does not show any gate dependence.
Hence, when applying a back-gate voltage, we expect to modify the carrier density of
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Figure 4.1: a) Electrical schematic of the quantum capacitance. b) Schematic of the
principle of back-gate voltage e↵ect on a TI nanostructure. When a negative back-gate
voltage is applied, the interface chemical potential decreases.
the lower TSS only, and hence the frequency in 1/B of the associated SdHO. The other
SdH frequencies should not be gate-dependent. This allows to identify the frequency
associated to the lower interface state [Sace´pe´ et al., 2011].
4.2.2 Temperature dependence
The temperature dependence of the amplitude of SdHO is also useful in the disambigua-
tion of their origin. Indeed, for a single population, this dependence follows the so-called
Lifschitz-Kosewitsz (LK) formula [Chen et al., 2013,Shoenberg, 1984]:
 R(T )/ R(T0) = T/T0 ⇤ sinh(↵T0)/sinh(↵T )
with  R the SdH amplitude, ↵ = 2⇡2kB/~!c and !c = eB/m* (see fig.4.2). Hence, the
e↵ective mass m* of the carriers can be extracted from the temperature dependence of
the amplitude of one given oscillation at a constant magnetic field B. The e↵ective mass
of the bulk and the TSS can possibly be very di↵erent: m⇤bulk = 0.12 - 0.15me [Ko¨hler,
1973, Brahlek et al., 2015] depending on the field orientation, while for the TSS, the
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relevant mass is the cyclotron mass m⇤TSS = EF/v
2
F , ranging from 0.09 to 0.25me for EF
ranging from ⇠100 to ⇠450meV.
Figure 4.2: LK-functions for several values of the e↵ective mass. These curves are calcu-
lated at a magnetic field of 10T and normalized to the amplitude at 4K.
However, such an analysis can be misleading in the case of multiband SdHO. Indeed,
the LK formula only holds for one single population; applying it to oscillations resulting
from several populations can lead to wrong values of m*: the temperature dependence
resulting from two populations with di↵erent e↵ective mass cannot necessarily be fitted
with a single LK function. However, if one population can be studied independently, or if
the m* for bulk or TSS at the considered EF are very di↵erent, this kind of analysis can be
reliably used to attribute SdHO to a specific type of charge carrier [Analytis et al., 2010b].
One analysis commonly used by many groups to prove the massless character of SdHO
is the extrapolation at infinite field of the LL index [Analytis et al., 2010b,Analytis et al.,
2010a,Cao et al., 2012,Fang et al., 2012, Jauregui et al., 2015b,Wright, 2013,Yan et al.,
2013a,Yan et al., 2014, Zhang et al., 2014] (see introduction part). However, this anal-
ysis is not valid in the case of strongly doped structure, where the number of occupied
LL is high, and the extrapolation to infinite field is not precise enough to determine an
integer/half-integer crossing. Moreover, in the multiband SdHO case, it is not possible to
attribute one peak to one given population, which makes this kind of analysis irrelevant.
4.2.3 Angle dependence
The angle dependence of the SdHO also allows to distinguish between 3D and 2D states.
Indeed, in the case of 2D electronic states, the only relevant field for SdHO is the transverse
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field (see chapter 2). If the magnetic field B is not normal to the electronic plane, only
its transverse component B? = cos(✓) ⇥ B will matter for the SdHO (see fig.4.3). As a
result, the SdH-frequency in 1/B will increase as an inverse cosine of the tilting angle ✓
when tilting the field away from the normal to the electronic plane: fB(✓) = fB(0)/cos(✓)
[Shoenberg, 1984].
In the case of 3D electronic states, the SdH-frequency depends on the density of
states in k-space, perpendicular to the applied field: if the field is applied along the
crystallographic c-axis, the SdH-frequency will depend on the surface SF of the section of
the Fermi surface at EF in ~ka- ~kb plane: fB = ~SF/2⇡e (see chapter 2). If the magnetic
field is tilted, the probed section of the Fermi surface will vary. This is a way to look for an
anisotropy of the Fermi surface through SdHO. In the case of Bi2Se3 , the anisotropy of the
Fermi surface is around 20% [Ko¨hler, 1973], which means that the bulk SdH-frequency
can vary by 20% when tilting the field in all directions. For 3D electronic states, the
SdHO angle dependence should depend on the Fermi surface’s anisotropy, but shouldn’t
disappear for any angle.
Figure 4.3: Schematic of the angle dependence of 2D-SdHO in the longitudinal resistance
Rxx. When titling the magnetic field, only the transverse component of the field induces
SdHO, so that SdHO reproduce against B?.
As a consequence, the angle dependence of 3D bulk states and 2D surface states will
di↵er. Providing that the bulk is thicker than the cyclotron radius rc, the bulk SdH-
frequency will be angle independent (in the 20% limit due to the anisotropy of the bulk’s
Fermi surface), while the SdH-frequency of 2D states should vary as an cos(✓) 1. An-
gle dependence can therefore be used to distinguish between 2D and 3D origin for SdHO.
However, it doesn’t distinguish between topological and non-topological populations (typ-
ically between TSS and charge accumulation 2DEG).
CHAPTER 4. SHUBNIKOV-DE-HAAS OSCILLATIONS IN BI2SE3 NANOSTRUCTURES97
If the nanostructure is thinner than rc, cyclotron trajectories cannot form in the bulk,
which would prevent forming quantized LL before rc becomes smaller than the thick-
ness. Bulk SdHO could then disappear when tilting the field, like for 2D states, although
it is simply a thickness e↵ect (oscillations re-appear at higher field). For bulk states
with parabolic dispersion, rc = m⇤vF/eB =
p
2m⇤EF/eB ' 50nm for B = 10T and
EF = 150meV.
4.3 High field measurements
In this section, we study SdHO oscillations measured under high magnetic field in Bi2Se3
nanostructures, together with W. Esco er at the LNCMI in Toulouse, France. In the
following, we will refer to the TSS located at the interface between the Bi2Se3 and the
SiO2 substrate as ”lower TSS”, and to the TSS located at the interface between the Bi2Se3
and air as ”upper TSS”.
4.3.1 Band Bending in nanostructures:
a route to bulk depletion
Figure 4.4: Schematic of the principle of the two types of band bending in Bi2Se3 : a)
Upward band bending in case of strong bulk doping and similar surface doping and b)
Downward band bending in case of strong surface doping and lower bulk doping.   is the
Thomas-Fermi screening length.
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As we just have seen, SdHO can be used to identify the TSS contribution to charge
transport. If we can separate and identify all contributions to charge transport in the
spectral components of SdH, we can thus determine an energy profile of the electronic
bands in the nanostructure. As shown below, this allows us to study how the bulk bands
bend close to interfaces (band bending e↵ect).
Band bending (BB) is the phenomena that happens whenever there is a mismatch
of the Fermi energy between two regions of a system. This happens when two materials
with di↵erent Fermi energy are put in contact, or due to a change in the energy dis-
persion, or simply because of a local doping. At the interface between the two regions,
the mismatch creates a local electric field, that will at equilibrium be compensated by a
charge transfer from the most doped region to the less doped one. This charge transfer
re-equilibrate the Fermi energy at the same level throughout the system, causing the en-
ergy bands to ”bend” between the two regions. BB near the surface can occur in two
directions: either downward (DBB), or upward (UBB), with respect to the bulk EF. In
semiconductor heterostructures, DBB is responsible for the creation of a two-dimensional
electron gas (2DEG) [Beenakker and van Houten, 1991], and as such has been studied
thoroughly.
In topological insulators (TI), and more specifically Bi2Se3 , both types of band
bending have been reported. UBB have been observed in macroscopic single-crystals
of Bi2Se3 by electrical transport measurements [Brahlek et al., 2014, Analytis et al.,
2010b,Analytis et al., 2010a]. This type of BB is the usual one for very doped samples
(⇠1019cm 3). In the absence of an additional surface doping (additional Se vacancies,
deposited dopants [Bianchi et al., 2011, Bianchi et al., 2012, Benia et al., 2011], oxyda-
tion [King et al., 2011,Bianchi et al., 2010]...) comparable to the bulk one, charges will
naturally transfer to the surface over a depletion length  , in order to fill the lower energy
states of the surface Dirac cone. This results in an upward BB (see 4.4.a) [Brahlek et al.,
2015]. This is the usual case, as Se vacancies are naturally occurring in Bi2Se3 in the
order of a few 1019cm 3 ( [Analytis et al., 2010b, Hora´k et al., 1990]). Although UBB
as been mainly reported in highly-doped structures, it was also observed in bulk single
crystals with a lower density (down to ⇠1016 [Analytis et al., 2010b]).
DBB was also reported, mainly in very clean thin films and single-crystals with surface-
induced disorder [Bianchi et al., 2010,Benia et al., 2011,King et al., 2011,Bianchi et al.,
2011,Bianchi et al., 2012]. Indeed, contrary to the previous case, if bulk disorder is low
enough, an additional surface doping of limited strength would be su cient to induce an
accumulation of charges located at the surface and a transfer of charges from the surface
to the bulk, leading to a DBB over a Thomas-Fermi length   (see 4.4.b).
In TI nanostructures, UBB can prove very useful, as it can be used to fully deplete
bulk carriers in a nanostructure whose thickness is thinner than 2 , with no practical
need to suppress the bulk doping (see fig.4.5) [Brahlek et al., 2015]. Producing such a
true bulk-insulating nanostructure is of the highest interest as it would allow the direct
electrical study of the topological states. It is also a necessary condition to the production
of functional TI-based electronic devices. In the following section we present a systematic
study of band bending in nanostructures of Bi2Se3 , investigated through the study of
SdHO under high magnetic field, and we reveal that interface disorder can be a limitation
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Figure 4.5: Schematic of the principle of bulk depleted nanostructure through UBB and
thinning: a) thick structure and b) structure thinner than 2 , bulk-depleted through
band-bending.
to this bulk-depletion approach.
4.3.2 Measurements
General transport properties
In this section, we study Shubnikov-de-Haas oscillations in nanostructures of Bi2Se3 un-
der high magnetic fields for di↵erent bulk carrier densities ranging over two orders of
magnitude, from 3⇥ 1019cm 3 down to 6⇥ 1017cm 3. All contributions to charge trans-
port are separated and identified by their temperature and electrical back-gate voltage
dependence. Band bending is systematically investigated, and a crossover from UBB to
DBB is evidenced when bulk doping is reduced. Remarkably, a strong DBB results in the
formation of a potential well at the interface where a confined 2DEG coexists with TSS.
This study underlines the importance of controlling the surfaces quality, in addition to
solely reducing the bulk residual doping, in order to study only the TSS.
All samples show a metallic behavior, as expected for degenerate Bi2Se3 [Brahlek et al.,
2015] (see fig.4.6a). For each structure, magneto-transport was studied down to 4K and
up to 55T using a pulsed magnetic field (measurements were performed at the high field
facility at LNCMI-Toulouse, with W. Esco er), except for structure A which was studied
under a static field up to 15T. Measurements in a Hall-bar show weak amplitude SdHO in
the longitudinal resistance Rxx, superimposed to a large magnetoresistance background
(see fig.4.6b), and a non-linear transverse resistance Rxy, which is typical of multiband
transport (see fig.4.6c). More details on the di↵erent contributions to electronic transport
properties can be inferred from SdHO. For a better quantitative analysis, we analyze the
second derivative d2Rxx/dB2 of the SdHO.
From the SdH frequency associated with each population, the carrier density, the
Fermi energy and the band bending  EBB = EF   (ELSS/USS   180meV) are extracted
(see fig.2), assuming that the Dirac point is 180meV below the bottom of the conduction
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Figure 4.6: a) and b): SEM and AFM picture of sample E (t=79nm thick), and AFM
section along the dashed line. c) Temperature dependence of the longitudinal resistance
Rxx. d) Perpendicular field dependence of Rxx measured at T = 1.7K; inset: second
derivative of Rxx displaying SdHO. e) Perpendicular field dependence of the Hall resistance
Rxy (nHall = 3.2±0.1⇥1013cm 2 is the total density determined from high field asymptote
above 40T).
band (CB) [Xia et al., 2009,Hsieh et al., 2009a]. Details about this work can be found in
reference [Veyrat et al., 2015].
Sample A
A typical heavily-doped ribbon (sample A) is shown in figure 3.a. Above 6T, the resistance
exhibits SdHO (see fig.3.b). Two sets of contacts were measured, with respective lengths:
600nm and 1.4µm. The result are shown for the longer distance but are reproduced on
the shorter one.
As already mentioned, the oscillations being of small amplitude compared to the back-
ground, we study the second derivative of the longitudinal resistance Rxx. The SdHO
pattern is shown in fig.4.8a, plotted as a function of 1/B. Those oscillations show a clear
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Figure 4.7: a) SEM picture of sample A (t=27nm thick). b) Magnetoresistance of sample
A at liquid helium temperature.
multifrequency pattern: for B > 11T, they display three frequencies (similarly to earlier
results [Qu et al., 2013]), whereas only two are visible in the Fourier transform below 11T.
The three peaks revealed by the FFT are at frequencies fB1 = 165± 5T, fB2 = 180± 5T
and fB3 = 245 ± 5T (see fig.4.8b), which correspond to three distinct electronic popula-
tions having di↵erent carrier densities. We will now attribute each frequency to a specific
charge population. fB1 can be unambiguously attributed thanks to its back-gate voltage
dependence. fB2 can then be identified by the temperature dependence of SdHO below
11T, were only fB1 and fB2 contribute to SdHO. fB3 is then identified by the temperature
dependence of fB3 above 11T, were all three frequencies contribute.
Figure 4.8: a) Inverse magnetic field dependence of d2Rxx/dB2 of sample A, for two
di↵erent values of the gate voltage. b) FFT of d2Rxx/dB2.
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SdHO were measured at a back-gate voltage of Vg = 0 and -110V. The Fourier transforms
are compared in figure 4.8b. As pointed out by the dotted lines, both fB2 and fB3 do not
shift at -110V, while fB1 is clearly shifted to a lower frequency. This indicates that fB1
corresponds to the lower surface state (LSS). Hence, we calculate: nLSS = fB1 ⇥
 
e/h
 
=
4.0 ± 0.1 ⇥ 1012cm 2, with e the electronic charge and h the Planck constant. Knowing
the Fermi velocity vF = 5.4 ⇥ 105m.s 1 determined by ARPES [Kuroda et al., 2010,Xia
et al., 2009,Hsieh et al., 2009a], the interface Fermi energy is ELSS = 251 ± 3meV and
m⇤LSS = ELSS/v
2
F = 0.15me is the associated cyclotron mass.
The two other frequencies can be separated by their temperature dependences. Since
the onset of the highest frequency fB3 is 11T, the temperature dependence of the SdHO
amplitude below above 1/B = 0.9T 1 arises only from the two populations associated
to fB1 and fB2. Although no quantitative value of m⇤ for one single population can be
extracted, LK fits for SdHO above 11T, m⇤LK extracted from LK-fits rises up to 0.22me
(0.19±0.02me for all peaks, see fig.4.10). This is in agreement with the last frequency fB3
having a higher e↵ective mass than the previous two. This is only possible if fB3 corre-
sponds to a TSS with high energy, and hence a large m⇤. Below 11T, the LK fits all yield
an average e↵ective mass m⇤LK = 0.14 ± 0.01me (see fig.4.9 and 4.10). This is consistent
Figure 4.9: a) SdH amplitude after background removal, at di↵erent temperatures. b)
LK fit of the temperature dependence of two oscillations. Dotted curves correspond to
fits with m⇤ = 0.14 and 0.22me for red and blue respectively.
with fB2 originating from bulk carriers. Indeed, m⇤B = 0.12  0.15me from bulk and m⇤int
calculated above from interface are very similar, and temperature dependences are similar
for both populations. Therefore we attribute fB3 to the upper surface state (USS), with
an energy EUSS = 305 ± 3meV and a corresponding cyclotron mass m⇤USS = 0.185me, in
agreement with the LK fits.
This is also consistent with the di↵erence found in the onsets of the SdHO, which
depend on the carrier mobility of each band1. Indeed, the Drude mobility µ = e⌧e/m⇤
1The mobility considered here is the SdH mobility, µSdH , related to the electronic mean free path le.
In 3DTIs, this SdH mobility is di↵erent from the transport mobility µtr, that is related to the transport
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Figure 4.10: m⇤ extracted from Lifschitz-Kosewitsz for all Shubnikov-de-Haas oscillations.
The error bar is that of the Lifschitz-Kosewitsz fit. The dotted line marks the apparition
of the highest frequency fB3.
depends on the disorder strength (characterized by ⌧e = le/vF, where le is the elastic mean
free path) and on the e↵ective mass [Brahlek et al., 2015]. Here, the carrier density is
50% higher at the upper surface than at the lower surface. As doping mostly originates
from double donor Se vacancies [Devidas et al., 2014,Xue et al., 2013], a higher doping
means a stronger disorder, and a reduced mobility. Simultaneously, for TSS, increasing
the energy implies increasing m⇤. Both e↵ects tend to reduce the upper TSS’ mobility
compared to the bulk and lower TSS’ one and hence increase the onset fields.
Assuming a quadratic energy dispersion for the bulk, the BB can be calculated as
shown in figure 4.11. An UBB is observed in this structure, as expected for a strongly
doped structure (nB = 1.4 ⇥ 1019cm 3). The depletion happens over the Thomas-Fermi
length,   ' 3nm.
Sample B
The field dependence of Rxx in sample B (thickness t=26nm), at di↵erent temperatures, is
shown in fig.4.12. All populations having a very similar carrier mobility, it is not possible
to study independently the di↵erent populations in a limited field range. Hence the LK
fits only provide an average e↵ective mass that cannot be associated with one particular
population.
length ltr and can be much larger than µSdH .
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Figure 4.11: Energy profile of sample A, extracted from SdHO analysis.
Figure 4.12: Magneto-resistance of sample B: a) Longitudinal resistance Rxx dependence
with the perpendicular magnetic field for di↵erent temperatures. Insert: SEM picture of
the nanostructure. b) Temperature dependence of the second derivative of Rxx. Insert:
FFT of the SdHO at 1.7K.
Unfortunately, because of technical issues with the oxide layer no measurements with
an electrical gate could be done for this sample. However, given the three FFT peaks
fB1,2,3 = 160 ± 5T, 280 ± 10T, 410 ± 10T respectively, we can determine which one
corresponds to bulk carriers.
Among all possibilities, only the assignment of fB2 to bulk charge carriers would result
in a consistent picture. Indeed, if fB1 would correspond to the bulk (EF = 145meV,
nB = 1.1 ⇥ 1019cm 3), then fB2 correspond to a surface with Esurf = 327meV (EBB =
 2meV, so no BB), with nsurf = 6.7 ⇥ 1012cm 2. Populating such a surface density
would require a total depletion of the bulk over 6nm, but without BB, which leads to
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a contradiction. A similar conclusion can be drawn if we assume fB3 to be the bulk: it
follows nB = 4.7 ⇥ 1019cm 3, while the surfaces’ densities would be 6.7 ⇥ 1012cm 2 and
3.9⇥ 1012cm 2, with EBB = 226 and 306meV (UBB). In this case, charge transfer would
happen over 1.4 and 0.8nm, respectively; which is thinner than the Thomas-Fermi length
and leads to a contradiction. So fB3 does not fit as bulk frequency.
Hence, fB2 is identified as the bulk contribution, which results in the values found in
fig.4.13. The absence of gate unfortunately prevents to distinguish between the lower and
upper TSS.
Figure 4.13: Energy profile of sample B, extracted from SdHO analysis.
Sample C
The field dependence of Rxx in sample C (thickness t=91nm), at di↵erent temperatures, is
shown in fig.4.14. Although connected in a Hall-bar geometry, the sample was not etched
to prepare a true Hall-bar. As for sample B, there is no electrical back gate.
However, the same analysis allows us to determine which frequency corresponds to
the bulk states. Given the 3 FFT peaks fB1,2,3 = 112±10, 195±5, 263±5T respectively,
among all possibilities, only the assignment of fB2 to bulk charge carriers would result
in a consistent picture. Indeed, if fB1 would correspond to the bulk (EF = 102meV,
nB = 6.7 ⇥ 1018cm 3), then fB2 corresponds to a surface with a carrier density of nB =
4.7 ⇥ 1012cm 2 (EF = 273meV,  EBB = +9meV so nearly no BB). Populating such a
density would require to deplete the bulk over⇠7nm, whereas the Thomas-Fermi screening
length is:
 TF = 1/
p
4⇡e2/✏0✏r ⇥DOS(EF) ' 2nm
for the bulk at this energy, with ✏0✏r the permittivity and DOS the bulk density of states.
If now fB3 would be due to the bulk, EF = 239meV and the BB energies are  EBB =
+213 and + 306meV (UBB), which is more than twice the value found in sample A,
whereas the bands are expected to flatten when EF increases.
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Figure 4.14: Magneto-resistance of sample C: a) Longitudinal resistance Rxx dependence
with the perpendicular magnetic field for di↵erent temperatures. Insert: SEM picture of
the nanostructure. b) Temperature dependence of the SdHO, after background removal.
Insert: FFT of the SdHO at 4K.
Hence, fB2 is identified as bulk, which results in the values found in figure 4.15, that are
very close to those of sample A.
Figure 4.15: Energy profile of sample C, extracted from SdHO analysis.
Sample D
The field dependence of Rxx in sample D (thickness t=65nm), at di↵erent temperatures,
is shown in figure 4.16. Like for samples B and C, all mobilities are here similar, so that
CHAPTER 4. SHUBNIKOV-DE-HAAS OSCILLATIONS IN BI2SE3 NANOSTRUCTURES107
no precise values of m⇤ for one given population can be extracted.
As detailed below, a similar analysis as for sample B and C allows us to determine a
Figure 4.16: Magneto-resistance of sample D: a) Longitudinal resistance Rxx dependence
with the perpendicular magnetic field for di↵erent temperatures. Insert: SEM picture of
the nanostructure. b) Temperature dependence of the SdHO, after a background removal.
Insert: FFT of the SdHO at 2K.
consistent picture of the energy levels in the sample. The three FFT peaks are fB1,2,3 =
48±5, 84±3, 112±5T respectively. Let us notice first that all models result in an UBB,
whatever frequency is taken for the bulk states, so that the conclusions drawn there do not
depend on the FFT-peak’s attribution. For each three possibilities, one of the surface’s
energy is either in the band gap or at the bottom of the conduction band (Esurf 6 180meV).
By performing LK fits for all SdHO peaks, the average e↵ective mass drops down to
0.08me, which is the e↵ective mass associated with a TSS at ETSS = 140meV, in very
good agreement with fB1 (135±7meV). Hence we believe that fB1 is associated to a TSS.
The available data are not enough to separate fB2 and fB3, but choosing fB2 or fB3 as
bulk has a negligible impact on the analysis (since they are not much di↵erent) and does
not change the conclusions of the main text, as the band bending is upward in both cases.
The values of figure 4.17 correspond to fB2 as bulk states.
For all these four structures,  EBB is of the same order of magnitude (⇠50 to⇠150meV).
But the e↵ect, small in strongly-doped structures (for A,B,C: EF lies in the CB at the
surfaces), becomes much stronger for the intermediate doping (sample D), where EF en-
ters the bulk gap for one surface (Esurf1 < 180meV). This confirms the possibility, for thin
enough structures with a bulk doping in the 1018cm 3 range, to achieve bulk depletion
through UBB. However, for this doping, the depletion length   would be around 3nm for
a complete bulk depletion and 6nm for a triangular depletion potential, so that bulk de-
pletion can only be achieved for a thickness below 12nm, which constitutes a challenging
task nowadays. Moreover, the thickness should not be below 6nm, in order to avoid cross-
talk between the lower and upper TSS, which would result in a gap opening. The optimal
thickness would then be 6nm < t < 12nm at this doping. To achieve bulk depletion over a
larger thickness would require to further decrease the bulk carrier density. However, this
assertion supposes that BB remains upward, which is not obvious, as discussed below.
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Figure 4.17: Energy profile of sample D, extracted from SdHO analysis.
Sample E
Magneto-transport results at low field on the weakly-doped nanostructure E are pre-
sented in figure 4.18. The sample was patterned in a Hall-bar geometry, using IBE and
a crosslinked PMMA mask as described in chapter 3. The Hall-bar was checked to be
homogeneous: both SdHO and Hall e↵ect were reproducible for all contact pairs and Hall
pairs, respectively. The following measurements were also reproducible after a thermal
cycling.
Figure 4.18: a) Magnetic field dependence at low field of the longitudinal resistance Rxx
for sample E, at di↵erent temperatures. b) Magnetic-field dependence at low field of the
transverse resistance Rxy, fitted with a two-channel model.
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The SdHO are shown in figure 4.19, after removal of a smooth background in order to
study their temperature dependence. Those oscillations appear to be monoband up to
15T for the four peaks visible. It is then possible to extract an e↵ective mass corre-
sponding unambiguously to the population responsible for these oscillations. The LK fit
of the temperature dependence of the SdHO amplitude yields m⇤ = 0.129 ± 0.01me (see
fig.4.19), which is consistent with bulk states [Ko¨hler, 1973,Butch et al., 2010]. It is also
inconsistent with TSS, as for such fB1 the chemical potential would be 64meV and the cor-
responding cyclotron mass m⇤TSS = 0.039me. This frequency is therefore unambiguously
identified as bulk states, with EF = 21meV and nB = 6.6⇥ 1017cm 3.
The transverse resistance Rxy shows a non-linear behavior, typical of a multiband
system (see fig.4.18). One of these bands (the bulk) being identified and characterized
by SdHO, we can fit the non-linear Hall e↵ect with a two-populations fit. By fixing both
the bulk carrier density and the zero-field resistance, this fit becomes a two-parameter
fit. The fit results in a second population, assumed two-dimensional, with carrier density
n2D = 1⇥ 1013cm 2, and mobilities µ2D = 1000cm 2V 1s 1 and µB = 3200cm 2V 1s 1.
Figure 4.19: a) Inverse magnetic field dependence of Rxx after a smooth background
removal. Insert: Inverse field position of the SdHO against peak index; the linear behavior
corroborates the monoband behavior at low field. b) LK fit of the temperature dependence
of the SdH amplitude at 8.2T.
Although SdHO appear to be monoband, the Hall e↵ect shows a multiband character.
The two-channel fit indicates that a second population, having a mobility inferior to the
bulk, exists. Still, this mobility is not very low, so that we can expect to observe SdHO
from this population too, at higher fields.
The magnetoresistance was measured up to 55T in pulse field. SdHO are observed in
Rxx (see fig.4.20a), with the first oscillations observed at ⇠6T. The complex SdHO pattern
is well evidenced by performing a second derivative of the resistance (see fig.4.20b): above
15T, new frequencies arise, as expected from the low-field analysis. The multifrequency
behavior arises above 15T, which imposes to work at high magnetic fields to study all
populations. The angle dependence of the SdHO was investigated under high field (see
fig.4.20). SdHO were measured between ✓ = 90o (field perpendicular to the structure)
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Figure 4.20: Magnetoresistance of sample E at high field, for di↵erent tilting angles of the
field: a) Field dependence of the longitudinal resistance Rxx. b) Inverse field dependence
of d2Rxx/dB2. c) Field dependence of the transverse resistance Rxy. d) Sine fit of the
Rxy(52T ). The fit indicates that the reliability of our tilting angle is probably ±5o.
and 0o (field in the axis of the Hall bar). The angle dependence of the Hall resistance
at 52T is well fitted with a sine function (see fig.4.20c-d). For small angles, the signal is
very small, which complicates the analysis. Still, one can follow the peaks position of the
SdHO minima (see fig.4.21a). For a decreasing angle, the positions of the SdHO minima
scale down indicating the vanishing of high frequency modes (also, the number of peaks
decreases). Only the peaks at low field appear independent of the tilt angle in the chart.
This confirms the 3D character of the low-field SdHO (bulk) and the 2D-character of the
other frequencies. Few SdHO from bulk are visible, even at high field. This is expected, as
for a bulk Fermi energy of EF = 21meV, at 6T the cyclotron energy reads ~!c = 5.3meV,
so that only a few LL are populated. Above 23T (under 0.043T 1), only one bulk LL is
populated and no more SdHO from bulk origin are expected.
The analysis of the position of the SdHO minima allows us to go one step further and
to identify the peaks at highest field (associated with the highest frequencies/highest slope
in fig.4.21) as lower TSS (gate-dependent), while the middle-field and low-field peaks are
CHAPTER 4. SHUBNIKOV-DE-HAAS OSCILLATIONS IN BI2SE3 NANOSTRUCTURES111
gate independent (see fig.4.21b), and will consequently be associated to bulk states and
upper TSS. Still, the precise way to carry this analysis is to perform a FFT to identify
all electronic populations.
Figure 4.21: a) Inverse field position of the SdHO against peak index, for di↵erent tilting
angles. b) Same picture, for normal field and at two di↵erent gate voltage.
Despite the weak amplitude of the SdHO, an excellent reproducibility of the signal
is observed (see fig.4.22a) for positive and negative field and for di↵erent temperatures,
which gives confidence in this analysis method.
The FFT of d2Rxx/dB2 reveals a much more complex pattern than for the previous
samples (see fig.4.22b). Five main peaks are identified, at fB1 = 24± 3T, fB2 = 90± 4T,
fB3 = 121± 5T, fB4 = 305± 20T and fB5 = 550± 30T, reproducible for the two contact
pairs measured. Importantly, the lowest frequency fB1 corresponds to the population with
the highest mobility, which gives a single-band behavior below 15T.
In order to identify the remaining populations, the back-gate voltage dependence of
SdHO was studied down to -32V. The FFT allows us to separate the gate-sensitive (fB4,5)
and gate-insensitive (fB1,2,3) frequencies. Those can correspond to bulk states, TSS, or to
a charge accumulation 2DEG if a quantum well would form close to the surfaces. We will
now discuss the di↵erent scenarios for the assignment of the FFT peaks to specific charge
carrier populations. The gate dependent FFT peaks, fB4 and fB5, must be ascribed to
the lower TSS or to a 2DEG formed in the potential well due to a strong DBB at the
lower interface. Let us assume first that fB4 is associated to the lower TSS, and fB5 to a
2DEG. In this case, one calculates ELSS = 342 meV and E2DEG = 247 meV. The di↵erence
between these energies is clearly inferior to 180 meV, leading to a contradiction. Therefore,
fB4 is unambiguously ascribed to a 2DEG and fB5 is assigned to TSS, and the confinement
energy is in very good agreement with the size of the quantum well (see below). Among
the remaining FFT peaks fB1,2,3, neither fB2 nor fB3 can be of bulk origin. Indeed, such
an hypothesis would suppose fB1 being a 2DEG with an energy lying above the Fermi
energy (calculated using either fB2 or fB3), which is impossible. Thus, assigning fB1 to
bulk charge carriers, fB2 and fB3 have to stand for a 2DEG or the remaining TSS. These
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Figure 4.22: a) Inverse field dependence of d2Rxx/dB2, under di↵erent conditions to check
reproducibility: for positive and negative fields, symmetrical part (average of positive and
negative) and for a positive field at T = 4K. b) FFT of d2Rxx/dB2, at T=1.7K and for
two di↵erent gate voltages. The arrows identify the peaks shifted by the gate voltage.
two frequencies being very close to each other, no experimental evidence can be used to
distinguish them between 2DEG or TSS. Therefore, their assignment can be exchanged
without significant changes in the conclusions drawn below, neither on BB nor on the
value of  . In the following, we assign fB2 to a 2DEG, and fB3 to the surface TSS.
The topological carrier densities are then nUSS = 2.9±0.1⇥1012cm 2 and nLSS = 1.33±
0.07⇥1013cm 2, corresponding to energies EUSS = 215±4meV and ELSS = 459±12meV.
As a consequence, the strong DBB near the lower interface induces a quantum well, into
which a confined 2DEG from bulk origin may form. Modeling this well with a triangular
potential, one can calculate for a thickness   = 9.9± 0.9nm that two confined sub-bands
will be partially filled, with energies 40 ± 2 and 143 ± 8meV. They perfectly match
the remaining fB2 and fB4 (40 ± 2 and 136 ± 8meV) (see fig.4.e). The thickness of the
quantum well is in agreement with previously reported DBB [Benia et al., 2011, King
et al., 2011,Bianchi et al., 2011,Bianchi et al., 2010,ViolBarbosa et al., 2013]. The total
carrier density, computed as:
ntot = nB ⇥ (t   ) +
i=5X
i=2
ni2D = 3.0± 0.2⇥ 1013cm 2
taking all five contributions into account, is confirmed by Hall measurement (nHall =
3.2± 0.1⇥ 1013cm 2).
Although the bulk is very weakly doped, BB is here downward. This reflects the
fact that the lower interface doping is much higher than the bulk one. Such a strong
e↵ect on the BB is only visible because of the small bulk doping. For a similar surface
doping in sample B (surface 1) but with a much larger bulk carrier density, BB remains
upward due to the large Fermi energy in the bulk. This points at the necessity to control
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Figure 4.23: Energy profile of sample E, extracted from SdHO.
both the residual bulk doping and the additional lower/upper interface doping in order to
produce bulk-compensated structures. In particular, the very strong DBB near the lower
interface suggests that a SiO2 substrate favors a strong interface doping, which could
result either from a locally-increased disorder in Bi2Se3 or from chemical bonds. The use
of an alternative oxygen-free substrate (GaAs, SiC, GaN...) could maybe overcome this
e↵ect.
The di↵erence in the observed mobilities is also consistent with the type of band
bending and the assumption that disorder is stronger at interfaces with respect to the
bulk. In sample E, the situation µLSS < µUSS < µb is well understood by le-b > le-TSS and
m⇤LSS > m
⇤
USS ⇠ m⇤b, as a result of DBB. Indeed, bulk SdHO start first (⇠ 6T ), whereas
lower and upper interfaces SdHO begin at higher fields (⇠ 14T and ⇠ 27T , respectively,
in the ratio of their cyclotron masses). On the contrary, for samples A,B,C,D, bulk states
and TSS have a more similar mobility, which is in agreement with a reduced cyclotron
mass in the case of UBB.
Summary of all samples
A summary of all Fermi energies, electronic densities and band bending energies is pre-
sented in the table 4.1.
4.4 Anisotropic scattering times in a nanoflake
From the SdH data we already analyzed, it is possible to extract the electronic mean
free path of all electronic population. Moreover, from the gate-voltage dependence of the
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Sample nLSS
(cm 2)
ELSS
(meV)
 EBB-LSS
(meV)
nB
(cm 3)
EF
(meV)
nUSS
(cm 2)
EUSS
(meV)
 EBB-USS
(meV)
A 5.9x1012 305 +36 UBB 1.4x1019 161 4x1012 251 +90 UBB
E 2.9x1012 215 -14 DBB 6.6x1017 21 1.3x1013 459 -258 DBB
Sample nsurf1 Esurf1  EBB-surf1 nB EF nsurf2 Esurf2  EBB-surf2
B 1.0x1013 396 +35 UBB 2.6x1019 251 3.9x1012 247 +184 UBB
C 6.3x1012 317 +38 UBB 1.5x1019 175 2.7x1012 206 +149 UBB
D 2.7x1012 207 +48 UBB 4.3x1018 75 1.2x1012 136 +119 UBB
Table 4.1: Table of the carrier densities, band bending and Fermi energies for bulk and
lower surface state (LSS) and upper surface state (LSS), extracted from SdHO analy-
sis. Top: devices A and E, for which the interface is identified by its back-gate voltage
dependence. Bottom: devices B,C,D, measured without an electrical back gate.
total conduction, we can measure the transport length of both bulk states and topological
surface states. This allows us to compare the scattering time and the quantum lifetime,
which are expected to di↵er for TSS due to their spin-chirality. [Culcer et al., 2010]. The
following study can be found in [Dufouleur et al., 2016].
4.4.1 Electronic mean free path of the TSS
As developed in 2.3.3, it is possible to extract the mobility and the electronic mean
free path from the envelope of SdHO. Here, the analysis is complicated by the multi-
band character of the oscillations. In order to observe the oscillation pattern of only
one frequency, we applied a band-pass frequency filter on the oscillations of sample A, at
Vg =  110V , in order to isolate a single frequency out of the three present. The obtained
oscillations are then fitted with the Lifschitz-Kosewitz formula (see section 2.3.4). The
result for the interface TSS is presented in figure 4.24.
A Dingle plot for each charge carrier population gives the quantum lifetime and the
corresponding mean free path for each quasi-particle. We find le = 21nm for the bulk
states and 28nm for interface and surface TSS. Those values are rather close to each other
which points to a similar disorder configuration for all charge populations as expected for
an homogeneous disorder related to Se vacancies. This value of le is reasonable since the
distance between two Se vacancies that act as donors in Bi2Se3 is ⇠ 5nm for a typical
doping of 1019cm 3.
4.4.2 Extraction of the transport lengths by transconductance
measurements
Knowing the di↵erent electronic densities and their gate voltage dependence from SdHO
analysis (see section 4.3.2), the di↵erent transport lengths ltr can be extracted from
transconductance measurements (see fig.4.26). The conductance is the sum of the bulk
and surface states contributions:
G = ( b ⇥ t+  int +  surf )⇥W/L
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Figure 4.24: SdHO in sample A corresponding to the interface TSS, after frequency
filtering. The dotted line corresponds to the Dingle fit.
with t,W ,L the dimensions of the ribbon and  b,  int,  surf are the bulk, interface and
surface conductivities respectively. Each conductivity is related to a di↵usion coe cient
D and hence to a ltr through the relation:
  = e( n/ µ)D = e2( n/ µ) vFltr/d
with n the density of states and d the dimensionality of the transport. For TSS, ( n/ µ) =p
n/⇡(~vF). For the bulk, as the transport is 3D the relation can be rewritten as the
Drude formula  b = ne2ltr-b/vFm⇤.
Assuming the same disorder for interface and surface TSS (which seems confirmed by
the UBB found previously in sample A), ltr can be expressed in the same way for both
surface states and di↵erences in ltr only come from the di↵erent charge densities. Under
a finite gate voltage, in the presence of screened charge impurities the transport length of
the surface states changes according to the changes of the carrier density: ltr(Vg 6= 0) =
l0tr(Vg = 0V )
p
n(Vg)/n0, with l0tr = ltr(Vg = 0V ) and n0 = n(Vg = 0V ). The evolution of
the carrier densities are known from the analysis of SdHO presented in section 4.3.2: both
bulk and upper TSS carrier densities do not vary with gate voltage, while the evolution
of the lower TSS carrier density is linear with gate voltage, as can be seen on figure 4.25.
By fitting the transconductance in the linear region (Vg =  110 to   40V) with this
model of two parameters (ltr(Vg = 0V ) for the TSS and ltr-b for the bulk), we can extract
quantitative values of the transport lengths (see fig.4.26). We find ltr-b = 28nm and
ltr(Vg = 0V ) = 196nm.
Remarkably, even in the presence of a similar disordered environment indicated by a
similar le, the transport length of TSS and bulk are very di↵erent as indicated by the
ratios ltr/le of 1.3, 7.0 and 8.4 for bulk, interface and surface respectively. As expected
from theory, this ratio is ⇠ 1   2 for the 3D massive spin-degenerated fermions in the
CHAPTER 4. SHUBNIKOV-DE-HAAS OSCILLATIONS IN BI2SE3 NANOSTRUCTURES116
Figure 4.25: Fast Fourier Transforms of Shubnikov-de-Haas oscillations in sample A,
at di↵erent gate voltages (every 10V). Curves are shifted for clarity. The three peaks
corresponding to bulk and both TSS, highlighted by doted lines, are always visible, but
only the one corresponding to the lower TSS is gate dependent.
bulk [Das Sarma and Stern, 1985] and it is much more important for the TSS as predicted
for spin-helical Dirac Fermions in the presence of screened charged impurities [Culcer et al.,
2010].
4.4.3 Extraction of the bulk transport length by UCF measure-
ments
The results of the previous section can be further confirmed by the extraction of the
bulk transport length through another independent method. Indeed, we can use the mea-
surement of universal conductance fluctuations with both transverse magnetic field and
energy (back-gate), to extract the bulk phase coherence length and the transport length.
The interference pattern of the aperiodic universal conductance fluctuations can be
changed by tuning either the transverse magnetic field or the Fermi energy (thanks to the
gate voltage). The amplitude  G of such reproducible UCF should approach the quantum
of conductance G0 = e2/h for a fully coherent sample (L . l'). For l' . L, averaging
over di↵erent disorder configurations reduces the amplitude of the UCF. As introduced
in chapter 2 the exact shape of the UCF depends on the exact disorder configuration
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Figure 4.26: Backgate-voltage dependence of the ribbon’s conductance. The dotted red
line is the fitted transconductance in the linear region between -110V and -40V (extended
to the whole voltage range).
of the sample. We measured the UCF pattern with both transverse magnetic field and
back-gate voltage, resulting in the colormap presented in figure 4.27. The conductance
fluctuations appear aperiodic and random with both parameters, as shown by the absence
of structures on the map.
The typical field scale over which the interference pattern resets (correlation field Bc)
can be determined by calculating the correlation functions:
FE(B) =
Z
 G(B0) G(B0 +B)dB0
at a given Fermi energy EF(Vg) = E. We extract the correlation field Bc corresponding
to the half width at half maximum from the averaged correlation function
hFE(B)/FE(0)iE = 1/ E
Z
FE(B)/FE(0)dE
. It can be shown that Bc ⇠  0/l2' [Lee et al., 1987], so that we can extract a phase
coherence length.
Providing that the gate voltage dependence of the Fermi energy is known, it is possible
to extract in a similar way a correlation energy Ec related to l' and to the di↵usion
coe cient D and thus to ltr providing that l' < L [Lee and Stone, 1985,Lee et al., 1987]:
Ec = (⇡/2)hD/l'
2 (4.1)
The relation between the Fermi energy and the carrier density of the lower surface
state E lF and nl(Vg) is given by E
l
F = hvF
p
nl/⇡. We make the assumption that the gate
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Figure 4.27: a) Quantum interferences ( G(Vg, B)/G0) measured at T = 50 mK in the
nanoribbon A for a distance between the contacts L ⇠ 1.4µm as a function of the mag-
netic field and the gate voltage. A smooth background is removed in order to get rid of
classical transconductance e↵ect. The red trace corresponds to  G(Vg) at B =  3 T. The
black corresponds to  G(B) at Vg =  39 V. b) Field dependence of the UCF correla-
tion function averaged over the full energy range measured and c) the energy correlation
function averaged over the full magnetic field range.
dependence of E lF gives a typical energy scale of the gate dependence of the bulk Fermi
energy EbF(Vg). This assumption is straightforward close to the lower surface states where
the values of E lF and E
b
F are fixed by the band structure. This is not valid anymore for
distances from the lower interface above  TF, so that we only model the part of the bulk
where the band bending occurs, which is also the part of the bulk whose UCF are gate-
dependent. A second approximation consists in considering Bc and Ec to be dominated
by bulk quasi-particles trajectories. Indeed, the number of quasi-particle’s trajectories is
about one order of magnitude larger into the bulk than into the TSS. Bulk thus governs
UCF properties providing that: 1) TSS and BS are coupled to each other [Steinberg et al.,
2011,Li et al., 2015], and 2) the phase coherence length of the bulk lb' is not negligible as
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compared to that of the surface states ll,u' .
At T = 50 mK, we extract a correlation field of about 8 mT which corresponds
to a lb' ⇠ 720 nm for a distance between the contacts L = 1.4 µm. Another contact
configuration (L = 600 nm) leads to lb' ⇠ 520 nm so that we find an average value of the
phase coherence length lb' = 620 nm. The typical correlation energy is Ec ⇠ 85 µeV. The
same value is found for the two pairs of contacts. From Ec and lb', we derive a bulk trans-
port length ltr ⇠ 31 nm, in good agreement with the value inferred from transconductance
measurements.
Finally, taking the value of lb' ⇠ 620 nm, it is possible to estimate a lower bound for
lSS' . For such a wide ribbon, we can assume that the phase coherence time ⌧' = l'
2/D
is the same for BS and TSS and that the only di↵erence in l' comes from the di↵erent
di↵usion coe cients for BS (Db) and TSS (DSS). We find lSS' =
p
DSS/Db ⇥ lb' leading
to lSS' ⇠ 1.3 µm. This ratio lSS' /lb' is very similar to the one recently inferred in Bi2Te2Se
nanostructures from weak localization measurements [Li et al., 2015], which confirms that
the long phase coherence length of SS results from the enhancement of ltr. We note that
the value of lSS' can be further increased in reduced dimensionality due to the longer ⌧'
for quasi-ballistic 3D TI nanostructures, as reported for Bi2Se3 quantum nanowires [Du-
fouleur et al., 2013].
Our results consistently show a strong enhancement of the transport length for topo-
logical surface states in a disordered 3D topological insulator. Such a large ltr/le ⇠ 8
ratio is very unusual for a 2D electronic system spatially coexisting with scattering cen-
ters. For Dirac Fermions, in graphene, it was found close to unity [Monteverde et al.,
2010]. For massive quasiparticles in a 2DEG, this ratio was only increased in systems
for which charge donors are spatially separated from the electron gas [Manco↵ et al.,
1996,Das Sarma and Stern, 1985]. Here, the spin texture of the DF on the surface of a
3DTI results in a large enhancement of ltr, despite strong structural disorder. The large
ratio ltr/le ⇠ 8 reveals that the disorder is dominated by screened charged impurities
instead of a short-range disorder [Culcer et al., 2010]. The large transport length also ex-
plains the enhancement of the phase coherence length of the surface states. Importantly,
the long lSS and lSS' are key parameters to consider for the development of new ballistic
quantum devices and spintronic devices made out of disordered 3D-topological insulator
nanostructures. In highly-disordered Bi2Se3 nanostructures, our quantitative estimate of
a rather long transport length ltr ⇠ 200 nm confirms that both that the spin-flip length
could reach the micron size in disordered 3D topological insulator nanostructures with a
reduced bulk doping (a defect density of about 1017 cm 2 would increase all lengths by a
factor five), even if due to charge compensation (due to the decoupling between surface
and bulk states).
We point out the fact that the measured ratio is significantly below the expected ratio
(⇠ 20). This could be attributed to the coupling between TSS and bulk states. Never-
theless, this very high ratio remains very unusual for structures with impurities located
into the conducting plane.
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With this study, we evidence that the spin-texture of DF in 3DTI topological sur-
face states plays an important role to describe their transport properties, beyond their
topological nature. As we will see in the next chapter, the enhancement of the transport
length and of the forward scattering has strong repercussions on the quantum coherent
transport. In particular, it results in ballistic transport over rather long distances, despite
strong disorder.
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Chapter 5
Quantum coherent transport in TI
nanostructures
5.1 Motivation
In the previous chapter, we saw that the physics of TSS can be investigated by care-
fully measuring SdHO, and identifying which set of oscillations belong to the TSS. This
analysis brought informations on the elastic scattering time of the surface states. How-
ever, the SdH e↵ect does not give information on decoherence. Studying decoherence of
spin-helical Dirac fermions requires to study the coherent quantum transport in 3DTI
nanostructures. Beside, we will show that mesoscopic transport is a powerful method to
investigate specific properties of TSS.
However, as for SdHO, phase coherent e↵ects will arise from the TSS, but also from
the conducting bulk states. Studying the TSS necessitates, like for SdHO, to separate
the di↵erent contribution and to identify the one belonging to the Dirac fermions. Unlike
SdHO, that are periodic and whose frequency depends on the population considered, most
quantum oscillations are either aperiodic or display the same periodicity for both bulk
and TSS. Universal conductance fluctuations arise from both bulk states and TSS when
applying a transverse magnetic field on a 3DTI nanostructure. Also, periodic Aharonov-
Bohm oscillations in a planar ring of 3DTI are similar for both bulk and surface alike. In
order to distinguish between bulk and surface contributions to quantum coherent trans-
port, one must consequently find a geometry for which the signature of both populations
is di↵erent in nature.
A very interesting geometry meeting this criteria is that of the nanowire (see fig.5.1).
For a 3DTI, it results in a sort of core-shell geometry for charge transport, with massive
quasi-particles in the core and TSS on the shell. Applying a magnetic field transverse
to the wire’s axis will generate aperiodic conductance fluctuations from both bulk and
surface origin. However, threading a field in the axis of the nanowire will generate dif-
ferent kind of quantum interferences for each type of carriers. For bulk states, electronic
loops of any size or geometry may form, resulting in aperiodic UCF. But for the surface
states, as they can only propagate on a very thin layer (⇠ 1   2 nm in Bi2Se3 [Linder
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Figure 5.1: Schematic of a 3D TI nanowire. Under a longitudinal magnetic field, bulk
electronic trajectories generates UCF while surface states display AB oscillations.
et al., 2009]) on the surface of the wire, the geometry of a hollow cylinder defines a given
electrical cross-section, which is close to the physical cross-section of the nanowire. In this
case, one expects periodic conductance oscillations. Studying those periodic oscillations
is an elegant way to unambiguously investigate the physics of surface transport, even for
a finite bulk conductivity.
Interestingly, as mentioned in chapter 2, periodic oscillations have been observed in
a Bi2Se3 nanowire [Peng et al., 2010]. The oscillations were observed at a temperature
of 4K over a length of 2µm between contacts. While the observation of such Aharonov-
Bohm oscillations is a clear signature of the existence of metallic surface states, their
topological nature and specific properties were not demonstrated in this pioneer work.
Indeed, specific characteristic of the ABO are expected in a 3D TI nanowire because of
their Dirac nature and spin texture. In particular the ratio between the AB harmonics
and the exact pinning of the AB phase at zero field strongly depends on the disorder
strength [Bardarson et al., 2010]. Studying decoherence and the specific properties of the
spin-helical surface states requires to study quantum transport down to very-low temper-
ature, which is the object of this chapter.
In a first study of quantum transport in a Bi2Se3 nanowire, we investigate the physics
of ABO at very low temperature. This allows us to study the decoherence of TSS modes
and reveal the quasi-ballistic nature of charge transport, a specific property of spin-helical
Dirac fermions (section 5.3).
In a second part (secion 5.4)), we show that a detailed study of conductance fluctua-
tions in a nanowire allows us to reveal a hallmark of TSS transport and provide further
details on the longitudinal motion. In particular, due to surface state transport, the con-
ductance fluctuation (CF) observed under a transverse field and measured in rather long
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wires are not universal, contrary to purely di↵usive systems. The bulk being di↵usive,
the observation of non-universal conductance fluctuations (NUCF) under transverse field
is unambiguously associated with the physics of the TSS, as confirmed by the dependence
of the CF with the AB flux.
Finally, in a third study we show that measuring a Bi2Te3 nanowire with a lower
doping can allow to separate bulk and surface contribution, by shifting the surface ABO
frequency away from the typical UCF’s one. Indeed, for a large perimeter of the nanowire,
the ABO frequency stays determined by the wire’s cross-section. Whereas the bulk CF
frequency is limited by the bulk electrical cross-section, which in the case of a p-doped
bulk and a n-doped surface can be smaller than the physical cross-section.
5.2 Quantum interferences in a 3DTI nanowire ge-
ometry
In this section we describe the di↵erent types of quantum fluctuations expected in a 3DTI
nanowire, depending on the direction of the applied field.
As explained above, under a longitudinal magnetic field (in the wire’s axis), the ”core-
shell” geometry of bulk states and TSS results in the apparition of periodic ABO from
surface origin and of aperiodic CF from bulk origin. In a narrow nanostructure, where
the phase coherence lengths exceed the transverse dimensions LTSS,b' > W, t (with W
and t the width and thickness of the wire, respectively), an intrinsic di culty to analyze
surface-induced ABO comes from the fact that the quasi-period Bc of the bulk-induced
conductance fluctuations is comparable to the AB period BAB. Indeed, for an applied
field parallel to the wire’s axis: Bc =  0/(W ⇥ t) = BAB. Moreover, their amplitude
can be similar at low temperature and for short-length conductors. As a consequence,
the ABO can be di cult to evidence directly from a magneto-conductance trace. This
case is likely to happen for nanowires with transverse dimension in the range of 10nm to
200nm, given the fact that we already estimated both bulk and surface L' to be larger
than 500nm at very low temperature in the previous chapter (4.4).
In order to extract the ABO from the background, we perform analysis on the Fast
Fourier Transform (FFT) of the signal. In this FFT, the contribution of the CF appears as
a background, decaying at high frequencies. Whereas the periodic AB contribution (and
its harmonics) appear as peaks in the FFT . The AB e↵ect can be analyzed by measuring
the amplitude of the AB peak in the FFT, which directly relates to the amplitude of the
ABO (see fig.5.2).
In order to improve the quality of the FFT, we perform it using a Flat-top window.
The advantage of this windowing is to get an accurate measure of the peaks amplitude in
the FFT. But as a drawback, the absolute position of the peak loses some accuracy (but
still remains plenty accurate enough to allow its identification as AB harmonic). This
method improves both the visibility of the AB peaks in the FFT and the analysis of their
amplitude. Moreover, in order to reduce the CF contribution to the Fourier spectrum
and to quantitatively extract the information on the AB fluctuations only, we calculate
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Figure 5.2: Schematic of the magneto-conductance’s FFT when applying a longitudinal
field. Aperiodic CF from bulk origin contribute for a decaying background, while peaks
corresponding to AB harmonics are a hallmark of surface conduction.
the Fourier transform as follow. It is first calculated over a partial field range only. This
field window is then shifted by  B  BC, the Fourier analysis repeated and all the spectra
finally averaged. In the following, the AB amplitude is the one extracted from the AB
peak in the FFT.
The characteristic periods of AB and CF can be di↵erent, even in the case of a bulk
phase coherence length larger than the transverse dimension, if the bulk electrical cross-
section di↵ers from the one from the surface. This could happen because of bulk depletion
close to the interface, which could reduces the bulk transverse electrical dimension by the
depletion length, with respect to the surface transverse dimensions. As this length can
be in the 10nm range, as observed in the previous chapter, this can have a strong e↵ect
on the CF pseudo-period.
Applying a magnetic field transverse to the wire will produce conductance fluctua-
tions from both bulk and surface origin. In a narrow nanowire, the two types of CF will
be impossible to distinguish in a magnetic field trace or in a FFT, as they are both aperi-
odic. However, the Bi2Se3 bulk is a strongly disordered semi-conductor with ltr ⇠ 30nm,
that is di↵usive for all considered distances between contacts, so that its CF are universal.
As a result, signs of non-universality in the CF can be attributed to surface e↵ects.
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5.3 Observation of ABO in a Bi2Se3 nanowire
As seen in chapter 2, the amplitude and temperature dependence of quantum correc-
tions to the classical conductance reveal important informations on both the phase co-
herence length L' and the dimensionality of quantum coherent transport. Importantly,
the temperature dependence of L' is determined by the dominant mechanism responsi-
ble for decoherence. At very low temperatures, quantum coherence is usually limited by
electron-electron interactions, which results in a power-law temperature dependence of
the decoherence time ⌧', and therefor of L', with L' / T ↵. In the di↵usive regime and
for quasi-1D coherent transport, ↵ = 1/3 for a wire geometry [Altshuler et al., 1982,Pierre
et al., 2003] or ↵ = 1/2 for a ring shape [Ludwig and Mirlin, 2004,Texier and Montam-
baux, 2005, Ferrier et al., 2008]. In the rare case of ballistic transport of fermions with
a weak coupling to the environment (electron, phonons...), such as for quasi-1D ballis-
tic rings etched in GaAs heterostructures [Hansen et al., 2001] or for edge states in the
Integer Quantum Hall regime [Roulleau et al., 2008], decoherence is dominated by fluc-
tuations of the environment. In this regime, ⌧' follows a 1/T dependence [Hansen et al.,
2001,Roulleau et al., 2008,Seelig and Bu¨ttiker, 2001], and consequently so does L' in the
ballistic regime. For massless Dirac fermions, as found in graphene or in a 3D topological
insulator, the kinetic energy is much higher than in many metals with massive quasi-
particles, and the ratio between the interaction energy to the environment is reduced.
Besides, this coupling strength is further reduced in a nanostructure, due to quantum
confinement. Yet, little is known on the decoherence of Dirac fermions, and their relative
weak coupling to the environment was not evidenced so far. In graphene nanoribbons,
this is particularly di cult to achieve, due to both the band gap opening in the quasi-1D
limit and to charge inhomogeneities [Das Sarma et al., 2011]. In a 3D TI however, surface-
state Dirac fermions are robust against perturbations which do not break time-reversal
symmetry [Moore, 2010, Hasan and Kane, 2010,Qi and Zhang, 2011]. In this case, the
spin texture of the band structure limits the phase space available for a quasi-particle and
the coupling to the environment could be even more reduced as compared to the graphene
case.
5.3.1 Measurement of quantum corrections to the conductance
in a nanowire
Contrary to the previous chapter where we studied flakes and large ribbons, we focus here
on nanowires, with comparable height and width.
We first study the quantum transport properties of a Bi2Se3 nanowire of width w =
90nm and thickness d = 50nm, as determined by SEM and AFM measurements and
shown in Fig. 5.3a). Good ohmic Ti(10 nm)/Al(100 nm) contacts were obtained after a
wet surface deoxidation. Quantum transport properties were measured in a four-probe
geometry, from 4.2 K down to the 20 mK base temperature of a 3He/4He dilution fridge,
with a small enough current polarization to avoid electronic heating. Using a 3D-vector
magnet, the magneto-conductance was investigated with the magnetic field applied either
along the nanowire axis, Bz, or perpendicular to it, Bx normal to the top surface and By
normal to the side surfaces.
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Figure 5.3: a, SEM picture of the nanowire, with a rectangular cross section (W = 90 nm,
t = 50 nm) and a length of about 18 µm. b, Magneto-conductance measured along the ~x,
~y or ~z axes of the 3D magnet at T = 50 mK. The measurements in Bx and Bz are shifted,
for clarity.
The alignment of the nanowire in the magnetic field Bz is done manually, by adjusting
the nanostructure parallel to the axis of the sample-holder. This alignment procedure was
checked on other samples, by finding the field direction minimizing the classical magne-
toresistance e↵ect. The adjustment of the Bz field with the wire’s axis was found to have
an accuracy of ⇠ 1o, so that misalignment e↵ects can be neglected.
Figure 5.3.b shows the magnetoresistance of a contact pair of length 840 nm at
T = 50mK, for the three direction of the magnetic field. The high transparency of
ohmic contacts is directly revealed by the strong excess conductance at zero magnetic
field due to a superconducting proximity e↵ect of the Al contacts. This feature appears
below about 1 K (corresponding to the onset of superconductivity in the Al contacts).
At T = 50mK, this excess conductance rapidly drops when a magnetic induction B is
applied, and disappears beyond the critical field of TiAl contacts (⇠ 10mT). The peak
feature gets larger for transverse field By and longitudinal Bz, accounting for an enhance-
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ment of the critical field due to a reduced dimensionality (smaller cross-section of the
superconductive contacts).
The symmetry of G(B) around B = 0T indicates the two-point-like measurement
of the conductance, as predicted by Onsager symmetry rules. In our contact geometry
(crossing contacts) this indicates that the current flows through the contacts instead of
through the nanowire below the contact, so that we actually perform pseudo-four-probe
measurements. This is a clear indication that the contact resistance is lower than that of
the nanowire below the contact.
Importantly for quantum transport measurements, the low resistance RC of ohmic con-
tacts is nevertheless not negligible compared to the resistance of the nanowire. The value
of RC strongly influences the root-mean-square amplitude of the measured quantum cor-
rections to the conductance  Gmeas. This is known for two-probe measurements, but it is
also valid for four-probe measurements in the case of a partial flow of the current through
metallic contacts. In this case, the conductance is symmetric in B, and the absolute am-
plitude of quantum corrections  GQC to the nanowire conductance GNW is renormalized
to a reduced value  Gmeas =
 GQC
(1 +RC ⇥GNW)2 . For the measurement in Fig. 5.3b), given
that  GQC ⇡ G0 = e2/h at very low temperature, we find RC ⇡ 0.83/GNW ⇡ 277 ⌦, a
value which is in good agreement with the one inferred from the conductance itself. Note
that this scaling factor is nearly temperature independent, so that it does not influence
the temperature dependence of  Gmeas. Note also that this value of RC can be sensibly
reduced by an in-situ soft surface etching prior to the contact evaporation.
Beyond the sharp conductance peak around zero field, large and reproducible con-
ductance fluctuations can be seen in Fig. 5.3b), for all field directions. At low fields,
as for all measured structures, a weak-antilocalization (WAL) correction to the classical
conductance is observed. As discussed in chapter 2, the WAL shape depends on the phase
coherence length and the sample geometry, and is often used to extract a quantitative
value of L'. However, in our case, it is not possible to extract reliable information from
it. Indeed, the WAL observed under Bx and By fields originates from both TSS and
bulk, and it isn’t a priori possible to disentangle their respective contribution. Under Bz
field, the WAL only originates from bulk states (the time -reversal symmetric loops on
the surface would contribute to the AAS e↵ect), but it is hidden in the other quantum
interferences (AB, CF) because of small length averaging over the small transverse di-
mensions. Moreover, the observed WAL is comparable to the other quantum oscillations
in amplitude. As a result, no reliable fit can be performed. Studying the WAL in this
geometry would require to measure a wire much longer than L' in order to damp all other
quantum interferences.
At higher fields, the WAL is destroyed and only two other quantum interference e↵ects
remain: the aperiodic CF and, if the field is applied along the nanowire axis (~z direction),
the periodic AB oscillations. Let us first discuss the dimensionality e↵ect observed in the
CF. As seen in Fig. 5.3b), the correlation field BC of aperiodic conductance fluctuations
depends on the orientation of the applied field. This is a direct signature of the quasi-1D
nature of quantum coherent transport, that is for L' > (W, t). Indeed, BC can be re-
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Figure 5.4: Magneto-conductance G(Bz), Bz being parallel to the nanowire. Dominant
periodic oscillations in  0 are clearly observed (full arrows) and smaller ones in  0/2 are
also visible (dotted arrows). The inset shows the field position of all periodic maxima of
these fundamental and first harmonics in the AB oscillations. The linear slope corresponds
to ( 0/2)/SAB, where SAB is the e↵ective electrical cross section enclosed by surface states.
lated to the largest coherent loops perpendicular to the applied field. If L'  (W ,t), then
BC ⇡  0/S is determined by S = L' ⇥W , L' ⇥ t or W ⇥ t, for a field applied along
~x, ~y or ~z, respectively,  0 = h/e being the magnetic flux quantum. This is evidenced
in Fig. 5.3b) and gives a first but rough idea of the long phase coherence length, with
L' > or ⇠ 500nm at T = 50mK. As explained above, the amplitude of quantum fluc-
tuations strongly depends on the contact resistance, and it can vary for di↵erent pairs of
contacts separated by a similar length. At T = 50 mK and for large-impedance ohmic
contacts separated by a micron, this amplitude is as large as the quantum of conductance
G0 = e2/h, which indeed confirms that L' exceeds the micron scale at very low tempera-
tures. Note that the quasi-1D coherent regime is observed on the entire temperature range
studied, which therefore sets a lower bound L'   50 nm at T = 4.2 K 1. Given this value
and from the temperature dependence of L' (see below), we find a lower bound L'   2 µm
at T = 50 mK. Such a large L', much larger than the nanowire’s perimeter (Lp = 280nm)
ensures the existence of fundamental ABO as well as higher-order harmonics.
1This is in agreement with previous evaluations of L' in the high-temperature regime [Peng et al.,
2010,Wang et al., 2011,Steinberg et al., 2011]
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Figure 5.5: Fast-Fourier Transform of G(Bz). Vertical dashed lines indicate the AB
harmonics from the fundamental (n = 1) to the highest harmonic observed (n = 6). The
non-monotonic UCF contribution is reduced by an averaging procedure, as described in
the text.
5.3.2 Temperature dependence of ABO
If the magnetic field is applied along the nanowire axis, the magneto-conductance reveals
the dominant contribution of AB oscillations from TSS origin. Clear  0-periodic AB
oscillations are observed in Fig. 5.4, and the inset points at the regular position of the
main maxima corresponding to the fundamental (n = 1) and first (n = 2) harmonics.
The slope of the linear fit corresponds to an electrical cross section SAB = 3⇥ 10 15m 2
which is somewhat smaller than the measured one S = 4.5 ⇥ 10 15m 2. This suggests
that the interface states are located about 5 nm below the surface, which is a reasonable
assumption considering both their evanescent behavior into the bulk of Bi2Se3 and surface
oxidation. As reported earlier at higher temperatures, this provides direct evidence of the
existence of surface states, which set a well-defined magnetic flux enclosed by coherent
paths, contrary to bulk trajectories. Interestingly, the study of AB oscillations at very
low temperature further reveals new properties of these surface states.
The Fourier transform analysis of G(Bz) measured at T = 50 mK shows regular
peaks that emerge from a non-monotonous background (see fig. 5.5). This background
corresponds to the aperiodic CF, and is non-monotonous because of the finite magnetic-
field range studied. The regular peaks correspond to the fundamental AB frequency and
to higher AB harmonics.
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A dominant peak is found at about 0.7 T 1 in Fig. 5.5, which corresponds to a  0-
periodic signal for an electrical cross section of about 3 ⇥10 15 m2. This periodicity of
AB oscillations is a direct signature of coherent transport in the weak-disorder limit [Bar-
darson et al., 2010] 2. Higher-frequency peaks correspond mostly to harmonics of the
fundamental (n = 1), which can be labelled from n = 2 to n = 6. Such AB harmonics
were found in all five di↵erent sets of contacts measured. The evolution of the amplitude
of the harmonics is typical of AB oscillations, but the exact peak positions can be shifted
with respect to a standard linear evolution with n (suggested in Fig. 5.5 by vertical dashed
lines). Although we cannot totally rule out a remaining influence of the UCF background
or of the flat-top window, these shifts seem to be an intrinsic property of the AB har-
monics. For spin-helical Dirac fermions, this could result from an extrinsic spin-orbit
coupling which can alter the average peak position and its fine structure. Such an e↵ect
was already reported for massive quasi-particles in a ring geometry patterned from 2D
semiconducting heterostructures [Morpurgo et al., 1998,Yau et al., 2002]. It could also
be due to a subtle e↵ect of the interplay with disorder, as revealed by the influence of a
transverse field on the AB spectrum, that slightly changes the peaks positions (see section
5.5.2).
From the temperature dependence of AB oscillations, we can study the decoherence of
spin-helical Dirac fermions 3. First, we evidence the intrinsic exponential behavior below
about 2.5 K down to our 20 mK base temperature, that is, over two orders of magnitude.
This exponential decrease is shown in Fig. 5.6 for the fundamental harmonic (n = 1). A
similar e ↵nT behavior is found for all harmonics, as well as for other pairs of contacts
with slightly di↵erent contact resistances. Interestingly, the inset in Fig. 5.6 shows that
the ratio ↵n/n is not a constant. Since e ↵nT =e Ln/L'(T ), this shows that the standard
relation Ln = n ⇥ Lp, where Lp is the perimeter of the nanowire, is not valid, contrary
to what is known for the di↵usive regime [Akkermans and Montambaux, 2007]. For bal-
listic transport, a deviation from this relation due to thermal averaging was observed in
quasi-1D ballistic rings [Hansen et al., 2001], but this is not the case here since T ⌧ TS.
For a cylinder geometry similar to our nanowire, such a discrepancy was also found for
carbon nanotubes [Bachtold et al., 1999], for which thermal averaging is negligible, but it
was hardly possible to investigate the physics of harmonics (in such clean systems, most
harmonics are absent and only high-order harmonics was evidenced). This points at the
combined influence of quantum confinement and disorder on the relative amplitude of AB
harmonics, which are determined by the exact energy spectrum of propagating modes and
their mixing by disorder.
2The influence of both disorder and the Fermi energy position on the  0 periodicity of AB oscillations
in 3D TIs was discussed in [Bardarson et al., 2010]. In our study, the Fermi energy position is far away
from the Dirac degeneracy point. In this case, it was shown that the  0 periodicity is a direct signature
of the weak disorder limit [Bardarson et al., 2010]
3Note that thermal smearing does not influence the temperature dependence of  Grms in the temper-
ature range studied. A lower bound TS for the temperature below which this e↵ect is negligible is given
by ~vF2kB(w+d) . In Bi2Se3, this gives TS   10 K for vF ⇡ 5⇥ 105 m·s 1 [Analytis et al., 2010b]
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Figure 5.6: Temperature dependence of the integrated fundamental harmonic, showing
a clear exponential decay from 30 mK up to about 2.5 K (open dots: measurements;
line: exp ↵1T fit, excluding the T = 4.2 K data point). The 1/
p
T regime, previously
reported at high temperatures [Peng et al., 2010, Xiu et al., 2011], is suggested by the
dotted line. Higher harmonics follow a similar behavior with a di↵erent slope ↵n, which
does not scale with n (see inset).
5.3.3 Quasi-ballistic transport
Most importantly, the e ↵nT law gives an unusual temperature dependence of the phase
coherence length for such disordered nanostructure, with L' / 1/T . This temperature
dependence was reproduced for all measured contact pairs. For strong disorder, di↵usive
power law are expected for e-e interactions with ⌧' / T 2/3, and L' /
p
(⌧') / T 1/3.
In our case, the exponential decrease would imply ⌧' / T 2 in the di↵usive regime, a
power law that does not correspond to any kind of usual decoherence mechanism. On
the other side, this behavior could stem from a weak coupling to a fluctuating environ-
ment, associated with a ballistic transport around the perimeter (quasi-ballistic regime):
L' / ⌧' / T 1 [Seelig and Bu¨ttiker, 2001]. To our knowledge, such a rare situation was
previously reported for massive quasi-particles, but found only in the case of quasi-1D
ballistic rings etched in 2DEG GaAs heterostructures with a limited number of transverse
modes [Hansen et al., 2001] and for ballistic edge states in the Integer Quantum Hall
regime [Roulleau et al., 2008]. Such an temperature dependence is known to happen in
the case of 1D transport with weak coupling to the environment [Seelig and Bu¨ttiker, 2001]
or if decoherence is limited by low-energy excitations of localized states [Imry, 1990]. An-
other important result is that quasi-ballistic transport occurs at least over the perimeter
of the Bi2Se3 nanowire (⇡280 nm), a much longer lengthscale compared to the inter-defect
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distance (of about 5 nm for a residual doping of 1019 cm 3), or to than the electronic mean
free path extracted from SdH measurement (le ' 30nm, see 4.4). Since the strength of
disorder results from both the disorder density and the scattering amplitude, and since
the density of scatterers is very large, this shows that the weak-disorder limit is actually
achieved due to the very weak scattering potential of spin-helical Dirac fermions on Se-
vacancy defects, a result which is in agreement with theoretical predictions [Culcer et al.,
2010]. The spin-momentum locking of Dirac fermions at the surface of a 3D TI favors
an enhanced forward scattering, so that the transport length, relevant for the ballistic
properties, far exceeds the electronic mean free path: ltr & 280nm   le ' 30nm. This
study can be found in [Dufouleur et al., 2013].
This result reveals the potential of 3D TI nanostructures to investigate the quan-
tum coherent transport of Dirac fermions in new regimes, which are not accessible with
graphene or semiconductor nanostructures so far. We will now further confirm this result
by the study of conductance fluctuation in a Bi2Se3 nanowire.
5.4 Non-universal conductance fluctuations evidenced
in a Bi2Se3 nanowire
From the study of the AB e↵ect in a nanowire, we could show the ballistic nature of the
transport around the perimeter of the wire. The nature of surface charge transport in the
longitudinal direction remains however unclear, particularly if long wires are considered
(with a length L exceeding the transport length ltr). As discussed below, this problem
is best addressed by studying conductance fluctuations of such long mesoscopic wires.
As discussed previously, in the purely di↵usive regime, applying a transverse field on the
wire should result in universal CF originating from both bulk and surface states. Both are
di cult to distinguish since their transport length (about or above 200nm for the TSS
and about 30nm for the bulk) induce a di↵usive transport along the parallel direction
and the conductance fluctuations should be universal for both the bulk and the TSS.
However, contrary to bulk states conductance fluctuations, we will see that because of
quantum confinement e↵ect and spectral rigidity, the CF of the TSS are non-universal
even for L  ltr. The following study can be found in [Dufouleur et al., 2015].
5.4.1 Mapping of the conductance fluctuations
The conductance fluctuations of a long and narrow mesoscopic Bi2Se3 nanoribbon grown
by the vapor transport method were investigated at very low temperatures and studied
for di↵erent lengths between ohmic Cr/Au contacts (see fig.5.7.a), using a small enough
current polarization to avoid electronic heating.
Although here again the total conductance results from a comparable contribution
from surface and bulk carriers, conductance fluctuations are dominated by quasi-1D quan-
tized surface modes. In long wires, the relative contribution of bulk states to CF is indeed
reduced by about an order of magnitude, because their phase coherence length LBS' is much
shorter than that of surface states. For helical Dirac fermions, using vF ⇡ 5 · 105 ms 1 as
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Figure 5.7: a) SEM picture of the contacted nanowire. Upper left insert: AFM picture,
with a profile trace perpendicular to the wire showing the flatness of the wire. b) Schematic
of the transverse modes of the surface states in a 3D TI quantum wire.
obtained from ARPES [Hsieh et al., 2009a,Kuroda et al., 2010,Kordyuk et al., 2012], we
find ltr ⇡ 300 nm for N ⇡ 2EF/  ⇡ 80 transverse modes (EF = 240meV, a typical value
for TSS in Bi2Se3 ), with an energy level spacing   = hvF/Lp ⇡ 6 meV for a perimeter
Lp = 380 nm. Importantly, their transverse energy is a periodic function of the longitu-
dinal field Bk through an Aharonov-Bohm phase. In contrast, a transverse magnetic field
B? has little influence on the high-energy spectrum of Dirac fermions and can therefore
be conveniently used to probe aperiodic conductance fluctuations (see Appendix C).
Using a 3D-vector superconducting magnet (2T-2T-6T), we measured the full map-
ping of quantum corrections to the classical conductance for di↵erent lengths L of the
nanoribbon, in the limit L   ltr, as shown in Fig. 5.8.a for a wire length L = 1 µm at
T = 30 mK, for which L/ltr & 3. Quantum interference of topological surface states
results in a sharp weak anti-localization peak around zero field, and in di↵erent field de-
pendences (Fig. 5.8b-c) depending on whether the magnetic field is swept along the wire
axis (periodic Aharonov-Bohm oscillations) or perpendicular to it (aperiodic conductance
fluctuations). The distinct nature of the quantum interference patterns in finite fields is
clearly evidenced by the Fourier transform of magneto-conductance traces measured in a
longitudinal or perpendicular field (Fig. 5.8c), revealing their periodic (AB) and aperiodic
(CF) characteristics, respectively, and their di↵erent characteristic fields. Note that the
amplitude of CF due to bulk states always remains small in the long-wire limit L  LBS'
considered here. The dominant contribution of helical Dirac fermions to conductance
fluctuations is unambiguously confirmed by their longitudinal-field dependence (Fig. 5.9).
Surprisingly, and contrary to expectations in the fully-coherent regime for di↵usive trans-
port (L'   L   ltr), the standard deviation of conductance fluctuations saturates at low
temperatures to a value  Gsatrms that varies with the longitudinal magnetic field. A striking
feature is the periodic modulation of  Gsatrms(Bk), a hallmark of surface-state transport. All
segments show a 1.6 T period in Bk, which corresponds to a  0 periodicity in flux, in
agreement with the electrical cross-section of surface states taking surface oxidation into
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Figure 5.8: a) 3D plot of the conductance with respect to longitudinal Bk and transverse
B? fields. No background magnetoresistance was removed. b) Traces of the magneto-
conductance with transverse (upper panel) and longitudinal field (lower panel). c) Cor-
responding FFTs. Only the FFT with longitudinal field displays AB peaks.
account, as we discussed in the previous section.
The amplitude of the modulation is reduced with increasing the length L, whereas
its damping with temperature is unchanged. Remarkably, non-universal conductance
fluctuations remain visible even in the longest conductor studied with L = 6 µm, for which
L/ltr & 20, which shows that surface transport is still not fully in the universal/di↵usive
regime.
5.4.2 Temperature dependence of the modulation
The analysis of the temperature dependence of the conductance variance and its modu-
lation by a magnetic flux (Fig. 5.10) reveals two further important properties, which are
the di↵usive nature of the longitudinal motion and the strength of the disorder-induced
broadening of quantized transverse modes.
Since the phase coherence length of helical Dirac fermions is much longer than the
transverse dimension of the nanowire, quantum coherent transport occurs in the quasi-
1D limit. At high enough temperature, L'(T ) < L and the size averaging of CF varies
as  Grms(T ) ⇡  Gsatrms[L'(T )/L] 32 [Lee et al., 1987, Akkermans and Montambaux, 2007].
In the di↵usive regime and for decoherence induced by electron-electron interactions
L'(T ) / 1/T 13 [Altshuler et al., 1982,Akkermans and Montambaux, 2007], which gives
 Grms(T ) / 1/
p
T in agreement with our measurements (Fig. 5.10). This indicates di↵er-
ent charge transport regimes for the longitudinal and transverse motions in our quantum
wires (quasi-ballistic regime). At very low temperature, the standard deviation of con-
ductance fluctuations saturates at  Gsatrms when L'(T )   L, a crossover that indeed occurs
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Figure 5.9: Longitudinal field dependence of the conductance fluctuations’ RMS deviation,
for di↵erent wire lengths. Strong modulations are visible, which are incompatible with
classical di↵usive transport.
Figure 5.10: a) Longitudinal field dependence of the conductance fluctuations’ RMS devia-
tion for the 1µm length, at di↵erent temperatures. Large amplitude periodic modulations
are clearly visible. b) Temperature dependence of the average amplitude of the conduc-
tance fluctuations (black dots) and of the peak-to-peak amplitude of the modulation with
longitudinal field (white dots) for the 1µm length. Dotted lines are guides for the eye.
at T ⇡ 200 mK for the 1 µm long conductor. Strikingly, the modulation of  Grms in a lon-
gitudinal field is temperature independent up to about T ⇤ =1 K. This is shown in Fig. 5.9
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for the intermediate length L = 1 µm (L/ltr & 3), but the same behavior was found for
all wire lengths. It shows that the amplitude of non-universal CF is not directly related
to L', which was already suggested by the length dependence. The crossover observed
at T ⇤ rather corresponds to the limit when the thermal broadening 4⇥kBT compares to
the disorder broadening of quantized levels. Therefore, this measure gives a direct access
to the strength of disorder broadening, and we infer   ⇡ 4⇥kBT ⇡ 0.4 meV. This value
is much smaller than the energy level spacing   = hvF/LP ⇡ 6 meV, so that the mixing
of transverse modes by disorder remains limited to a few conductance channels close in
energy.
The existence of non-universal conductance fluctuations in a di↵usive conductor is at
odds with standard theories for massive quasi-particles [Stone, 1985,Altshuler, 1985,Lee
et al., 1987] and for Dirac fermions [Kechedzhi et al., 2008,Kharitonov and Efetov, 2008],
which predict universal values of  Grms in the fully-coherent di↵usive regime. Although
non-universal conductance fluctuations can occur for a ballistic conductor with a small
number of quantized modes [Tamura and Ando, 1991,Higurashi et al., 1992,Nikolic´ and
MacKinnon, 1994,Asano and Bauer, 1996], universality is restored even by a small dis-
order if the number of transverse modes exceeds a few units [Grincwajg et al., 1996].
Similar results were found for Dirac fermions in presence of a strong long-range disorder
and without quantum confinement [Rossi et al., 2012]. In the long Bi2Se3 quantum wires
studied here, both conditions L   ltr and G  G0 (number of populated transverse modes
N   1) should therefore set the system in the universal regime. This is clearly not the
case, and our results suggest that some ballistic properties of quantized transverse modes
is robust against disorder, even much beyond the di↵usive limit.
5.4.3 Numerical calculations
In order to understand the origin of the non- observed above, ab-initio calculations were
performed by our collaborators Jens Bardarson and Emmanouil Xypakis. Based on scat-
tering matrix formalism, it is shown that this unusual behavior in mesoscopic transport
results from a combination of both the even energy spectrum of spin helical Dirac fermions
(linear energy dispersion) confined onto a cylinder and their enhanced forward scattering
by disorder, due to their spin texture. To theoretically model our experiments we adapt
a continuous Dirac fermion description of the surface state [Bardarson et al., 2007,Bar-
darson et al., 2010] and the bulk is considered to be an inert insulator.
The energy dependence of the conductance fluctuation amplitude is simulated over a
broad energy range, from zero energy up to an energy corresponding to the regime exper-
imentally measured. The simulation reveals that the non-universality of the conductance
fluctuation is related to the opening of transverse modes (a ballistic feature) and that this
ballistic property persists even in the regime of large number of transverse modes N , with
N = 2EF/ .
The results of the numerical calculation is shown in figure 5.11. The statistics of
conductance fluctuations are obtained from sampling over many di↵erent microscopic
configurations of disorder (⇠ 1000) and calculated for three di↵erent values of the flux
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Figure 5.11: Energy dependence of the variance of conductance fluctuations in a dis-
ordered 3D topological insulator quantum wire with dimensions similar to experiments
(width w = 120 nm, height h = 20 nm and length L = 350 nm) and a correlation length
of disorder of 10 nm, typical of disordered Bi2Se3 . Calculations are done for a constant
transverse field B? = 1T and three di↵erent longitudinal fields which correspond to a
magnetic flux   = n⇥ 0 (n = 0, 1/4 , 1/2). The inset shows a zoom in a reduced energy
window.
 / 0 = (0,
1
4 ,
1
2), which correspond to di↵erent configurations of the quantized energy
spectrum. As shown in Fig. 5.11) for a fixed perpendicular field B? = 1 T, we reveal
the energy dependence of non-universal conductance fluctuations. Close to the charge
neutral Dirac point (E = 0), the physics is dominated by a chiral mode arising from
quantum Hall physics [Lee et al., 2009, de Juan et al., 2014, Ilan et al., 2015]. As the
energy is increased, quantized transverse modes are weakly perturbed by the transverse
field and a clear oscillating behavior of the variance of the conductance is observed, which
corresponds to the opening of discrete transport channels. Since the exact value of the
chemical potential at which new channels open depends on the parallel field, these oscil-
lations are shifted by the flux. As a consequence, non-universal conductance fluctuations
can be probed at a fixed energy by measuring the flux dependence of the variance. This is
shown in Fig. 5.12) for three di↵erent energies, which correspond to either the opening of
a conductance channel (E = 101 meV and E = 104.6 meV) or to nearly closed or opened
channels (E = 102.8 meV, for which the modulation is reduced). The modulation of the
variance is indeed periodic in flux, with a period that corresponds to one flux quantum
through the cross section of the quantum wire, and harmonics are clearly present, as ex-
pected in the fully coherent regime. Importantly, the amplitude of the modulation can be
nearly as large as the variance itself, and this is a direct consequence of the limited mixing
of quasi-1D modes by disorder. At larger energies, the modulation is reduced due to a
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Figure 5.12: Flux dependence of the variance for three di↵erent energies shown as dotted
lines in 5.11: E0 = 101meV (full black squares), E0+
1
4
  (hollow circles) and E0+
1
2
  (full
black triangles), with   = 7.2meV. When a conductance channel opens, non-universal
conductance fluctuations are modulated by the magnetic flux.
larger number of modes (⇠ 3   4) which contribute to conductance fluctuations, but it
remains significant even at E = 250 meV, for which both the variance of the conductance
and the amplitude of its modulation compare reasonably well with our experiments.
In presence of quantum confinement, a key di↵erence between helical Dirac fermions
and other quasi-particles lies in the relative size of the level spacing   and the disorder
broadening   of transverse modes in a nanowire. In general,       so that all energy
levels overlap. All transverse modes are mixed together by disorder, so that the discretiza-
tion is washed out and conductance fluctuations are universal. In this limit, there would
be no di↵erence between a topological insulator and a charge-accumulation layer at the
surface of a semiconductor with strong spin-orbit coupling. This regime corresponds to
the case of both metallic and semiconducting nanowires, for which   is small and a small
disorder induces a rather large broadening   of quantized energy levels. In the opposite
limit considered here,   <  , a specific transport regime emerges in the crossover be-
tween ballistic and di↵usive transport, for which signatures of the discreteness and the
Dirac nature of the spectrum can be probed even in presence of a large number of modes
and close to the di↵usive regime. In disordered 3D topological insulator nanowires, this
transport regime is surprisingly robust in spite of a high density of scatterers and it exits
over a significantly large energy range. This is due to the weak scattering of spin helical
Dirac fermions by disorder, which limits disorder broadening, and to both the increased
energy quantization of Dirac fermions with respect to massive quasi-particles and the reg-
ular distribution of quantized energies in a cylinder geometry. A higher degree of disorder
than the one considered here (le ⇡ 30 nm) would be required to achieve di↵usive transport
CHAPTER 5. QUANTUMCOHERENT TRANSPORT IN TI NANOSTRUCTURES140
for high-energy transverse modes. Even in this case, transport would nevertheless remain
ballistic close to the Dirac point [Bardarson and Moore, 2013]. This situation of pseudo-
ballistic transport corresponds to the counterpart of pseudo-di↵usive transport found in
ballistic graphene nanostructures at the Dirac point [Tworzyd lo et al., 2006,Miao et al.,
2007,DiCarlo et al., 2008,Danneau et al., 2008].
Through the combination of the observation of non-universal conductance fluctuation
in a nanoribbon with strong structural disorder and of ab-initio calculation, we revealed
the importance of the physics of quasi-1D modes in 3D TI quantum wires. This is due
to the subtle interplay bewteen disorder and spin helical Dirac fermions, which limits the
mixing of quasi-1D modes and thus gives a much smaller broadening   of quantized energy
levels than their separation   due to quantum confinement. This opens new directions of
research in mesoscopic physics, for instance to investigate the crossover between ballistic
and di↵usive transport in a regime of strong disorder, which remains overlooked and only
studied for a relatively weak disorder [Renard et al., 2005, Niimi et al., 2010]. Besides,
the ballistic transport of spin helical Dirac fermions being robust to disorder, our findings
could also be important in the search for Majorana fermions in quantum wires [de Juan
et al., 2014,Cook and Franz, 2011,Cook et al., 2012, Ilan et al., 2015].
The physics of quasi-1D modes in the presence of disorder can also be investigated
through the study of AB oscillations, even in the case of a much weaker quantum con-
finement, as we will now see in the next section.
5.5 ABO in a Bi2Te3 nanowire
As seen in section 5.3, the AB oscillations are mixed with aperiodic UCF of bulk origin,
which cannot be separated in real space and have to be evidenced and studied in the FFT.
This is due to a correlation field of the bulk CF similar to the AB period. Two approaches
can be used to separate the two contributions: the measurement of large nanowires and
the use of Bi2Te3 instead of Bi2Se3 . Increasing the transverse size of the wire should
eventually lead to L' < W , resulting in a typical UCF frequency lower than the ABO’s
one. In the same time, the AB amplitude strongly decreases for LP   L', so that the
perimeter cannot be too large. Also, in Bi2Te3 , the Fermi energy is usually at the top
of the valence band, so that we have n-type surface carriers and p-type bulk carriers (as
studied in chapter 3). The coupling to the bulk is then very much di↵erent, which results
in an increased visibility of the ABO.
We investigated a large nanoribbon of Bi2Te3 . Clear ABO with much higher frequency
than the UCF are observed. The temperature dependence of the ABO can be understood
in terms of quasi-1D modes like introduced in the previous section, instead of interferences
of di↵usive trajectories, as observed for the bulk. Finally, local phase jumps of the ABO
are observed when varying a transverse magnetic field. Those local phase shifts might be
related to subtle disorder e↵ects.
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5.5.1 Fast ABO in a Bi2Te3 nanoribbon
The nanostructure considered in this section is a 89nm thick, 400nm wide Bi2Te3 nanorib-
bon, contacted with Cr/AU contacts. The temperature dependence of the ribbon’s re-
sistance shows a metallic behavior over the whole temperature range, like previously
observed in Bi2Se3 . However, the residual resistivity ratio is RRR ' 10, which is much
larger than the value of 2.2   2.5 observed in Bi2Se3 nanostructures. This suggests that
Bi2Te3 is less disordered than Bi2Se3 , as previously reported [Zhang et al., 2009b,Hsieh
et al., 2009a,Hoefer et al., 2014].
At very low temperature, the magneto-conductance with longitudinal field exhibits
slow varying aperiodic UCF of bulk origin, superimposed to fast periodic AB oscillations
(see fig.5.13). The period of the oscillations corresponds to an electrical cross-section of
2.7⇥ 10 14m2, corresponding to a TSS buried ⇠ 20nm below the surface. This could be
due to a stronger surface oxidation than in Bi2Se3 , leading to a TSS buried deep in the
crystal. Yet the very clear periodicity of the oscillations does not let any doubt about the
nature of the oscillations. A single peak is visible in the FFT (see fig.5.14), in contrast
with our previous measurements in Bi2Se3 where several harmonics were visible. This is
due to the large perimeter of this nanoribbon, that strongly limits the observation of high
order harmonics for L' ⇡ Lp.
Interestingly, due to this very di↵erent characteristic frequency, the oscillations can be
easily extracted from the slow varying background, which allows us to study directly the
amplitude of the oscillations in real space. The background is due to CF from bulk origin,
which can also be separated and studied independently. The temperature dependence was
measured, from base temperature up to 4K (see fig.5.15). Surprisingly, the temperature
dependence shows a clear exponential behavior, as observed previously for nanowires with
shorter perimeter and indicating a quasi-ballistic regime over the 1µm long perimeter (see
section 5.3). As we will now see, this result can be further understood in terms of quasi-1D
modes.
Based on an analytical model that we developed in the group and that was able to per-
fectly reproduced the transmission calculated by J. Bardarson with numerical simulations,
we were able to obtain the conductance for an arbitrary strength of the disorder, Fermi
energy and AB flux. Based on those transmission, the conductance was calculated using
the Landauer formula. Thanks to our model, we could fit the temperature dependance of
the AB over the full temperature range, below and above the threshold (see figure 5.15).
A preliminary result of this model is presented in figure 5.15. This model is able
to reproduce very well the measured amplitude over the whole range of temperature
measured (see fig.5.15). It also reproduces the apparent damping of the decrease of
L' with increasing temperature, a rather puzzling statement as one would expect L' to
decrease faster and not slower with increasing temperature. Although improvement to the
simulation must be done in order to extract quantitative values for the transport length
and level broadening, the good agreement with the data already confirms the importance
of the quasi-1D modes physics in 3D TI quantum wires. Moreover, as no decoherence
process was included in our model, it seems that the temperature broadening of the
transverse modes plays an important role in the temperature dependence. This indicates
that the situation is more complicated than what was simply estimated in 5.3.2. It is
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Figure 5.13: Magneto-conductance of the 1.6µm long Bi2Te3 section. A zoom in a smaller
field range is shown as insert. Lower insert: SEM picture of the contacted nanoribbon.
also an important manifestation of the topological nature of the surface states. Indeed,
this model is used here at rather strong energy (EF ⇠ 250meV on the surface), with
many modes. The validity of this model at such high energy is a direct sign of the even
spacing of the modes, which derives from the linear energy dispersion of the topological
states. According to this model, the unusual temperature dependence is thus a direct
manifestation of the band structure of the TSS.
5.5.2 Phase jumps
Similarly to the case of Bi2Se3 nanowires, the conductance was mapped with both the
longitudinal and transverse fields. Conductance fluctuations did not show the periodic
modulation of the variance found in section 5.4, as expected from the weaker quantum
confinement. However, due to the clear visibility of the ABO, it is possible to investigate
the e↵ect of the transverse field on them. As the transverse field does not introduce an
AB phase, small fields and small field variations do not change the energy spectrum (or
very slowly). Hence, no e↵ect from the transverse field is expected.
A mapping of the ABO with longitudinal and transverse field, after removal of the
CF background, is shown in fig5.16. On the field-scale considered, no strong e↵ect of
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Figure 5.14: FFT of the magneto-conductance. A single AB peak is visible, clearly
separated from the aperiodic background.
Figure 5.15: Temperature dependence of the AB amplitude. The red curve corresponds
to the model of quasi-1D modes. The grey area is delimited by the exponential fit at low
temperature.
the transverse field is observed: the ABO phase is nearly una↵ected (the oscillations
stay at the same longitudinal field) over several transverse correlation field (' 10mT ).
However, several specific phase jumps can be observed, where an oscillation seems to ap-
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Figure 5.16: Colorplot of the AB oscillations after removal of the slow varying background,
with respect to longitudinal and transverse field. The arrows point at the local phase
jumps. Right panel: zoom in over the area enclosed by dotted line on the left panel.
pear/disappear from the pattern. Those phase jumps at a specific position happen over
a change of less than 1mT in the transverse field. These events are reproducible, and
apparently randomly distributed over the field range measured. Importantly, their exact
position is reset by a thermal cycling, but it is fixed at low temperature, which directly
points at a disorder-related e↵ect. A possible origin for this e↵ect is the dephasing of the
electron waves on a localized impurity. The exact distribution of the radial wave function
of the surface state could depend on the transverse field, in which case it could be sensi-
tive to the disorder configuration (even if this e↵ect would be damped in the many-modes
regime). Another possibility is the coexistence of ABO from a TSS origin with ABO from
another 2D electron gas from bulk origin. This could happen at the interfaces, as the bulk
is p-doped and we do not know how the band bending behaves at the interfaces. This
2DEG could have a di↵erent electrical section, that could depend on the magnetic field
and the exact disorder configuration. Still, the temperature dependence of ABO does not
follow the expected temperature dependence for such 2DEG, which makes its existence
unlikely.
As the phase-jumps occur at a given position in the (Bk, B?) plan, such an e↵ect
could also be understood as a shift in the AB frequency. Indeed, if the AB frequency
varies with the transverse field (for instance if the position of the surface state changes
slightly), a mismatch eventually appears in the phase of the oscillations: for a frequency
shift  f of the frequency f , one oscillation every f/ f will be ”added” to the pattern.
This generates phase-jumps, whose exact position in the longitudinal field depends on
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Figure 5.17: Colorplot simulation of AB oscillations, with the AB frequency varying
according to an external parameter (in our case: transverse magnetic field). The local
phase jumps observed correspond to frequency shifts indicated on the right side.
the exact AB phase at zero field. A simulation of such a pattern of ABO oscillations
undergoing a shift in frequency is shown in figure 5.17. The frequency shifts are 1 and
1.5%, which is a rather small change. Over a range of sixty oscillations, which is nearly
the case in our experiment, such a small change cannot be detected by mean of a FFT,
as it is smaller than the distance between two points in the FFT. However, the direct
observation of a local phase jump is a can clearly result from such a frequency shift.
It is possible to set boundaries on the strength of the frequency shift reproducing the
probability of occurrence seen in observation. The simulation presented in figure 5.18
shows the e↵ect, over 60 oscillations, of frequency shifts whose strength varies between
0.2 and 20%. Shifts lower than 1% often do not generate a local phase jumps over 60
oscillations; moreover, when they do it is accompanied by a continuous shift of the ABO
over many oscillations, which is not what we observe. Shifts larger than 3% induce several
local phase jumps occurring at the same transverse field, which we also do not observe.
Thus, the local phase jumps we observe could be due to shifts of the AB frequency whose
amplitude is between 1 and 2%.
A variation of the AB frequency by 1% corresponds to a variation of the cross-surface
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Figure 5.18: Colorplot simulation of AB oscillations, with di↵erent frequency shifts. The
frequency shifts between two integer values of the external parameter are indicated on
the right side. The more the shift, the more local phase jumps (located at the middle of
the white zones) are observed.
by⇠ 2.5⇥10 16m2, which means a variation of the transverse dimensions by⇠ 15nm. This
value is large enough to rule out a variation of the physical section of the mono-crystalline
wire wire, that would be observed by SEM and AFM measurements. A variation of the
electrical cross-section would be more likely, although the exact mechanism responsible
for it remains unclear.
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Conclusion
In this thesis, we investigated the quantum transport properties of disordered Bi2Se3 and
Bi2Te3 nanostructures in detail. At the end of this work, we have obtained a better under-
standing of the physics of Dirac fermions in 3D TI nanostructures. Despite their intrinsic
bulk conductivity, we showed the possibility to study the specific transport properties of
the topological surface states, both with and without quantum confinement. Importantly,
we demonstrate that unusual transport properties not only come from the gapless Dirac
nature of quasi-particles, but also from their spin texture.
The basic transport parameters (le, ltr, µ, n) can be extracted from combined mea-
surements of Shubnikov-de-Haas oscillations and transconductance. Although it was com-
monly believed that Shubnikov-de-Haas measurements could not be used to study 3D TI
because of the di culty to identify their origin and to distinguish between a 2DEG and a
topological state, we showed that using high magnetic fields (up to 55T) allows us to mea-
sure all contributions to charge transport, that can afterward be separated and identified.
As a result we could investigate the band bending in our CVT-grown nanostructures. As
expected, all strongly-doped structures show an upward band bending close to the sur-
face. This band bending is believed to be the key to realize bulk-depleted nanostructures
of 3D TI, as it can fully deplete a structure thinner than the Thomas-Fermi screening
length. And indeed, we demonstrate on one structure the possibility to obtain the density
required in a structure with upward band bending to achieve full bulk depletion, although
this structure was not thin enough to reach it. However, the finding of a downward band
bending in such a structure with very low doping emphasized the need to control simul-
taneously both the bulk and surface residual doping in order to produce bulk-depleted
nanostructures and to study TSS only. This result is an important aspect to consider
for the refinement of growth conditions to produce optimized 3DTI materials. Besides, it
unifies in a simple approach otherwise contradicting results reporting either upward band
bending by transport measurements or downward band bending by spectroscopic studies.
Moreover, all Shubnikov-de-Haas frequencies have been identified and studied sep-
arately. In particular the mean free path can be measured for all populations and is
find to be similar for both bulk and surface states, around le ' 30nm for a doping of
nb ⇠ 1 ⇥ 1019cm 3. Combining Shubnikov-de-Haas results with transconductance mea-
surements allows us to extract the transport length of bulk and surface states, that are
found very di↵erent: while the bulk transport length barely exceeds the mean free path,
it shows a strong enhancement for surface states, with a ratio ltr/le ' 7  8. Such a high
ratio is expected for spin-helical Dirac fermions in the presence of long-range scattering
potential, as their scattering on non-magnetic impurities is highly anisotropic in the for-
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ward direction. This is a direct e↵ect of the spin texture of the topological states.
At very low temperatures, the study of coherent quantum transport further reveals the
specific properties of spin-helical Dirac fermions in disordered 3DTI nanostructures. The
topological surface states are directly evidenced by the observation of periodic Aharonov-
Bohm oscillations in a 3D TI nanowire. For short perimeters, the bulk phase coherence
length is large enough to mix the surface’s periodic AB oscillations with bulk aperiodic
conductance fluctuations. In this case, the periodic component is only accessible through
a Fourier Transform. However, this issue can be overcome with a long-enough perimeter
in Bi2Te3 , where clear AB oscillations were directly observed. In both cases, the anal-
ysis of the temperature dependence of the AB amplitude shows an exponential decrease
with increasing temperature. Surprisingly, it gives L' / 1/T , which is a highly unusual
result. So far, this was only observed in 1D ballistic systems, and is associated with a
decoherence limited by low-energy fluctuations of the environment in the weak-coupling
limit. This emphasizes the fact that topological surface states not only weakly interact
with disorder (localized charges), but that they also do weakly interact with each other
(itinerant charges). As a result, decoherence is dominated by fluctuations of the Coulomb
background. This also further confirms the large ltr/le, as ballistic properties are retained
over a perimeter that is much longer than the mean free path.
Moreover, the strong transverse quantum confinement e↵ect of surface states in nanowires
also impact the transport properties of Dirac fermions. This is revealed by the observation
of non-universal conductance fluctuations in nanowires submitted to a transverse mag-
netic field. The modulation of the conductance fluctuations’ variance with the longitudinal
field, with a large amplitude and with a periodicity related to the wire’s cross-section, un-
ambiguously points at an e↵ect of the surface state, that is further confirmed by numerical
calculations. This result is all the more surprising that many modes (⇠ 40) participate to
transport, which should drive the system into the di↵usive universal regime. It is however
explained by the limited level broadening   ' 0.4meV compared to the level spacing
  ' 6meV, despite the strong structural disorder. Remarkably, it also allows us to model
the temperature dependence of the ABO’ amplitude. This physics of quasi-1D transverse
modes with limited mixing despite disorder is important to understand in order to evi-
dence new topological phases, especially as energy quantization is a requirement for the
search for Majorana fermions.
The study of AB oscillations further reveals details of the interaction of the surface
states with disorder. Indeed, the observation of reproducible local phase jumps with
transverse field can be associated with small variations of the AB frequency. Those vari-
ations are most probably related to some specific interaction between the 1D transverse
modes and the disorder configuration, and their fine understanding requires further de-
velopments.
This works opens on several questions, that are as many perspectives for new re-
search in the field of quantum transport in 3D TI nanostructures. The band bending
results confirm the possibility to create depleted 3D TI nanostructures, from Bi2Se3 or
other compounds with a reduced intrinsic doping, like Bi2Te2Se. Our study also evidences
the influence of a surface doping due to the substrate, and oxygen-free substrates could
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be considered for further developments to grow high-quality 3DTI nanostructures.
The physics of 1D modes in 3D TI quantum wires raises the question of their inter-
action with their environment, that could be investigated with details by the AB local
phase jumps, a results which must be confirmed by non-local transport measurements.
Moreover, the observation of non-universal conductance fluctuation over a length larger
than ltr opens the possibility to study, in a regime of strong structural disorder, the transi-
tion between the ballistic and di↵usive regimes, an intermediate regime which was mostly
overlooked to date and which could be investigated in details in disordered 3DTI.
Last but not least, this entire work concerns the physics of high-energy Dirac fermions,
with many modes. Lots of interesting physics is to be investigated by approaching the
Dirac point and studying the few-mode regime, or the perfectly-transmitted mode. In
particular, this perfectly-transmitted mode is believed to generate Majorana fermions,
that could be evidenced in a 3DTI nanowire connected with superconducting leads and
with the chemical potential tuned close to the Dirac point. This however requires a Dirac
point located in the band gap, and to control the chemical potential, which needs further
material developments (for instance toward charge-compensated structures or optimized
electrical-gate designs).
CHAPTER 5. QUANTUMCOHERENT TRANSPORT IN TI NANOSTRUCTURES151
Appendices
152
Appendix A
Landau levels quantization in
massive and massless systems
Massive fermions
Let’s consider a system of massive fermions with a parabolic dispersion E = E0 +
~2k2
2m⇤ .
In a semi-classical view, in the presence of a strong magnetic field, the electrons will start
forming closed orbits under the Lorentz force. The radius of this closed orbit, named
cyclotron radius, is rc = v/!c with !c = eB/m⇤ the cyclotron frequency. But for an
electron to follow such a closed orbit, the momentum has to verify periodic boundary
conditions, such as: kn = n ⇥ 2⇡/Lp, with Lp = 2⇡rc the perimeter of the closed orbit.
Thus,
kn =
n
rc
=
n!c
v
=
m⇤v
~
i.e.
m⇤v2
2
= n~!c/2
The LL energies are thus given by:
En = E0 +
~2k2n
2m⇤
= E0 + n~!c/2
This formula, however simple to extract, is a bit di↵erent from the correct version from a
full quantum derivation [Datta, 1997]:
En = E0 + ~!c(n+ 1/2)
Massless Dirac fermions
If we now consider a system of massless Dirac fermions, like topological surface states on
a 3DTI, characterized by a single Dirac cone, and apply the same semi-classical model:
we get
kn = n
!c
vF
= n
eB
m⇤vF
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For a TSS, the cyclotron mass reads m⇤ = E/v2F, so that
kn = n
eBv2F
EnvF
= n
eB
~kn
and
k2n = n
neB
~
The LL energies then are:
En = ~vFkn = vF
p
n~eB
which is not far from the correct expression from the full quantum treatment [Castro Neto
et al., 2009,Cheng et al., 2010]:
En = vF
p
2n~eB
This dependence of the LL as
p
B is a characteristic from massless Dirac fermions. In-
terestingly, the order of magnitude of the LL energies for Dirac system is much higher
than for massive fermions: for instance, at B = 10T, the energy of the first LL is 9meV
for massive quasiparticles in bulk Bi2Se3 , while 62meV for TSS. This property, shared
by graphene, also hold great implications for the observation of the quantum Hall e↵ect
at room temperature [Castro Neto et al., 2009,Novoselov et al., 2007].
Appendix B
Quantum capacitance
The quantum capacitance CQ, as defined in ref [Luryi, 1988], is  V =  µ/e = Q /
CQ, with µ the chemical potential, Q the amount of charges moved, and  V the voltage
equivalent to the change of µ. It can be directly calculated from the density of state (DOS).
For a 2DEG, with parabolic dispersion E = ~2k2/2m* = k2/ck, the DOS reads DOS
= 12⇡
1
ck
independent of the energy. When modifying the chemical potential from  µ =
µf - µi, the amount of charges moved is
N =
Z µf
µi
DOS(µ)dµ =
1
2⇡
1
ck
 µ = DOS ⇤ µ
Hence, the equivalent change in potential is  V =  µ/e = Ne / e2DOS = Q / e2DOS,
so that CQ = e2DOS.
For a 2D-topological surface state, with spin texture and with linear dispersion E
= ~vFk = ckk, the DOS reads DOS(E) = 12⇡ E/c
2
k, which is now energy dependent.
Hence, when modifying µ by  µ:
N =
Z µf
µi
DOS(µ)dµ =
1
4⇡
µ2f   µ2i
c2k
=
1
4⇡
 µ(µf + µi)
c2k
This expression depends on the exact initial and final energies. In order to simplify it to
a formula similar to the previous one, we have to make an hypothesis. If  µ ⌧ µ, i.e if
the modification induced by gate voltage is small, then µf + µi ' 2µ. In this case, the
expression simplifies in N ' 12⇡ µ µc2k = DOS  µ, and we recover the same expression CQ '
e2DOS at high energies.
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Appendix C
Transmissions of the transverse
modes
In chapter 5 we discuss the e↵ect of longitudinal and transverse field on the transport
properties of a 3D TI nanowire. In particular, we show that, while the longitudinal field
induces modulations of the average amplitude of the conductance fluctuations measured
with the transverse field. We associate this modulation with the topological transverse
modes being shifted due to the longitudinal field, and periodically crossing the Fermi
energy. At this point however, it is important to know what are the relative e↵ects of
the longitudinal and transverse field on the energy levels, and how do the transmission of
those modes behave with energy. Specifically, to make sure that the transverse field does
not induce strong changes in the energy modes that could cause the observed e↵ects.
The e↵ect of a magnetic field longitudinal to the axis of the wire is simply to in-
duce a shift of the transverse modes in k-space. Indeed, at zero field the transverse modes
are determined by the boundary condition [Bardarson et al., 2010]:
 (x, y + Lp) = e
i⇡ (x, y)
with x the longitudinal coordinate and y the coordinate on the perimeter Lp of the wire.
The ⇡ phase corresponds to the Berry phase accumulated by the surface states when
propagating one loop around the nanowire. As a consequence the now anti-periodic
boundary condition prevent a zero-energy mode from existing, as such a mode would
verify the periodic boundary condition, and a gap opens at 0 field.
The longitudinal field’s e↵ect is simply to add an AB phase in the boundary condition
[Bardarson et al., 2010]:
 (x, y + Lp) = e
i(⇡+2⇡ / 0) (x, y)
As the magnetic field is applied parallel to the surface, it does not break time reversal
symmetry and does not open a Zeeman gap, unlike a normal transverse Zeeman field [Bar-
darson et al., 2010, Bardarson and Moore, 2013]. The introduction of the AB phase in
the boundary condition induces a shift of the k vectors verifying it, hence a shift of the
transverse energy modes. The band structure is periodic with the longitudinal field, with
a periodicity of a  0 flux thread in the nanowire (see fig.C.1).
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Figure C.1: a) Schematic view of the transverse modes, projected in the plan (k?,E), for
three di↵erent AB flux. The modes are represented by colored dashes. b) 3D schematic
view of the Dirac cone, cut into transverse modes with discrete values of k?. c) Flux
dependence of the transverse modes energy, in the quarter (k? > 0, E > 0).
The e↵ect of a magnetic field transverse to the wire could be expected to be strong.
Indeed, contrary to the longitudinal field, it is perpendicular to the surface and breaks
the time-reversal symmetry which sustains the topological states. However, this would
be forgetting the relative orders of magnitude of the spin-orbit and Zeeman energy. The
later is EZeeman = gµBB ' 3meV for a field of 2T and a Lande´ factor of g ' 25 for
Bi2Se3 [Wolos et al., 2013,Orlita et al., 2015]. While the former is the energy responsible
for the energy gap, Es.o. ' 300meV. As a consequence, the energy states will be changed
only over a typical energy of EZeeman around the Dirac point. While this may have im-
portant e↵ects on the physics of low energy Dirac fermions, the fact that we are studying
nanostructures with a Fermi energy of EF ⇠ 150   200meV ensures that the transverse
field does not sensibly influence the transverse modes.
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Figure C.2: Numerical calculation of the transverse energy levels of a nanowire with
transverse dimensions (h=21nm, W=170nm) (like in section 5.4) under a transverse mag-
netic field, a) with an applied AB magnetic flux   = 0, and b) with a flux   =  0/2.
Calculations performed by Emmanouil Xypakis.
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Numerical calculations on a nanowire with perimeter 280nm (like presented in section
5.4) confirms this approach. Figure C.2 shows the evolution of the energy modes, depend-
ing on the applied transverse field. Although the modes are strongly modified close to the
Dirac point (zero energy), the they are nearly unchanged above 150meV, with a shift of
the modes of the order of   at 2T. This ensures that no e↵ects on the electronic properties
due to the transverse field is expected at high energy, like in the cases studied in this work.
Moreover, the evolution of the transmissions T of each modes were calculated de-
pending on the energy. The result of the calculations are shown in figure C.3. At low
energy, only one mode (the perfectly transmitted mode) contributes to transport. As the
energy increases, new modes are opened, and their transmissions increases toward 1 with
increasing energy. However, contrary to what could be na¨ıvely thought, all transmission
do not saturate to 1 shortly after the mode is opened. Actually, as soon as a few modes
are opened, the transmission of may of them is far from one. This shows clearly that, at
high energy, like in the systems we are investigating, the physics of transport is not that
of one single mode with T 6= 1 oscillating around the Fermi energy, but really that of
many modes with T 6= 1 all contributing to conductance fluctuations. The fast oscillating
features on the transmission is most probably an e↵ect of Fabry-Perot reflection, due to
the ballistic regime.
Figure C.3: Numerical calculation of the transverse energy levels’ transmission, for a
nanowire with transverse dimensions (h=21nm, W=170nm) (like in section 5.4), with an
applied AB magnetic flux   =  0/2. Calculations performed by Jens Bardarson.
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