Abstract: Genetic algorithms (GA) are adaptive search procedures that try to produce a globally optimum solution for problems of huge search space. This paper speaks about a variant of the standard genetic algorithm (SGA) called nomadic genetic algorithm (NGA) which is based on the concept of 'birds of the same feather flock together'. This NGA is found to maintain the diversity of individuals in the population by intelligently adapting to its environment as well as results in faster convergence of the solution. The objective of this paper is to prove the merits of NGA over SGA for problems of large search space like the problem of multiple sequence alignment (MSA) in bioinformatics. NGA was applied to MSA (MSANGA) and the convergence of NGA is compared with that of SGA and the results tabulated. Also, the accuracy of the alignment produced using MSANGA is compared with nine other popular tools for the data sets chosen from the standard BaliBASE benchmark alignment suite, illustrating the superiority of NGA over SGA and all other tools to produce quality alignment at a faster rate.
Introduction
A variety of genetic algorithms (GA) for suiting different application needs have been proposed in the literature of genetic algorithms. Still, the basic architecture of any genetic algorithm remains the same. The basic difference among the variants arises in the fitness evaluation, selection or application of genetic operators.
This paper describes a variant of the standard genetic algorithm (SGA) called nomadic genetic algorithm (NGA), which is an adaptive search procedure capable of intelligently adapting to its own group of individuals. It employs most of the principles of SGA except that, it allows for migration of individuals within the different communities in the population that the individuals are grouped into. The selection procedure followed in NGA insists on mating within the same community thus providing equal chances of mating even to the weakest section of the population. Once the fitness of an individual improves, the individuals migrate to a different group that suits its fitness range. This allows the NGA to maintain the diversity of individuals in the population, also ensuring faster convergence.
The problem of multiple sequence alignment (MSA) is a very important problem in molecular biology that is considered to be NP hard in nature. The complexity of the problem (Wang and Jiang, 1994) increases tremendously with the number of sequences and the size of the sequences. An exact solution may not be guaranteed in this case. But the goal is to find the best possible solution to the problem and hence it falls under the class of optimisation problem.
The MSA of nucleotide or protein sequences is critical in the understanding of many diseases and identification of many drugs. Hence, finding an optimal solution for the problem of MSA is very crucial to the medical field. A number of algorithms and techniques have been employed to solve the problem. For instance, the most popular tool ClustalW (Thompson et al., 1994 ) employs a progressive search strategy. DCA employs a divide and conquer strategy and Muscle is yet another popular tool. Also, several kinds of GAs (Zhang and Wong, 1997) have been used earlier. SAGA is one such tool that employs GA for MSA.
As GAs are good at optimisation problems, the time taken to converge plays a very important role, especially in problems of bioinformatics origin. NGA has already been proved for solving the timetable generation problem (Siva Sathya et al., 2007) and found to converge very fast compared to SGA. Hence, it has been applied to MSA in this paper and the tool is named MSANGA.
The rest of the paper is organised into the following sections. Section 2 gives the definition and applications of MSA along with the previous work done to solve MSA. Section 3 outlines GA in the perspective of population diversity, convergence and migration factors applicable to NGA and the related work in that area. Section 4 describes the proposed NGA with an architecture and pseudo-code. Section 5 gives the proposed design of MSANGA, Section 6 illustrates the results and statistics and finally Section 7 gives the conclusion followed by an exhaustive list of references in Section 8.
Multiple sequence alignment
The wealth of nucleotide and protein sequence information currently available demands better means of data interpretation. This interpretation is made significantly easier when the sequences are viewed in comparison rather than in isolation. MSA of nucleic acid or amino acid sequences plays a central role to the advancement of understanding in molecular biology (Altschul et al., 1990; Krane and Raymer, 2001) .
MSA (Carillo and Lipman, 1988) is the representation of the given sequences in a way that reflects their relationship. If the alignment is correct, each column will contain homologous residues. The definition of homology depends on the criterion used for the alignment. If a given sequence lacks one residue, a gap will be inserted in its place at the corresponding position. Gaps usually take the form of strings of nulls. In an evolutionary context, a null sign means that a residue was inserted in one of the sequences or deleted in the other while the sequences were diverging from their common ancestor.
Consider a family <X 1 ,X 2 ,X 3 ,….,X k > of K(≥3) sequences over Σ, where Σ consists of a set of DNA/protein residues, to be aligned (Horng et al., 2004) :
Where X i,j ∈ Σ indicates that it is the j-th element in the i-th sequence; 1 ≤ j ≤ n i , n i is the length of the i-th sequence; and 1 ≤ i ≤ k, k is the number of sequences. Thus, a MSA of <X 1 ,X 2 ,X 3 ,….,X k >, denoted as X 1 #X 2 #X 3 #…#X k is given by a KX N matrix for some N, max{n 1 ,n 2 ,n 3 ,….,n k } ≤ N ≤ n i , where
.,k, the row X i * : X i,1 * X i,2 *… X i,N * reproduces the sequence X i upon ignoring all of its gaps; the alignment does not contain any column consisting of gaps only; and, N represents the length of alignment. Its applicability ranges from selecting homologues to structure and function prediction to the discovery of evolutionary relationships among various species. It is used in medicine in a number of ways. Some of them are:
• To identify the similarities between different species or different genes.
• To identify the conserved regions between different gene sequences or species.
• To identify the phylogentic relationship between different species.
• To target the cause of diseases by multiple aligning different gene sequences.
• To find new drugs for diseases based on the similarity or dissimilarity between disease causing genes.
A number of methods have been proposed in literature. But each comes with its own limitations on the length and number of sequences that can be aligned in a specific amount of time. Straight forward dynamic programming solves the multiple alignment problem for k sequences of length n in O(n k ) time. For large n and k this seems to be nearly impossible and is considered to be a NP-hard problem. The most popular one among them is the progressive alignment by (Feng and Doolittle, 1987) . The accuracy of progressive alignment depends on the relation between the sequences aligned and the order in which the sequences are aligned.
A number of stochastic methods like simulated annealing, Gibbs sampling and GAs (Chellapilla and Foegel, 1999; Isokawa, 1996) have been employed to solve MSA. GAs are probably one of the most interesting stochastic optimisation tools available today. SAGA is one such package designed to perform MSA using GA (Notredame and Higgins, 1996) . To further enhance the speed and computational efficiency of the algorithm, the use of NGA is suggested in this paper.
Genetic algorithms
GAs (Goldberg, 1989 ) are a part of evolutionary computing which is a rapidly growing area of artificial intelligence. They are adaptive methods used to solve search and optimisation problems. They are based on the genetic processes of biological organisms. By mimicking the principles of natural evolution, i.e, 'survival of the fittest', GAs are able to evolve solutions to real world problems. The basic steps of GA are initial population generation, fitness evaluation and breeding which involves selection and application of genetic operators namely crossover and mutation to produce new offspring in the next generation. The process is iterated for a fixed number of generations or till convergence. Applying GA to solve an optimisation problem involves the following tasks:
• encode(represent) solution to the problem as a chromosome(by a bit string)
• formulate fitness evaluation function
• select or create the appropriate genetic operators (crossover, mutation, selection etc.)
• select run parameters (population size, crossover rate, mutation rate, generation gap, convergence criteria etc.)
GAs (Holland, 1975 (Holland, , 1992 are considered to be adaptive search procedures that works randomly to choose an optimal solution from a large solution space. But different kinds of selection mechanisms and genetic operators have been employed to guide the random adaptive procedure to explore all possible solutions. In the case of GAs, achieving diversity (Oei, 1991) is considered to be an important goal to reach a global optimum solution. Some GAs rely primarily on mutation or mutation like mechanisms for diversification (Mahfoud, 1995) . Simple GA's selection mechanism replicates higher fitness solutions and discards lower fitness solutions leading to convergence of the population. For instance, Brindle (1981) has proved the inferior performance of roulette wheel selection on several test functions. Also, Baker (1987) has analysed various fitness proportionate selection methods.
A number of mechanisms for restricting the mating of individuals have been proposed earlier (Gorges-Schleuter, 1992) . Generally, mating is restricted among similar individuals with the notion that similar parents produce similar offspring which will not produce diversity in the population. Booker (1982) and Goldberg (1989) have explored various approaches in which a mating tag is added to each individual. The tag must match before a cross is permitted. Another type of mating restriction is introduced by Spears (1994) which adds a one dimensional ring topology and restricts mating to neighbours with identical tags.
To maintain the diversity of individuals in a population, migration has also been attempted earlier, but with parallel GAs like in Genitor II by Whitley and Starkweather (1990) , wherein individuals migrate from one processor to another. According to Tanese (1989a Tanese ( , 1989b , GAs that incorporate migration are reported to produce more population diversity.
There is always a trade-off between convergence and diversity in GA. To balance both these aspects, the NGA has been proposed which allows beneficial search as well as controlled convergence.
Proposed NGA
NGAs are specialised forms of GAs that work on the principle of 'birds of the same feather flock together'. Generally, in SGA, different kinds of selection mechanisms like roulette wheel selection, rank based selection, tournament selection, etc. are employed based on the type of application. All these selection mechanisms aim to select high fit individuals in different proportion for the purpose of mating. The low fit individuals are given very less chance for mating or they are totally discarded in some selection schemes. But the worst individuals, if given a chance may also result in better offspring in the next generation. This phenomenon is given importance in this variant of SGA. Here, the individuals in the population are grouped into different communities based on their fitness value. The size of the groups and the number of groups depends on several factors and it is currently an area of research. Individuals in a community mate with each other. Here again, different kinds of selection mechanisms could be used within the community. Now is the time for migration. If any offspring comes up with a better fitness, it leaves its community and joins a different community, i.e., the group of similar fitness value. This is an instance of an intelligent adaptive behaviour that is being exhibited by NGA. Thus, equal opportunities are being given to all individuals in the population whether they are of high fit or low fit. Individuals constantly improve their fitness value and keep migrating through successive generations of the GA until convergence or some stopping criteria is reached. Since the individuals do not stay in one place and keep migrating from group to group, the term NGA has been coined. The following is the pseudo code of the NGA: This section details the application of the NGA to MSA. The architecture of the MSANGA is shown in Figure 1 . It first reads the input sequences in FASTA format from the input file and calculates the number of gaps to be inserted in each sequence by doing pair-wise alignment between every input sequence from the input file using popular global pair-wise alignment (Needleman and Wunsch, 1970) . Then it applies NGA and selects the best individual which gives the best alignment. The representation, fitness evaluation and the genetic operators used follows to some extent Horng et al. (2004), though the implementation procedure varies.
Representation
The representation of the individual plays an important role in any GA. Each individual in the population also termed as a chromosome, is a candidate solution to the problem and hence it should be represented appropriately. In this case, each chromosome represents an alignment. Here, each chromosome is encoded as a multiple-number string that corresponds to the gap positions in an alignment. Figure 2 shows an example of how the chromosome consisting of randomly generated numbers will be translated into gap positions in the corresponding sequences. For example, (0,5,2,2,6) means, that there is a gap after the 0th, 5th, 2nd, 2nd and 6th residues (character positions) of the first sequence in the corresponding MSA. The number of gaps to be inserted in each sequence is calculated according to the pairwise alignments of the input sequences. For instance, in the above example, the maximum length of the sequence from the pairwise library is 11. Then the number of gaps to be inserted in each sequence is (11 -length of sequence without gaps).
Fitness evaluation
The sum-of-pairs function (Setubal and Meidanis, 1997 ) is taken to evaluate the fitness of chromosomes. When computing the fitness, a chromosome must be converted to the alignment form. The sum-of-pairs score (SPS) is defined as the sum of all pairs of symbols in the column. If the symbols in the alignment match, a match score is assigned or else a mismatch score. For nucleotide or DNA sequences, match and mismatch score may be simple like 1 and -1 respectively or it may be based on simple identity or transition/transversion matrix considering the biological nature of the sequences. But when protein sequences are considered for alignment, the fixing up of match and mismatch score becomes complex and may be taken from PAM or BLOSUM matrix.
Genetic operators
Crossover and mutation are the basic operators applied. The principle of crossover is to exchange the information among chromosomes to produce offspring. The chromosomes with better performance will be produced by preserving the good structures of parent chromosomes. In a crossover process, two parent chromosomes, denoted as X and Y, are randomly selected and are used to produce two child chromosomes. Then, cutting points are randomly selected in parent chromosomes. The blocks among the cutting points are called crossover blocks. Four kinds of crossover operators are used in this system. They are:
• singlepoint crossover
• twopoint crossover
• multipoint crossover
• uniform crossover
One operator from the four is selected randomly. The frequency of selection for each operator is controlled by the probability of each crossover operator. Each operator is having equal probability for selection in this system. Similarly, four kinds of mutation operators have been applied in this system. They are:
In the mutation process, an input chromosome is mutated n times by several operators randomly selected from the four mutation operators described here. The frequency of selection for each operator is controlled by the probability of each mutation operator. The n value is proportionate to the length of number-strings in the chromosomes.
Results and statistics
This section shows the results of applying the NGA to solve the problem of MSA. To evaluate the performance of the proposed system, it has been compared with nine existing popular MSA programs namely T-COFFEE, ClustalW, MUSCLE, DCA, DIALIGN, MultAlin, ClustalX, MAFFT and GAMSA.
ClustalW which uses a progressive alignment algorithm is a general purpose MSA program for DNA or proteins. It produces biologically meaningful MSAs of divergent sequences, but the drawback is the enormous amount of time it takes for long sequences. Also, it follows the 'once a gap always a gap policy'.
MUSCLE is a program for creating multiple alignments of protein sequences. Elements of the algorithm include fast distance estimation using kmer counting, progressive alignment using a new profile function i.e., the log-expectation score, and refinement using tree-dependent restricted partitioning.
DIALIGN is a software program for multiple alignment developed by Burkhard Morgenstern et al. DIALIGN constructs pairwise and multiple alignments by comparing whole segments of the sequences. No gap penalty is used. This approach is especially efficient where sequences are not globally related but share only local similarities, as is the case with genomic DNA and with many protein families.
MultAlin performs a progressive multiple alignment for a set of sequences. Pairwise distances between sequences are computed after pairwise alignment with the Gonnet scoring matrix and then by counting the proportion of sites at which each pair of sequences are different (ignoring gaps). The guide tree is calculated by the neighbour-joining method assuming equal variance and independence of evolutionary distance estimates.
MAFFT includes two novel techniques.
1 Homologous regions are rapidly identified by the fast Fourier transform (FFT), in which an amino acid sequence is converted to a sequence composed of volume and polarity values of each amino acid residue.
2 A simplified scoring system that performs well for reducing CPU time and increasing the accuracy of alignments even for sequences having large insertions or extensions as well as distantly related sequences of similar length. Two different heuristics, the progressive method (FFT-NS-2) and the iterative refinement method (FFT-NS-i), are implemented in MAFFT.
Divide and conquer multiple sequence alignment (DCA) is a program for producing fast, high quality simultaneous MSAs of amino acid, RNA, or DNA sequences. The program is based on the DCA algorithm, a heuristic approach to sum-of-pairs (SP) optimal alignment. ClustalX is a variation of the ClustalW MSA program with a graphical user interface. The display colours allow conserved features to be highlighted for easy viewing in the alignment.
GAMSA is our own MSA using the SGA.
Input sequence data
The sample data sets have been taken from the standard BAliBASE database, which is a publicly available suite of alignment benchmarks. Since each tool has its own format for input and output, conversion of input sequences to an appropriate format has to be done. Whatever be the source and format of the input sequences, it is converted to a uniform format, in this case, the FASTA format. Hence, a module to convert sequences from any format to FASTA format has been developed.
BaliBase testing
BAliBASE SP-score calculation (Thompson et al., 1999) takes input alignment and reference alignment in MSF format. So, conversion of MSA program output to MSF has been done under this module. BAliBASE SP-scores of various alignment tools for various data sets are shown in Table 1 . SP score is calculated as follows: given a candidate alignment (individual) of N sequences containing M columns, the i th column in the alignment was designated by A i1 , A i2 , …., A iN . For each pair of residues A ij and A ik , there is p ijk such that p ijk = 1 if residues A ij and A ik from the candidate alignment were aligned with each other in the reference alignment. Otherwise, p ijk = 0. The score for the ith column is thus:
The overall SPS for the candidate alignment is:
where Mr is the number of columns in the reference alignment and Sri is the score Si for the ith column in the reference alignment. The range of SPS is 0.0-1.0, where higher values indicate closer resemblance with the BAliBASE reference alignment. The MSAs constructed from this system and from other programs are almost identical. With respect to the BAliBASE SP-score, the performance of the system is better than other existing sequence alignment tools. The performance of the system has been shown in Figure 3 which corresponds to the values in In the previous section, MSANGA was compared with other tools for the accuracy of the results in terms of SP scores. Now, to compare the NGA with SGA in terms of accuracy and rate of convergence, Table 2 and Table 3 are provided. In order to prove the efficiency of the NGA with respect to the time of convergence, the number of generations has been taken into consideration. Table 3 gives the details of the number of generations for convergence of NGA and SGA. The graph in Figure 5 shows that the rate of convergence of NGA is better than that of SGA for the same data set whose values correspond to Table 3 . For some datasets like the ones given in Table 4 , NGA gave better results than SGA both in terms of SP-scores and time of convergence. Since, there is no best alignment program or tool for all kinds of sequences, so selection of program depends on the nature of sequences to be aligned. For some data sets, though SGA gave better SP-scores than NGA, it does not deviate much from the best result. Overall results show that for the given BAliBASE data sets, quality of alignment measured through the SP scores of NGA are comparable and at times better than that of SGA, but the convergence rate of NGA is far better than that of SGA in most of the cases. 
Conclusions
This paper is aimed at two goals: one is to prove the efficiency of NGA with respect to SGA and the second is to solve the MSA problems by NGA and compare it with popular tools for MSA. It has been compared with the existing popular MSA tools namely T-COFFEE, ClustalW, MUSCLE, DCA, DIALIGN, MultAlin, ClustalX, MAFFT, GAMSA for validation. The data sets have been taken from BAliBASE database which is a publicly available suite of alignment benchmarks. The results are compared in terms of the quality of alignment and the rate of convergence and found to be better than SGA and other existing tools in most of the cases. From the results obtained, it is concluded that NGAs are efficient at faster convergence, also, preserving the diversity of individuals by giving equal chances of mating to every individual in the population. NGA is very versatile and can be applied to any problem that can be solved by SGA. As NGA lends itself easily to parallelism, it could be exploited for further performance enhancement for problems that have a huge search space. Currently, the effect of various GA parameters are tested on NGA and compared with SGA.
