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Abstract
We apply general results on operator equations in ordered spaces and properties of the principal
eigenvalues for weighted semi-linear equations to prove the existence of a global continua of pos-
itive solutions and eigenvalue intervals to the problem (ϕ(x′))′ + λf (t, x, x′) = 0 in (0,1), x(0) =
x(1)= 0, where ϕ(x)= |x|p−2x, p > 1, λ > 0.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we shall be concerned with the existence of a global continua of positive
solutions and eigenvalue intervals to the following boundary value problem:
−(ϕ(x ′))′ = λf (t, x, x ′) in (0,1), (1)
x(0)= x(1)= 0, (2)
where ϕ(x)= |x|p−2x with p > 1 and λ > 0.
Problems of the form (1)–(2) describe some nonlinear phenomena in mathematical sci-
ences and have been studied in recent years by many authors (see [1–4,8] and references
therein). Our paper is related to the work [1], which considered problem (1)–(2) with f
depending on t and x and obtained explicit intervals of values of λ so that the problem
has at least one or two positive solutions. In comparison with the work [1] we allow the
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positive solutions. On the other hand, we apply a different method of studying, based on
the use general results on operator equations in ordered spaces and special properties of the
principal eigenvalues to certain weighted semi-linear equations. Thanks to them, we can
obtain eigenvalue intervals, which are more exact than that obtained in [1].
Let us recall some definitions and abstract results from theory on operators equations in
ordered spaces. Let X be a real Banach space and K ⊂ X be a cone (i.e., K is nonempty
closed convex subset such that tK ⊂ K for all t  0 and K ∩ (−K) = {0}). We define
a partial ordering in X by x  y iff y − x ∈ K . Together with the cone K , defining the
ordering in X, we consider another cone P ⊂K in which we want to find a solution of the
equation
x = λF(x), (3)
where F :P → P is a completely continuous operator and λ 0.
If, for a particular λ, Eq. (3) has a solution x ∈ P \ {0}, then λ is called an eigenvalue
and x a corresponding eigenvector of (3). We denote by S the set of all eigenvector of (3).
To study a global structure of the set S and to obtain eigenvalue intervals to (3) we may
apply the following results in [6,7].
Definition. We say that the set S is unbounded continuous branch, emanating from 0, if
S ∩ ∂G = ∅ for every bounded open subset G  0.
Theorem A. Let F :P → P be a completely continuous operator andG⊂X be a bounded
open neighborhood of zero. Assume there are numbers λ1, λ2 in [0,∞) and an element
x0 ∈ P \ {0} satisfying
(i) µx = λ1F(x) for x ∈ P ∩ ∂G and µ 1,
(ii) x −µx0 = λ2F(x) for x ∈ P ∩ ∂G and µ 0.
Then, S ∩ ∂G = ∅.
Theorem B. Let for any x ∈ S, λ(x) be the corresponding eigenvalue. Assume the set S is
unbounded continuous, emanating from 0 and either
lim‖x‖→0 supλ(x)= λ0 < λ∞ = lim‖x‖→∞ infλ(x)
or
lim‖x‖→∞ supλ(x)= λ∞ < λ0 = lim‖x‖→0 infλ(x).
Then for any λ ∈ (λ0, λ∞) (respectively, for any λ ∈ (λ∞, λ0)) Eq. (3) has a solution in
P \ {0}.
The paper is organized as follows. In Section 2 we prove some properties of the principal
eigenvalue for weighted semi-linear equations, which will be needed later and also have
independent interest. In Section 3 we prove that the solution set of problem (1)–(2) forms
an unbounded continuous branch and eigenvalues fill an explicit interval.
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In our applications of the above abstract results, X will be C[0,1], equipped with the
norm ‖x‖ = sup{|x(t)|: t ∈ [0,1]} and ordered by the cone K of all nonnegative functions,
and
P = {x ∈K: x is concave on [0,1], x(0)= x(1)= 0}.
First, we have the following properties of the functions from P [5].
Lemma 1. (1) Every function x ∈ P is differentiable a.e (almost everywhere) on (0,1) and
satisfies
x(t) ‖x‖t (1− t) on [0,1],∣∣x ′(t)∣∣ x(t)/(t (1− t)) a.e on (0,1).
(2) If a sequence {xn} ⊂ P converges in C[0,1] to a function x , then some subsequence
of derivatives {x ′nk } converges a.e on (0,1) to x ′.
Next, we proceed in some properties of the inverse operator to the p-Laplacian. For
a given nonnegative function y ∈ L(0,1), it is proved in [1,3] that there exists a unique
function x =A(y) ∈ C1[0,1] such that(
ϕ(x ′)
)′ = y a.e in (0,1), x(0)= x(1)= 0.
The function A(y) is defined by
Ay(t)=
{∫ t
0 ϕ
−1(
∫ c
s y(r) dr) ds, 0 t  c,∫ 1
t ϕ
−1(
∫ s
c y(r) dr) ds, c t  1,
(4)
where the number c is chosen so that
c∫
0
ϕ−1
( c∫
s
y(r) dr
)
ds =
1∫
c
ϕ−1
( s∫
c
y(r) dr
)
ds.
Clearly, Ay(c) is the maximum value of Ay on [0,1].
The following properties of A have been established in [1,3,4].
Lemma 2. (1) The operator A is completely continuous from L(0,1) into C[0,1].
(2) For any positive function y ∈ L(0,1) the function A(y) is in P . The operator A is
positively homogeneous of degree 1/(p − 1) and monotone increasing in the sense that
0 y  z implies A(y)A(z).
Now we consider the problem of finding a positive number λ, a function x such that{−(ϕ(x ′))′ = λc(t)ϕ(x), x > 0, in (0,1), (Pc)
x(0)= x(1)= 0,
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number λ= λc > 0, a unique precisely to that of constant multiples function x = xc satis-
fying (Pc). The number λc is called the principal eigenvalue to the problem (Pc) and can
be characterized by
λc = inf
{ ∫ 1
0 |x ′(t)|p dt∫ 1
0 c(t)x
p(t) dt
: x ∈W 1,p0 (0,1), x = 0
}
. (5)
To obtain eigenvalue intervals to the problem (1)–(2) we need the following two results.
Lemma 3. Let x ∈ C1[0,1] be such that x  0, x = µxc, x(0)= x(1)= 0. Then
(1) − (ϕ(x ′))′  λc(t)ϕ(x) on (0,1) implies λ > λc; (6)
(2) − (ϕ(x ′))′  λc(t)ϕ(x) on (0,1) implies λ < λc. (7)
Proof. It is proved in [2] that the boundary value problem
−(ϕ(x ′))′ = λcc(t)ϕ(x)+ h(t) in (0,1), x(0)= x(1)= 0
has no solution if the function h ∈ L∞(0,1) does not change sign and it is not identically
zero. Therefore, λ = λc in (6) and (7).
If (6) holds then by multiplying by x and integrating in parts we get
1∫
0
∣∣x ′(t)∣∣p dt  λ
1∫
0
c(t)xp(t) dt,
which implies λc  λ by (5). If (7) is in place then one has
−(ϕ(x ′))′ = λcc(t)ϕ(x)+ (λ− λc)c(t)ϕ(x)+ k(t)
for some k ∈ L∞(0,1), k  0. Again, by the above mentioned result of [2] we deduce that
λ− λc < 0. The lemma is proved. ✷
Remark 1. We observe that the eigenvalue problem (Pc) is equivalent to the following
operator equation:
x =A(λc(t)ϕ(x)).
We have a weak form of the assertion (2) in Lemma 3 as follows:
(2′) If x A(λc(t)ϕ(x)) for some x ∈ C[0,1], x  0, x = 0 and λ > 0, then λ λc.
Indeed, let xc be an eigenfunction corresponding to λc . Using the presentation of A
in (4), we see that both the limits
lim xc(t)/t, lim xc(t)/(1− t)
t→0 t→1
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β > 0, there exists a maximum number γ > 0 such that x(t)  γ xc(t). By monotonicity
of A, we have
x A
(
λc(t)ϕ(γ xc)
)= γ( λ
λc
)1/(p−1)
xc,
which proves λ λc by maximality of γ .
Lemma 4. Let cn, c be the positive functions in L∞(0,1) and lim cn = c in L(0,1). Let λn
be the principal eigenvalue of the problem (Pcn). Then limλn = λc .
Proof. It is sufficient to show that any subsequence of the sequence {λn} contains a
subsequence which converges to λc. For simplicity of notations, suppose considered sub-
sequence is {λn}. Let xn be the eigenfunction, corresponding to λn and normalized by
‖x‖ = 1. Since xn(t) ‖xn‖x0(t) (x0(t)= t (1− t)), we have
xn =A
(
λncn(t)ϕ(xn)
)
A
(
λncn(t)ϕ(x0)
)
,
and so
xnλ
1/(1−p)
n A
(
cn(t)ϕ(x0)
)
.
Consequently, the sequence {λn} is bounded and hence some its subsequence, say {λnk },
converges to a number λ0. Using compactness of the operator A, we may assume the
subsequence {xnk } converges in C[0,1] to a function x which satisfies
x =A(λ0c(t)ϕ(x))
since the sequence {λnkcnkϕ(xnk )} converges to λ0c(t)ϕ(x) in L(0,1). Therefore, λ0 = λc
by uniqueness of the principal eigenvalue to the problem (Pc). The lemma is proved. ✷
3. Global continua of the positive solutions and eigenvalue intervals
Now we are ready to investigate problem (1)–(2). We shall make the following hypothe-
ses:
(H1) The function f : [0,1] ×R+ ×R→R+ is continuous, where R+ = [0,∞).
(H2) There are positive functions a, b in L∞(0,1), numbers β > 0, 0 < q < min{1,p− 1}
and a continuous function g :R+ →R+ which is not identically zero on any interval,
satisfying
a(t)g(x) f (t, x, x ′) b(t)g(x)+ β|x ′|q (8)
for (t, x, x ′) ∈ [0,1] ×R+ ×R.
(H3) There exist the limits
lim
x→0
g(x)
xp−1
= g0, lim
x→∞
g(x)
xp−1
= g∞
which are allowed to be 0 or ∞.
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form (3). For each x ∈ P (recall that P is the cone of all continuous positive concave
functions vanishing at 0 and 1), we have by Lemma 1 and hypothesis (H2) that
0 f
(
t, x(t), x ′(t)
)
 b(t)g
(
x(t)
)+ β xq(t)
tq (1− t)q .
Therefore, the operator Fx(t) = f (t, x(t), x ′(t)) is continuously acting from P into
L(0,1) and sends any bounded subset into a bounded subset. Hence, the operator A ◦F is
completely continuous from P into P . Now problem (1)–(2) is equivalent to the following
eigenvalue equation:
x =A(λF(x))= λ1/(p−1)A ◦ F(x). (9)
We shall consider Eq. (9) in X = C0,1 and find solutions in the cone P . The reason that we
choose C[0,1] instead of C1[0,1] consists in that our arguments below are essentially based
on the estimate x(t) ‖x‖ct (1− t) for x ∈ P .
Theorem 1. Suppose the hypotheses (H1) and (H2) hold. Then, the solution set S of Eq. (9)
forms an unbounded continuous branch, emanating from 0.
Proof. Let G be a bounded open neighborhood of zero. We shall prove S ∩ ∂G = ∅ by
using Theorem A. Clearly, condition (i) in Theorem A holds for λ1 = 0 We claim that the
condition (ii) holds for x0(t)= t (1− t) and for λ2 sufficiently large. Indeed, assume on the
contrary that
xn −µnx0 =A
(
λnF(xn)
)
for some sequences {xn} ⊂ P ∩ ∂G, {µn} ⊂ [0,∞) and λn →∞ as n→∞. Let 0 <m
‖xn‖ M for all n ∈ N. For any interval [c, d] ⊂ (0,1) it follows from the mean value
theorem and Lemma 1 that∣∣∣∣xn(t)− xn(s)t − s
∣∣∣∣= ∣∣x ′n(u)∣∣ xn(u)u(1− u)  Mc(1− d) for t, s ∈ [c, d].
Thus, the sequence {xn} is equi-continuous on [c, d]. Using Arzela–Ascoli theorem and
the technique on diagonal sequence, we conclude that there are a subsequence {xnk } and a
function x such that {xnk } converges to x uniformly in each interval [c, d] ⊂ (0,1). Clearly,
x is continuous in (0,1) and M  x(t)mt(1− t). By passing to the limit in the inequality
xnλ
1/(1−p)
n A
(
a(t)g(xn)
)
,
we get a contradiction that 0A(a(t)g(x)).
Thus, all the conditions of Theorem A hold. The theorem is proved. ✷
Theorem 2. Suppose the hypotheses (H1)–(H3) hold. Assume in addition that λa/g0 <
λb/g∞, where λa,λb are the principal eigenvalues of the problems (Pa), (Pb) respectively.
Then, for each λ ∈ (λa/g0, λb/g∞) the boundary value problem (1)–(2) has at least one
positive solution. Here, we impose λa/g0 = 0 if g0 =∞ and λb/g∞ =∞ if g∞ = 0.
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lim‖x‖→0 supλ(x)
λa
g0
, (10)
lim‖x‖→∞ infλ(x)
λb
g∞
, (11)
and then apply Theorem B to get the assertion of the theorem.
To prove (10) we consider a number m < g0 and choose r so that g(x)  mϕ(x) for
0 < x  r . If x ∈ S with ‖x‖ r then we have
−(ϕ(x ′))′ = λ(x)f (t, x, x ′) λ(x)a(t)g(x) λ(x)ma(t)ϕ(x),
and hence λ(x)m< λa by using Lemma 3. Consequently,
lim‖x‖→0 supλ(x)
λa
m
.
Since m can be arbitrarily closed to g0, hence (10) is followed.
Now we prove (11). Fix ε > 0 sufficiently small and l > g∞. Let R be such that g(x) <
lxp−1 for x R. If x ∈ S with ‖x‖R/ε2 then x(t) ‖x‖t (1− t)R for t ∈ [ε,1− ε].
Multiplying (1) by x and integrating in parts we arrive at
1∫
0
∣∣x ′(t)∣∣p dt = λ
1∫
0
f
(
t, x(t), x ′(t)
)
x(t) dt
 λ
1∫
0
[
b(t)g
(
x(t)
)+ β∣∣x ′(t)∣∣q]x(t) dt
 λ
(
l
1−ε∫
ε
b(t)xp(t) dt +
∫
E
b(t)g(x(t))x(t) dt + β
1∫
0
xq+1(t)
tq (1− t)q dt
)
,
(12)
where E = [0, ε)∪ (1−ε,1]. Set M = sup{g(x): 0 x R}. We have g(x)M+ lxp−1
for all x ∈ [0,∞) and hence∫
E
b(t)g
(
x(t)
)
x(t) dt  ‖b‖∞
(
M‖x‖ + l‖x‖p)2ε. (13)
Putting
h(x)=
1∫
0
b(t)xp(t) dt, k =
1∫
0
b(t)tp(1− t)pdt,
we have h(x) k‖x‖p . It follows from (5), (12) and (13) that
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0
∣∣x ′(t)∣∣p dt/h(x)
 λ
(
l + 2ε‖b‖∞
k
(
M‖x‖1−p + l)+ β‖x‖q+1−p
k
1∫
0
dt
tq (1− t)q
)
.
Therefore,
λb  lim‖x‖→∞ infλ(x)l
(
1+ 2ε‖b‖∞/k
)
.
By letting ε→ 0 and then l→ g∞ we get (11). The theorem is completely proved. ✷
Theorem 3. Suppose the hypotheses (H1)–(H3) hold with β = 0 in (8), that is
a(t)g(x) f (t, x, x ′) b(t)g(x) (14)
for (t, x, x ′) ∈ [0,1]×R+×R. Assume in addition that λa/g∞ < λb/g0. Then, the bound-
ary value problem (1)–(2) has at least one positive solution for each λ ∈ (λa/g∞, λb/g0).
Proof. Using the arguments analogous to that proved (10) we get
lim‖x‖→0 infλ(x)
λb
g0
. (15)
Next, we shall prove
lim‖x‖→∞ supλ(x)
λa
g∞
. (16)
Fix ε > 0 and l < g∞. We choose R so large that g(x) > lϕ(x) for x  R. If x ∈ S with
‖x‖R/ε2 then we have x(t)R for t ∈ [ε,1− ε]. Therefore,
−(ϕ(x ′))′ = λ(x)f (t, x, x ′) λ(x)a(t)g(x) λ(x)laε(t)ϕ(x) in (0,1), (17)
where aε(t)= a(t) if t ∈ [ε,1− ε] and aε(t)= 0 if t ∈ [0, ε)∪ (1− ε,1]. Clearly, aε → a
in L(0,1) as ε→ 0. Let λε be the principal eigenvalue to the problem (Paε ). Then, from
(17) and Lemma 3 we get λ(x)l < λε . Consequently,
lim‖x‖→∞ supλ(x)
λε
l
.
By letting ε → 0 and l → g∞ we obtain (16), using λε → λa by Lemma 4. Now, the
assertion of the theorem follows from (15), (16) and Theorem B. ✷
Remark 2. (1) For the case when f does not depend on x ′ and satisfies the hypotheses that
analogous to (H1)–(H3), the authors of the paper [1] obtained the eigenvalue interval(
1
,
1
)
,g∞ϕ(γA2) g0ϕ(A1)
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A1 =max
{ 1/2∫
0
ϕ−1
( 1/2∫
s
b(r) dr
)
ds,
1∫
1/2
ϕ−1
( s∫
1/2
b(r) dr
)
ds
}
and γ,A2 are approximately defined numbers. Let us prove that 1/ϕ(A1)  λb . Indeed,
from definition of A1 and (4) we see that A(b(t)ϕ(1))A1.1 or equivalently,
A
(
1
ϕ(A1)
b(t)ϕ(1)
)
 1.
Therefore, 1/ϕ(A1) λb by using Remark 1.
(2) Our method can also applied to study multiplicity result. For example, if g0 = g∞
=∞ then we have from (10) and (16) that
lim‖x‖→0λ(x)= lim‖x‖→∞λ(x)= 0.
If we find a number r0 such that
lim‖x‖→r0
infλ(x)= λ0 > 0
then by a result analogous to Theorem B, we conclude that for any λ ∈ (0, λ0) the boundary
value problem (1)–(2) has at least two positive solutions x1, x2 satisfying ‖x1‖ < r0 <
‖x2‖.
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