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Stimulus Timing-Dependent Plasticity
in Cortical Processing of Orientation
be shaped by both feedforward thalamic inputs and
recurrent intracortical connections (Hubel and Wiesel,
1962; Sillito, 1975; Ben-Yishai et al., 1995; Somers et
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Modification of synaptic connections in the cortical cir-Berkeley, California 94720
cuit may therefore cause changes in the orientation tun-
ing of cortical neurons. Given the temporal characteristic
of spike timing-dependent synaptic modification, we hy-Summary
pothesized that the relative timing of visual stimuli may
play a role in the plasticity of cortical processing ofThe relative timing of presynaptic and postsynaptic
spikes plays a critical role in activity-induced synaptic orientation. Figure 1 illustrates a simple scheme in which
stimulus timing can affect modification of excitatorymodification. Here we examined whether plasticity of
orientation selectivity in the visual cortex depends on connections between cortical neurons (a, b, and c) that
prefer different orientations and hence shift their orienta-stimulus timing. Repetitive pairing of visual stimuli at
two orientations induced a shift in orientation tuning tion tuning. Activating neuron b before neuron a within a
few tens of milliseconds may strengthen the connectionof cat cortical neurons, with the direction of the shift
depending on the temporal order of the pair. Induction from b to a (b→a), resulting in a clockwise shift of the
orientation tuning of neuron a, whereas activating a be-of a significant shift required that the interval between
the pair fall within40 ms, reminiscent of the temporal fore b may weaken b→a and cause a counterclockwise
shift of the tuning of a. In this study, we tested thesewindow for spike timing-dependent synaptic plastic-
ity. Mirroring the plasticity found in cat visual cortex, predictions by applying visual conditioning stimuli that
were designed to asynchronously activate cortical neu-similar conditioning also induced a shift in perceived
orientation by human subjects, further suggesting rons with different orientation preferences. Condition-
ing-induced changes in cortical processing of orienta-functional relevance of this phenomenon. Thus, rela-
tive timing of visual stimuli can play a critical role in tion were assessed first with electrophysiological
recordings in the primary visual cortex of the cat anddynamic modulation of adult cortical function, perhaps
through spike timing-dependent synaptic plasticity. then with psychophysical measurements in human sub-
jects. Results from both types of experiments revealed
significant stimulus timing-dependent plasticity in orien-Introduction
tation processing in a manner consistent with a model
based on spike timing-dependent synaptic plasticity.Relative timing of presynaptic and postsynaptic spiking
is critical in determining the magnitude and direction of
activity-induced, long-term modification of excitatory Results
synaptic connections (Levy and Steward, 1983; Gustafs-
son et al., 1987; Markram et al., 1997; Zhang et al., 1998; Conditioning-Induced Changes in Orientation
Bi and Poo, 1998; Debanne et al., 1998; Feldman, 2000; Tuning in V1
Nishiyama et al., 2000). Presynaptic spiking within a few Single unit recording was performed in area 17 (V1) of
tens of milliseconds before postsynaptic spiking induces anesthetized adult cats. For each cortical neuron exam-
synaptic potentiation, whereas spiking activity of the ined, we measured its orientation tuning with drifting
reverse order results in synaptic depression. Such spike sinusoidal gratings at the optimal spatiotemporal fre-
timing-dependent plasticity has been found at a wide quency of the neuron. During visual conditioning, grat-
variety of synapses, including those in the hippocampus ings at the optimal spatial frequency were flashed re-
(Bi and Poo, 1998; Debanne et al., 1998; Nishi- peatedly with a certain interval between a pair of
yama et al., 2000), neocortex (Markram et al., 1997; Feld- orientations—the optimal orientation of the neuron (So)
man, 2000), and developing frog visual tectum (Zhang and 15 from the optimal (S15 or S15) (Figure 2). The
et al., 1998). However, despite the extensive character- orientation tuning of each neuron was then compared
ization of such plasticity at the synaptic level, its func- before and after conditioning. We found that condition-
tional significance in neuronal circuits is only beginning ing with S15 preceding So (Figure 2A, upper panel) by
to be examined (Abbott and Blum, 1996; Song et al., 8.3 ms induced a clockwise shift in the tuning toward
2000; Rao and Sejnowski, 2000; Mehta et al., 2000). the orientation of S15, whereas conditioning with the
Because the timing of visual stimuli directly affects spike same interval between S15 and So (Figure 2A, lower
timing in visual neurons, it may play an important role panel) induced a counterclockwise shift toward the ori-
in the plasticity of visual circuits. In this study, we exam- entation of S15 (Figure 3A). To quantify the effect of
ine the effect of the relative timing of visual stimuli on conditioning, we fitted each tuning curve of the recorded
the plasticity of orientation selectivity in the adult visual neuron with a Gaussian function and measured the con-
cortex. ditioning-induced shift by the difference between the
Orientation tuning in the primary visual cortex can peak positions of the Gaussian fits before and after
conditioning. For 65 cells examined, 3–9 min of condi-
tioning with the nonoptimal orientation (S15) preceding1 Correspondence: ydan@uclink4.berkeley.edu
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Figure 1. A Simple Scheme in which Spike
Timing-Dependent Modification of Intracorti-
cal Connections Can Result in Shifts in Orien-
tation Tuning
Each circle represents a cortical cell with its
preferred orientation indicated by the ori-
ented line above. (a) is the recorded cell, with
its preferred orientation denoted as (o)—
optimal, not necessarily vertical—and its ori-
entation tuning curve is shown above. The
preferred orientations of cells (b) and (c) were
clockwise () and counter clockwise () from
(o), respectively. (S→So) represents condi-
tioning with oriented gratings that activate (b)
before (a), whereas (So→S) represents the
reverse. The thickness of connecting lines
represents synaptic strength. Curves below
indicate expected shifts in orientation tuning
based on spike timing-dependent strength-
ening and weakening of the intracortical con-
nections.
the optimal orientation (So) by 8.3 ms induced a signifi- was determined by the temporal order of visual stimuli,
which is consistent with the scheme shown in Figure 1.cant shift of 2.3  0.6 (SEM, p  0.0005, Wilcoxon
signed rank test) toward the nonoptimal conditioning
orientation (defined as positive shift). Such a condition- Stimulus Timing-Dependent Plasticity
If the conditioning-induced shift in orientation tuning ising-induced shift, however, depends on the temporal
order of the two conditioning orientations. Conditioning due to spike timing-dependent synaptic modification in
the cortical circuit, it should also depend on the temporalwith the reverse order (So preceding S15) (Figure 2B)
by 8.3 ms (for 3–9 min) induced a 1.80.4 (SEM, n57, proximity between visual stimuli at the two orientations
on the order of tens of milliseconds. Thus, we measuredp 0.00001) (Figure 3B) shift away from the nonoptimal
orientation (defined as negative shift). Thus, the direc- the shift in orientation tuning as a function of the intervals
between S15 and So during conditioning from 41.7 totion of conditioning-induced shift in orientation tuning
Figure 2. Experimental Design for the Induction of Shift in Orientation Tuning with Paired Conditioning Stimuli
Shown here are four types of conditioning stimuli used in this study to activate cortical cells with different preferred orientations. Each row
shows the temporal sequence of one type of conditioning stimuli, with the number of blank frames in the conditioning pair variable from 0 to
4 to adjust the interval between S15 and So from 8.3 to 41.7 ms.
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Figure 3. The Shift in Orientation Tuning Depends on the Temporal Order of the Conditioning Stimuli
(A) Two examples of shifts in the orientation tuning curves of neurons recorded from the cat area 17. (Left) The shift was first induced by 3
min of S15→So conditioning from the control tuning curve (black, averaged from 3 mapping blocks) to the postconditioning tuning curve
(green, 1 mapping block), then by 6 min of S15→So conditioning to the red tuning curve (2 mapping blocks). The triangles depict measured
responses, and the lines were Gaussian fits (vertical dashed lines indicate peak positions). (Right) An experiment similar to that on the left,
except that S15→So preceded S15→So.
(B) Shifts of orientation tuning curves observed from two other cells following 9 min of So→S15 conditioning (shift to red, 3 mapping blocks)
and 9 min of So→S15 conditioning (shift to green, 3 mapping blocks).
41.7 ms. As shown in Figure 4A, a significant shift was after each of three consecutive conditioning blocks
(each block consisted of 1600 pairs of stimuli, lastingfound only at intervals within 20 ms but not at 41.7
ms, resembling the temporal specificity of spike timing- for 3 min). With both 8.3 and8.3 ms intervals, a signifi-
cant shift was induced after one to two blocks of condi-dependent synaptic plasticity found at several central
synapses (Zhang et al., 1998; Bi and Poo, 1998; Nishi- tioning (Figures 5A and 5B, solid line). After three blocks
(9 min) of conditioning, we examined the recovery ofyama et al., 2000). This result further suggests that a
stimulus timing-dependent shift in orientation tuning the effect by measuring orientation tuning once every 5
min in the absence of further conditioning. The shift inmay be related to spike timing-dependent synaptic
modification in the cortical circuit. In addition to the orientation tuning was found to persist for 10–15 min
(Figures 5A and 5B, dashed line). The high variability ofpeak positions of the orientation-tuning curves, we also
compared the amplitudes of response and the widths the data in these experiments may be attributed in part
to the small number of test stimuli used to map orienta-of tuning before and after conditioning. Although condi-
tioning induced marked changes in these parameters in tion tuning of each cell, which was chosen to reduce
test-induced decay of the effect. As discussed later, themany individual neurons (Figure 3), we found no consis-
tent change across the population of neurons after con- lack of persistence in the conditioning-induced shift may
reflect the influence of ongoing activity in the corticalditioning at any interval between 41.7 and 41.7 ms
(Figure 4B). The high degree of variability in the changes circuits.
of the response amplitude and the tuning width may
reflect the heterogeneity of the local cortical circuitry Conditioning-Induced Shift in Human Perception
involving both excitatory and inhibitory interactions. of Orientation
What are the functional consequences of the plasticity
in orientation tuning? Because perception of orientationTime Course of Conditioning-Induced Shift
in Orientation Tuning is presumably based on the responses of orientation-
tuned visual cortical neurons, short-term changes inTo further study the properties of the conditioning-
induced shift in orientation selectivity, we examined the their tuning should result in shifts in perceived orienta-
tion (Gilbert and Wiesel, 1990). In a typical population-time course of the induction of the effect and its persis-
tence after conditioning. The time course of induction decoding scheme, illustrated in Figures 6A and 6B, ori-
entation of the stimulus is estimated as the peak positionwas revealed by plotting the shift in orientation tuning
Neuron
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Figure 4. Dependence of the Shift in Orientation Tuning on the Interval between the Pair of Conditioning Stimuli
(A) Conditioning-induced shift as a function of the interval between S15 and So. Positive intervals indicate that S15 preceded So. Positive
shifts are defined as shifts toward the nonoptimal conditioning orientation (either S15 or S15), relative to the orientation tuning measured
immediately before the conditioning. For each cortical neuron recorded, the effect was computed as the average shift induced by up to three
consecutive blocks of conditioning. Each point in the plot represents the mean shift computed from a population of recorded neurons (
SEM, n  42–130). Asterisks indicate data points that are significantly different from 0 (*p  0.05, ***p  0.0005, Wilcoxon signed rank test).
(B) Changes in the response amplitude and the width of the Gaussian fit as a function of the interval between the pair of conditioning stimuli,
averaged from the same population of cells as that shown in (A). None of the data points was significantly different from 0.
of the response profile across a population of cortical in perception. Although the previously mentioned
scheme is quite simple, it illustrates the relationshipneurons with different preferred orientations. Because
S→S conditioning (Figure 1) causes a counterclock- between the tuning of individual neurons and perceptual
judgment in most of the population-decoding modelswise shift of orientation tuning of individual neurons
(Figure 6A), it should result in a clockwise shift of the (Deneve et al., 1999); more complex population-decod-
ing models (Treue et al., 2000) should also predict similarpopulation response profile (Figure 6B) and a corre-
sponding shift in the perceived orientation. The S→S perceptual shifts as a consequence of shifts in the orien-
tation tuning of cortical neurons.conditioning, on the other hand, should induce a clockwise
shift in orientation tuning, hence a counterclockwise shift To test these predictions, we measured a condition-
Figure 5. Time Course of the Conditioning-Induced Shift in Orientation Tuning
The data for intervals 8.3 (A) and 8.3 ms (B) were averaged from 31 and 24 neurons, respectively, from which prolonged recordings were
performed (a subset of the cells shown in Figure 4). The peak position of the Gaussian fit of the orientation tuning during the control recording
was set as 0. The induction time course (solid line) is plotted as the mean shift after each of three consecutive conditioning blocks (marked
by horizontal bars). The recovery time course (dashed line) is plotted as the mean shift of the peak position (from control) measured after the
three conditioning blocks in the absence of further conditioning (mapped every 5 min). Asterisks indicate data points that are significantly
different from 0 (*p  0.05, **p  0.01, Wilcoxon signed rank test).
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Figure 6. A Simple Scheme of Population
Decoding that Predicts the Shift of Perceived
Orientation Based on the Shift in Orientation
Tuning of Cortical Neurons
(A) Colored curves represent orientation tun-
ing of three hypothetical cortical cells before
(solid) and after (dotted) conditioning. Thick
vertical arrows indicate the orientation of the
test stimulus presented to the subject.
(B) The population profile of the response
evoked by the test stimulus is shown before
(solid) and after (dotted) conditioning. The
colored dots represent the responses of the
three neurons shown in (A) to the test stimu-
lus, as predicted by their respective tuning
curves, and changes in the responses of
these cells after conditioning are marked by
colored arrows. In this scheme, the perceived
orientations are determined by the peak posi-
tions of the population response curves.
ing-induced shift in perceived orientation in three human orientation representation in the visual cortex and in
perception. Stimulus-induced changes in neuronal re-subjects. Visual conditioning was similar to that used in
the physiological experiments (Figure 2), with the two sponse properties in general allow sensory circuits to
adjust to the stimuli, perhaps improving the efficiencyconditioning orientations 2 and 2 from vertical, re-
spectively (S2 and S2). We chose a smaller angle of processing (Muller et al., 1999; Brenner et al., 2000).
In particular, it has been suggested that with repeatedbetween the conditioning orientations than that used in
the physiological experiments to ensure that there was experience of a sequence of sensory events, spike tim-
ing-dependent synaptic plasticity allows the nervousno perceived rotation (see Experimental Procedures). To
measure the conditioning-induced shift in the perceived system to learn the sequence and to anticipate future
events from past stimuli (Abbott and Blum, 1996; Mehtaorientation, we presented sinusoidal gratings of the
same spatial frequency as that of the conditioning grat- et al., 1997, 2000; Rao and Sejnowski, 2000). Given the
existence of stimulus timing-dependent plasticity, aning and used the two alternative forced-choice task to
identify the orientation that was perceived to be vertical, intriguing possibility is that some form of sequence
learning may also occur in the visual cortex.both before and after conditioning. For all three subjects,
we found that 300 pairs (40 s) of S2→S2 conditioning
induced clockwise () shifts in the perceived orientation, Other Forms of Plasticity in Orientation Tuning
whereas the S2→S2 conditioning induced counter- Sensory stimuli are capable of inducing changes in the
clockwise () shifts. Furthermore, we found that a signif- response properties of adult cortical neurons at various
icant effect was induced only when the interval between time scales (Gilbert, 1998). As for orientation selectivity
the two conditioning orientations fell within the window of neurons in the primary visual cortex, adaptation to
of40 ms (Figure 7), similar to the window for plasticity stimuli at a nonoptimal orientation induces not only a
of individual cortical neurons. Note that the duration of change in the response amplitude, but also a shift in
conditioning was shorter than that in the physiological orientation tuning (Muller et al., 1999; Dragoi et al., 2000).
experiment, and the angle between the two conditioning Concurrent visual stimulation and iontophoretic activa-
orientations was smaller (discussed above), either of tion of cortical neurons (both lasting for seconds) can
which may have caused the smaller magnitude of the also induce acute changes in orientation selectivity
perceptual shift compared with the shift observed in the (Fregnac et al., 1988, 1992; McLean and Palmer, 1998).
physiological experiments (Figure 4A). Taken together, These studies indicate that orientation selectivity in the
results from the psychophysical tests paralleled those adult visual cortex is susceptible to modulation by visual
of the physiological experiments and demonstrated the inputs, a notion further supported by this study. A dis-
existence of stimulus timing-dependent plasticity at the tinct feature of the plasticity shown here, however, is
perceptual level. that the magnitude and the direction of shift in tuning
depend critically on the relative timing between the two
conditioning stimuli on the order of tens of milliseconds.Discussion
The stimulus order-dependent effect of conditioning
cannot be accounted for by changes in excitability ofVisual signals with brief delays between different orien-
tations are present in natural scenes (e.g., those con- cortical neurons (Carandini and Ferster, 1997; Sanchez-
Vives et al., 2000) or short-term depression of thalamictaining rotating stimuli). Our finding suggests that re-
peated exposure to such stimuli can cause a change in inputs induced by repetitive stimulation (Chance et al.,
Neuron
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Figure 7. Conditioning-Induced Shift in the Perceived Orientation in Human Subjects
Plotted are shifts in perceived orientation as a function of the interval between S2 and S2 during conditioning. Data from three subjects
are shown in three separate graphs. Each point represents average data ( SEM) from 50–150 test sessions, collected over 5–15 days.
Asterisks indicate data points that are significantly different from 0 (*p  0.05, **p  0.01, Wilcoxon signed rank test).
1998), both of which have been implicated in cortical of spike timing-dependent synaptic plasticity on cortical
orientation tuning. With simulation analysis of a corticaladaptation. It also cannot be explained by simple corre-
lation-based synaptic modification, which was used to circuit model involving both thalamic inputs and intra-
cortical excitatory and inhibitory connections, we haveexplain the shift of orientation tuning induced by pairing
visual and iontophoretic activation (Fregnac et al., 1988, confirmed that spike timing-dependent plasticity of the
intracortical excitatory connections alone is sufficient1992; McLean and Palmer, 1998). Instead, spike timing-
dependent synaptic plasticity provides the most natural to cause the predicted shifts in orientation tuning follow-
ing the conditioning stimuli (data not shown). However,explanation for the stimulus timing dependence of the
functional plasticity in orientation tuning. This form of changes in cortical circuitry accompanying the observed
shift in orientation tuning may be more complex than thatsynaptic plasticity may also underlie changes in the ori-
entation map in the developing cortex induced by pair- shown in Figure 1. For example, intracortical inhibitory
connections are known to play an important part ining electrical and visual stimulation (Schuett et al., 2000),
although the window of relative timing required for the shaping orientation tuning in V1 (Sillito, 1975; Bonds,
1989; Somers et al., 1995), and activity-dependent modi-effect was not determined.
fication of these inhibitory connections may also con-
tribute to the observed functional plasticity in the visualTime Course of Stimulus Timing-
Dependent Plasticity cortex. On the other hand, there is evidence that the
polarity of activity-induced modification of inhibitoryWe have demonstrated that significant shifts in orienta-
tion tuning can be induced rapidly, within 3–6 min of synapses does not depend on the order of presynaptic
and postsynaptic spiking (Abbott and Nelson, 2000).conditioning, and that the effect persists for 10–15 min.
Although activity-induced synaptic modification has been Thus, the plasticity of the inhibitory synapses may not
contribute directly to the asymmetric effects of stimulusshown to last for hours in vitro (Nicoll and Malenka, 1995;
Linden and Connor, 1995), the ongoing spiking activity timing on the shift of orientation tuning. Finally, plasticity
of the feedforward thalamic inputs may also contributein vivo may continuously modulate synaptic connec-
tions and “wash out” the effect of conditioning. In partic- to conditioning-induced shifts in orientation tuning, an
aspect that remains to be further investigated.ular, mapping of orientation tuning with drifting gratings
during the recovery period evoked high-frequency spik- In summary, we have demonstrated at both physiolog-
ical and perceptual levels that visual conditioning caning in these cortical neurons, which may have signifi-
cantly accelerated the decay of the effect. In fact, in the induce rapid changes in the processing of oriented visual
stimuli. Our results are consistent with the notion thatnatural environment of the animal, cortical neurons are
driven by constantly changing visual stimuli. A lack of spike timing-dependent synaptic plasticity occurs in the
cortical circuits, and they underscore the importance ofpersistence is thus likely to be a common feature of
stimulus-induced synaptic modification. Perhaps only stimulus timing, on the order of tens of milliseconds, in
the dynamic modulation of visual cortical function.long term, systematic bias in visual stimuli can result in
more permanent reorganization of the cortical circuitry.
Experimental Procedures
Cortical Circuitry Underlying the Shift
Visual Stimulation
in Orientation Tuning Visual stimuli were generated with a PC computer with a Leadtek
In this study, we used a simple model of intracortical Winfast 3D L3100 graphics board and were presented with a View-
sonic PT813 monitor (RGB short persistence phosphor, size 40 connections (Figure 1) to illustrate the potential effects
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30 cm, refresh rate 120 Hz, mean luminance: 40 cd m2). Luminance spike count  2.5)1/2. For example, the average peak amplitude of
the tuning curves of our cells was 26.8 spikes/s (80.4 spikes for thenonlinearities were corrected through software.
3 s mapping); thus, the standard deviation of the noise at the peak
was approximately 14.2 spikes ([80.4  2.5]1/2). It is important toElectrophysiology
note that these noise levels were estimated for data collected overAdult cats were initially anesthetized with isoflurane (3%) followed by
a 3 s period, and they would be lower with longer mapping time.sodium pentothal (10 mg/kg, i.v., supplemented as needed). During
To estimate the effect of the firing rate variability on the variabilityrecording, anesthesia was maintained with sodium pentothal (3 mg/
in the estimated peak position of the tuning curve, we performed akg/hr, i.v.) and paralysis with pancuronium bromide (0.1–0.2 mg/kg/
Monte Carlo simulation. A population of “3 s tuning curves” washr, i.v.). The pupils were dilated with 1% atropine sulfate. Nictitating
simulated by adding random noise (according to the noise levelmembranes were retracted with 2.5% phenylephrine hydrochloride,
estimated above) to an ideal Gaussian tuning curve with a certainand the eyes were mechanically stabilized. End-expiratory CO2 was
peak position (e.g., at 90), a peak amplitude of 80.4 (average peakmaintained at 4%. Core body temperature was kept at 38C, and
spike count of our data), and a width at half height of 38 (averageelectrocardiogram and electroencephalogram were monitored con-
tuning width measured in our experiment). Each “control” tuningtinuously. All experimental procedures were performed as approved
curve was then generated by averaging three simulated 3 s tuningby the Animal Care and Use Committee at the University of Califor-
curves; as in our experiment, each control tuning curve was mappednia, Berkeley. Extracellular recording was made in area 17 using
with three to four mapping blocks (3 s/orientation/block). Becausetungsten electrodes (A-M Systems, Carlsborg, WA). Unit isolation
of the noise in these simulated control tuning curves, the curve-was based on cluster analysis of waveforms, and the presence of
fitting procedure yielded peak positions that scattered around 90a refractory period was determined from the shape of the autocorrel-
with a standard deviation of 1.4 (n 130, the number of data pointsograms. Spike times were recorded with a millisecond resolution.
measured for conditioning at 8.3 ms). To evaluate the sensitivity ofEach cell was briefly characterized with drifting gratings. Only cells
the Wilcoxon signed rank statistical test on our population data, wethat were clearly tuned (circular variance V  0.7, V  1  |k Rk
simulated another population of tuning curves (n  130) by addingexp(i2	k)|/k Rk, where Rk is the response at orientation 	k, 0 	k 
the same amount of random noise to another Gaussian function,180) (Leventhal et al., 1995; Ringach et al., 1997) were used in the
which was shifted by 2.3 (the mean shift induced by 8.3 ms condi-analysis. In this study, 239 of the 286 cells were complex cells, and
tioning in our experiment) from the original (thus, the peak was atthe results of simple and complex cells were combined. For both
92.3). The curve fitting procedure was then used to identify thevisual conditioning and mapping of orientation tuning, stimuli were
peak positions of this new population of tuning curves. Finally, thegratings (100% contrast) in an area centered at the classic receptive
Wilcoxon signed rank test was used to compare the peak positionsfield of the cell, but the radius of the area was 1–2 larger than the
of the two populations of simulated tuning curves, and it showedreceptive field. During conditioning, gratings at the two orientations
that their means were significantly different (p  0.00001). This(S15 and So) were flashed with an interval of 0,1,2, or5 frames,
showed that the Wilcoxon test applied to the population data wascorresponding to 0, 8.3, 16.7, and 41.7 ms, respectively. The
sensitive for detecting the underlying shift in spite of the variabilityphase of the grating at each flash was chosen randomly, and the
in the measurement of individual cells. To show that this statisticalinterval between flashes was filled with dark screens (1 cd m2).
test was not oversensitive (which would yield false-positive results),The average spike rate of the cells during conditioning was 5.7
we also did a control test in which two populations of tuning curvesspikes/s. For mapping of orientation tuning both before and after
(n  130 for each population) were simulated based on the sameconditioning, drifting gratings at the optimal spatiotemporal fre-
Gaussian function; therefore, there was no underlying shift in peakquency of the cell were presented at 12 orientations spanning 165
position between the two populations. We applied the Wilcoxon(chosen to include the optimal direction of the cell) with a computer-
test on the peak positions of these two populations. This test consis-controlled, pseudo-random sequence. Each orientation was pre-
tently showed that the effect was not significantly different (p 
sented for 3 s in each mapping block, with a 1 s interval between
0.40). Taken together, these simulation studies showed that thedifferent orientations. For each cell, we first presented three to four
Wilcoxon signed rank test used in our analysis was valid, as itmapping blocks to measure the control orientation tuning, followed
faithfully reported whether or not there was an underlying shift inby interleaved presentation of conditioning (1600 pairs,3 min) and
the data. In addition, when we applied the t test rather than themapping (1 min) blocks. Conditioning at the same S15→So or
Wilcoxon test to our experimental data, the significance levels wereSo→S15 interval was repeated for one to three blocks consecutively.
very similar to those obtained from the Wilcoxon test, indicatingFor each cell, we measured the shifts in orientation tuning induced
that the statistical significance was relatively insensitive to the spe-by both S15→So (or So→S15) and S15→So (or So→S15) condition-
cific test used.ing at the same interval, which should have induced shifts in oppo-
site directions. Conditioning-induced shifts were measured relative
to the tuning immediately before the conditioning in each direction. Psychophysics
Because, in principle, the shift induced by the second conditioning Viewing was binocular from 114 cm with free head. Subjects were
could be confounded by the decay of the effect induced by the first instructed to maintain fixation on a square (0.25  0.25; luminance
conditioning, we compared the mean shifts induced by the first and 80 cd/m2) throughout each session. Both conditioning and testing
the second conditioning and found no significant difference at any gratings (0.71 cycles/, random phases, 50% contrast) were pre-
of the intervals. For example, for the first conditioning, the shifts sented in a circular patch (diameter  7), the center of which was
were 2.2  0.7 and 1.8  0.3 for 8.3 and 8.3 ms, respectively, and at the horizontal meridian but 6 to the right of the fixation point.
for the second conditioning, the shifts were 2.4 0.6 and 1.8 0.4, For conditioning, gratings at 2 clockwise (S2) and counterclock-
respectively. Therefore, in the population analysis (Figure 4), the wise (S2) from vertical were used. This small angle was chosen to
effects of the first and the second conditioning were combined. reduce perceived rotation and to avoid motion aftereffect, which
presumably involves motion-sensitive extrastriate areas such as
MT and MST. Such precaution was taken in the psychophysicalStatistical Analysis
The orientation tuning of each cell was mapped relatively briefly experiments because perception of orientation may depend on the
neuronal responses in the extrastriate cortical areas as well as inboth before and after conditioning, which may have resulted in a
high degree of variability. We estimated the variability of our mea- V1, and potential changes in the extrastriate cortical areas induced
by conditioning might confound the relationship between condition-surement by comparing the results of the three to four mapping
blocks during the initial control period for each cell. For each 3 ing-induced perceptual shift and plasticity of orientation tuning in
V1. With the conditioning gratings at 2 from vertical, the subjectss drifting-grating stimulation at a particular orientation, the ratio
between the variance of the spike count and the mean spike count could not detect the direction of apparent rotation in the condition-
ing, as tested with two alternative forced choice. Each conditioningwas 2.5 among our population of cells (n  286), comparable to
those measured in previous studies (Dean, 1981; Tolhurst et al., block contained 100 grating pairs (Figure 2) lasting for 12–15 s
(depending on the S2→ S2 interval). The shorter duration of condi-1981; Skottun et al., 1987). In other words, standard deviation of
the noise at each point of a tuning curve can be estimated as (mean tioning compared with that in the physiological experiment was chosen
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to reduce the fatigue of the subjects. For each test trial, a grating Feldman, D.E. (2000). Timing-based LTP and LTD at vertical inputs
to layer II/III pyramidal cells in rat barrel cortex. Neuron 27, 45–56.was presented for 300 ms, the orientation of which was randomly
selected from seven predetermined orientations: 0, 1, 2 and Ferster, D., and Miller, K.D. (2000). Neural mechanisms of orientation
3 from vertical. The subjects judged whether the test grating was selectivity in the visual cortex. Annu. Rev. Neurosci. 23, 441–471.
tilted clockwise or counterclockwise from vertical during the 1 s
Fregnac, Y., Shulz, D., Thorpe, S., and Bienenstock, E. (1988). A
interval between trials. Each test block contained 14 test trials that
cellular analogue of visual cortical plasticity. Nature 333, 367–370.
lasted for 18 s. Each session began with a control test block, fol-
Fregnac, Y., Shulz, D., Thorpe, S., and Bienenstock, E. (1992). Cellu-lowed by three pairs of alternating conditioning and test blocks.
lar analogs of visual cortical epigenesis. I. Plasticity of orientationThe interval between S2 and S2 in the conditioning blocks was
selectivity. J. Neurosci. 12, 1280–1300.fixed within each session. To avoid long-term bias, each subject
Gilbert, C.D. (1998). Adult cortical dynamics. Physiol. Rev. 78,had the same number of S2 → S2 and S2 → S2 sessions at
467–485.each interval, but the sequence of these sessions was random. For
data analysis, we used the probit method to fit each psychometric Gilbert, C.D., and Wiesel, T.N. (1990). The influence of contextual
function (from data collected in one day) to identify the orientation stimuli on the orientation selectivity of cells in primary visual cortex
at which the subject perceived the grating to be vertical (50% thresh- of the cat. Vision Res. 30, 1689–1701.
old). The conditioning-induced perceptual shift was measured as
Gustafsson, B., Wigstrom, H., Abraham, W.C., and Huang, Y.Y.
the difference in the threshold between the control test block and
(1987). Long-term potentiation in the hippocampus using depolariz-
the average of all test blocks following conditioning blocks. The
ing current pulses as the conditioning stimulus to single volley syn-
mean, standard error, and statistical significance of the effect of
aptic potentials. J. Neurosci. 7, 774–780.
each type of conditioning were obtained from the shifts measured
Hubel, D.H., and Wiesel, T.N. (1962). Receptive fields, binocularin 5–15 days. Two subjects (KB and YS) were naı¨ve, and one subject
interaction and functional architecture in the cat’s visual cortex. J.(YF) was aware of the purpose of the experiment; all three were
Physiol. 160, 106–154.blind as to the conditions used in each experimental session.
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