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Instability of the magnetohydrodynamics system at
vanishing Reynolds number
Ismaël Bouya˚
UMR 7586 Institut de mathématiques de Jussieu – Analyse fonctionnelle
Abstract
The aim of this note is to study the dynamo properties of the magnetohydrodynamics
system at vanishing Rm. Improving the analysis in [6], we shall establish a generic Lyapunov
instability result.
1 The induction equation
The incompressible Magnetohydrodynamics (MHD) system is a classical model for conducting
fluids. It is derived from both Navier-Stokes equation for the fluid movement under the magnetic
field and the Maxwell equations with Ohm’s law for the evolution of the magnetic field generated
by the fluid movement. It is in dimensionless form:$’’&
’’%
Btu ` u ¨ ∇u ` ∇p ´ 1Re∆u “ p∇^ bq ^ b ` f ,
Btb ´ ∇^ pu ^ bq ´ 1Rm∆b “ 0,
∇ ¨ u “ 0,
∇ ¨ b “ 0,
(1)
where Re and Rm are the hydrodynamic and magnetic Reynolds numbers. In this system, u “
upt, θq and b “ bpt, θq are respectively the velocity field of the fluid and the magnetic field,
vector-valued functions in R3, and f is an additional forcing term (anything that is not the elec-
tromagnetic force). To lighten notations, we will assume in this note that Re “ 1 and Rm “ ε,
where ε is a small parameter. Note that the Reynolds magnetic number – that is the one that
corresponds to the definition commonly used – is defined by Rm “ LVνm , where L and V are re-
spectively the typical variation length and amplitude of the velocity field u. This means that for
a given time-and-space scale for the velocity field, we consider large magnetic diffusivity (or
vanishing conductivity) of the fluid. The reader may refer to [3] to have a complete explanation
on how the above MHD system is computed. One may say it is the base system for describing
MHD in the case of a conducting viscous fluid.
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Our aim here, related to dynamo theory is to deal with the stability of solutions of this last
system, and more precisely with the instability of solutions of the form
pu, bq “ pupt, xq, 0q. (2)
The physical problem behind the study of the stability of such solutions is to understand the
generation of magnetic field by the fluid. The fluid “gives” energy to the magnetic field by the
term ∇ ^ pu ^ bq, which should compensate the dissipation term in the equation. We know for
long that this kind of phenomena occurs in planets and stars like the Sun or the Earth and make
them act like a magnet (See [9] where the problem was first posed).
There have been many results in the past century in dynamo theory. First results where
“negative” results in the sense that they gave condition for which fluids cannot generate a dynamo
effect, i.e. this corresponds to situations where solutions of the form (2) were actually stable.
Those results spread the idea that the velocity field has to be chaotic enough to expect a dynamo
effect (See M.M.Vishik, [16]). The knowledge in the domain concerning stability of the MHD
system has been summed up in [7].
Then positive results began to emerge concerning kinetic dynamos, that is a dynamo where
we consider only the induction equation in the system: physically, this corresponds to the case
where the Laplace force is neglected in the fluid movement, i.e. the magnetic field has no retro-
action on the fluid. This case is much simpler since it corresponds to only a linear case. More
recent results gave positive result with the full MHD system, which is non-linear.
In this note, we will focus on a particular mechanism for the generation of magnetic field,
that is the “alpha-effect”, which was first introduced by E.N. Parker [11]. This mechanism is
based on scale separation: we formally decompose the fields into two parts, a fluctuating one,
evolving on small lengths, and a mean one evolving on much bigger ones. The idea is that the
small-scale field can have an effect on the big-scale one through the mean part of the crossed-
term ∇^pu^bq in the induction equation and may create instability on the large-scale. Note that
this kind of mechanism has been experimentally confirmed much recently by R. Stieglitz and U.
Müller [14].
Three regimes of Rm can be identified in the MHD system:
The intermediate regime where Rm is of order 1. We considered this regime in a former arti-
cle [2].
The regime of large Rm. In that case, one can expect a dynamo at the scale of the velocity field,
since the diffusive effect is very weak at such scale. A related question is whether the
dynamo is “fast” or “slow”, that is whether the best growing mode decreases to 0 as Rm ÝÑ
`8 or not. So far this regime has been mainly studied formally and numerically (up to
Rm „ 105) in physics [10, 13, 12, 1], in particular in the case of ABC-like flows, and the
result seems to be difficult to predict in the considered cases. This regime will be the object
of a forthcoming paper.
The regime of small Rm. This regime is relevant to laboratory experiments, and is the focus
of the present note. More precisely, we use the α-effect mechanism to obtain a linearized
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instability result for system (1), around steady states pu, bq “ pUpθq, 0q. Then, we conclude
to a Lyapunov instability result for the full non-linear system.
The base flows we consider satisfy
U P H8pT3q3 (3)
and ż
T3
U “ 0, and ∇θ ¨ U “ 0. (4)
We denote by P the set of fields U of this form. P is a Fréchet space for the associated semi-
norms
}U}2m “
ÿ
ξPZ4
|ξ|2m| ˆUpξq|2. (5)
We have
u “ U ` u1, b “ 0 ` b1, (6)
focusing on the growth of the perturbations u1, b1. As we shall see, it is also convenient to do a
rescaling in time: t1 “ ε3t. Dropping the primes, we end up with:$’’&
’’%
Btb ´ ε´3∇ ^ pU ^ bq ´ ε´3∇ ^ pu ^ bq ´ ε´4∆b “ 0,
ε3Btu ` u ¨ ∇U ` U ¨ ∇u ` u ¨ ∇u ` ∇p ´ ∆u “ p∇^ bq ^ b
∇ ¨ b “ 0
∇ ¨ u “ 0
(7)
As mentioned before, a key point is the understanding of the linearized induction equation,
Btb ´ ε´3∇^ pU ^ bq ´ ε´4∆b “ 0, (8)
Motivated by the analysis of the α-effect, we will look for an exponentially growing solution of
that equation based on scale separation:
bεpt, θq “ eλεtp¯bpε2θq ` ε˜bpε2θ, θqq, (9)
where ¯b “ ¯bpxq and ˜b “ ˜bpx, θq depend on the original small-scale variable θ, but also on a large-
scale variable x “ ε2θ. In this decomposition, ˜b P H slocpR3 ˆ T3q is periodic and average-free
with respect to the second variable θ, whereas ¯b P H slocpR3q.
Using the formal variable separation above, the equation then writes under the form
ελε ˜b ` λε ¯b ´ ∇x ^ pU ^ ˜bq ´
1
ε
∇x ^ pU ^ ¯bq ´
1
ε2
∇θ ^ pU ^ ˜bq
´
1
ε3
∇θ ^ pU ^ ¯bq ´
1
ε3
∆θ
˜b ´ ε∆x ˜b ´ ∆x ¯b ´
2
ε
3ÿ
i“1
Bxiθi ˜b “ 0.
(10)
We split this equation between mean part and fluctuating part:
∆θ
˜b ` ε∇θ ^ pU ^ ˜bq ` ∇θ ^ pU ^ ¯bq ` ε2p∇x ¨ ∇θ ` ∇θ ¨ ∇xq˜b`
ε2∇x ^ pU ^ ¯bq ` ε3∇x ^ ČpU ^ ˜qb ` ε4∆x ˜b “ ε4λε ˜b, (11)
3
∇x ^ U ^ ˜b ` ∆x ¯b “ λε ¯b. (12)
And we rewrite the fluctuating part of the equation to separate terms with ˜b and ¯b:
∆θ
˜b ` ε∇θ ^ pU ^ ˜bq ` ε2p∇x ¨ ∇θ ` ∇θ ¨ ∇xq˜b ` ε3∇x ^ ČpU ^ ˜qb ` ε4∆x ˜b ´ ε4λε ˜b
“ ´∇θ ^ pU ^ ¯bq ´ ε2∇x ^ pU ^ ¯bq
(13)
Equations (11) to (13) will be used extensively throughout the note.
We can now give the theorems that we will prove in this note. The first one is related to the
induction equation (8):
Theorem 1 Let s ą 0 be a real number. There exists a dense subset Ω of P such that for all
U P Ω, there exists a real ε0 ą 0, a vector ξ P R3 and a function λU : r0, ε0rÞÑ R˚` analytic such
that for all ε P r0, ε0r, there exists a solution b of (8) of the form:
bεpθ, tq “ eλUpεqt`ε2iξ¨θp¯b1 ` ε˜b1pθqq, (14)
where U P P , ¯b1 P R3 and ˜b1 P H s0pT3q.
Our second theorem concerns the full MHD system (7). For this next theorem, we introduce for
any vector T P pR˚`q3 the Sobolev spaceH sT “ H spR{T1Zˆ R{T2Zˆ R{T3Zq
Theorem 2 Suppose s ą 3{2 ` 1. Then there exists a dense subset Ω of P such that for all
U P Ω, there exists a vector T “ pT1, T2, T3q with integer coordinates and a sequence pεnqn>0
decreasing to 0 such that the solution
ˆ
U
0
˙
of the (MHD) system (1) is nonlinearly unstable in
H sT in the following sense:
There exists initial values ˆ
u0
b0
˙
P H sT , (15)
and C0 ą 0 such that for all δ ą 0, the solution
ˆ
uδ
bδ
˙
of (7) with initial value δ
ˆ
u0
b0
˙
satisfies
››››
ˆ
uδ
bδ
˙
ptδq
››››
H sT
> C0 (16)
for some time tδ.
This result extends substantially the article [6] by D. Gérard-Varet. Recast in our variables,
this article considers the case of large magnetic diffusion, that is Rm “ ε ! 1. Let us point
out that D. Gérard-Varet didn’t use the physicists scaling for the velocity field, thus making
possible confusion to the fact that he chose “Rm “ 1” and that it actually corresponds to the case
where Rm is vanishing with ε. To get the usual Reynolds number you have to do a time-space
transformation t ÞÑ t{ε3, x ÞÑ x{ε2 (and multiply the amplitude V by 1{ε), thus making the
Reynolds number ε instead of 1.
4
Briefly, it is shown in [6] that for all m P N, there are solutions of (8) (on a larger box
depending on ε) that go from amplitude εm initially to an amplitude η “ ηpmq ą 0 independent
of ε (but depending on m). Note that, as η depends on m, the result in [6] does not yield Lyapunov
instability at fixed small ε, contrary to ours.
The main idea to prove our two theorems is to construct an exact solution p¯b, ˜bq of equations
(11) to (13). We shall obtain it through a perturbative argument, starting from the case ε “ 0.
2 Case ε “ 0
2.1 An eigenvalue problem
The fluctuating part in the case ε “ 0 is
∆θ
˜b “ ´∇θ ^ pU ^ ¯bq. (17)
Since the Laplacian is invertible as a function from H s`20 toH s0 , we can write
˜b “ ´∆´1
θ
∇θ ^ pU ^ ¯bq “ L pθq¯b, (18)
where L pθq : H s0 Ñ H
s`1
0 (x can be taken as a parameter since it is not involved in L ).
Now we can replace ˜b by L pθq¯b in the mean part of the equation (12) to have an equation
involving only ¯b:
∇x ^ U ^L pθq¯b ` ∆x ¯b “ λ0 ¯b. (19)
We introduce the matrix α defined by
αpUq¯b “ U ^L pθq¯b “ ´
ż
r0,1s3
U ^ ∆´1
θ
∇θ ^ pU ^ ¯bq dθ. (20)
(The name of the matrix is the one related to the so called alpha effect mentionned in the intro-
duction)
Now the equation is
∇x ^ pαpUq¯bq ` ∆x ¯b “ λ0 ¯b. (21)
We will find a solution of this last equation under the form ¯bpxq “ eiξ¨x ¯b1. Using this stanza,
the equation then has the form (dropping the prime to lighten notations in the end of the subsec-
tion):
iξ ^ pαpUq¯bq ´ |ξ|2 ¯b “ λ0 ¯b. (22)
Thus we have come now to an eigenvalue problem with the matrix ξ ^ αpUq. The properties
of the matrix α are the source of the alpha-effect mechanism; they have been already studied in
[6] and in [2] with a more general case. We give here a proposition which is only the particular
case of the similar study done in those papers:
Proposition 1 The matrix αpUq defined above is real and symmetric. Furthermore, there exists
a dense subset Ω of P such that for all profile U P Ω, there exists some ξ P R3 such that the
matrix defined by the left hand side of (22) admits an eigenvalue of positive real part.
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The reader should refer to those paper for a proof of this proposition.
From now on, we will assume that our base flow belongs to this subset Ω. This gives the
existence of a vector ξ P R3 and an eigenvector b0 associated to an eigenvalue λ0 with positive
real part such that
¯bpxq “ eiξ¨xb0 (23)
is a growing mode of (21)
3 Existence of growing mode for ε ą 0
In this section we will search for a solution of the induction equation for ε ą 0, and we will
search a solution under the form
bεpθ, tq “ eλεt`ε2iξ¨θp¯b ` ε˜bpθqq, (24)
based on the result of last section, where ξ is the one chosen for ε “ 0. Thus the equations
become:
∆θ
˜b ` ε∇θ ^ pu ^ ˜bq ` iε2pξ ¨ ∇θ ` ∇θ ¨ ξq˜b ` ε3iξ ^ Čpu ^ ˜qb ´ ε4|ξ|2 ˜b ´ ε4λε ˜b
“ ´∇θ ^ pu ^ ¯bq ´ ε2iξ ^ pu ^ ¯bq,
(25)
iξ ^ u ^ ˜b ´ |ξ|2 ¯b “ λε ¯b. (26)
The left part of (25) may be seen as an operator from H s`20 to H s0 , and for small enough ε
and λε close enough to λ0 it is a perturbation of the Laplacian. Thus this operator is invertible
and we can write again
˜b “ Lξ,ε,λεpθq¯b, (27)
where Lξ,ε,λεpθq “ ´L´1ξ,ε,λε ˝ p∇θ^ u^ ¨` ε2iξ^pu^ ¨qq is the operator fromH s0 toH
s`1
0 where
Lξ,ε,λε “ ∆θ ` ε∇θ ^ pu ^ ¨q ` iε2pξ ¨ ∇θ ` ∇θ ¨ ξq ` ε3iξ ^ Čpu ^ ¨q ´ ε4|ξ|2 ´ ε4λε (28)
and the mean-part equation is
iξ ^ pαξ,ε,λεpuq¯bq ´ |ξ|2 ¯b “ λε ¯b, (29)
where the matrix α depends here on some parameters:
αξ,ε,λεpuq¯b “ u ^Lξ,ε,λεpθq¯b
“
ż
r0,1s3
u ^ L´1
ξ,ε,λε
p∇θ ^ u ^ ¯b ` ε2iξ ^ pu ^ ¯bqq
(30)
This equation admits non-zero solution ¯b if and only if
detpiξ ^ αξ,ε,λεpuq ´ |ξ|2 Id´λε Idq “ 0, (31)
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where
iξ ^ αξ,ε,λεpuq “ i
¨
˝ 0 ´ξ3 ξ2ξ3 0 ´ξ1
´ξ2 ξ1 0
˛
‚αξ,ε,λεpuq “ Aξαξ,ε,λεpuq. (32)
ξ being fixed by the former section, we define the following function
f pε, µq “ detpiξ ^ αξ,ε,µpuq ´ |ξ|2 Id´µ Idq, (33)
defined in a neighborhood V of p0, λ0q in R2.
4 Implicit function theorem
We know from former section that f p0, λ0q “ 0. Now we want to prove that for ε ą 0 small
enough, there exists λε such that f pε, λεq “ 0. Furthermore, f is analytic in pε, µq in V .
We prove in this section that B f
Bµ
ˇˇˇ
ε“0
µ“λ0
, 0, so that we can apply the analytic implicit functions
theorem and conclude that there exists a neighborhood W of 0 and a function ϕ : W Ñ R such
that ϕp0q “ λ0 and @ε P W, f pε, ϕpεqq “ 0 (we can then restrict this neighborhood to positive
values of ε).
We compute now B f
Bµ
ˇˇˇ
ε“0
µ“λ0
: using usual computation rules on composition of functions, we
have that
B f
Bµ
ˇˇˇ
ˇε“0
µ“λ0
“ d det|iξ^α
ξ,0,λ0 puq´|ξ|
2 Id´λ0 Id ˝ dpiξ ^ αξ,ε,µpuq ´ |ξ|2 Id´µ Idq
ˇˇ
ε“0
µ“λ0
p0, 1q. (34)
The computation of the second differential is straightforward and gives
dpiξ ^ αξ,ε,µpuq ´ |ξ|2 Id´µ Idq
ˇˇ
ε“0
µ“λ0
p0, 1q “
Bpiξ ^ αξ,ε,µpuq ´ |ξ|2 Id´µ Idq
Bµ
ˇˇˇ
ˇε“0
µ“λ0
“ ´ Id .
(35)
And the computation of the first one gives
d det|iξ^α
ξ,0,λ0 puq´|ξ|
2 Id´λ0 Id p´ Idq “ ´Trpcompiξ ^ αξ,0,λ0puq ´ |ξ|2 Id´λ0 Idqq. (36)
We know from the second section the matrix A “ iξ^αξ,0,λ0puq´ |ξ|2 Id´λ0 Id is diagonalizable
and that his eigenvalues are 0,´λ0,´2λ0. Thus, compAq is similar to the matrix
com
¨
˝0 0 00 ´λ0 0
0 0 ´2λ0
˛
‚“
¨
˝2pλ0q2 0 00 0 0
0 0 0
˛
‚, (37)
which is of trace 2pλ0q2 , 0.
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Thus
B f
Bµ
ˇˇˇ
ˇε“0
µ“λ0
“ 2pλ0q2 , 0. (38)
Since ϕ is continuous on 0, and ϕp0q “ λ0 has positive real value, this remains true for ε ą 0
sufficiently small, which concludes the proof of the existence of a growing mode for a small
ε ą 0.
5 Nonlinear instability
We will now prove nonlinear instability of the system (8). For that we will adapt a method
developped by S. Friedlander, W. Strauss and M. Vishik in [5] (itself adapted from Y. Guo and
W. Strauss in [8]) to prove nonlinear instability given linear instability. The condition s ą 3{2`1
in the main theorem is used only in this section to obtain an inequality on the nonlinear terms
similar to that in the article [5]. Actually, using the parabolic feature of the MHD system, it
would be possible to lower our regularity requirements (see for instance Friedlander et al [4]
in the context of the Navier-Stokes equations). We stick here to regular data for simplicity of
exposure.
Let U P P belonging to the dense subset of linearly unstable flows described in the previous
section.
We introduce Leray operator P to get rid of p. We rewrite system (7) as
BtU ` LsU “ QpU ,U q, (39)
where
U “
ˆ
u1
b
˙
, (40)
LsU “ ε´3
ˆ
Ppu ¨ ∇u1 ` u1 ¨ ∇uq ´ ∆u1
´∇^ pu ^ bq ´ ∆b
˙
(41)
is the linearized operator around
ˆ
u
0
˙
, and
QpU ,U q “ ε´3
ˆ
Ppp∇ ^ bq ^ b ´ u1 ¨ ∇u1q
∇^ pu1 ^ bq
˙
(42)
is the nonlinearity.
We shall consider this system inH sT , T to be specified later. We also denote L2T “ H0T the L2
space on the torus. Since we will work in these spaces until the end of the proof, we will drop
the T in the notation. We have the following a priori estimates for the nonlinear term:
Every term of every component of QpU ,U q can be written as a product of one component
of U and one of ∇U (composed by P). Thus, we have the first estimate
}QpU ,U q}L2 6 Cε´3}|U ||∇U |}L2 6 Cε´3}U }L2}∇U }L8 . (43)
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For r “ 12ps ` n{2 ` 1q ą n{2 ` 1 (here n “ 3), we have that
}∇U }L8 6 }U }H r , (44)
and
}U }H r 6 C}U }ηL2}U }
1´η
H s
(45)
for η such that r “ p1 ´ ηqs (i.e. η “ 12 ´ n`24s “ 12 ´ 54s ).
Thus, we have:
}QpU ,U q}L2 6 Cε´3}U }1`ηL2 }U }
1´η
H s
(46)
We shall prove the following theorem, which is a mere reformulation of the second theorem:
Theorem 3 Suppose s ą 3{2 ` 1. Then there exists a vector T “ pT1, T2, T3q with integer
coordinates and a sequence pεnqn>0 decreasing to 0 such that the system (39) is nonlinearly
unstable inH sT in the following sense:
There exists a growing mode U0 “
ˆ
u0
b0
˙
with }U0}H sT “ 1 of the linearized system and a
constant C0 ą 0 depending only on U0, s, n, ρ such that for all δ ą 0, the solution of the full
magnetohydrodynamics system with initial value δU0 satisfies }U ptδq}H sT > C0 for some time tδ.
Remark 1 This theorem only proves that the solution reaches high values in finite time no matter
how small the initial condition is. In particular it doesn’t say wether it explodes in finite time or
is defined for all time, since both situations are possible in the result of the theorem. Actually, for
small enough initial data (that is small enough δ), it is classical that the solution of the system
doesn’t explode in finite time. More details in [15] (Theorem 3.8)
Assume in contrary that the system is nonlinearly stable while spectrally unstable, that is that
for any growing mode of initial value U0 “
ˆ
u0
b0
˙
with }U0}H sT “ 1 in any box T of the system
(i.e. an eigenvector of Ls associated to an eigenvalue with positive real part) and for any ε ą 0,
there exists a δ ą 0 such that for all t ą 0, the solution U ptq of the system with initial values
δU0 satisfies }U ptq}H sT 6 ε.
5.1 Proof of the nonlinear instability
Let bLpθq “ eiε
2ξ¨θbεpθq be the unstable eigenmode given by Theorem 2. We fix ε ă ε0 in such a
way that
T “
ˆ
2pi
ε2|ξ1|
,
2pi
ε2|ξ2|
,
2pi
ε2|ξ3|
˙
(47)
belongs to N3. This is possible, as it is clear from the proof of Theorem 2 that ξ can be chosen in
p2piQ˚`q3 (take ε to be the inverse of a large integer, which can be chosen as big as we want). In
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particular, ˜U0 “
ˆ
0
bL
˙
is an eigenvector of Ls associated to an eigenvalue with positive real part
inH sT .
Denote by ρ the maximum real part of the spectrum of Ls:
ρ “ max tRe λ, λ P SpectrpLsqu . (48)
By the previous remark on ˜U0, we know that ρ ą 0. Moreover, since the spectrum of Ls is
only made of eigenvalues, there exists an eigenvector U0 “
ˆ
u0
b0
˙
with eigenvalue λ satisfying
exactly Re λ “ ρ.
Moreover, by standard properties of the spectral radius of eLs , we know that
eρ “ lim
tÑ`8
}etLs}1{t. (49)
Thus, for all η ą 0, there exists a Cη such that for all t > 0,
}etLs} 6 Cηeρp1`
η
2 qt (50)
Then, the solution U of (39) with initial data δU0 can be written
U “ 9U ` δeλtU0, (51)
where 9U satisfies "
Bt 9U “ Ls 9U ` QpU ,U q
9U|t“0 “ 0
(52)
Using Duhamel’s formula, we can write the solution under the form:
9U ptq “
ż t
0
ept´sqLs QpU ,U q ds. (53)
Define
Tδ “ sup
"
t ą 0, @s 6 t, } 9U psq}L2 6
1
2
δeρs}U0}L2
*
, (54)
where λ is the coefficient in the growing linear mode. Then, since we supposed that U “ Ul` 9U
remains bounded, and }Ul} „ δeρt}U0}, we have that Tδ ă 8, and for all t ă Tδ,
}U ptq}L2 6
3
2
δeρt}U0}L2 . (55)
Using a priori estimates stated earlier, we have for η “ 12 ´
n`2
4s “
1
2 ´
5
4s :
} 9U ptq}L2 6 Cηε´3
ż t
0
eρp1`
η
2 qpt´sq}U }1`ηL2 }U }
1´η
H s
ds. (56)
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} 9U ptq}L2 6 δ
1`ηCηε´3
ż t
0
ept´sqp1`
η
2 qρep1`ηqρsε1´η ds
6 Cηδ1`ηetp1`
η
2 qρε´2´η
2
ηρ
pet
η
2ρ ´ 1q
6 C1δ1`ηetp1`ηqρε´2´η
(57)
Thus, getting back to U :
}U }L2 > δ}U0}L2e
ρt ´ C1δ1`ηε´2´ηetp1`ηqρ. (58)
By definition of Tδ, we have:
} 9U pTδq}L2 “
1
2
δeρTδ}U0}L2 6 C1δ1`ηε´2´ηeTδp1`ηqρ, (59)
that is
1
2
}U0}L2 6 C1δηε´2´ηeTδηρ, (60)
Tδ > ln
ˆ
}U0}L2
2C1δηε´2´η
˙
1
ηρ
. (61)
Denote by tδ the quantity
tδ “ ln
ˆ
}U0}L2
2C1δηε´2´ηp1 ` ηq
˙
1
ηρ
. (62)
Thus tδ 6 Tδ, and at this time tδ
}U }L2 > δe
ρtδ
ˆ
}U0}L2 ´
}U0}L2
1 ` η
˙
“
η
1 ` η
}U0}L2
ˆ
}U0}L2ε
2`η
C1p1 ` ηq
˙1{η
. (63)
Thus }U }L2 (and }U }H s) can be bounded below by a value independent of δ, which contradicts
the assumption, and proves the theorem.
References
[1] A. Alexakis. Searching for the fastest dynamo: Laminar ABC flows. Physical Review E,
84(2):026321, 2011.
[2] I. Bouya. Instability of the magnetohydrodynamics system at small but finite reynolds
number. 2011.
[3] S. Fauve and F. Petrelis. The dynamo effect. Peyresq lectures on Nonlinear phenomena,
2:1–64, 2003.
[4] S. Friedlander, N. Pavlovic´, and R. Shvydkoy. Nonlinear instability for the navier-stokes
equations. Communications in mathematical physics, 264(2):335–347, 2006.
11
[5] S. Friedlander, W. Strauss, and M. M. Vishik. Nonlinear instability in an ideal fluid. In
Annales de l’Institut Henri Poincare/Analyse non lineaire, volume 14, pages 187–209. El-
sevier, 1997.
[6] D. Gérard-Varet. Oscillating solutions of incompressible magnetohydrodynamics and dy-
namo effect. SIAM Journal on Mathematical Analysis, 37(3):815–840, 2006.
[7] A. D. Gilbert. Dynamo theory. Handbook of mathematical fluid dynamics, 2(1):355–441,
2003.
[8] Y. Guo and W. Strauss. Nonlinear instability of double-humped equilibria. In Annales de
l’Institut Henri Poincaré. Analyse non linéaire, volume 12, pages 339–352. Elsevier, 1995.
[9] J. Larmor. How could a rotating body such as the sun become a magnet. Rep. Brit. Assoc.
Adv. Sci, 159, 1919.
[10] N. Otani. A fast kinematic dynamo in two-dimensional time-dependent flows. Journal of
Fluid Mechanics, 253:327–340, 1993.
[11] E. N. Parker. Hydromagnetic dynamo models. The Astrophysical Journal, 122:293–314,
1955.
[12] A. Soward. On the role of stagnation points and periodic particle paths in a two-dimensional
pulsed flow fast dynamo model. Physica D: Nonlinear Phenomena, 76(1-3):181–201,
1994.
[13] A. M. Soward. Fast dynamo action in a steady flow. J. Fluid Mech, 180:267–295, 1987.
[14] R. Stieglitz and U. Müller. Experimental demonstration of a homogeneous two-scale dy-
namo. Physics of Fluids, 13:561, 2001.
[15] R. Temam. Navier-Stokes equations: theory and numerical analysis. Amer Mathematical
Society, 2001.
[16] M. M. Vishik. Magnetic field generation by the motion of a highly conducting fluid. Geo-
physical & Astrophysical Fluid Dynamics, 48(1):151–167, 1989.
12
