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1 Introduction
$d^{(m)}(x)$ $x\geq 0$ 2 $m$ . $\omega,$ $\alpha\in[0,1)$
{0, 1}- $X_{l}^{(m)}$
$X_{l}^{(m)}( \omega, \alpha):=’\sum_{k=1}^{n}d^{(k)}(\omega+l\alpha)$ $(\mathrm{m}\mathrm{o}\mathrm{d} 2)$
: $\alpha=0.10011101000\cdots,$ $\omega$ =0.11110110010. .. $-\mathrm{Y}_{3}^{(5)}$ .
$\omega+3\alpha=10.11001101\cdots$ $\lambda_{3}^{r(5)}(\omega, \alpha)=1+1+0+0+1$ $=1$ (mOd2)
fact: $\prime m$ $\alpha$ fix . $l$ $\{X_{l}^{(m)}( , \alpha)\}_{l=0}^{\infty}$
$\ovalbox{\tt\small REJECT}^{m)}( , \alpha)$ Weyl ( $\alpha-$ ) ;
$X_{l}^{(m)}( \omega, \alpha)=\sum_{k=1}d^{(k)}(\omega+l\alpha)=X_{0}^{(m)}(\omega+la, \alpha)$.
Sugita [1] $\{X_{l}^{(m)}(\cdot, \alpha)\}_{l=0}^{\infty}$ :
Theorem 1 (Sugita [1]). \emptyset $\alpha\in[0,1)$ , $X_{l}^{(m)}:\ovalbox{\tt\small REJECT}$
$X_{l}^{(m)}( , \alpha.)$ Lebesgue $(\Omega,F, P):=([0,1)$ , $B$ ( [0,1) $)$ , $\mu)$
, $n\in \mathrm{N}$ $\epsilon_{0},$ $\ldots,$ $\epsilon_{n-1}\in$ {0,1}









Sugita [1] , , Sugita [2]
skew produd Theorem 1
:
Theorem 2(Sugita [2]). $X_{l}^{(m)}:=X_{l}^{(m)}( , )$ 2 Lebesgue
$(\Omega,F, P):=([0,1)$2, $B([0,1)^{2})$ , $\mu^{2})$ $marrow\infty$
$\{X_{l}^{(m)}\}_{l=0}^{\infty}$ .
Sugita [2] skew product Markov
. skew product Markov
Chain :
Proposition 1(Y. [4]). $\lambda_{l}^{\prime(m)}:=X_{l}^{(m)}( , )$ $(\Omega,F, P):=$
$([0,1)^{2},$ $B([0,1)^{2})$ , $\mu\cross\nu)$ $marrow\infty$
$\{X_{l}^{(m)}\}_{l=0}^{\infty}$ . .
, $\alpha$ , 2 Chain
, :
Theorem 3(Y. [4]). $\mu,$ $\nu$ Be.rnoull.i j1|J . $\underline{\nu- a.e.\alpha\in[0,1)}$
, $X_{l}^{(m)}:=X_{l}^{(m)}(\cdot, \alpha)$ $(\Omega,F, P):=([0,1)$ , $B$ ( [0,1) $)$ , $\mu)$
$marrow\infty$ $\{X_{l}^{(m)}\}_{l=0}^{\infty}$
.
$\alpha$ , $\alpha$ fix Markov
Chain :
Theorem 4(Y. [5]). \emptyset jE $\alpha\in[0,1)$ , $X_{l}^{(m)}:=X_{l}^{(m)}(\cdot$
, $\alpha.)$ $(\Omega, F, P):=([0,1)$ , $B$ ( [0,1) $)$ , $\mu)$
$marrow\infty$ $\{X_{l}^{(m)}\}_{l=0}^{\infty}$ .
Markov Chain Conjecture :
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Theorem 5(Y. [6]). $U$) $\alpha\in[0,1)$ , $X_{l}^{r(m)}:=X_{l}^{(m)}(\cdot$





fact: { $d^{(m)}$ ( +l\mbox{\boldmath $\alpha$})} $- \lambda_{l}^{r(m)}=\sum_{k=1}^{m}.d$(k) $(\ulcorner+\mathit{1}\alpha)$
$\{arrow \mathrm{Y}_{l}^{(m)}\}_{m}$ Markov Chain.
Markov Chain 1
$A\lambda_{l}^{r(m)}$ 0q \rho ‘{0,1}
.
, , $\mathrm{X}^{(m)}:\ovalbox{\tt\small REJECT}$
$(_{\wedge}K_{07}^{(m)} . . . , -\lambda_{n-1}^{\prime(m)}.)$ {X(m)} ,
Markov Chain . ,
$\mathrm{d}^{(m)}(\omega, \alpha):=(d^{(m)}(\omega), \ldots, d^{(m)}(\omega+(n-1)\alpha))$
$\mathrm{X}^{(m)}=\sum 71\mathrm{d}$(k) $\{\mathrm{d}^{(m)}\}_{m}$ .
$d^{(m)}(\omega+\alpha)$
$=\{$
$\omega_{m}+\alpha_{m}+1$ if $0.\omega_{m+1}\omega_{m+2}\cdots+0.\alpha_{m+1}\alpha_{m+2}\cdots\geq 1$
$\omega_{m}+\alpha_{m}$ if $0.\omega_{m+1}\omega_{m+2}\cdots+0.\alpha_{m+1}\alpha_{m+2}\cdots<1$
$=d^{(m)}(\omega.)+d^{(m)}(\alpha)$
+ $(d^{(m+1)}(\alpha), d^{(m+2)}(\alpha),$ $\ldots$ , $d^{(m+1)}(\omega),$ $d^{(m+2)}(\omega),$ $\ldots)$
, $d^{(m)}( +\alpha)$ $d^{(m)}(\{)$ .
Theorem $3(\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}1)$ , Theorem 4, Theorem 5
.
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3.2 I(Proposition1, $\alpha$ : )
$\{\mathrm{d}^{1^{t}m)}\}_{m}$
.
$Z_{l}^{(m)}(\omega, \alpha)$ $:=$ $\lfloor$2(S$m-1\omega+lSm-1\alpha$) $\rfloor$ ,
$\mathrm{Z}^{(m)}(\omega, \alpha)$ $:=$ $(d^{(m)}(\alpha), Z_{0}^{(m)}.(\omega, \alpha), . .. , Z_{n-1}^{(m)}(\omega, \alpha))$
( $S$ ,$\mathrm{i}.\mathrm{e}.$ , $S0.x_{1}x_{2}x_{3}\cdot\cdot|$ =0.x$2x3x4\ldots$ ),













, $2\sigma_{m}^{l}=$ 0(m0d2) ,
$Z_{l}^{(m)}(\omega, \alpha)$ $=$ $\lfloor$2(s” $-1\omega+lSm-1\alpha$) $\rfloor=2\sigma_{m}^{l}+\rho_{m}^{l}$
$=$ $d^{(m)}(\omega+l\alpha)$ (mod 2).
$\square$
Lemma 2. $\{\mathrm{Z}^{(m)}\}_{m}$ Markov .
28
$P_{i^{\tau}OO}f$.
$Z_{l}^{(n\iota)}(\omega, \alpha)-$ ( Zdn0( $\omega$ , $\alpha)+$ ld(”) $(.\alpha)$ ) $=\sigma_{m+}^{l}1.$
, $\mathrm{Z}^{(m)}$ $m+1$ $m$
, $m’<m$ $\mathrm{Z}^{(m’)}$ $\mathrm{Z}^{(m+1)}$
.




$\mathrm{X}^{(m)}=\sum_{k=1}^{m}\mathrm{Z}$ (k) Markov $\mathrm{C}\mathrm{h}\mathrm{a}\mathrm{i}\mathrm{n}\{\mathrm{Z}^{(m)}\}_{m}$ $\{(\mathrm{Z}^{(m)}, \mathrm{X}^{(m)})\}_{m}$
Markov Chain .
fact: $\mathrm{Z}^{(m)}(\omega, \alpha)=\mathrm{Z}^{(1)}(S^{m-1}\omega, S^{m-1}\alpha)$ 2
Markov $\{\mathrm{Z}^{(m)}\}_{m}$ .
+ Markov $\mathrm{C}\mathrm{h}\mathrm{a}\mathrm{i}\mathrm{n}$ { ( $\mathrm{Z}^{(m)}$ , X(.m))}
,{\lambda \acute l(m)}l\infty$=0$ $\Rightarrow \mathrm{P}_{1}\cdot \mathrm{o}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}1$ .
3.3 II (Theorem 4, \mbox{\boldmath $\alpha$}: )
$\alpha$ 2 0
.
$\alpha=0.011000001123456789^{\cdot}\cdot l$ , $\omega+\alpha$ 4 3
$\omega$ 4 8 1
. $2^{-5}$ .
$|$P(X”,3)=e, $\mathrm{X}^{(4,m)}=\mathrm{e}’$) $-P(\mathrm{X}^{(1,3)}=\mathrm{e})P(\mathrm{X}^{(4,m)}.=\mathrm{e}’)|\leq 2^{-5}$ .
0 , $\mathrm{X}^{(1,3)}:=\sum_{j=1}^{3}(d^{(j)}(1)$ , $d^{(j)}($
$+\alpha))$ $\mathrm{X}^{(4,m)}:=\sum_{j=4}^{m}(d^{(j)}()$ , d( ( $+\alpha$)) “ ”
.
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$\alpha$ , $m_{1}<7n_{2}<\cdots$ , $\alpha$
$m_{i}$ 0 . ,
$\mathrm{X}^{(m_{i})}=\sum_{j=0}^{i-1}\mathrm{X}^{(m_{j}+1,m_{j+1})}$
“ ” $\{\mathrm{X}^{()}m_{j}+1,m_{j+1}\}j$ $\{\mathrm{X}^{(m_{i})}\}_{j}$ “ ” lVIarkov
.
0 :




$m_{i}$ Markov Chain $\sum_{j=0}^{i-1}\tilde{\mathrm{X}}^{(m_{j}+1,m_{\mathrm{j}+1)}}$
, $\{-\lambda_{l}^{\gamma(m)}\}_{l=0}^{\infty}$ $\Rightarrow \mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{m}$ 4
3.4 III(I+) (Theorem 5, \mbox{\boldmath $\alpha$}: )





$:=$ $(C_{1}^{(m)}, \ldots, C_{\mathrm{n}-}^{(m}\})$
( $\alpha^{l}:=l\alpha-\lfloor l\alpha$ \rfloor ).
Lemma 4. $\{$ (C(m), $\mathrm{X}^{(m,\mathrm{A}!\int)}$ ) $\}_{m=M}^{1}$ $lVIa^{\mathfrak{l}}rkov$ Chain.
Proof. $C_{l}^{(m)}(\omega)=c_{m}^{l}$ ,




$2c_{m}^{l}+\rho_{m}^{l}$ =c.lm+l+\mbox{\boldmath $\omega$} $+\alpha_{m}^{l}.\cdot$
2 $\lfloor\rfloor$ $c_{m}^{l}=\lfloor 2^{-1}(c_{m+1}^{l}+\omega_{m}.+\alpha_{m}^{l})$\rfloor . , mOd2
$\rho_{m}^{l}=c_{m+1}^{l}+\omega_{m}+a_{m}^{l}$’(mOd2)
$C_{l}^{(m)}(\omega)$ $=$ $\lfloor$2-1 $(C_{l}^{(m+1)}(\omega)+d^{(m)}(\omega)+\alpha_{n\tau}^{l})\rfloor$
$X^{(m,NI)}(\omega)$ $=$ $d^{(m)}(\omega+\alpha)+\lambda^{\prime(m+1,hI)}(\omega)$
$=\rho_{m}^{l}+X$ ( $m+$1,M)(’)
$=$ $C_{l}^{(m+1)}(\omega)+d^{(m)}(\omega)+\alpha_{m}^{l}+X^{(m+1,M)}(\omega)$ $(\mathrm{m}\mathrm{o}\mathrm{d} 2)$
$G:$ $\{0,1\}\cross\Sigmaarrow\Sigma$ ( $\Sigma$ state space) ,
(.c(m), $\mathrm{X}^{(m,\Lambda I)}$ ) $=G(d^{(m)}, (\mathrm{C}^{(m+1)},\mathrm{X}^{(m+1,M)}))$
. $d^{(1)},$
$\ldots,$
$d^{(l\mathrm{k}I-1)},$ $\mathrm{C}$ (M) .I $\{(\mathrm{C}^{(m)}, \mathrm{X}^{(m,M)})\}_{m=\mathrm{A}\mathrm{f}}^{1}$.
Markov Chain . $(\mathrm{N}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{i}\mathrm{s},\mathrm{p}8,\mathrm{E}\mathrm{x}^{\mathrm{r}}\mathrm{e}1^{\cdot}\mathrm{c}\mathrm{i}\mathrm{s}\mathrm{e}\mathrm{s}1.1.3)$
$\{X_{l}^{(m)}\}_{l=0}^{\infty}$
. $\Rightarrow \mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{m}5$
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