We are going to prove the following theorem.
Theorem 1. Any closed set of multiplicity in T contains a Helson 1 set which is of uniqueness but not of synthesis.
(The set constructed is, in fact, weak Kronecker in the sense of [3] .)
Theorem 1 follows at once from the next theorem.
Theorem 2. Any closed nowhere dense set of multiplicity in T contains a Helson 1 set which is Dirichlet but not of synthesis.
P r o o f. We know that every Dirichlet set is of uniqueness (see e.g. [1, p. 97] ). On the other hand, any closed set of multiplicity contains a nowhere dense set of multiplicity.
The proof of Theorem 2 takes up the rest of this note. Let F be a nowhere dense set of multiplicity. Then F supports a pseudofunction S, i.e., a distribution such that S(n) → 0. Let χ n (t) = e int . By considering λχ m S we may suppose that S(0) = 1 and | S(n)| ≤ 1 for every n. Also, we can find a sequence f 1 , f 2 , . . . with f j : T → C such that |f j (t)| = 1 for all t ∈ T and such that given any f : T → C with |f (t)| = 1 for all t ∈ T and any > 0 there is a j such that |f j (t) − f (t)| < for all t ∈ F . Our proof will mimic Kaufman's proof of the existence of Helson sets of multiplicity [2] but will have an extra twist. Let S 0 = S and F 0 = F . We construct pseudofunctions S 1 , S 2 , . . . , closed sets F 1 , F 2 , . . . and integers
Let us see the consequences of these facts. By (3) and (4), S j converges to a pseudomeasure T (in the sense that S j (r) → T (r) for each r) with
Hence by standard arguments (using the theorems of Radon-Nikodym and Lusin) supp T is Helson 1. We also note that (6) gives
To see that supp T is not of synthesis it is sufficient to show that T is not a measure. (If E is a Helson set which is of synthesis then
and E cannot support a true pseudomeasure). We do this by using (3) together with (5)(b) and (c) to obtain
Thus, if T = µ is a measure we have from (5)(a) and (b )
Thus, if f is any continuous function f : T → C with |f (t)| = 1 for all t ∈ T we see, by considering a sequence n(r) → ∞ with sup t∈F |f n(r) (t) − f (t)| → 0, that f dµ = 0. Therefore µ = 0, which is impossible since | µ(0)| ≥ 2 −1 .
Our proof will thus be complete if we can show how to handle the inductive steps required to obtain conditions (1) to (6). We require two different constructions according as j is even (when we need to satisfy (1) to (5) but not (6)) or odd (when we need to satisfy (1) to (4) and (6) but not (5)). This will be done in the two lemmas that follow.
If j is even we follow the standard Kaufman proof. Lemma 1. Suppose S is a pseudofunction, M a positive integer , f : T → C a continuous function with |f (t)| = 1 for all t ∈ T and ≥ 0. Then we can find a pseudofunction T such that
P r o o f. Let δ ≥ 0 be a very small number, to be determined later. Then by Kaufman's fundamental construction we can find an A(δ) such that if η > 0 and N are chosen independently of δ we can find an F : T → R which is a C ∞ function, F (0) = 1, and
Now let T = F S. Since F (0) = 1 we have, using (A), (B) and (C),
But S(n) → 0 as |n| → ∞, so, provided that N is large enough and η small enough,
Hence, choosing δ sufficiently small we have
Thus (3 ) and (4 ) are satisfied. Since T = F S, supp T ⊂ supp S and supp T ⊂ supp F , so (1 ) and (5 ) are satisfied. Finally, since F is C ∞ and S is a pseudofunction it follows by simple estimates that T = F S is a pseudofunction.
In the inductive step with j = 2n we take M = n, = 2 −n , f = f n , M (2n) = P , S = S j−1 , S j = T . Thus conditions (1) to (5) are satisfied.
If j is odd we use the following lemma.
Lemma 2. Suppose S is a pseudofunction, M a positive integer and 1 > > 0. Then we can find a pseudofunction T such that
P r o o f. Let g be a C ∞ function such that g(t) ≥ 0 for all t ∈ T, g(t) = 0 for |t| ≥ /10 and g(0) = 1. Let F L (t) = g(Lt) and T = F L S. If t ∈ supp T then t ∈ supp F L , so that |1 − χ L (t)| ≤ . Thus (1 ) and (5 ) are automatic. Now
Thus, provided L is large enough, we have | S(r) − T (r)| ≤ for |r| < M and in general | T (r)| ≤ sup n∈Z | S(n)| + . Thus (3 ) and (4 ) are satisfied. Finally, we observe that T (r) → 0 as |r| → ∞, so T is a pseudofunction.
In the inductive step with j = 2n+1 we take = 2 −n , S = S j−1 , S j = T . Thus conditions (1) to (4) and (6) are satisfied. This completes the proof of Theorem 2 and concludes the note.
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