Abstract. W e consider the optimal control problem of certain batch service queueing systems with compound Poisson arrivals and linear holding costs. The control problem involves the determination of the epochs at which the service is initiated as well as the sizes of the batches served. The service times are assumed to be independent and identically distributed, however, with a general distribution. A quite natural operating policy is to start the service as soon as the number of customers reaches some threshold and serve always as many customers as possible. Assuming in nite service capacity Deb 3 proved that under some mild conditions the optimal operating policy is of this type. In this paper we show that a similar result is valid even if the service capacity is nite. In this case the threshold is never greater than Q, the service capacity the maximum number of customers that can be served at the same time.
Introduction
In this paper we consider the optimal control problem of M X =GQ=1 batch service queueing systems with a single server, compound Poisson arrivals and general i.i.d. service times. The service capacity i.e. the maximum number of customers that can be served together in a batch is denoted by Q. The control problem involves the determination of the epochs T n at which the service is initiated as well as the sizes B n of the batches served. Costs are usually charged both for serving the customers service costs and for holding them in the system holding costs. An optimal operating policy minimizes, for example, the discounted costs among all the admissible operating policies.
In a seminal paper by Deb and Serfozo 2 su cient conditions were found for the following two t ypes of operating policies to be optimal: i Operating policy 1 : No customers are served. ii Operating policy x : After a service completion, as many customers as possible are served as soon as the queue length reaches a certain xed level x.
The latter one is called a queue length threshold policy. As regards the holding costs, Deb and Serfozo assumed that they depend just on the number of customers in the system but not, for example, on the times the customers have been waiting. According to 5 , such holding costs are called linear. Deb and Serfozo further assumed that customers arrive according to a Poisson process. In a later paper 3 Deb proved that similar optimality results are valid even when the customers arrive according to a compound Poisson process still assuming linear holding costs. However, he only considered the case of in nite service capacity, Q = 1.
In 1 we considered the case with compound Poisson arrivals and nite service capacity, Q 1. W e let the holding costs be even non-linear but omitted totally the service costs. We also needed an additional technical assumption that the size of an arriving batch is bounded by some constant M 1. In the case of linear holding costs our results in 1 imply the following two facts:
i The operating policy 1 that leaves all the customers unserved is never optimal.
ii An optimal operating policy belongs to the class of queue length threshold policies x with threshold x Q.
It is clear that the former result is due to our assumption to omit the service costs.
In this paper we partly generalize the results of 3 and 1 . So we assume compound Poisson arrivals. We restrict ourself to the case of linear holding costs, but as a generalization to 3 let the service capacity be nite. In addition to holding costs, we also consider the costs due to serving customers as a generalization to 1 . Under the same additional assumption as in 1 , we will nd su cient conditions for the following two cases:
i The operating policy 1 that leaves all the customers unserved is optimal under Condition C1. ii An optimal operating policy belongs to the class of queue length threshold policies x with threshold x Q under Conditions C2 and C3.
The rest of the paper is organized as follows. In Section 2 we present the model and the main results including conditions C1, C2 and C3. In Section 3 we prove the claim presented in case i above. Case ii is proved step-by-step in Sections 4 8 . First, in Section 4, we prove that it is optimal to initiate the service in nitely many times. In Section 5 we i n troduce the so called Q-policies and show that it is su cient to consider such policies when seeking an optimal policy. Some important properties of these Q-policies are presented in Section 6. In Section 7, we i n troduce the so called stationary Q-policies and nd an optimal policy among these stationary Q-policies.
Finally, in Section 8, this optimal stationary policy is shown to be optimal also among all the Q-policies and, thus, among all the admissible policies.
The model and the main results
In this section we rst introduce the queueing model. The main results concerning the optimal control of this queueing system are presented at the end of the section in Theorem 2.3.
Consider an M X =GQ=1 batch service queueing system with Q 1. In this model the service capacity is nite and customers arrive in batches, the sizes of which are independent and identically distributed. Let n denote the size of the nth arriving batch. As in 1 , we make the following assumption. Assumption 2.1. We assume that there i s M 1 such that Pf 1 Mg = 1 .
The batches n arrive according to a Poisson process, the intensity of which i s denoted by . Let At t0 denote the customer arrival process with A 0 = 0 . T h us, At = 1 X n=1 n 1 f ntg ; where n denotes the arrival time of the nth batch.
Customers are served in batches, the sizes of which are not greater than Q. The service times S n are assumed to be strictly positive, independent and identically distributed with a nite mean E S 1 1. In particular, they are assumed to be independent of the service batches. The following assumption implies that, for example, the system with the usual operating policy 1 i.e. the queue length threshold policy with threshold x = 1 is stable. Assumption 2.2. We assume that E 1 E S 1 Q .
The rst service starts at time T 0 = 0 . The size of the rst service batch, B 0 , need not be speci ed, since, according to our assumptions, the rst service time S 1 is independent o f B 0 and, as we will assume later, only those customers that are waiting
but not yet in service cause some costs. The number of those customers that remain in the queue of waiting customers at time 0 is denoted by X0. We assume that X0 M . By this way, the starting time 0 looks like a non-trivial service epoch which will be de ned in Section 6. The conditional probability measure that takes x as the initial queue length X0 = x is denoted by P x . The corresponding conditional expectation operator is denoted by E x .
An operating policy = T n ; B n is de ned by giving the service epochs T n , n 2 f 0; 1; : : : g, and the service batches B n , n 2 f 1; 2; : : : g. It is required that T 0 = 0 and T n T n,1 + S n for n 1. As regards the service batches, it is required that B n Q and P n k=1 B k X0 + AT n for all n. When needed, a more complete notation, = T n ; B n , is used.
If the last service is initiated at time T n 0 , w e denote T n = 1 and B n = 0 for all n n 0 . Let 1 denote such a policy that leaves all the customers unserved the non-serving policy. Then T 1 n = 1 and B 1 n = 0 for all n 0.
An operating policy is said to be admissible if the decisions are based on the current and past information only. More precisely, T n shall be a stopping time with respect to the history F n generated by the initial queue length X0, the arrival process A and the service times S 1 ; : : :; S n . In addition, B n shall be measurable with respect to the corresponding stopped -algebra F n T n . The family of admissible operating policies is denoted by .
With each policy 2 , we associate a queue length process X t t0 . The queue length at time t is de ned by X t = X0 + At , 1 X n=1 B n 1 fT n tg : Note that X t stands for the number of waiting customers excluding the customers in service at time t and X0 is the initial queue length common to all policies . Let x 0. The queue length threshold policy x = T n ; B n with threshold x is formally de ned by setting T 0 = 0 and, for n 2 f 1; 2; : : : g, T n = infft T n,1 + S n j X n t xg and B n = minfX n T n ; Q g. Here X n denotes the partial queue length process that takes into account the services up to time T n,1 ,
The resulting policy is clearly admissible.
Holding costs for policy are assumed to accumulate continuously at rate hX t, where h0 = 0 and hx is non-decreasing as a function of x. Note that the cost rate process hX t is thus non-decreasing within service intervals T 2 It is possible to show that the part of the discounted cost due to serving customers,
e , T n K + cB n ; is nite for all . Namely, b y taking into account the facts that, for all and n, T n S 1 + : : : + S n and B n Q; the discounted serving cost V S x can be upperbounded by a geometric and, thus, nite sum:
As regards the other part of the discounted cost,
which is due to holding customers, it can be nite or in nite, depending on our operating policy and cost function hx. However, if hx = hx with some h 0, then we h a ve, for all and x, V H x 1;
implying also that, for all and x, V x 1 and V x 1:
This can be proved by considering the non-serving policy 1 . It is an easy exercise to calculate the discounted cost for this policy:
Note that this result is even independent of our assumptions 2.1 and 2.2 as long as E 1 1. On the other hand, since X 1 t X t for any and t, holding costs are greatest for 1 . T h us, for all and x, V Note that, under Condition C1, hx c + K Q x for all x. T h us, V 1 x 1 for all x, implying also that V x 1 for all x. Note further that Conditions C1 and C2 are complementary only when the cost rate function hx is linear. These conditions are slightly di erent from those presented in 2 and 3 . The di erence is due to the fact that we excluded the customers in the service when considering the holding costs, whereas Deb and Serfozo included them. 3. Optimal policy: do not serve at all! In this section we prove the rst part i of Theorem 2.3. Therefore, we assume that Condition C1 is valid. We will prove that, under this assumption, the non-serving policy 1 is discounted cost optimal even pathwise. The last inequality a b o ve follows from the fact that Q b n for all n.
2
The rst part i of Theorem 2.3 follows by taking the expectations.
4. Optimal policy: serve infinitely many times In this section we start the proof of the second part ii of Theorem 2.3. Therefore, we assume that Condition C2 is valid. We will show that, under this assumption, it is su cient to consider such operating policies that initiate the service in nitely many times.
Let 2 such that T n = 1 for some n 2 f 1; 2; : : : g, and denote n 0 = supfn 0 j T n 1g: De ne a modi ed policy by setting T~ 0 = 0, and, for n 2 f 1; 2; : : :; n 0 g, T~ n = T n and B~ n = B n , and, for n 2 f n 0 + 1 ; n 0 + 2 ; : : : g, T~ n = infft T~ n,1 + S n j X~ n t Qg and B~ n = Q. Thus, is identical to up to the service epoch T 
Optimal policy: a Q-policy
In this section we continue the proof of the second part ii of Theorem 2.3. Therefore, we again assume that Condition C2 is valid. We rst recall the de nition of a Q-policy from 1 , and then show that it is su cient to consider only such operating policies when seeking an optimal policy.
De nition 5.1. An o p erating policy 2 is said to be a Q-policy if, for all n 2 f1; 2; : : : g, T n infft T n,1 + S n j X n t Qg and B n = minfX n T n ; Q g.
The class of such policies is denoted b y Q . Note that these policies apply the following two principles: i after a service completion, a new service starts at the latest when the number of waiting customers reaches or exceeds the service capacity Q, and ii whenever a service of a batch is initiated, it includes as many customers as possible. It is also clear that, for example, all the queue length threshold policies x with threshold x Q belong to this class. These are called the queue length threshold Q-policies. Let 2 such that T n 1 for all n. Our purpose is now to construct a Q-policy, which is even pathwise at least as good as . This is done in two phases.
De ne rst a modi ed policy q by setting T q 0 = 0, and, for n 2 f 1; 2; : : : g, T q n = T n and B q n = maxfX q n T q n ; Q g. Proof. Denote here brie y: T Q n = t n , T q n = t 0 n and B Q n = B q n = b n for all n. which proves the claim.
2
As a corollary of the previous two propositions we get the following theorem. Consider now the common queue length processX 1 during the interval fromS 1 to the rst non-trivial service epoch. limited to a certain subset of non-decreasing functions, has a unique xed point w.
Thus, T w w = w. Finally, in Theorem 7.11, we show that the queue length threshold Q-policy w is optimal among these stationary Q-policies.
De nition 7.1. A Q-policy 2 Q is said to be stationary if k ;T k 1 k=0 is a Markov renewal sequence and the process X is semi-regenerative with respect to this Markov renewal sequence. Proof. First, prove ii as Proposition 6.3ii in 1 . This can be done independent of the rst claim i. The fact that V 2 B M follows now easily from ii and 7.2.
After this, prove the latter part of i as Proposition 6.3i in 1 . By applying now Proposition 6.1 to function v Q x and recalling thatX 1 In addition, B n B n and X n t is constant during service intervals T n,1 ; T n for all n. Proof. This can be proved as Proposition 6.4 in 1 .
Theorem 7.11. The queue length threshold Q-policy w = x w is discounted c ost optimal among the stationary Q-policies QS , i.e., for all x 2 E M , V w x = inffV x j 2 QS g:
Proof. This can be proved as Theorem 7.1 in 1 . For completeness, we present the proof also here. By further observing that 0 does not depend on the original policy but is, in fact, the optimal stationary Q-policy w , w e h a ve proved the following theorem.
Theorem 8.1. The queue length threshold Q-policy w = x w is discounted c ost optimal among the Q-policies Q , i.e., for all x 2 E M , V w x = inffV x j 2 Q g:
Theorems 8.1 and 5.4 together imply that the queue length threshold Q-policy w = x w is discounted cost optimal among all admissible policies, i.e., for all x 2 E M , V w x = inffV x j 2 g:
It follows that wx = V w x = inffV x j 2 g = V x;
implying that the thresholds x w and x are equal, which completes the proof of the second part ii of Theorem 2.3.
