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Abstract

This thesis deals with infinite impulse response adaptive notch filtering and it
application to the industrial problem of roll eccentricity signal estimation and
retrieval.

A minimal notch filter parametization is examined and a number of
modifications are proposed which serve to enhance the notch filter
characteristics and hence its usefulness.

Firstly, a special constraint is

introduced which allows the notch filter to be converted into a line enhancer
without requiring structural changes. A further advantage associated with this
modification is that the notch filter becomes a minimum phase filter. Secondly,
a normalizing gain factor is introduced which ensures unity gain everywhere
except at the notch frequency even for wide bandwidths. Thirdly, a design
procedure together with design graphs are developed to assist in the design of
notch filters.

Estimation accuracy of the modified adaptive notch filter is analysed by
deriving the Cramer-Rao Lower Bound for the multiple cascaded notch filter
model. Theoretical values are obtained for the Cramer-Rao Lower Bound and
verified by extensive simulation results. A performance comparison of three
adaptive algorithms (proposed by previous researchers) is carried out under
the s a m e conditions to establish the merits of each algorithm.

The thesis then considers a simpler class of adaptive algorithms and applies
these to notch filtering for the first time. The algorithms of interest are in fact
gradient-based algorithms. T w o novel notch filter model structures are
synthesized which have special applicability to the roll eccentricity problem.
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The error surfaces associated with these model structures are analysed and
Monte Carlo simulations are carried out to ascertain their performance.
Results show that gradient-based adaptive notch filtering offers a number of
distinct advantages including simplicity and robustness over other methods.

Finally, the roll eccentricity problem is examined in detail and a new software
sensor is proposed as a solution. The sensor is m a d e up of a gradient-based
adaptive c o m b filter which is constructed from 2nd order notch filter modules.
The c o m b filter estimates and tracks the harmonic series characterizing the roll
eccentricity phenomenon. O n c e the harmonic series is retrieved a standard
recursive least squares algorithm is implemented to estimate the amplitude
and phase of each harmonic component. The sensor is subjected to extensive
simulation trials with typical data being obtained from an operational plant.
Results are conclusive and indicate that the proposed sensor offers an
excellent solution to the problem of roll eccentricity signal retrieval.
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Preliminaries
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1.1

Introduction

This thesis falls within the general area of digital signal processing. In
particular it focuses on certain aspects of infinite impulse response digital
notch filtering. These include theoretical analysis and synthesis, performance
evaluation by computer simulation and an application to the industrial signal
processing task of roll eccentricity estimation and retrieval.

One of the classical problems in electrical engineering is that of extracting a
desired signal from a signal corrupted by noise. T h e usual method of
achieving such a task is either through analogue or digital filtering techniques.
Digital filters are n o w widely used in such areas of engineering as tonal
control in digital audio systems, speech and picture processing, sonar and
radar systems, communications and control systems. They offer a number of
advantages over conventional analogue filters including stability, accuracy,
reliability, flexibility and cost. Digital filters can be fixed (tunable) or adaptive.
In situations where adaptive noise cancelling is applicable, levels of noise
rejection are often attainable that would be difficult, if not impossible, to
achieve by tunable filtering.

There are essentially two classes of digital filter models, these being Finite
Impulse Response (FIR) and Infinite Impulse Response (IIR) filters. A n FIR filter
is often reaped by a Moving Average (MA) model consisting of 2eros only,
while an IIR filter is commonly reaped by an Auto regressive Moving Average
( A R M A ) model and consists of poles and 2eros. It can be said that the desired
filter characteristics can be more economically and effectively modelled using
IIR rather than FIR models. For instance, an adaptive IIR filter of sufficient order
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can exactly model an unknown pole 2ero system while an FIR filter can only
approximate such a system (Shynk, 1989).

T h e potential benefits are

reduction of computational complexity and improved performance. For these
reasons IIR filtering has received a lot of attention in the signal processing
research community.

Digital IIR notch filtering is a natural choice when it comes to the eliminatio
retrieval of sinusoids embedded in a broadband signal. This problem m a y be
solved in either of two ways depending on the nature of the narrowband
signal. The first situation is w h e n the sinusoidal signal is known and its
frequency is time invariant. Under these circumstances a tunable IIR notch
filter can be designed such that it is ideally characterized by unity gain at all
frequencies, except at the notch frequency (where the gain is zero). In other
words, the filter only modifies a known portion of the frequency spectrum, and
leaves the remainder undisturbed. The second type of problem occurs w h e n
the sinusoidal frequency is unknown and possibly time varying. In this case it
is necessary to implement an adaptive notch filter whose characteristics are
determined by the observed time series. This latter application is naturally
more complicated and has led to an interesting area of research activity.

Given these general comments it is appropriate to examine briefly the
evolution of digital notch filtering, in order to place the approach taken in this
thesis in perspective.

1.2 Evolution of Digital Notch Filtering

The following discussion on the historical development of digital notch filteri
is of necessity a brief and restrictive account of the various contributions that
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have been published. Moreover, the emphasis has been placed on those
aspects of digital notch filtering of particular interest to the present work.

The earliest work on digital notch filtering was performed by Carney (1963),
w h o proposed a design for a digital notch filter with tracking requirements.
This filter had direct application in flexible missile feedback control systems,
where the tracking capabilities were based on the fact that the frequencies
varied in a known manner. It w a s not possible to recursively update the six
filter coefficients characterizing the proposed notch filter at each sample due to
the lack of computational power at that time. Hence the performance of the
filter when used in a tracking m o d e w a s inferior. The best performance w a s for
tunable (i.e., static) applications. Carney (1963), reported that because of the
limited accuracy of the computer (i.e., due to finite word length) the actual
realization of the filter resulted in a m u c h reduced attenuation at the notch
frequency than theoretically predicted.

The next interesting contribution was by Hirano, Nishimur and Mitra (1974)
w h o derived a tunable, second order, digital notch filter model uniquely
characterized by two distinct parameters.

The design procedure w a s

somewhat complicated by the fact that the two parameters were not decoupled
from each other. For example, if a filter with the s a m e notch frequency (but
different bandwidth) w a s required, both parameters had to be recalculated.
The proposed notch filter configurations were based on a minimum number of
multipliers. A performance analysis with respect to multiplication round off
errors revealed that these configurations had similar output noise properties
as all-pass filter networks.

The now famous paper by Widrow et al. (1975) suggested an adaptive notch
filter noise canceller structure (shown in Figure 1.1) which utilized the Least
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Output

Primary
Signal

Reference
signal

Figure 1.1

General

Form

of

Adaptive

Noise

Canceller

(Widrow el al., 1975).

Mean Square (LMS) recursive algorithm. The concept was based on the
availability of two separate signal sources. The primary signal w a s obtained
from a sensor which received both the desired signal and the noise signal
together. The reference w a s a noise input (i.e., a sinusoid) which w a s
uncorrelated with the desired signal but was s o m e h o w correlated with the
noise component received by the primary sensor. The adaptive filtering
process produced an output that was the same as the noise component in the
primary input. Thus when the output of the adaptive filter was subtracted from
the primary composite signal, the noise component was eliminated. Practical
applications of this adaptive noise cancelling technique include several kinds
of interference in electrocardiography, noise in speech signals, antenna
sidelobe interference and periodic broadband interference for which there is
no external reference source.
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Glover (1977) extended the adaptive notch filter proposed by Widrow et al.
(1975) to the multiple sinusoidal interference case. A n interesting application
suggested for this type of filter w a s to separate the odd harmonics resulting
from two variable speed motors operating at different but very close
frequencies. The goal w a s to investigate the vibrations due to each motor.
The adaptive filter shown in Figure 1.1 and described by Widrow etal. (1975)
and Glover (1977) is a finite impulse response transversal filter consisting of
an N-stage Tapped Delay Line (TDL). Although the proposed s c h e m e is
computationally simple and very robust from a stability viewpoint, it has its
shortcomings. For example, it often requires a large filter length in order to
achieve good performance, particularly w h e n the frequencies are close to one
another, hence, its computational simplicity m a y be outweighed.

This issue

will be discussed in more detail later in this section.

The next interesting contribution was by Thompson (1978), who for the first
time presented a recursive adaptive notch filter for enhancement of narrowband signals in white noise. The approach taken w a s directed specifically af
line enhancement applications.

This filter structure proved to be

advantageous over previous T D L structures. A bootstrap recursive adaptive
algorithm w a s used which exploited implicit prior knowledge regarding the
nature of the desired frequency response in order to arrive at a filter structure
and a parameter constraint that simplified the adaptation.

Friedlander and Smith (1984) proposed an IIR adaptive notch filter based on
the general prediction error method discussed by Ljung (1981) and Ljung and
Sbderstrbm (1983). This special filter structure forces the zeros to lie on the
unit circle and places soft constraints on the poles. O n e of the disadvantages
associated with soft constrained poles is that it m a y cause numerical problems
due to near pole-zero cancellations on the unit circle. The recursive m a x i m u m
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likelihood algorithm w a s used to estimate the filter parameters. The algorithm
required 2n parameters for n notches and utilized a one-step ahead predictor
which had the undesirable effect of introducing a fixed notch at the Nyquist
frequency o) = K . Hence the filter attenuates high frequencies. Friedlander
and Smith (1984) suggested the addition of a fixed pre-filter to cancel this
effect. S o m e care needs to be taken, however, to avoid numerical problems
due to this pole-zero cancellation since it is often very close to the unit circle.
A further problem encountered with the proposed algorithm w a s that it
required monitoring of stability as convergence w a s not guaranteed. It w a s
noted by Friedlander and Smith (1984), that a unique global minimum existed
only for the single sinusoid case and that numerical problems m a y occur for
higher order filters, particularly in situations where extremely sharp notches
are used.

At about the same time Rao and Kung (1984) independently proposed a
constrained IIR notch filter structure for the retrieval of sinusoids in noise. In
other words, the proposed filter w a s used as an adaptive line enhancer.

It is

evident that the notch filter is well suited for both problems of line
enhancement as well as interference cancelling. The filter structure proposed
by Rao and Kung (1984), w a s also characterized by 2n parameters for n
notches. Further, as suggested by R a o and Kung (1984), the notch filter lends
itself rather easily to both cascade or parallel forms of implementation with the
following distinct advantages :

(i) the modularity of cascade or parallel implementation
permits the use of multiple processors for real-time
processing,
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(ii) the avoidance of polynomial deflation due to the fact that
each module is minimized independently, Jackson and
W o o d (1978); and

(iii) a priori information and variable constraints on the
location of the poles and zeros can be easily incorporated.

The Stochastic Gauss-Newton algorithm (SGN) was used in this case and
implements an approximate Hessian matrix which requires the estimation of
second order factors in the IIR transfer function. Nehorai (1985) pointed out
that this approach suffers from high nonlinearity in the minimization problem,
which complicates the algorithm and hence its performance deteriorates,
particularly as the number of sinusoids increase. Nehorai (1985) used what
he called a "Recursive M a x i m u m

Likelihood" algorithm ( R M L ) for the

parameter estimation. Close examination shows that both the S G N as used
by Rao and Kung (1984) and Nehorai's R M L are of the same generic form. A
discussion on the relationship between prediction error, recursive m a x i m u m
likelihood, and Stochastic Gauss-Newton algorithms can be found in the work
of Ljung and Sbderstrbm (1983).

The recent and independent work of Nehorai (1985) and Ng (1985, 1987)
resulted in a minimal parameter adaptive notch filter; that is, n notches can be
characterized by n parameters instead of 2n parameters required by previous
designs. This minimal parametisation w a s achieved by applying special
constraints to the filter poles and zeros and by exploiting symmetry conditions.
By comparison, the FIR filter proposed by Widrow etal (1975) requires
approximately 400 coefficients per sinusoid to achieve the s a m e signal-tonoise ratio (SNR) characteristics while the proposed optimal filter requires only
one parameter! Further, the effect of the mirror symmetry constraint, and the
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pole-zero coupling, limits the searched transfer functions to a minimal subset
of all possible filters. As a result of the work by Nehorai (1985) and Ng (1985,
1987), a number of advantages have followed. These are:

(i) a reduction in computational effort;

(ii) ensured stability and numerical robustness;

(iii) improved convergence rate;

(iv) better controllability on the performance; and

(v) by the parsimony principle an increase in accuracy of
the estimated frequencies.

Nehorai (1985) conducted a performance analysis by deriving the CramerRao Lower Bound (CRLB) for the A R M A process and showed, by simulation,
that the R M L algorithm yielded sinusoidal frequency estimates w h o s e
standard deviation (a) were of the s a m e order of magnitude as the C R L B (that
is, best achievable variance, a 2 ) for large data lengths. This derivation
ignored the contribution due to the sinusoidal term and therefore cannot be
considered as the actual bound. Despite this fact, the accuracy of the
simulation estimates presented by Nehorai (1985) were far better than any of
the results previously reported. The major reason for the higher accuracy was
due to the implementation of a time varying pole moduli which effectively
reduces the bandwidth of the notch filter as the adaptation process continues.
Care needs to be taken with this technique since it can become insensitive to
sinusoidal frequency time varying changes, particularly, if the limiting
bandwidth is specified too narrow. This is a critical issue in applications where

13

tracking is required. For example, if the notches are too narrow and the sine
wave frequency estimates are incorrect (due to bias and variance), then
sinusoidal estimation m a y be severely degraded. If the notches are too narrow
then the impulse response of the filter tends to zero very slowly (Stoica and
Nehorai, 1988). Further, it w a s reported by Nehorai (1985) that there was no
need for monitoring the stability except in overdetermined order cases where
the accuracy also deteriorated. A number of outliers (i.e., cases where the
algorithm did not converge to the correct parameter values) were reported and
these increased in simulations involving lower S N R conditions.

Both

Friedlander and Smith (1984) and Ng (1987) found that R M L does present
convergence problems and requires monitoring and stability projections. The
fact that convergence is not guaranteed for prediction error algorithms of this
nature was later confirmed by Stoica and Nehorai (1988) in their analysis.

Ng (1987) derived the range of filter parameters which can be used for
monitoring purposes. It w a s suggested by Ng (1987), that the Approximate
Maximum Likelihood (AML) adaptive algorithm be used instead of the R M L
algorithm since it has proven convergence properties and does not require
monitoring. The A M L performed well even though it is not asymptotically
efficient in the statistical sense. Ng (1987) also investigated the use of the
S G N algorithm and showed that it produced slightly more accurate estimates
than the A M L , however, it suffered from convergence problems under certain
conditions while the A M L converged in all cases.

Stoica and Nehorai (1988) have presented a performance analysis by
deriving the asymptotic expressions for the bias and M e a n Square Error
(MSE) of the sinusoidal frequency estimate using the R M L algorithm proposed
by Nehorai (1985). These statistical results were for the single notch case and
showed that the estimate is asymptotically biased as N (N - the number of data
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points) approaches infinity. However, it is expected that the bias becomes
negligible in most cases particularly w h e n the notch filter approaches ideal
characteristics.

It follows from the above discussion that the notch filter is optimum in the sen
that it is minimal in terms of the number of parameters. This has been verified
by the recent work of Goodwin et al. (1986) on the subject of sinusoidal
disturbance rejection with application to helicopter flight data estimation using
both Kalman filter theory and frequency domain approaches. The conclusion
derived from the above investigation w a s that both approaches lead to an
identical and optimum filter which is exactly the s a m e as the notch filter
parametization.

1.3 Approach and Contribution of this Thesis

This thesis deals with digital IIR notch filtering. From the outset of the proj
the objective has been to analyse the performance of digital IIR notch filters
and determine the best filter structure, together with the most appropriate
choice of adaptive algorithm. A number of modifications are proposed which
add to the flexibility of notch filtering and lead to enhanced performance. The
accuracy of parameter estimation is analysed. A n evaluation of a number of
previously proposed algorithms is also undertaken.

O n e of the main

contributions is the implementation and analysis of a computationally simpler
and more robust class of adaptive algorithms (i.e, gradient-based) to two novel
notch filter model structures. M u c h of the work and direction of this thesis w a s
influenced by an industrial signal processing application which requires the
estimation and retrieval of the roll eccentricity signal in a cold reduction steel
strip rolling mill. This roll eccentricity signal is used as a reference input to a
compensator.
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In order to clarify the practical application which is relevant to the work
presented in this thesis it is instructive to briefly consider several questions.
The first of these is: what is roll eccentricity and why is it a problem? "Roll
eccentricity" is the term used in steel strip rolling mills to describe the condition
w h e n a roll is not perfectly circular. Consider the process where a sheet of
s o m e material is to be reduced in thickness as it is passed through a set of
rolls which are subject to large normal compressive forces acting as shown in
Figure 1.2. If it so happens that the rolls are eccentric (see Figure 1.3), the
thickness of the resulting sheet material will not be perfectly uniform and will
therefore be considered defective.
Roll Force (F)

OUT

Roll Force (F)

Figure 1.2

Steel Strip Thickness Reduction Process.

16

Roll Force (F)

Roll Force (F)

Figure 1.3

Effect of Roll Eccentricity on Steel Strip.

The obvious solution to this problem is to use perfectly circular rolls. However,
for m a n y reasons (some of which will be discussed later) this is not possible in
practical environments such as steel mills. The next obvious solution is to
implement a controller to adjust the roll force such that it compensates for the
eccentricity effects. This controller requires a reference signal which is in fact
the eccentricity signal. Now, the task of measuring the roll eccentricity is nontrivial, particularly in a steel mill environment. The most c o m m o n on-line
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approach has been to try and retrieve it from a roll force measurement
transducer. This signal is corrupted by noise due to the natural incoming
thickness deviations in the sheet material itself as well as other factors such as
variations in material hardness, etc. Add to this the fact that the roll eccentricity
condition is time varying as a result of a harsh process environment and the
problem is even more difficult to address.

The next question to be considered is: why use adaptive notch filtering? First
of all a number of other methods have been proposed and used, one such
being the Fast Fourier Transform (FFT). This method requires the connection
of position feedback devices to the rolls which are themselves very hard to
maintain. Further, the F F T method is well known to fail if there are fading
amplitude variations, in which case a "leaking spectrum" occurs (Nakazato
et al., 1983 and C a d z o w and W u , 1987). Other methods are based on
approximate mill models in the estimation process (for example; Teoh,
Goodwin, Edwards and Davis, 1984).

These techniques produce good

performance for s o m e product grades, however, such models are only
accurately known for a very restrictive range of products which m e a n s an
overall degradation in performance.

Tunable filtering techniques (Fapiano, 1985) also have been suggested and
used with s o m e success, however, these have only retrieved the fundamental
component. It is well known that roll eccentricity has associated higher order
harmonics which cannot be ignored. Recent research activity on the use of
adaptive IIR notch filtering for the estimation, tracking and retrieval of sinusoids
in noise has taken place with much reported success. This success provides
strong motivation to apply these notch filtering techniques to the problem at
hand.
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Chapter 2 begins with a modified tunable version of the IIR notch filter
proposed by Nehorai (1985) and Ng (1985, 1987). O n e difference is that a
variable constraint on the position of the zeros w a s introduced. This allows
the notch filter to be easily converted into a line enhancer by appropriate
selection of the filter coefficients without requiring structural changes. This is
in contrast to the structure proposed by Thompson (1978). The proposed line
enhancer m o d e has the distinct advantage of allowing the user to vary the
gain of the filter at the notch frequency. Further, a gain factor is also proposed
which ensures that the gain is always unity everywhere except at the
frequency of interest. In other words, the ideal notch filter characteristics can
be approached more closely even for wide bandwidths. A simple graphical
design procedure is given, which permits direct gain and bandwidth selection
at the desired frequencies. This design procedure is also useful for the
adaptive case where selection of the appropriate notch filter characteristics is
also required. The gain and phase properties, are examined as a function of
pole-zero constraints.

One of the important issues that requires consideration in an adaptive notch
filtering application is to evaluate its performance in terms of the parameter
estimation accuracy. The Cramer-Rao Lower Bound for sinusoids in noise
was first derived by Rife and Boorstyn (1974) based on a m a x i m u m likelihood
estimator. Subsequent to this, Nehorai (1985) derived the C R L B for a second
order A R M A process which corresponds to the underlying adaptive notch filter.
The derived bound excluded the contribution of the sinusoids towards the
parameter estimation accuracy. In Chapter 3, the C R L B corresponding to the
cascaded multiple notch case is derived using a frequency domain approach.
Further, the presence of the sinusoids is taken into account. The result is
intuitively expected and indicates that more accurate parameter estimates are
achievable at higher signal-to-noise ratios. O n e

of the problems which
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arises w h e n examining previously published work is that different authors
have used different algorithms together with notch filtering under different
conditions and so it is difficult to ascertain which algorithm yields the best
estimation accuracy.

In order to resolve this issue the three algorithms

concerned - the Stochastic G a u s s Newton (SGN), the Recursive M a x i m u m
Likelihood (RML) and the Approximate M a x i m u m Likelihood (AML) - were
simulated under the s a m e conditions. Note that the S G N algorithm and the
R M L algorithm are quite similar. In fact, they are both of recursive m a x i m u m
likelihood generic form except that the S G N algorithm uses a prediction error
in its parameter update, while the R M L uses a residual error sequence.
Various researchers in the area of IIR digital notch filtering have used the
above nomenclature to differentiate between the two methods. The simulation
results are summarized in Chapter 3 and it is concluded that the R M L
algorithm yields the best results. It w a s also found that although the A M L is not
statistically efficient, its performance is very good.

This is particularly

interesting in view of the fact that the A M L is the least computationally
expensive a m o n g the three algorithms considered. O n the question of the
estimate bias, it w a s found from extensive Monte Carlo simulations, that it is
minimal, especially as the notch filter approached ideal characteristics.

From a practical point of view it is desirable for the adaptive algorithm to be
simple to implement, robust and have proven convergence properties. From a
literature survey it is clearly evident that the given criteria have not been fully
satisfied by any one of the algorithms implemented so far. For this reason it is
important to look for other algorithms and possibly other filter structures which
m a y provide improved performance. Such are the aims of Chapter 4. First of
all the practical problem which is to be solved is examined more closely and
two suitable filter structures are proposed. O n e structure is based on the fact
that two signal sources are available. For instance, in the given application,

20

one signal is obtained from the roll force measurement which includes both
the noise due to the thickness deviation of the metal strip and the roll
eccentricity effect.

T h e other signal is obtained from a radioactive gauge

thickness measurement system located at the entry end of the process and
can be considered as a correlated noise signal. However, in certain cases this
noise correlated signal is not available and a different filter structure based on
a single composite input is proposed and analysed. It w a s found that the
single input model is equivalent to the two source model structure for the
special case w h e n the signal source containing the broadband component is
equal to zero. With both of these filter structures it was proposed that a
gradient-based algorithm be used. It is worth noting that, in this application,
the region where the sinusoidal frequencies are located is always
approximately known. Hence, the required algorithm will have good initial
estimates and its main function will be in tracking. It is well known that
gradient algorithms have excellent tracking capabilities, particularly, if the
adaptation coefficient is appropriately selected. They are quite straightforward
to implement and their convergence properties have been studied by Widrow
and Stearns (1986), Bitmead, Anderson and Ng (1986), amongst others.
Although such gradient based algorithms have been used in adaptive IIR line
enhancement filtering applications (Hush, Ahmed, David and Stearns, 1986),
it can be said that they have not been applied to the proposed notch filter
structures. Error surface analysis of the proposed notch filter model provides
valuable insight into their convergence characteristics. The effect of filter polezero constraint on the error surface is investigated, as well as its effect on
convergence.

For multiple notch cases the situation is problematic because

the error surface is multimodal. It is concluded that the most stable form of
implementation is by cascaded m e a n s where each second order filter module
is certain to converge to a sinusoid. This is because there is a local minimum
associated with the presence of each sinusoid. The added advantage of using
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gradient-based algorithms is that, in such cases, each module will find the
nearest local minimum to its initial estimate provided the adaptation coefficient
is small enough. Hence, the frequency spectrum of interest can be divided
into subregions with each having only one minimum.

Having examined the merits of the proposed notch filter structures together
with the gradient-based algorithms in Chapter 4, their applicability to the
problem of roll eccentricity signal retrieval is addressed in Chapter 5. The
proposed solution for frequency estimation is an adaptive c o m b filter. Such a
filter is new in the sense that it consists of a number of second order notch filter
modules with specially constrained bandwidth characteristics. In addition an
approximate gradient-based adaptive algorithm is used.

Error surface

analysis indicates that, since a good initial estimate of the fundamental
frequency is available, robust behaviour can be expected. Further, a standard
Recursive Least Squares (RLS) algorithm is included to determine the
required amplitude and phase of each sinusoid after the frequencies have
been determined. The overall solution to the roll eccentricity signal retrieval is
a software sensor with modest computational requirements and no additional
hardware instrumentation is needed to be installed in the harsh mill
environment. The resulting signal is considerably more representative of the
actual roll eccentricity phenomenon than other previously proposed methods
such as by Fapiano, (1985). If a more accurate solution is required then it is a
simple matter to add second order modules to the c o m b filter to retrieve higher
order harmonics.

This can be achieved without significant additional

computational burden since the adaptive algorithm considers only a single
parameter which corresponds to the fundamental frequency of the harmonic
series. A s only the fundamental is estimated, the notch filter corresponding to
the fundamental frequency is constrained to have a wider bandwidth. This
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enhances the performance of the gradient based algorithm and results in
faster convergence.

1.4 Summary of Contributions

Refinement of the notch filter parametization to provide simple notch
gain adjustment as well as allowing straightforward conversion between
notch filtering and line enhancement modes.

Investigation of the gain and phase properties for the modified notch
filter as a function of pole-zero constraints.

Development of a procedure using graphical characteristics to select
gain and bandwidth criteria for the design of notch filters.

Derivation of the Cramer-Rao Lower Bound for both the second order
notch filter and for the multiple cascaded notch case.

Evaluation of the estimation accuracy of various adaptive algorithms
including: S G N , R M L and A M L w h e n applied to notch filtering.

Synthesis of two novel adaptive notch filter structures.

Error surface analysis of the proposed new filter structures.

Application of a simple gradient-based adaptive algorithm to IIR notch
filtering.

Investigation and analysis of the roll eccentricity phenomenon.

23

Synthesis of a new gradient-based comb filter.

Development and testing of a new software sensor for the retrieval of
the roll eccentricity signal including: frequency, phase and amplitude of
each harmonic.
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Chapter 2

Tunable Second Order Infinite
Impulse Response (IIR) Notch
Filtering
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2.1

Introduction

A modified second order IIR notch filter model with constrained poles and
zeros is presented which eliminates or retrieves sinusoids e m b e d d e d in a
broadband signal. Such a filter is ideally suitable for tunable applications
where the sinusoidal frequencies are known a priori. The filter is analysed by
examining its gain and phase characteristics. An interesting property of the
proposed notch filter model is that it can be converted into a line enhancer by
interchanging the coefficients that constrain the position of the poles and
zeros. Further, the s a m e structure provides the desirable feature of adjustable
gain at a specific frequency while leaving the remainder of the spectrum
unaffected. A constant gain factor is also introduced which provides near ideal
notch filter characteristics even w h e n wide bandwidths are required.

The

proposed modifications result in a direct improvement to the notch filter
performance and flexibility.

A straightforward design procedure is developed based on a set of design
characteristic graphs. The necessary data for the design is the filter bandwidth
and notch frequency. This design procedure is also very useful in adaptive
applications where one needs to select appropriate notch characteristics. It
will be shown in later chapters that the bandwidth characteristics, in particular,
have a direct bearing on the convergence rate of the filter.

The organization of this chapter is as follows: Section 2.2 discusses the time
and frequency domain representation of multiple sinusoids. Section 2.3
contains the IIR notch filter parametization; the gain and phase characteristics
are given in Sections 2.4 and 2.5 respectively: Section 2.6 contains the design
procedure for both notch and line enhancement filters; while Section 2.7
concludes the chapter.

2.2

Time and Frequency D o m a i n Representation of Multiple
Sinusoids

It is well known (Ulrych and Clayton, 1976, Kay and Marple, 1981) that a
single sinusoid with frequency fj sampled at a constant interval T s seconds can
be described by a 2nd order difference equation as follows:

Xj(t) = -ajXj(t-1)-Xj(t-2) (2.1)

where Xj(t) = sin cojt for - n < COJ < K and aj = -2 cos COJ for COJ = 27ifjTs, and
- 2 J " ^ fi ^ 2 T ~ '

Takin

9 t h e z-transform of Equation (2.1) yields:

Xi(z-i)(1 + ajZ-l + z- 2 ) = F(z-i)

(2.2)

where F'(z"1) is a polynomial of second degree and reflects the initial
conditions. N o w consider a signal u'(t) consisting of m sinusoids,
m

u'(t) = X x iW

(2-3)

i=1

where Xj(t), i = 1, •••, m satisfies Equation (2.1). Taking the 2-transform of
Equation (2.3) and using Equation (2.2), it follows that:
U'(z-1) = -^ ^ (2.4)
11(1+ aiz-1 + z - 2 )
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where F(z-1) is a polynomial of degree 2 m which reflects the initial conditions.
It is now clear that a signal consisting of a s u m of m sinusoids satisfies the
following difference equation:
m
1 7 ( 1 + ai 2-1 +z- 2 )u'(t) = 0
i=1

(2.5)

Equation (2.5) describes a Moving Average (MA) process. The MA model is
simply,
m

A(z-i) = r i ( 1 + ai*" 1 + z~2 )

(2.6)

i=1

where A(z-1) has complex conjugate roots which lie on the unit circle in the
z-plane. The angular frequency of each sinusoid is given by the angle
subtended on the real axis by the root of the upper half-plane.

2.3 IIR Notch Filter Parametization

Now consider a signal consisting of a sum of m sinusoids buried in noise as
follows:

y(t) = u(t) + n(t) for t = 1,2, - (2.7)

where n(t) is defined as a zero mean sequence of independent and identically
distributed random variables with variance o 2 and u(t) is a sum of m sinusoids
specified by Equation (2.8).
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m
u ( t ) = X C i s i n (°M + (l>i)
i=1

(2-8)

where COJ e (-7U, K) and Cj,tyare both real. Simple trigonometry shows that the

sinusoids in noise process, Equation (2.7), can be described by the followi
ARMA model (see Kay and Marple, 1981):
A(z-i)y(t) = A(z-i)n(t) (2.9)
This result implies the following filter structure for the elimination of
components in the input signal y(t).
m
JI(1+ a,z-i + z - 2 )
H(z"i) = - ^
H(1+ aaiz-1 + z -2 )
i=1

(2.10)

Expanding Equation (2.10) into polynomial form, it can be readily verified that

H ( z -1 ) =
K }

-D(z^_=
D(az-1)

2m
X di Z-"
_±0
2m
X diaiz-i
i=0

where 0 < a < 1, do = d 2 m =1. and d2m-i = dj for i = 1,-, m-1.

v

Equation

(2.11) is the same as the filter parametization proposed by Nehorai (1985)

and Ng (1985, 1987). When the input signal y(t) is passed through H(z-1) t
result is:

v(t) = H(z-1) y(t) = H(z-1) u(t) + H(z-1) n(t) (2.12)
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Since the poles of the tunable filter are constrained to be within the unit circle,
stability is ensured. Further, the sinusoidal components, u(t), are completely
eliminated by this filtering process (i.e., H(z'1) u(t) = 0). Hence it follows that:

v(t) = H(z-i)n(t) (2.13)

Now if a is chosen very close to 1, H(z-1) will have unity gain everywhere
except at the sinusoidal frequencies where the gain will be zero. Thus H(z~1)
approaches the ideal notch filter characteristics and so the broadband or noise
component

is only slightly distorted in the process described

by

Equation (2.12). Clearly, with oc» 1,

v(t) = n(t) (2.14)

The notch filter given by Equation (2.11) has a minimal number of parameters
where m notches are characterized by m parameters. In the given case, the
zeros of the filter are located on the unit circle while the position of the poles
are located on the s a m e radial line and constrained by the coefficient a to be
within the unit circle.

•Now consider the implementation of second order IIR notch filter modules in
either cascade or parallel form. For reasons which will b e c o m e clear in the
following section, suppose it is also desired to have control over the location of
both poles and zeros. The above requirements are satisfied by modifying the
filter structure, Equation (2.11), as follows:

,lf--«i
K

A

<PZ'1>

1 + Paz-1 + [Pz- 2

' A(az-1) " 1 + a a z - i + a 2 z - 2

(

^15'
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where p e (0,1). Figure 2.1 s h o w s the relative pole-zero locations and the
physical meaning of a and p. T h e filter given by Equation (2.15) is still
characterized by a single parameter and its structure is depicted in Figure 2.2.

Figure 2.1

Pole-Zero Location of 2nd Order IIR Notch Filter.

pa>
v(t)

y(t)

-^xa •

<a^

Figure 2.2

Block Diagram of 2nd Order Notch Filter.
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2.4

Gain Characteristics

The gain characteristics versus normalized frequency for the modified filter o
Equation (2.15) is now examined. Consider the case where 0 « a < p = 1 for
various values of a (i.e., a = 0.70, 0.85, 0.98) and fj = 0.25 Hz. The result is
shown in Figure 2.3. Clearly, the notch bandwidth can be m a d e extremely
narrow by constraining the poles to be very close to the unit circle, hence near
ideal notch filter characteristics are achievable.
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The second interesting property of the modified notch filter parametization is
observed w h e n the poles and zeros are constrained by the inequality;
0 « p < a <1. Note that in this case the position of the poles and zeros have
been interchanged such that n o w the zeros are located radially on the inside
of the poles. The poles are constrained to be very close to but not on the unit
circle in order to avoid instability problems. The resulting gain characteristics
are depicted in Figure 2.4, and these show that the s a m e filter structure can be
converted into the line enhancement m o d e without requiring structural
changes. This is advantageous over previously proposed line enhancers
(Thompson, 1978, R a o and Kung, 1984), which had in fact, a different filter
structure from the notch filter configuration. Further, since both a and p are
controllable coefficients, the flexibility of being able to provide a variable gain
at the frequency of interest in either m o d e of operation is available. This
versatility is desirable in m a n y practical applications. Note that both tunable
filter m o d e s are asymtotically stable and can be designed to provide near
ideal gain-frequency characteristics at no extra cost.

Close examination of the gain characteristics of Equation (2.15), reveals that
as the distance between the poles and zeros is increased the characteristics
depart from the ideal. That is, the gain is no longer unity everywhere and zero
at the frequency of interest. In situations where this is a problem it can be
overcome by introducing a gain factor to the proposed filter as follows:
1 + Paz-1 + p 2 z - 2
H(z- ) = -d
1 + aaz"1 + a2z"2
1

(2.16)

where
A(az-1)

*- W n

<2-17>
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with z = ei° or z = ei*: Note that $ is the inverse filter gain obtained at a
frequency displaced far away from the actual notch frequency, COJ, and will be
either the D C gain or the high frequency gain. This modification is often not
necessary, since, in general, the desirable notch filter characteristics would be
such that the a and p coefficients are located close to the unit circle. However,
should this not be the case then the gain characteristics can be improved as
per Equations (2.16) and (2.17). The result of such a modification is shown in

Figure 2.5. Also, for demonstration purposes Figure 2.5 depicts the effect of
varying the filter parameter 'a' which controls the position of the notch within
the frequency spectrum.
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2.5 Phase Characteristics

One of the important considerations in the selection of digital filters is its
response characteristics. A plot of the phase versus frequency is shown in
Figure 2.6 for p = 0.999, f,- = 0.25 H z and a =0.70, 0.85, 0.98. A s expected with
IIR filters the phase characteristics are non-linear.
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Figure 2.6 Phase Characteristics of 2nd Order IIR Notch Filter With
Constrained Poles and Zeros.

The phase (<))) for the second order notch filter is in the range of -90° <
and exhibits a sharp change in polarity near the notch frequency. The phase
at the notch itself is zero. This is particularly useful in tunable line
enhancement applications because it means that the retrieved frequency has
no phase distortion. It is interesting to note that the phase distortion is

and only affects the region near the notch frequency for the ideal case (i.e.
a approaches unity). In adaptive cases, however, where the notches are
characterized by a very narrow bandwidth, the phase estimate may be too
sensitive to be useful.
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An important property of the modified notch filter, Equation (2.15), is that if p is
selected to be within the unit circle then it becomes a minimum phase filter
which is similar to an all-pass network (Regalia and Mitra, 1987). In other
words, given any filter design, a stable inverse filter transfer function exists
such that the cascade of the two achieves zero phase. The ideal filter
characteristics are still realizable since p can be placed extremely close to 1.
For instance, p = 1 - ^, where <; is an arbitrarily small number whose value is
limited only by the accuracy of the computer.

2.6 Notch Filter Design Procedure

It can be shown that for the notch filter described by Equation (2.15), the g
attenuation at frequency co; is given by the following expression:

H(2-D | 2_eiUj =
z-e

^—£1 - a

(2.18)

Further, the -3dB bandwidth (BW) is obtained by finding the two points on the
unit circle which are V2~times as far from the pole as they are from the 2ero.
The result is found geometrically, and approximately:
2 ( p 2 + 1) - ( a 2 + 1 )
B W = 2 cos-1
(4p - 2 a )

(2.19)

Hence, Equations (2.18) and (2.19) can be used to design specific notch filters
with given desired characteristics such as bandwidth and notch gain
attenuation. The desired filter is obtained by appropriate selection of p and a
constraints. A n appropriate design procedure is outlined below:

37

1.

Given the notch frequency COJ, the parameter 'aj' is determined

from the expression aj = -2 cos COJ;

2. For specific user defined bandwidth and gain attenuation at
frequency ©j, the pole and 2ero constraints are determined from
the characteristic graphs depicted in Figures 2.7 and 2.8.
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Example:

Suppose that a single notch is required at a normalized

frequency of 0.2Hz with a -3dB bandwidth of 0.031 Hz and a gain attenuation
of -20dB. Applying the first step results in aj = -0.618. Secondly, the
intersection between the desired 0.031 Hz bandwidth and the graph
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corresponding to a notch gain attenuation of -20dB (indicated by the dotted
lines in Figures 2.7 and 2.8) yields the following values for pole and zero
positions; a = 0.898 and p = 0.99. T h e simplicity of the above design
procedure is clearly evident. For the case where the sinusoid is to be retrieved
a line enhancer can be implemented using the s a m e structure. This can be
achieved by interchanging the coefficient values of a and p corresponding to
the pole and zero locations in the z-plane (that is, a = 0.99, p = 0.898). Hence,
the above procedure, including the characteristic graphs (Figure 2.8), are also
suitable for designing tunable line enhancers. It is important to note that the
stability of the filter is ensured, as the location of the poles and zeros are both
constrained to be within the unit circle.

2.7 Conclusion

A modified second order IIR notch filter structure with constrained poles and
zeros has been presented. The purpose of such a filter is to eliminate or
retrieve a sinusoidal signal embedded in noise. If a number of sinusoids are
present, the proposed filter structure can be implemented in either parallel or
cascaded form. This form of implementation permits the use of multiple
processors for real-time processing, as well as incorporating a priori
constraints at each individual module.

The gain and phase characteristic properties were examined in detail and it
was shown that the modified notch filter parametization has certain distinct
advantages over its former parametization. The s a m e structure is suitable for
both line enhancement or sinusoidal elimination at no extra cost. In fact, to
change from one m o d e to the other simply requires the interchanging of filter
coefficients. Further, the filter exhibits minimum phase properties. Finally and
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perhaps most significantly, the bandwidth can be set as sharp as desired and
is only limited by the accuracy of the processor where it is implemented.

A design procedure is also provided which can be used to determine the
required filter parameters given notch filter characteristics, such as bandwidth
and notch gain attenuation. A set of characteristic graphs are included to
further simplify the design procedure.
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Chapter 3

Adaptive IIR Notch Filtering
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3.1 Introduction

This chapter considers the adaptive notch filter based on the modified
parametization presented in Chapter 2. A frequency domain analysis is
carried out to evaluate the goodness of minimizing the cost function in an
adaptive environment. The result indicates that the proposed cost function is
applicable and should lead to good parameter estimates.

One of the important issues that requires consideration in an adaptive notch
filter application is to evaluate its performance in terms of the parameter
estimation accuracy. The Cramer-Rao Lower bound (CRLB) for sinusoids in
noise has been derived by Rife and Boorstyn (1974) and w a s based on a
m a x i m u m likelihood estimator. Subsequent to this work, Nehorai (1985)
derived the C R L B for a second order A R M A process which corresponds to the
underlying adaptive single notch filter. The derived bound excluded the
contribution of the sinusoids towards the parameter estimation accuracy. This
is supported by the fact that Nehorai w a s able to experimentally obtain values
for the standard deviation (o) of the estimates which are of the s a m e order of
magnitude as the C R L B variance (o2). Hence the experimental results were
far more accurate than theoretically possible according to his C R L B analysis.
In this chapter, the C R L B corresponding to the (modified) cascaded multiple
notch case is derived using a frequency domain approach. Further, the
presence of the sinusoids is also taken into account. The result indicates that
more accurate parameter estimates are achievable at higher signal-to-noise
ratios.

As stated previously a number of adaptive algorithms have been applied to
notch filtering by various authors, including: Friedlander and Smith (1984);
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Rao and Kung (1984); Nehorai (1985); and N g (1985,1987).

A proper

evaluation and performance comparison in terms of estimation accuracy using
these algorithms is quite difficult as the algorithms were applied under different
simulation conditions. For this reason all three algorithms, that is: the
Stochastic Gauss-Newton ( S G N ) algorithm, the Recursive M a x i m u m
Likelihood (RML) algorithm and the Approximate M a x i m u m Likelihood (AML)
algorithm were implemented. It is interesting to note that although the above
authors have used different nomenclature for the S G N and the R M L algorithms
they both are of the s a m e generic form. The difference is that the S G N is
based on prediction error while the R M L is based on a residual sequence in
the parameter update.

The s a m e signal-to-noise ratio conditions, as well as

filter parameter characteristics, are maintained throughout the Monte Carlo
simulations. The results included show that the R M L algorithm yields the best
results, particularly for longer sample lengths. The R M L method is the most
computationally expensive algorithm of all three algorithms considered.
Although the A M L is not an asymptotically efficient algorithm, its performance
was found to be excellent. This is significant as it is the simplest to implement
and the most robust of all three algorithms.

Chapter 3 is organized as follows: Section 3.2 presents a frequency domain
analysis of the minimizing cost function; the Cramer-Rao Lower Bound is
derived in Section 3.3; Section 3.4 contains the S G N , the R M L and the A M L
estimation algorithms; Monte Carlo simulation results are included in
Section 3.5; while Section 3.6 concludes the chapter.
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3.2 Frequency D o m a i n Analysis

From the analysis presented in Chapter 2 it seems appropriate for an adaptive
estimation algorithm to adjust the filter parameters by minimizing the quadratic
cost function given by
N
JN(6)=XV2(1)
t=1

(3-1)

where N is the number of data samples, v(t) is the filter output, JN(9) is the
output power and 9 is the parameter vector. In this section a brief frequency
domain analysis is carried out to establish the merits of the minimizing
condition (cost function) as given by Equation (3.1). A frequency domain
approach is the natural choice because of the inherent frequency dependency
of the problem. Once again consider an input signal consisting of a sum of m
sinusoids in noise as per Equation (2.7) in Chapter 2. The power spectrum of
y(t), u(t) and n(t) are denoted by a>y(co) Ou(co), and <Dn(co) respectively. The
noise is assumed to be an independent zero m e a n white Gaussian sequence
which is characterized by a smooth spectrum and is independent of u(t). It
follows that:

Oy(co) = <]>u(co) + <£n(co) (3-2)

where
2m

I

O U (CD) = ^ ^

1

c

2

- 2 - 8 ( C O - COJ)

(3.3)
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cf
and -aj- is the sinusoidal power at frequency co; and 8() is the Dirac delta

function. When the input signal y(t) is passed through the following filter
transfer function:
2m

X dip'z-i
H(Z 1) =

"
2m^ (3-4)
X djcxiz-i
i=0
where do = d2m = 1 and d2m - i = dj for i = 1 ,•••, m-1 (as discussed in Section
2.3 of Chapter 2), and the output power JN(9) is given by

1 K
JN(9) = — J |H(ei«)|2 oy(co) dco

(3.5)

-K

where 9 = [di,-, d m ] T is the parameter vector. Expanding Equation (3.5)
using Equations (3.2) and (3.3) leads to:
2m

EC?
= R(9) + S(9)

(3.6)

Note that

1
R(9) = —

n

J|H(eJ«)|20)n(co)do)

(3.7)

while
2m
-^-|H(ei»j)|2

S(9) = ^

(3.8)

1
Clearly, the optimum minimizing cost function is simply S(9) which is the
power due to the sinusoids alone. In this case if the filter parameters are
adjusted such that the notches are located precisely at the sinusoidal
frequencies, S(9) is minimum (or zero for p = 1) and unbiased estimates are
obtained (Rao and Kung,1984 and Shynk,1989). Unfortunately S(9) is not
generally available except when there is no noise. In the presence of noise,
however, J N (9) is the only available cost function. A s R(9) is a function of the
parameter vector 9, the minimization process of J N (9) is also affected by the
noise power.

A simple solution to the above problem is to ensure that R(9) is constant and
independent of 9. Such conditions exist when the notch filter has ideal
characteristics given by unity gain everywhere except at the frequencies of
interest where its gain is zero (i.e., bandwidth = 0). In this situation |H(eiw)|2 = 1
for co G [-7C, K] and hence;

1

n

R(0) = R' = —

fon(co)dco

(3.9)
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where R' is constant and equal to the noise power. Thus, the minimizing
function becomes

J N (9) = R' + S(9)

(3.10)

47

Clearly minimizing J N (9) is valid and is equivalent to minimizing S(9). Hence
the cost function given by Equation (3.1) is appropriate and should lead to
good parameter estimates.

3.3 Derivation of the Cramer-Rao Lower Bound For Multiple
Cascaded Adaptive Notch Filtering Parameter Estimation

The performance of an adaptive notch filter depends on both the application
and the estimation algorithm. O n e significant performance characteristic is the
expected parameter estimation accuracy.

Such a characteristic can be

obtained by deriving the Cramer-Rao Lower Bound which gives the best
achievable asymptotic parameter estimation accuracy given that an efficient
estimator is used. Another important performance measure is the asymptotic
bias which has been analysed in detail by Stoica and Nehorai (1988).

For m cascaded modules the notch filter transfer function becomes:
m
_ T T
1 1
i=1

1 + Pa, z-i + p» z-»
1 + cxaj z-1 + a 2 z- 2

v

'

where a\ are the filter parameters to be estimated. When the input y(t) to the
cascaded notch filter consists of m

sinusoids e m b e d d e d in noise,

i.e., y(t) = u(t)+n(t), the output can be expressed as

v(t) = H(z-i)y(t) (3.12)
m
where u(t) = E Cj sin (cojt + (|>j) describes the s u m of m sinusoids with
i=1
magnitude Cj, frequency COJ and phase <j>j. The term n(t) represents a zero
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mean white Gaussian noise signal with variance o 2 . W h e n an input sequence
(y(t)} is applied to H(z_i) then the output sequence {v(t)} is measured through
direct computation using Equation (3.12). Following Goodwin and Payne
(1977) and Ng, Goodwin and Sbderstrbm (1977), M k ) P , the K,p th element of
the Fisher Information Matrix can be expressed as:
d log P(V/ e )y9 log P (V/e)
dar

MK,P=EV/4 p ™

(3.13)

1 :

where P(V/e) denotes the likelihood function for the data, 0 = [ a ^ - . a m ] 1
while Ey/e denotes the conditional expectation over the data, given the
parameter vector 9. For Gaussian assumption, the log likelihood function is
N
2

I r\2(\)

log (P(V/e)) = - j log (2 TC) - j log (a ) - ^

(3.14)

where N is the number of data points and T](t) is the residual sequence given
in this case by
(3.15)

Tift) =H(z-i)[u(t) + n(t)]

Equation (3.15) corresponds to the filter output which is computed using filter
parameter estimates. From Equation (3.14) w e can evaluate

1 ?

a log P(V/e)
da;

-r

M

an(t)

(3.16)

I Tl t) -^r-

Substituting Equation (3.16) into Equation (3.13) leads to

MK,P = Ev/e

1
o2

N

N

Ti(r)
r=1

da*

&

I
s=1

^(S)
T1(S)

dan

(3.17)
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Since Ti(r), - ^ - a r e independent and

E[Ti(r) TI(S)] = 0
fors*r
2
= o for s = r

(3.18)

Equation (3.17) becomes

M

J_ £ pn(tn ran(t)

«,p = Ev/e

a2

t= i

^3a k J (^ap

(3.19)

Simple manipulations then yield the following expression:

- g ^ = Gj(z) [u(t) + n (t)]

(3.20)

where

Gj(z)

=

2
(P-a)(1 - cxpz-2W-1
)z
(1 + aaj z-1 + a 2 z ~ 2 ) 2

(3.21)

Substitution of Equations (3.20) and (3.21) into Equation (3.19) results in a
Fisher Information Matrix that comprises two distinct terms. O n e of the terms is
due to the sinusoidal component while the other is due to the noise. Hence M
can be expressed as:

M = Mu + Mn

(3.22)
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where
N
!G 1 (z)u 2 (t)G 1 (z)
t=1
Mu=

Mn=

N
I Ga (z)u 2 (t)G m (z)
t=1

E
0

(3.23)

v/e
N
EGm(z)u2(t)Gi(z)
t=1 'm

N
I Gm(z)u2(t)Gm(z)
t=1 m

N
!G1(z)n2(t)G1(z)
t=1

N
I G1(z)n2(t)Gm(z)
t=1
(3.24)

n V/e

N
SGm(z)n2(t)Gi(z)
t=1 "m

N

. .

I Gm(z)n2(t)Gm(z)
t=1

The asymptotic parameter error variance then satisfies:
var (aj) > D,j

(3.25)

where aj is the estimate of a\ and Djj is the i th diagonal element of M"1. Since

N is assumed to be large, it is often more convenient to work with the a

Information Matrix per sample M defined below (Goodwin and Payne, 1977):

M

" NL« N (MU+Mn)

(3.26)
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For simplicity let us consider the case of a single sinusoid in noise. Applying
Parseval's theorem to Equation (3.26) results in the average Information Matrix
per sample as:
1K
Mu

= -^^

J Gi (ei«) G-|(e-i») dFu(co)

(3.27)

Mn = J~ (p Gi (z)Gi(z-D Y- (3.28)

where Fu(co), defined for to e [-n, K], is the spectral distribution of the sinusoidal
signal sequence {u(t)}. The integration in Equation (3.28) is along the unit
circle. M n can be computed using the numerical algorithm presented by
Astrom (1970). It is interesting to note that Equation (3.28) is the s a m e as the
C R L B derived by Nehorai (1985, Equation (A3)). The contribution due to the
sinusoidal term given by Equation (3.27) is non-zero. As the spectral density

c?
of a single sinusoid is given by -p- at co = co-| and zero elsewhere, Equation
(3.27) becomes:
Mu . (SNR)(P-")2 X (3.29)

where
X = 1 + cc2p2 - 2cxP cos 2a)!

(3.30)

Y = (1 + oc2ai2 + a4 + 2aai (1 + a2) cos ay + 2a2 cos 20^ )2 (3.31)

For finite but large N, the parameter error covariance var(a^) using an efficient
estimation algorithm can be approximated by (NM)" 1 . Figure 3.1 shows the
variance of the parameter estimate versus signal-to-noise ratio for various data
lengths (N). The normalized frequency of the sinusoid was assumed to be

0.125 H z for all cases. The situation when the notch filter is near ideal
(i.e. p = 1.0 and a = 0.95) is considered. It can be concluded that the variance
decreases for increasing S N R and/or for increasing N (the number of data
points). Such results are in agreement with c o m m o n expectation.

CQ
•a

a
c
(0
CO
>

-220
-32.0-25.6-19.2-12.8 -6-4

0.0

6.4 12.8 19.2 25.6 32-0

Signal-To-Noise Ratio (dB)

Figure 3.1

Cramer-Rao Lower Bound (variance) Versus Signal-toNoise Ratio for a 2nd Order IIR Notch Filter. The Input
Consists of a Sinusoid with Unit Amplitude and a
Normalized Frequency of 0.125Hz while the Noise
Component is White with Unity Variance.

Examining the contributions due to both the noise and sinusoidal components
on the Cramer-Rao Lower Bound reveals that the noise component M n
remains constant while the contribution due to the sinusoidal component is
critically dependent on the signal-to-noise ratio. Table 3.1 summarizes this
property and clearly shows that higher signal-to-noise ratios lead to better
parameter estimation accuracy. Note that the noise component M n is of the
same order of magnitude as the C R L B obtained by Nehorai (1985) for similar
data lengths. This is expected as the derived expression for the noise
contribution is the same.

SNR

Mn

Mu

M

-12 dB

0.5380* 10 7

0.1659* 108

0.2197* 108

OdB

0.5380 * 10 7

0.2654* 109

0.2708 * 109

0.5380* 10 7

0.4246 * 10 1 0

0.4251 * 1010

12 dB

Table 3.1 C R L B results for the second order IIR notch filter with
N =1000, a = 0.95, p = 1.00 and a normalized sinusoidal
frequency of 0.125Hz.

3.4 Filter Parameter Estimation

The performance of a number of adaptive frequency estimation algorithms
when applied to the notch filter model is discussed in this section. The
algorithms considered are:

(a) the Stochastic Gauss-Newton algorithm,

(b) the Recursive Maximum Likelihood algorithm and

(c) the Approximate Maximum Likelihood algorithm.

Although the above algorithms have been proposed and used by various
authors (for example: Friedlander and Smith, 1984; Rao and Kung, 1984;
Nehorai, 1985; and Ng, 1985,1987), it is difficult to properly evaluate their
results since the algorithms were implemented under different conditions. The
aim, therefore, is to apply the S G N , the R M L and the A M L algorithms to the
modified notch filter parametization as defined by Equation (3.4) under
identical signal and noise conditions. The derivation of these adaptive
algorithms are based on a polynomial notch filter model while the Cramer-Rao
Lower Bound derived in the previous section is for a cascaded notch filter
model application. This m e a n s that for a 2nd order notch filter model the
theoretical and simulation results are consistent and can therefore be
compared.
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3.4.1 T h e Stochastic G a u s s - N e w t o n Algorithm

As discussed in Section 3.2 the filter parameters are obtained by minimizing
the quadratic cost function given by Equation (3.1). The S G N algorithm
proposed by Rao and Kung (1984) and Ng (1987) uses a local approximation
to J N ( 9 ) at each time step update. Although this algorithm has been called a
S G N algorithm, it is in fact similar to the R M L prediction error algorithm
discussed by other authors. Using a Taylor series expansion,

v(t)~v(t) + ^(9-9(t))

(3.32)

where v(t) and 9(t) denote the estimates of v(t) and 9 respectively at time t.
N o w consider the case where H(z) is expressed in polynomial form as per
dv(t)
Equation (3.4). Evaluating —A-L at 9 = 9(t) yields
39
^-

= 6-1 (az) [pi y(t-i) + p 2 m -j y(t - 2 m +i)
i A

a' v(t - i) - a 2 m " ' v(t -2m +i)]

(3.33)

for i = 1, •••, m - 1 and

H P - = D"1(cxz) [p m y(t - m ) - a m v(t - m)]

(3.34)

where D(az) is the estimate of the polynomial D(az). Let

¥T(t) =

3di ' '

3dm

denote the gradient vector.

(3.35)
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Further, define
-Py(t-1) - p 2m "iy(t - 2 m +1) +
+ av(t - 1) + a 2 m - i v(t - 2 m +1)
(3.36)

X(t) =
m

-P -iy(t -m+1) - pm+i y (t - m -1) +
m+
i v ( t - m - 1)
+am-lO(t . m + 1) + a
- p m y(t - m ) +af"v(t - m )

From Equations (3.33) and (3.34), \j/(t) can be evaluated recursively as follows:

2m

¥(t) = -X[di(t)a' ¥ (t-i)] + %(t)

(3.37)

i=1

with d2m(t) = 1 and d2m-i(t) = dj(t). Having established a recursion for the
gradient vector, the S G N method then updates the parameter vector by the
following recursion (Rao and Kung, 1984):

a\

A.

9(t) = 9(t-1) + K(t-1)v(t-1)

K(t) =

P(t-1)y(t)
X(t)+ V '(t)P(t-1) V (t)

pm
u

JL(P(i
x(\){[l

u
)

p(t-Dv(t)v T (t)P(t-ir
Mt)+¥T(t)P(t.1)¥(t)

v(t) = y(t) + p2my(t - 2 m ) - a2mv(t - 2 m ) - 9T(t -1 )%(t)

(3.38)

(3.39)

(3.40)

(3.41)

where X(X) is a forgetting factor such that 0 < X(t) < 1. Note that Equations
(3.33) and (3.34) correspond to the complete gradient G1 given by Rao and

Kung, (1984) and Ng, (1985, 1987). A truncated version of G1 was suggested
by the s a m e authors which was computationally simpler and very well
behaved under white noise conditions. Such a gradient (G2) is obtained by
the same recursion as in Equation (3.37) but %{i) is replaced by
Py(t- 1) - p2m-iy(t -2m +1)
(3.42)

%(t) =
m

pm-iy(t - m + 1 ) - p +iy(t - m -1)
- p m y(t - m )

In coloured noise cases it is expected that Equation (3.42) will produce biased
estimates. However, the bias will reduce as a approaches unity (Rao and
Kung, 1984; and Stoica and Nehorai, 1988). The S G N algorithm is an
asymptotically efficient parameter estimation algorithm (Ljung and
Soderstrbm, 1983), provided the parameter estimates converge. In fact it has
been noted by Ljung and Soderstrbm (1983) that the S G N algorithm m a y not
converge and requires monitoring.

3.4.2 The Recursive Maximum Likelihood Algorithm

Friedlander and Smith (1984) as well as Nehorai (1985) used the RML
algorithm with IIR notch filtering. For comparison purposes the R M L algorithm
is implemented with the modified notch filter of Equation (3.4).

From

Equation (3.37) it is clear that the gradient vector y(t) is a filtered regression of
X(t), that is;

V(t) = D-i(oz)X(t)

(3.43)
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Such filtering is c o m m o n in recursive prediction error identification schemes
and is known to enhance their convergence behaviour (Nehorai, 1985). Let
the filtered variables be defined as:

vm .Jm

D(az)

or

v(t) = v(t)-a2mv(t-2m)
m-1

I

dj(t) [a'v (t - i) + a 2 ™-' y (t - 2 m + i)]

i=1
i=1
d m (t)a m v(t-m)
a*\

(3.44)

and

D(oz)
or
y(t) = y(t)-a 2m y (t-2m)
m-1

1

dj(t) [a' y (t - i) + a 2 ™-' y (t - 2 m + i)]

i=1
i=1
d m (t)a m y(t-m)

(3.45)

The R M L algorithm (Nehorai, 1985), for the modified notch filter parameter 9
update is given as follows:

v(t) = y(t) + P2my(t - 2m) - a2mv(t - 2m) - xT(t -1 )9(t -1) (3.46)
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P(t) =

_Lfp(t
Ht){

^

P(t-1)¥(t)¥ T (t)P(t-1h
Mt) + v T (t)P(t-i) v m

(3.47)

9(t) = 9(t-1) + P(t)\|/(t-1)v(t)

(3.48)

v(t) = y(t) + P2my(t - 2m) - a2mO(t - 2m) - xT(t -1 )9(t)

(3.49)

-Py(t-1) - p2m-iy(t - 2 m +1) +
+ av(t - 1) + a 2 m-itf(t- 2 m +1)
x(t) =

(3.50)
m

-P "iy(t -m + 1) - pm+iy(t - m -1) +
+ am"iv(t - m + 1) + a m +iv(t - m - 1)
- p m y(t - m ) + a m v ( t - m )
-P y(t-1) - p 2 m-l y(t - 2 m +1) +
+ av(t - 1) + a 2 m "i v(t - 2 m +1)
v(t) =

(3.51)
-Pm-1 y(t -m+1) - pm+1 y(t - m -1) +
+ am'1 v(t - m + 1) + a m + i v (t - m - 1)
- p m y (t - m ) + a m v(t - m )

Like the S G N algorithm, the R M L is an asymptotically efficient algorithm and
also requires monitoring. This has been verified by the work of Friedlander
and Smith (1984) where it is reported that considerable stability projection is
necessary. Nehorai (1985) implemented the R M L to an optimal notch filter
parametization and found that it converged in most of the simulation trials. In
some cases, however, a number of outliers were experienced.

The R M L

algorithm uses a residual sequence in its parameter update and this is the
only difference between the R M L and the S G N algorithm described
previously.
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3.4.3 The Approximate M a x i m u m Likelihood Algorithm

The AML is not an asymptotically efficient parameter estimation algorithm.
However, it has proven convergence properties for the A R M A and A R M A X
model (Solo, 1979), under certain conditions and does not require monitoring.
Based on simulation results Ng, (1987) reported that the A M L converged in all
cases considered while the S G N had problems in some situations. The A M L
algorithm (Ng, 1987), when applied to the proposed notch filter model, is given
by:

9(t) = 9(t-1) + K(t-1)v(t-1)

K(t) =

P(t-i)z(t)
Mt) + xT(t)P(t-i)x(t)

T
P(t1)x(t)x
(t)P(t - m
P(t) = — P(t-1)
T
w
Mt) + x (t)P(t-i)x(t)
MX)

(3.52)

(3.53)

(3.54)

where
py(t - 1) - p 2 m-i y (t - 2 m +1) + ocr|(t - 1) +"
+ a2m-iti(t -2m +1)
(3.55)

X(t) =
- p m "iy(t - m + 1 ) - pm+iy(t - m - 1) +
+ am-i"n(t - m +1) + a m+ iTi(t - m - 1 )
- p m y(t - m ) + amri(t -m)
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and

•n(t) = y(t) + P2my(t - 2m) - a2">n(t - 2m) -QJ(t)x(X) (3.56)

The sequences v(t) and rj(t) differ slightly, where v(t) can be considered as
being the prediction of the filter output at time t given the parameter estimates
at time (t -1). The sequence ri(t) is the residual of the filter output as it uses the
estimates of the filter parameters at time t.

3.5 Simulation Results

In this section, results are presented which compare the estimation accuracy
obtained from experimental Monte Carlo simulations and the C R L B derived in
Section 3.3. All three algorithms including the S G N , the R M L and the A M L
were implemented and executed under the s a m e conditions. It is expected
that the frequency estimation accuracy for a single sinusoid in additive white
Gaussian noise will approach the C R L B , provided the adaptive algorithm is
statistically efficient and the number of data samples is reasonably large.

Example 1. The first case considered is for a single sinusoid in white
Gaussian noise where the signal-to-noise ratio is 12dB. The results are
shown in Table 3.2 for various data lengths; that is, N = 128, 500, 1000, 2000.
Each result is based on one hundred independent experiments. Experimental
variance w a s obtained by considering the last estimate of each of the one
hundred different experiments. It is clear that the R M L algorithm is at least one
order of magnitude better, in terms of parameter estimation accuracy, than the
other two algorithms. The A M L algorithm, despite being statistically inefficient,
performed extremely well, and on the whole somewhat better than the S G N
algorithm. In general, the parameter estimation accuracy obtained from Monte
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Carlo simulations does indeed approach the C R L B . The validity of the C R L B
results were also verified by considering the case where N tends to infinity.
This w a s achieved by considering the variance of the last one thousand
parameter estimates in one hundred experiments of two thousand samples
each. With the s a m e signal conditions as given in Table 3.2, the experimental
variance using the R M L algorithm w a s found to be 3.2200 * 10'9. This result is
smaller than for the case indicated in Table 3.2 where N = 2000 (i.e.,
var (9) = 8.4700 * 10"9) and is clearly approaching the derived C R L B which is
calculated to be equal to 6.3291 * 10 -10 .

Regarding the bias associated with adaptive notch filter parameter estimates,
it is noted from the analysis of Stoica and Nehorai (1988), that for a single
sinusoid case the order of the bias is given by:

bias(9) = 0((p - a)5) (3.57)

In this example the expected order of the bias is 10'5 which, in fact, agrees
very well with the results obtained and shown in Table 3.2. The actual
parameter 9 is zero (i.e., the sinusoidal frequency is 0.25 Hz), and therefore,
9ave represents the estimate bias.

The next case considered is where the signal-to-noise ratio is reduced to
OdB.

The corresponding results are shown on Table 3.3. O n c e again all

algorithms performed quite well, however, their performance w a s significantly
inferior compared with the expected C R L B .

In conclusion it can be stated that, the three algorithms converged in all
simulation trials and under different signal-to-noise ratio conditions for the
single sinusoid in noise case.

Algorithm

N

9ave

Variance (9)

CRLB

SGN

128

-2.3564* 10-3

8.3186* 10-4

1.5453* IO"7

RML

128

-1.4471 * 10-3

6.2631 * 10-6

1.5453*10"7

AML

128

9.0932*10-3

2.0991 * IO'4

1.5453*10-7

SGN

500

-8.7224* 10-4

2.5157* 10'5

1.0128*10-8

RML

500

-1.0052* IO"3

1.8097* 10'7

1.0128*10-8

AML

500

5.6043* 10'4

4.9182* IO'6

1.0128* IO'8

SGN

1000

-5.1119* 10-4

8.1307* 10'6

2.5323*10-9

RML

1000

-7.8661* 10-4

3.6470* 10-8

2.5323*10-9

AML

1000

1.0605* 10-4

9.6160* 10"7

2.5323*10-9

SGN

2000

1.2603* 10-4

4.3961 * 10"7

6.3291 * 10-10

RML

2000

-7.5514*10-4

8.4700* IO"9

6.3291 * 10-1°

AML

2000

2.8716*10-5

1.9241 * 10-7

6.3291 * 10-1°

Table 3.2 Statistical results for a single sinusoid (Frequency = 0.25Hz and
Amplitude = 4) in additive zero mean unit variance Gaussian
noise. Three algorithms including the S G N , R M L and the A M L
were used with a =0.9, p = 1.0, Xo =0.99, X(0) = 0.95 and
P(0) = 100. Each result is based on one hundred independent
experiments. Actual Value is 9 = 0.0.

a*\

Algorithm

N

9ave

Variance (9)

CRLB

SGN

128

-1.0129* 10"2

5.9045*10-3

2.3430*10-6

RML

128

-7.3259* 10-2

2.2983* 10"2

2.3430 *10"6

AML

128

1.0027* 10'2

3.5551 * IO"3

2.3430 *10'6

SGN

500

-3.5728* 10-3

1.7801* 10-3

1.5356*10-7

RML

500

-1.2948* 10"2

7.6885* 10-6

1.5356*10-7

AML

500

3.1047* IO"3

1.6821* IO'4

1.5356*10-7

SGN

1000

-1.1133* IO"3

1.5663* IO"4

3.8387* IO"8

RML

1000

-1.2496* 10"2

2.4719* 10-6

3.8387* 10-8

AML

1000

-7.5391 * IO'4

2.7986 * 10-5

3.8387*10-8

SGN

2000

-2.6668* IO"4

4.0768* 10-6

9.5969*10-9

RML

2000

-1.2511 *10' 2

1.0671 * IO"6

9.5969*10-9

AML

2000

-5.8533* IO"4

1.0678* 10-5

9.5969*10-9

Table 3.3

Statistical results for a single sinusoid (Frequency = 0.25Hz and
Amplitude = 1) in additive zero m e a n unit variance Gaussian
noise. Three algorithms including the S G N , R M L and the A M L
were used with a =0.9, p = 1.0, ^o =0.99, X{0) = 0.95 and P(0) = 1.
Each result is based on one hundred independent experiments.
Actual Value is 9 = 0.0.

65

Example 2: In this example the input y(t) is given by:

y(t) = 3sin

[2TC(0.1

25)t] + sin [2w(0.35)t] + 2sin [2rc(0.2)t] + n(t) (3.58)

where again n(t) is a white noise sequence with zero mean and unity variance.
The following initial conditions were used: P(0) = 100, initial parameter
estimates were U = 0, f2 = 0.15, f3 = 0.28, and for the time-varying forgetting
factor, X(X) = ^oMt-1) + (1 - X0); where X0 = 0.99 and X{0) = 0.95. In addition,
p = 1 while a was m a d e time-varying according to the following expression:

a(t) = a0 a(t-1) + (1 -a0- ty (3.59)

where ao = 0.99, a(0) = 0.8 and £ is a very small number. The time-varying
pole position (Nehorai, 1985) improved the accuracy of the estimated
frequencies. This is due to the fact that, initially, the notch filter has a large
bandwidth and as the adaptive algorithm converges to the desired frequency,
the bandwidth reduces resulting in a very sharp notch filter. A s pointed out
previously, however, the tracking capabilities of the algorithm deteriorates
when a time varying pole moduli is used. In the example considered it w a s
assumed that the sinusoids were unknown and time invariant.

All three algorithms were implemented and the parameter estimation accuracy
performance w a s consistent with the previous example w h e n convergence
occurred. The simulation results for the A M L algorithm (with an input signal as
per Equation (3.58)) are shown in Figure 3.2 and are very similar to parameter
trajectories obtained using both the S G N and the R M L . Clearly, all three
frequencies have been identified and eliminated by the notch filter.
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Q)

E
LU

•2.0 0. 150. 300. 450. 600. 750. 900.1050.1200.1350.1500

Time (N)

Figure 3.2

Parameter Estimate (aj) Trajectory Versus Time (N).
Actual Parameter Values are: a^ = -1.414, a 2 = -0.618,
a 3 =1.176.

It w a s found that for situations involving multiple sinusoids in noise where low
signal-to-noise ratios around OdB were used, both the S G N and the R M L
became unstable or did not converge. This is consistent with observations
reported by previous researchers (Friedlander and Smith 1984; N g 1987).
The A M L , on the other hand, converged in all of the simulations and proved to
be the most robust of all three algorithms. Further, although the A M L is not
asymptotically efficient in the statistical sense, its performance w a s found to be
very good. The fact that it is the simplest of the three algorithms, as far as
implementation is concerned, is an added bonus.
3.6 Conclusion
In this chapter some performance aspects of the adaptive notch filter were
considered.

Firstly, the minimizing cost function w a s analysed in the

frequency domain and shown to be applicable in the adaptive case.

Secondly, the CRLB for the multiple cascaded notch filter was derived which
includes contributions from both sinusoidal signals and noise components.
The C R L B yields the best possible expected parameter estimation accuracy
when efficient estimation algorithms are used. The theoretically derived C R L B
results were shown to be in close agreement with Monte Carlo simulations for
the single sinusoid in noise case.

Three adaptive estimation algorithms (SGN, RML and AML) which had been
previously proposed and implemented with notch filtering were simulated
under the s a m e conditions. Their performance w a s evaluated for the modified
digital notch filter parametization. It can be concluded that the R M L provided
better results when convergence occurred, however, this algorithm is also
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more computationally expensive. The S G N algorithm was found to be slightly
worse than the R M L and it too suffered from the non-convergence problem in
low S N R multiple sinusoid cases. The A M L is computationally simpler and
converged in all simulations, therefore, it requires no stability monitoring. In
brief, the A M L performed very well and its estimates did not appear to be
significantly biased.
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Chapter 4

Gradient-Based Adaptive
IIR Notch Filtering For
Frequency Estimation
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4.1

Introduction

In practical engineering applications, the engineer always endeavours to
solve a problem in the simplest and most cost effective manner. Motivated by
this point of view, this chapter considers a much simpler class of adaptive
algorithms for use with IIR notch filtering. The algorithms referred to are, of
course, gradient-based algorithms. It is well known that such algorithms are
straightforward to implement, robust and their convergence properties have
been studied in detail by a number of researchers including: Widrow and
Stearns (1986); Bitmead, Anderson and Ng (1986) amongst others. Gradientbased algorithms also exhibit excellent tracking capabilities in slowly timevarying applications. Although such algorithms have been used in adaptive
IIR line enhancement filtering applications (see Hush, A h m e d , David and
Stearns (1986)), they have not been used with the notch filter model structures
presented in this chapter.

Two notch filter model structures are presented. The first is for applications
where access is available to two signal sources with correlated noise
components. The second can be used in situations where only one composite
signal source is available.

The principal motivation for the two input model structure comes from an
industrial signal processing problem where the objective is to adaptively track
and retrieve the roll eccentricity signal (a series of sinusoids e m b e d d e d in
noise). In other words, additional information is available regarding the noise
which can be used to enhance the performance of the filter. This practical
application is fully described in Chapter 5.
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For the case where only one composite input source is available, an adaptive
gradient-based notch filter model has been derived. The single input model is
equivalent to the two input source model structure for the special case when
the signal source containing the broadband component (s(t), Figure 4.1) is
equal to zero. The later structure is also identical to that studied in previous
chapters. Thus, the notion of using adaptive gradient techniques with IIR notch
filtering is examined in detail.

Reference
input
s(t)

IIR Notch
Filter
Hi(z" 1 )

•

r(t)
Desired
Signal

Error
Primary
Input
P(t) —

Figure 4.1

IIR Notch
Filter
H(z"1)

v(t)

Proposed Adaptive IIR Notch Filter Model Structure.

Output
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Error surface analysis provides valuable insight into the convergence and
stability characteristics. This is important from the viewpoint of understanding
the limitations associated with IIR digital notch filtering. The results indicate
that second order modules are unimodal and result in guaranteed
convergence. Higher order modules are multimodal and require judicious
choice of initial parameter estimates. Simulation results are also included to
demonstrate the performance characteristics of the two notch filter model
structures.

The organization of this chapter is as follows: Section 4.2 discusses the two
input adaptive notch filter model structure; Section 4.3 examines the error
surfaces for both single and multiple notch applications; in Section 4,4 an
approximate gradient-based algorithm is applied to the two input IIR notch filter
structure and typical simulation results are presented. Section 4.5 develops
the extension to the single input case and also examines the error surface. A
cascaded structure composed of second order IIR notch filter modules is
implemented and typical simulation results are discussed.

Section 4.6

concludes the chapter.

4.2 Notch Filter Model Structure for Two Input Sources

The proposed model structure is shown in Figure 4.1 and is based on the
availability of two signals, commonly referred to as the primary and the
reference inputs. The primary signal p(t) and the reference signal s(t) are
defined as follows:
m
p(t)= X c i sin(a>jt + M
i= 1

+ n^t)

(primary)

(4.1)
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s(t) = n2(t)

(reference)

(4.2)

where t is the time index, n-,(t)and n2(t) are correlated broadband noise
sources; COJ is the angular frequency, eft is the phase angle and Cj is the
amplitude of the i th sinusoid. The objective is to estimate and track the
sinusoids. Note that the given filter structure (Figure 4.1) yields the actual
desired signal w h e n the two noise sources, n^t) and n2(t), are completely
correlated. A n approximate desired signal is obtained for partially correlated
noise sources.

There are many applications where these conditions exist, such as in
communication and control system environments.

The specific case

considered here is in an industrial signal processing problem where the noise
(i.e., n2(t)) is obtained from a radioactive thickness measurement gauge
system, located on the entry side of the process. The primary signal is
obtained from a roll force transducer which has two components, one due to
the roll eccentricity, and the other n^t) is due to the natural thickness
deviations of the product. Hence n-j(t) and n2(t) are correlated. Full details of
this application are discussed in Chapter 5 and suffice it to say, that the roll
eccentricity signal can be represented by sinusoids which are unknown and
time varying. This m e a n s that an adaptive filter is necessary to estimate, track,
and retrieve the sinusoids. Such a signal can then be used as a reference to
an eccentricity compensator.
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Consider the IIR digital notch filter model with constrained poles and zeros as
discussed in Chapters 2 and 3:
m
f l (1 + PajZ"1 + p 2 z' 2 )
H(z) = - ^ T

(4.3)

Tl (1 + aajZ'1 + a 2 z" 2 )
i= 1

where the parameters and filter constraints are defined as previously, that is

aj =-2COS(COJ) for -K< COJ <TC

0<p<1

and

0<a<p<1

(4.4)

It is interesting to note that there are no restrictions on the range of sinu
frequencies which can be considered. This is an advantage over the IIR
adaptive filter structure proposed by Hush, Ahmed, David and Stearns (1986),
(for example: Equations (7) and (8) in their paper) where the range is limited.

4.3 Error Surface Analysis

In this section the error surface expressions for the notch filter configurat
shown in Figure 4.1 is derived. T w o cases will be considered, firstly, the single
notch example and, secondly, the two notch situation. These two examples
are sufficient to demonstrate the error surface characteristics associated with
the proposed notch filter structure for both single and multiple sinusoidal
applications.
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4.3.1

T h e Single Notch C a s e

From Figure 4.1 the error signal is given by:

e(t) = r(t) - v(t)

(4.5)

The objective of the adaptive algorithm is to adjust the variable parameter 'a'
such that the squared error signal, e (t) is minimized. Dropping the time index
t for convenience and taking the expected value of e2 yields:
E [e2] = E [r2] + E [v2] - 2E [rv]

(4.6)

Using a similar approach to Stearns (1981), it can be easily shown, that the
error surface described by Equation (4.6) can be expressed as:

(«21 = — { ^ s s l H ^ z ) ! 2 ^
2
+ (D <»pp I H(z)| y- - 2 (j) 0> ps H(z) H*(z)y|

(4.7)

where the path of integration is along the unit circle in the z-plane and O s s ,
Op p , O p s , are the power spectrum of the input signals p(t) and s(t), and their
cross power spectrum respectively. H (z) is the complex conjugate of H-j(z).
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For the single notch case it is clear that:

u / x u/ * 1 + Paz' 1 + p 2 z ' 2
^ (z) = H z =
^ ^-^
1 + cxaz ' + cc^z *

(4.8)
v
'

Equation (4.7) reduces to:

E

Hi

dz
^ = ^~ (PlH(z)l2{*Ss + «>pp-20ps} J 1

•i f

(4.9)

Equation (4.9) can be used to determine whether there are any local minima.
This is achieved by finding the derivative of E[e2] with respect to the parameter
'a' and letting it be equal to zero. In the event that the resulting expression is
linear in 'a', it can be concluded that there is only one single global minimum
and no local minima exists. Consider the following:

3E[e2]

1

L a|H(z)|2

, dz

where
*

3|H(z)|2
da

*

B 1 B 1 [pz _1 A 1 + p z A 1 ] - AA 1 [az" 1 B 1 + a z B J
(4.11a)

[B.B/
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Simple manipulations of Equation (4.11a) lead to:
2zA[pB
2

3|H(z)|
~~^Z— =

1

9a

-ccA

1

1

~
B1B1B1

(4.11b)

where
A1 = 1 + Paz"1 + p2z"2
B 1 = 1 + ocaz"1 + a 2 z" 2

(4.12)

* *

and A , B are the complex conjugates of A and B respectively. Substitution
of Equation (4.11) in Equation (4.12) and some manipulations produce the
following result:

P B 1 dz =

( J a A 1 dz
J

(4.13)

Clearly, Equation (4.13) is linear in the parameter 'a' which means that there
no local minimum. This result was also reported by Stoica and Nehorai
(1988), for the case when p = 1. Figure 4.2 shows the expected error squared
versus the parameter 'a' for various pole positions (that is, p = 1, and a =
0.85, 0.90, 0.95 respectively). Equation (4.9) is computed with the aid of an
algorithm developed by Astrom (1970), for evaluating complex integrals of this
form. The error surface is unimodal and becomes very flat as the poles move
closer to the zeros.
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Figure 4.2 Error Surface for the Single Notch Case, E[e2], Versus
the Parameter Estimate (a); where p = 1.00,
cc = 0.85, 0.90, 0.95, C, = 3.0, ^ =0.25Hz, and
(*mn1 +^n2n2-20nin2)= 0.9125.
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4.3.2

The Double Notch Case

A clear insight into the nature of the error surfaces of multiple notch
applications m a y be obtained simply by examining the notch filter
configuration characterized by two notches. Consider, for example:

H(2)= 2(e4 = y
v

1

' D(oz" )

mi

iZu= 0 a'djZ''

(414)
{

"14J

where
d 0 = d 4 = 1,
di = d 3 = a^ + a2, and

(4.15)

d 2 = 2 + a^a 2

Again the error signal is given by Equation (4.5), while the expected error
squared is specified by Equations (4.6) and (4.7). In this case it is clear that:

C2

C2
= u 1 + u 2+a

°PP X T
^ss = ^ n 2 n 2
^ps = ^ n i n 2

Vl
(4.16)
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where Cy and C 2 correspond to the amplitudes of the two sinusoids, while
<I>
n1 n 1 . G>n2n2 and On^ n 2 are the power spectrums of the noise component
for the primary and reference inputs and their cross power spectrum
respectively. Substitution of Equations (4.14) and (4.15) in Equation (4.9)
leads to the following expression for the expected error squared:

C2

r2
J03-

1
2

1

E[e ]=-2-|H(e

„

2

)|2+T-|H(e

jco
2

)|2 +

^9|H(2)|2{°nini

where co1 = cos" 1 (—) and co2 =

+0

n2n2-20nin2^

COS-1(-TT) correspond

<4-17)

to the frequency of each

of the two sinusoids. Taking the derivatives of E[e2] (Equation (4.17)) with
respect to d-| and d 2 and setting the result equal to zero leads to the following
expressions after some manipulations:

r

OP

A z"1(1 + p 2 z" 2 ) + Az(p 2 + z 2 ) d z
BB

J
r

=0

A A [B z"1(1 + a 2 z" 2 ) + Bz(a 2 + z2)]

a

5—5

BBBB

J

~

(4.18.a)
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that is;

r
A z

-2

+ Az

O P2

r

2

dz
a
T-O
"z
BB

J

A A [B z' 2 + B z 2 ]
2
dz
*

*

_

(4.18.b)

BBBB

J

where
*

*

*
1

3|H(z)r

3

3

*

3

BB[A (pz- +p z-3)+A(Pz +p z)]-AA[B (az-1+a3z'3)+B(az3+a3z)]

adi

BBBB

*

*

*
2

2

*

2 2

BB [A p z" + Ap z ] - AA [B a2z'2+Ba2z2]

3|H(z)r
9do

(4.19)
BBBB

and

A = 1+pd^" 1 + p 2 d 2 z" 2 + p 3 diz" 3 + p 4 z -4
.4,-4
B = 1+ccd-iZ*-11 + a^d2z"^ + ord-iz"-30 + a^z

(4.20)

Unlike in the single notch case, it is evident that Equation (4.18) is non-linear
in both d1 and d2. Hence, it is expected that the error surface contains local
minima. A plot of the expected error squared versus the two notch parameters
is depicted in Figure 4.3 for a = 0.95. Figure 4.3 corresponds to a limited
region around the actual parameter values. In the region shown it is clear that
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the error surface is unimodal and a gradient-based algorithm should
converge. Note that in practice the possible range of d 1 is between -4 and 4
while that of d 2 is between -2 and 6. It w a s found, however, that there were
several local minima as well as regions of instability within this range. In other
words, for a given value of d 1 there is only a restricted range of d 2 within -2
and 6 where the filter is stable. Hence, it can be concluded that for practical
applications of the gradient-based algorithm, a judicious choice of the initial
parameter estimates is required. This m a y be restrictive in cases where
sinusoidal frequencies are completely unknown, however, in m a n y
applications good initial estimates exist and the main purpose of the adaptive
filter is to track time-varying parameters. It should also be remarked that the
above problem can be easily overcome by implementing the gradient-based
adaptive notch filter in cascaded form. In the latter case the single notch error
surface conditions are applicable and each module can be used to eliminate
one of the sinusoids.
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(a)
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.00
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.24
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(b)

Figure 4.3

Error Surface for the T w o Notch Case, E[e2], Versus the
Parameter Estimates (dj); where 0-\ = C 2 = 3.0,
^ =0.15Hz, f2 = 0.35Hz, d 1 = 0.0, d 2 = 0.618, a = 0.95
and p = 1.0. Note that (a) is the Three Dimensional Plot
while (b) is the Contour Plot.
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4.4

Implementation of Adaptive Gradient Algorithm

This section applies a gradient-based estimation algorithm to the IIR notch
filter described by Equations (4.3) and (4.4). Typical simulation results are
also presented to show the convergence characteristics.

Consider the

expansion of Equation (4.3) into polynomial form:

2m
E P'diZ-1
H(2)=2(P4=
v

1

' D(az" )

L # _O
2m
I oc'djZ-1
i= 0

^

> }

where d 0 = d 2 m = 1 and d 2m .j = dj for i = 1, •••, m-1. Suppose a primary
signal consisting of m sinusoids buried in noise (white or coloured) is passed
through the notch filter described by Equation (4.21). The resulting v(t) can be
expressed as:
2m
1

v(t) = D(pz- )p(t)-Xd i a i z- i v(t)

(4.22)

i=1

Similarly, the desired signal r(t) is given by:
2m
1

r(t) = D(pz- )s(t)-£d i a i z- i r(t)
i=1

(4.23)
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Also, from Figure 4.1 the error signal can be expressed as:

,-1'1

2m

e(t) = D(Pz- )[s(t)-p(t)]-Xdiai[r(t - i) - v(t - i)]

(4.24)

i=1

The notch filter parameter update using a simple gradient-search adaptive
algorithm (Widrow and Stearns, 1986) is:

d,(t+1) = dj(t)-uVdi

for

i = I,--, m

(4.25)

where \i is a factor which controls the rate of convergence and V d . is the
partial derivative of the error squared with respect to 'dj', that is:

V d j =2e(t)jp'[s(t - i) - p(t - i)] - a'[r(t - i) - v(t - i)]
2m-i

+P

[s(t-2m+i) - p(t-2m+i)]
2m-i

a

[r(t-2m+i)-v(t-2m+i)]

+ (1 - D(az- 1 ))^ ( r W - v d ) )

for i = 1,-, m-1

(4-26)

and

v

m
m
d m = 2e(t)J P [s(t - m ) - p(t - m)] - a [r(t - m ) - v(t - m)]
+ (1 - D(az- 1 ))

(r(t) - v(t))
3d

m

(4-27)
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Note that r(t) and v(t) cannot be measured. In practice r(t) and v(t) are
replaced by their residual sequences r(t) and v(t) respectively and V d . is
approximated for

i = 1, .... m , by ignoring [ —
(r(t) - v(t)}j and any
3d,.

subsequent recursions. A more accurate computation of Vd. can be obtained
using higher order approximations. However, it w a s found from extensive
simulation studies that there is little difference (in performance) between first
and higher order approximations.

If is further c o m m e n t e d that the

approximate partial derivative implemented with the proposed filter structure is
similar to the one used by Hush, A h m e d , David and Stearns (1986), where
good performance w a s also reported. Unfortunately, and as pointed out in that
s a m e paper, the convergence analysis is extremely difficult to study.

It is

possible that the estimates m a y be biased, however, experience based on
Monte Carlo simulations revealed that the bias w a s very small if it existed at
all.

The recursive gradient method given by Equation (4.25) can be made more
robust at the expense of additional computational effort in low signal-to-noise
ratio situations by implementing a normalized version as follows:

V

di

dj(t + 1) = dj(t)-ii

(4.28)

where
m
r(t) = yr(t-1) + ( 1 - y ) ^ V
i=1

d

(4.29)
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and y is a forgetting factor in the range between 0 < y < 1 while % is a small
real number incorporated to ensure that division by zero does not occur. The
inclusion of the forgetting factor provides an averaging effect. Letting 7 = 0
leads to the standard normalization method.

Small values of u. are

recommended in order to provide a filtering process which improves the
effects of gradient measurement noise (Widrow and Stearns,1986 and
Johnson, 1988). The resulting disadvantage is that the convergence rate is
reduced.

4.4.1 Simulation Results

The approximate gradient algorithm was implemented and a number of typical
examples are presented now to indicate its performance. Both the normalized
and un-normalized versions of the recursive algorithm were tested extensively
under different data lengths and SNR's. A s expected, it was found that the
normalized algorithm of Equation (4.28) performed better under low S N R
conditions where the computation of the gradient can be severely affected by
the noise components.

Example 1: In this example, a single sinusoid embedded in noise is
considered. The objective is to show the convergence characteristics of the
proposed filter structure as a result of various parameter changes. The
following input data were used:

p(t) = Csin(27tft) + n1(t)
s(t) = n2(t)

(4.30)
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Firstly, the case where n 1 (t) = n2(t) is considered. In addition, it is assumed
that n 1 (t) and n2(t) are both zero m e a n white Gaussian noise sequences with
unity variance. This is the ideal case and is not expected to occur in practice,
however, under these circumstances the proposed filter structure is an exact
model. The parameter estimate trajectories using the un-normalized version
of the algorithm are shown in Figures 4.4a and 4.4b.
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Figure 4.4a Effect of jx on Parameter Estimate Trajectories for a
Single Sinusoid in Additive White Noise, Given that the
input Noise Components are Completely Correlated.
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Figure 4.4b Effect of a on Parameter Estimate Trajectories for a
Single Sinusoid in Additive White Noise, Given that the
input Noise Components are Completely Correlated.
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Figure 4.4a shows the effect of changing the convergence factor u.. Assuming
that all other conditions remain the s a m e it is clear that the convergence
increases as u. increases, which is expected. Secondly, the effect of varying
the notch filter pole position, in other words, varying the filter bandwidth is
examined. This effect is shown in Figure 4.4b and is predictable by the error
surface analysis, that is, the wider the bandwidth, the faster the convergence
for a gradient-based algorithm.

T h e limitation associated with a wider

bandwidth is that the resolution of the filter is reduced. In the above example
no bias w a s observed.

Next, the case where n<y (t) is only partially correlated with n2(t) is considered.
The frequency estimates for the proposed notch filter are shown in Figures
4.5a and 4.5b for the following input noise conditions:

[nl(t) + n-f]
n

2^=

T3

< 4 - 31 )

where n'(t) is a zero mean white Gaussian noise sequence with unity variance
but is completely uncorrelated with n^t). The results shown in Figures 4.5a
and 4.5b are consistent with the ideal cases depicted in Figures 4.4a and 4.4b
respectively.

The simulation results shown in Figures 4.4 and 4.5 are typical and clearly
indicate that the single notch adaptive gradient algorithm is very well behaved
and converges in all instances. This result is expected from error surface
analysis.
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Example 2: The multiple notch case is now considered. The following input
data were used:
2
P(t)= }

CjSin(Wjt + <j>j) + n^t)

(4.32)

i= 1

s(t) = n (t) (4.33)

The gradient algorithm w a s once again implemented in the situation where the
noise signals n^t) and n2(t) are only partially correlated. It w a s found that
when the initial values of d 1 and d are chosen between -0.3 to 0.3 and 0.3 to
0.9 respectively, the gradient algorithm converges. The actual values for d
and d 2 are 0.0 and 0.618 respectively. W h e n the initial values of d

and d

were chosen outside this range, it w a s found that, in s o m e instances the
algorithm took longer to converge while in others it did not converge at all. A
typical example where convergence occurred is shown in Figure 4.6 where
n (t) and s(t) are defined as per Equation (4.31). For the case depicted in
Figure 4.6 the algorithm converged quite quickly because the initial estimates
were close to the actual values.
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Figure 4.6 Parameter Estimate Trajectory for Two Sinusoids in
Noise, where C^ = C 2 = 3.0, ^ =0.15Hz, f 2 =0.35Hz,
a = 0.85, p = 1.0, u. = 0.05. The Initial Estimates were
fy = f 2 = 0.25Hz, while the Actual Parameter Values are
6A =0.0,d 2 =0.618.
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4.5

Notch Filter Model for a Single Input Source

A gradient-based adaptive algorithm is now developed for an IIR notch filter
model structure which can be implemented in a situation where access is only
available to the primary signal, p(t). Under these circumstances the proposed
filter structure shown in Figure 4.1 is not appropriate since it is not easy to
generate a desired signal, r(t), nor the subsequent error signal. It is known,
however, that after convergence the notch filter output, v(t), will be
approximately equal to the noise component present at the input, p(t),
(Equation (2.14)), that is:

2m

. I P'diZ-'
v(t) =

L

^

P (t) - n1 (t)

(4.34)

I cc'djz-'
i= 0

Equation (4.34) is valid if the location of the poles are constrained to be
radially just on the inside the zeros. The zeros are themselves constrained to
be on or very close to the unit circle. Rearranging Equation (4.34) and
expressing in a standard model form leads to:

b(t) = GTC(t)-v(t) (4.35)

where

eT=[d1,-, dj (4.36)
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C(t) = [cp1.-, < p m ] T

(4-37)

9i (t) = P p(t-i) -av(t-i) + p 'l p(t-2m + i)-a 2m "'v(t-2m + i)
for i = 1,-., m-1

(4.38)

m
m
q>m(t) = p p ( t - m ) - a v(t-m)

(4-39)

2m
2m
b(t) = a v(t-2m)-p(t)-p p(t-2m)

(4.40)

A simple gradient-based adaptive algorithm can be applied to the parameter
update of Equation (4.35) as follows:
dv2(t)
dj(t + 1) = dj(t)-n

(4.41)
3d.

where
3v2(t)
3d:

8b(t)
= -2v(t)9i(t) + 2v(t)
3d.

QT3C(t)

for i = 1,-, m

(4.42)

3d.

Note that v(t) is not measurable and in practice it is replaced by the residual
sequence v(t). The single input source notch filter model of Equation (4.35) is
shown in Figure 4.7.
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Output

P(t)

Figure 4.7

Single Input Source Gradient-Based Adaptive IIR Notch
Filter Model Structure.

Close examination of the structure depicted in Figure 4.7 reveals that it is
equivalent to the two input source model structure for the special case when
s(t)= 0. A s noted in the previous section, the two input source structure will
perform considerably better than the single input model w h e n the two signal
sources have correlated broadband components.

In other words the

availability of extra information regarding the noise can be used to improve the
performance as discussed.
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4.5.1

Error Surface Analysis

The expected error squared for the single input source model of
Equation (4.35) where m sinusoids are embedded in noise can be expressed
as:

m
E[e2] = Elv2] = \

- d | H(e |t0 i )f + - L <£ |H (z)| 2 • „ , „, f

(4.43)

i = 1

Equations (4.43) and (4.17) have similar characteristics. Hence, the error
surface properties of the filter structure shown in Figure 4.7 will be the same as
for Figure 4.1.

It is interesting to examine the error surface characteristics for a second o
notch filter in the presence of multiple sinusoids. Figure 4.8 shows the error
surface for the situation when two sinusoids are present within the broadband
signal. Clearly, a cascade of two second order notch filter modules will
converge to the unknown sinusoidal frequencies as there is a distinct
minimum associated with each frequency. The other important advantage of
the cascaded implementation is that the overall structure remains stable.
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4.5.2

Simulation Results

To demonstrate the performance of the suggested cascaded notch filter
structure, the following input signal was generated and used:
3
P(t)= V
C. sin(co. t + (J>. ) + n 1 (t)
i= 1

(4.44)

where n^t) is the white noise signal with zero mean and unity variance. A
cascade of three notch filter modules was implemented. The second order
notch filter module has only one parameter dj defined by dj = a = -2cos(co).
Hence, the gradient given by Equation (4.42) was computed and once again
the term ( g^ - ®T~d£~)

ar|

d any subsequent recursions were ignored.

Simulation results showing the trajectories of the estimates are given in Figure
4.9. Clearly all frequencies have been successfully identified.

4.6 Conclusion

This chapter presented an investigation on the use of simple gradient-based
algorithms with IIR adaptive notch filtering. From a practical point of view such
algorithms have the advantage of being easy to implement and their
properties have been extensively studied in the literature. The objective of
this Chapter w a s to evaluate the applicability of gradient-based algorithms to
IIR notch filtering. T w o notch filter model structures were proposed. The first
model assumes the availability of two signal sources with correlated
broadband components. Error surface analysis reveals that a second order IIR
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module is unimodal while higher order filters are multimodal. This m e a n s that
judicious choice of initial parameter estimates is necessary for multiple notch
filters. O n the other hand, cascaded implementation would eliminate such
problems.
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Parameter Estimate Trajectories for a C a s c a d e d
Implementation of 2nd Order IIR Notch Filter Modules,
where C , « C 2 « C 3 = 2.0, f1 = 0.15Hz, f2 = 0.25Hz,
f3 = 0.35Hz p = 1.0 and a = 0.93. Initial Estimates were
f! = 0.10Hz, f2 = 0.20Hz,

f 3 = 0.30Hz.
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The second model structure a s s u m e s the availability of a single input source
containing the sinusoids together with noise. This w a s shown to be a special
case of the two input source structure. Error surface analysis indicated that the
characteristics were similar to those of the first structure.

Finally, simulation results were presented which confirmed the expected
performance of gradient-based adaptive IIR digital notch filtering.

It is clear

that in the cases of single or widely spaced sinusoids, the proposed gradientbased adaptive notch filter leads to guaranteed convergence and robust
adaptation. This is particularly so w h e n two signal sources are available with
correlated noise components.
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Chapter 5

A Roll Eccentricity Sensor
Based on Adaptive Notch
Filtering for Steel Strip
Rolling Mills

5.1 Introduction

This chapter is concerned with the problem of roll eccentricity compensation in
steel strip rolling mills. A new roll eccentricity sensor is proposed for the task
of retrieving the desired reference signal from the available roll force
measurement. The sensor implements a modified comb filter structure which
can be arranged in either tunable or adaptive form. The comb filter consists of
a number of second order infinite impulse response, notch filter modules.
Simulation results based on typical experimental data clearly indicate that the
proposed sensor is appropriate and offers distinct advantages over other
methods.

The present day steel strip mill is a highly automated industrial process. The
required product tolerance specifications are at the stage where they are
severely limited by the presence of roll eccentricity effects. For this reason,
considerable industrial research effort has been devoted towards finding the
best possible solution. S o m e of the notable contributors are: Patula (1975),
Edwards (1978), Nakazato etal. (1983), Teoh, Goodwin, Edwards and Davis,
(1984), Fapiano (1985) and Ferguson and Tina (1986).

A comprehensive description of the rolling process is found in the work of
Southwell (1984) and Teoh , Goodwin, Edwards and Davis (1984). The main
objective of a steel strip rolling process is to produce high quality flat steel
product with a desired thickness. These mills can be composed of either a
single stand or a number of stands where each stand is made up of two backup rolls and two work rolls as shown in Figure 5.1. In this particular case,
Figure (5.1), a Five Stand Cold Reduction Mill configuration is considered.
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The unprocessed steel strip enters Stand 1 and is progressively reduced in
thickness as it goes through each stand until it finally exits Stand 5 as finished
product. Thickness reduction results from a combination of speed differential
between the incoming and outgoing steel strip as well as the application of
large normal Forces (F) via the back-up and work rolls to the steel strip.

A common problem associated with this process is that the back-up and work
rolls are not perfectly circular in shape. In other words, the rolls are eccentric.
The roll eccentricity effect, under normal constant operating forces, will result
in a steel strip having undesirable thickness deviations. The roll eccentricity
effect is particularly severe at the beginning of the process (Stand 1) where a
considerable proportion of the total reduction takes place. The reason for this
is that the incoming steel strip is relatively soft and any roll eccentricity will be
imprinted on the product. A s the steel strip progresses up to the other stands
in the mill, it becomes work-hardened and the fact that the roll speeds also
increase m e a n s that eccentricity effect becomes negligible.

The thickness

deviations as a result of Stand 1 eccentricity cannot be compensated for by the
available Automatic Thickness G a u g e control (AGC) system as its response is
too slow compared to roll speeds. Eccentricity compensation can be only
effectively achieved by dynamically varying the roll force at Stand 1. If Stand 1
is fitted with roll force electric motor-screwdowns, it is not possible to actively
compensate as these systems are too slow in response. At best, under these
circumstances, the eccentricity components are eliminated from the roll force
feedback signal in order to prevent amplification by the gauge meter control
system (Edwards, 1978). Various methods have been implemented for this
purpose, such as by deadband control or by filtering techniques applied to
eliminate the fundamental c o m p o n e n t

of back-up roll eccentricity

(Fapiano, 1985). Considerable care is required with these techniques since a

slight misadjustment in the compensation can lead to even worse results and
positive feedback is k n o w n to occur regularly.

For the reasons outlined above most modern steel strip mills are fitted or are in
the process of being fitted with hydraulic roll force systems which have
relatively high response characteristics. Given that fast response actuators are
available, it is still a non-trivial task to obtain a reliable reference signal which
characterizes the roll eccentricity phenomenon. In fact it has been reported by
Fapiano (1985), that the roll eccentricity problem can become worse even with
hydraulic systems if the eccentricity effects are not compensated reliably. The
aim of this chapter is therefore concerned with the development of a n e w roll
eccentricity sensor. At this point it is appropriate to briefly consider the
characteristics of roll eccentricity. Possible mechanisms for roll eccentricity
are:

(i) residual stresses due to non-uniform axial motion (i.e.
slipping) between the roll arbor and the sleeve,
resulting in a roll curvature resembling bent necks
(Patula, 1975);

(ii) the 'ground-in' eccentricity due to the roll grinding
process (Southwell, 1984);

(iii) roll body compliance may be non-uniform around their
peripheries (Fapiano, 1985);

(iv)

uneven wear of roll; and

(v)

keyway effects between bearing and roll neck.

It is interesting to note that since the work rolls are not constrained by bearing
in the vertical direction, work roll eccentricity does not contribute to the s a m e
extent as back-up roll eccentricity. Typical experimental roll force transducer
data is shown in Figure 5.2. Note that Figure 5.2a shows the actual signal as
measured from the roll force strain-gauge, while figure 5.2b s h o w s the
corresponding power spectrum.

In practice, it has been found that the

characteristics of the eccentricity signal are periodic and sinusoidal in nature.
As w a s reported in Teoh, Goodwin, Edwards and Davis, (1984) and, Fapiano
(1985), the eccentricity signal is best represented by a harmonic series. G o o d
correlation exist between the back-up and work roll rotational speeds and the
corresponding fundamental frequency of the roll force signal spectrum.
Unfortunately, the eccentricity is embedded in broadband noise due to the
natural thickness deviations of the incoming steel strip. Also the mill speed is
product dependent, which m e a n s that the harmonic frequencies are also time
varying. In addition, since most mills do not operate as a continuous process
during the rolling of a coil of steel strip, the speed profile includes periods of
acceleration and deceleration. A typical speed profile for a Five Stand Mill is
shown in Figure 5.3. Finally, the harsh process environment often results in a
significant and variable deterioration of both work and back-up rolls.
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From the above discussion it is clear that the basic problem of roll eccentricit
reduces to that of retrieving a time-varying harmonic series from noise. A s
stated previously this signal is readily available from the roll force transducer.
The roll force signal provides an instantaneous measurement of roll
eccentricity. In most Five Stand Mills there is also a radioactive thickness
measurement gauge system located immediately after Stand 1 which contains
a time delayed version of the roll eccentricity signal together with the normal
steel strip thickness deviations. This composite signal has been used in the
past for roll eccentricity compensation but it has not been found to be as
effective as the roll force transducer measurement signal, principally, because
of the variable time delay. Another interesting development taking place at
present, is that s o m e of these cold reduction mills are being converted into
continuous processes by linking the previous pickling process line directly to
the entry of Stand 1. T h e significance of this development is that normally at
the end of the pickling process there exists another gauge thickness
measurement system. A s this signal contains only the thickness deviations of
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the incoming steel strip, it can be considered as the reference signal for the
two input notch filter model structure discussed in Chapter 4.

A number of methods have been proposed for obtaining the roll eccentricity
signal. O n e example is the Fast Fourier Transform (FFT) method. This method
requires the connection of position feedback devices to both top and bottom
back-up rolls. The position feedback devices were found to present
maintenance problems as they were often destroyed by Mill wrecks. Further,
the F F T method is well known to fail (Cadzow and W u , 1987) if there are
fading amplitude variations. In effect the F F T method yields a "leaking
spectrum". Other methods are based on approximate mill models in the
estimation process. Although good performance is achievable for s o m e
grades of steel products, where the Mill model is accurately known, this is not
so throughout the wide and varied product range. Tunable filtering techniques
have also been suggested (Fapiano, 1985) and used with s o m e success.
However, these techniques have retrieved the fundamental component only. It
is well known that roll eccentricity has associated higher order harmonic
components which cannot be ignored.

This chapter proposes a novel and adaptive comb filter based sensor for the
retrieval of the eccentricity signal. The availability of a single input signal
which is the roll force measurement has been assumed. This means that the
single input source model (as discussed in Chapter 4) is used. The main
reason for this is that full conversion to a continuous process has not taken
place and further investigation of the reference signal is required.

However,

the two input structure promises to provide a better solution in the future as it
uses more useful information. The proposed c o m b filter is new in the sense
that it consists of a number of second order notch filter modules with specially
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constrained bandwidth characteristics. An approximate gradient-based
adaptive algorithm is used for the frequency estimation. The error surface
analysis discussed in Chapter 4 indicates that, since a good initial estimate
exists for the fundamental frequency which is dependent on roll speed, then
the gradient algorithm is guaranteed to converge and track the eccentricity
signal. A standard Recursive Least Squares (RLS) algorithm (Nehorai and
Porat, 1986) is also included to determine the sinusoidal amplitudes and
phases after the frequencies have been estimated.

The complete roll

eccentricity sensor is depicted in Figure 5.4.

The organization of this chapter is as follows. Section 5.2 discusses the
modified c o m b filter; Section 5.3 derives the gradient-based algorithm and
briefly outlines a standard R L S method for amplitude and phase estimation.
Section 5.4 presents simulation results based on experimentally obtained data
from an operational mill; and, Finally, Section 5.5 concludes the chapter.

Figure 5.4

Block Diagram of Proposed Roll Eccentricity Sensor.
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5.2

C o m b Filter Parametization

Consider the general constrained IIR notch filter transfer function for m
sinusoids in noise:

n1 + fta,^1 + pfz"2
:
Ii—2-2
1 + otj a{ z + a j z

(5-D

i=1

where aj corresponds to the frequency of each sinusoid and aj, pj constrain
the position of the poles and zeros associated with each module. Knowing
that the sinusoids are in fact part of a harmonic series simplifies the problem
considerably as all the filter parameters are integral multiples of the
fundamental frequency.

It is therefore only necessary to estimate the

fundamental frequency in order to establish the entire harmonic series. It is
also well known (Fapiano, 1985) that filter transient behaviour is dependent on
bandwidth. In other words, the narrower the bandwidth the longer it takes for
the filter to converge. A n improved performance can be achieved by selecting
a wider bandwidth for the fundamental notch since this is the frequency that is
being estimated.

Recent roll eccentricity studies (Southwell, 1984) show that the first three
harmonics are adequate to represent the roll eccentricity phenomenon. The
desired c o m b filter for this application can be described as:
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-2

_-3

1+c,z +c 2 z +c 3 z~ +c 4 z"-4+c 5 z" +c 6 z-6
H(z

)=

D(Z-1)

=

1

2

3

4

5

(5.2)

1+d 1 z" +d 2 z" +d 3 z" +d 4 z" +d 5 z" +d 6 z"

where

c1 = p 0 a 1 + p 1 ( a 2 + a 3 )

(5.3)

Co =

P0+2p1+p0p1(a1a2+a1a3)+p2a2a3

(5.4)

Co =

2a1p0p2+a2(p2p1+p?)+a3(p2p1+p^)+p0p2a1a2a3

(5.5)

c„ = 2PoPl+Pl+PoPl(a1a2+a1a3)+PoP?a2a3

(5.6)

cc = P o P t a 1 + P o P l ( a 2 + a 3 )

(5.7)

cc =

PoPt

(5.8)

and

'acf, ^
a 1 =-2cos

(5.9)

Vs J
a 2 = 2 - a.|

(5.10)

a 3 - a1 - 3a1

(5.11)

Expressions for [c-j,..., c 6 ] given by Equations (5.3) to (5.8) inclusive, define
the coefficients [di,..., d 6 ] as well except that Po and pi are replaced by a 0
and a-| respectively, po and ceo correspond to the zero and pole position of
the fundamental notch while pi and ai specify the zero and pole positions of

all other notches in the c o m b filter at various frequencies. The fundamental
frequency is denoted by U while the sampling frequency is denoted by fs. A
plot of the gain characteristics versus normalized frequency for Equation (5.2)
is shown in Figure 5.5. It is useful to point out that if it is required to estimate
the harmonic series due to the work roll eccentricity, the s a m e filter structure
can be used either in parallel or cascaded form. However, in many practical
cases this m a y not be warranted.
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5.3 Implementation of Adaptive Algorithms

In order for the roll eccentricity sensor to be useful, it is necessary to prov
accurate estimates of the fundamental frequency as well as the phase and
amplitude of each harmonic. Firstly this section, derives the gradient-based
frequency estimation algorithm for the proposed IIR c o m b filter. To the best of
the author's knowledge it is the first time that a gradient-based algorithm has
been applied to the proposed filter structure. The advantages of such
algorithms are that they are robust and simple to implement. Secondly, a brief
outline of an R L S method is presented (Nehorai and Porat, 1986) for
amplitude and phase estimation. Estimation of amplitude and phase is carried
out after the frequencies have been accurately established.

5.3.1 Gradient-Based Frequency Estimation Algorithm

Consider the situation when a composite input signal, y(t), consisting of three
sinusoids, u(t) corresponding to a harmonic series embedded in noise n(t), is
applied to the filter structure denoted by Equation (5.2). After convergence, the
c o m b filter output will be approximately equal to the noise component present
at the input. This assumes a near ideal c o m b filter where the gain is unity
everywhere except at the frequencies of interest where the gain is zero. It
follows from previous chapters that:
v(t) = H(z-i)y(t) = H(z-i)[u(t) + n(t)] = n(t) (5.12)
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re-arranging Equation (5.12) and expressing in a standard model form leads
to:

b(t)=6Tt;(t) -v(t)

(5.13)

where
0 T = [ c 1 , .... c 5 ,d 1 , ..., d 5 ]

(5.14)

C(t) =[y(t- 1), ...,y(t-5), v(t- 1), ..., v(t-5)]T

(5.15)

b(t) = d 6 v(t-6)-y(t)-c 6 y(t-6)

(5.16)

For Equation (5.13) the parameter update using a simple gradient-based
adaptive algorithm is given by:
9v2(t)
*y(X +1) = a1(t) + n

(5.17)
3a.

where
3v2(t)
= 2v(t)
3a.

(9v(t)

3b(t)

3C(t) ^

da<

da.

da.

(5.18)

Note that v(t) is not measurable and, in practice, it is replaced by the residual
sequence v(t):
v(t) = y(t) + Cly(t-1) + c2y(t-2) + c3y(t-3) + c4y(t-4)
+ c5y(t-5)+c6y(t-6)-d1v(t-1)-d2v(t-2)
- d3v(t - 3) - d4v(t - 4) - d5v(t - 5) - d6v(t - 6) (5.19)

where

- a 2 - 3 a ! +2)

(5.20)

d 2 = a o + a 0 a 1 ( a t - a i - 3 a 2 + 2 a 1 ) - cc2(ai-5ai + 6 a r 2 )

(5.21)

d1 = a 0 a 1 +

ttl(a?

d 3 = 2 a 1 a 0 a 2 + (2-a 2 )(aoa 1 +ai) + (ai-3a 1 )(aoa 1 +ai) +
+ a 1 a 0 a 1 (2-a 1 )(a^-3a 1 )

d4 = 2a0a2+a!+a0a!(a^-ai-3a2+2a1)+aoa2(2-a2)(a?-3a1)

d 5 = a., aQtt! +oc 2 ) a?(a?-a 2 -3a 1 +2)

d

6 = aoai

(5.22)

(5.23)

(5.24)

(5.25)

The coefficients [c-| ... c 6 ] are defined as for [d-j ... d 6 ] above, except that
a 0 , a-j are replaced by p 0 , Pi respectively as stated previously. The partial
3v(t)
derivative, - ^ — , is obtained by differentiating Equation (5.19) with respect to
ai and for this application only the first order approximation of the gradient is
(i.e., the recursive parts -. - QT-r^- are ignored). A more
da-|
da-y
accurate computation can be obtained using a higher order approximation. In
considered

Chapter 4, it was found from extensive simulation results that there is little
difference in performance between the first and higher order approximations.
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5.3.2

Amplitude and Phase Estimation Algorith m

Assuming that the fundamental frequency co0 is known the input signal y(t) can
be re-arranged as follows (Nehorai and Porat, 1986):
3

y(t)=V'

[C1kcos(kco0t) + C2ksin(kco0t)] + n(t)

(5.26)

k=l

where
C1k = Cksin(<))k) (5.27)
C2k = Ckcos(c|)k) (5.28)

Equation (5.26) can be expressed in the following useful form:

y(t) = [sinco0t sin3co0t, cosco0t, ..., cos3co0t] e^t) + n(t) (5.29)

where

9i(t) = [C11(t), ..., C13(t), C21(t), ..., C23(t)]T (5.30)

As co0 is known, it is clear that, a Recursive Least Squares (RLS) algorithm
can be applied to Equation (5.29) to estimate G^t).
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The required R L S algorithm involves the following computational steps:
A(t) = [sinco0t, .... sin3co0t, cosco0t, ..., cos3co 0 t] T

(5.31)

e(t) = y(t) - v(t)

(5.32)

e(t) = e(t)-A(t)61(t-1)

(5.33)

^

/\

ei(t) = e 1 ( M ) + K(t)e(t)

(5.34)

where

K(t+1) =

P(t)A(t)
X(\) + A(t)P(t)A(t)

(5.35)

T,

P(t)A(t)A'(t)P(t)
P(t+1)=

— P(t)-

X{\) + AT(t) P(t) A(t)

(5.36)

X(\) is an exponential forgetting factor which can be expressed as:
X(t) = XoA.(t-1) + (1-*o)

(5.37)

For applications where a time-varying forgetting factor is not required, >\.(t) can
be set to a value less than or equal to unity, while Xo is set equal to 1. The
amplitude and phase estimates are given by:

Ck(t) = ^ / C 2 k ( t ) + C 2 k ( t )

(5.38)
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<j>k(t)=tan-1

(5.39)

Cnfl)

It should be stressed that the performance of the above R L S algorithm relies
heavily on the availability of accurate frequency estimates. Hence, it is
important to turn on the R L S algorithm after the gradient-based adaptive c o m b
filter has converged . Such a requirement is not restrictive as good initial
estimates always exist in this application, which ensures fast convergence.

5.4 Simulation Results

In this section, the proposed roll eccentricity sensor is implemented and its
performance is investigated under typical input conditions. For demonstration
purposes the following input signal w a s generated:

y(t) = 11.84 sin

f2tt(0.59)t

\

+ 57.3 + 8.7 sin

'2TI(1.18)1

A

+ 114.6

f.

+ 7.2 sin

f27i(1.77)t

\

+ 45.8 + n(t)

(5.40)

fo

where n(t) is a white noise sequence with zero m e a n and unity variance. The
sampling frequency w a s chosen to be 5Hz. A plot of the power spectral
density of Equation (5.40) is shown in Figure 5.6. The signal-to-noise ratio of
the harmonic series is similar to the experimental results of Figure 5.2.
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Example 1:

This example demonstrates the implementation of the c o m b

filter in tunable form. In this case p 0 = p., =1.0, while a 0 = at =0.98. The P S D
of the resulting output signal e(t) is depicted in Figure 5.7 which clearly shows
that the harmonic series has been fully recovered. Although the proposed
tunable c o m b filter is not suitable for the roll eccentricity problem, it has many
other uses in time invariant applications where harmonic signal enhancement
or elimination is required.
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Example 2:

The performance of the R L S method for amplitude and phase

estimation is now examined. In this example, P was initially set to be 10001
where I is the identity matrix and 8-| is assumed to be the null vector. T h e
exponential time varying forgetting factor was set as XQ = 0.98 and X(0) = 0.5.
Figure 5.8 depicts the trajectories of the harmonic signal amplitude estimates,
while Figure 5.9 shows the trajectories of the phase estimates. It is evident
from these results that all the parameters have been correctly identified and
the rate of convergence is relatively fast.
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Example 3:

In this example the c o m b filter was implemented in an adaptive

form. The input signal w a s the s a m e as that given by Equation (5.40). The
initial estimate for the fundamental frequency w a s assumed to be f0 = 0.4Hz,
while p 0 = Pi =1.0, cc0 = 0.92, cc-, = 0.999 and ii = 0.9. The characteristics of
the c o m b filter are similar to those depicted in Figure 5.5, where the notch
corresponding to the fundamental frequency has a wider bandwidth. T h e
trajectory of the fundamental frequency estimate is shown in Figure 5.10 and
the corresponding P S D of the output e(t) is depicted in Figure 5.11. A s
expected the gradient-based algorithm converged very quickly and yielded
accurate frequency estimates.
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5.5 Conclusion

A novel roll eccentricity sensor which retrieves the required roll eccentricity
controller reference signal has been presented. For frequency estimation, a
modified c o m b filter structure together with a gradient-based adaptive
algorithm has been suggested. The important features of such an algorithm
are the robustness and the simplicity in implementation. In other words, it has
modest computational requirements. The harmonic amplitude and phase
estimation has been solved by using a standard Recursive Least Squares
technique.

Simulation results indicate that the proposed sensor provides a worthwhile
solution to the problem at hand. Advantages of the sensor include fast
convergence and accurate parameter estimates. No extra positional sensors
are required as this information can be easily obtained from the phase
estimates. Finally, the proposed sensor is not based on approximate mill
models. It simply treats the problem as a harmonic series embedded in noise.
The resulting solution is based on time domain measurements which
characterize the mill roll eccentricity conditions during operation.
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Chapter 6

Conclusions and Suggestions
for Further Research

6.1

Conclusions

This thesis deals with s o m e aspects of adaptive IIR digital notch filtering and its
application to the development of a n e w software-based sensor for the
retrieval of roll eccentricity signal. Adaptive notch filtering without doubt, is one
of the more practical techniques within the general area of IIR adaptive filtering
(Shynk, 1989). For this reason, recently, IIR adaptive filtering has been the
subject of m u c h attention by researchers such as: T h o m p s o n (1978);
Friedlander and Smith (1984); R a o and Kung (1984); Nehorai (1985); N g
(1985); Nehorai and Porat (1986); N g (1987); Stoica and Nehorai (1988).
Therefore, it is an area where development has been relatively rapid and at
times carried out simultaneously by various authors. In the main, the approach
taken here is somewhat different in that it considers the primary role of these
filters as being practical. To this end, a number of modifications which serve to
enhance the properties of notch filtering have been proposed.

The parameter estimation accuracy was examined and a performance
evaluation w a s carried out to determine the merits of a number of algorithms
proposed by various authors. Following this exercise, a much simpler class of
adaptive algorithms were applied to the notch filter model. The adaptive
algorithm referred to in this thesis is a gradient-based algorithm which is
computationally inexpensive and at the s a m e time robust. The application of
gradient-based algorithms has necessitated the development of different and
appropriate filter structures. During the development of such filter structures
care w a s taken to ensure that they were suitable in a specific, but c o m m o n
industrial signal processing application. T o a certain extent emphasis has
been placed on practical experience and computer simulations.
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Tunable IIR notch filtering w a s considered in Chapter 2. T h e time and
frequency domain representation of multiple sinusoids were discussed. It w a s
shown that a signal consisting of a s u m of m sinusoids satisfies an A R M A
process. T h e notion of IIR notch filter parametization follows from this. For
example Kay and Marple (1981) showed that the sinusoid in noise process
obeys an A R M A model as described by Equation (2.9) of Chapter 2 where the
zeros are located on the unit circle. The appropriate filter for the elimination of
sinusoids embedded in a broadband signal is what is known as the notch filter
and is characterized by an A R M A model with the zeros located on the unit
circle while the poles are located radially on the inside of the unit circle and
very close to the zeros. A n additional variable zero position constraint w a s
introduced to the notch filter parametization which provided the flexibility of
simple and direct conversion into a line enhancer configuration. In addition,
the filter b e c a m e a minimum phase filter with near ideal notch characteristics.
A gain factor w a s also proposed which maintains unity gain throughout the
frequency spectrum except at the frequency of interest where it is zero
(for p = 1) even w h e n non-ideal wide bandwidth characteristics are desired.
Many applications exist which require the implementation of tunable filters. To
assist the design process, a design procedure with relevant characteristic
graphs has been presented which allows simple selection of notch filter
coefficients based on notch bandwidth and frequency requirements. The
given design procedure is also applicable for line enhancement designs as
well as for adaptive applications.

The theoretical aspects and performance evaluation of adaptive notch filtering
were considered in Chapter 3. A s the aim of all adaptive algorithms are based
on the minimization of a cost function (or performance criterion), it w a s felt
appropriate in Chapter 3, firstly to establish the validity of the commonly used
m e a n square error criterion (see Equation (3.1)) with digital notch filtering. A

frequency domain approach was used in the analysis and results indicate that
such a criterion is valid for the adaptive case where the filter characteristics are
near ideal.

The parameter estimation accuracy was examined by deriving the CramerRao Lower Bound. The approach taken used a frequency domain analysis
which is different from the work of Nehorai (1985) where the derivation is
applied only to the second order A R M A model case and also ignored the
contribution due to the sinusoidal terms.

The derivation presented in

Chapter 3 is applicable to the multiple cascaded notch case and takes into
account the contribution due to the sinusoidal terms. It is evident that
Nehorai's C R L B is not the true bound as the simulation results presented in
his paper in fact showed that the standard deviation of the estimates were of
the s a m e order of magnitude as the predicted C R L B variance. The C R L B
derived in Chapter 3, on the other hand, shows that the contribution due to the
sinusoidal terms is indeed significant and that higher signal-to-noise ratios
lead to improved estimation accuracy. This fact is in agreement with c o m m o n
expectation and was also fully supported by extensive Monte Carlo simulation
results.

A performance evaluation of three previously suggested adaptive algorithms
of the s a m e generic form was undertaken. The algorithms were the S G N , the
R M L and the A M L . The s a m e environment conditions were maintained for all
three algorithms in order to validate the performance evaluation. The results
showed that the R M L produced more accurate parameter estimates. However,
both the S G N and the R M L algorithms tended not to converge in situations
with low signal-to-noise ratios. The A M L , on the other hand, is the least
computationally expensive out of the three algorithms and produced very good
results. Further, the A M L proved to be more robust and converged during

simulation trials where the other two failed. Experience showed that the bias
problem did not appear to be significant, although the tests were not
exhaustive in this regard.

T h e issue of bias has been examined for the

second order notch filter by Stoica and Nehorai (1988) and the results
obtained in Chapter 3 were found to be of the s a m e order of magnitude as
predicted by their analysis.

Two notch filter structures based on adaptive gradient algorithms were
synthesised and implemented in Chapter 4 for frequency estimation purposes.
Both filter structures have direct applicability in the industrial signal processing
task of roll eccentricity signal retrieval. The first notch filter model structure is
suitable for applications where two signal sources exist. O n e of the signals
contains the sinusoids e m b e d d e d in noise (primary input), while the other
signal contains a partially correlated noise sequence (reference input). The
reference input is used to produce the desired signal which then allows the
output error signal to be determined. The actual desired signal is in fact the
filtered noise component, hence the reference input signal is passed through
an identical notch filter as for the primary input. Clearly, for the case where
the reference signal is completely correlated with the noise component in the
primary input, the proposed filter structure is an exact model. This two input
source-based model structure uses additional relevant information (when it is
available) to enhance the performance of the filter. Error surface analysis
carried out indicates that, for the single notch case the error surface is
unimodal and thus, convergence is ensured.

For the multiple notch case the

error surface is multimodal and therefore requires careful choice of initial
estimates.

Reasonably good performance can be still obtained from a

gradient-based algorithm in the multiple notch case, provided the initial
estimate is near the actual parameter value and the adaptation coefficient is

selected to be small enough. Its tracking capabilities are considered to be
quite good and predictable.

The single input structure is a special case of the two input structure when the
reference signal is set to zero. In other words, the single input structure is
useful for applications where only one composite input signal exists. Its error
surface characteristics are similar to the two input model structure. Both
structures presented in Chapter 4 lend themselves very easily to modular
implementation in either cascade or parallel form. Under such circumstances
the frequency spectrum can be divided into sub-regions with each being
monitored by a second order module. This frequency decoupling greatly
simplifies the problem of multiple sinusoidal estimation. Extensive simulations
were carried out and showed that gradient-based adaptive notch filtering
provides a simple and robust alternative.

The roll eccentricity problem was examined in Chapter 5 in some detail. The
results obtained previously were used to formulate an appropriate solution.
This solution included a new c o m b filter composed of notch filter modules with
specially constrained bandwidth characteristics. The adaptive filter is used for
frequency estimation and tracking the roll eccentricity signal which happens to
be a harmonic series. A single parameter (that is, the fundamental frequency
of the harmonic series) is used which m a k e s the adaptive process very simple.
The notch corresponding to the fundamental of the harmonic series is
constrained to have a wider bandwidth. This tends to enhance significantly,
the convergence performance of a gradient-based algorithm. The notches
corresponding to higher order harmonic components are not individually
adaptive but rather follow the fundamental, their bandwidths are constrained to
be much sharper. Computer simulations were performed using typical realworld data as measured at the Five Stand Cold Reduction Mill in B H P (Broken

Hill Propriety) Sheet and Coil Division, Port Kembla, Australia.

The single

input filter structure proposed in Chapter 4 w a s used since complete
conversion of the mill to a continuous process had not taken place. In other
words, access w a s only available to the primary input but not to the reference
input signal.

Once the harmonic series has been retrieved it is a simple matter to implement
amplitude and phase estimation algorithms. A standard Recursive Least
Squares algorithm is used. The Recursive Least Squares should be applied
only after the harmonic series has been identified.

The complete roll

eccentricity sensor w a s subjected to extensive experimentation using a wide
range of typical data and its overall performance w a s found to be excellent.
From a practical viewpoint this sensor holds much promise.

6.2 Suggestions For Further Research

IIR filtering has been and continues to be an active area of research with many
problems yet to be resolved (Johnson, 1984 and Shynk, 1989). Adaptive
notch filtering and its application to practical problems is no exception. The
following is but a few of the current open issues that require further research.

6.2.1 Estimate Bias

Recently, Stoica and Nehorai (1988) presented a detailed analysis in relation
to the bias of a second order adaptive notch filter and line enhancer. The
results obtained in Chapter 3 were found to be in agreement with their
analysis. It is, both interesting and feasible to extend the analysis to the
multiple sinusoids in noise case.

6.2.2

Monitoring of Stability and Convergence

If statistically efficient adaptive algorithms of the Recursive Maximum
Likelihood generic form are to be used, then monitoring of stability is certainly
recommended. It has been found that the filter is substantially more prone to
stability problems at the beginning of the adaptation. For this reason it has
been the normal practice to start with a relatively wide bandwidth together with
the implementation of a time varying pole moduli. Although this method is
sound, generally it does not guarantee convergence and leads to insensitivity
in the adaptive process for situations where the sinusoids are time varying. In
fact, if the sinusoidal frequency changes while the notch filter is characterized
by very narrow bandwidths, the filter, will almost certainly have convergence
problems.

O n the other hand, a sharper notch leads to improved estimation

accuracy. This issue needs further investigation with perhaps the solution
being a combination of simple stability monitoring in conjunction with variable
bandwidth control. Despite the fact that such a method appears to be feasible
it needs to be compared with existing projection algorithms. It is expected that
the final solution will be application dependent.

The gradient-based adaptive algorithms considered in this thesis which are
suitable for parameter estimation do not implement true gradients but rather
only approximate gradients composed from predicted errors. Usually this has
the effect of filtering the error quantities, but it is difficult to say in general, what
happens w h e n the filter has poles that are very close to the unit circle. The
global convergence properties are difficult to analyse in relation to the
approximate gradient-based adaptive algorithms considered. This is still an
open research issue.

6.2.3

High Resolution Spectral Estimates

The notch filter bandwidth can be made as narrow as desired and is limited
only by the accuracy of the computer. For this reason adaptive IIR notch
filtering can possibly be used for high resolution spectral estimation of closely
spaced sinusoids. The gradient-based algorithm appears to be appropriate in
this situation. For example, suppose two sinusoids are known to be near a
given frequency.

In this case two gradient-based adaptive notch filters

characterized by very narrow bandwidths can be started one on each side of
the frequency of interest with very small adaptation constants. This process
may yield high resolution estimates of the two closely spaced sinusoids.

6.2.4 Amplitude and Phase Estimation

Research work on the use of adaptive algorithms such as the SGN, the RML
and the A M L together with notch filtering have only considered the frequency
estimation problem. The other important parameters of interest are the
amplitude and phase associated with each sinusoid. This is an important
problem that needs to be addressed.

6.2.5 Finite Word Length

Numerical issues such as finite word length implementation associated with
notch filtering are open areas of research which do not appear to have been
addressed. Although the resulting estimate accuracy of the roll eccentricity
application w a s found to be adequate as floating point implementation was
used, it is expected that for other applications (particularly in small word length
situations) this m a y not be so and certainly deserves examination.

6.2.6

Convergence Analysis of the A M L

General convergence analysis of the AML has been studied by Solo (1979),
for the A R M A model and although computer simulation for the notch filtering
application shows convergence in all cases, a theoretical proof (that the A M L
converges in notch filtering applications) would be useful. This question has
not been addressed and is worth investigating.

6.2.7 Cramer-Rao Lower Bound for the General Polynomial
Notch Filter Model

In this thesis the CRLB was derived for a multiple cascaded notch filter model
structure and these theoretical results have been verified by computer
simulations for the second order case. It would be useful to derive the C R L B
for a general polynomial notch filter model as this model m a y also find
applications in practice.

6.2.8 Other Potential Notch Filter Applications

The notch filter is a potentially very useful signal processing tool for many
practical applications. For example, in helicopter communication systems
notch filtering can be effectively used to eliminate the blade noise which can
be considered as a time varying harmonic series. Another example is in
power electronic converter applications where it is required to estimate and
track the harmonic content of the converter output so that effective on-line
harmonic reduction techniques can be employed. Further investigation is
required to ascertain these possibilities.

The above list of open issues are both interesting and relevant at this point in
time and are therefore worthwhile investigating. It is relatively easy to get
carried away at this stage and propose an exhaustive list of problems that
need to be considered. Such is not the aim nor is it logical since the priority
and relevance of problems tend to change with time and progress.

140

Author's Publications

141

Much of the work in this thesis has been published or has been submitted for
publication as academic papers. These papers are:

Chicharo J.F. and Ng T.S., (June 1987) " Cramer-Rao Lower Bound For
Cascaded Adaptive Notch Filtering ", IEE Electronic Letters, Vol. 23
No. 13, pp 707-708.

Chicharo J.F. and Ng T.S., (May 1990) " Gradient-Based Adaptive IIR Notch
Filtering For Frequency Estimation M, IEEE Trans, on Acoustics, Speech,
and Signal Processing, [Full Paper, To Appear].

Chicharo J.F. and Ng T.S., (1990)" A Tunable/Adaptive Second Order IIR
Notch Filter", International Journal of Electronics, [Full Paper, To
Appear].

Chicharo J.F. and Ng T.S. " A Roll Eccentricity Sensor for Steel Strip Rollin
Mills ", IEEE Trans, on Industry Applications, [Submitted for Publication].

Chicharo J.F. and Ng T.S., (Aug. 1987) " Implementation of Adaptive Notch
Filtering for the Retrieval of Roll Eccentricity Signal in a Steel Mill", Proc.
Int. Symp. on Signal Processing, Theories, Implementations and
Applications, Brisbane Australia, pp 886-889.

Ng T.S. and Chicharo J.F., (Aug. 1987) "Adaptive Digital Notch Filtering- A
Minimal Parametization ", IEEE Asian Electronics Conference, Hong
Kong, pp 417-421.

Chicharo J.F. and Ng T.S., (Sept. 1987)" Performance Characteristics of an
Adaptive Notch Filter", IREE Conference, Sydney Australia, pp 836-840.

Ng T.S. and Chicharo J.F., (Aug. 1988)" An MR Structure for Digital Tunable
Frequency Response Filter, Adaptive Notch Filtering and Line
Enhancers", IFAC Symp.

on Identification and System

Estimation, Beijing China, pp 1434-1440, published in

Parameter
System

Identification and Parameter Estimation, Chen H.F. - Editor, Pergamon
Press, 1989. [An Invited Paper].

Chicharo J.F. and Ng T.S., (April 1989) "A Gradient-Based IIR Adaptive Notch
Filter Model Structure ", IEEE

Symp.

on Signal Processing and

Applications, Adelaide Australia, pp 298-303.

Chicharo J.F. and Ng T.S., (Oct. 1989)" A Roll Eccentricity Sensor for Steel
Strip Rolling Mills ", IEEE Industry Applications Conference, San Diego
U.S.A., pp 1461-1466 [This paper won the best paper prize in the
Metal Industries section].

During my doctoral studies, I did some joint work on recursive linear predic
and on industrial expert system applications. This research does not appear
in this thesis, but is in the following publications:

Magdy M.A. and Chicharo J.F., (Dec. 1987) " Modified Recursive Linear
Predictor Suitable for Implementation in a Systolic Array Structure ", IEE
Proceedings, Part F, Vol. 134 No. 4, pp706-708.

Magdy M.A. and Chicharo J.F., (Nov. 1986)" A Modified Recursive Solution for
the Linear Predictive Coding of Speech ", Proc. 1st. Australian
Conference on Speech Science and Technology, Canberra Australia,
pp 304-307.

Ng T.S., Cung L.D. and Chicharo J.F., (Oct. 1989) " D E S P L A T E : An Expert
System for Abnormal Shape Diagnosis in the Plate Mill", IEEE Industry
Applications Conference, San Diego U.S.A., pp 1439-1444. Also
Submitted for Publication in the IEEE Trans, on Industry Applications.

144

References

Astrom, K.J., (1970) 'Recursive Formulas for Evaluation of Certain Complex
Integrals.' Q. Appl. Math., pp.283-288.

Bitmead, R.R., Anderson, B.D.O. and Ng, T.S., (1986) 'Convergence Rate
Determination of Gradient Based Adaptive Estimators' Automatica,
pp.185-191.

Cadzow, J.A. and Wu, M.M., (1987) 'Analysis of Transient Data in Noise' IEE
Proc, PartF, Vol. 134, No. 1, pp.69-78.

Carney, R., (1963) 'Design of a Digital Notch Filter with Tracking
Requirements', IEEE Trans, on Space Electronics and Telemetry,
pp.109-114.

Edwards, W.J., (1978) 'Design of Entry Strip Thickness Controls for Tandem
Cold Mills' Automatica, Vol. 14, pp.429-441.

Fapiano, D.J., (1985) 'Control of Strip Thickness in Hot Rolling' Iron and S
Engineer, pp34-43.

Ferguson, I.J. and Tina, R.F., (1986)' Modern Hot Strip Mill Thickness Contro
IEEE Trans, on Industry Applications, Vol. IA-22, No.5, pp.934-940.

Friedlander, B. and Smith, J.O., (1984) 'Analysis and Performance Evaluation
of an Adaptive Notch Filter.' IEEE Trans. Inform. Theory, Vol. IT-30,
pp.283-295.

Glover, J.R., (1977) 'Adaptive Noise Cancelling Applied to Sinusoidal
Interferences', IEEE Trans, on Acoust, Speech and Signal Processing,
Vol. ASSP-25, No. 6, pp.484-491.

Goodwin, G.G. and Payne, R.L, (1977) Dynamic System Identification:
Experiment Design and Data Analysis Academic Press.

Goodwin, G.C, Evans, R.J., Leal, R.L. and Feik, R.A., (1986) 'Sinusoidal
Disturbance Rejection with Application to Helicopter Flight Data
Estimation' IEEE Trans, on Acoust, Speech and Signal Processing, Vol.
ASSP-34, No. 3, pp.474-484.

Hirano, H., Nishimura, S. and Mitra, S.K., (1974), 'Design of Digital Not
Filters', IEEE Trans, on Circuits and Systems, Vol. CAS-21, No.4,
pp.540-546.

Hush, D.R., Ahmed, N., David, R. and Stearns, S.M., (1986) 'An Adaptive I
Structure for Sinusoidal Enhancement, Frequency Estimation, and
Detection', IEEE Trans, on Acoust, Speech and Signal Processing, Vol.
ASSP-34, No. 6, pp.1380-1390.

Jackson, L.B. and Wood, S.L., (1978) 'Linear Prediction in Cascade Form',
IEEE Trans, on Accoust, Speech and Signal Processing, Vol. ASSP26, pp.518-528.

Johnson, Jr., C.R., (1984) 'Adaptive IIR Filtering: Current and Open Issu
IEEE Trans. Inform. Theory, Vol. IT-30, No.2, pp.237-250.

147

Kay, S.M. and Marple, Jr., S.L., (1981) ' Spectrum Analysis - A Modern
Perspective', IEEE Prceedings, Vol. 69, pp. 1380-1419.

Ljung, L., (1981) 'Analysis of a General Recursive Prediction Error
Identification Algorithm', Automatica, Vol. 17, No.1, pp.89-99.

Ljung, L. and Soderstrbm, T., (1983) Theory and Practice of Recursive
Identification, MIT Press, Cambridge.

Nakazato, Y., Yanagishima, F., Tamiya, T., Teshiba, T., Kuguminato, H., Ara
T. and Fujiwara, S., (1983) 'Improvements in Cold Rolling of Extra Thin
Gauge Strip', Kawasaki Steel Technical Report, No.7, pp.44-54.

Nehorai, A., (1985) 'A minimal parameter adaptive notch filter with constr
poles and zeros.', IEEE Trans. Acoust, Speech and Signal Processing,
Vol. ASSP-33, No.4, pp.983-996.

Nehorai, A. and Porat, B., (1986) 'Adaptive Comb Filtering for harmonic sig
enhancement', IEEE Trans., on Acoust,Speech and Signal Processing,
Vol. ASSP-34, No.5, pp.1124-1138.

Ng, T.S., (1985) 'Adaptive Digital Notch Filtering - A New Parametization.
Report No. EE-N55, Department of Electrical and Computer
Engineering, University of Wollongong, N S W , Australia.

Ng, T.S., (1987) 'Some Aspects of An Adaptive Digital Notch Filter with
Constrained Poles and Zeros.', IEEE Trans. Acoust, Speech, and
Signal Processing, Vol. ASSP-35, No.2, pp.158-161.

148

Ng, T.S., Goodwin, G.C. and Soderstrbm, T., (1977) 'Optimal Experiment
Design for Linear Systems with Input/Output Constraints.', Automatica,
Vol.13, pp.571-577.

Patula, E.J., (1975) 'Experimental Verification of Roll Eccentricity in S
Back-Up Caused by Sleeve Motion', Iron and Steel Engineer, pp.55-58.

Rao, D. V. B. and Kung, S. Y., (1984) 'Adaptive Notch Filtering for Retri
Sinusoids in Noise.', IEEE

Trans. Acoust, Speech

and Signal

Processing, Vol. ASSP-32, pp.791-802.

Regalia, P.A. and Mitra, S.K., (1987) Tunable Digital Frequency Response
Equalization Filters.', IEEE

Trans., Acoust., Speech and Signal

Processing, Vol. ASSP-35, No.1, pp.118-120.

Rife, D.C. and Boorstyn, R.R., (1974) 'Single-tone parameter estimation fr
discrete-time observations.', IEEE Trans. Inform. Theory, Vol. IT-20,
No.5, pp.591-598.

Roberts, W.L, (1986) Flat Processing of Steel, DEKKER.

Shynk, J.J., (1989) 'Adaptive IIR Filtering', IEEE Acoust, Speech and Sig
Processing Magazine, pp.4-21.

Solo, V., (1979) 'The Convergence of AML', IEEE Trans., Automatic Control,
Vol. AC-24, pp.958-962.

Southwell, W., (1984) 'Investigation of Roll Eccentricity', Industrial Report,
Department of Electrical and Computer Engineering, University of
Wollongong.

Stearns, S.D., (1981) 'Error Surfaces of Recursive Adaptive Filters', IEEE
Trans, on Circuits and Systems, Vol. CAS-28, No.6, pp.603-606.

Stoica, P. and Nehorai, A., (1988) 'Performance Analysis of an Adaptive Not
Filter with Constrained Poles and Zeros', IEEE Trans. Acoust. Speech
and Signal Processing, Vol. 36, pp.911-919.

Teoh, E.K., Goodwin, G.C, Edwards, W.J. and Davis, R.G., (1984) 'An
Improved Strip Thickness Controller for a Rolling Mill', 9th IFAC World
Congress, Budapest Hungary, pp.1741-1747.

Thompson, P.A., (1978) 'A constrained recursive adaptive filter for
enhancement of narrow-band signals in white noise', Proc. 12 Asilomar
Conf. Circuits, Syst Comput, Pacific Grove, CA, pp.214-218.

Ulrych, T.J. and Clayton, R.W., (1976)' Time series modelling and maximum
entropy', Physics of the Earth and Planetary International, pp.188-200.

Widrow, B., Glover, Jr. J.R., McCool, J.M., Kaunitz, J., Williams, C.S., Hea
R.H., Zeidler, J.R., Dong, Jr., E. and Goodlin, R.C, (1975) 'Adaptive
Noise Cancelling: Principles and Applications', Proc. IEEE, Vol.12,
pp.1692-1716.

Widrow, B. and Mc Cool, J. M., (1977) 'Comments on an Adaptive Recursive
L M S Filter", Proc. IEEE, Vol. 65, No.9, pp.1402-1404.

Widrow, B. and Stearns, S.D., (1986) Adaptive Signal Processing, Prentice
Hall, Englewood Cliffs N.J.

Yule, G.U., (1927) ' On a Method of Investigating Periodicities in Disturbed
Series, with Special Reference to Wolfer's Sunspot Numbers', Philos.
Trans. R. Soc. London, Ser. A, 226, pp.267-298.

