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How long does a trajectory take to reach a stable equilibrium point in the basin of attraction
of a dynamical system? This is a question of quite general interest, and has stimulated a lot of
activities in dynamical and stochastic systems where the metric of this estimation is often known as
the transient or first passage time. In nonlinear systems, one often experiences long transients due to
their underlying dynamics. We apply resetting or restart, an emerging concept in statistical physics
and stochastic process, to mitigate the detrimental effects of prolonged transients in deterministic
dynamical systems. We show that stopping an ongoing process at intermittent time only to restart
all over from a spatial control line, can dramatically expedite its completion, resulting in a huge
decrease in mean transient time. Moreover, our study unfolds a net reduction in fluctuations around
the mean. Our claim is established with detailed numerical studies on the Stuart-Landau limit cycle
oscillator and chaotic Lorenz system under different resetting strategies. Our analysis opens up a
door to control the mean and fluctuations in transient time by unifying the original dynamics with
an external stochastic or periodic timer, and poses open questions on the optimal way to harness
transients in dynamical systems.
Transient time is unequivocally an important attribute
of dynamical systems. In simple words, transient time
(TT) quantifies the time it takes for a trajectory to reach
from any point P to another point Q, specifically from
an initial state to an attractor i.e, stable oscillation or
an equilibrium point. In recent times, statistics of TT
has been extensively studied in complex dynamical sys-
tems [1–6], climate models [7, 8], ecology [9–12], signal
propagation in networks [13, 14] and extreme events like
catastrophes or species extinction [15–17]. TT has also
been a key ingredient to understand critical transitions
from one stable ecosystem state to another often known
as tipping [18] or regime shift [19]. In ecology, faster con-
vergence to stable solutions under external perturbations
is known to be of severe importance to sustain resilience
[20, 21]. Similarly, one can ask whether it is possible to
operate a power grid network [22] with a faster realization
of synchrony to avoid a failure. Thus, the intriguing ques-
tions are how to tailor generic strategies to understand
optimization and control of transient time in natural and
engineered systems.
Transient time is also a subject of immense interest in
statistical physics and stochastic process. Therein, it is
often known as the first passage time (FPT) which mea-
sures the completion time of a process (see [23–26] for
extensive reviews). Despite many years of rigorous stud-
ies, efforts are still being made in search of finding new
protocols to make the FPT processes more efficient [27–
31]. Recently, it has been observed that completion of a
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FPT process can be expedited by resetting it intermit-
tently and starting afresh [32–49]. This problem is known
as first passage under restart or resetting and has led to
a myriad of interesting phenomena with an overarching
stream of applications in non-equilibrium systems [32],
biological and chemical processes [40, 46], randomized
search algorithms in computer science [41, 42], search
and foraging theory [44, 45, 48, 49]. The pinnacle of
these studies is perhaps the expedition of the mean FPT
by choosing a careful restart mechanism.
Despite a wide array of studies made in noisy systems,
a little knowledge exists, in literature, on the impact of
resetting strategies in deterministic dynamical systems.
For instance, resetting can be understood as restoration
of an apex predator or other species population in the
hierarchical levels of a food chain for biodiversity conser-
vation [50] or a catastrophe [51]. Naturally, the question
arises whether resetting can now be used as a control
strategy for TT in deterministic dynamics where the tar-
get is a stable steady state, a limit cycle or a chaotic
orbit. Furthermore, it is not apparent how to imple-
ment the resetting mechanism since the intrinsic dynam-
ics is deterministic and thus, restarting the system from
the same initial condition can not improve the transient
time. To address these challenges, in this article, we nu-
merically study TT in the presence of resetting. We seek
for efficient protocols based on resetting to mitigate the
effects of long transient time in dynamical systems hav-
ing stable equilibrium points and furthermore strive to
make them optimal. In particular, our results are illus-
trated with two canonical models of deterministic sys-
tems namely a Stuart-Landau oscillator (denoted by M1)
and the Lorenz system (denoted by M2). The central
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2FIG. 1. Illustrative description of resetting strategy. (a) Tra-
jectory of a deterministic system that starts from the initial
state x0 and reaches an equilibrium point (red dot). (b) Tra-
jectory under resetting is projected momentarily (A → A′,
B → B′ and so on) on the control line XY (black dashed
line) chosen from the basin BA and passing through the equi-
librium point. Resetting events occur at random times T0, T1,
T2, · · · , Tf (as shown by the clock), where the time intervals
Ti − Ti−1 are taken from a distribution fR(t). The trajec-
tory with resets (red line) is superimposed on the unhindered
trajectory (dashed blue line).
finding of our study reveals that resetting on a spatial
control line which is constructed arbitrarily through the
stable equilibrium point(s) in the basin of attraction dra-
matically reduces the mean and fluctuations in transient
time and thus outperforms the completion.
Transient time.— Consider an autonomous system
spanned in a basin BA and described by
x˙ = F (x,µ), (1)
where x is the state variable, F is a smooth vector field
with dimension n and µ is the system parameter. If the
system has a monostable point attractor i.e., a stable
equilibrium point A (say, the target point), then TT (x0)
is the time required, in the absence of resetting, to reach
the stable attractor of the system from randomly chosen
initial points x0 ∈ BA. Following [52–55], the metric for
TT is defined as
TT (x0) = inf{t : ‖φTT (x0)−A‖ < , }, (2)
where ‖.‖ denotes the Euclidean distance and we assume
that the system evolves through a time evolution opera-
tor φ and reaches to φTT (x0) at a time t > 0. Further,
we set  with a pre-defined threshold which is chosen ar-
bitrarily small so as to characterize an approximate prox-
imity of the numerical trajectory to the asymptotically
stable equilibrium point A. The set of transient time
over the initial conditions in BA is then simply given by
{TT (x0), ∀x0 ∈ BA} (Sec. I in [56]).
Resetting protocol & control line.— Canonical restart
mechanisms, in statistical physics, usually set the config-
uration of a system to its initial state after a random time
which is drawn from a distribution given by fR(t) [32, 57–
62]. Herein, resetting the process to the initial condition
is an impediment due to the strong determinism encoded
in the underlying dynamics. To circumvent this issue, we
reset or project the dynamics along a line, which we de-
fine as a control line in BA but passing through the equi-
librium point A. To illustrate the concept, we refer to
Fig. 1a, where we have considered a trajectory of the un-
interrupted process that starts from the initial condition
x0. TT (x0) denotes the time required by the trajectory
starting from x0 to reach the fixed point (red dot) within
a precision of . The control line XY (black dashed line,
Fig. 1b) is constructed at a random angle θ ∈ (0, 2pi)
but passing through A (red dot). We stop the dynamics
e.g., at time T0 drawn from fR(t) and reset the current
position (say, A) to a point (say, A′) on the control line
by projecting it normally. Subsequently, the dynamics
starts from the point A′. The next time interval T1 − T0
is again drawn from the density fR(t) and the procedure
is repeated. The resulting trajectory after several resets
(i.e., with projections on the control line) at coordinates
A,B,C and D is shown by the solid line (red line). The
process ends when the condition ‖φTT (x0) − A‖ <  is
satisfied for the first time and we denote this net transient
time as TTR. Against this backdrop, we study statistics
of TTR with different choices of fR(t) for systems, M1
and M2, which we introduce now in brief.
Stuart-Landau (SL) oscillator (M1).— SL oscillators
are abundantly used to understand many fundamental
phenomena such as transition to synchrony and pattern
formation [63, 64]. The governing equation for such an
oscillator reads Z˙ = (a+ iΩ− |Z|2)Z, where Z = x+ iy
is the complex variable and Ω is the natural frequency of
oscillation. Here, a is an internal control parameter that
determines the state of the system (oscillatory or a steady
state). Initial conditions are chosen uniformly from BA
in Fig. 2a. Following a linear stability analysis (Sec. II in
[56]), it is shown that the system exhibits a stable spiral
approaching an equilibrium point A : (0, 0) for a < 0
and stable limit cycle for a ≥ 0. We set a = −0.01 and
Ω = 1 so that the system, after a transient time, attains
to (0, 0) shown by the red dot in Fig. 2a.
Lorenz system (M2).— Lorenz system is a benchmark
model of chaotic systems [65–67]. Here, the phase space
equations are x˙ = σ(y − x), y˙ = ρx − y − xz, z˙ =
−βz + xy, where σ and ρ are the Prandtl and Rayleigh
numbers, respectively, while β > 0 is the aspect ra-
tio. The system has two symmetric stable equilibrium
points
(
±√β(ρ− 1),±√β(ρ− 1), ρ− 1) only if 1 <
ρ <
σ(σ + β + 3)
σ − β − 1 . For fixed parameters σ = 10 and
β = 83 , the system exhibits transient chaos in the range
of ρ ∈ (13.926, 24.06) [56]. Considering ρ = 23, we obtain
two stable fixed points A : {P1,2 = (±a,±a, b)}, where
a = 7.65942, b = 22.0. We observe a riddled basin, with
two disjoint basins of attraction for two emerging scrolls
in the dynamics, surrounding two separate equilibrium
points (red dots) (Fig. 2f).
Statistics of transient time without resetting.— To elu-
cidate the effects of resetting, it is important to first study
3FIG. 2. Basin of attraction: BA with A (red dot) for the system (a) M1 and (f) M2. Transient time density without resetting:
P (TT ) for (b) M1 and (g) M2. Phase space trajectories under resetting: Trajectories of the system (c) M1, starting from the
co-ordinates (2.5, 3.0) and (h) M2, starting from the co-ordinates (−11.74,−4.412, 4.086) are depicted by red lines. The black
arrows indicate the resets or normal projections to the control line (dashed black line passing through A). Resetting occurs
at 〈R〉 = 1 and 〈R〉 = 0.1, respectively, for M1 and M2. Transient time density with resetting: P (TTR) in the presence of
exponential resetting for the systems, (d) M1 and (i) M2, respectively, with aforementioned resetting rates. Comparison of
mean and fluctuations in transient time without and with resetting: Reduction in 〈TTR〉 and σR is observed in the bar plots
(with a comparison between their corresponding values) for (e) M1 and (j) M2 respectively.
the transient time statistics of the underlying systems.
To this end, we simulate M1 and M2 using the 4th or-
der Runge-Kutta method while starting from their in-
dividual basin of attraction ([56]). M1 is a monostable
system and has stable spiral trajectory while M2 is a
3-dimensional bistable system in which two stable fixed
points appear together with two separated and intermin-
gled basins. The system either converges to a single fixed
point (for M1) or fixed points (for M2) followed by a
damped oscillation or a transient chaotic phase for the
chosen parameters. Integrating the systems from 5× 106
initial conditions, we have tracked the entire set of reach-
ing time to the vicinity of stable equilibrium points fol-
lowing the condition (given by Eq. 2) with  = 10−9 set
for both the models. To capture the appropriate statis-
tics of TT , we have scanned the entire basin with a fi-
nite resolution, however, discarding the initial conditions
which set off from a distance smaller than 10−5 from the
targeted fixed point. The resulting density functions are
shown in Fig. 2b (M1) and Fig. 2g (M2). We observe from
Fig. 2b that P (TT ) is supported from above. This is be-
cause, in M1, TT increases exponentially as a function of
the Euclidean distance between the initial and targeted
state before it saturates to a threshold point which in
turn corresponds to the upper bound ([56]). Note that
such a relationship is not pertinent to model M2. How-
ever, there the transient time is exponentially distributed
(Fig. 2g) which is a characteristic feature of chaotic sys-
tems [1, 3].
Transient time under resetting.— To employ resetting
on the underlying dynamics, we first choose the reset-
ting time density to be exponential so that fR(t) =
〈R〉−1e−t/〈R〉 which essentially means that resetting oc-
curs at a rate 1/〈R〉 [32]. As outlined before, we first con-
struct the control line in each case and set them fixed for
the entire simulation. For M1, the control line is chosen
diagonally along the basin and passes through A : (0, 0)
(black dashed line in Fig. 2c). Figure 2c shows a represen-
tative trajectory (red line) with multiple attempts of re-
setting (black arrows) at a rate 〈R〉−1 = 1.0. The result-
ing distribution of TTR (Fig. 2d) immediately reveals two
key observations: reduction in both the mean transient
time 〈TTR〉 and fluctuations σR ≡
√〈TT 2R〉 − 〈TTR〉2
around the mean. Here, for the current choice of parame-
ters, we noted a dramatic speed up of ∼ 46 and ∼ 6 times
for the mean and fluctuations, respectively (Fig. 2e).
A similar picture is delineated for modelM2 in Fig. 2h-
j. In this case, there is some freedom in the choice of the
control line since we have two equilibrium points (which
are also the targets) P1, and P2. The control line can be
drawn through either of the equilibrium points or con-
necting both. We choose the latter case and the resetting
procedure is conducted identically at a rate 〈R〉−1 = 10
(for the details of the former choice, Sec. V in [56]). Col-
lecting the data statistics of TTR, we plot a histogram
in Fig. 2i, which estimates that resetting over-performs
the mean by ∼ 125 folds. Alike M1, we find a signifi-
cant reduction (∼ 288 times) in the fluctuations for M2
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FIG. 3. Plot of 〈TTR〉 as a function of 〈R〉 for M1 (left panel)
and M2 (right panel). Resetting times are chosen from ex-
ponential (diamond markers) and sharp distribution (circle
markers). Sharp resetting reduces 〈TTR〉more efficiently than
the exponential at the optimal time 〈R∗〉.
(Fig. 2j).
To show that indeed this behavior is generic, we now
adapt a different strategy where resetting takes place al-
ways after a fixed time 〈R〉 so that fR(t) = δ(t − 〈R〉).
This is often known as the sharp resetting which was
proven to be the most time-efficient protocol in stochastic
systems [36, 39, 45]. Again, the highlighting features here
are the decrements in mean and fluctuations in transient
time (see Fig. 3). Manifesting the control line protocol,
we find that sharp restart reduces the mean and fluctu-
ation by ∼ 55 and ∼ 152 folds for M1 when 〈R〉 = 1.
Similarly, for M2, we observe a speed up of ∼ 106 for the
mean and ∼ 438 folds for the fluctuations when perform-
ing at a rate 〈R〉 = 0.1 ( [56]).
To delve deeper, we now scan 〈TTR〉 as a function of
〈R〉 in Fig. 3 for both the resetting schemes. When 〈R〉 is
small, the system resets too frequently so that the trajec-
tory is effectively confined near the control line and the
transient time is achieved by these short excursions. On
the other hand, when 〈R〉 is large, the waiting time be-
tween resetting events increases. In other words, there is
hardly any resetting event and the completion is achieved
typically by the original dynamics. For sharp resetting
(circle marked green lines), markedly distinct oscillatory
behavior emerges when 〈R〉 often becomes the integer
multiple or half integer multiple of the intrinsic time pe-
riod of M1 (Sec. IV in [56]). This happens since sharp
resetting is a periodic process and is always conducted
after a fixed time 〈R〉. On the other hand, for M2, we do
not observe any systematic pattern due to its aperiodic
nature. For exponential resetting, variation of 〈TTR〉 as
a function of 〈R〉 are shown by the diamond marked blue
lines in the same figure where the qualitative features are
found to be similar. However, oscillations are not present
here since fR(t) is a continuous distribution and thus the
waiting time between resetting events are not multiples
of the underlying time period.
In the intermediate regime of 〈R〉, in both the cases,
the trajectory explores its intrinsic dynamics between
consecutive resetting events. The combined effect essen-
tially leads to a drastic decrease in 〈TTR〉 (see Fig. 3).
Quite interestingly, we see emergence of an optimal re-
setting rate 〈R∗〉 such that d〈TTR〉d〈R〉 |〈R∗〉 = 0. In our
set up, we find that for M1 (M2), the optimal transient
times 〈TT ∗R〉 for the exponential and sharp resetting are
≈ 36.86 (5.06) and ≈ 13.5 (2.35) respectively. The above
analysis clearly indicates that sharp resetting could work
more efficiently to reduce transient time than the expo-
nential resetting at the optimal condition.
Discussions and future outlook.— In this paper, we
showcase a first study on the application of resetting in
deterministic dynamical systems having prolonged tran-
sient time. We show that systematic controlled resetting
strategies, which mix and match external stochastic and
periodic timers with internal spatial properties, have an
ability to facilitate the completion of a process, by reduc-
ing mean and fluctuations, which otherwise would hinder.
With the aid of numerical simulations, we investigate two
paradigmatic non-linear systems under Poisson or expo-
nential and sharp resetting. Noteworthy in this regard
is the dominance of sharp resetting over exponential re-
setting at the optimality. While this observation is quite
intriguing, future studies to formally establish this result
in dynamical systems look like a serious challenge.
To conceptualize resetting in our systems, we have in-
troduced the notion of a control line to which the system
is projected after each resetting. We have shown that
the method of control line performs proficiently for both
the models and thus is quite robust. For a homogeneous
basin (M1), the reduction in transient time remains fully
invariant on the choice of control line (Sec. V in [56]).
However, for M2, the transient time depends clearly on
the choice of the control line which here can be of three
kinds passing through P1 or P2 (or both). For the first
two cases, the system reaches to their respective equi-
librium points while for the third case the probability
to converge to any of these equilibrium points is equally
shared. It is important to point out that the models
chosen here show behavioral shift (steady state to oscil-
lation, periodic or chaotic) when we change the system
parameters to a critical value. Remarkably, even near
the onset of critical transitions, we find that resetting
remains beneficial for a range of parameters (Sec. VI in
[56]).
Concluding, we stress that we have shown extensively
that persistent resetting can reverse the deleterious ef-
fects of long transient time in autonomous systems. No-
tably, in this first case study, we have assumed resetting
process to be instantaneous in order to keep congruence
with the original idea of resetting. However, to adapt
realistic scenarios, future studies need to be carried out
to explore the effects of a time overhead or delay due to
resetting [68]. Nonetheless, we believe that the qualita-
tive key features observed here should remain invariant.
Thus, indeed, resetting can operate as a powerful assay
to regulate transient time in complex systems.
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7I. NOTATION AND DEFINITION OF TRANSIENT TIME
A deterministic dynamical system can be captured by an ordinary differential equation of the following form
x˙ = F (x,µ), (3)
where F represents the vector field, x ∈ Rn and µ is the parameter. Let A (⊆ Rn) be an attractor of the Eq. (3) and
corresponding basin of attraction is denoted by BA (⊆ Rn). Let x0 = (x10, x20, ..., xn0)T (T denotes the transpose
of a matrix) be an initial condition at t = t0 from which the system evolves through a time evolution map φ and
reaches to φtt0(x0) at time t > 0. If A is an asymptotically stable equilibrium point, we can write φt→∞t0 (x0)→ A. For
practical purpose, we assume that the system reaches to the close vicinity of the stable attractor A in a finite time,
say TT (x0) for initial state x0. We call this finite time TT (x0) as transient time, which is formally defined as follows
TT (x0) = inf{t : ‖φTT (x0)−A‖ < }, (4)
where  is a small positive number and ‖.‖ denotes the Euclidean distance. One can define this metric D as
D(x,y) =
√∑n
i=1(xi − yi)2, where x = (x1, x2, ..., xn) ∈ Rn and y = (y1, y2, ..., yn) ∈ Rn. We set  = 10−9 for our
simulations. Now, the set of transient time over the entire basin BA can be constructed as {TT (x0), for all x0 ∈ BA},
i.e. x0 is all accessible initial conditions in the basin BA.
II. LINEAR STABILITY ANALYSIS: M1 AND M2
In this section, we present a linear stability analysis for the two paradigmatic models used in the main text namely
the Stuart-Landau system (M1) and the Lorenz system (M2).
A. Eigenvalue analysis of M1
Stuart Landau model (M1) is described by the following governing equation of motion [66, 67]
Z˙ = (a+ iΩ− |Z|2)Z, (5)
where Z = x + iy is the complex variable; a and Ω are the intrinsic parameters of the system. The system has one
equilibrium point at (0, 0). Now, the Jacobian matrix J of the system M1 at the equilibrium point (0, 0) is given by
J(0, 0) =
 a −Ω
Ω a
 .
The characteristic roots of the above Jacobian are λ± = a±Ωi = −0.01± i, where a = −0.01 and Ω = 1. Therefore,
the trivial equilibrium point (0, 0) is a stable spiral. Here, the system parameter a determines decay rate. On the
other hand, the imaginary part of the eigenvalue Ω determines the intrinsic frequency of this decaying oscillation.
Thus, the time period of oscillatory behavior during the transient phase, for our current choice of parameters, is given
by
T (M1) ∼ 2pi
Ω
≈ 6.28318. (6)
We note that the system experiences a critical transition (from stable spiral to a stable limit cycle) at ac ≡ a = 0.0.
8B. Eigenvalue analysis of M2
The governing equation of motion for the Lorenz system (M2) is given by [66, 67]
x˙ = σ(y − x),
y˙ = ρx− y − xz,
z˙ = −βz + xy,
(7)
where the system parameters are σ, ρ, and β (> 0). It is easy to see that the system has a trivial equilibrium point
P0 : (0, 0, 0) which is stable for ρ < 1. For ρ > 1, two non-trivial equilibrium points emerge which are given by
P1 : (
√
β(ρ− 1),√β(ρ− 1), ρ − 1) and P2 : (−√β(ρ− 1),−√β(ρ− 1), ρ − 1). Now we proceed to calculate the
Jacobian matrix J of the system M2 at the equilibrium point P1. This gives
J(
√
β(ρ− 1),
√
β(ρ− 1), ρ− 1) =

−σ σ 0
1 −1 −√β(ρ− 1)√
β(ρ− 1) √β(ρ− 1) −β
 . (8)
One can now immediately write the characteristic equation coming from the Jacobian above, and this reads
λ3 + (β + σ + 1)λ2 + β(ρ+ σ)λ+ 2βσ(ρ− 1) = 0. (9)
For fixed parameters e.g., σ = 10, β =
8
3
and ρ = 23, the characteristic equation Eq. (9) becomes
λ3 +
41
3
λ2 + 88λ+
3520
3
= 0. (10)
The roots of the above equation are simply given by λ = −13.5588;−0.054 ± 9.3024i. Therefore linear stability
analysis at the vicinity of P1 determines that it is a stable spiral. In the same way, one can also show that P2 is a
stable spiral. Note that, the system has a transient chaos phase in a range of ρ ∈ (13.926, 24.06) for σ = 10 and β = 8
3
[1]. Increasing ρ towards the critical transition point (ρc = 24.06), the duration of chaotic transient phase follows a
power law [1–3]. At ρ = ρc, the critical transition occurs and the transient chaos becomes a chaotic attractor.
III. DISTANCE AND TRANSIENT TIME DENSITY WITHOUT RESETTING
In this section, we discuss in details the quantitative features of the transient time density P (TT ) in the absence
of resetting. To obtain the histogram for each model, we have scanned 5 × 106 initial conditions from the basin of
attraction BA.
A. Transient time for M1
In the case of system M1, we choose our basin span to be [−6, 6] × [−6, 6], and collect the transient time. The
resulting density is plotted in Fig. 2b in the main text. From the figure, it becomes evident that the density is
supported from above. Moreover, we observe that the probability to get larger values of TT is higher than the smaller
values of TT . To gain deeper insights, we have investigated the relation between the transient time (of the trajectories
taken from initial points in basin to stable equilibrium point) and the Euclidean distance (between initial and target
states). The Euclidean distance, metric D, is described as
D(x,y) =
√√√√ n∑
i=1
(xi − yi)2 , (11)
where x = (x1, x2, ..., xn) ∈ Rn and y = (y1, y2, ..., yn) ∈ Rn. We collect all D and TT for both models and plot them
in Fig. 4a. For M1, the transient time increases exponentially as we increase the Euclidean distance (TT ∼ eD) till
9FIG. 4. Variation between D and TT : Transient time as a function of D, the distance between the initial point and the target
for M1 (panel a) and M2 (panel b). For M1 (panel a), we find that TT increases exponentially as a function of D till it reaches
a threshold and then saturates. The threshold value for D is estimated to be ∼ 0.6. On the other hand, it is clear from panel
b (M2) that there is no such relationship between TT and the distance D. Parameter values set for the simulations are for (a)
a = −0.01,Ω = 1, and for (b) σ = 10, ρ = 23, β = 8
3
some threshold D∗ < 0.6. Beyond this certain distance (D > D∗), all the trajectories take significant small time to
reach to the surface of the circle having radius (D ≈ D∗). In effect, TT saturates around approximately 1800 for
the current choices of parameters. So, for D < D∗, TT has an exponential growth and and beyond, it saturates to
a specific value. This essentially tells that no matter where one starts in the basin, the maximum TT that could be
achieved is approximately similar (with some small fluctuations) to that of starting from D∗. Thus, the probability
density function of the transient time is bounded from above by this maximum value of TT .
B. Transient time for M2
In M2, we take the size of basin of attraction to be [−20, 20]× [−20, 20]× [0, 30]. Performing a similar analysis as
above for the averaging, we have plotted the histogram for TT in Fig. 2g in the main text. Here, we find that P (TT )
is an exponential distribution, which is a fingerprint of chaotic systems [1].
However, we did not find any direct relationship between TT and D for the Lorenz system. In higher D, TT ranges
from low value 500 to higher value 4000. It is clear that D & 5, the scatter points are dense around 500-2500 (see
Fig. 4b). The less number of points appear in higher value of TT (TT & 3000). Therefore, P (TT ) is less probable at
higher values of TT . This information is consistent with the form of P (TT ) [see Fig. 2g in the main text].
IV. EMERGENCE OF OSCILLATORY BEHAVIOR UNDER SHARP RESETTING IN M1
In this section, we briefly discuss the origin of the oscillatory behavior of 〈TTR〉 under sharp resetting mechanism
in M1. This protocol essentially asserts that one resets the system always after a fixed 〈R〉 amount of time. Note
that this oscillatory behavior is markedly different than the exponential resetting where we observed a simple non-
monotonic behavior (Fig. 3 in the main text). To explain this, at first, we accumulated 〈TTR〉 for different values of
〈R〉 shown in Fig. 5a (Table). Moreover, we recall from Sec. II A that the intrinsic periodicity of M1 model is around
T = 2piΩ ≈ 6.3 for Ω = 1 (Eq. 6). We now identify from the table (Fig. 5a) the light red marked rows that satisfy
〈R〉 ≈ nT
2
, n = 1, 2, 3, ..., (12)
where T is the intrinsic period. From the red marked rows of the table, we identify the mean resetting time 〈R〉 :
3, 6.5, 9.5 for which we respectively find 〈TTR〉 ≈ (1343.21, 1310.01, 1716.4), which are notably much higher than the
transient time one would expect under resetting. Essentially, these mean resetting times commensurate with the
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FIG. 5. Panel (a): Table for mean transient time as a function of 〈R〉 (in the case of sharp resetting) for model M1. Marked
in red are the rows for which the period 〈R〉 of sharp resetting is approximately close to the half or integer function of the
intrinsic time period (T ) of the original process. Time series (trajectory in x-coordinate as a function of time) without (in red)
and with (in blue) resetting: in panel (b), we have plotted the trajectory for 〈R〉 = 4.5 against the original trajectory. We see a
clear distinction between the original and resetting induced trajectories. In particular, the plot shows that the trajectory with
resetting reaches the target much faster than the original one thus resulting in a lower 〈TTR〉. In panel (c), we have plotted
the trajectories when 〈R〉 = 6.5 (recall T ≈ 6.3). We see that the trajectories almost follow each other (also see the inset where
we have zoomed a part of both the signals) clearly indicating that both take almost same time to reach the target. Thus, in
this case, the behavior of the resetting trajectory is clearly oscillatory like the original process. In other words, resetting will
have almost no effect on the underlying process. Parameter values: set here are a = −0.01,Ω = 1.
intrinsic time periods and we observe a significant increase in 〈TTR〉. To further illustrate this behavior, we now
choose two particular values of 〈R〉 from the table such that one lowers the transient time while the second one does
not provide any significant improvement. At first, we take 〈R〉 = 4.5 which reduces the transient time (In Fig. 5b, blue
line indicates time signal under sharp resetting which is placed in contrast to the original time series in the absence of
resetting). Here, we clearly see a very quick convergence to the steady state for the trajectory subject to resetting. On
the other hand, when 〈R〉 = 6.5, Fig. 5c clearly indicates that the blue line (which is the trajectory under resetting)
is quite close to the original time signal (denoted by red solid line). A short segment of the signal is zoomed in below
Fig. 5c to further demonstrate the proximity between the trajectories. Thus, in effect, the resultant transient time
becomes of the same order as that of the uninterrupted process. In summary, sharp restarts are periodic temporal
process which occur always after a fixed time 〈R〉. When this period becomes half or full integer of the intrinsic
time period of the system, a sudden rise in mean transient time is observed with the emergence of those consecutive
oscillations as seen in Fig. 3 (left panel for M1) in the main text.
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FIG. 6. Variation in mean transient time for different control lines. We have chosen different type of control lines as mentioned
in details in Sec. V. For M1, we have considered three different control lines which pass through the points A : (4, 0), B :
(−2, 4), C : (−4,−2) and the equilibrium point P : (0, 0) respectively. For each of these cases, we have plotted the mean
transient time as a function of 〈R〉 [panel (a) for exponential and panel (d) for sharp]. We find that there is no effect of
different control lines on the mean transient time in M1. In M2, there are two equilibrium points P1 : (7.65942, 7.65942, 22)
and P2 : (−7.65942,−7.65942, 22). We have also taken three points A : (0, 0, 0), B : (20, 20, 30), and C : (−20,−20, 30) through
which control lines pass. Thus, there are two sets of control lines each of which comprises three lines passing through A,B,C
and either P1 or P2. In panel (b) and panel (e), we have plotted 〈TTR〉 as a function of 〈R〉 for exponential and sharp resetting
respectively using the control lines that pass through A,B,C and P1. We have prepared similar plots in panel (c) and panel (f)
where the control lines pass through A,B,C and P2. Here, we see that mean transient time depends on the choice of control
lines. This is due to the nature of the basin for the Lorenz system as discussed in details in Sec. VB. Parameter values set here
are: a = −0.01,Ω = 1 (for M1) and σ = 10, ρ = 23, β = 8
3
(for M2).
V. BEHAVIOR OF THE MEAN AND FLUCTUATIONS IN TRANSIENT TIME ON THE CHOICE OF
CONTROL LINES
In this section, we investigate in details the ramifications in 〈TTR〉 and fluctuations σR on the choice of control lines.
Let us first recall that a control line is randomly chosen from the basin of attraction but it always passes through the
equilibrium point(s). Here, the analysis is done both for the exponential and sharp resetting. In the following, we
discuss the effects of control line on the mean and fluctuations first on the Stuart-Landau system (M1), and then on
the Lorenz system (M2).
A. Effect of control lines on M1
In system M1, the equilibrium point is located at (0, 0) which we denote as P . In the main text, we choose
the control line randomly from the basin such that it passes through (4, 4) and the equilibrium point P . We have
shown that this protocol yields a significant reduction in mean and fluctuations in transient time. To show that this
behavior is invariant to the choice of the control line, we now construct the following control lines which pass through
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FIG. 7. Variation in fluctuations for different choices of control lines. In panel (a), we have shown a bar plot comparison
of fluctuations between the original dynamics and resetting induced dynamics in M1. Resetting was conducted at 〈R〉 = 1
(both for exponential and sharp resetting) by taking the control lines which pass through P and A,B,C respectively (see Sec.
VA). It is clear from the figure that (i) resetting reduces fluctuations and (ii) the magnitude of the fluctuations is almost same
implying that resetting does not depend on the choice of control lines in M1. This observation is in accordance with Fig. 6a
and Fig. 6d. Panel (b) and panel (c) show bar plot comparison of fluctuations between the original dynamics and resetting
induced dynamics in M2 (conducted at 〈R〉 = 0.1) when the control lines pass through A,B,C and either P1 or P2 respectively
(see Sec. VB). We concur with the observation that resetting also reduces fluctuations in this case. However, the magnitudes of
fluctuations are different in each case, as expected, due to the underlying non-uniform structure of the basin in Lorenz system.
Parameter values set here are: a = −0.01,Ω = 1 (for M1) and σ = 10, ρ = 23, β = 8
3
(for M2).
the random coordinates mentioned below from the basin of attraction:
1. P (0, 0) and A(4, 0) ,
2. P (0, 0) and B(−2, 4) ,
3. P (0, 0) and C(−4,−2).
For each of the cases above, we have plotted 〈TTR〉 as a function of 〈R〉 for the exponential (Fig. 6a) and sharp
resetting (Fig. 6d) respectively. First, we note that indeed resetting reduces the mean transient time. Secondly,
it becomes evident from the plots that all the curves collapse thus clearly indicating the fact that the variation in
mean transient time does not depend on the choice of the control line, particularly, for case of M1, where the basin
of attraction is homogeneous, and thus the system can not distinguish between the choice of the control lines. In
Fig. 7a, we have shown a comparison between the fluctuations in the original dynamics and with resetting dynamics
(both for exponential and sharp) for given 〈R〉 = 1. Note that the fluctuations are now reduced due to the resetting.
Moreover, since the basin is uniform, the choice of control line did not have any impact on the fluctuations similar to
the mean as seen above.
B. Effect of control lines on M2
To see the effects of control lines on M2, we first recall that M2 has two fixed points (P1 and P2) which are stable
for a certain range of ρ (See the Sec. II B). The system M2 has riddle basin of attraction for the equilibrium points
P1 and P2. As was mentioned in the main text, in this case, we have some flexibility in choosing control lines e.g., it
can pass through one of the equilibrium points (P1 or P2) or via both. We discuss each of the cases in the following.
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1. Effect of fixed control line passing through both P1 and P2
We first discuss the case when the control line passes through both the equilibrium points P1 and P2. We com-
pute the transient time when the trajectory reaches any of these points. This scenario was already discussed in
the main text. In particular, we choose the control line such that it passes through P1(7.65942, 7.65942, 22) and
P2(−7.65942,−7.65942, 22). When conducted at 〈R〉 = 0.1, a net reduction in mean and fluctuations was observed.
2. Effect of fixed control line passing through P1
In this case, we choose control lines that pass through the equilibrium point P1, which is the only target. Here, we
take three random control lines passing through the following points from the basin of attraction as described below
1. P1 (7.65942, 7.65942, 22) and A(0, 0, 0),
2. P1 (7.65942, 7.65942, 22) and B(20, 20, 30),
3. P1 (7.65942, 7.65942, 22) and C(−20,−20, 30).
In Figs. 6b and 6e, we have plotted 〈TTR〉 as a function of 〈R〉 for the exponential and deterministic resetting
respectively. The behavior is similar to Fig. 3 in the main text which essentially reiterates the fact that resetting
reduces the mean transient time. In Fig. 7b, we have shown a comparison between the fluctuations in the original
dynamics and with resetting dynamics (both for exponential and sharp) for given 〈R〉 = 0.1 and choice of the control
lines as mentioned above. In here, we also see that resetting lowers the fluctuations.
3. Effect of fixed control line passing through P2
In this case we take the control line passing through the equilibrium point P2 (which is the only target) and the
following other points
1. P2 (−7.65942,−7.65942, 22) and A(0, 0, 0),
2. P2 (−7.65942,−7.65942, 22) and B(20, 20, 30),
3. P2 (−7.65942,−7.65942, 22) and C(−20,−20, 30).
Here too, we find that resetting using a control line technique reduces the mean transient time. These conclusions
are in accordance with the Figs. 6c and 6f which show the variation of mean transient time as a function of 〈R〉. In
Fig. 7c, we have shown a comparison between the fluctuations in the original dynamics and with resetting dynamics
(both for exponential and sharp) for given 〈R〉 = 0.1 and choice of the control lines as mentioned above. In here, we
also see that resetting lessens the fluctuations.
As a final remark, we note that since the basin of M2 is non-homogeneous, we do not observe any collapse for the
mean transient time for different choices of control lines as was seen in the case of M1.
VI. IMPACT OF CONTROL PARAMETERS ON THE TRANSIENT TIME NEAR THE CRITICAL
TRANSITION
It is well known that in non-linear systems, the parameters play a paramount role to decide the structure of the basin,
attractor or fixed points. For our current models, we have already discussed in Sec. II that the controlling parameters
can change the structure of the attractor qualitatively i.e., transform the stable fixed points into limit cycle or chaos
(beyond critical values). But it is important to note that as the parameters are tuned to the critical values, duration
of transient states gradually increases. For example, it is known that the average lifetime or transient time of a chaotic
transient depends critically upon the system parameter i.e., it diverges as a power law form near the critical point [1].
Naturally, the question appears on how the situation changes in the presence of resetting near the critical point and
what are the overall ramifications of the resetting strategies (exponential and sharp) on the statistics of the transient
time. In this section, we have examined these issues in details.
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FIG. 8. Mean transient time regulation by resetting near the critical transition. Panel (a) and panel (d) show four time series
of the original dynamics for M1 and M2 respectively. In panel (a), the trajectories in coordinate y are plotted as a function of
time for different values of a (shown in the plot) near the critical transition ac = 0. In panel (d), the trajectories in coordinate
x are plotted as a function of time for different values of ρ (shown in the plot) near the critical transition ρc = 24.06. The
varying parameters are a = −0.002 (blue), −0.009 (red), −0.02 (black), −0.04 (cyan), and ρ = 15 (cyan), 18 (black), 21 (red),
24 (blue). In panel (b) and (c), we have plotted 〈TTR〉 as a function of 〈R〉 for exponential and sharp resetting for the above
mentioned values of a. Similarly, panel (e) and panel (f) depict variation of 〈TTR〉 as a function of 〈R〉 for exponential and
sharp resetting for the above mentioned values of ρ. Other parameters set for the simulations are: Ω = 1 (for M1), and σ = 10,
β =
8
3
(for M2).
A. System M1
In the Stuart-Landau oscillatory system, we regulate the decay parameter a which determines whether the system
has a limit cycle or a fixed point. Following analysis from Sec. IIA, we know that this transition occurs exactly at
ac = 0. In what follows, we scan a for a range of values close to ac and examine the variations due to resetting. For
a given initial condition, the transient time of the underlying process gradually increases as we increase a. This is
shown in Fig. 8a where a has assumed four different values −0.002,−0.009,−0.02,−0.04 and clearly, as |a| increases
the decay rate of the oscillation increases and we see a faster convergence (i.e., a shorter transient time) to the steady
state (see inset in Fig. 8a). To add restart, we follow the same protocol (by resetting at the control line that passes
through the equilibrium point P ) as outlined in the main text to this dynamics but when a is close to ac. In Fig. 8b,
we have plotted 〈TTR〉 as a function of 〈R〉 [a = −0.002 (blue), −0.009 (red), −0.02 (black), and −0.04 (cyan)] when
the resetting is exponential. The plot clearly shows that 〈TTR〉 is significantly reduced near the critical transition.
Moreover, in each case above, we find an optimal resetting time 〈R∗〉 which makes 〈TTR〉 to be minimum (see Table I
for exponential and Table II for sharp resetting and details of the mean transient time at the optimality). We prepare
a plot in Fig. 8c for the sharp resetting case where we find behavior of 〈TTR〉 to be similar. The oscillatory behavior,
as was discussed in Sec. IV, was noted for the sharp resetting.
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B. System M2
In the Lorenz system, it is known that the Rayleigh number ρ marks the critical transition between the chaotic
transient phase and chaotic attractor [1, 3]. For fixed parameters σ = 10 and ρ = 83 , the system exhibits transient
chaos in the range of ρ ∈ (1.926, 24.06) where the transition to a chaotic attractor takes place at ρc = 24.06. To
demonstrate the effects of resetting near the critical transition, we take four different values for ρ and plot the
trajectories for each of them. We demonstrate in Fig. 8d, trajectories in x-coordinates as a function of time for ρ = 24
(blue), 21 (red), 18 (black), and 15 (cyan). Here, chaotic transient phase persists longer as we increase ρ close to
ρc. To illustrate the effects of resetting, we plot 〈TTR〉 as a function of 〈R〉 for each of the cases above (by taking a
control line which passes through both the equilibrium points P1 and P2). Both for exponential (Fig. 8e) and sharp
resetting (Fig. 8f), we observe that resetting reduces the transient time which would be significantly higher and even
diverging (close to ρc). Moreover, emergence of an optimal resetting rate 〈R∗〉 was observed in each case (see Table I
for exponential and Table II for sharp resetting and details of the mean transient time at the optimality).
Table I
a < TT ∗R > ρ < TT
∗
R >
−0.04 35.40 15 6.16
−0.02 36.63 18 5.70
−0.009 37.34 21 5.30
−0.002 37.81 24 5.05
Table II
a < TT ∗R > ρ < TT
∗
R >
−0.04 12.905 15 3.59
−0.02 13.02 18 2.55
−0.009 13.07 21 1.74
−0.002 13.10 24 2.59
Finally, we conclude this section by reemphasizing the fact that resetting has a strong impact on the average transient
times even close to the critical transition. In particular, resetting renders the mean transient time lower near the critical
point which are otherwise large or diverging. It is worth emphasizing that resetting also regulates the fluctuations
strongly near the critical transition. We refer to the barplot in Fig. 9 which clearly shows that there is a significant
reduction in fluctuations even when we modulate the parameters very close to the critical transition. A consistent
limit is obtained for 〈R〉 ≥ 10, where the system behaves as it would in the absence of resetting.
VII. COMPUTATIONAL METHOD
In this section, we briefly discuss the computational method that has been used to gather statistics and perform
averaging on the transient time under exponential (stochastic) and sharp (deterministic) resetting strategy.
• Step I. Fix the target: First, we determine the equilibrium point A of the given differential equation. There
can be many equilibrium points in the system, but we may choose one or many of them to be the target points.
For brevity, let us denote the specific targeted fixed point by xf .
• Step II. Integration scheme: To integrate the deterministic model, we choose a random initial condition,
say x0 from the basin of attraction BA at the initial time T0. The 4-th order Runge-Kutta method is used to
simulate the system with fixed step length h = 0.01. Sufficient number of data points are generated such that
trajectory reaches to its target with a close vicinity measured by  = 10−9 i.e., it satisfies Eq. 4 in the main text.
• Step III. Generating resetting times: Starting from T0, we now evolve the dynamics under resetting mech-
anism. Resetting events occur at time T1, T2, T3, ..., where the duration between two consecutive events (
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FIG. 9. Fluctuation regulation by resetting near the critical transition. In this figure, we present bar plot comparison between
the fluctuations of the original and reset induced dynamics. For M1, while conducted at 〈R〉 = 1, we observe that both
exponential (panel a) and sharp (panel b) resetting strategies have reduced the fluctuations even when we are close to the
critical transition a = ac = 0. Similar bar plot is laid out for M2 but resetting here was conducted at 〈R〉 = 0.1. Here too, we
find that resetting remains beneficial to reduce fluctuations as we scan ρ to its critical value ρc = 24.06.
∆T : {T1 − T0, T2 − T1, T3 − T2, ...}) are extracted from an exponential distribution
fR(∆T ) = 〈R〉−1e−
∆T
〈R〉 , where 〈R〉 is the mean (13)
and periodic distribution for sharp resetting
fR(∆T ) = δ(∆T − 〈R〉), where 〈R〉 is the fixed time period . (14)
For numerical schemes, the resetting times were generated at the discrete points: 1h × {T1, T2, T3, ...}.
• Step IV. Fixing a control line: An arbitrary point xc is randomly chosen from the basin of attraction and
we draw a straight line passing through xc and any of the equilibrium point(s), say, xf . This arbitrary control
line is kept fixed for the entire scanning process. We have scanned the transient times of 5 × 106 initial states
for each 〈R〉.
• Step V. Projection procedure: To describe the projection or resetting to the control line, let us first assume
that resetting occurred at some time Ti, and at this very moment, coordinate of the trajectory is x1. To decide,
where to reset in the control line, we choose a point x2 from the control line such that the line passing through
x1 and x2 will be perpendicular to the control line. If this condition is satisfied, we project the coordinate x1
to x2. This process is repeated for other resetting events.
• Step VI. Calculation of transient time: We stop our simulation after reaching at xn after n-th iteration only
if the condition ||xf − xn|| <  (= 10−9) (See Sec. I and Eq. (2) in the main text) is satisfied. Subsequently,
the transient time will be TT = n × h. This time is random, and we generate histogram of the transient time
from many such realizations.
Following the steps I-VI, we collect data of the required observables and investigate various statistical properties.
VIII. SUMMARY OF THE NUMERICAL VALUES USED IN THE MAIN TEXT
In this section, we provide numerical values for the mean and fluctuations for exponential and sharp resetting as
was discussed in the main text. We refer to Fig. 10 which contains a table listing the exact values.
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FIG. 10. Numerical values for the mean and fluctuations as was pointed out in the main text. In M1, both resetting strategies
(exponential and sharp) were conducted at 〈R〉 = 1 (also see Fig. 2e in the main text for the exponential resetting). In M2,
everything was similar but we took 〈R〉 = 0.1 (also see Fig. 2j in the main text for the exponential resetting). In both the cases
(exponential and sharp), the order of improvement in mean and fluctuations was mentioned in the main text.
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