Parkinson's disease is a human disease caused by tolerant disorder of the nervous system that affects movement. It grows slowly, occasionally initiated with a scarcely visible tremor in just one hand. But while a tremor may be the most well-known sign of Parkinson's disease, the disorder also commonly causes stiffness or slowing of movement. Cluster analysis is an iterative process to modify data preprocessing and model parameters until the result achieves the desired properties. Cluster analysis can be realized by a number of algorithms that vary significantly in their conception to set up a cluster and how to efficiently mark them. Some of the common conceptions of these algorithms are their pre-defined vital features. Parkinson Data Set is obtained from the UCI repository; the data is passed over the data preprocessing phases e.g. data cleaning, recovering missing values and transformed before applying three clustering techniques e.g. KNN, Random Forest, AdaBoost. The objective of the research effort is to get an accurate model for disease detection.
problems. These include, the gene expression analysis, DNA and protein sequence data analysis and text mining. Various issues that are being faced are related to the incomplete and noisy data, feature selection problem related to dimensionality reduction. Supervised learning (machine learning) is being employed for classification and prediction problems. One of the key problems in machine learning is selecting the effective classifier to classify the given data. Also the selection of algorithm that provides scalability with related to the problem domain is required.
Parkinson's disease has been the focus of data mining researchers for some time now. The literature shows various data mining techniques that have been utilized for Parkinson's classification. Some researchers have utilized the gene expression of Parkinson's patients for analyzing the problem. In Wu S et al., the body wireless sensors data has been utilized that uses various sensors attached to patients body and getting the data related to the physical activity [1] . It utilizes the Feed forward Neural Network (FFNN), Naive Bayes and Decision Tree (DT). Later it uses the reputation based voting for integrating these classifiers and selecting on majority voting. The use of voice data has been found to be one of better techniques in finding out the disease. Researchers have used the Parkinson patients' voice data for classification purpose and to predict whether the voice is of the patient or a healthy person. Using the given method, Bahrepour M et al. has used various classification techniques have been used including factor analysis, decision tree analysis and neural network analysis and then comparing the results, has found the decision tree classification to be the best in the scenario [2] . Support Vector Machines (SVM) [3] has been used as a classifier to distinguish Parkinson patient from healthy ones. Author has used Weka, Lib-svm and Matlab as tools and compared the results. SVM uses a regression technique to find the Maximum Marginal Hyper plane (MMH). The plane is shown using the linear combination support vector points. Ramani GR et al. also studies various classification techniques using various algorithms like binary logistic regression, ID3, C4.5 and Classification & Regression Tree (C-RT), LDA and Random Tree [4] .
Introduction
Parkinson's disease is a deteriorating disease caused by a complaint in the central nervous system from the patient. The indications of the disease rise due to the death of dopamine producing cells in the mid brain. It is an idiopathic disease e.g. it does not have any known cause. The symptoms differ in different stages of the disease but generally they all involve cognitive and behavioral problems. The data set of Parkinson's patient is available from the UCI repository and data mining operations are applied for classifying the healthy patients from the people having Parkinson's disease using a set of voice recording values as the attributes of the data set.
The following stages of the DM Architecture are used in this work. 
Data Understanding
The dataset is created by Max Little [5] , it is obtained from the UCI repository. The data set consists of biomedical voice measurement of 31 people, 23 out of these 31 have PD, and the total recordings of these 31 people are represented as 195 rows. The original data set consists of 24 attributes. The 1 st attributes is the name of the patient and the 18 th attribute is the status of the patient which is 0 for a healthy patient and 1 for a patient with Parkinson's disease. The other attributes are the voice measures based on these voice measures the actually classification would take place. These include different types of fundamental frequencies, Jitter, shimmer, ratio of noise to tonal components, scaling components, and fundamental frequency measurements. The first task done is to remove the name of the patients from the data set as it is irrelevant, the second task was to remove the status attribute from the data set and make a new variable termed label for the status. The data file is In the CSV format which is converted into the .arff format so that it could be used in WEKA.
Data Preparation
The first step in data preparation is data cleaning so the following steps were followed to make sure that the data was clean.
Missing Values
The loaded data contained no missing values. So there is no need to fill in the values (Figure 2 ).
Feature Selection
The data set consists of 22 attributes now, Attribute selection is used to pick out only the relevant attributes the attribute evaluator used is Cfs subset eval and the searching method used is best first (Figure 3 The outliers were removed and the box plot analysis was performed again, this showed that the outliers were removed successfully ( Figure 6 ).
The Data was visualized again showing a more normal distribution across all attributes (Figure 7) .
Classification Modeling & Results
The Classification was performed by three methods. 
K-NN
It is a lazy learning approach that classifies an instance based upon K number of closest neighbors, K was selected as 3, While the distance metric used was Manhattan and K fold validation was used with k=10. This showed an accuracy of 90.2564 %. (Table 1 ) (Figure 8 ).
Confusion matrix

Random forest
It works by generating several decision trees and combining their result for classification, It is basically a combination of the Bagging idea and the random feature selection idea. The number of trees generated for this data set was 3. K fold validation was used where k=10. This method produced and accuracy of 87.1795 % ( Table 2 ) (Figure 9 ).
Boosting
It uses many weak learning algorithms to produce the results of a strong learning algorithm, it uses weighted voting. In this example ADABOST was used with the major classifier as decision tree C.45, K fold validation was used where k =10. This gave an accuracy of 88.7179 % (Table 3 ) (Figure 10 ). The overall comparison of the three methods is given below ( Table 4 ).
The comparison clearly demonstrates that KNN has the higher accuracy.
Conclusion
We have analyzed the Parkinson disease data set of voice recordings to obtain an accurate classification model, the data is preprocessed especially irrelevant dimensions and outliers are removed. Once the data is similar to the normal distribution three methods are used to classify the data. K-NN, Random Forest, and Ada-Boost are used. The comparative analysis shows that out of the three K-NN is the best model for classification with accuracy of 90.26% using k=10 fold validation.
