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Abstract
A ring R with identity is called strongly clean if every element of R is the sum of an idempotent and a unit
that commute with each other. For a commutative local ring R and for an arbitrary integer n  2, the paper
deals with the question whether the strongly clean property of Mn(R[[x]]), Mn
(
R[x]
(xk)
)
, and Mn(RC2)
follows from the strongly clean property of Mn(R). This is ‘Yes’ if n = 2 by a known result.
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1. Introduction
Throughout the paper, R is an associative ring with identity. A ring R is called clean if every
element of R is the sum of an idempotent and a unit [15], and R is called strongly clean if every
element of R is the sum of an idempotent and a unit that commute with each other [16]. Strongly
clean rings include local rings and strongly π -regular rings (see [2]), where a ring R is strongly
π -regular if for every a ∈ R, the chain aR ⊇ a2R ⊇ · · · terminates (or equivalently, for every
a ∈ R the chain Ra ⊇ Ra2 ⊇ · · · terminates by [8]).
By [10], a ring R is clean if and only if the n × n matrix ring Mn(R) is clean for all n  1. It
was a question in [16] whether the matrix ring over a strongly clean ring is again strongly clean.
The answer is ‘No’ by [18] where it was shown that for the localization Z(2) of Z at (2), M2(Z(2))
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is not strongly clean. This fact motivated the authors of [3,5,6] to consider the question: when is
the matrix ring over a strongly clean ring still strongly clean? Among others, the following results
are observed in [5,6]:
(1) For any prime p, M2(Ẑp) is strongly clean but M2(Z(p)) is not strongly clean where Ẑp is
the ring of p-adic integers and Z(p) is the localization of Z at the prime ideal (p).
(2) For any commutative local ring R, M2(R) is strongly clean if and only if M2(R[[x]])
is strongly clean if and only if M2
(
R[x]
(xk)
)
(for all k > 0) is strongly clean if and only if
M2(RC2) is strongly clean.
More recently, the authors of [3] have proved that for a commutative local ring R, Mn(R)
is strongly clean if and only if every monic polynomial of degree n in R[x] has a so called
‘SRC’ factorization. Generally, if M2(R) has a ring property (P ), one may think that Mn(R)
also has the property (P ). However, by [3, Example 20], there is a commutative local ring R
such that M2(R) is strongly clean but M3(R) is not. Hence, it is a new and interesting question
whether Mn(R[[x]]), Mn
(
R[x]
(xk)
)
, and Mn(RC2) are all necessarily strongly clean whenever
Mn(R) is strongly clean for any n  2. This is the main topic of the paper. Some other strongly
clean matrix rings are also identified. For example, if R is a right duo strongly π -regular ring,
then Mn((RG)[[x]]) and Mn
(
(RG)[x]
(xk)
)
are strongly clean for all n, k  1 and all locally finite
groups G.
As usual, we use U(R) and J (R) to denote the group of units and the Jacobson radical of R
respectively. We write Z for the integers, Zn for the integers modulo n, N for the positive integers,
and Cn for the cyclic group of order n. The group ring of a group G over a ring R is denoted
RG.
2. Matrix rings over commutative local rings
Let n  2 and let R be a commutative local ring such that Mn(R) is strongly clean. It is proved
that both Mn(R[[x]]) and Mn
(
R[x]
(xk)
)
(k  1) are strongly clean and that Mn(RC2) is strongly
clean when 2 ∈ U(R) or 2 = 0 in R. The unsettled situation is when 0 /= 2 ∈ J (R). All the proofs
rely on a result of [3], quoted as Lemma 2.2, below.
For a field F , the monic greatest common divisor of polynomials h(t) and g(t) in F [t] is
denoted gcd(h(t), g(t)). For a ring homomorphism θ : R → S, we define θ ′ : R[x] → S[x]
by θ ′(
∑
rix
i) = ∑ θ(ri)xi . We let ηR: R → R/J (R) be the natural ring homomorphism, i.e.,
ηR(r) = r = r + J (R).
Definition 2.1 [3]. Let R be a commutative local ring. A factorization h(t) = h0(t)h1(t) in
R[t] of a monic polynomial h(t) is said to be an SRC factorization if h0(0), h1(1) ∈ U(R) and
h0(t), h1(t) are co-prime in the PID R[t](= R/J (R)[t]). The ring R is an n-SRC ring if every
monic polynomial of degree n in R[t] has an SRC factorization.
Lemma 2.2 [3, Theorem 12]. Let R be a commutative local ring. Then R is n-SRC if and only if
Mn(R) is strongly clean.
Lemma 2.3. Let θ : R → S be a ring epimorphism. If R is n-SRC, then S is n-SRC.
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Proof. The ring S is commutative local since R is n-SRC. The following diagram is commutative
where θ : R/J (R) → S/J (S), r + J (R) → θ(r) + J (S), is an isomorphism:
R
θ−→ S
ηR ↓ ↓ ηS
R
J(R)
θ−→ S
J (S)
.
It induces the commutative diagram with θ ′ an isomorphism:
R[t] θ ′−→ S[t]
η′R ↓ ↓ η′S
R
J(R)
[t] θ ′−→ S
J (S)
[t].
Let h′(t) ∈ S[t] be a monic polynomial of degree n. Then there exists a monic polynomial
h(t) ∈ R[t] of degree n such that θ ′(h(t)) = h′(t). Since R is an n-SRC ring, there exists an
SRC factorization h(t) = h0(t)h1(t) in R[t]. Let θ ′(hi(t)) = h′i (t), i = 0, 1. Then h′(t) =
h′0(t)h′1(t) with h′i (i) = θ ′(hi(i)) ∈ U(S). By the commutativity of the second diagram,
θ
′
η′R(hi(t)) = η′Sθ ′(hi(t)) = η′S(h′i (t)) for i = 0, 1. Because θ ′ is an isomorphism and
gcd(η′R(h0(t)), η′R(h1(t))) = 1, we get gcd(η′S(h′0(t)), η′S(h′1(t))) = 1. So h′(t) = h′0(t)h′1(t)
is an SRC factorization in S[t]. Hence S is an n-SRC ring. 
For a ring epimorphism θ : R → S, S being n-SRC does not imply that R is n-SRC. For
example, let θ : Z(p) → Zp be the natural ring epimorphism. Then Mn(Z(p)) is not strongly clean
for anyn > 1 by [5, Corollary 1.9]. SoZ(p) is notn-SRC by Lemma 2.2, butZp is certainlyn-SRC.
Let R be a commutative ring. For f (x) = a0 + a1x + · · · + anxn and g(x) = b0 + b1x +
· · · + bmxminR[x], the (n + m) × (n + m) determinant
	(f, g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an an−1 · · · · · · a0
an an−1 · · · · · · a0
.
.
.
.
.
.
an an−1 · · · · · · a0
bm bm−1 · · · · · · b0
bm bm−1 · · · · · · b0
.
.
.
.
.
.
bm bm−1 · · · · · · b0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
⎫⎪⎪⎬⎪⎪⎭m⎫⎪⎪⎬⎪⎪⎭ n
is called the resultant of f (x) and g(x) (see [4] or [12]).
Lemma 2.4 [4, Lemma 2, p. 321]. Let E be an algebraically closed field. Let f (x) = a0 + a1x +
· · · + anxn(an /= 0), and g(x) = b0 + b1x + · · · + bmxm(bm /= 0) be two polynomials in E[x]
such thatf (αi) = 0 and g(βj ) = 0 whereαi andβj ∈ E for i = 1, 2, . . . , n and j = 1, 2, . . . , m.
Then 	(f, g) = amn g(α1)g(α2) · · · g(αn) = bnmf (β1)f (β2) · · · f (βm).
Lemma 2.5. Let R be a commutative local ring, ηR : R → RJ(R) be the natural ring
homomorphism, A = (rij ) ∈ Mn(R), and A = (rij ) ∈ Mn
(
R
J(R)
)
. Then det A ∈ U(R) if and
only if det A /= 0.
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Proof. This is [12, I.D.8, p. 26]. 
Theorem 2.6. Let R be a commutative local ring and let n  1. Then R is an n-SRC ring if and
only if so is R[[x]].
Proof. “⇒”. Clearly R[[x]] is a commutative local ring with J (R[[x]]) = J (R) + xR[[x]].
Define θ : R[[x]] → R by θ(∑i0 rixi) = r0, and θ : R[[x]]J (R[[x]]) → RJ(R) by θ(r + J (R[[x]])) =
θ(r) + J (R) = r + J (R), r ∈ R. Then θ is an epimorphism, θ is an isomorphism, and the
following diagram is commutative:
R[[x]] θ−→ R
ηR[[x]] ↓ ↓ ηR
R[[x]]
J (R[[x]])
θ−→ R
J(R)
.
And it induces the commutative diagram
R[[x]][t] θ ′−→ R[t]
η′R[[x]] ↓ ↓ η′R
R[[x]]
J (R[[x]]) [t]
θ
′
−→ R
J(R)
[t]
with θ ′ an isomorphism. Let h(t) = tn +∑n−1i=0 fit i ∈ R[[x]][t] with fi = ∑j0 rij xj ∈ R[[x]].
Case I. If h(0) ∈ U(R[[x]]), then let h0(t) = h(t), h1(t) = 1; and if h(1) ∈ U(R[[x]]), then let
h0(t) = 1, h1(t) = h(t). In either case, h(t) has a trivial SRC factorization in R[[x]][t].
Case II. If h(0) = f0 ∈ J (R[[x]]) and h(1) = 1 +∑n−1i=0 fi ∈ J (R[[x]]), then r00 ∈ J (R)
and 1 +∑n−1i=0 ri0 ∈ J (R). Let h′(t) = θ ′(h(t)). Then h′(t) = tn +∑n−1i=0 ri0t i , h′(0) =
r00 ∈ J (R), and h′(1) = 1 +∑n−1i=0 ri0 ∈ J (R). Since R is n-SRC, there exist h′0(t) = tk +∑k−1
i=0 ai0t i and h′1(t) = tn−k +
∑n−k−1
i=0 bi0t i in R[t] such that h′0(0) ∈ U(R), h′1(1) ∈ U(R),
gcd(η′R(h′0(t)), η′R(h′1(t))) = 1, andh′(t) = h′0(t)h′1(t). Leth0(t) = tk +
∑k−1
i=0 Aiti ∈ R[[x]][t]
with Ai = ∑j0 aij xj , and h1(t) = tn−k +∑n−k−1i=0 Biti ∈ R[[x]][t] with Bi = ∑j0 bij xj .
We next prove that there exist Ai, Bj ∈ R[[x]] (i = 0, . . . , k − 1 and j = 0, . . . , n − k − 1)
such that h(t) = h0(t)h1(t). We notice that
h(t) = h0(t)h1(t)
⇔ tn +
n−1∑
i=0
ri0t
i +
∞∑
j=1
(
n−1∑
i=0
rij t
i
)
xj
=
⎡⎣tk + k−1∑
i=0
ai0t
i +
∞∑
j=1
(
k−1∑
i=0
aij t
i
)
xj
⎤⎦
×
⎡⎣tn−k + n−k−1∑
i=0
bi0t
i +
∞∑
j=1
(
n−k−1∑
i=0
bij t
i
)
xj
⎤⎦
⇔ the conditions (P0) and (Pm) hold for all m ∈ N,
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where
(P0) :
(
tk +
k−1∑
i=0
ai0t
i
)(
tn−k +
n−k−1∑
i=0
bi0t
i
)
= tn +
n−1∑
i=0
ri0t
i ,
(Pm) :
(
tk +
k−1∑
i=0
ai0t
i
)(
n−k−1∑
i=0
bimt
i
)
+
(
k−1∑
i=0
aimt
i
)(
tn−k +
n−k−1∑
i=0
bi0t
i
)
+
m−1∑
j=1
[(
k−1∑
i=0
aij t
i
)(
n−k−1∑
i=0
bi,m−j t i
)]
=
n−1∑
i=0
rimt
i .
Notice that by the choice of h′0(t) and h′1(t), (P0) holds for suitable ai0 (0  i  k − 1) and bi0
(0  i  n − k − 1). Assume that for s  1, there exist aij (0  i  k − 1, 0  j  s − 1) and
bij (0  i  n − k − 1, 0  j  s − 1) in R such that (Pm) hold for all m = 0, 1, . . . , s − 1. We
next show that there exist ais (0  i  k − 1) and bjs (0  j  n − k − 1) in R such that (Ps)
holds. Note that (Ps) is equivalent to
(∗) :
(
tk +
k−1∑
i=0
ai0t
i
)(
n−k−1∑
i=0
bis t
i
)
+
(
k−1∑
i=0
ais t
i
)(
tn−k +
n−k−1∑
i=0
bi0t
i
)
=
n−1∑
i=0
ris t
i −
s−1∑
j=1
[(
k−1∑
i=0
aij t
i
)(
n−k−1∑
i=0
bi,s−j t i
)]
= r ′0s + r ′1s t + · · · + r ′n−1,s tn−1,
where all r ′is are known elements of R. Thus (∗) is equivalent to:
(∗∗)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
bn−k−1,s + ak−1,s = r ′n−1,s ,
ak−1,0bn−k−1,s + bn−k−2,s + bn−k−1,0ak−1,s + ak−2,s = r ′n−2,s ,
...
a00b1s + a10b0s + b10a0s + b00a1s = r ′1s ,
a00b0s + b00a0s = r ′0s .
As a linear system in variables ais (0  i  k − 1) and bjs(0  j  n − k − 1), the matrix form
of (∗∗) is AX = B where
AT =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 bn−k−1,0 · · · · · · b00
1 bn−k−1,0 · · · · · · b00
.
.
.
.
.
.
1 bn−k−1,0 · · · · · · b00
1 ak−1,0 · · · · · · a00
1 ak−1,0 · · · · · · a00
.
.
.
.
.
.
1 ak−1,0 · · · · · · a00
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
XT = (ak−1,s ak−2,s · · · a0s bn−k−1,s bn−k−2,s · · · b0s ) ,
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BT = (r ′n−1,s r ′n−2,s · · · r ′1s r ′0s ) .
Denote η′Rh′i (t) = h′i (t) (i = 0, 1). Since gcd(h′0(t), h′1(t)) = gcd(η′Rh′0(t), η′Rh′1(t)) = 1, there
exist g′i (t) (i = 0, 1) such that
h′0(t) · g′0(t) + h′1(t) · g′1(t) = 1. (2.1)
Let E be an algebraically closed extension field of R/J (R) and suppose h′0(αi) = 0 where αi ∈ E
for i = 1, 2, . . . , k. Then, by Lemma 2.4, detA = 	(h′1(t), h′0(t)) = h′1(α1)h′1(α2) · · ·h′1(αk) /=
0 (by (2.1)). So A is invertible. By Lemma 2.5, A is invertible, so AX = B is solvable. This
proves the existence of ais (0  i  k − 1) and bjs (0  j  n − k − 1) such that (Ps) holds.
Hence there exist h0(t) and h1(t) in R[[x]][t] such that h(t) = h0(t)h1(t) as claimed
before.
Because θ ′ is an isomorphism and because gcd(η′Rθ ′(h0(t)), η′Rθ ′(h1(t))) = 1, we have
gcd(η′R[[x]](h0(t)), η′R[[x]](h1(t))) = 1. So h(t) has an SRC factorization. Hence R[[x]] is an
n-SRC ring.
“⇐” holds by Lemma 2.3. 
Theorem 2.7. Let R be a commutative local ring and let n, k ∈ N. Then the following are
equivalent:
(1) Mn(R) is strongly clean.
(2) Mn(R[[x]]) is strongly clean.
(3) Mn
(
R[x]
(xk)
)
is strongly clean.
(4) Mn(R[[x1, x2, . . . , xk]]) is strongly clean.
(5) Mn
(
R[x1,x2,...,xk]
(x
n1
1 ,x
n2
2 ,...,x
nk
k )
)
is strongly clean.
Proof. Note that all underlying rings are commutative local.
(1) ⇔ (2). This follows by Lemma 2.2 and Theorem 2.6.
(2) ⇒ (3) ⇒ (1). Since R is an image of R[x]
(xk)
and R[x]
(xk)
is an image of R[[x]], the implications
follow by Lemma 2.2 and Lemma 2.3.
(1) ⇔ (4). By the equivalence (1) ⇔ (2) and by induction.
(1) ⇔ (5). By the equivalence of (1) ⇔ (3) and by induction. 
A commutative local ring R is called Henselian if R[x] satisfies Hensel’s lemma [1,13], i.e., for
any monic polynomial f (x) ∈ R[x], if f (x) = g(x)h(x) with g(x), h(x) ∈ R
J(R)
[x] monic and
coprime, then there exist monic polynomials g(x) and h(x) in R[x] such that f (x) = g(x)h(x),
η′R(g(x)) = g(x), and η′R(h(x)) = h(x). Hence matrix rings over Henselian rings are strongly
clean.
Example 2.8. If R is Henselian and m, s, n1, . . . , ns ∈ N, then Mn(R[[x1, x2, . . . , xs]]), and
Mn
(
R[x1,x2,...,xs ]
(x
n1
1 ,x
n2
2 ,...,x
ns
s )
)
are strongly clean. The conclusion holds, in particular, for R any complete
local ring such as a field or Ẑp, for any prime p.
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It was proved in [6] that for a commutative local ring R, M2(R) is strongly clean if and only if
so is M2(RC2). Next, we extend this result from 2 to an arbitrary positive integer n. The methods
used here depend on the fact that the group is cyclic of order two. Let n  2 be an integer and let
G be a cyclic group of order greater than two. It is unknown when Mn(R) being strongly clean
always implies that Mn(RG) is strongly clean (even if R is a commutative local ring).
Theorem 2.9. Let R be a commutative local ring with 2 ∈ U(R) or charR = 2. Then Mn(R) is
strongly clean if and only if so is Mn(RC2).
Proof. “⇐” holds because Mn(R) is an image of Mn(RC2).
“⇒”. If 2 ∈ U(R), then RC2 ∼= R × R by [5, Lemma 11]. So we have Mn(RC2)∼=Mn(R) ⊕
Mn(R) is strongly clean.
Now assume that charR = 2. Then RC2 is commutative local. We can assume n  2. Write
C2 = {1, g} and let f (x) = xn +∑n−1i=0 (ri + r ′ig)xi ∈ (RC2)[x] such that f (0) = r0 + r ′0g ∈
J (RC2) and f (1) = 1 +∑n−1i=0 (ri + r ′ig) ∈ J (RC2). Let ω : RC2 → R, a + bg → a + b, be
the augmentation map. As in the proof of Theorem 2.6, we have two commutative diagrams with
ω and ω′ isomorphisms:
RC2
ω−→ R
ηRC2 ↓ ↓ ηR
RC2
J (RC2)
ω→ R
J(R)
,
RC2[x] ω
′−→ R[x]
η′RC2 ↓ ↓ η′R
RC2
J (RC2)
[x] ω′−→ R
J(R)
[x].
Since Mn(R) is strongly clean, f ′(x) := ω′(f (x)) = xn +∑n−1i=0 (ri + r ′i )xi has a non-trivial
SRC factorization f ′(x) = f ′0(x)f ′1(x) in R[x]. Write f ′0(x) = a0 + a1x + · · · + am−1xm−1 +
xm andf ′1(x) = b0 + b1x + · · · + bn−m−1xn−m−1 + xn−m where 1  m < n. Next we show that
there exist yi, zj ∈ R (i = 0, . . . , m − 1, j = 0, . . . , n − m − 1) such that
f0(x)=xm +
m−1∑
i=0
[yi + (ai − yi)g]xi,
f1(x)=xn−m +
n−m−1∑
i=0
[zi + (bi − zi)g]xi, (2.2)
f (x)=f0(x)f1(x).
The equality f (x) = f0(x)f1(x) is equivalent to
xn +
n−1∑
i=0
rix
i =
(
xm +
m−1∑
i=0
yix
i
)(
xn−m +
n−m−1∑
i=0
zix
i
)
+
[
m−1∑
i=0
(ai − yi)xi
][
n−m−1∑
i=0
(bi − zi)xi
]
, (2.3)
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n−1∑
i=0
r ′ixi =
(
xm +
m−1∑
i=0
yix
i
)[
n−m−1∑
i=0
(bi − zi)xi
]
+
(
xn−m +
n−m−1∑
i=0
zix
i
)[
m−1∑
i=0
(ai − yi)xi
]
.
Clearly, the second equality of (2.3) follows fromf ′(x) = f ′0(x)f ′1(x) and from the first equality of
(2.3). So it suffices to show that there exist yi, zj ∈ R (i = 0, . . . , m − 1, j = 0, . . . , n − m − 1)
that make the first equality of (2.3) hold. The first equality of (2.3) is equivalent to⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y0z0 + (a0 − y0)(b0 − z0) = r0,
y0z1 + y1z0 + (a0 − y0)(b1 − z1) + (a1 − y1)(b0 − z0) = r1,
...
ym−2 + ym−1zn−m−1 + zn−m−2 + (am−1 − ym−1)(bn−m−1 − zn−m−1) = rn−2,
ym−1 + zn−m−1 = rn−1,
which, since char(R) = 2, is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
c0 := r0 + a0b0 = a0z0 + b0y0,
c1 := r1 + a0b1 + a1b0 = a1z0 + a0z1 + b1y0 + b0y1,
...
cn−2 := rn−2 + am−1bn−m−1 = zn−m−2 + am−1zn−m−1,
+ ym−2 + bn−m−1ym−1,
cn−1 := rn−1 = zn−m−1 + ym−1.
(2.4)
As a linear system in variables yi (i = 0, . . . , m − 1) and zi (i = 0, . . . , n − m − 1), the matrix
form of (2.4) is AX = C where
AT =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 bn−m−1 · · · · · · b1 b0
1 bn−m−1 · · · · · · b1 b0
.
.
.
.
.
.
1 bn−m−1 · · · · · · b1 b0
1 am−1 · · · · · · a1 a0
1 am−1 · · · · · · a1 a0
.
.
.
.
.
.
1 am−1 · · · · · · a1 a0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
XT = (ym−1 ym−2 · · · y0 zn−m−1 zn−m−2 · · · z0) ,
CT = (cn−1 cn−2 · · · c0) .
An argument similar to the proof of Theorem 2.6 shows that A is invertible. So AX = C is
solvable. This shows the existence of the yi and zj such that f (x) = f0(x)f1(x). Hence Mn(RC2)
is strongly clean. 
Proposition 2.10. Let R be a commutative local ring with 0 /= 2 ∈ J (R) and let M3(R) be
strongly clean. If for any m, n ∈ R and u ∈ U(R), 4x3 − 2mx2 + ux + n = 0 is solvable in R,
then M3(RC2) is strongly clean.
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Proof. The two diagrams in the proof of Theorem 2.9 are still valid. Let f (x) = (r0 + r ′0g) +
(r1 + r ′1g)x + (r2 + r ′2g)x2 + x3 ∈ (RC2)[x] with f (0) = r0 + r ′0g ∈ J (RC2) and f (1) =
(r0 + r ′0g) + (r1 + r ′1g) + (r2 + r ′2g) + 1 ∈ J (RC2). Then f ′(x) = ω′(f (x)) = (r0 + r ′0) +
(r1 + r ′1)x + (r2 + r ′2)x2 + x3 ∈ R[x] with f ′(0) = r0 + r ′0 ∈ J (R) and with f ′(1) = (r0 + r ′0)+
(r1 + r ′1) + (r2 + r ′2) + 1 ∈ J (R). Since M3(R) is strongly clean, f ′(x) has a non-trivial SRC-
factorization f ′(x) = f ′0(x)f ′1(x) in R[x]. We can assume that {f ′0(x), f ′1(x)} = {a0 + x, b0 +
b1x + x2}. Then⎧⎨⎩
r0 + r ′0 = a0b0,
r1 + r ′1 = a0b1 + b0,
r2 + r ′2 = a0 + b0.
(2.5)
Next we show that there exist y0, z0, z1 ∈ R such that f (x) = f0(x)f1(x) and f ′i (x) = ω′(fi(x))
(for i = 0, 1), where
{f0(x), f1(x)} =
{
[y0 + (a0 − y0)g] + x, [z0 + (b0 − z0)g] + [z1 + (b1 − z1)g]x + x2
}
.
The condition f (x) = f0(x)f1(x) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
r0 = y0z0 + (a0 − y0)(b0 − z0),
r1 = y0z1 + (a0 − y0)(b1 − z1) + z0,
r2 = z1 + y0,
r ′0 = z0(a0 − y0) + y0(b0 − z0),
r ′1 = z1(a0 − y0) + y0(b1 − z1) + b0 + z0,
r ′2 = b1 − z1 + a0 − y0.
(2.6)
Since the first three equalities of (2.6) plus (2.5) clearly imply the last three equalities of (2.6),
it suffices to show that there exist y0, z0, z1 ∈ R such that the first three equalities of (2.6) hold
true. Rewrite the first three equations of (2.6) as⎧⎨⎩
2y0z0 − b0y0 − a0z0 = r0 − a0b0,
2y0z1 − b1y0 + z0 − a0z1 = r1 − a0b1,
z1 = r2 − y0.
(2.7)
Clearly (2.7) is equivalent to⎧⎨⎩4y
3
0 − 2my20 + uy0 + n = 0,
z0 = 2y20 − (2r2 − b1 + a0)y0 + a0(r2 − b1) + r1,
z1 = r2 − y0,
(2.8)
where m = (2r2 + 2a0 − b1), u = (4a0r2 − 2a0b1 + 2r1 − b0 − a0b1 + a20), and n = −a20r2 +
a20b1 − a0r1 + a0b0 − r0. As in (last part of) the proof of Theorem 2.6, b0 − a0b1 + a20 =	(f ′0(x), f ′1(x)) ∈ U(R). So u ∈ U(R). By hypothesis, the first equation of (2.8) is solvable
for y0 in R. Hence (2.8) is solvable for y0, z0 and z1 in R. So M3(RC2) is strongly clean. 
Corollary 2.11. If R is Noetherian Henselian, then M3(RC2),M3((RC2)[[x]]), and
M3
(
(RC2)[x]
(xk)
)
are strongly clean.
Proof. We first show that M3(RC2) is strongly clean. By Theorem 2.9 and Proposition 2.10,
it suffices to show that for any m, n ∈ R and u ∈ U(R), h(x) = 4x3 − 2mx2 + ux + n has
a root in R. Let h′1(x) = x + nu and h′0(x) = u. Then η′R(h(x)) = η′R(h′0(x))η′R(h′1(x)). By
Hensel’s Lemma [9, Theorem 7.18], there exist h1(x) = x + s3 and h0(x) in R[x] such that
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η′R(h1(x)) = η′R(h′1(x)), η′R(h0(x)) = η′R(h′0(x)), and h(x) = h1(x)h0(x). So h(x) has a so-
lution x = −s3 ∈ R. Hence M3(RC2) is strongly clean. If 2 ∈ U(R), then RC2 ∼= R × R, so
M3((RC2)[[x]])∼=M3(R[[x]]) × M3(R[[x]]) is strongly clean by Theorem 2.7. If 2 ∈ J (R),
then RC2 is again commutative local by [14], so M3((RC2)[[x]]) is strongly clean by Theorem
2.7. Thus, M3((RC2)[[x]]) is strongly clean in either case. Hence M3
(
(RC2)[[x]]
(xk)
)
is strongly clean
because it is an image of M3((RC2)[[x]]). 
For a commutative local ring R with 0 /= 2 ∈ J (R) and for n > 2, we have been unable to
answer if Mn(R) being strongly clean implies that Mn(RC2) is strongly clean.
3. Some other matrix rings
Since every strongly π -regular ring is strongly clean, another interesting approach would be
to determine the strongly π -regular rings R for which the matrix rings over R are strongly clean.
Let S be a ring and R be a subring of S such that they share the same identity. The ring S is called
a finite extension of R if S, as an R-module, is generated by a finite set X of generators.
Theorem 3.1 [11]. Let R be a ring whose prime factor rings are Artinian. Then every finite
extension of R is strongly π -regular.
Note that, by [17], there exists a strongly π -regular ring R such that M2(R) is not strongly
π -regular. A ring R is called right duo if every right ideal is an ideal.
Corollary 3.2. Let R be a ring whose prime factor rings are Artinian, G be a locally finite group,
and n, k  1. Then Mn(RG) is strongly π -regular, and Mn((RG)[[x]]) and Mn
(
(RG)[x]
(xk)
)
are
strongly clean. The conclusion holds, in particular, for R right duo and strongly π -regular.
Proof. Without loss of generality, we may assume that G is a finite group. Then Mn(RG) is
a finite extension of RG and RG is a finite extension of R. So Mn(RG) is a finite exten-
sion of R. Thus, it follows from Theorem 3.1 that Mn(RG) is strongly π -regular. Moreover,
Mn((RG)[[x]]) ∼= Mn(RG)[[x]] is strongly clean by [7, Corollary 2], and Mn
(
(RG)[x]
(xk)
) ∼=
Mn(RG)[x]
(xk)
is strongly clean by [7, Corollary 4].
If R is right duo and strongly π -regular, then every prime factor ring of R is again right duo
strongly π -regular, so it must be a strongly π -regular domain. Hence it is a field. 
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