Proofs Regarding the 0-Knapsack Problem
Let S = [nil , S ] where S = scons ∪ snd and let be defined by:
We check that, letting Q := ( ), S and satisfy condition 3. Note that S † = [ nil , const 1 , S • (id × fst), suc • snd • snd ]. Base case:
For the non-empty case, let S = scons ∪ snd , we need that for a :: Item, x 1 , y 1 , y 2 :: [Item] , n :: N, and δ :: R ≥ 1: (x 1 , n + 1) S † (a, (y 1 , n)) ∧ (y 1 , n) δ (y 2 , n) ⇒ (∃x 2 |: (x 1 , n + 1) δ + (x 2 , n + 1) ∧ (x 2 , n + 1) S † (a, (y 2 , n))).
Expanding the liftings, we get x 1 S (a, y 1 ) ∧ y 1 δ n y 2 ⇒ (∃x 2 |: x 1 δ n x 2 ∧ x 2 S (a, y 2 )).
Case: x 1 = y 1 . Choose x 2 = y 2 . Using the assumption we immediately have x 1 = y 1 δ n y 2 = x 2 .
Case: x 1 = a : y 1 . Choose x 2 = a : y 2 . We then have to show that a : y 1
To show that a : y 1 ≥ w a : y 2 , we reason:
Note that, since weight (a : y 1 ) ≤ W , the above also implies that weight (a :
Proofs Regarding Minimising Total Late Work
Let S = [ nil , nil , S ] where S = work ∪ drop and let be defined by:
We check that S and Q := satisfies condition 3. Note that
Base case:
The inductive case simplifies to that for all zw 1 , xy 1 , xy 2 :: Sche:
Let xy 1 = (x 1 , y 1 ) δ (x 2 , y 2 ) = xy 2 .
Case zw 1 = work ((x 1 , y 1 ), a) = (x 1 a, y 1 ). We choose zw 2 = (x 2 a, y 2 ). Certainly, totalspan (x 1 a) ≥ totalspan (x 2 a). To show that zw 1 ≥ δ n p zw 2 we reason (abbreviating penalty to p):
3 Proofs Regarding the Tree Partitioning Problem 
Furthermore, δ ex is defined by:
Proof. We abbreviate demand to d. To prove the first implication:
Note that the penultimate step would not go through had the righthand side be δ · (d u + ff us). The second implication is immediate since ff t = ff u = 0.
The condition 3 in Theorem 6 we need to show is that for all tts 1 , uus i , vvs i :: Part (where i ∈ {1, 2}), and m, n : N, we have:
where S = felink ∪ sep. Note the superscript: if uus 2 subsumes uus 1 by δ m and vvs 2 subsumes vvs 1 by δ n , we want tts 2 to subsume tts 1 by δ m+n . Let uus i = (u i , us i ) and similarly for tts i and vvs i , for i ∈ {1, 2}. For this case we pick tts 2 = (v 2 , u 2 ∪ us 2 ∪ vs 2 ). The task is to show that
That 
For N a (u 1 : ws 1 ) ≥ d N a (u 2 : ws 2 ) we reason: 
Case 2.2. tts 1 is generated by felink , that is, v 1 can be decomposed into N a ws 1 , and tts 1 = (N a (u 1 : ws 1 ), us 1 ∪ vs 1 ). For this partition to be feasible, we must have margin u 1 ≥ demand v 1 . For this case we also decompose v 2 into N a ws 2 , and pick tts 2 = (N a (u 2 : ws 2 ), us 2 ∪ vs 2 ).
We have to show that N a (u 2 : ws 2 ) is feasible, that is
Then we show that tts 1 δ m+n s tts 2 , which expands to
For (1), we reason:
For (3), we reason:
To show (2), we reason: 
That v 1 ≤ m v 2 follows immediately from vvs 1 δ n s vvs 2 .
Case 3.2. tts 1 is generated by felink , that is, v 1 can be decomposed into N a ws 1 , and tts 1 = (N a (u 1 : ws 1 ), us 1 ∪ vs 1 ). For this partition to be feasible, we must have margin v 1 ≥ demand u 1 . For this case we also decompose v 2 into N a ws 2 , and pick tts 2 = (N a (u 2 : ws 2 ), us 2 ∪ vs 2 ).
For (4), we reason:
For (6), we reason:
To show (5), we reason: 
