Big data sobre dados de metering de energia by Joao Lomba Cepa
FACULDADE DE ENGENHARIA DA UNIVERSIDADE DO PORTO
Big data sobre dados de metering de
energia
João Lomba Cepa
Mestrado Integrado em Engenharia Informática e Computação
Orientador: João Pedro Mendes Moreira
27 de Junho de 2018

Big data sobre dados de metering de energia
João Lomba Cepa
Mestrado Integrado em Engenharia Informática e Computação
27 de Junho de 2018

Resumo
De acordo com as estimativas, o volume de dados com que as empresas têm de lidar, duplica
a cada 1.2 anos. Contudo, estes dados apenas acarretam valor de negócio para as empresas se for
possível processar e extrair informações válidas dos mesmos. Assim sendo, nasce a necessidade
de investigar quais as ferramentas ideais e as mais indicadas para o fazer.
A CSide, empresa proponente desta dissertação, deparou-se com esse problema na sua plata-
forma. Neste momento a plataforma da empresa tem registados mais de 7 mil milhões de registos
de energia: capturados a cada 15 minutos de cada contador inteligente e tomadas de medição
de consumo proveniente da casa de cada cliente. A empresa verificou que seria necessário de-
senvolver uma aplicação distribuída para processamento e extração de conhecimento dos dados
recolhidos, com vista a facilitar a gestão de uma quantidade de dados tão grande e ao mesmo
tempo aumentar os seus serviços disponíveis.
O problema torna-se bastante interessante, não só na área do Big Data, com processamento de
uma grande quantidade de dados, mas também na área do Machine Learning, com a análise dos
mesmos.
Espera-se no final da dissertação obter-se uma proposta concreta de arquitetura e um protótipo
funcional, o qual permita processar e extrair uma série de indicadores dos dados de energia dos
clientes (tais como padrões de consumo e clustering de clientes).
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Abstract
According to estimates, the volume of data a company handles doubles every 1.2 years. Howe-
ver, these pieces of data only hold business value for a company if it is able to process and extract
valid information from them. Thus, the need arises to research which tools are ideal and the most
fit for this task.
CSide, the company which proposed this dissertation, was confronted with this problem on
its platform. Right now, their platform contains over 7 billion power records, recorded every 15
minutes from smart breakers and consumption-measuring power outlets in each customer’s house.
CSide realized that it would be necessary to develop a distributed application for the processing
and knowledge extraction of the collected data. This would make it easier to manage an amount
of data this large and, at the same time, increase the number of services available for sale to their
customers.
This problem reckons to be very interesting not only in the field of big data, since it requires
the processing of an extremely large amount of data, but also regarding machine learning, for the
analysis of such data.
It is expected that by the end of the dissertation, a concrete proposal of an architecture and a
functional prototype are presented. With this, it shall be possible to process and extract a variety of
indicators about the customers’ power consumption habits (such as spending patterns and customer
clustering).
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Capítulo 1
Introdução
Neste capítulo será exposto, sucintamente, o contexto e motivação do trabalho descrito nesta
dissertação, assim como os seus principais objetivos e a estrutura da mesma.
1.1 Contexto
Hoje em dia, a facilidade de aquisição e armazenamento de dados provenientes de sensores é
enorme. Devido a esta facilidade, a quantidade de dados adquiridos aumentou de forma exponen-
cial [Mig15]. Consequentemente, o valor atribuído ao Big Data por as mais diversas empresas que
trabalham com vários tipos de sensores também aumentou. As empresas que prestam serviços de
utilidade pública na área da energia não foram exceção. Estas estão cada vez mais conscientes do
forte potencial por trás da análise de dados, tornando-se mais proativas na tomada de decisões e
na escolha de estratégia utilizada perante cada cliente [AASA17], [DKK15].
Contudo, ao contrário de muitos outros setores, estas empresas não são capazes de aumentar
o número de vendas dos seus produtos usando uma análise aos seus dados, mas conseguem obter
outras mais-valias para o negócio: reduções de custos, aumento da eficiência e customização dos
serviços prestados, diminuição do tempo de resposta a problemas comerciais existentes, entre
outras [Sti14].
A CSide, empresa proponente desta dissertação, é um fornecedor global de soluções tecnoló-
gicas que desenvolve tecnologias pioneiras numa variedade de campos, e permite a empresas no
sector da energia e empresas de telecomunicações que forneçam aos seus clientes vários serviços
inovadores, nomeadamente nas áreas da energia, automação, vigilância residencial e sistemas de
segurança.
Esta empresa, desenvolve e comercializa uma plataforma de distribuição de serviços. Esta
plataforma é usada por vários provedores de serviços na Europa para oferecer serviços de valor
acrescentado para os seus clientes finais. Em Portugal, a empresa disponibiliza a plataforma para
a EDP, sendo esta comercializada sobre o produto Re:dy.
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Figura 1.1: EDP Re:dy
EDP Re:dy, como apresentado na figura 1.1, é um sistema que lhe permite conectar e con-
trolar a sua casa numa única aplicação móvel ou web, onde e quando quiser. Este permite ter
toda a energia conectada e integrada numa única plataforma. É possível através do mesmo possuir
conhecimento dos seus gastos, controlar remotamente dispositivos do sua casa, agendar o funcio-
namento de eletrodomésticos e ainda ser alertado em caso de anomalias ou consumos inesperados
[EDP].
Com o aumento do número de pessoas a utilizar o EDP re:dy, a plataforma da CSide está
atualmente a registar mais de de 7 mil milhões de registos de energia: capturados a cada 15
minutos de cada contador inteligente e tomadas de medição de consumo provenientes das casas
de cada cliente. Surgiu assim, por parte da CSide, a oportunidade de tirar proveito desta enorme
quantidade de dados recolhidos.
1.2 Motivação e Objetivos
Como já foi referido anteriormente, a análise adequada dos dados recolhidos dos clientes po-
derá ser bastante vantajoso para a CSide e consequentemente para o cliente EDP. As principais
vantagens são:
• Obter padrões de consumo de cada cliente;
• Implementar/melhorar programas de eficiência energética;
• Identificar tendências de consumo e previsão de gastos;
• Aconselhar novos tarifários de consumo de energia aos clientes;
• Obter uma relação mais personalizada com cada cliente e consequente aumentar a sua fide-
lidade a empresa;
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• Mostrar aos clientes novas formas de economizar energia;
• Vender um serviço mais completo.
Contudo, para que seja possível obter estes dados e atendendo ao enquadramento apresentado,
existem três principais questões que se pretende que sejam respondidas no fim da dissertação:
• Quais as ferramentas que poderão ajudar na construção de uma aplicação distribuída que
permita processar uma grande quantidade de dados e extrair algum conhecimento dos mes-
mos?
• Que algoritmos utilizar?
• Como é que a CSide poderá beneficiar do sistema desenvolvido para análise de dados na sua
plataforma?
O objetivo final da dissertação é o desenvolvimento de uma aplicação distribuída para a extra-
ção de conhecimento dos dados de energia dos clientes. Espera-se no final da dissertação obter-se
uma proposta concreta de arquitetura e um protótipo funcional, o qual permita processar e extrair
uma série de indicadores como: padrões de consumo, clustering baseado nos padrões de consumo
e ainda um comparativo com a comunidade. A informação final obtida deverá ser guardada, para
mais tarde ser disponibilizada.
Para além disso, pretende-se que a experiência e conhecimento adquiridos no âmbito deste
projeto possam influenciar o desenvolvimento futuro da plataforma da CSide.
1.3 Estrutura da Dissertação
Para além da introdução, esta dissertação possui mais cinco capítulos adicionais. No capí-
tulo 2, é descrito o estado da arte e são apresentados os conceitos necessários para a realização da
dissertação. No capítulo 3, é apresentada a Lucy, plataforma desenvolvida por a empresa CSide, e
todos os componentes da mesma que serão usados na solução final. No capítulo 4 expõe-se a solu-
ção implementada definindo a sua arquitetura, configurações e as funcionalidades da mesma. No
capítulo 5 são explorados e discutidos os resultados obtidos assim como a sua validação. Por fim,
no último capítulo, 6, é apresentado o fecho deste trabalho, onde são apresesentadas as conclusões
do mesmo e sugestões de trabalho futuro.
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Revisão Bibliográfica
Neste capítulo é feita uma revisão bibliográfica do que tem sido feito de importante no domínio
do Big Data e da análise de dados orientada a dados de energia. São apresentados os principais
conceitos necessários para a realização desta dissertação, assim como a análise de ferramentas que
possam ajudar na implementação da solução final.
2.1 Big Data
O termo Big Data é bastante amplo e não existe um consenso comum em relação à sua de-
finição. Contudo, Big Data pode ser resumidamente definido como o processamento (eficiente
e escalável) analítico de um grande volume de dados complexos, que em aplicações tradicionais
o seu processamento seria incomportável [SO13]. As fontes desta grande quantidade de dados
podem ser: redes sociais, sites, sensores, entre outros.
A partir do ano 2000, o conceito Big Data desenvolveu-se bastante rápido, tornando-se num
ponto bastante atrativo quer para empresas quer para investigações a nível académico. Hoje em
dia, é importante para qualquer empresa conseguir transformar os seus dados recolhidos em pro-
dutos/serviços [MS13], [Cuz14].
Big Data é caracterizado essencialmente por 3 V’s: volume, variedade e velocidade. Não
existe uma quantidade de dados específica para classificar um conjunto de dados como Big Data.
Contudo, a característica volume, refere-se a quando estamos perante um conjunto de dados em
que o seu processamento por métodos tradicionais seria difícil e essa quantidade de dados pode
aumentar para qualquer tamanho (peta-bytes, exa-bystes ou ainda mais) .
A Variedade está relacionada com o facto dos dados que são gerados podem ser estruturados
ou não estruturados. Caso estes sejam não estruturados, os métodos tradicionais também não estão
preparados para lidar com eles.
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Hoje em dia, a velocidade a que os dados são gerados é enorme, logo essa também é uma
característica intrínseca do Big Data. É necessário analisar os dados quando eles são criados ou
num espaço temporal bastante reduzido [Lan01].
Para a realização do protótipo final, é necessário ter em conta todas estas características asso-
ciadas a Big Data.
Figura 2.1: 3 V’s do Big Data
2.2 Apache Cassandra
Apache Cassandra é um sistema de gestão de bases de dados distribuídos desenvolvido pelo
Facebook como open source em 2008. Encontra-se atualmente mantido pela Apache Software
Foundation. Leve e desenvolvido na plataforma Java, Cassandra é uma base de dados altamente
escalável, sendo uma solução para armazenamento de dados não relacionais (NoSQL). A utili-
zação deste tipo de base de dados (NoSQL) é altamente vantajosa, quando existe uma grande
quantidade de informação a guardar num espaço temporal reduzido [Sut10].
O Apache Cassandra permite guardar pares chave valor com consistência configurável [TB11].
Os dados são agrupados em famílias de colunas, que são definidas quando uma base de dados é
criada. Estas são equiparáveis a tabelas de uma base de dados relacional. Os valores dos pares
chave valor são compostos por várias colunas, as quais podem ser definidas linha a linha, apesar
de ser possível também definir colunas base por cada família de colunas (ver figura 2.2).
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Figura 2.2: Estrutura do Cassandra
As principais funcionalidades desta tecnologia são:
• Descentralização: Os dados são distribuídos pelo cluster de modo que todos dos nós conte-
nham dados diferentes. Todos os nós possuem o mesmo papel no cluster, prevenindo assim
a possibilidade de existência pontos de falha. Embora os dados sejam distribuídos, o acesso
a estes pode ser feito a partir de qualquer um dos nós, pois o nó acedido encarregar-se-á de
obter os dados dos outros nós.
• Tolerância a falhas: Todos os dados são replicados por vários nós, podendo estes serem
locais ou distribuídos por vários data centers. Assim existe a possibilidade de recuperar nós
que falhem.
• Linguagem de consulta semelhante a SQL: O Cassandra utiliza CQL (Cassandra Query
Language), linguagem muito semelhante a emphSQL.
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• Consistência: A consistência pode ser ajustada ao nível das escritas e leituras. Nas leituras,
pode-se obter uma resposta do nó mais próximo, da alteração mais recente de um número
mínimo de nós ou então da alteração mais recente de todos os nós. Nas escritas, pode-se
definir que uma operação nunca falhe: que seja difundida por um número mínimo de nós ou
que os dados sejam replicados por todos os nós existentes.
• Elasticidade: Quanto mais nós são adicionados ao cluster, maior é a taxa de transferência.
Esta relação é linear [KAB+11].
2.3 Clustering
Como um dos objetivos da dissertação é fazer um clustering baseado nos padrões de consumo
dos clientes, foi feito um estudo sobre que algoritmos poderiam ser aplicados.
Anil K. Jain, com base nas suas numerosas e extensas pesquisas na área do agrupamento de
dados, propôs a seguinte definição operacional de clustering: dada uma representação de n obje-
tos, encontrar k clusters (ou grupos) com base numa medida de semelhança, de tal forma que as
semelhanças entre os objetos pertencentes ao mesmo cluster sejam elevadas e as semelhanças en-
tre objetos afetos a clusters diferentes sejam reduzidas. No fundo, o clustering pretende descobrir
grupos cuja inércia intra-grupo seja reduzida e cuja inércia inter-grupo seja elevada [JMF99].
2.3.1 Medida de proximidade ou semelhança
Como anteriormente referido, é necessário arranjar uma medida de semelhança para comparar
as observações, sendo esta escolha muito importante pois será a mesma que irá ditar a forma
dos clusters obtidos. Assim é necessário conciliar o conhecimento na área de implementação do
clustering do programador com as diferentes medidas de proximidade existentes. Algumas das
mais utilizadas são as seguintes:
• Distância Euclidiana: uma das métricas mais usadas no cálculo da distância entre pontos ou
aos centróides dos clusters. Tende a encontrar clusters de forma esférica;
• Distância de Minkowski: estabelece uma medida genérica para o cálculo da distância entre
dois pontos.
• Distância de Mahalanobis: esta métrica tende a encontrar clusters de forma hiper-elipsoidal.
Esta assume que as densidades dos atributos seguem uma distribuição normal multivariada
e utiliza um esquema de ponderação dos atributos com base nas respetivas variâncias e
correlações lineares entre pares de atributos [JMF99].
• Distância de Manhattan: Esta métrica tem a vantagem de atribuir maiores pesos às dife-
renças em cada dimensão. Faz o cálculo da distância entre dois pontos como a soma das
diferenças absolutas dos valores atribuídos.
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2.3.2 Diferentes tipos de algoritmos
Existem vários tipos de algoritmos de clustering. Contudo devido à sua grande diversidade,
apenas irão ser abordados os principais algoritmos.
2.3.2.1 Algoritmos hierárquicos
Os algoritmos hierárquicos, são algoritmos que criam uma hierarquia de clusters. Ou seja,
estes algoritmos produzem um conjunto de partições aninhadas, com recurso a critérios de união
ou divisão de clusters, e com base na noção de semelhança [JMF99]. A medida de semelhança
mais comum é a distância Euclidiana.
Nos algoritmos hierárquicos, o número de clusters a ser obtido é escolhido a posteriori, sendo
este número escolhido baseando-se nas variações registadas para o índice de agregação, para dife-
rentes partições.
As principais vantagens do uso deste tipo de algoritmos, são: o facto de não ser necessário de-
finir o número de clusters a obter a priori; serem mais facilmente analisados os resultados, pois os
resultados são apresentados graficamente; muito mais versáteis do que os algoritmos particionais.
A única desvantagem do uso destes algoritmos, é a sua complexidade possuindo repercussões a
nível da eficiência computacional.
2.3.2.2 Algoritmos baseados em densidade
Os algoritmos baseados em densidade são algoritmos cujo o principal objectivo é encontrarem
clusters de formas arbitrárias e encararem os clusters como regiões de alta densidade, procurando
assim regiões densas conectadas no espaço de atributos.
A principal desvantagem do uso deste tipo de algoritmos, é o facto de estes não lidarem bem
com dados multidimensionais, visto o espaço de atributos tender a ser esparso e dificultar assim a
tarefa de distinção entre regiões de densidade alta e baixa.
2.3.2.3 Algoritmos baseados na teoria dos grafos
Os algoritmos baseados na teoria dos grafos representam os pontos como nós num grafo pe-
sado, sendo a ponderação atribuída às arestas que conectam os nós baseada na semelhança entre
pares de nós. Este tipo de algoritmos efetuam a partição dos nós em dois subconjuntos, de modo
a que a dimensão do corte e a soma dos pesos das arestas que ligam os 2 subconjuntos, seja
minimizado [Jai10].
2.3.2.4 Algoritmos particionais
Os algoritmos particionais, encontram todos os clusters simultaneamente, como uma partição
de dados, não impondo uma estrutura hierárquica. Este tipo de algoritmos tendem a identificar a
partição que optimize localmente uma função critério. A função critério mais usual é a do erro
quadrado [JMF99].
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Normalmente, este tipo de algoritmos, exige três parâmetros pré-definidos pelo utilizador: o
número de clusters finais, uma partição inicial aleatória ou aproximada e ainda uma métrica de
distância. A partir daí, o algoritmo irá inicializar-se a partir da solução inicial definida, afectando,
em cada iteração, cada observação ao cluster mais próximo, com base na métrica de distância
escolhida e de forma a minimizar o erro quadrado (diferença entre o centróide empírico do cluster
e os pontos do cluster). Após cada afectação, o centróide do cluster é recalculado a partir da média
das observações que, até ao momento, constituem aquele cluster. Ao longo do processo iterativo,
estes centróides são constantemente melhorados até estabilizarem e convergirem para uma solução
final.
As principais vantagens do uso deste tipo de algoritmos são: a sua simplicidade convertendo-
se numa eficácia computacional, facilidade de implementação, sucesso empírico e ainda o facto
de serem independentes da ordem, ou seja, gera a mesma partição independentemente da ordem
dos dados apresentados. Estas características tornam este tipo de algoritmos ideias para aplicações
que envolvem um conjunto de dados de grande dimensão.
As principais desvantagens deste tipo de algoritmos são: a sua dependência à inicialização,
ou seja, escolha do número de clusters e escolha das soluções aleatórias iniciais; não garantir a
melhor solução de agrupamento se a partição inicial não for bem escolhida; pouca sensibilidade a
outliers.
2.3.2.5 Algoritmos baseados em modelos probabilísticos
Os algoritmos baseados em modelos probabilísticos assumem que os dados são gerados a
partir de uma distribuição mistura, onde cada cluster é descrito por uma ou mais componentes de
mistura. O desafio consiste, assim, em descobrir as distribuições de proveniência dos dados e os
respectivos parâmetros [JMF99].
2.4 Trabalhos relacionados
Foi feito um estudo do que já tinha sido feito nesta área e que conclusões desses estudos já
realizados poderiam ser retiradas, com vista a diminuir o erro de más escolhas no desenvolvimento
da solução final. Assim, foram selecionados dois artigos relevantes.
2.4.1 Advanced Analytics for Harnessing the Power of Smart Meter Big Data
Neste artigo científico, são analisadas algumas abordagens e tecnologias disponíveis para apro-
veitar os dados provenientes dos smart meters. São também discutidas as principais limitações das
técnicas atualmente utilizadas com Big Data e qual o futuro a seguir nesta área [AY13].
São explorados três focos relevantes que podem ser obtidos através da análise aos dados pro-
venientes dos smart meters:
• Perfil de consumo, segmentação e clustering de clientes
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O artigo destaca a importância do clustering e consequente segmentação dos clientes con-
soante os seus padrões de consumo. É referido que já alguns importantes análises foram
feitas, usando algoritmos como o K-Means e derivados do mesmo.
• Previsões de consumo
Nesta secção é destacada a importância de uma boa previsão a curto prazo e com alta fiabi-
lidade do consumo de cada cliente. Com isto, é possível prever um valor que irá ser pago
pelo cliente como também a empresa fornecedora dos serviços ter a perceção de quanto irá
lucrar e como poderá alocar os seus recursos.
• Deteção de irregularidades
Através da análise do padrão de consumo dos clientes, será possível verificar quando o
atual consumo do cliente está a afastar-se do seu padrão do consumo. Alertando assim para
problemas como falhas nos dados registados ou até mesmo fraude por parte do cliente.
2.4.2 K-means based cluster analysis of residential smart meter measurements
Neste artigo é desenvolvido um modelo de clustering dos padrões de consumo dos clientes
baseando-se no K-Means. Através dos clusters obtidos, foi possível concluir que é mais vanta-
joso usar um pequeno número de clusters quando existe uma alta similaridade de consumo dos
clientes durante o dia. Através do artigo também foi possível concluir, que existe uma correlação
significativa entre o erro obtido pelos clusters e o intervalo de tempo utilizado para cálculo de um
padrão de consumo de um cliente. O aumento do intervalo de tempo selecionado incrementava a
qualidade dos resultados obtidos [AWW16].
2.5 Ferramentas existentes
No sentido de verificar quais as tecnologias que podem ajudar na solução do problema, foram
pesquisadas algumas que se adequam. O principal objetivo do protótipo final é o processamento
batch dos dados de energia guardados no Cassandra. Contudo, ficou claro por parte da CSide, que
no futuro, a ferramenta escolhida deverá também permitir um processamento em tempo real dos
dados. Assim sendo, apenas foram consideradas ferramentas híbridas: Apache Spark e o Apache
Flink.
2.5.1 Apache Spark
Apache Spark é uma framework open-source criada em 2012, cujo principal objetivo é proces-
sar uma grande quantidade de dados de forma paralela e distribuída. Uma das principais vantagens
do uso de Spark, é a sua performance. Esta é bastante boa, chegando a ser, em alguns casos, cem
vezes superior a outras frameworks [Spa].
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A base deste projeto é o Spark Core, que fornece as funcionalidades básicas que são exigidas
pelas aplicações de spark, tais como operações de I/O e recursos de programação básicos. Es-
tas funcionalidades são acessíveis através de uma API, para JAVA, Scala, Python e R. Além da
emphAPI do Spark, existem bibliotecas adicionais que fazem parte do seu ecossistema e fornecem
capacidades adicionais para as áreas de análise de Big Data e Machine Learning:
• Spark Streaming: possibilita o processamento de dados em tempo real baseando-se numa
computação de microbatch;
• GraphX: é uma API do Spark para grafos e computação paralela. Em alto nível, o GraphX
estende o Spark RDD para grafos. Para apoiar a computação de grafos, o GraphX expõe um
conjunto de operadores fundamentais (por exemplo, subgrafos e vértices adjacentes), bem
como uma variante optimizada do Pregel;
• SparkSQL: para a utilização de SQL na realização de queries e processamento sobre os
dados no Spark através de uma API JDBC;
• MLlib: biblioteca de algoritmos de Machine Learning, para as mais diversas atividades,
como clustering.
Figura 2.3: Arquitetura Apache Spark
2.5.1.1 Mobius
O Mobius permite desenvolver aplicações de spark utilizando linguagens de programação
.NET, como C# e F#. Este segue a mesma arquitetura que outras APIs, como para Python, ti-
rando proveito de todas as funcionalidades básicas do spark. O Mobius tanto pode ser utilizado
em Windows ou Linux, utilizando no Linux o Mono, uma implementação open-source de .NET
[Mob].
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Visto grande parte do código da plataforma desenvolvida pela CSide, estar implementada em
C#, faz com que esta ferramenta seja bastante pertinente principalmente devido à experiência de
programação adquirida nesta linguagem por parte dos engenheiros da empresa. Assim no futuro,
caso seja necessário efetuar alterações ao sistema desenvolvido, o tempo gasto será menor.
Contudo, existem algumas debilidades inerentes ao uso do Mobius: não possui muito suporte,
visto ser um projeto open-source e não ter muitos contribuidores e ainda o facto de algumas bibli-
otecas adicionais do spark não estarem implementadas, como é o caso da biblioteca MLib.
Figura 2.4: Arquitetura do Mobius
2.5.2 Apache Flink
Apache Flink é uma ferramenta para processamento de grande quantidade de dados com baixa
latência e com alta tolerância a falhas em sistemas distribuídos. É desenvolvido maioritariamente
para processamento em tempo real, contudo também pode fazer o processamento dos dados em
batch.
No caso de processamento em tempo real, o Flink lida com os dados baseado numa abordagem
de stream, sendo capaz de saber quando ocorreu determinando evento e podendo ordenar e agrupar
os dados de maneiras bastante interessantes.
No processamento batch, um conjunto de dados delimitados são lidos a partir de dados já
armazenados.
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Flink é ideal para problemas onde o objetivo principal seja processar dados que são produzidos
de maneira contínua e infinita.
Figura 2.5: Arquitetura Apache Flink
2.6 Conclusões
Depois de uma análise feita ao estado da arte do problema em questão, é possível concluir, que
já existem interessantes estudos feitos na área, assim como ferramentas completamente capazes
de ajudar na implementação do protótipo final.
Através desta revisão bibliográfica, foi possível entender melhor o funcionamento de fra-
meworks que serão usadas na solução final, como o Cassandra, mas também estudar conceitos
importantes como o de clustering.
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Capítulo 3
Lucy Platform
Como já referido no capítulo 1 deste documento, esta dissertação surgiu de uma necessidade/o-
portunidade da empresa CSide possuir uma análise aos dados de energia recolhidos. O objetivo é
que no final da dissertação este sistema desenvolvido integre a sua plataforma, a Lucy. De seguida
irá ser explicado a arquitetura desta mesma plataforma e que partes da mesma serão importantes
para o projeto final.
3.1 Arquitetura da plataforma
Lucy é a plataforma comercializada e desenvolvida pela CSide. Esta plataforma é usada por
vários provedores de serviços na Europa para oferecer serviços de valor acrescentado aos seus cli-
entes. A EDP é um desses exemplos. Os serviços que podem ser oferecidos através da plataforma
são de: segurança, vigilância, domótica, consumo de energia e ainda de produção de energia.
A plataforma consiste em:
• Service Provider: Representa o proprietário da plataforma, a empresa e os seus funcionários,
que em conjunto prestam serviço aos utilizadores da plataforma;
• Operator: Representa um funcionário do Service Provider que possui direito a aceder o
portal da plataforma. Os níveis de acesso a plataforma de cada Operator pode variar;
• Subscriber: Representa o cliente da plataforma;
• User: Um User pode criar um ou mais Users. É alguém com login e uma senha de acesso à
paltaforma. Um User deve estar associado a um Subscriber;
• Service: Qualquer um dos serviços referidos em cima;
• Package: É o conjunto de um ou mais Services e opcionalmente, alguns Devices;
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• Subscription: Quando um Service é associado a um Subscriber, este é representado por uma
Subscription;
• Device: Representa qualquer dispositivo com comunicação IP que comunica diretamente
com a plataforma;
• Modules: Representa qualquer equipamento que comunique com um Device, como por
exemplo uma tomada.
3.2 Apache Cassandra
Neste momento, a plataforma tem um ambiente em produção em que os dados estão guardados
em SQL Server. Contudo, visto a quantidade de dados ser cada vez maior e ficar incomportável
continuar a utilizar esta tecnologia, a CSide pretende migrar para Cassandra os mesmos dados,
ficando esta tecnologia também em utilização em ambiente de produção.
Como referido no capitulo 1 deste documento, esta dissertação irá lidar apenas com dados de
consumo de energia relativos aos clientes do Subscriber EDP da plataforma. Assim será pertinente
analisar a estrutura de dados do Cassandra para os dados de metering de energia:
• MeteringVariables: Tabela que representa todo o repositório de um determinado tipo de
dados de energia, descrevendo maioritariamente o que é, a quem pertence e a que Module
pertence;
• MeteringValues: Tabela que representa o agrupamento de todos os registos de valores asso-
ciados a uma MeteringVariable;
• MeteringValuesPerHour: Tabela que representa o agrupamento de todos os registos de va-
lores associados a uma MeteringVariable por hora;
• MeteringValuesPerDay: Tabela que representa o agrupamento de todos os registos de valo-
res associados a uma MeteringVariable por dia;
• MeteringValuesPerTariffPerDay: Vista materializada que representa o agrupamento de to-
dos os registos de valores associados a uma MeteringVariable por mês;
3.3 Conclusões
Neste capítulo houve uma apresentação e análise do funcionamento e arquitetura da plataforma
Lucy, plataforma desenvolvida pela empresa CSide.
Este estudo, permitiu a correta perceção do funcionamento da plataforma e do Cassandra im-
plementado, sendo esta a única maneira de construir o protótipo final bem sucessivo. De realçar, a
importância da percepção da modelação de dados existente no Cassandra, pois é este o repositório
da solução final, quer para leitura quer para escrita dos dados.
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Figura 3.1: Modelação dos dados no Cassandra
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Capítulo 4
Solução projetada
O protótipo desenvolvido, tem como principal objetivo explorar os dados recolhidos e guarda-
dos no Cassandra, com vista a extrair informações que tragam valor para a empresa CSide. Assim
foram desenvolvidas 3 módulos de aplicações: o primeiro módulo continha duas aplicações para o
cálculo do Load Distribution Pattern (Ldp) para cada MeteringVariable; o segundo módulo conti-
nha duas aplicações para o cálculo do clustering dos Ldps criados na aplicação anterior, e por fim,
o último módulo possuía uma aplicação para classificar a que cluster os novos MeteringVariables,
baseando-se no clustering calculado na módulo anterior.
Figura 4.1: Três módulos implementados na solução final
4.1 Ferramentas e tecnologias utilizadas
O processo de escolha das ferramentas começou no capítulo 2 deste documento, onde foram
introduzidas algumas ferramentas que poderiam vir a ajudar na implementação da solução final.
Para o desenvolvimento deste sistema foram usadas tecnologias que surgiram recentemente.
As ferramentas utilizadas foram: Apache Cassandra, Apache Spark e ainda o Mobius.
Como referido no capítulo 1 e 2 deste documento, o Apache Cassandra já estava a ser utilizado
pela empresa, sendo esta tecnologia também usada na solução final, quer por ser nela que os dados
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estão guardados, mas também para guardar as informações novas provenientes da análise aos
dados.
Relativamente à tecnologia que melhor se enquadraria para o processamento dos dados exis-
tente, houve um estudo entre o Apache Spark e o Apache Flink. Tanto o Spark como o Flink, pos-
suem características que permitiriam desenvolver o protótipo final: capacidade de processamento
de grande quantidade de dados com excelente performance, biblioteca de algoritmos de Machine
Learning associada e ainda, qualquer das duas ferramentas possui um driver para se conectar ao
Cassandra. No entanto, o Apache Flink é uma ferramenta que utiliza uma arquitetura focalizada
no processamento de stream, enquanto que a arquitetura do Spark baseia-se no processamento de
pequenos blocos de dados, também designados por micro-batch. Visto que o objetivo da solu-
ção é orientada para o processamento de dados históricos, já guardados no Cassandra, e existir
um maior suporte/documentação associada ao driver de conexão do Spark com o Cassandra, foi
decidido o uso do Apache Spark.
Relativamente ao Apache Spark, foram utilizadas a biblioteca de Spark SQL para o cálculo dos
Ldps e a biblioteca MLib para o clustering e classificação.
O Mobius foi usado no desenvolvimento do primeiro módulo: duas aplicação de Spark, uma
para cálculo dos Ldps semanais e outra para o cálculo dos Ldps mensais. Esta ferramenta não
foi utilizada nos módulos seguintes pois estes requeriam o uso de funções da biblioteca MLib,
que como referido anteriormente, não está ainda disponível a partir do Mobius. Assim sendo, o
módulo da criação dos Ldps foram desenvolvidos em C# e os restantes dois, desenvolvidos em
Scala.
4.2 Load Distribution Pattern (Ldp)
Um Ldp detalha todo o consumo de energia, de uma MeteringVariable, durante um período de
tempo. Através deste, é possível saber quando existe picos de consumo de energético assim como
permitir uma previsão de gastos monetários e de consumo futuro.
Uma MeteringVariable pode conter dados de energia proveniente de um smart meter que meça
o consumo global da casa ou de uma tomada. Uma tomada tanto pode medir o consumo apenas
de um dispositivo (exemplo: eletrodoméstico) ou de um conjunto destes.
Para o cálculo dos Ldps foram desenvolvidas duas aplicações independentes: uma que calcula
o Ldp mensal de cada MeteringVariable e outra que calcula o Ldp semanal também associado a
um MeteringVariable.
O Ldp mensal, como demonstrado na figura 4.2, é composto por doze médias de consumo,
cada uma com correspondência a um dos meses do ano. Este Ldp é calculado partindo da data do
último registo de valores para aquela MeteringVariable e é truncado ao inicio do mês.
O Ldp semanal, como demonstrado na figura 4.3, é composto por cento e sessenta e oito
médias de consumo, cada uma com correspondência a uma hora e dia da semana. Este Ldp é
calculado partindo da data do último registo de valores para aquela MeteringVariable e é truncado
ao dia.
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Figura 4.2: Exemplo de Ldp Mensal
Figura 4.3: Exemplo de Ldp Semanal
4.2.1 Arquitetura
Esta secção apresenta uma vista de alto nível da arquitetura das duas aplicações de Spark
desenvolvidas, assim como o modelo de dados criado para guardar a informação final obtida (ver
figura 4.4).
4.2.1.1 WeeklyLdpCalculator
A WeeklyLdpCalculator é a aplicação Spark que calcula o Ldp semanal para cada Metering-
Variable. Esta aplicação, foi desenvolvida com a capacidade de calcular Ldps com intervalo de
tempo personalizáveis, contudo, por omissão a aplicação calcula os Ldps ao fim de sete dias.
Assim como o tempo para recáculo dos Ldps, esta aplicação possui outros parâmetros confi-
guráveis. Estes são: o host, keyspace e as tabelas do Cassandra quer de onde vai ler os dados quer
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Figura 4.4: Estrutura do módulo da criação dos Ldps
para onde vai guardar/escrever os Ldps calculados, e ainda o número de semanas utilizadas para o
cálculo do Ldp. Como referido anteriormente, Ldp é calculado partindo da data do último registo
de valores para aquela MeteringVariable e é truncado ao dia. O número de semanas usadas para o
cálculo de um Ldp são doze e enquanto não existir essa quantidade de dados, o Ldp para aquela
MeteringVariable não é calculado.
Como podemos verificar na figura 4.5, a aplicação, começa por ir buscar todas MeteringVaria-
bles existentes e todos os consumos de energia por hora associado às mesmas. Como na estrutura
de dados do Cassandra já existente, o consumo de energia da rede elétrica e o consumo de energia
proveniente de um painel solar do cliente estão em MeteringVariables separadas, foi necessário
criar uma estrutura de dados do Spark (dataframe), com a soma dos dois consumos, para cada
hora, dia e MeteringVariable.
Depois de possuir todos os dados necessários, foi usado, como referido em cima, a biblioteca
de Spark SQL para selecionar os dados pertinentes e calcular o Ldp para cada MeteringVariable.
O Ldp é composto por 168 médias. Cada uma é a média de todos os consumos para aquela hora
durante o período de tempo definido pelo programador, sobre a média de consumo de todos os
dias e todas as horas do período estabelecido.
Depois de todos os Ldps serem calculados para todas as MeteringVariables, esta informação é
guardada no Cassandra.
4.2.1.2 MonthlyLdpCalculator
A MonthlyLdpCalculator é a aplicação Spark que calcula o Ldp mensal para cada Metering-
Variable. Esta aplicação foi desenvolvida de modo a que quando, uma MeteringVariables, possui
doze meses de registos de consumo de energia, este calcula o seu Ldp. Como referido anterior-
mente, o Ldp é calculado partindo da data do último registo de valores para aquela MeteringVaria-
ble e é truncado ao primeiro dia mês do LastRecordTimestamp. Por omissão, a aplicação recalcula
os Ldps ao fim de um mês, contudo este intervalo de tempo pode ser configurado.
Assim como a aplicação MonthlyLdpCalculator, esta também possui todos os valores associ-
ados ao Cassandra configuráveis, quer de leitura como de escrita (host, keyspace e tabelas).
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Figura 4.5: Fluxograma da aplicação WeeklyLdpCalculator
Esta aplicação, como é demonstrado pela figura 4.6, possui um fluxo de atividade idêntico à
aplicação do WeeklyLdpCalculator: começa por ir buscar todas as MeteringVariables existentes e
todos os consumos de energia por mês associado às mesmas. Calcula o total consumo energético
para cada MeteringVariable por mês e a partir daí, são usadas as funcionalidades existentes na
biblioteca de Spark SQL para filtrar apenas os dados pretendidos e calcular os Ldps para cada
MeteringVariable. O Ldp mensal é composto por doze médias. Cada média corresponde à média
de todos os consumos para aquele mês durante os últimos doze meses, sobre a média do consumo
de anual da mesma MeteringVariable.
No fim, todos os Ldps calculados são guardados no Cassandra.
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Figura 4.6: Fluxograma da aplicação MonthlyLdpCalculator
4.2.1.3 Cassandra
O modelo de dados existente teve de ser alterado com vista a criar condições para guardar
os Ldps calculados para cada MeteringVariable. Assim, como demonstrado na figura 4.7, foram
criadas duas novas tabelas de Cassandra: WeeklyLdp e MonthlyLdp.
Na WeeklyLdp, são guardados todos os Ldps semanais de todas as MeteringVariables. Esta
possui como partion key a MeteringVariableId, WeekDay e Hour. Os restantes dados guarda-
dos são: a variável ClusterId, que é sempre incializada a null quando um Ldp é criado e é mais
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tarde preenchida com id do cluster a que ficará associada; a variável IsGlobal, que é um booleano
que indica se aquela MeteringVariable se refere a um consumo global da casa ou apenas a uma
tomada; LastRecordTimestamp e LdpCalculationDate são duas variáveis que correspondem, res-
pectivamente, à data do último MeteringValue recebido para aquela MeteringVariable e a data em
que o Ldp foi calculado; a variável Ldp, que representa a média associada e ainda a Trustworthi-
ness, que corresponde a uma percentagem de falha de registos no cálculo do Ldp, para dar um
grau de fiabilidade ao resultado.
No MonthlyLdp são guardados todos os Ldps mensais de todas as MeteringVariables. Este
possui como partion key a MeteringVariableId, Year e Month. As restantes variáveis guardadas
são as mesmas enunciadas em cima para a tabela WeeklyLdp: ClusterId, IsGlobal, LastRecordTi-
mestamp, LdpCalculationDate, Ldp e Trustworthiness.
Figura 4.7: Novas tabelas do Cassandra criadas para guardar os Ldps
4.2.2 Discussão da implementação
Durante o desenvolvimento destas duas aplicações de Spark, existiram duas importantes ques-
tões que surgiram e tiveram de ser discutidas:
• Calcular apenas Ldps de MeteringVariables de consumo global da casa ou também as asso-
ciadas a tomadas?
Inicialmente, esta foi uma das questões discutidas: se haveria interesse no cálculo de Ldps
associados a tomadas. Através da análise do padrão de consumo de uma tomada, pode ser
possível identificar que tipo de dispositivos estão a esta conectados, permitindo assim obter
um maior conhecimento sobre o cliente associado. Decidiu-se assim que este cálculo teria
igualmente interesse e que era pertinente.
• Qual o número de semanas ideias utilizadas para o cálculo do Ldp semanal de cada Mete-
ringVariable?
Mesmo sendo este valor configurável e de possível alteração, foi necessário decidir qual
seria o número ideal de semanas para possuir um boa perceção de qual o padrão de consumo
de uma MeteringVariable. Um número de semanas baixo, poderia acarretar problemas de
baixa fiabilidade do Ldp, pois poderiam ser considerados dados de consumo de energia em
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semanas atípicas dos clientes. Com um número de semanas alto, poderia correr-se o risco
de se perder algumas características de consumo energia importantes. Assim, o número de
semanas escolhido foi de doze.
4.3 Clustering
Neste módulo, foram desenvolvidas duas aplicações Spark: uma para o cálculo do clustering
dos Ldps mensais e outra para o cálculo dos Ldps semanais. Optou-se por fazer uma separação
de clusters a quatro níveis: clustering de Ldps mensais de consumos globais, clustering de Ldps
mensais de consumos de tomadas, clustering de Ldps semanais de consumos globais e ainda clus-
tering de Ldps semanais de consumos de tomadas. Assim, em cada uma das aplicações é possível
escolher qual a funcionalidade pretendida, se cálculo do clustering dos Ldps dos consumos globais
ou o das tomadas. Essa escolha é efetuada aquando do lançamento de cada uma das aplicações,
através de um parâmetro de inicialização.
O algoritmo utilizado para o cálculo dos clusterings foi o Bisecting K-Means, algoritmo per-
tencente à biblioteca de Machine Learning do Spark.
4.3.1 Bisecting K-Means
Bisecting K-Means é uma variante do algoritmo K-Means, o algoritmo mais popular e simples
dentro dos algoritmos particionais. Este algoritmo, está presente na biblioteca de Machine Lear-
ning do Spark, e procura ultrapassar as limitações do k-Means, mas garantindo a manutenção, ou
eventual reforço, das suas qualidades, nomeadamente, a eficiência e a simplicidade.
O Bisecting K-Means é a versão hierárquica divisiva do K-Means que efetua, recursivamente
e em cada passo, a partição dos dados em dois clusters. Este algoritmo, rege-se pelos seguintes
passos:
1. Selecionar um cluster para dividir;
2. Encontrar dois sub-clusters usando o algoritmo K-Means básico;
3. Repetir o passo 2 por um número fixo de vezes (valor passado como parâmetro ao algoritmo)
e escolher a partição que possuir melhor valor do critério interno. Um critério interno bas-
tante usado é o da similaridade geral;
4. Repetir os passos 1,2 e 3 até que o número pretendido de clusters seja alcançado.
Este algoritmo, recebe quatro parâmetros de inicialização: k, número desejado de clusters;
maxIterations, que define o número máximo de iterações para subdividir os clusters; minDivisi-
bleClusterSize, que representa o número de mínimo de pontos para que a divisão de um cluster
seja possível; seed, partição inicial aleatória.
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4.3.2 Arquitetura
As duas aplicações desenvolvidas, possuem uma arquitetura muito semelhante. Depois de ini-
cializadas, com um parâmetro indicando assim o clustering pretendido, estas vão ler do Cassandra
os Ldps, calculados no módulo anterior, que irão entrar no clustering.
Depois de serem lidos e guardados numa estrutura de dados do Spark, dataframes, existe uma
organização estrutural destes mesmos dataframes para ser possível criar uma matriz de input para
o algoritmo Bisecting K-Means. Nesta organização, foi garantido que todos os objetos da matriz
possuíam a mesma ordem e não possuíam valores falta.
Os parâmetros de inicialização passados ao algoritmo do Bisecting K-Means para cada cluste-
ring foram:
• Clustering dos Ldps mensais relativo aos consumos globais:
Número de clusters finais: 4
maxIterations: 50
minDivisibleClusterSize: 1 (por omissão)
seed: valor hash do nome da classe (por omissão)
• Clustering dos Ldps mensais relativo aos consumos das tomadas:
Número de clusters: 7
maxIterations: 50
minDivisibleClusterSize: 1 (por omissão)
seed: valor hash do nome da classe (por omissão)
• Clustering dos Ldps semanais relativo aos consumos globais:
Número de clusters finais: 7
maxIterations: 50
minDivisibleClusterSize: 1 (por omissão)
seed: valor hash do nome da classe (por omissão)
• Clustering dos Ldps semanais relativo aos consumos das tomadas:
Número de clusters finais: 4
maxIterations: 50
minDivisibleClusterSize: 1 (por omissão)
seed: valor hash do nome da classe (por omissão)
No final da execução de cada uma das aplicações, os centros dos clusters gerados são guarda-
dos no Cassandra.
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4.3.3 Cassandra
Como no módulo anterior, na criação dos Ldps, aqui também foi necessário criar uma tabela
nova para guardar os dados importantes do clustering. Como é visível pela figura 4.8, foi criada
uma tabela denominada de ClusterCenters, onde são guardados os seguintes valores: IsGlobal,
variável booleana que identifica se o centro do cluster provém de MeteringVariables com Ldps
globais ou parciais; SeasonalPeriod, identifica se o centro do cluster está associado a Ldps mensais
ou semanais; ClusterId, corresponde a um id que identifica o cluster; Center, corresponde a um
array de doubles que possui o centro do cluster.
Esta tabela, possui como partion key as variáveis IsGlobal e SeasonalPeriod, e como clustering
key o ClusterId. Esta modulação permite assim guardar apenas numa tabela os dados provenientes
de quatro tipos de clustering.
Figura 4.8: Nova tabela do Cassandra criada para guardar os centros dos clusters
4.3.4 Discussão da implementação
Este módulo, do desenvolvimento destas duas aplicações Spark para o cálculo dos clusterings,
foi o que mais discussão e análise gerou.
Inicialmente, uma das questões discutidas foi quais os diferentes tipos de clusterings que de-
veriam ser calculados. Uma das primeiras decisões a ser tomadas, foi a separação de clustering
de Ldps associados a tomadas e associados a consumos globais. Isto porque, no final, um dos
objetivos é, no caso dos clustering dos Ldps dos consumos associados às tomadas, identificar que
tipo de diapositivos estão a estas conectados. Sem esta separação poderia correr-se o risco de um
Ldp associado ao consumo de uma tomada estar associado ao mesmo cluster de um Ldp associado
ao consumo global de uma casa, não sendo possível depois retirar qualquer informação útil deste
mesmo cluster.
A segunda decisão a ser tomada, foi separar o clustering dos Ldps mensais com os semanais.
Uma das possibilidades, seria criar, para cada MeteringVariable, um objeto na matriz de input do
algoritmo, em que os Ldps mensais e semanais seriam agrupados. Contudo, esta possibilidade não
foi viável pois iriam-se agrupar valores com grandezas diferentes e pesos iguais, o que afetaria um
bom resultado do clustering.
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A escolha de qual algoritmo utilizar para os clusterings foi uma decisão bastante importante.
Esta recaiu sobre o Bisecting K-Means, pois este preenchia todos os requisitos necessários: sim-
ples, escalável, disponibilizado na ferramenta em uso (apache Spark), conseguir lidar bem com
dados multidimensionais e ainda conseguir obter resultados bastantes satisfatórios.
Foi realizado um estudo para determinar qual o número de clusters ideal em cada clustering.
Foi escolhido o Elbow method para esse cálculo. Este método é bastante simples e usado. Consiste
em calcular o algoritmo para diferentes números de clusters finais (neste caso, k de um até vinte)
e o erro quadrado associado, e verificar onde houve maior variação desse erro. Esse será o k esco-
lhido. As figura 4.9, 4.10, 4.11 e 4.12, retratam graficamente o método escolhido implementado e
a escolha do número de clusters para cada clustering. Como é percetível pelas mesmas, a decisão
do número de clusters na figura 4.9 e 4.10 foi decidida com um menor grau de ambiguidade, en-
quanto que nas figuras 4.11 e 4.12 esse grau foi maior. Este fenómeno, é originado pelo aumento
da dimensão de dados introduzidos no algoritmo de clustering.
Figura 4.9: Elbow method para clustering dos Ldps mensais relativos a consumos globais
Figura 4.10: Elbow method para clustering dos Ldps mensais relativos a consumos de tomadas
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Figura 4.11: Elbow method para clustering dos Ldps semanais relativos a consumos globais
Figura 4.12: Elbow method para clustering dos Ldps seamanais relativos a consumos de tomadas
4.4 Classificação
Neste módulo, foi desenvolvida uma aplicação Spark, que com base na distância Euclidiana
aos centros dos clusters, gerados e guardados no módulo anterior, associa um cluster id, e ineren-
temente um padrão de consumo, a uma MeteringVariable que já possua um Ldp gerado.
4.4.1 Arquitetura
A aplicação de Spark utilizada para a classificação recebe como parâmetro de inicialização
uma variável que irá indicar se é pretendido classificar os Ldps mensais ou semanais. Posto isto,
a aplicação irá ler do Cassandra, das tabelas WeeklyLdp ou MonthlyLdp, consoante o parâmetro
anteriormente referido, todos os Ldps. De seguida, o algoritmo implementado, irá percorrer todos
os Ldps e verificar qual o seu tipo, se associadas ao consumo de energia global ou ao consumo
energético de tomadas. A partir daqui, esta aplicação, já possui o enquadramento necessário: a
qual clustering é que estes Ldps estão associados. São então, calculadas as distâncias Euclidianas
entre os Ldps e os clusters, e guardado os clusterIds dos clusters que obtiveram a menor distância
Euclidiana.
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Depois de todos os Ldps possuirem um cluster associado, essa informação é guardada/atuali-
zada nas tabelas do Cassandra (WeeklyLdp ou MonthlyLdp).
4.4.2 Discussão da implementação
Durante o desenvolvimento deste módulo, foram estudadas duas possíveis abordagens para a
classificação dos Ldps. A primeira abordagem, seria treinar um algoritmo de classificação (Naive
Bayes ou Random Forest, os mais populares) para, através dos Ldps com um cluster já associado,
classificar os novos Ldps. A segunda abordagem, foi a implementada na solução final: cálculo da
distância Euclidiana do Ldp aos clusters disponíveis, com a escolha do cluster que gerar menor
distância.
A opção de envergar por a segunda abordagem, foi originada exclusivamente por uma maior
simplicidade de implementação do algoritmo, que inevitavelmente se traduzirá numa maior sim-
plicidade de manutenção de código e de debug.
4.5 Conclusões
Este capítulo mostrou como foi desenvolvido a solução final. Está estruturada em três módu-
los, em que existe, uma criação de Ldps para cada MeteringVariable, um clustering desses mesmos
Ldps e ainda um algoritmo que classifica novos Ldps baseando-se no clustering anterior.
Foi demonstrado como os três módulos foram desenvolvidos, assim como, o motivo de algu-
mas escolhas durante este mesmo desenvolvimento.
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Capítulo 5
Validação e resultados
Neste capítulo serão validados e analisados os resultados obtidos na implementação dos três
módulos apresentados no capítulo 4.
Para exploração da solução implementada nesta dissertação, selecionou-se todos os valores
energéticos registados na plataforma da empresa desde a sua criação até 31 de Dezembro de 2017.
5.1 Criação dos Ldps e Classificação
Os módulos da criação dos Ldps e da classificação não possuem resultados graficamente vi-
síveis, ou seja, são aplicações Spark, em que apenas são executados alguns cálculos e estes são
guardados, tendo sido desenvolvido apenas uma série de testes para verificação da exatidão dos
mesmos. O sucesso das operações de escrita e leitura para o Cassandra também foi outro factor
a ter em conta, tendo sido realizados alguns testes para garantir que todos os dados eram lidos e
guardados corretamente.
Principalmente nestes dois módulos, uma das preocupações era a questão da performance
das aplicações Spark. Mesmo não tendo sido possível explorar um ambiente de teste com vá-
rias máquinas com o Spark, utilizaram-se duas máquinas para distribuir o trabalho. Visto ter sido
alcançado os resultados necessários em poucas horas, pode-se concluir que as questões de perfor-
mance não são um problema, ficando contudo em aberto a potencialidade máxima de performance
do Spark.
5.2 Clustering
Os resultados que advém do módulo do clustering, são bastantes importantes, pois é através
dele que o maior número de conclusões podem ser retiradas. Assim passaremos a analisar os
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resultados de cada clustering:
5.2.1 Clustering dos Ldps mensais associados aos consumos globais
O número total de Ldps que deram origem ao clustering seguinte foi de 5324.
Como podemos ver pela as figuras 5.1, 5.2 e 5.3, foram apresentados quatro clusters, em que
aproximadamente 41% dos clientes, se situam num padrão de consumo semelhante ao cluster 3.
Este cluster é caracterizado por ser o que apresenta um padrão de consumo relativamente constante
ao longo do ano, com um ligeiro aumento de consumo nos meses de Outono e Inverno, o que pode
ser explicado por um diminuição das temperaturas e consequente aumento do uso dispositivos de
combate ao frio como aquecedores.
Os clusters 0 e 1, seguem o mesmo padrão de consumo do cluster 3, mas apresentam uma
maior variação de energia consumida. O cluster 0, é o que mais variação apresenta.
O cluster 2 é o segundo com maior representatividade. Este apresenta um padrão de consumo
inverso aos outros, sendo representado por um padrão de consumo relativamente constante, com
um pico de consumo nos meses de Verão (Junho, Julho e Agosto).
Figura 5.1: Clusters gerados
Figura 5.2: Gráfico que relaciona o padrão de consumo ao longo dos 12 meses
5.2.2 Clustering dos Ldps mensais associados aos consumos das tomadas
O número total de Ldps que deram origem ao clustering seguinte foi de 440.
Os Ldps mensais associados ao consumo das tomadas recaíram maioritariamente sobre os
cluster 5 e 6. O cluster 5, cluster com maior representatividade, corresponde a um tipo de tomada
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Figura 5.3: Gráfico que relaciona os clusters com a sua dimensão
que tem um consumo relativamente constante, com um aumento do mesmo nos meses de Outono
e Inverno. O cluster 6, possui um ligeiro aumento de consumo energético entre Abril e Setembro,
mas com pouca diferença do consumo ao longo do ano.
Os restantes clusters gerados (0, 1, 2, 3, e 4), representam um consumo energético bastante
variante durante o ano, sendo bastante caracterizados por picos de consumo de energia.
Figura 5.4: Clusters gerados
Figura 5.5: Gráfico que relaciona o padrão de consumo ao longo dos 12 meses
5.2.3 Clustering dos Ldps semanais associados aos consumos globais
O número total de Ldps que deram origem ao clustering seguinte foi de 9750.
O cluster que obteve maior representatividade, foi o cluster 4 logo seguido do cluster 1. Estes
dois, conjuntamente com os clusters 0 e 3, são os que mais representam um padrão de consumo
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Figura 5.6: Gráfico que relaciona os clusters com a sua dimensão
mais usual na sociedade em que vivemos: maior consumo durante as horas pós-laborais (fim de
tarde, de manhã ao acordar e ainda ao fim de semana durante a tarde).
Os clusters 5 e 6 possuem padrões de consumo semelhantes, apresentando um aumento do
consumo nas horas de almoço.
O cluster 2, apresenta um padrão de consumo bastante diferente dos outros todos, pois as horas
de maior consumo energético são na parte da noite.
Figura 5.7: Clusters gerados
Figura 5.8: Clusters gerados
5.2.4 Clustering dos Ldps semanais associados aos consumos das tomadas
O número total de Ldps que deram origem ao clustering seguinte foi de 1108.
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Figura 5.9: Gráfico que relaciona os clusters com a sua dimensão
O clustering dos Ldps semanais associados aos consumos das tomadas, resultou, numa con-
centração muito alta no cluster 1. Este é caracterizado, por um padrão de consumo constante mas
com o aumento do mesmo ao fim da tarde, durante os sete dias da semana, e durante a tarde ao
Sábado e Domingo.
Os clusters 0 e 3 são caracterizados por um padrão de consumo bastante desuniforme, tendo
estes a menor representação no clustering. O cluster 2 apresenta um padrão de consumo inverso ao
cluster 2, sendo caraterizado por um consumo constante com um aumento do consumo no período
entre as 9 e 17 horas.
Figura 5.10: Clusters gerados
5.3 Conclusões
Concluído este capítulo que procura apresentar os resultados obtidos e validar os mesmos,
verifica-se que os resultados foram razoáveis. Embora não tenha sido possível explorar tanto
como desejado as questões de performance da implementação do Spark, foi percetível, na escala
usada, que este teve um bom desempenho.
Relativamente aos clusterings obtidos, embora alguns não possuíssem uma amostra muito
grande (caso dos Ldps associados a tomadas), é evidente que existe alguns padrões de consumo
que sobressaem e podem indiciar certo tipo de atividades, dispositivos ou estilos de vida. Os
clusterings mensais e semanais associados aos consumos globais, foram os que mais permitiram
uma extração de certos padrões de consumo e comportamento dos clientes.
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Figura 5.11: Gráfico que relaciona os clusters com a sua dimensão
Devido a questões de confidencialidade, não foi possível analisar alguns clientes específicos
da plataforma, que poderia trazer um maior grau de confiança e validação ao clustering.
38
Capítulo 6
Conclusões e trabalho futuro
No final de todo o trabalho desenvolvido foi possível dar resposta ao principal objetivo desta
dissertação: construção de um sistema distribuído que ajudasse no processamento dos dados exis-
tentes e permitisse ainda retirar algumas análises aos mesmos.
Foram desenvolvidos 3 módulos, tirando proveito das ferramentas e tecnologias mais recentes
na área do armazenamento, processamento de grande quantidade de dados e machine learning: no
primeiro módulo houve desenvolvimento de duas aplicações Spark com o intuito da criação de um
Ldp para cada MeteringVariable; no segundo, foram desenvolvidas mais duas aplicações Saprk
que tinham como objetivo fazer um clustering destes mesmos Ldps; o terceiro, era o módulo que
possuía uma aplicação Spark responsável pela classificação de novos Ldps.
O projeto serviu como uma excelente inicialização da empresa na área de novas abordagens
ao processamento de grandes quantidades de dados, assim como, na área da análise dos dados.
As aplicações desenvolvidas foram concluídas com sucesso alcançando todos os objetivos iniciais
delineados. Contudo, existem certas questões que ficam por aberto aliada a um potencial trabalho
futuro. A performance do Spark, assim como, a validação dos clusters gerados, foram dois aspetos
que deveriam ter sido mais explorados: relativamente ao Spark, deveria ter havido um maior estudo
de performance das aplicações desenvolvidas com o incremento do número de máquinas a correr
as mesmas; relativamente à validação dos clusters, devido a questões de confidencialidade, não foi
possível haver um estudo que comparasse individualmente certas MeteringVariables com o cluster
que lhes foi atribuído, o que aumentaria o grau de confiança dos clusterings.
Outro factor que levou a que os clusterings ficassem um pouco aquém das expectativas, foi
o facto de alguns clusters obtidos, serem de difícil perceção, não sendo possível extrair grandes
informações sobre aquele cliente ou tomada. Os clusterings das tomadas foram os que menos
informações úteis trouxeram. Este fenómeno pode ter sido causado, quer por uma tomada puder
ter associada à mesma diferentes dispositivos, ou pelo facto do número de Ldps que entraram no
clustering ser baixo: 440 e 1108.
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Futuramente, para além das sugestões já apresentadas, e visto esta área de análise de dados
ser bastante abrangente, haveriam bastantes implementações e estudos que poderiam ser feitos:
previsão de consumo de energia para cada cliente baseado na previsão meteorológica, correlação
de eventos atípicos (Mundial de futebol, por exemplo) com os consumos de energia de cada casa
e ainda, uma correlação do número de habitantes por casa e média de idades dos habitantes com o
consumo de energia de cada cliente.
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