In this letter, we study the modulo-limit modulator whose input signal is a causal stable ARMA process. We prove that for all the cases, the normalized quantization error can be taken as a uniformly distributed white noise.
Introduction
The use of high resolution theory for quantization error analysis can date back to late 1940s [1] - [2] . In [2] , Bennett demonstrated that under the assumption of high resolution and smooth density of the sampled random process, the quantization error can be treated as an additive white noise. Since then, researcher had further proven the following conclusion: "under most circumstances, the noise is additively white and uncorrelated with the signal being quantized; and it is uniformly distributed between minus half a quanta to plus half a quanta, with a zero mean and a mean square as 1 12 of the square of a quanta" [5] . Some recent good surveys on this field include [3] - [5] .
In [6] - [7] , Chou and Gary studied the quantization error that is derived for a modulo sigma-delta modulator driven by a quasi-stationary random process. Particularly, they proved that the quantization error for a casual stable MA process input behaves as an additive white noise, if the sum of the regression coefficients does not converges to zero.
In a recent report [8] , we proved that the conclusion also holds for a fGn process with the Hurst exponent H ∈ (0, 1 2 ). Such a fGn process can also be viewed as a special casual stable MA process and the sum of its regression coefficients converges to 0. Inspired by this new founding, we will further prove in this letter that the conclusion holds even if the sum of the regression coefficients converges to zero.
More precisely, we will prove the above conclusion for finite MA processes, infinite MA processes and asymptotically infinite MA processes sequentially, and finally the general casual stable ARMA processes. As shown in [7] , by defining ∆ = 2b M−1 , the normalized quantization noise e(n) of x(n) can be represented as the normalized quantization noise of the modulo-limiter modulator for x(n)
where z = x mod 1 is the fractional part of x. Indeed, Eq.(1) can also be viewed as a uniform quantizer.
The Results for Finite MA Processes
For the modulo-limiter modulator (uniform quantizer), we have the following useful lemma.
where z(n) is a sequence of random variables having a certain identical distribution with a smooth density (actually z(n) does no need to be independent). The distribution of the normalized quantization error e(n) under modulo-limiter modulation (or through a uniform quantizer) converges to the uniform distribution in [− The modulo sigma-delta modulation driven by a input as Eq. (2) can also be viewed as dithering. As pointed out in [6] , the limit distribution of the normalized quantization error e(n) after dithering is the uniform distribution in [− Theorem 1 Define a casual stable MA process x(n)
where k is a constant, k ∈ N. If ψ i does not always equal to 0, for i = 1, ..., k, the above conclusion also holds if the other conditions are the same.
Proof 1 Define a process y(n) as
Consider the weighted sum of independent random variables [9] - [12] , if ψ i does not always equal to 0, y(n) is therefore a sequence of random variables having a certain identical distribution with a smooth density. Following Lemma 1, we can reach the statement naturally.
It should be pointed out that we can allow k i=0 ψ i = 0 in Theorem 1. Fig.1 shows an example for such cases. The PSD estimate for the quantization error of a MA process x(n) = z(n) − z(n − 1), where z(n) is standard Gaussian noise, the quantization scale is ∆ = 0.1. The PSD is estimated via periodogram method.
The Results for Infinite MA Processes
On the other side, we have the following lemma for the infinite MA processes.
Lemma 2 [7] Define a casual stable MA process x(n)
where z(n) is an i.i.d process having a certain distribution with a smooth density. if the regression coefficients ψ i of this MA process satisfy
then the distribution of the normalized quantization error e(n) under modulo sigma-delta modulation converges to the uniform distribution in [− Based on Lemma 2, we will first study a simple cases (the MA processes are driven by symmetric stable processes) to illustrate the outline of our proof. Then, the results will be extended to the general MA processes.
Theorem 2 Define an casual stable MA process x(n) satisfying Eq. (5), where ψ i does not always equal to 0. If z(n) is an i.i.d symmetric stable process having a certain smooth density function, the quantization error converges to the uniform distribution in [− Proof 2 If z(n) is a symmetric stable process, according to [13] - [14] , the characteristic function of z(n) is written as
where t is the variable of the characteristic function. µ ∈ R is a shift parameter. σ > 0 is the scale parameter. α ∈ (0, 2) is the stability index or the characteristic exponent.
We will discuss three cases in the follows, respectively.
i) If
∞ i=0 ψ i = 0, according to Lemma 2, the conclusion is true.
ii) If ∞ i=0 ψ i = 0, but ψ i does not always equal to 0 and ∞ i=0 |ψ i | α converges, we will show that x(n) can be taken as a sequence of random variables having a certain identical distribution with a smooth density, and thus the conclusion is true according to Lemma 1. According to the definition (5), we have the characteristic function of x(n) as
Define ϕ z1 (t) = exp {−σ α |t| α }, ϕ z2 (t) = exp {iµt}, we have
which indicates that x(n) follows a symmetric stable distribution with zero mean. According to the theory of characteristic function [13] , [11] , the probability function f x (u) of x(n) can be calculated as
where ϕ x (t) denotes the complex conjugate of ϕ x (t).
iii) Finally, let's consider the situation ∞ i=0 ψ i = 0, but ψ i does not always equal to 0 and ∞ i=0 |ψ i | α does not converge. As shown in [7] , we can rewrite Eq. (5) as
where δ(n) n−1 i=0
. It is clear that we can reach the conclusion, if we can prove that
Indeed, the proof below is a general case to the proof we had proposed for fGn processes with Hurst exponent H ∈ (0, 1 2 ) in [8] . The characteristic function of δ(n + 1) can be written as
The innermost sum in Eq.(13) can be grouped as
where k ∈ N. Therefore
Noticing that ∞ i=0 |ψ j | α does not converge, given any a small positive number ǫ ∈ (0, 1) and a certain t ∈ R − {0}, we can we can always find a large enough integer n * such that
for n * ≤ i ≤ n, as n goes to infinity. Thus, from (16), we have
which clearly indicates lim n→∞ ϕ δ(n) (t) = 0 for t = 0.
On the other hand, we can easily have lim n→∞ ϕ δ(n) (0) = 1 by definition. Therefore, the distribution of δ(n) converges to the uniform distribution in [0, 1], and the limit distribution of e(n) is the uniform distribution among [− The proof for Theorem 2 can be extended to the general cases by using h the following useful lemmas. holds for every positive integer n, for all w 1 , ..., w n ∈ R, and for all c 1 , ..., c n ∈ C. c i denotes the complex conjugate of c i .
Indeed, g(w) is positive definite if and only if the matrix
is nonnegative definite for an arbitrary choice of n ∈ N and w 1 , ..., w n ∈ R.
Lemma 3 (Bochner-Khinchin Theorem) [11] - [12] An arbitrary function ϕ is a characteristic function corresponding to some probability law, if and only if the following three conditions are satisfied:
• ϕ is continuous;
• ϕ is a positive definite function.
Lemma 4 [12]
If a sequence of positive definite functions φ n (x) converges pointwise to a function φ(x), then φ(x) is positive definite.
From the definition of positive definite, we can directly have the following conclusion.
, is positive definite, where k ∈ N.
Proof 3 Because g(w) of w ∈ R 1 is positive definite, thus g(w) ≥ 0 for w ∈ R 1 . Thus, g k (w) ≥ 0 and so g k (w) is positive definite for k ∈ N.
Based on Lemma 3-5, we have the following general conclusion. Proof 4 We will also discuss three cases in the follows, respectively. i) If ∞ i=0 ψ i = 0, according to Lemma 2, the conclusion is true.
ii) If ∞ i=0 ψ i = 0 and the characteristic function of x(n) converges pointwise as
whereφ(t) is independent of ψ i , i ∈ N. We will prove thatφ(t) is a characteristic function to certain probability law by using Lemma 3.
Firstly, the probability function f x (u) of x(n) exists and can be calculated as
whereφ(t) denotes the complex conjugate ofφ(t). Let f z (u) denote the probability function of z(n). Because of independence, the probability density function of x(n) is the convolution of the separate density functions
Noticing the convolution is the "smoothing" operator [15] , if the probability function f (z) is smooth and continuous, then f (x) is smooth and continuous.
Secondly, from (19), we havê
Thirdly, with regard to Lemma 5, if ϕ z (t) is positive definite, then
Because lim n→∞ n i=0 ϕ z (ψ i t) =φ(t), based on Lemma 4,φ(t) is also positive definite.
Therefore, based on Lemma 3, x(n) can be taken as a sequence of random variables having a certain identical distribution with a smooth density.
And thus, the conclusion is true according to Lemma 1.
does not converge pointwise, we can always prove (13) and the limit distribution of e(n) is the uniform distribution among [− 
The Results for Asymptotically Infinite MA Processes
It should be pointed out that Theorem 3 can be extended to the corresponding asymptotically infinite causal stable MA processes. Actually, we have Theorem 4 Define an casual stable MA process x(n)
The quantization error e(n) is asymptotically uniformly distributed in [− The proof is almost the same to that given for infinite cases and are thus omitted here. Some interesting special examples can be found in [8] . Fig.2a shows an example for the cases, where 
Conclusion
Based on the theory of ARMA processes [16] - [17] , we can see that any a casual stable ARMA process can be formulated into a corresponding causal stable MA process. Thus, for all the cases, the quantization error of a casual stable ARMA process is uniformly-distributed white noise and uncorrelated with the signal being quantized.
