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Re´sume´
Habilitation a` diriger des recherches [Moy14], pre´sente´e publiquement le 13 mars 2014, devant un Jury
compose´ de Ge´rard Berry, Rolf Drechsler, Marco Roveri, Samarjit Chakraborty, Benoˆıt Dupont de Dinechin
et Fre´de´ric Pe´trot
Ce document est un compte-rendu de mon habilitation a` diriger des recherches (HDR), qui elle-meˆme
re´sume les travaux que j’ai re´alise´ sur la mode´lisation de syste`mes embarque´s ces dix dernie`res anne´es
au laboratoire Verimag. Une part importante de ces travaux concerne la mode´lisation transactionnelle des
syste`mes sur puces et a e´te´ re´alise´e dans le cadre d’une collaboration suivie entre Verimag et STMicroelec-
tronics. Dans un soucis de brie`vete´, mes publications ne sont pas cite´es ici ; le lecteur pourra se re´fe´rer a` la
bibliographie du manuscrit [Moy14] ou a` ma page web 1 pour une liste comple`te.
1 Introduction : les syste`mes embarque´s
Les syste`mes embarque´s peuvent eˆtre de´finis comme des syste`mes informatiques autres que des ordina-
teurs. Alors qu’il pourrait sembler naturel d’associer l’informatique aux ordinateurs, environ 98% des pro-
cesseurs fabrique´s aujourd’hui sont des processeurs embarque´s. La plupart des syste`mes embarque´s diffe`rent
des syste`mes traditionnels en terme de ressources disponibles et par le fort couplage entre mate´riel et logiciel.
Le besoin d’optimisations de performances (a` la fois pour fournir plus de capacite´ de calcul et pour
consommer moins d’e´nergie) a mene´ a` des architectures ou` la fonctionnalite´ est re´partie sur plusieurs com-
posants. Dans un syste`me embarque´ typique, les parties non-critiques en performance sont imple´mente´es
en logiciel, alors que les calculs plus intensifs utilisent des composants mate´riels de´die´s. Une autre ten-
dance est celle des processeurs pluricœurs (many-core), comme STHorm [MBF+12] de STMicroelectronics
ou MPPA [Kal12] de Kalray. Ces plates-formes cassent le mode`le traditionnel de paralle´lisme syme´trique
(SMP). Les syste`mes embarque´s sont donc en ge´ne´ral des syste`mes tre`s he´te´roge`nes, contenant souvent
plusieurs logiciels embarque´s compile´s pour des jeux d’instructions diffe´rents.
Alors que le mate´riel de´die´ est indispensable pour de bonnes performances, il y a e´galement de bonnes
raisons d’imple´menter les parties les plus complexes du syste`me en logiciel. Les mode`les de programmation
utilise´s en programmation logicielle sont beaucoup plus riches et permettent de re´soudre des proble`mes
difficiles algorithmiquement en moins de lignes de code. Le logiciel apporte aussi de la flexibilite´ dans le
flot de conception, permettant des mises a` jour a` n’importe quel stade du de´veloppement, contrairement au
mate´riel qui exige que les bugs soient corrige´s avant d’obtenir le premier prototype physique.
En conse´quence, les syste`mes sont compose´s d’un grand nombre de composants mate´riels et logiciels,
qui de´pendent les uns des autres. Il n’est pas suffisant de valider les blocs individuellement pour assurer le
fonctionnement correct du syste`me.
L’interaction avec son environnement pose des contraintes sur la conception d’un syste`me. La plupart
des syste`mes embarque´s sont temps re´els, soit mou (l’interaction avec l’environnement devrait eˆtre faite au
bon moment) soit dur (l’interaction doit se faire au bon moment).
D’autres proprie´te´s extra-fonctionnelles comme la surface de silicium, la consommation e´lectrique et
la tempe´rature peuvent e´galement avoir une grande importance. Pour les syste`mes sans fil, minimiser la
consommation est e´videmment important car c’est d’elle que de´pend l’autonomie sur batterie. Mais meˆme
pour un syste`me branche´ en permanence, la une consommation trop e´leve´e n’est pas acceptable car elle
implique des technologies plus couˆteuses pour la fabrication de la puce et une dure´e de vie plus courte, sans
compter la proble´matique environnementale.
Les e´conomies d’e´nergies peuvent eˆtre faites a` plusieurs niveaux, y compris les plus proches du silicium
(meilleurs algorithmes de synthe`se et technologies de fabrication). Mais dans les syste`mes modernes, une
part importante des e´conomies doit eˆtre faite au niveau syste`me : une politique de gestion d’e´nergie doit
1. http://www-verimag.imag.fr/~moy/?-Publications-
1
eˆtre capable d’e´teindre les composants quand ils ne sont pas utilise´s, et de re´duire la tension des composants
peu utilise´s au minimum ne´cessaire (ce qui implique de re´duire e´galement leur fre´quence).
Dans les ordinateurs classiques, ces contraintes peuvent eˆtre ge´re´es avec une politique du meilleur effort,
c’est a` dire faire des ordinateurs ≪ les plus rapides possibles ≫ et consommant ≪ le moins d’e´nergie possible ≫.
Ce n’est en ge´ne´ral pas possible avec un syste`me embarque´ : un syste`me sur-dimensionne´ couˆtera trop cher,
et un syste`me sous-dimensionne´ peut eˆtre inutilisable (par exemple, une te´le´vision nume´rique qui n’est pas
capable de lire le flux vide´o en temps re´el n’a que peu d’inte´reˆt). Il est donc important non seulement d’eˆtre
capable d’optimiser ces proprie´te´s, mais aussi de les e´valuer et de valider le syste`me en en tenant compte le
plus toˆt possible.
Une pratique courante est d’e´crire des mode`les, c’est a` dire des version simplifie´es du vrai syste`me, avant
que celui-ci soit disponible. On peut distinguer plusieurs types de mode`les, selon la manie`re dont ils sont
utilise´s. En de´veloppement dirige´ par les mode`les, les mode`les sont utilise´s comme point de de´part d’un flot
d’imple´mentation. Mais tous les mode`les ne sont pas force´ment utilise´s pour de´river une imple´mentation.
Les mode`les d’environnement physique sont utilise´s pour le test ou la ve´rification, mais ne sont bien suˆr pas
embarque´s dans le syste`me re´el. Une tendance relativement re´cente est le prototypage virtuel, qui utilise des
mode`les exe´cutables pour valider des choix d’architecture, ou pour de´velopper le logiciel embarque´, mais le
prototype lui-meˆme n’est pas utilise´ pour l’imple´mentation du mate´riel.
Les travaux pre´sente´s dans mon manuscrit d’habilitation a` diriger des recherches se concentrent sur
les mode`les qui ne sont pas utilise´s directement dans l’imple´mentation. Les sections suivantes pre´sentent
plusieurs cate´gories d’approches, et proposent une classification de mes contributions dans ces cate´gories.
1.1 Contributions a` plusieurs approches base´es sur les mode`les
1.1.1 Prototypage virtuel et approches base´es sur la simulation
Le prototypage virtuel consiste en l’e´criture de mode`les toˆt dans le flot de de´veloppement, pour permettre
des activite´s qui n’auraient e´te´ possibles que sur le syste`me final (tests d’inte´gration, de´veloppement du
logiciel...) les plus toˆt possible, en utilisant la simulation. Les prototypes virtuels peuvent eˆtre vus comme
une spe´cification exe´cutable du syste`me re´el.
Le niveau de transfert de registre (Register Transfer Level, ou RTL) est le point d’entre´e de la synthe`se
mate´rielle. Les programmes RTL doivent de´crire toute la micro-architecture de la plate-forme a` un niveau de
de´tails tre`s fin, et par conse´quents ont une vitesse de simulation tre`s lente. Pour un syste`me de grande taille,
les simulations RTL sont possibles sur les composants individuels, mais sont beaucoup trop lente pour une
utilisation au quotidien au niveau syste`me (par exemple, de´marrer un syste`me d’exploitation peut prendre
une dizaine d’heures a` ce niveau [HYH+11]).
Le niveau transactionnel (Transaction-Level Modeling, ou TLM) [Ghe05, Ope08] a e´te´ introduit en
re´ponse a` ce proble`me. On trouve beaucoup de de´finitions diffe´rentes de TLM, et meˆme la de´finition du
standard IEEE [Ope11] est de´cline´e en plusieurs variantes. Une premie`re de´finition peut eˆtre donne´e par :
≪ un mode`le qui de´crit tout ce qui est ne´cessaire pour l’exe´cution du logiciel embarque´, et seulement cela ≫.
Le standard pour la mode´lisation TLM dans l’industrie est SystemC, qui ajoute a` C++ les e´le´ments
manquants pour la simulation TLM (le temps simule´, la concurrence, la notion de module, ...). On peut
noter que meˆme si les programmes SystemC de´crivent des syste`mes paralle`les, leur exe´cution est purement
se´quentielle.
Mon habilitation de´crit les contributions suivantes dans le domaine du prototypage virtuel :
– Nous avons de´veloppe´ des techniques de compilations de´die´es pour SystemC, qui n’est pas un langage
de programmation a` part entie`re, mais une bibliothe`que pour C++. Les techniques de compilations
usuelles ne s’appliquent pas. L’e´quivalent d’une partie frontale de compilateur (front-end) doit eˆtre
capable d’extraire non-seulement les informations sur le comportement du programme, mais aussi
l’architecture de la plate-forme qui est construite pendant l’exe´cution du simulateur, avant le lancement
de la simulation a` proprement parler.
Nous pre´sentons des techniques imple´mente´es dans l’outil PinaVM, qui utilise LLVM pour exe´cuter une
partie du programme et lier les informations dynamiques obtenues a` l’exe´cution avec les informations
statiques extraites par le compilateur C++. Les travaux sur PinaVM sont un prolongement direct de
ceux re´alise´s plus toˆt (pendant ma the`se) sur l’outil Pinapa.
– En se basant sur PinaVM, nous avons de´veloppe´ un compilateur optimisant pour SystemC. Ce com-
pilateur utilise les informations re´colte´es par PinaVM pour re´aliser des optimisations comme l’inlining
a` travers le re´seau d’interconnexion SystemC qui ont besoin d’une visibilite´ sur l’architecture et une
d’une connaissance de la se´mantique de SystemC.
– Nous avons identifie´ des limitations du mode`le traditionnel de temps et de concurrence en Sys-
temC/TLM en terme de fide´lite´ de simulation. En particulier, nous avons montre´ que certains bugs
logiciels lie´s au mode`le me´moire ne peuvent pas eˆtre de´couverts avec les techniques existantes.
– Nous avons de´veloppe´ un simulateur TLM appele´ jTLM (pour ≪ Java TLM ≫). Ce simulateur e´tait
a` l’origine une expe´rience pour e´tudier le niveau d’abstraction TLM en dehors des contraintes de
SystemC, et a e´te´ utilise´ ensuite pour de´velopper de nouvelles fonctionnalite´s comme les taˆches avec
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dure´e. Les taˆches avec dure´e permettent une paralle´lisation efficace et donnent une solution partielle
au proble`me de fide´lite´ pre´sente´e ci-dessus.
– La notion de taˆche avec dure´e de´veloppe´e a` l’origine dans jTLM a ensuite e´te´ adapte´e au contexte
de SystemC, avec les meˆmes avantages mais sans le besoin d’un ordonnanceur spe´cialise´. Le re´sultat
est la bibliothe`que sc-during, e´crite au dessus de l’API SystemC et qui peut s’exe´cuter sur n’importe
quelle imple´mentation de SystemC conforme a` la norme.
– J’ai contribue´ au de´veloppement et a` la validation de la ≪ Smart FIFO ≫, qui mode´lise une file et mini-
mise les changements de contextes en utilisant le de´couplage temporel. Contrairement aux approches
similaires, la ≪ Smart FIFO ≫ garantie que le comportement obtenu avec de´couplage temporel est
e´quivalent a` celui produit sans cette optimisation.
– Nous avons de´veloppe´ des outils pour l’estimation de proprie´te´s extra-fonctionnelles comme la consom-
mation e´lectrique et la tempe´rature a` diffe´rents niveaux d’abstraction. Ces outils permettent de co-
simuler un mode`le fonctionnel avec un solveur extra-fonctionnel qui mode´lise la consommation e´lectrique
et la dissipation de chaleur. L’interface de co-simulation est tre`s ge´ne´rique et son application aux
syste`mes a` faible couplage temporel a ne´cessite´ un travail de mode´lisation pour e´viter de faire ap-
paraˆıtre des artefacts de simulation comme des pics de tempe´rature qui n’apparaissent pas sur le vrai
syste`me, mais auraient e´te´ exhibe´s par une mode´lisation trop na¨ıve.
1.1.2 Ve´rification formelle de proprie´te´s fonctionnelles
Une limitation e´vidente des approches base´es sur la simulation est que la validation est faite sur un
nombre fini d’exe´cutions. Il peut eˆtre ne´cessaire d’obtenir des garanties plus fortes sur le syste`me, et donc
de travailler avec des mode`les plus formels.
Nous avons explore´ certains aspects de l’interpre´tation abstraite, qui permet la ve´rification automatique
et correcte de syste`mes potentiellement non-borne´s (par exemple, contenant des valeurs nume´riques). L’in-
terpre´tation abstraite associe a` chaque point du programme un ensemble de valuations possibles pour ces
variables, abstrait en un e´le´ment d’un domaine abstrait (par exemple, les intervalles, les polye`dres, ...). L’ana-
lyse abstraite est limite´e par plusieurs sources d’impre´cision (le domaine abstrait, les enveloppes convexes,
et l’ope´rateur d’e´largissement qui est en ge´ne´ral ne´cessaire pour assurer la convergence). Changer la manie`re
de parcourir le graphe de flot de controˆle du programme peut changer la pre´cision de l’analyse. L’ordre de
parcours des points de controˆle peut eˆtre obtenu en interrogeant un solveur SMT (Satisfaisabilite´ Modulo
The´orie).
J’ai fait les contributions suivantes au domaine de la ve´rification formelle :
– Nous avons de´veloppe´ plusieurs outils de ve´rification formelle pour programmes se´quentiels. Certains
sont de simples reproduction de l’e´tat de l’art de techniques traditionnelles (interpre´tation abstraite,
model-checking). L’outil PAGAI a de´marre´ comme une imple´mentation des techniques d’interpre´tation
abstraite de l’e´tat de l’art, en utilisant l’interpre´tation abstraite conjointement avec le SMT-solving. Il
a ensuite e´te´ e´tendu avec de nouvelles techniques qui combinent et ame´liorent les techniques existantes.
PAGAI a aussi permis de comparer les techniques existantes et les nouvelles sur des programmes re´els.
– Nous avons de´veloppe´ des outils de ve´rifications pour programmes SystemC. Empruntant des ide´es de
l’outil LusSy (de´veloppe´ pendant ma the`se), nous avons propose´ de nouvelles techniques pour mieux
exploiter la se´mantique de co-routine de SystemC et les proprie´te´s de la forme SSA (static single
assignment, ou affectation unique statique) utilise´e comme forme interme´diaire dans les compilateurs
modernes.
1.1.3 Formal Models for Non-Functional Properties
Certaines proprie´te´s extra-fonctionnelles peuvent e´galement demander des garanties fortes, et donc
be´ne´ficier des me´thodes formelles. C’est le cas pour le pire temps d’exe´cution (Worst Case Execution Time,
WCET) d’une taˆche, ou le pire temps de traverse´e (WCTT) d’un e´ve`nement dans un syste`me temps re´el.
Le point de de´part des travaux re´alise´s sur les mode`les formels d’analyse de performance est l’analyse de
performance modulaire (Modular Performance Analysis, MPA) par calcul temps re´el (Real-Time Calculus,
RTC) [TCN00], base´ sur la the´orie du calcul re´seau (Network Calculus) [LBT01]. L’ide´e de MPA est de
mode´liser un syste`me avec un ensemble de modules qui communiquent via des flots d’e´ve`nements (les donne´es
e´change´es sont abstraites). L’analyse est ensuite faite en manipulant des abstractions de flots d’e´ve`nements
appele´es courbes d’arrive´es (arrival curves) qui spe´cifient des bornes sur nombre maximum d’e´ve`nements qui
peuvent arriver pendant une pe´riode de temps donne´e. Ces courbes sont en ge´ne´ral manipule´es par paires :
la courbe basse (αl) spe´cifie une borne infe´rieure et la courbe haute (αu) une borne supe´rieure. Par exemple,
une paire de courbes d’arrive´e peut exprimer la proprie´te´ ≪ entre 1 et 5 e´ve`nements peuvent arriver par
seconde, mais pas plus de 10 e´ve`nements peuvent arriver sur n’importe quelle intervalle de 5 secondes ≫.
En MPA, l’analyse est faite module par module : les courbes d’arrive´es de sortie de chaque module sont
calcule´es en fonction des courbes d’entre´e et du mode`le de composant. En cas de de´pendances circulaires,
un point fixe peut eˆtre calcule´ impe´rativement [JPTY08].
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A l’origine, les calculs de MPA e´taient faits de manie`re purement analytique, en utilisant le calcul temps
re´el (formules d’alge`bre max-plus sur les courbes d’arrive´es). Ces calculs donnent des garanties fortes avec
des algorithmes rapides pour des composants suffisamment simples, mais ne peuvent ge´rer la notion d’e´tat
dans un module. Notre premier objectif avec MPA e´tait de permettre une e´valuation de performance plus
ge´ne´rale que les performances temporelles, et en particulier permettre de prendre en compte la gestion de
l’e´nergie. Le premier pas, avant d’e´valuer la consommation elle-meˆme, est de permettre l’analyse temporelle
de syste`mes avec une politique de gestion d’e´nergie. Ces syste`mes peuvent placer des composants dans un
e´tat d’e´conomie d’e´nergie dans certaines condition, et ce type de comportement base´ sur les e´tats n’est pas
mode´lisable sans faire d’abstraction grossie`re en calcul temps re´el.
Une alternative au calcul temps re´el est de faire une analyse locale a` chaque module en utilisant une
technique plus expressive, typiquement utilisant un formalisme a` base d’automates. Ceci peut eˆtre fait
dans le cadre de MPA tant que l’analyse peut prendre des courbes d’arrive´e en entre´e, et en produire en
sortie. Cette cate´gorie d’approches a e´te´ expe´rimente´e avec un formalisme d’automates spe´cifique appele´
les ≪ event count automata ≫ [PCTT07], et adapte´ aux automates traditionnels [Upp07, LPT09, LPT10].
Dans ces approches, des adaptateurs depuis le calcul temps re´el vers l’autre formalisme doivent eˆtre e´crits.
En entre´e, les courbes d’arrive´es peuvent eˆtre compile´es en automates qui produisent des flots d’e´ve`nements
concrets spe´cifie´s par les courbes d’arrive´es. En sortie, un observateur peut calculer des bornes sur le nombres
d’e´ve`nements produits sur un intervalle de temps donne´, et reconstruire une paire de courbes d’arrive´es. Avec
cette approche, l’analyse locale a` un composant peut eˆtre complexe, et utiliser des techniques limite´es en
passage a` l’e´chelle comme le model-checking, mais il est important de noter que l’analyse se fait module par
module. La complexite´ croˆıt donc line´airement en fonction du nombre de module dans le syste`me, meˆme si
elle peut eˆtre exponentielle en fonction de la taille des modules.
Les contributions faites au cadre de l’analyse de performance modulaire (MPA) suivent deux directions :
– Nous avons propose´ deux nouvelles connections du calcul temps re´el avec des formalismes et outils
base´s sur des e´tats. Nous avons ame´liore´ les approches existantes sur les automates temporise´es utili-
sant l’outil de model-checking Uppaal [LPY97], en ajoutant une abstraction base´e sur la granularite´
pour de meilleures performances. Nous avons e´galement de´veloppe´ l’outil ac2lus qui permet d’utiliser
le langage Lustre et les outils associe´s pour faire l’analyse d’un ou plusieurs module. Cet outil per-
met d’utiliser l’interpre´tation abstraite et les outils de model-checking base´s sur SMT (Satisfaisabilite´
Modulo The´orie), qui ont un comportement diffe´rent des outils comme Uppaal en terme de passage a`
l’e´chelle, et permettent donc de re´soudre d’autres classes de proble`mes.
– Nous avons identifie´ et de´fini formellement le proble`me de la causalite´ dans le calcul temps re´el. Ce
proble`me se produit quand les courbes hautes et basses impliquent des contraintes contradictoires
(par exemple, qu’au moins 4 e´ve`nements mais au plus 3 soient e´mis pendant un certain intervalle).
Nos travaux permettent d’expliquer pourquoi les travaux pre´ce´dents sur MPA n’ont pas rencontre´
ce proble`me, mais nous avons e´galement montre´ qu’il devait eˆtre re´solu pour pouvoir interfacer cor-
rectement MPA et les outils de ve´rification formelle comme le model-checking. Nous proposons une
transformation appele´e la fermeture causale (causality closure) qui permet de de´barrasser une paire
de courbes de ces contraintes contradictoires. E´tant donne´ une paire de courbes non-causale, la fer-
meture causale permet de calculer une autre paire de courbe qui lui est e´quivalente mais exprime les
contraintes plus pre´cise´ment et sans contradiction implicite. La fermeture causale est de´finie dans le
cadre le plus ge´ne´ral, et les proble`mes spe´cifiques a` certaines classes de courbes sont re´solus.
2 Conclusion
En re´sume´, mes recherches ont porte´ sur la mode´lisation de haut niveau et la ve´rification de syste`mes
embarque´s. De nouvelles techniques de ve´rification de proprie´te´s fonctionnelles et extra-fonctionnelles, et de
nouveaux outils pour les e´valuer ont e´te´ propose´s. Les mode`les vont des mode`les pre´cis et exe´cutables pour
les syste`mes sur puces aux mode`les analytiques pour l’analyse de performance. Une partie des travaux a
porte´ sur la ve´rification de logiciel se´quentiel.
Un principe directeur de mes recherches passe´es et futures est d’utiliser des proble`mes concrets, et
autant que possible en provenance de l’industrie, comme guide. Les travaux ne sont pas toutes applicables
directement en pratique, mais vont toujours dans la direction d’un proble`me pratique et re´el. Un exemple
de partenariat industriel est la collaboration suivie avec STMicroelectronics depuis 2002 (de´but de ma
the`se, CIFRE STMicroelectronics/Verimag), qui nous a fait de´couvrir plusieurs domaines de recherches tre`s
inte´ressants.
J’ai appre´cie´ de pouvoir m’attaquer a` des proble`mes the´oriques, mais le de´veloppement d’outils et les
re´sultats pratiques sont e´galement un guide pre´cieux. La quasi-totalite´ de mes publications correspond a` un
outil ou une fonctionnalite´ d’outil auquel j’ai directement contribue´. Le fait d’imple´menter les algorithmes
donne un moyen tangible d’e´valuer les re´sultats the´oriques, et permet bien souvent d’identifier leurs faiblesses,
ce qui donne de nouvelles directions de recherches.
Parmi les directions futures de recherche, il reste beaucoup de pistes inte´ressantes sur la mode´lisation Sys-
temC/TLM, et en particulier les ame´liorations de performances de ces mode`les, avec de meilleures techniques
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de compilation et de paralle´lisation, adapte´es aux mode`les a` faible couplage temporel. L’e´tude des proprie´te´s
extra-fonctionnelles reste un challenge inte´ressant : nous avons beaucoup travaille´ sur l’exe´cution de mode`les
incluant des informations sur la consommation et la tempe´rature, mais l’expression de ces informations de
manie`re compositionnelle et abstraite n’est pas totalement re´solue aujourd’hui.
Sur le plan plus formel, nos travaux sur le calcul temps re´el (RTC) ont donne´ les fondations the´oriques
et de nouveaux outils pour utiliser des outils de ve´rification a` l’inte´rieur d’un syste`me mode´lise´ en RTC. Il
serait inte´ressant d’appliquer ces techniques a` des exemples plus gros et plus re´alistes. Les travaux sur l’in-
terpre´tation abstraite et l’outil PAGAI ont ouvert de nouvelles voies sur l’interpre´tation abstraite modulaire.
Enfin, meˆme si je n’y ai pas contribue´ directement, une part des travaux de mon e´quipe concerne
l’imple´mentation de syste`mes critiques en utilisant les langages synchrones (Lustre en particulier). Nous
de´marrons de nouveaux travaux sur l’utilisation des meˆmes langages pour des syste`mes critiques imple´mente´s
sur architecture muliti- ou pluri-cœurs. Ceci demande une vision globale de l’architecture logicielle et
mate´rielle, et fera certainement intervenir des techniques de mode´lisation et ve´rification varie´es.
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