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Abstract
The blind deconvolution problem seeks to recover a pair of vectors from a set of
rank one bilinear measurements. We consider a natural nonsmooth formulation of
the problem and show that under standard statistical assumptions, its moduli of weak
convexity, sharpness, and Lipschitz continuity are all dimension independent. This phe-
nomenon persists even when up to half of the measurements are corrupted by noise.
Consequently, standard algorithms, such as the subgradient and prox-linear methods,
converge at a rapid dimension-independent rate when initialized within constant rel-
ative error of the solution. We then complete the paper with a new initialization
strategy, complementing the local search algorithms. The initialization procedure is
both provably efficient and robust to outlying measurements. Numerical experiments,
on both simulated and real data, illustrate the developed theory and methods.
1 Introduction
A variety of tasks in data science amount to solving a nonlinear system F (x) = 0, where
F : Rd → Rm is a highly structured smooth map. The setting when F is a quadratic map
already subsumes important problems such as phase retrieval [12,37,47], blind deconvolution
[4,33,36,49], matrix completion [13,18,48], and covariance matrix estimation [15,35], to name
a few. Recent works have suggested a number of two-stage procedures for globally solving
such problems. The first stage—initialization—yields a rough estimate x0 of an optimal
solution, often using spectral techniques. The second stage—local refinement—uses a local
search algorithm that rapidly converges to an optimal solution, when initialized at x0. For
a detailed discussion, we refer the reader to the recent survey [16].
The typical starting point for local refinement is to form an optimization problem
min
x∈X
f(x) := h(F (x)), (1.1)
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where h(·) is a carefully chosen penalty function and X is a constraint set. Most widely-
used penalties are smooth and convex; e.g., the squared `2-norm h(z) =
1
2
‖z‖22 is ubiquitous
in this context. Equipped with such penalties, the problem (1.1) is smooth and therefore
gradient-based methods become immediately applicable. The main analytic challenge is
that the condition number λmax(∇
2f)
λmin(∇2f) of the problem (1.1) often grows with the dimension of
the ambient space d. This is the case for example for phase retrieval, blind deconvolution,
and matrix completion problems; see e.g. [16] and references therein. Consequently, generic
nonlinear programming guarantees yield efficiency estimates that are far too pessimistic.
Instead, a fruitful strategy is to recognize that the Hessian may be well-conditioned along
the “relevant” set of directions, which suffice to guarantee rapid convergence. This is where
new insight and analytic techniques for each particular problem come to bare (e.g. [37,39,49]).
Smoothness of the penalty function h(·) in (1.1) is crucially used by the aforemention
techniques. A different recent line of work [6, 20, 21, 25] has instead suggested the use of
nonsmooth convex penalties—most notably the `1-norm h(z) = ‖z‖1. Such a nonsmooth
formulation will play a central role in our work. A number of algorithms are available for
nonsmooth compositional problems (1.1), most notably the subgradient method
xt+1 = projX (xt − αtvt) with vt ∈ ∂f(xt),
and the prox-linear algorithm
xt+1 = argmin
x∈X
h
(
F (xt) +∇F (xt)(x− xt)
)
+
1
2αt
‖x− xt‖22.
The local convergence guarantees of both methods can be succinctly described as follows.
Set X ∗ := argminX f and suppose there exist constants ρ, µ, L > 0 satisfying:
• (approximation)
∣∣∣h(F (y))− h(F (x) +∇F (x)(y − x))∣∣∣ ≤ ρ2‖y − x‖22 for all x ∈ X ,
• (sharpness) f(x)− inf f ≥ µ · dist(x,X ∗) for all x ∈ X ,
• (Lipschitz bound) ‖v‖2 ≤ L for all v ∈ ∂f(x) with dist(x,X ∗) ≤ ρµ .
Then when equipped with an appropriate sequence αt and initialized at a point x0 satis-
fying dist(x0,X ∗) ≤ ρµ , both the subgradient and prox-linear iterates will converge to an
optimal solution of the problem. The prox-linear algorithm converges quadratically, while
the subgradient method converges at a linear rate governed by the ratio µ
L
∈ (0, 1).
A possible advantage of nonsmooth techniques can be gleaned from the phase retrieval
problem. The papers [25, Corollary 3.1,3.2], [21, Corollary 3.8] recently, showed that for the
phase retrieval problem, standard statistical assumptions imply that with high probability
all the constants ρ, µ, L > 0 are dimension independent. Consequently, completely generic
guarantees outlined above, without any modification, imply that both methods converge at
a dimension-independent rate, when initialized within constant relative error of the optimal
solution. This is in sharp contrast to the smooth formulation of the problem, where a more
nuanced analysis is required, based on restricted smoothness and convexity. Moreover, this
approach is robust to outliers in the sense that analogous guarantees persist even when up
to half of the measurements are corrupted by noise.
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In light of the success of the nonsmooth penalty approach for phase retrieval, it is in-
triguing to determine if nonsmooth techniques can be fruitful for a wider class of large-scale
problems. Our current work fits squarely within this research program. In this work, we
analyze a nonsmooth penalty technique for the problem of blind deconvolution. Formally, we
consider the task of robustly recovering a pair (w¯, x¯) ∈ Rd1 × Rd2 from m bilinear measure-
ments:
yi = 〈`i, w¯〉〈ri, x¯〉+ ηi, (1.2)
where η is an arbitrary noise corruption with frequency pfail :=
|supp η|
m
that is at most one
half, and `i ∈ Rd1 and ri ∈ Rd2 are known measurement vectors. Such bilinear systems and
their complex analogues arise often in biological systems, control theory, coding theory, and
image deblurring, among others. Most notably such problems appear when recovering a pair
(u, v) ∈ Cm×Cm from the convolution measurements y = (Lu) ∗ (Rv) ∈ Cm. When passing
to the Fourier domain this problem is equivalent to that of solving a complex bilinear system
of equations; see the pioneering work [4]. All the arguments we present can be extended to
the complex case. We focus on the real case for simplicity.
In this work we analyze the following nonsmooth formulation of the problem:
min
‖w‖2, ‖x‖2≤ν
√
M
f(w, x) :=
1
m
m∑
i=1
|〈`i, w〉〈ri, x〉 − yi|, (1.3)
where ν ≥ 1 is a user-specified constant and M = ‖w¯x¯>‖F . Our contributions are two-fold:
1. (Local refinement) Suppose that the vectors `i and ri are both i.i.d. Sub-Gaussian
and satisfy a mild growth condition (which is automatically satisfied for Gaussian ran-
dom vectors). We will show that as long as the number of measurements satisfies
m & d1+d2
(1−2pfail)2 ln(
1
1−2pfail ), the formulation (1.3) admits dimension independent con-
stants ρ, L, and µ with high probability. Consequently, subgradient and prox-linear
methods rapidly converge to the optimal solution at a dimension-independent rate
when initialized at a point x0 with constant relative error
‖w0x>0 −w¯x¯>‖F
‖w¯x¯T ‖F . 1. Analogous
results also hold under more general incoherence assumptions.
2. (Initialization) Suppose now that `i and ri are both i.i.d. Gaussian and are inde-
pendent from the noise η. We develop an initialization procedure that in the regime
m & d1 + d2 and pfail ∈ [0, 1/10], will find a point x0 satisfying ‖w0x
>
0 −w¯x¯>‖F
‖w¯x¯T ‖F . 1, with
high probability. To the best of our knowledge, this is the only available initializa-
tion procedure with provable guarantees in presence of gross outliers. We also develop
complementary guarantees under the weaker assumption that the vectors (`i, ri) cor-
responding to exact measurements are independent from the noise ηi in the outlying
measurements. This noise model allows one to plant outlying measurements from a
completely different pair of signals, and is therefore computationally more challenging.
The literature studying bilinear systems is rich. From the information-theoretic perspec-
tive [17, 29, 34], the optimal sample complexity in the noiseless regime is m & d1 + d2 if no
further assumptions (e.g. sparsity) are imposed on the signals. Therefore, from a sample
complexity viewpoint, our guarantees are optimal. Incidentally, to our best knowledge, all
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alternative approaches are either suboptimal by a polylogarithmic factor in d1, d2 or require
knowing the sign pattern of one of the underlying signals [3, 4].
Recent algorithmic advances for blind deconvolution can be classified into two main
approaches: works based on convex relaxations and those employing gradient descent on a
smooth nonconvex function. The influential convex techniques of [3,4] “lift” the objective to
a higher dimension, thereby necessitating the resolution of a high-dimensional semidefinite
program. The more recent work of [1, 2] instead relaxes the feasible region in the natural
parameter space, under the assumption that the coordinate signs of either w¯ or x¯ are known a
priori. Finally, with the exception of [4], the aforementioned works do not provide guarantees
in the noisy regime.
Nonconvex approaches for blind deconvolution typically apply gradient descent to a
smooth formulation of the problem [27, 33, 37]. Since the condition number of the prob-
lem scales with dimension, as we mentioned previously, these works introduce a nuanced
analysis that is specific to the gradient method. The authors of [33] propose applying gradi-
ent descent on a regularized objective function, and identify a “basin of attraction” around
the solution. The paper [37] instead analyzes gradient descent on the unregularized objec-
tive. They use the leave-one-out technique and prove that the iterates remain within a region
where the objective function satisfies restricted strong convexity and smoothness conditions.
The sample complexities of the methods in [27,33,37,37] are optimal up to polylog factors.
The nonconvex strategies mentioned above all use spectral methods for initialization.
These methods are not robust to outliers, since they rely on the leading singular vec-
tors/values of a potentially noisy measurement operator. Adapting the spectral initialization
of [25] to bilinear inverse problems enables us to deal with gross outliers of arbitrary mag-
nitude. Indeed, high variance noise makes it easier for our initialization to “reject” outlying
measurements.
The outline of the paper is as follows. Section 2 records basic notation we will use
throughout the paper. Section 3 reviews the impact of sharpness and weak convexity on the
rapid convergence of numerical methods. Section 4 establishes estimates of weak convexity,
sharpness, and Lipschitz moduli for the blind deconvolution problem under both determinis-
tic and statistical assumptions on the data. Section 5 introduces the initialization procedure
and proves its correctness even if a constant fraction of measurements is corrupted by gross
outliers. The final Section 6 presents numerical experiments illustrating the theoretical re-
sults in the paper.
2 Notation
The section records basic notation that we will use throughout the paper. To this end, we
always endow Rd with the dot product, 〈x, y〉 = x>y, and the induced norm ‖x‖2 =
√〈x, x〉.
The symbol Sd−1 denotes the unit sphere in Rd, while B denotes the open unit ball. When
convenient, we will use the notation Bd to emphasize the dimension of the ambient space.
More generally, Br(x) will stand for the open ball around x of radius r. We define the
distance and the nearest-point projection of a point x onto a closed set Q ⊆ Rd by
dist(x,Q) = inf
y∈Q
‖x− y‖2 and projQ(x) = argmin
y∈Q
‖x− y‖2,
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respectively. For any pair of real-valued functions f, g : Rd → R, the notation f . g means
that there exists a positive constant C such that f(x) ≤ Cg(x) for all x ∈ Rd. We write
f  g if both f . g and g . f.
We will always use the trace inner product 〈X, Y 〉 = Tr(XTY ) on the space of matrices
Rd1×d2 . The symbols ‖A‖op and ‖A‖F will denote the operator and Frobenius norm of A,
respectively. Assuming d ≤ m, the map σ : Rd×m → Rd+ returns the vector of ordered
singular values σ1(A) ≥ σ2(A) ≥ · · · ≥ σd(A). Note the equalities ‖A‖F = ‖σ(A)‖2 and
‖A‖op = σ1(A).
Nonsmooth functions will appear throughout this work. Consequently will use some
basic constructions of generalized differentiation, as set out for example in the monographs
[8, 38, 42, 45]. Consider a function f : Rd → R ∪ {+∞} and a point x, with f(x) finite.
Then the Fre´chet subdifferential of f at x¯, denoted by ∂f(x), is the set of all vectors v ∈ Rd
satisfying
f(y) ≥ f(x) + 〈v, y − x〉+ o(‖y − x‖) as y → x. (2.1)
Thus, a vector v lies in the subdifferential ∂f(x) precisely when the function y 7→ f(x) +
〈v, y − x〉 locally minorizes f up to first-order. We say that a point x is stationary for f
whenever the inclusion, 0 ∈ ∂f(x), holds. Standard results show for convex functions f the
subdifferential ∂f(x) reduces to the subdifferential in the sense of convex analysis, while for
differentiable functions f it consists only of the gradient ∂f(x) = {∇f(x)}.
Notice that in general, the little-o term in (2.1) may depend on the base-point x, and the
estimate (2.1) therefore may be nonuniform. In this work, we will only encounter functions
whose subgradients automatically satisfy a uniform type of lower-approximation property.
We say that a function f : Rd → R ∪ {+∞} is ρ-weakly convex1 if the perturbed function
x 7→ f(x) + ρ
2
‖x‖22 is convex. It is straightforward to see that for any ρ-weakly convex
function f , subgradients automatically satisfy the uniform bound:
f(y) ≥ f(x) + 〈v, y − x〉 − ρ
2
‖y − x‖22 ∀x, y ∈ Rd,∀v ∈ ∂f(x).
We will comment further on the class of weakly convex functions in Section 3.
We say a that a random vector X in Rd is η-sub-gaussian whenever E exp
(
〈u,X〉2
η2
)
≤ 2 for
all vectors u ∈ Sd−1. The sub-gaussian norm of a real-valued random variable X is defined
to be ‖X‖ψ2 = inf{t > 0 : E exp
(
X2
t2
)
≤ 2}, while the sub-exponential norm is defined by
‖X‖ψ1 = inf{t > 0 : E exp
(
|X|
t
)
≤ 2}. Given a sample y = (y1, . . . , yn), we will write med(y)
to denote its median.
3 Algorithms for sharp weakly convex problems
The central thrust of this work is that under reasonable statistical assumptions, the penalty
formulation (1.3) satisfies two key properties: (1) the objective function is weakly convex and
(2) grows at least linearly as one moves away from the solution set. In this section, we review
1Weakly convex functions also go by other names such as lower-C2, uniformly prox-regularity, paraconvex,
and semiconvex.
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the consequences of these two properties for local rapid convergence of numerical methods.
The discussion mostly follows the recent work [20], though elements of this viewpoint can
already be seen in the two papers [21,25] on robust phase retrieval.
Setting the stage, we introduce the following assumption.
Assumption A. Consider the optimization problem,
min
x∈X
f(x). (3.1)
Suppose that the following properties hold for some real µ, ρ > 0.
1. (Weak convexity) The set X is closed and convex, while the function f : Rd → R is
ρ-weakly convex.
2. (Sharpness) The set of minimizers X ∗ := argmin
x∈X
f(x) is nonempty and the inequality
f(x)− inf f ≥ µ · dist (x,X ∗) holds for all x ∈ X .
The class of weakly convex functions is broad and its importance in optimization is well
documented [5, 40, 43, 44, 46]. It trivially includes all convex functions and all C1-smooth
functions with Lipschitz gradient. More broadly, it includes all compositions
f(x) = h(F (x)),
where h(·) is convex and L-Lipschitz, and F (·) is C1-smooth with β-Lipschitz Jacobian.
Indeed then the composite function f = h ◦ F is weakly convex with parameter ρ = Lβ;
see e.g. [24, Lemma 4.2]. In particular, our target problem (1.3) is clearly weakly convex,
being a composition of the `1 norm and a quadratic map. The estimate ρ = Lβ on the
weak convexity constant is often much too pessimistic, however. Indeed, under statistical
assumptions, we will see that the target problem (1.3) has a much better weak convexity
constant. The notion of sharpness, and the related error bound property, is now ubiquitous
in nonlinear optimization. Indeed, sharpness underlies much of perturbation theory and
rapid convergence guarantees of various numerical methods. For a systematic treatment of
error bounds and their applications, we refer the reader to the monographs of Dontchev-
Rockafellar [22] and Ioffe [28], and the article of Lewis-Pang [31].
Taken together, weak convexity and sharpness provide an appealing framework for deriv-
ing local rapid convergence guarantees for numerical methods. In this work, we specifically
focus on two such procedures: the subgradient and prox-linear algorithms. To this end, we
aim to estimate both the radius of rapid converge around the solution set and the rate of
convergence. Our ultimate goal is to show that when specialized to our target problem (1.3),
with high probability, both of these quantities are independent of the ambient dimensions
d1 and d2 as soon as the number of measurements is sufficiently large.
Both the subgradient and prox-linear algorithms have the property that when initialized
at a stationary point of the problem, they could stay there for all subsequent iterations.
Since we are interested in finding global minima, and not just stationary points, we must
therefore estimate the neighborhood of the solution set that has no extraneous stationary
points. This is the content of the following simple lemma [20, Lemma 3.1].
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Lemma 3.1. Suppose that Assumption A holds. Then the problem (3.1) has no stationary
points x satisfying
0 < dist(x;X ∗) < 2µ
ρ
.
Proof. Fix a critical point x ∈ X /∈ X ∗. Letting x∗ := projX ∗(x), we deduce µ ·dist(x,X ∗) ≤
f(x)−f(x∗) ≤ ρ
2
·‖x−x∗‖2 = ρ
2
·dist2(x,X ∗). Dividing by dist(x,X ∗), the result follows.
The estimate 2µ
ρ
of the radius in Lemma 3.1 is tight. To see this, consider minimizing
the univariate function f(x) = |λ2x2 − 1| on the real line X = R. Observe that the set of
minimizers is X ∗ = {± 1
λ
}
, while x = 0 is always an extraneous stationary point. A quick
computation shows that the smallest valid weak convexity is ρ = 2λ2 while the largest valid
sharpness constant is µ = λ.
We therefore deduce dist(0,X ∗) = 1
λ
= 2µ
ρ
. Hence the radius of the region 2µ
ρ
that is
devoid of extraneous stationary points is tight.
In light of Lemma 3.1, let us define for any γ > 0 the tube
Tγ :=
{
z ∈ Rd : dist(z,X ∗) ≤ γ · µ
ρ
}
. (3.2)
Thus we would like to search for algorithms whose basin of attraction is a tube Tγ for some
numerical constant γ > 0. Due to the above discussion, such a basin of attraction is in
essence optimal.
We next discuss two rapidly converging algorithms. The first is the Polyak subgradient
method, outlined in Algorithm 1. Notice that the only parameter that is needed to implement
the procedure is the minimal value of the problem (3.1). This value is sometimes known;
case in point, the minimal value of the penalty formulation (1.3) is zero when the bilinear
measurements are exact.
Algorithm 1: Polyak Subgradient Method
Data: x0 ∈ Rd
Step k: (k ≥ 0)
Choose ζk ∈ ∂f(xk). If ζk = 0, then exit algorithm.
Set xk+1 = projX
(
xk − f(xk)−minX f‖ζk‖2 ζk
)
.
The rate of convergence of the method relies on the Lipschitz constant and the condition
measure:
L := sup{‖ζ‖ : ζ ∈ ∂f(x), x ∈ T1} and τ := µ
L
.
A straightforward argument [20, Lemma 3.2] shows τ ∈ [0, 1]. The following theorem appears
as [20, Theorem 4.1], while its application to phase retrieval was investigated in [21].
Theorem 3.2 (Polyak subgradient method). Suppose that Assumption A holds and fix a
real γ ∈ (0, 1). Then Algorithm 1 initialized at any point x0 ∈ Tγ produces iterates that
converge Q-linearly to X ∗, that is
dist2(xk+1,X ∗) ≤
(
1− (1− γ)τ 2) dist2(xk,X ∗) ∀k ≥ 0. (3.3)
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When the minimal value of the problem (3.1) is unknown, there is a straightforward
modification of the subgradient method that converges R-linearly. The idea is to choose
a geometrically decaying control sequence for the stepsize. The disadvantage is that the
convergence guarantees rely on being able to tune estimates of L, ρ, and µ.
Algorithm 2: Subgradient method with geometrically decreasing stepsize
Data: Real λ > 0 and q ∈ (0, 1).
Step k: (k ≥ 0)
Choose ζk ∈ ∂g(xk). If ζk = 0, then exit algorithm.
Set stepsize αk = λ · qk.
Update iterate xk+1 = projX
(
xk − αk ζk‖ζk‖
)
.
The following theorem appears as [20, Theorem 6.1]. The convex version of the result
dates back to Goffin [26].
Theorem 3.3 (Geometrically decaying subgradient method). Suppose that Assumption A
holds, fix a real γ ∈ (0, 1), and suppose τ ≤
√
1
2−γ . Set λ :=
γµ2
ρL
and q :=
√
1− (1− γ)τ 2.
Then the iterates xk generated by Algorithm 2, initialized at a point x0 ∈ Tγ, satisfy:
dist2(xk;X ∗) ≤ γ
2µ2
ρ2
(
1− (1− γ)τ 2)k ∀k ≥ 0. (3.4)
Notice that both subgradient algorithms 1 and 2 are at best locally linearly convergent,
with a relatively cheap per-iteration cost. As the last example we discuss an algorithm that
is specifically designed for convex compositions, which is locally quadratically convergent.
The caveat is that the method may have a high per-iteration cost, since in each iteration
one must solve an auxiliary convex optimization problem.
Setting the stage, let us introduce the following assumption.
Assumption B. Consider the optimization problem,
min
x∈X
f(x) := h(F (x)). (3.5)
Suppose that the following properties holds for some real µ, ρ > 0.
1. (Convexity and smoothness) The function h(·) and the set X are convex and F (·)
is differentiable.
2. (Approximation accuracy) The convex models fx(y) := h(F (x) + ∇F (x)(y − x))
satisfy the estimate:
|f(y)− fx(y)| ≤ ρ
2
‖y − x‖22 ∀x, y ∈ X .
3. (Sharpness) The set of minimizers X ∗ := argmin
x∈X
f(x) is nonempty and the inequality
f(x)− inf f ≥ µ · dist (x,X ∗) holds for all x ∈ X .
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It is straightforward to see that Assumption B implies that f is ρ-weakly convex; see
e.g. [24, Lemma 7.3]. Therefore Assumption B implies Assumption A.
Algorithm 3 describes the prox-linear method—a close variant of Gauss-Newton. For a
historical account of the prox-linear method, see e.g., [10, 24,32] and the references therein.
Algorithm 3: Prox-linear algorithm
Data: Initial point x0 ∈ Rd, proximal parameter β > 0.
Step k: (k ≥ 0)
Set xk+1 ← argmin
x∈X
{
h (F (xk) +∇F (xk)(x− xk)) + β
2
‖x− xk‖2
}
.
The following theorem proves that under Assumption B, the prox-linear method converges
quadratically, when initialized sufficiently close to the solution set. Guarantees of this type
have appeared, for example, in [11, 23, 23, 25]. For the sake of completeness, we provide a
quick argument.
Theorem 3.4 (Prox-linear algorithm). Suppose Assumption B holds. Choose any β ≥ ρ
and set γ := ρ/β. Then Algorithm 3 initialized at any point x0 ∈ Tγ converges quadratically:
dist(xk+1,X ∗) ≤ βµ · dist2(xk,X ∗) ∀k ≥ 0.
Proof. Consider an iterate xk and choose any x
∗ ∈ projX ∗(xk). Taking into account that the
function x 7→ fxk(x) + β2‖x− xk‖2 is strongly convex and xk+1 is its minimizer, we deduce(
fxk(xk+1) +
β
2
‖xk+1 − xk‖2
)
+
β
2
‖xk+1 − x∗‖2 ≤ fxk(x∗) +
β
2
‖x∗ − xk‖2.
Using Assumption B.2, we therefore obtain
f(xk+1) +
β
2
‖xk+1 − x∗‖2 ≤ f(x∗) + β‖x∗ − xk‖2.
Rearranging and using sharpness (Assumption B.3), we conclude
µ · dist(xk+1,X ∗) ≤ f(xk+1)− f(x∗) ≤ β · dist2(xk,X ∗),
as claimed.
4 Assumptions and Models
In this section, we aim to interpret the efficiency of the subgradient and prox-linear algo-
rithms discussed in Section 3, when applied to our target problem (1.3). To this end, we
must estimate the three parameters ρ, µ, L > 0. These quantities control both the size of the
attraction neighborhood around the optimal solution set and the rate of convergence within
the neighborhood. In particular, we will show that these quantities are independent of the
ambient dimension d1, d2 under natural assumptions on the data generating mechanism.
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It will be convenient for the time being to abstract away from the formulation (1.3), and
instead consider the function
g(w, x) :=
1
m
‖A(wx>)− y‖1,
where A : Rd1×d2 → Rm is an arbitrary linear map and y ∈ Rm is an arbitrary vector. The
formulation (1.3) corresponds to the particular linear map A(X) = (`>i Xri)mi=1. Since we
will be interested in the prox-linear method, let us define the convex model
g(w,x)(wˆ, xˆ) :=
1
m
‖A(wx> + w(xˆ− x)> + (wˆ − w)x>)− y‖1.
Our strategy is as follows. Section 4.1 identifies deterministic assumptions on the data, A
and y, that yield favorable estimates of ρ, µ, L > 0. Then Section 4.2 shows that these
deterministic assumptions hold with high probability under natural statistical assumptions
on the data generating mechanism.
4.1 Favorable Deterministic Properties
The following property, widely used in the literature, will play a central role in our analysis.
Assumption C (Restricted Isometry Property (RIP)). There exist constants c1, c2 > 0 such
that for all matrices X ∈ Rd1×d2 of rank at most two the following bound holds:
c1‖X‖F ≤ 1
m
‖A(X)‖1 ≤ c2‖X‖F .
The following proposition estimates the two constants ρ and L, governing the performance
of the subgradient and prox-linear methods under Assumption C.
Proposition 4.1 (Approximation accuracy and Lipschitz continuity).
Suppose Assumption C holds and let K > 0 be arbitrary. Then the following estimates hold:
|g(wˆ, xˆ)− g(w,x)(wˆ, xˆ)| ≤ c2
2
· ‖(w, x)− (wˆ, xˆ)‖22 ∀x, xˆ ∈ Rd1 ,∀w, wˆ ∈ Rd2 ,
|g(w, x)− g(wˆ, xˆ)| ≤
√
2c2K · ‖(w, x)− (wˆ, xˆ)‖2 ∀x, xˆ ∈ KB, w, wˆ ∈ KB.
Proof. To see the first estimate, observe
|g(wˆ, xˆ)− g(w,x)(wˆ, xˆ)| =
∣∣∣∣ 1m ∥∥A(wˆxˆ>)− y∥∥1 − 1m ∥∥A(wx> + w(xˆ− x)> + (wˆ − w)x>)− y∥∥1
∣∣∣∣
≤ 1
m
∥∥A(wˆxˆ> − wx> − w(xˆ− x)> − (wˆ − w)x>)∥∥
1
=
1
m
∥∥A((w − wˆ)(x− xˆ)>)∥∥
1
≤ c2
∥∥(w − wˆ)(x− xˆ)>∥∥
F
≤ c2
2
(‖w − wˆ‖22 + ‖x− xˆ‖22) ,
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where the last estimate follows from Young’s inequality 2ab ≤ a2 + b2. Now suppose w, wˆ ∈
KB and x, xˆ ∈ KB. We then successively compute:
|g(w, x)− g(wˆ, xˆ)| ≤ 1
m
‖A(wx> − wˆxˆ>)‖1 ≤ c2‖wx> − wˆxˆ>‖F
= c2‖(w − wˆ)x> + wˆ(x− xˆ)>‖F
≤ c2‖x‖2‖w − wˆ‖2 + c2‖wˆ‖2‖x− xˆ‖2
≤
√
2c2K · ‖(w, x)− (wˆ, xˆ)‖2.
The proof is complete.
We next move on to estimates of the sharpness constant µ. To this end, consider two
vectors w¯ ∈ Rd1 and x¯ ∈ Rd2 , and set M := ‖x¯w¯T‖F = ‖x¯‖2 · ‖w¯T‖2. Without loss of
generality, henceforth, we suppose ‖w¯‖2 = ‖x¯‖2. Our estimates on the sharpness constant
will be valid only on bounded sets. Consequently, define the two sets:
Sν := ν
√
M · (Bd1 × Bd2), S∗ν := {(αw¯, (1/α)x¯) : 1/ν ≤ |α| ≤ ν}.
The set Sν simply encodes a bounded region, while S∗ν encodes all rank-1 factorizations of the
matrix w¯x¯> with bounded factors. We begin with the following proposition, which analyzes
the sharpness properties of the idealized function
(x,w) 7→ ‖wx> − w¯x¯>‖F .
The proof is quite long, and therefore we have placed it in Appendix A.1.
Proposition 4.2. For any ν ≥ 1, we have the following bound
‖wx> − w¯x¯>‖F ≥
√
M
2
√
2(ν + 1)
dist
(
(w, x),S∗ν
)
for all (w, x) ∈ Sν .
Thus the function (x,w) 7→ ‖wx>−w¯x¯>‖F is sharp on the set Sν with coefficient
√
M
2
√
2(ν+1)
.
We note in passing that the analogue of Proposition 4.2 for symmetric matrices was proved
in [49, Lemma 5.4].
The sharpness of the loss g(·, ·) in the noiseless regime (i.e. when y = A(w¯x¯>)) is now
immediate.
Proposition 4.3 (Sharpness in the Noiseless Regime). Suppose that Assumption C holds
and that equality, y = A(w¯x¯>), holds. Then for any ν ≥ 1, we have the following bound:
g(w, x)− g(w¯, x¯) ≥ c1
√
M
2
√
2(ν + 1)
dist
(
(w, x),S∗ν
)
for all (w, x) ∈ Sν .
Proof. Using Assumption C and Proposition 4.2, we deduce
g(w, x)− g(w¯, x¯) = 1
m
‖A(wx>− w¯x¯>)‖1 ≥ c1‖wx>− w¯x¯>‖F ≥ c1
√
M
2
√
2(ν + 1)
dist
(
(w, x),S∗ν
)
,
as claimed.
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Sharpness in the noisy case requires an additional assumption. We record it below.
Henceforth, for any set I, we define the restricted linear map AI : Rd1×d2 → R|I| by setting
AI(X) := (A(X))i∈I .
Assumption D (I-outliner bounds). There exists a set I ⊂ {1, . . . ,m}, vectors w¯ ∈ Rd1,
x¯ ∈ Rd2, and a constant c3 > 0 such that the following hold.
(C1) Equality yi = A(w¯x¯>)i holds for all i /∈ I.
(C2) For all matrices X ∈ Rd1×d2 of rank at most two, we have
c3‖X‖F ≤ 1
m
‖AIc(X)‖1 − 1
m
‖AI(X)‖1. (4.1)
Combining Assumption D with Proposition 4.2 quickly yields sharpness of the objective
even in the noisy setting.
Proposition 4.4 (Sharpness in the noisy regime). Suppose that Assumption D holds. Then
g(w, x)− g(w¯, x¯) ≥ c3
√
M
2
√
2(ν + 1)
dist
(
(w, x),S∗ν
)
for all (w, x) ∈ Sν .
Proof. Defining η = A(w¯x¯T )− y, we have the following bound:
g(w, x)− g(w¯, x¯)
=
1
m
(‖A (wx> − w¯x¯>)+ η‖1 − ‖η‖1)
=
1
m
(
‖A(wx> − w¯x¯>)‖1 +
∑
i∈I
(∣∣(A(wx> − w¯x¯>))
i
+ ηi
∣∣− ∣∣(A(wx> − w¯x¯>))
i
∣∣− |ηi|))
≥ 1
m
(
‖A(wx> − w¯x¯>)‖1 − 2
∑
i∈I
∣∣(A(wx> − w¯x¯>))
i
∣∣)
=
1
m
∑
i∈Ic
∣∣(A(wx> − w¯x¯>))
i
∣∣− 1
m
∑
i∈I
∣∣(A(wx> − w¯x¯>))
i
∣∣
≥ c3‖wx> − w¯x¯>‖F ≥ c3
√
M
2
√
2(ν + 1)
dist
(
(w, x),S∗ν
)
,
where the first inequality follows by the reverse triangle inequality, the second inequality
follows by Assumption (C2), and the final inequality follows from Proposition 4.2. The
proof is complete.
To summarize, suppose Assumptions C and D are valid. Then in the notation of Section 3
we may set:
ρ = c2, L = c2ν
√
2M, µ =
c3
√
M
2
√
2(ν + 1)
.
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Consequently, the tube radius of T1 is 2µρ = c3c2 ·
√
M√
2(ν+1)
and the the linear convergence rate
of the subgradient method is governed by τ = µ
L
= c3
c2
· 1
4(ν+1)2
. In particular, the local search
algorithms must be initialized at a point (x,w), whose relative distance to the solution set
dist((x,w),S∗ν )√
‖x¯w¯>‖F
is upper bounded by a constant. We record this conclusion below.
Corollary 4.5 (Convergence guarantees). Suppose Assumptions C and D are valid, and
consider the optimization problem
min
(x,w)∈Sν
g(w, x) =
1
m
‖A(wx>)− y‖1.
Choose any pair (x0, y0) satisfying
dist((w0, x0),S∗ν )√‖w¯x¯>‖F ≤ c34√2c2(ν + 1) .
Then the following are true.
1. (Polyak subgradient) Algorithm 1 initialized (x0, y0) produces iterates that converge
linearly to S∗ν , that is
dist2((wk, xk),S∗ν )
‖w¯x¯>‖F ≤
(
1− c
2
3
32c22(ν + 1)
4
)k
· c
2
3
32c22(ν + 1)
2
∀k ≥ 0.
2. (geometric subgradient) Set λ :=
c23
√
‖w¯x¯>‖F
16
√
2c22ν(ν+1)
2 and q :=
√
1− c23
32c22(ν+1)
4 . Then the
iterates xk generated by Algorithm 2, initialized at (w0, x0) converge linearly:
dist2((wk, xk),S∗ν )
‖w¯x¯>‖F ≤
(
1− c
2
3
32c22(ν + 1)
4
)k
· c
2
3
32c22(ν + 1)
2
∀k ≥ 0.
3. (prox-linear) Algorithm 3 with β = ρ and initialized at (w0, x0) converges quadrati-
cally:
dist((wk, xk),S∗ν ))√‖w¯x¯>‖F ≤ 2−2k · c32√2c2(ν + 1) ∀k ≥ 0.
4.2 Assumptions under generative models
In this section, we present natural generative models under which Assumptions C and D
are guaranteed to hold. Recall that at the high level, we aim to recover the pair of signals
(w¯, x¯) based on given corrupted bilinear measurements y. Formally, let us fix two disjoint
sets Iin ⊆ [m] and Iout ⊆ [m], called the inlier and outlier sets. Intuitively, the index set
Iin encodes exact measurements while Iout encodes measurements that have been replaced
by gross outliers. Define the corruption frequency pfail :=
|Iout|
m
; henceforth, we will suppose
pfail ∈ [0, 1/2). Then for an arbitrary, potentially random sequence {ξi}mi=1, we consider the
measurement model:
yi :=
{
〈`i, w¯〉〈ri, x¯〉 if i ∈ Iin,
ξi if i ∈ Iout.
(4.2)
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In accordance with the previous section, we define the linear map A : Rd1×d2 → Rm by
A(X) = (`>i Xri)mi=1. To simplify notation, we let L ∈ Rm×d1 denote the matrix whose rows,
in column form, are `i and we let R ∈ Rm×d2 denote the matrix whose rows are ri. Note
that we make no assumptions about the nature of ξi. In particular, ξi can even encode exact
measurements for a different signal.
We focus on two measurement matrix models. The first model requires both matrices L
and R to be random. For simplicity, the reader may assume both are Gaussian with i.i.d.
entries, though the results of this paper extend beyond this case. The second model allows
semi-deterministic matrices, namely deterministic L and Gaussian R with i.i.d. entries. In
the later parts of the paper, we will put further incoherence assumptions on the deterministic
matrix L.
Random matrix models.
M1 The vectors `i and ri are i.i.d. realizations of η-sub-gaussian random vectors ` ∈ Rd1
and r ∈ Rd2 , respectively. Suppose moreover that ` and r are independent and satisfy
the nondegeneracy condition,
inf
X: rankX≤2
‖X‖F=1
P(|`>Xr| ≥ µ0) ≥ p0, (4.3)
for some real µ0, p0 > 0.
M2 The matrix L is arbitrary and the matrix R is standard Gaussian.
Some comments are in order. The model M1 is fully stochastic, in the sense that `i and
ri are generated by independent sub-gaussian random vectors. The nondegeneracy condition
(4.3) essentially asserts that with positive probability, the products `>Xr are non-negligible,
uniformly over all unit norm rank two matrices X. In particular, the following example shows
that Gaussian matrices with i.i.d. entries are admissible under Model M1. In contrast, the
model M2 is semi-stochastic: it allows L to be deterministic, while making the stronger
assumption that R is Gaussian.
Example 4.1 (Gaussian Matrices Satisfy Model M1). Assume that ` and r are standard
Gaussian random vectors in Rd1 and Rd2 , respectively. We claim this setting is admissible
under M1. To see this, fix a rank 2 matrix X having unit Frobenius norm. Consider now a
singular value decomposition X = σ1u1v
>
1 + σ2u2v
>
2 , and note the equality, σ
2
1 + σ
2
2 = 1. For
each index i = 1, 2 define ai := 〈`, ui〉 and bi := 〈vi, r〉. Then clearly a1, a2, b1, b2 are i.i.d.
standard Gaussian; see e.g. [51, Exercise 3.3.6]. Thus, for any c ≥ 0, we compute
P(|`>Xr| ≥ c) = P(|σ1a1b1 + σ2a2b2| ≥ c) = E (P(|σ1a1b1 + σ2a2b2| ≥ c | a1, a2)) .
Notice that conditioned on a1, a2, we have σ1a1b1 + σ2a2b2 ∼ N(0, (σ1a1)2 + (σ2a2)2). Thus
letting z be a standard normal, we have
P(|`>Xr| ≥ c) = E
(
P(
√
(σ1a1)2 + (σ2a2)2|z| ≥ c | a1, a2)
)
= P(
√
(σ1a1)2 + (σ2a2)2|z| ≥ c)
≥ P(σ1|a1z| ≥ c) ≥ P(|a1z| ≥
√
2c).
Therefore, we may simply set µ0 = median(|a1z|)/
√
2 and p0 =
1
2
.
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4.2.1 Assumptions C and D under Model M1
In this section, we aim to prove the following theorem, which shows validity of Assumptions C
and D under M1, with high probability.
Theorem 4.6 (Measurement Model M1). Consider a set I ⊆ {1, . . . ,m} satisfying |I| <
m/2. Then there exist constants c1, c2, c3, c4, c5, c6 > 0 depending only on µ0, p0, η such that
the following holds. As long as m ≥ c1(d1+d2+1)
(1−2|I|/m)2 ln
(
c2 +
c2
1−2|I|/m
)
, then with probability at
least 1− 4 exp (−c3 (1− 2|I|/m)2m), every matrix X ∈ Rd1×d2 of rank at most two satisfies
c4‖X‖F ≤ 1
m
‖A(X)‖1 ≤ c5‖X‖F , (4.4)
and
1
m
[‖AIc(X)‖1 − ‖AI(X)‖1] ≥ c6
(
1− 2|I|
m
)
‖X‖F . (4.5)
Due to scale invariance, in the proof we only concern ourselves with matrices X of rank
at most two satisfying ‖X‖F = 1. Let us fix such a matrix X and an arbitrary index set
I ⊆ {1, . . . ,m} with |I| < m/2. We begin with the following lemma.
Lemma 4.7 (Pointwise concentration). The random variable |`>Xr| is sub-exponential with
parameter
√
2η2. Consequently, the estimate holds:
µ0p0 ≤ E|`>Xr| . η2. (4.6)
Moreover, there exists a numerical constant c > 0 such that for any t ∈ (0,√2η2], we have
with probability at least 1− 2 exp(− ct2
η4
m) the estimate:
1
m
∣∣∣‖AIc(X)‖1 − ‖AI(X)‖1 − E [‖AIc(X)‖1 − ‖AI(X)‖1] ∣∣∣ ≤ t. (4.7)
Proof. Markov’s inequality along with (4.3) implies
E|`>Xr| ≥ µ0 · P(|`>Xr| ≥ µ0) ≥ µ0p0,
which is the lower bound in (4.6). Now we address the upper bound. To that end, suppose
that X has a singular value decomposition X = σ1U1V
>
1 + σ2U2V
>
2 . We then deduce
‖|`>Xr|‖ψ1 = ‖`>
(
σ1U1V
>
1 + σ2U2V
>
2
)
r‖ψ1 = ‖σ1〈`, U1〉〈V1, r〉+ σ2〈`, U2〉〈V2, r〉‖ψ1
≤ σ1‖〈`, U1〉〈V1, r〉‖ψ1 + σ2‖〈`, U2〉〈V2, r〉‖ψ1
≤ σ1‖〈`, U1〉‖ψ2‖〈V1, r〉‖ψ2 + σ2‖〈`, U2〉‖ψ2‖〈V2, r〉‖ψ2
≤ (σ1 + σ2)η2 ≤
√
2η2,
where the second inequality follows since ‖ · ‖ψ1 is a norm and ‖XY ‖ψ1 ≤ ‖X‖ψ2‖Y ‖ψ2 [51,
Lemma 2.7.7]. This bound has two consequences: first |`>Xr| is a sub-exponential random
variable with parameter
√
2η2 and second E|`>Xr| ≤ √2η2, see [51, Exercise 2.7.2]. The
first bound will be useful momentarily, while the second completes the proof of (4.6).
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Next define the sub-exponential random variable
Yi =
{
|`>i Xri| − E|`>i Xri| if i /∈ I
−(|`>i Xri| − E|`>i Xri|) if i ∈ I.
Standard results (e.g. [51, Exercise 2.7.10]) imply ‖Yi‖ψ1 .
√
2η2 for all i. Using Bernstein in-
equality for sub-exponential random variables, Theorem C.6, to upper bound P
(
1
m
|∑mi=1 Yi| ≥ t)
completes the proof.
Proof of Theorem 4.6. Choose  ∈ (0,√2) and let N be the (/√2)-net guaranteed by
Lemma C.2. Let E denote the event that the following two estimates hold for all matri-
ces in X ∈ N :
1
m
∣∣∣‖AIc(X)‖1 − ‖AI(X)‖1 − E [‖AIc(X)‖1 − ‖AI(X)‖1] ∣∣∣ ≤ t, (4.8)
1
m
∣∣∣‖A(X)‖1 − E [‖A(X)‖1] ∣∣∣ ≤ t. (4.9)
Throughout the proof, we will assume that the event E holds. We will estimate the proba-
bility of E at the end of the proof. Meanwhile, seeking to establish RIP, define the quantity
c2 := sup
X∈S2
1
m
‖A(X)‖1.
We aim first to provide a high probability bound on c2.
Let X ∈ S2 be arbitrary and let X? be the closest point to X in N . Then we have
1
m
‖A(X)‖1 ≤ 1
m
‖A(X?)‖1 + 1
m
‖A(X −X?)‖1
≤ 1
m
E‖A(X?)‖1 + t+ 1
m
‖A(X −X?)‖1 (4.10)
≤ 1
m
E‖A(X)‖1 + t+ 1
m
(E‖A(X −X?)‖1 + ‖A(X −X?)‖1) , (4.11)
where (4.10) follows from (4.7) and (4.11) follows from the triangle inequality. To simplify
the third term in (4.11), using SVD, we deduce that there exist two orthogonal matrices
X1, X2 of rank at most two satisfying X −X? = X1 +X2. With this decomposition in hand,
we compute
1
m
‖A(X −X?)‖1 ≤ 1
m
‖A(X1)‖1 + 1
m
‖A(X2)‖1
≤ c2(‖X1‖F + ‖X2‖F ) ≤
√
2c2‖X −X?‖F ≤ c2, (4.12)
where the second inequality follows from the definition of c2 and the estimate ‖X1‖F +
‖X2‖F ≤
√
2‖(X1, X2)‖F =
√
2‖X1 +X2‖F . Thus, we arrive at the bound
1
m
‖A(X)‖1 ≤ 1
m
E‖A(X)‖1 + t+ 2c2. (4.13)
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As X was arbitrary, we may take the supremum of both sides of the inequality, yielding
c2 ≤ 1m supX∈S2 E‖A(X)‖1 + t+ 2c2. Rearranging yields the bound
c2 ≤
1
m
supX∈S2 E‖A(X)‖1 + t
1− 2 .
Assuming that  ≤ 1/4, we further deduce that
c2 ≤ σ¯ := 2
m
sup
X∈S2
E‖A(X)‖1 + 2t, (4.14)
establishing that the random variable c2 is bounded by σ¯ in the event E .
Now let Iˆ denote either Iˆ = ∅ or Iˆ = I. We now provide a uniform lower bound on
1
m
‖AIˆc(X)‖1 − 1m‖AIˆ(X)‖1. Indeed,
1
m
‖AIˆc(X)‖1 −
1
m
‖AIˆ(X)‖1
=
1
m
‖AIˆc(X?) +AIˆc(X −X?)‖1 −
1
m
‖AIˆ(X?) +AIˆ(X −X?)‖1
≥ 1
m
‖AIˆc(X?)‖1 −
1
m
‖AIˆ(X?)‖1 −
1
m
‖A(X −X?)‖1 (4.15)
≥ 1
m
E [‖AIˆc(X?)‖1 − ‖AIˆ(X?)‖1]− t−
1
m
‖A(X −X?)‖1 (4.16)
≥ 1
m
E [‖AIˆc(X)‖1 − ‖AIˆ(X)‖1]− t−
1
m
(E‖A(X −X?)‖1 + ‖A(X −X?)‖1) (4.17)
≥ 1
m
E [|‖AIˆc(X)‖1 − ‖AIˆ(X)‖1]− t− 2σ¯, (4.18)
where (4.15) uses the forward and reverse triangle inequalities, (4.16) follows from (4.8), the
estimate (4.17) follows from the forward and reverse triangle inequalities, and (4.18) follows
from (4.12) and (4.14). Switching the roles of I and Ic in the above sequence of inequalities,
and choosing  = t/4σ¯, we deduce
1
m
sup
X∈S2
∣∣∣‖AIˆc(X)‖1 − ‖AIˆ(X)‖1 − E [|‖AIˆc(X)‖1 − ‖AIˆ(X)‖1] ∣∣∣ ≤ 3t2 .
In particular, setting Iˆ = ∅, we deduce
1
m
sup
X∈S2
∣∣∣‖A(X)‖1 − E [‖A(X)‖1] ∣∣∣ ≤ 3t
2
and therefore using (4.6), we conclude the RIP property
µ0p0 − 3t
2
≤ 1
m
‖A(X)‖1 . η2 + 3t
2
, ∀X ∈ S2. (4.19)
Next, let Iˆ = I and note that
1
m
E [‖AIˆc(X)‖1 − ‖AIˆ(X)‖1] =
|Ic| − |I|
m
· E|`>Xr| ≥ µ0p0
(
1− 2|I|
m
)
.
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Therefore every X ∈ S2 satisfies
1
m
[‖AIˆc(X)‖1 − ‖AIˆ(X)‖1] ≥ µ0p0
(
1− 2|I|
m
)
− 3t
2
. (4.20)
Setting t = 2
3
min{µ0p0/2, µ0p0(1−2|I|/m)/2} = 13µ0p0(1−2|I|/m) in (4.19) and (4.20), we
deduce the claimed estimates (4.4) and (4.5). Finally, let us estimate the probability of E .
Using Lemma 4.7 and the union bound yields
P(Ec) ≤
∑
X∈N
P
{
(4.8) or (4.9) fails at X
}
≤ 4|N | exp
(
−ct
2
η4
m
)
≤ 4
(
9

)2(d1+d2+1)
exp
(
−ct
2
η4
m
)
= 4 exp
(
2(d1 + d2 + 1) ln(9/)− ct
2
η4
m
)
where the second inequality follows from lemma C.2 and c is a constant.
Then we deduce since 1/ = 4σ¯/t . 2 + η2/(1− 2|I|/m).
P(Ec) ≤ 4 exp
(
c1(d1 + d2 + 1) ln
(
c2 +
c2
1− 2|I|/m
)
− 4cµ
2
0p
2
0(1− 2|I|m )2
9η4
m
)
.
Hence as long asm ≥ 18η
4c1(d1+d2+1) ln(c2+ c21−2|I|/m)
4cµ20p
2
0(1− 2|I|m )2
, we can be sure P(Ec) ≤ 4 exp
(
−4cµ20p20(1−
2|I|
m
)2
18η4
m
)
.
The result follows immediately.
Combining Theorem 4.6 with Corollary 4.5 we obtain the following guarantee.
Corollary 4.8 (Convergence guarantees). Consider the measurement model (4.2) and sup-
pose that model M1 is valid. Consider the optimization problem
min
(x,w)∈Sν
f(w, x) =
1
m
m∑
i=1
|〈`i, w〉〈ri, x〉 − yi|.
Then there exist constants c1, c2, c3, c4, c5, c6 > 0 depending only on µ0, p0, η such that as long
as m ≥ c1(d1+d2+1)
(1−2pfail)2 ln
(
c2 +
c2
1−2pfail
)
and you choose any pair (x0, y0) with relative error
dist((w0, x0),S∗ν )√‖w¯x¯>‖F ≤ c6 (1− 2pfail)4√2c5(ν + 1) , (4.21)
then with probability at least 1− 4 exp (−c3(1− 2pfail)2m) the following are true.
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1. (Polyak subgradient) Algorithm 1 initialized (x0, y0) produces iterates that converge
linearly to S∗ν , that is
dist2((wk, xk),S∗ν )
‖w¯x¯>‖F ≤
(
1− c
2
6 (1− 2pfail)2
32c25(ν + 1)
4
)k
· c
2
6 (1− 2pfail)2
32c25(ν + 1)
2
∀k ≥ 0.
2. (geometric subgradient) Set λ :=
c26(1−2pfail)2
√
‖w¯x¯>‖F
16
√
2c25ν(ν+1)
2 and q :=
√
1− c26(1−2pfail)2
32c25(ν+1)
4 .
Then the iterates xk generated by Algorithm 2, initialized at (w0, x0) converge linearly:
dist2((wk, xk),S∗ν )
‖w¯x¯>‖F ≤
(
1− c
2
6 (1− 2pfail)2
32c25(ν + 1)
4
)k
· c
2
6 (1− 2pfail)2
32c25(ν + 1)
2
∀k ≥ 0.
3. (prox-linear) Algorithm 3 with β = ρ and initialized at (w0, x0) converges quadrati-
cally:
dist((wk, xk),X ∗)√‖w¯x¯>‖F ≤ 2−2k · c6 (1− 2pfail)2√2c5(ν + 1) ∀k ≥ 0.
Thus with high probability, if one initializes the subgradient and prox-linear methods at
a pair (w0, x0) satisfying
dist((w0,x0),S∗ν )√
‖w¯x¯>‖F
≤ c6(1−2pfail)
4
√
2c5(ν+1)
, then the methods will converge to the
optimal solution set at a dimension independent rate.
4.2.2 Assumptions C and D under Model M2
In this section, we verify Assumptions C and D under Model M2 and an extra incoherence
condition. Namely, we impose further conditions on `p/`2 singular values of L (p ≥ 1)
σp,min(L) = inf
w∈Sd−1
‖Lw‖p and σp,max(L) := sup
w∈Sd−1
‖Lw‖p,
which intuitively guarantee that the entries of any vector in {A(X) | rank(X) ≤ 2} are
“well-spread.”
Proposition 4.9 (Measurement Model M2). Assume Model M2 and fix an arbitrary index
I ⊆ {1, . . . ,m}. Define the parameter
∆ :=
σ1,min(L)
2
√
pim
− 2σ∞,max(L)
√
2
pi
|I|
m
,
and suppose ∆ > 0. Then there exist numerical constants c1, c2, c3 > 0 such that with
probability
1− 4 exp
(
c1(d1 + d2 + 1) ln
(
c2
(
1 + σ1,max(L)
σ1,min(L)
))
− c3 ·
σ21,min(L)
σ22,max(L)
)
,
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every matrix X ∈ Rd1×d2 of rank at most two satisfies
σ1,min(L)
2
√
pim
‖X‖F ≤ 1
m
‖A(X)‖1 ≤ (2
5/2 + 1)σ1,max(L)
2
√
pim
· ‖X‖F , (4.22)
and
1
m
‖AIc(X)‖1 − 1
m
‖AI(X)‖1 ≥ ∆‖X‖F . (4.23)
Proof. The argument mirrors the proof of Proposition 4.6 and therefore we only provide a
sketch. Fix a unit Frobenius norm matrix X of rank at most two. We aim to show that for
any fixed Iˆ ⊆ {1, . . . ,m}, the following random variable is highly concentrated around its
mean:
ZIˆ =
1
m
‖AIˆc(X)‖1 −
1
m
‖AIˆ(X)‖1.
To that end, fix a singular value decomposition X = s1u1v
>
1 + s2u2v
>
2 . We then compute
(A(X))i = `>i (s1u1v>1 + s2u2v>2 )ri = s1〈`i, u1〉r̂(1)i + s2〈`i, u2〉r̂(2)i ,
where u1 and u2 are orthogonal, s
2
1 + s
2
2 = 1, and r̂
(1)
i , r̂
(2)
i are i.i.d. standard normal ran-
dom variables. This decomposition, together with the rotation invariance of the normal
distribution, furnishes us with the following distributional equivalence:
(A(X))i
(d)
=
√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2 r̂i,
where r̂i is a standard normal random variable. Consequently, we have the following expres-
sion for the expectation:
E [ZIˆ ] =
√
2
pi
1
m
∑
i∈Iˆc
√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2 −
√
2
pi
1
m
∑
i∈Iˆ
√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2.
We now upper/lower bound this expectation. The upper bound follows from the estimate
E [ZIˆ ] ≤ E
[
1
m
‖A(X)‖1
]
≤
√
2
pi
1
m
(‖Lu1‖1 + ‖Lu2‖1) = 2
3/2σ1,max(L)√
pim
.
The lower bound uses the following two dimensional inequality ‖z‖1√
2
≤ ‖z‖2 ≤ ‖z‖1, which
holds for all z ∈ R2:
E [ZIˆ ] =
√
2
pi
1
m
∑
i∈Iˆc
√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2 −
√
2
pi
1
m
∑
i∈Iˆ
√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2
=
√
2
pi
1
m
m∑
i=1
√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2 − 2
√
2
pi
1
m
∑
i∈Iˆ
√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2
≥ 1√
pim
(|s1|‖Lu1‖1 + |s2|‖Lu2‖1)− 2
√
2
pi
|Iˆ|
m
max
i=1,...,m
‖`i‖2
≥ σ1,min(L)√
pim
− 2σ∞,max(L)
√
2
pi
|Iˆ|
m
.
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In particular, setting Iˆ = ∅, we deduce
σ1,min(L)√
pim
≤ 1
m
E‖A(X)‖1 ≤ 2
3/2σ1,max(L)√
pim
. (4.24)
To establish concentration of the random variable ZIˆ , we apply a standard result (The-
orem C.5) on the concentration of weighted sums of mean zero independent sub-gaussian
random variables. In particular, to apply Theorem C.5, we write Yi = |r̂i|−E|r̂i|, and define
weights
ai =
1
m
·
{√
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2 if i /∈ Iˆ,
−√(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2 if i ∈ Iˆ.
Noticing that ‖|r̂i| − E|r̂i|‖ψ2 ≤ K, where K > 0 is an absolute constant, and
‖a‖22 =
1
m2
m∑
i=1
(
(s1〈`i, u1〉)2 + (s2〈`i, u2〉)2
)
≤ 2σ
2
2,max(L)
m2
,
it follows that for any fixed unit Frobenius norm matrix X of rank at most two, with
probability at least 1− 2 exp
(
− ct2m2
2K2σ22,max(L)
)
, we have
1
m
|‖AIˆc(X)‖1 − ‖AIˆ(X)‖1 − E [|‖AIˆc(X)‖1 − ‖AIˆ(X)‖1]| ≤ t. (4.25)
We have thus established concentration for any fixed X. We now proceed with a covering
argument in the same way as in the proof of Theorem 4.6. To this end, choose  ∈ (0,√2)
and let N be the (/√2)-net guaranteed by lemma C.2. Let E denote the event that the
following two estimates hold for all matrices X ∈ N :
1
m
∣∣∣‖AIc(X)‖1 − ‖AI(X)‖1 − E [‖AIc(X)‖1 − ‖AI(X)‖1] ∣∣∣ ≤ t,
1
m
∣∣∣‖A(X)‖1 − E [‖A(X)‖1] ∣∣∣ ≤ t.
Throughout the proof, we will assume that the event E holds. By exactly the same covering
argument as in Theorem 4.6, setting  = t/4σ¯ with σ¯ = 2
m
supX∈S2 E‖A(X)‖1 +2t, we deduce
1
m
sup
X∈S2
∣∣∣‖AIˆc(X)‖1 − ‖AIˆ(X)‖1 − E [‖AIˆc(X)‖1 − ‖AIˆ(X)‖1] ∣∣∣ ≤ 3t2 ,
where either Iˆ = ∅ or Iˆ = I.
In particular, setting Iˆ = ∅ and using the bound (4.24), we deduce
σ1,min(L)√
pim
− 3t
2
≤ 1
m
‖A(X)‖1 ≤ 2
3/2σ1,max(L)√
pim
+
3t
2
for all X ∈ S2. In turn, setting Iˆ = I we deduce
1
m
‖AIc(X)‖1 − 1
m
‖AI(X)‖1 ≥ E [‖AIc(X)‖1 − ‖AI(X)‖1]− 3t
2
≥ σ1,min(L)√
pim
− 2σ∞,max(L)
√
2
pi
|I|
m
− 3t
2
.
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Setting t :=
σ1,min(L)
3
√
pim
, the estimates (4.22) and (4.23) follow immediately. Finally, estimating
the probability of E using the union bound quickly yields:
P(Ec) ≤ 4 exp
(
c1(d1 + d2 + 1) ln
(
c2
(
1 +
σ1,max(L)
σ1,min(L)
))
− c3 ·
σ21,min(L)
σ22,max(L)
)
.
The result follows.
5 Initialization
Previous sections have focused on local convergence guarantees under various statistical
assumptions. In particular, under Assumptions C and D, one must initialize the local search
procedures at a point (w, x), whose relative distance to the solution set dist((x,w),S
∗
ν )√
‖x¯w¯>‖F
is upper
bounded by a constant. In this section, we present a new spectral initialization routine
(Algorithm 4) that is able to efficiently find such point (w, x). The algorithm is inspired
by [25, Section 4] and [52].
Before describing the intuition behind the procedure, let us formally introduce our as-
sumptions. Throughout this section, we make the following assumption on the data gener-
ating mechanism, which is stronger than Model M1:
M1 The entries of matrices L and R are i.i.d. Gaussian.
Our arguments rely heavily on properties of the Gaussian distribution. We note, however,
that our experimental results suggest that Algorithm 4 provides high-quality initializations
under weaker distributional assumptions.
Recall that in the previous sections, the noise ξ was arbitrary. In this section, however,
we must assume more about the nature of the noise. We will consider two different settings.
N1 The measurement vectors {(`i, ri)}mi=1 and the noise sequence {ξi}mi=1 are independent.
N2 The inlying measurement vectors {(`i, ri)}i∈Iin and the corrupted observations {ξi}i∈Iout
are independent.
The noise models N1 and N2 differ in how an adversary may choose to corrupt the
measurements. Model N1 allows an adversary to corrupt the signal, but does not allow
observation of the measurement vectors {(`i, ri)}mi=1. On the other hand, Model N2 allows an
adversary to observe the outlying measurement vectors {(`i, ri)}i∈Iout and arbitrarily corrupt
those measurements. For example, the adversary may replace the outlying measurements
with those taken from a completely different signal: yi =
(A(w˜x˜>))
i
for i ∈ Iout.
We can now describe the intuition underlying Algorithm 4. Throughout we denote
unit vectors parallel to w¯ and x¯ by w¯? and x¯?, respectively. Algorithm 4 exploits the
expected near orthogonality of the random vectors `i and ri to the directions w¯? and
x¯?, respectively, in order to select a “good” set of measurement vectors. Namely, since
E [〈`i, w¯?〉] = E [〈ri, x¯?〉] = 0, we expect minimal eigenvectors of Linit and Rinit to be near
w¯? and x¯?, respectively. Since our measurements are bilinear, we cannot necessarily select
vectors for which |〈`i, w¯?〉| and |〈ri, x¯?〉| are both small, rather, we may only select vectors
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Algorithm 4: Initialization.
Data: y ∈ Rm, L ∈ Rm×d1 , R ∈ Rm×d2
Isel ← {i | |yi| ≤ med(|y|)}
Form directional estimates:
Linit ← 1
m
∑
i∈Isel `i`
>
i , R
init ← 1
m
∑
i∈Isel rir
>
i
ŵ ← argminp∈Sd1−1 p>Linitp, and x̂← argminq∈Sd2−1 q>Rinitq.
Estimate the norm of the signal:
M̂ ← argmin
β∈R
G(β) :=
1
m
m∑
i=1
|yi − β〈`i, ŵ〉〈ri, x̂〉| ,
w0 ← sign(M̂)
∣∣∣M̂ ∣∣∣1/2 ŵ, and x0 ← ∣∣∣M̂ ∣∣∣1/2 x̂.
return (w0, x0)
for which the product |〈`i, w¯?〉〈ri, x¯?〉| is small, leading to subtle ambiguities not present
in [25, Section 4] and [52]; see Figure 1. Corruptions add further ambiguities since the noise
model N2 allows a constant fraction of measurements to be adversarially modified.
x
y
`1
r1
w?
x?
`2 r2
Figure 1: Intuition behind spectral initialization. The pair `1, r1 will be included since both
vectors are almost orthogonal to the true directions. `2, r2 is unlikely to be included since r2
is almost aligned with x?.
Formally, Algorithm 4 estimates an initial signal (w0, x0) in two stages: first it constructs
a pair of directions (wˆ, xˆ) which estimate the true directions
w¯? :=
1
‖w¯‖2 w¯ and x¯? :=
1
‖x¯‖2 x¯
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(up to sign); then it constructs an estimate M̂ of the signed signal norm ±M , which corrects
for sign errors in the first stage. We now discuss both stages in more detail, starting with the
direction estimate. Most proofs will be deferred to Appendix B. The general proof strategy
we follow is analogous to [25, Section 4] for phase retrieval, with some subtle modifications
due to asymmetry.
Direction Estimate. In the first stage of the algorithm, we estimate the directions w¯?
and x¯?, up to sign. Key to our argument is the following decomposition for model N1 (which
will be proved in Appendix B.1):
Linit = |I
sel|
m
· Id1 − γ1w¯?w¯>? + ∆L, Rinit = |I
sel|
m
· Id2 − γ2x¯?x¯>? + ∆R,
where γ1, γ2 & 1 and the matrices ∆L,∆R have small operator norm (decreasing with (d1 +
d2)/m), with high probability. Using the Davis-Kahan sin θ theorem [19], we can then show
that the minimal eigenvectors of Linit and Rinit are sufficiently close to {±w¯?} and {±x¯?},
respectively.
Proposition 5.1 (Directional estimates). There exist numerical constants c1, c2, C > 0, so
that for any pfail ∈ [0, 1/10] and t ∈ [0, 1], with probability at least 1 − c1 exp (−c2mt), the
following hold:
min
s∈{±1}
∥∥∥ŵx̂> − sw?x?>∥∥∥
F
≤

C ·
(√
max{d1,d2}
m
+ t
)
under Model N1, and
C ·
(
pfail +
√
max{d1,d2}
m
+ t
)
under Model N2.
Norm estimate. In the second stage of the algorithm, we estimate M as well as correct
the sign of the direction estimates from the previous stage. In particular, for any (ŵ, x̂) ∈
Sd1−1 × Sd2−1 define the quantity
δ :=
(
1 +
c5
c6(1− 2pfail)
)
min
s∈{±1}
∥∥ŵx̂> − sw¯?x¯>? ∥∥F , (5.1)
where c5 and c6 are as in Theorem 4.6. Then we prove the following estimate (see Ap-
pendix B.2).
Proposition 5.2 (Norm Estimate). Under either noise model, N1 and N2, there exist
numerical constants c1, . . . , c6 > 0 so that if m ≥ c1(d1+d2+1)(1−2pfail)2 ln
(
c2 +
c2
1−2pfail
)
, then with
probability at least 1− 4 exp (−c3(1− 2pfail)2m), we have that any minimizer M̂ of the func-
tion
G(β) :=
1
m
m∑
i=1
|yi − β〈`i, ŵ〉〈x̂, ri〉|
satisfies ||M̂ | − M | ≤ δM . Moreover, if in this event δ < 1, then we have sign(M̂) =
argmins∈{±1}
∥∥ŵx̂> − sw¯?x¯>? ∥∥F .
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Thus, the preceding proposition shows that tighter estimates on the norm M result from
better directional estimates in the first stage of Algorithm 4. In light of Proposition 5.2, we
next estimate the probability of the event δ ≤ 1/2, which in particular implies with high
probability sign(M̂) = argmins∈{±1}
∥∥ŵx̂> − sw¯?x¯>? ∥∥F .
Proposition 5.3 (Sign estimate). Under either Model N1 and N2, there exist numerical
constants c0, c1, c2, c3 > 0 such that if pfail < c0 and m ≥ c3(d1 +d2), then the estimate holds:2
P (δ > 1/2) ≤ c1 exp (−c2m) .
Proof. Using Theorem 4.6 and Propositions 5.1, we deduce that for any t ∈ [0, 1], with
probability 1− c1 exp (−c2mt) we have
δ ≤

C ·
(√
max{d1,d2}
m
+ t
)
under Model N1, and
C ·
(
pfail +
√
max{d1,d2}
m
+ t
)
under Model N2.
Thus under model N1 it suffices to set t = (2C)−2 − max{d1,d2}
m
. Then the probabil-
ity of the event δ ≤ 1/2 is at least 1 − c1 exp (−c2((2C)−2m−max{d1, d2})). On the
other hand, under model N2, it suffices to assume 2Cpfail < 1 and then we can set t =
(((2C)−1 − pfail)2 − max{d1,d2}m ). The probability of the event δ ≤ 1/2 is then at least
1− c1(exp (−c2(m((2C)−1 − pfail)2 −max{d1, d2}))). Finally using the bound max{d1, d2} ≤
d1 + d2 ≤ mc3 yields the result.
Step 3: Final estimate. Putting the directional and norm estimates together, we arrive
at the following theorem.
Theorem 5.4. There exist numerical constants c0, c1, c2, c3, C > 0 such that if pfail ≤ c0 and
m ≥ c4(d1 + d2), then for all t ∈ [0, 1], with probability at least 1− c1 exp (−c3mt) , we have
∥∥w0x>0 − w¯x¯>∥∥F
‖w¯x¯>‖F ≤

C ·
(√
max{d1,d2}
m
+ t
)
under Model N1, and
C ·
(
pfail +
√
max{d1,d2}
m
+ t
)
under Model N2.
Proof. Suppose that we are in the events guaranteed by Propositions 5.1,5.2, and 5.3. Then
noting that
w0 = sign(M̂)|M̂ |1/2ŵ, x0 = |M̂ |1/2x̂,
2In the case of model N1, one can set c0 = 1/10.
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we find that∥∥w0x>0 − w¯x¯>∥∥F = ∥∥∥sign(M̂)|M̂ |ŵx̂> −Mw¯?x¯>? ∥∥∥F
= M
∥∥∥∥∥ŵx̂> − sign(M̂)w¯?x¯>? + |M̂ | −MM ŵx̂>
∥∥∥∥∥
F
≤M
∥∥∥ŵx̂> − sign(M̂)w?x?>∥∥∥
F
+Mδ
= M ·
(
2 +
c5
c6(1− 2pfail)
)
min
s∈{±1}
∥∥ŵx̂> − sw¯?x¯>? ∥∥F ,
where c5 and c6 are defined in Theorem 4.6. Appealing to Proposition 5.1, the result follows.
Combining Corollary 4.5 and Theorem 5.4, we arrive at the following guarantee for the
stage procedure.
Corollary 5.5 (Efficiency estimates). Suppose either of the models N1 and N2. Let (w0, x0)
be the output of the initialization Algorithm 4. Set M̂ = ‖w0x>0 ‖F and consider the opti-
mization problem
min
‖x‖2,‖w‖2≤
√
2M̂
g(w, x) =
1
m
‖A(wx>)− y‖1. (5.2)
Set ν :=
√
2M̂
M
and notice that the feasible region of (5.2) coincides with Sν. Then there
exist constants c0, c1, c2, c3, c5 > 0 and c4 ∈ (0, 1) such that as long as m ≥ c3(d1 + d2) and
pfail ≤ c0, the following properties hold with probability 1− c1 exp(−c2m).3
1. (subgradient) Both Algorithms 1 and 2 (with appropriate λ, q) initialized (x0, y0)
produce iterates that converge linearly to S∗ν , that is
dist2((wk, xk),S∗ν )
‖w¯x¯>‖F ≤ c4 (1− c4)
k ∀k ≥ 0.
2. (prox-linear) Algorithm 3 initialized at (w0, x0) (with appropriate β > 0) converges
quadratically:
dist((wk, xk),S∗ν ))√‖w¯x¯>‖F ≤ c5 · 2−2k ∀k ≥ 0.
Proof. We provide the proof under model N1. The proof under model N2 is completely
analogous. Combining Proposition 5.2, Proposition 5.3, and Theorem 5.4, we deduce that
there exist constants c0, c1, c2, c3, C such that as long as m ≥ c3(d1 + d2) and pfail < c0, then
for any t ∈ [0, 1], with probability 1− c1 exp (−c2mt), we have∣∣∣∣∣M̂M − 1
∣∣∣∣∣ ≤ δ ≤ 12 , (5.3)
3In the case of model N1, one can set c0 = 1/10.
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and ∥∥w0x>0 − w¯x¯>∥∥F
M
≤ C
√
max{d1, d2}
m
+ t.
In particular, notice from (5.3) that 1 ≤ ν ≤ √3 and therefore the feasible region Sν contains
an optimal solution of the original problem (1.3). Using Proposition 4.2, we have
‖w0x>0 − w¯x¯>‖F ≥
√
M
2
√
2(ν + 1)
dist
(
(w0, x0),S∗ν
)
.
Combining the estimates, we conclude
dist((w0, x0),S∗ν )√
M
≤ 2
√
2(ν + 1)
‖w0x>0 − w¯x¯>‖F
M
≤ 2
√
2(ν + 1)C
√
max{d1, d2}
m
+ t.
Thus to ensure the relative error assumption (4.21), it suffices to ensure the inequality
2
√
2(ν + 1)C
√
max{d1, d2}
m
+ t ≤ c6 (1− 2pfail)
4
√
2c5(ν + 1)
,
where c5, c6 are the constants from Corollary 4.8. Using the bound ν ≤
√
3, it suffices to set
t =
(
c6(1− 2p)
16
√
3c5C
)2
− max{d1, d2}
m
.
Thus the probability of the desired event becomes 1 − c2(exp (−c3(c4m−max{d1, d2})) for
some constant c4. Finally, using the bound max{d1, d2} ≤ d1 + d2 ≤ mc3 and applying
Corollary 4.8 completes the proof.
6 Numerical Experiments
In this section we demonstrate the performance and stability of the prox-linear and subgradi-
ent methods, and the initialization procedure, when applied to real and artificial instances of
Problem (1.3). All experiments were performed using the Julia [7] programming language.
Subgradient method implementation. Implementation of the subgradient method for
Problem (1.3) is simple, and has low per-iteration cost. Indeed, one may simply choose the
subgradient
1
m
m∑
i=1
sign(〈`i, w〉〈x, ri〉 − y)
(
〈x, ri〉
[
`i
0
]
+ 〈`i, w〉
[
0
ri
])
∈ ∂f(w, x),
where sign(t) denotes the sign of t, with the convention sign(0) = 0. The cost of computing
this subgradient is on the order of four matrix multiplications. When applying Algorithm 2,
choosing the correct parameters is important, since its convergence is especially sensitive to
the value of the step-size decay q; the experiment described in Section 6.1.2, which aided
us empirically in choosing q for the rest of the experiments, demonstrates this phenomenon.
Setting λ = 1.0 seemed to suffice for all the experiments depicted hereafter.
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Prox-linear method implementation. Recall that the convex models used by the prox-
linear method take the form:
f(wk,xk)(w, x) =
1
m
‖A(wkx>k + wk(x− xk)> + (w − wk)x>k )− y‖1 (6.1)
Equivalently, one may rewrite this expression as a Least Absolute Deviation (LAD) objective:
f(wk,xk)(w, x) =
1
m
m∑
i=1
∣∣∣ ( 〈xk, ri〉`>i 〈`i, wk〉r>i )︸ ︷︷ ︸
=:Ai
(
w − wk
x− xk
)
︸ ︷︷ ︸
=:z
− (yi − 〈`i, wk〉〈xk, ri〉)︸ ︷︷ ︸
=:y˜i
∣∣∣
=
1
m
‖Az − y˜‖1 .
Thus, each iteration of Algorithm 3 requires solving a strongly convex optimization problem:
zk+1 = argmin
z∈Sν
{
1
m
‖Az − y˜‖1 +
1
2α
‖z‖22
}
.
Motivated by the work of [25] on robust phase retrieval, we solve this subproblem with
the graph splitting variant of the Alternating Direction Method of Multipliers, as described
in [41]. This iterative method applies to problems of the form
min
z∈X
1
m
‖t− y˜‖1 +
1
2α
‖z‖22
s.t. t = Az.
Yielding the following subproblems, which are repeatedly executed:
z′ ← argmin
z∈Sν
{
1
2α
‖z‖22 +
ρ
2
‖z − (zk − λk)‖22
}
t′ ← argmin
t
{
1
m
‖t− y˜‖1 +
ρ
2
‖t− (tk − νk)‖22
}
(
z+
t+
)
←
[
Id1+d2 A
>
A −Im
]−1 [
Id1+d2 A
>
0 0
](
z′ + λ
t′ + ν
)
λ+ ← λ+ (z′ − z+), ν+ ← ν + (t′ − t+),
where λ ∈ Rd1+d2 and ν ∈ Rm are dual multipliers and ρ > 0 is a control parameter. Each
above step may be computed analytically. We found in our experiments that choosing α = 1
and ρ ∼ 1
m
yielded fast convergence. Our stopping criteria for this subproblem is considered
met when the primal residual satisfies ‖(z+, t+)−(z, t)‖ ≤ k ·
(√
d1 + d2 + max {‖z‖2 , ‖t‖2}
)
and the dual residual satisfies ‖(λ+, ν+)− (λ, ν)‖ ≤ k ·
(√
d1 + d2 + max {‖λ‖2 , ‖ν‖2}
)
with
k = 2
−k.
6.1 Artificial Data
We first illustrate the performance of the prox-linear and subgradient methods under noise
model N1 with i.i.d. standard Gaussian noise ξi. Both methods are initialized with Al-
gorithm 4. We experimented with Gaussian noise of varying variances, and observed that
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higher levels did not adversely affect the performance of our algorithm. This is not surprising,
since the theory suggests that both the objective and the initialization procedure are robust
to gross outliers. We analyze the performance with problem dimensions d1 ∈ {400, 1000}
and d2 = 500 and with number of measurements m = c · (d1 + d2) with c varying from 1 to
8. In Fig. 2 and 3, we have depicted how the quantity∥∥wkx>k − w¯x¯>∥∥F
‖w¯x¯>‖F
changes per iteration for the prox-linear and subgradient methods. We conducted tests in
both the moderate corruption (pfail = .25) and high corruption (pfail = .45) regimes. For
both methods, under moderate corruption (pfail = .25) we see that exact recovery is possible
as long as c ≥ 5. Likewise, even in high corruption regime (pfail = .45) exact recovery is still
possible as long as c ≥ 8. We also illustrate the performance of Algorithm 1 when there is no
corruption at all in Fig. 2, which converges an order of magnitude faster than Algorithm 2.
In terms of algorithm performance, we see that the prox-linear method takes few outer
iterations, approximately 15, to achieve very high accuracy, while the subgradient method
requires a few hundred iterations. This behavior is expected as the prox-linear method con-
verges quadratically and the subgradient method converges linearly. Although the number
of iterations of the prox-linear method is small, we demonstrate in the sequel that its total
run-time, including the cost of solving subproblems, can be higher than the subgradient
method.
6.1.1 Number of matrix-vector multiplications
Each iteration of the prox-linear method requires the numerical resolution of a convex opti-
mization problem. We solve this subproblem using the graph splitting ADMM algorithm, as
described in [41], the cost of which is dominated by the number of matrix vector products
required to reach the target accuracy. The number of “inner iterations” of the prox-linear
method and thus the number of matrix vector products is not determined a priori. The
cost of each iteration of the subgradient method, on the other hand, is on the order of 4
matrix vector products. In the subsequent plots, we solve a sequence of synthetic problems
for d1 = d2 = 100 and keep track of the total number of matrix-vector multiplications per-
formed. We run both methods until we obtain
‖wx>−w¯x¯>‖
F
‖w¯x¯>‖
F
≤ 10−5. Additionally, we keep
track of the same statistics for the subgradient method. We present the results in Fig. 4.
We observe that the number of matrix-vector multiplications required by the prox-linear
method can be much greater than those required by the subgradient method. Additionally,
they seem to be much more sensitive to the ratio m
d1+d2
.
6.1.2 Choice of step size decay
Due to the sensitivity of Algorithm 2 to the step size decay q, we experiment with different
choices of q in order to find an empirical range of values which yield acceptable perfor-
mance. To that end, we generate synthetic problems of dimension 100 × 100 and choose
q ∈ {0.90, 0.905, . . . , 0.995}, and record the average error of the final iterate after 1000 itera-
tions of the subgradient method for different choices of m = c ·(d1 +d2). The average is taken
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Figure 2: Dimensions are (d1, d2) = (400, 500) in the first column and (d1, d2) = (1000, 500)
in the second column. We plot the error
∥∥wkx>k − w¯x¯>∥∥F / ∥∥w¯x¯>∥∥F vs iteration count. Top
row is using Algorithm 2 with pfail = 0.25. Second row is using Algorithm 2 with pfail = 0.45.
Third row is using Algorithm 1 with pfail = 0.
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Figure 3: Dimensions are (d1, d2) = (400, 500) in the first column and (d1, d2) = (1000, 500)
in the second column. We plot the error
∥∥wkx>k − w¯x¯>∥∥F /∥∥w¯x¯>∥∥F vs iteration count for
an application of Algorithm 3 in the two settings: pfail = 0.25 (top row) and pfail = 0.45
(bottom row).
over 50 test runs with λ = 1.0. We test both noisy and noiseless instances to see if corruption
of entries significantly changes the effective range of q. Results are shown in Fig. 5.
6.1.3 Robustness to noise
We now empirically validate the robustness of the prox-linear and subgradients algorithms
to noise. In a setup familiar from other recent works [4, 25], we generate phase transition
plots, where the x-axis varies with the level of corruption pfail, the y-axis varies as the ratio
m
d1+d2
changes, and the shade of each pixel represents the percentage of problem instances
solved successfully. For every configuration (pfail,m/(d1 + d2)), we run 100 experiments.
Noise model N1 - independent noise Initially, we experiment with Gaussian random
matrices and (d1, d2) ∈ {(100, 100), (200, 200)}, the results for which can be found in Fig. 6.
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Figure 4: Matrix-vector multiplications to reach rel. accuracy of 10−5.
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Figure 5: Final normalized error
∥∥wkx>k − w¯x¯>∥∥F /∥∥w¯x¯>∥∥F for Algorithm 2 with different
choices of q, in the settings pfail = 0 (left) and pfail = 0.25 (right).
The phase transition plots are similar for both dimensionality choices, revealing that in
the moderate independent noise regime (pfail ≤ 25%), setting m ≥ 4(d1 +d2) suffices. On the
other hand, for exact recovery in high noise regimes (pfail ' 45%), one may need to choose
m as large as 8 · (d1 + d2).
We repeat the same experiment in the setting where the matrix L is deterministic and has
orthogonal columns of Euclidean norm
√
m, and R is a gaussian random matrix. Specifically,
we take L to be a partial Hadamard matrix, from the first d1 columns of an m×m Hadamard
matrix. In that case, the operator v 7→ Lv can be computed efficiently in O(m logm) time
by 0-padding v to length m and computing its Fast Walsh-Hadamard Transform (FWHT).
Additionally, the products w 7→ L>w can also be computed in O(m logm) time by taking
the FWHT of w and keeping the first d1 coordinates of the result.
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The phase transition plots can be found in Fig. 7. A comparison with the phase transition
plot in Fig. 6 shows a different trend. In this case, exact recovery does not occur when the
noise is above pfail ' 20% and m is in the range {1, . . . , 8}.
Noise model N2 - arbitrary noise We now repeat the previous experiments, but switch
to noise model N2. In particular, we now adversarially hide a different signal in a subset of
measurements, i.e., we set
yi =
{
〈`i, w¯〉〈x¯, ri〉, i /∈ Iin,
〈`i, w¯imp〉〈x¯imp, ri〉 i ∈ Iout,
where in the above (w¯imp, x¯imp) ∈ Rd1 × Rd2 is an arbitrary pair of signals. Intuitively, this
is a more challenging noise model than N1, since it allows an adversary try to trick the
algorithm into recovering an entirely different signal. Our experiments confirm that this
regime is indeed more difficult for the proposed algorithms, which is why we only depict the
range pfail ∈ [0, 0.38] in Figs. 8 and 9 below.
6.2 Performance of initialization on real data
We now demonstrate the proposed initialization strategy on real world images. Specifically,
we set w¯ and x¯ to be two random digits from the training subset of the MNIST dataset [30].
In this experiment, the measurement matrices L,R ∈ R(16·784)×784 have i.i.d. Gaussian en-
tries, and the noise follows Model N1 with pfail = 0.45. We apply the initialization method
and plot the resulting images (initial estimates) in Fig. 10. Evidently, the initial estimates
of the images are visually similar to the true digits, up to sign; in other examples, the fore-
ground appears to be switched with the background, which corresponds to the natural sign
ambiguity. Finally, we plot the normalized error for the two recovery methods (subgradient
and prox-linear) in Fig. 11.
6.3 Experiments on Big Data
We apply the subgradient method for recovering large-scale real color images W,X ∈ Rn×n×3.
In this setting, pfail = 0.0 so using Algorithm 1 is applicable with minX f = 0. We “flatten”
the matrices W,X into 3n2 dimensional vectors w, x. In contrast to the previous experiments,
our sensing matrices are of the following form:
L =
HS1...
HSk
 , R =
HS
′
1
...
HS ′k
 ,
where H ∈ {−1, 1}d×d /√d is the d × d symmetric normalized Hadamard matrix and Si =
diag(ξ1, . . . , ξd), ξ ∼i.i.d {−1, 1} is a diagonal random sign matrix. The same holds for S ′i.
Notice that we can perform the operations w 7→ Lw, x 7→ Rx in O(kd log d) time: we first
form the elementwise product between the signal and the random signs, and then take its
Hadamard transform, which can be performed in O(d log d) flops. We can efficiently compute
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Figure 6: Phase transition for M1, N1.
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Figure 7: Phase transition for M2, N1.
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Figure 8: Phase transition for M1, N2.
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Figure 9: Phase transition for M2, N2.
p 7→ L>p, q 7→ R>q, required for the subgradient method, in a similar fashion. We recover
each channel separately, which means we essentially have to solve three similar minimization
problems. Notice that this results in dimensionality d1 = d2 = n
2, m = kn2 for each channel.
We observed that our initialization procedure (Algorithm 4) is extremely accurate in this
setting. Therefore to better illustrate the performance of the local search algorithms, we
perform the following heuristic initialization. For each channel, we first sample ŵ, x̂ ∼ Sd−1,
rescale by the true magnitude of the signal, and run Algorithm 1 for one step to obtain our
initial estimates w0, x0.
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Figure 10: Digits 5, 6 (top) and 9, 6 (bottom). Original images are shown on the left,
estimates on the right. Parameters: pfail = 0.45,m = 16 · 784.
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Figure 11: Relative error vs iteration count on mnist digits for subgradient method (left)
and prox-linear method (right).
An example where we recover a pair of 512×512 color images using the Polyak subgradient
method (Algorithm 1) is shown below; Fig. 12 shows the progression of the estimates wk, up
until the 90-th iteration, while Fig. 13 depicts the normalized error at each iteration for the
different channels of the images.
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Appendix A Sharpness
A.1 Proof of Proposition 4.2
Without loss of generality, we assume that M = 1 (by rescaling) and that w¯ = e1 ∈ Rd1
and x¯ = e1 ∈ Rd2 (by rotation invariance). Recall that the distance to S∗ν may be written
succinctly as
dist((w, x),S∗ν ) =
√
inf
(1/ν)≤|α|≤ν
{‖w − αw¯‖22 + ‖x− (1/α)x¯ ‖22}.
Before we establish the general result, we first consider the simpler case, d1 = d2 = 1.
Claim 1. The following bound holds:
|wx− 1| ≥ 1√
2
·
√
inf
(1/ν)≤|α|≤ν
{|w − α|2 + |x− (1/α)|2},
for all w, x ∈ [−ν, ν].
Proof of Claim. Consider a pair (w, x) ∈ R2 with |w|, |x| ≤ ν. It is easy to see that without
loss of generality, we may assume w ≥ |x|. We then separate the proof into two cases, which
are graphically depicted in Figure 14.
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Figure 14: The regions K1, K2 correspond to cases 1 and 2 of the proof of Claim 1, respec-
tively.
Case 1: w− x ≤ ν2−1
ν
. In this case, we will traverse from (w, x) to the S∗ν in the direction
(1, 1). See Figure 14. First, consider the equation
wx−
√
2(w + x)t+ t2/2 = 1,
in the variable t and note the equality
wx−
√
2(w + x)t+ t2/2 = (w − t/
√
2)(x− t/
√
2).
Using the quadratic formula to solve for t, we get
t =
√
2(w + x)−
√
2(w + x)2 − 2(wx− 1).
Note that the discriminant is nonnegative since (w+x)2− (wx− 1) = w2 +x2 +xw+ 1 ≥ 1.
Set α = (w − t/√2) and note the identity 1/α = (x− t/√2). Therefore,
|wx− 1| = |(1/α)(w − α) + α(x− 1/α) + (w − α)(x− 1/α)|
= |(x− t/
√
2)(t/
√
2) + (w − t/
√
2)(t/
√
2) + t2/2|
=
|t|√
2
|(w + x)− t/
√
2| = |t|
2
√
2(w + x)2 − 2(wx− 1) ≥ |t|√
2
.
Observe now the equality
|t|√
2
=
1√
2
· (|w − α|2 + |x− 1/α|2)1/2.
Hence it remains to bound α. First we note that α ≥ 0, 1/α ≥ 0, since
α + 1/α = (w − t/
√
2) + (x− t/
√
2)
= −(w + x) + 2
√
(w + x)2 − (wx− 1) ≥ 0.
In addition, since w ≥ x, we have α = w − t/√2 ≥ x − t/√2 = 1/α. Since α and 1/α are
positive, we must therefore have α ≥ 1 ≥ 1/ν. Thus, it remains to verify the bound α ≤ ν.
To that end, notice that
1/α = x− t/
√
2 ≥ w − t/
√
2− ν
2 − 1
ν
= α− ν
2 − 1
ν
.
Therefore, ν
2−1
ν
≥ α2−1
α
. Since the function t 7→ t2−1
t
is increasing, we deduce α ≤ ν.
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Case 2: w − x ≥ ν2−1
ν
. In this case, we will simply set α = ν. Define
t =
(
(w − ν)2 + (x− 1/ν)2)1/2 , a = w − ν
t
, and b =
x− 1/ν
t
.
Notice that proving the desired bound amounts to showing |wx − 1| ≥ t√
2
. Observe the
following estimates
a, b ≤ 0, b ≤ a, a2 + b2 = 1, and t ≤ − 1
(a+ b)
(
ν2 + ν
ν
)
,
where the the first inequality follows from the bounds w ≤ ν and ν ≥ w ≥ x+ν−1/ν, second
inequality follows from the bound w − x ≥ (ν2 − 1)/ν, the equality follows from algebraic
manipulations, and the third inequality follows from the estimate w + x ≥ 0. Observe
|wx− 1| = |(ν + ta)(1/ν + tb)− 1| = |t2ab+ tνb+ ta/ν|.
Thus, by dividing through by t, we need only show that
|tab+ νb+ a/ν| ≥ 1√
2
. (A.1)
To prove this bound, note that since 2b2 ≥ a2+b2 = 1, we have the −νb−a/ν ≥ −νb ≥ 1/√2.
Therefore, in the particular case when ab = 0 the estimate A.1 follows immediately. Define
the linear function p(s) := −(ab)s − νb − a/ν. Hence, assume ab 6= 0. Notice p(0) ≥ 1/√2.
Thus it suffices to show that the solution s∗ of the equation p(s) = 1/
√
2 satisfies s∗ ≥ t. To
see this, we compute:
s∗ = − 1
ab
(
νb+ a/ν +
1√
2
)
= − 1
(a+ b)
(a+ b)
(
ν
a
+
1
bν
+
1√
2ab
)
= − 1
(a+ b)
(
ν
(
1 +
b
a
)
+
1
ν
(
1 +
a
b
)
+
1√
2
(
1
a
+
1
b
))
≥ − 1
(a+ b)
(
ν +
1
ν
(
1 +
a
b
+
b
a
+
1√
2b
+
1√
2a
))
= − 1
(a+ b)
(
ν +
1
ν
(
1 +
√
2 (a2 + b2)− (|a|+ |b|)√
2ab
))
= − 1
(a+ b)
(
ν +
1
ν
(
1 +
√
2− (|a|+ |b|)√
2ab
))
≥ − 1
(a+ b)
(
ν +
1
ν
)
≥ t,
where the first inequality follows since ν ≥ 1 and the second inequality follows since a2 +b2 =
1 and
√
2‖(a, b)‖2 ≥ ‖(a, b)‖1, as desired.
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Now we prove the general case. First suppose that ‖wx> − w¯x¯>‖F ≥ 1/2. Since ‖w −
w¯‖2 ≤ (ν + 1) and ‖x− x¯‖2 ≤ (ν + 1), we have
dist((w, x),S∗ν ) ≤
√
2(ν + 1) ≤ 2
√
2(ν + 1)‖wx> − w¯x¯>‖F ,
which proves the desired bound.
On the other hand, suppose that ‖wx> − w¯x¯>‖F < 1/2. Define the two vectors:
w˜ = (w1, 0, . . . , 0)
> ∈ Rd1 and x˜ = (x1, 0, . . . , 0)> ∈ Rd2 .
With this notation, we find that by Claim 1, there exists an α satisfying (1/ν) ≤ |α| ≤ ν,
such that the following holds:
‖wx> − w¯x¯>‖2F = ‖wx> − w˜x˜> + w˜x˜> − w¯x¯>‖2F
= ‖wx> − w˜x˜>‖2F + ‖w˜x˜> − w¯x¯>‖2F
≥ ‖wx> − w˜x˜>‖2F +
1
2
(‖w˜ − αw¯‖2F + ‖x˜− (1/α)x¯‖2F ) .
We now turn our attention to lower bounding the first term. Observe since |w1x1− w¯1x¯1| ≤
‖wxT − w¯x¯T‖F < 1/2, we have
|w1x1| ≥ |w¯1x¯1| − |w1x1 − w¯1x¯1| ≥ (1/2)|w¯1x¯1| = 1/2,
Moreover, note the estimates, ν|w1| ≥ |x1||w1| ≥ 1/2 and ν|x1| ≥ |x1||w1| ≥ 1/2, which
imply that |w1| ≥ 1/2ν and |x1| ≥ 1/2ν. Thus, we obtain the lower bound
‖wx> − w˜x˜>‖2F = ‖(w − w˜)x˜> + w˜(x− x˜)> + (w − w˜)(x− x˜)>‖2F
= |x1|2‖w − w˜‖2 + |w1|2‖x− x˜‖22 + ‖(w − w˜)(x− x˜)>‖2F
≥ |x1|2‖w − w˜‖22 + |w1|2‖x− x˜‖22
≥
(
1
2ν
)2 (‖w − w˜‖22 + ‖x− x˜‖22) .
Finally, we obtain the bound
‖wx> − w¯x¯>‖2F ≥ ‖wx> − w˜x˜>‖2F +
1
2
(‖w˜ − αw¯‖2F + ‖x˜− (1/α)x¯‖2F )
≥
(
1
2ν
)2 (‖w − w˜‖22 + ‖x− x˜‖22)+ 12 (‖w˜ − αw¯‖22 + ‖x˜− (1/α)x¯‖22)
≥ min
{
1
2
,
(
1
2ν
)2}(‖w − w˜‖22 + ‖x− x˜‖22 + ‖w˜ − αw¯‖22 + ‖x˜− (1/α)x¯‖22)
=
(
1
2ν
)2
· dist2((w, x),S∗ν ).
By recalling that 1/2ν ≥ 1/2√2(ν + 1), the proof is complete.
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Appendix B Initialization
B.1 Proof of Proposition 5.1
As stated in Section 5, we first verify that Linit and Rinit are nearby matrices with minimal
eigenvectors equal to w¯? and x¯?. Then we apply the Davis-Kahan sin θ theorem [19] to prove
that the minimal eigenvectors of Linit and Rinit must also be close to the optimal directions.
Throughout the rest of the proof, we define the sets of “selected” inliers and outliers:
Iselin = Iin ∩ Isel and Iselout = Iout ∩ Isel.
We record the relative size of these parameters as well, since they appear in the bounds that
follow:
Sin :=
1
m
∣∣Iselin ∣∣ and Sout = 1m ∣∣Iselout∣∣ .
Theorem B.1. There exist numerical constants c1, c2, c3, c4, c5 > 0, so that for any pfail ∈
[0, 1/10] and t ∈ [0, 1], with probability at least 1− c1(exp (−c2mt) the following hold:
1. Under noise model N1
Linit = (Sin + Sout)Id1 − γ1w¯?w¯>? + ∆1, Rinit = (Sin + Sout)Id2 − γ2x¯?x¯>? + ∆2,
where γ1 ≥ c3 and γ2 ≥ c4 and
max{‖∆1‖op, ‖∆2‖op} ≤ c5
(√
max{d1, d2}
m
+ t
)
.
2. Under noise model N2
Linit = SinId1 − γ1w¯?w¯>? + ∆1, Rinit = SinId2 − γ2x¯?x¯>? + ∆2,
where γ1 ≥ c3 and γ2 ≥ c4 and
max{‖∆1‖op, ‖∆2‖op} ≤ pfail + c5
(√
max{d1, d2}
m
+ t
)
.
Proof. Without loss of generality, we only prove the result for Linit; the result for Rinit follows
by a symmetric argument.
Define the projection operators Pw¯? := w¯?w¯
>
? and let P
⊥
w¯? := I − w¯?w¯>? . Then decompose
Linit into the sums of four matrices Y0, Y1, Y2, Y3, as follows:
Linit =
1
m
( ∑
i∈Iselin
Pw¯?`i`
>
i Pw¯?︸ ︷︷ ︸
m·Y0
+
∑
i∈Iselin
(
Pw¯?`i`
>
i P
⊥
w¯? + P
⊥
w¯?`i`
>
i Pw¯?
)
︸ ︷︷ ︸
m·Y1
+
∑
i∈Iselin
P⊥w¯?`i`
>
i P
⊥
w¯?︸ ︷︷ ︸
m·Y2
+
∑
i∈Iselout
`i`
>
i︸ ︷︷ ︸
m·Y3
)
..
(B.1)
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We will now study the properties of these four matrices under both noise models.
First, note that in either case we may write Y0 = y0w¯?w¯
>
? , where
y0 :=
1
m
∑
i∈Iselin
(`>i w¯?)
2.
In addition, we will present a series of Lemmas showing the following high probability devi-
ation bounds:
γ1 := Sin − y0 & 1, ‖Y1‖op .
√
d1
m
, and ‖Y2 − Sin(Id1 − w¯?w¯>? )‖op .
√
d1
m
.
Finally, our bounds on the term Y3 as well as the definition of ∆1 depend on the noise model
under consideration. Thus, we separate this bound into two cases:
Noise model N1. Under this noise model, we have
‖Y3 − SoutId1‖op .
√
d1
m
.
Thus, we set ∆1 = Y1 +
(
Y2 − Sin(Id1 − w¯?w¯>? )
)
+ (Y3 − SoutId1) .
Noise model N2. Under this noise model, we have
‖Y3‖op . pfail +
√
d1
m
.
Thus, we set ∆1 = Y1 + (Y2 − Sin(Id1 − w¯?w¯>? )) + Y3.
Therefore, under either noise model, the result will follow immediately from the following
four Lemmas. We defer the proofs for the moment.
Lemma B.2. There exist constants c, c1, c2 > 0 such that for any pfail ∈ [0, 1/10] the follow-
ing holds:
P (Sin − y0 ≥ c) ≥ 1− c1 exp (−c2m) .
Lemma B.3. For t ≥ 0, we have
P
(
‖Y1‖op ≥ 2
√
d1 − 1
m
+ t
)
≤ exp
(
−mt
2
8
)
+ exp
(
−m
2
)
.
Lemma B.4. There exist numerical constants C, c > 0 such that for any t > 0 we have
P
(∥∥Y2 − Sin(Id1 − w¯?w¯>? )∥∥op ≥ C
√
d1
m
+ t
)
≤ 2 exp(−cmt).
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Lemma B.5. There exist constants C1, C2, c1, c2 > 0 such that for any t > 0 the following
hold. Under the noise Model N1, we have the estimate
P
(
‖Y3 − SoutId1‖op ≥ c3
√
d1
m
+ t
)
≤ 2 exp(−c4mt),
while under the noise model N2 we have
P
(
‖Y3‖op ≥ pfail + c1
√
d1
m
+ t
)
≤ 2 exp(−c2mt).
The proof of the the theorem is complete.
We now apply the Davis-Kahan sin θ theorem [19] as stated in Lemma C.1. Throughout
we assume that we are in the event described in Theorem B.1.
Proof of Proposition 5.1. We will use the notation from Theorem B.1. We only prove the
result under N1, since the proof under N2 is completely analogous. Define matrices V1 =
γ1w¯?w¯
>
? −(Sin +Sout)Id1 and V2 = γ2x¯?x¯>? −(Sin +Sout)Id2 . Matrix V1 has spectral gap γ1 and
top eigenvector w¯?, while matrix V2 has spectral gap γ2 and top eigenvector x¯?. Therefore,
since −Linit = V1 −∆1 and −Rinit = V2 −∆2, Lemma C.1 implies that
min
s∈{±1}
‖ŵ − sw¯?‖2 ≤
√
2 ‖∆1‖op
γ1
and min
s∈{±1}
‖x̂− sx¯?‖2 ≤
√
2 ‖∆2‖op
γ2
.
We will use these two inequalities to bound mins∈{±1} ‖ŵx̂> − sw¯?x¯>? ‖F . To do so, we need
to analyze s1 = argmins∈{±1} ‖ŵ − sw¯?‖ and s2 = argmins∈{±1} ‖x̂ − sx¯?‖. We split the
argument into two cases.
Suppose first s1 = s2. Then
‖ŵx̂> − w¯?x¯>? ‖F = ‖ŵ(x̂− s2x¯?)> − (w¯? − s1ŵ)x¯>? ‖F ≤ ‖x̂− s2x¯?‖2 + ‖w¯? − s1ŵ‖2
≤ 2
√
2 max{‖∆1‖op, ‖∆2‖op}
min{γ1, γ2} ,
as desired.
Suppose instead s1 = −s2. Then
‖ŵx̂> + w¯?x¯>? ‖F = ‖ŵ(x̂− s2x¯?)> + (w¯? + s2ŵ)x¯>? ‖F ≤ ‖x̂− s2x¯?‖2 + ‖w¯? − s1ŵ‖2
≤ 2
√
2 max{‖∆1‖op, ‖∆2‖op}
min{γ1, γ2} ,
as desired. Bounding max{‖∆1‖op, ‖∆2‖op} using Theorem B.1 completes the proof.
The next sections present the proof of Lemmas B.2-B.5. We next set up the notation.
For any sequence of vectors {wi}mi=1 in Rd, we will use the symbol wi,2:d to denote the vector
in Rd−1 consisting of the last d− 1 coordinates of wi.
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We will use the following two observations throughout. First, by rotation invariance we
will assume, without loss of generality, that w¯? = e1 and x¯? = e1. Second, and crucially,
this assumption implies that Iselin depends on {`i}mi=1 only through the first component. In
particular, we have that {`i,2:d1}mi=1 and Iselin are independent. Similarly, {ri,2:d2}mi=1 and Iselin
are independent as well.
B.1.1 Proof of Lemma B.2
Our goal is to lower bound the quantity
Sin − y0 = 1
m
∑
i∈Iselin
(1− `2i,1).
To prove a lower bound, we need to control the random variables `2i,1 on the set Iselin .
Before proving the key claim, we first introduce some notation. First, define
qfail :=
5− 2pfail
8(1− pfail) ,
which is strictly less than one since pfail < 1/2. Let a, b ∼ N(0, 1) and define Qfail to be the
qfail-quantile of the random variable |ab|. In particular, the following relationship holds
qfail = P (|ab| ≤ Qfail) .
Additionally, define the conditional expected value
ωfail = E
[
a2 | |ab| ≤ Qfail
]
.
Rather than analyzing Iselin directly, we introduce the following set IQin , which is simpler to
analyze:
IQin :=
{
i ∈ Iin |
∣∣`>i w¯?x¯>? ri∣∣ ≤ Qfail} .
Then we prove the following claim.
Claim 2. There exist numerical constants c,K > 0 such that for all t ≥ 0 the following
inequalities hold true:
1.
|Iselin |
m
≥ 1−2pfail
2
.
2. P
(
IQin ⊇ Iselin
)
≥ 1− exp
(
−3(1−2pfail)
160
m
)
,
3. P
(
|IQin| ≥ 6251m10000
)
≤ exp (− m
2·108
)
,
4. P
(
1
|IQin|
∑
i∈IQin `
2
i,1 ≥ ωfail + t
)
≤ exp
(
−cmin
{
t2
K2
, t
K
}
m(1−2pfail)
2
)
+exp
(
−3(1−2pfail)
160
m
)
.
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Before we prove the claim, we show it leads to the conclusion of the lemma. Assuming
we are in the event
E =
IQin ⊇ Iselin , |IQin| < 6251m10000 , 1|IQin|
∑
i∈IQin
`2i,1 ≤
101
100
ωfail
 ,
it follows that
S − y0 = 1
m
∑
i∈Iselin
(1− `2i,1) ≥
|Iselin |
m
− 1
m
∑
i∈IQin
`2i,1 ≥
1− 2pfail
2
− |I
Q
in|
m
∣∣∣IQin∣∣∣
∑
i∈IQin
`2i,1
≥ 1− 2pfail
2
− 631351
1000000
ωfail ≥ 0.04644344.
where the first three inequalities follow by the definition of the event E . The fourth inequality
follows by the definition of E and Lemma C.13, which implies ωfail ≤ .56 when pfail = .1 and
that the difference is minimized over pfail ∈ [0, .1] at the endpoint pfail = .1. To get the
claimed probabilities, we note that by Lemma C.13, we have ωfail ≥ .5 for any setting of pfail.
Now we prove the claim.
Proof of the Claim. We separate the proof into four parts.
Part 1. By definition, we have
|Iselin |
m
=
|Iin ∩ Isel|
m
=
|Isel| − |Iout ∩ Isel|
m
≥
m
2
− |Iout ∩ Isel|
m
≥
m
2
−mpfail
m
=
1− 2pfail
2
.
Part 2. By the definitions of Iselin and IQin , the result will follow once we show that
P (med({|yi|}mi ) ≥ QfailM) ≤ exp
(
−3(1− 2pfail)
160
m
)
.
To that end, first note that
med({|yi|}mi ) = min
{
|yj| : j ∈ [m],
m∑
i=1
1{|yi| ≤ |yj|} ≥ m
2
}
= min
{
|yj| : j ∈ [m],
m∑
i=1
1{|yi| ≤ |yj|} ≥ |Iin|
2(1− pfail)
}
≤ min
{
|yj| : j ∈ Iin,
m∑
i=1
1{|yi| ≤ |yj|} ≥ |Iin|
2(1− pfail)
}
≤ min
{
|yj| : j ∈ Iin,
∑
i∈Iin
1{|yi| ≤ |yj|} ≥ |Iin|
2(1− pfail)
}
= quant 1
2(1−pfail)
({|yi|}i∈Iin) ,
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where the first equality follows since |Iin|
2(1−pfail) =
(1−pfail)m
2(1−pfail) = m/2, the first inequality follows
since the minimum is taken over a smaller set, and the second inequality follows since the
sum is taken over a smaller set of indices. Therefore, we find that
P (med({|yi|}mi ) ≥ QfailM) ≤ P
(
quant 1
2(1−pfail)
({|yi|}i∈Iin) ≥ QfailM
)
= P
(
quant 1
2(1−pfail)
({|yi|/M}i∈Iin) ≥ Qfail
)
,
and our remaining task is to bound this probability.
To bound this probability, we apply Lemma C.9 to the i.i.d. sample {|yi|/M : i ∈ Iin},
which is sampled from the distribution of D of |ab| where a, b ∼ N(0, 1) and a, b are inde-
pendent. Therefore, using the identities (for i ∈ Iin)
q = P (|yi|/M ≤ Qfail) = qfail = 5− 2pfail
8(1− pfail)
and choosing p := (2(1− pfail))−1 < q, we find that
P
(
quant 1
2(1−pfail)
({|yi|/M}i∈Iin) ≥ Qfail
)
≤ exp
(
m(q − p)2
2(q − p)/3 + 2q(1− q)
)
= exp
(
m(q − p)
2/3 + 6q
)
= exp
(
− 3(1− 2pfail)m
8(1− pfail)(2 + 18q)
)
≤ exp
(
−3(1− 2pfail)
160
m
)
,
where we have used the identity q − p = 1−2pfail
8(1−pfail) = (1 − q)/3 in the first equality. This
completes the bound and implies that IQin ⊇ Iselin with high probability, as desired.
Part 3. Since {|yi|/M : i ∈ Iin} is an i.i.d. sample from the distribution of |ab| where
a, b ∼ N(0, 1) are independent, we have for each i ∈ Iin, that
P
(
i ∈ IQin
)
= P (|yi|/M ≤ Qfail) = P (|ab| ≤ Qfail) = qfail.
Therefore, E
[
|IQin|
]
= qfail|Iin| ≤ 5−2pfail8(1−pfail)(1 − pfail)m ≤ 58m. Finally, we apply Hoeffding’s
inequality (Lemma C.3) to the i.i.d. Bernoulli random variables 1{i ∈ Iqin} − E [1{i ∈ Iqin}]
(i ∈ Iin) to deduce that
P
(
6251m
10000
≤ |IQin|
)
= P
(
m
10000
≤ |IQin| −
5m
8
)
≤ P
( m
10000
≤ |IQin| − E|IQin|
)
≤ exp
(
−(1/10000)
2m
2(1− pfail)
)
≤ exp
(
− m
2 · 108
)
,
as desired.
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Part 4. First write
P
 1
|IQin|
∑
i∈IQin
`2i,1 ≥ ωfail + t

= P
 1
|IQin|
∑
i∈IQin
`2i,1 ≥ ωfail + t and |IQin| ⊇ Iselin
+ P
 1
|IQin|
∑
i∈IQin
`2i,1 ≥ ωfail + t and IQin 6⊇ Iselin

≤ P
 1
|IQin|
∑
i∈IQin
`2i,1 ≥ ωfail + t and |IQin| ≥
m(1− 2pfail)
2
+ exp(−3(1−2pfail)
160
m
)
,
where first inequality follows from Part 2 and the bound
|Iselin |
m
≥ 1−2pfail
2
. Thus, we focus on
bounding the first term.
To that end, notice that
P
 1
|IQin|
∑
i∈IQin
`2i,1 ≥ ωfail + t and |IQin| ≥
m(1− 2pfail)
2

= P
 1
|IQin|
∑
i∈IQin
`2i,1 ≥ ωfail + t
∣∣∣|IQin| ≥ m(1− 2pfail)2
P(|IQin| ≥ m(1− 2pfail)2
)
.
Observe that for any index i ∈ Iin and t ≥ 0, we have P
(
`2i,1 ≥ t | i ∈ IQin
)
= P (a2 ≥ t | |ab| ≤ Qfail),
where a, b ∼ N(0, 1) are independent. In addition, we have qfail = P (|ab| ≤ Qfail) = 5−2pfail8(1−pfail) ≥
5/8 > 1/2, where we have used the fact that qfail is an increasing function of pfail. Therefore,
applying Lemma C.10, we have the following bound:
P
(
`2i,1 ≥ t | i ∈ IQin
)
≤ 2 exp(−t/2K1) for all t ≥ 0 and i ∈ Iin,
where K1 is a numerical constant. In particular, by Theorem C.7 and the identity ωfail =
E [a2 ≥ t | |ab| ≤ Qfail], we have the following bound
P
 1
|IQin|
∑
i∈IQin
`2i,1 ≥ ωfail + t
∣∣∣|IQin| > m(1− 2pfail)2
 ≤ exp(−cmin{ t2
K2
,
t
K
}
m(1− 2pfail)
2
)
for numerical constants c and K, as desired.
The proof is complete.
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B.1.2 Proof of Lemma B.3
Our goal is to bound the operator norm of the following matrix:
Y1 =
∑
i∈Iselin
(
Pw¯?`i`
>
i P
⊥
w¯? + P
⊥
w¯?`i`
>
i Pw¯?
)
=
1
m
∑
i∈Iselin
`i,1
(
e1`
>
i,2:d + `i,2:de
>
1
)
.
Simplifying, we find that
Y1 =
[
0 λ>2:d1
λ2:d1 0
]
for λ :=
[
0
1
m
∑
i∈Iselin `i,1`i,2:d1
]
∈ Rd1 .
Evidently, ‖Y1‖op ≤ ‖λ2:d1‖2, so our focus will be to bound this quantity. We will bound this
quantity through the following claim, which is based on Gaussian concentration for Lipschitz
functions.
Claim 3. Consider the (random) function F : Rm×(d1−1) → R, given by
F (a1, . . . , am) =
∥∥∥∥∥∥ 1m
∑
i∈Iselin
`i,1ai
∥∥∥∥∥∥
2
.
Then F is η̂ = 1
m
√∑
i∈Iselin `
2
i,1 Lipschitz continuous and
P
(
F (`1,2:d, . . . , `m,2:d) ≥ 2
√
d1 − 1
m
+ t
∣∣∣∣∣ η̂ < 2√m, {`1,i}mi=1, Iselin
)
≤ exp
(
−mt
2
8
)
.
Moreover, the following bound holds:
P
(
η̂ ≥ 2√
m
)
≤ exp
(
−m
2
)
.
Proof of Claim. For any A =
[
a1 . . . am
] ∈ Rm×(d1−1) and B = [b1 . . . bm] ∈ Rm×(d1−1),
we have
|F (A)−F (B)| ≤ 1
m
‖(A−B)(`i,11{i ∈ Iselin })mi=1‖2 ≤
1
m
‖(A−B)‖op‖(`i,11{i ∈ Iselin })mi=1‖2 ≤ η̂‖A−B‖F ,
which proves that F is η̂-Lipschitz. Therefore, since for all i the variables `i,1 and `i,2:d1 are
independent, standard results on Gaussian concentration for Lipschitz functions (applied
conditionally), Theorem C.8, imply that
P
(
F (`1,2:d, . . . , `m,2:d)− E
[
F (`1,2:d, . . . , `m,2:d)
∣∣∣∣∣ η̂ < 2√m, {`1,i}mi=1, Iselin
]
≥ t
∣∣∣∣∣ η̂ < 2√m, {`1,i}mi=1, Iselin ,
)
≤ exp
(
−mt
2
8
)
.
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Thus, the first part of the claim is a consequence of the following bound:
E
[
F (`1,2:d, . . . , `m,2:d)
∣∣∣∣∣ η̂ < 2√m, {`1,i}mi=1, Iselin
]
≤
√√√√E[F (`1,2:d, . . . , `m,2:d)2
∣∣∣∣∣ ηˆ < 2√m, {`1,i}mi=1, Iselin
]
=
√√√√√ 1
m2
E
∑
i∈Iselin
`2i,1(d1 − 1)
∣∣∣ ηˆ < 2√
m
 ≤ 2√d1 − 1
m
.
We now turn our attention to the high probability bound on η̂.
To that end, notice that the (random) function E : Rm → R given by
E(a) =
1
m
√∑
i∈Iselin
a2i =
1
m
‖(ai1{i ∈ Iselin })mi=1‖2.
ism−1-Lipschitz continuous. Moreover, we have that E [E(`1,i, . . . , `1,d)] ≤ 1mE [‖(`1,i)mi=1‖2] ≤
m−1/2. Therefore, by Gaussian concentration we have
P
(
η̂ ≥ 2√
m
)
≥ P
(
E(`1,i, . . . , `1,d)− E [E(`1,i, . . . , `1,d)] ≥ 1√
m
)
≤ exp
(
−m
2
)
,
as desired.
To complete the proof, observe that
P
(
‖λ2:d1‖2 ≥ 2
√
d1 − 1
m
+ t
)
= P
∥∥∥∥∥∥ 1m
∑
i∈Iselin
`i,1`i,2:d1
∥∥∥∥∥∥
2
≥ 2
√
d1 − 1
m
+ t

≤ P
∥∥∥∥∥∥ 1m
∑
i∈Iselin
`i,1`i,2:d1
∥∥∥∥∥∥
2
≥ 2
√
d1 − 1
m
+ t
∣∣∣∣∣ η̂ < 2√m
P(η̂ < 2√
m
)
+ P
(
η̂ ≥ 2√
m
)
≤ P
(
F (`1,2:d, . . . , `m,2:d) ≥ 2
√
d1 − 1
m
+ t
∣∣∣∣∣ η̂ < 2√m
)
+ exp
(
−m
2
)
,
where the second inequality is due to Claim 3. Finally, by Claim 3, the conditional probability
is bounded as follows
P
(
F (`1,2:d, . . . , `m,2:d) ≥ 2
√
d1 − 1
m
+ t
∣∣∣∣∣ η̂ < 2√m
)
= EIselin ,{`i,1}mi=1
[
P
(
F (`1,2:d, . . . , `m,2:d) ≥ 2
√
d1 − 1
m
+ t
∣∣∣∣∣ η̂ < 2√m, {`1,i}mi=1, Iselin
)]
≤ exp
(
−mt
2
8
)
,
which completes the proof.
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B.1.3 Proof of Lemma B.4
Observe the equality
Y2 =
1
m
∑
i∈Iselin
[
0
`i,2:d1
] [
0 `>i,2:d1
]
.
Therefore, we seek to bound the following operator norm:
∥∥Y2 − Sin (Id1 − e1e>1 )∥∥op =
∥∥∥∥∥∥ 1m
∑
i∈Iselin
(`i,2:d1`
>
i,2:d1
− Id1−1)
∥∥∥∥∥∥
op
.
Using the tower rule for expectations and appealing to Corollary C.12, we therefore deduce
P
(∥∥Y2 − Sin (Id1 − e1e>1 )∥∥op ≥ C
√
d1
m
+ t
)
≤ EIselin
[
P
(∥∥Y2 − Sin (Id1 − e1e>1 )∥∥op ≥ C
√
d1
m
+ t
∣∣∣∣∣ Iselin = I
)]
≤ 2 exp(−cmt),
as desired.
B.1.4 Proof of Lemma B.5
Noise model N1 Under this noise model, we write
‖Y3 − SoutId1‖op =
∥∥∥∥∥∥ 1m
∑
i∈Iselout
`i`
>
i − SoutId1
∥∥∥∥∥∥
op
.
The proof follows by repeating the conditioning argument as in the proof of lemma B.4.
Noise model N2 Observe that∥∥∥∥∥∥ 1m
∑
i∈Iselout
`i`
>
i
∥∥∥∥∥∥
op
≤
∥∥∥∥∥ 1m ∑
i∈Iout
`i`
>
i
∥∥∥∥∥
op
≤
∥∥∥∥∥ 1m ∑
i∈Iout
(`i`
>
i − Id1)
∥∥∥∥∥
op
+
∥∥∥∥∥ 1m ∑
i∈Iout
Id1
∥∥∥∥∥
op
=
∥∥∥∥∥ 1m ∑
i∈Iout
(`i`
>
i − Id1)
∥∥∥∥∥
op
+ pfail.
Appealing to Corollary C.12, the result follows immediately.
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B.2 Proof of Proposition 5.2
We will assume that ‖wˆxˆ> − w¯?x¯>? ‖F ≤ ‖wˆxˆ> + w¯?x¯>? ‖F . We will show that with high
probability, |M̂ −M | ≤ δM , and moreover in this event if δ < 1, we have M̂ > 0. The other
setting ‖wˆxˆT − w¯?x¯>? ‖F ≥ ‖wˆxˆT + w¯?x¯>? ‖F can treated similarly.
We will use the guarantees of Proposition 4.6. In particular, there exist numerical con-
stants c1, . . . , c6 > 0 so that as long as m ≥ c1(d1+d2+1)
(1− 2|I|
m
)2
ln
(
c2 +
1
1−2|I|/m
)
, then with proba-
bility at least 1− 4 exp
(
−c3(1− 2|I|m )2m
)
we have
c4‖X‖F ≤ 1
m
‖A(X)‖1 ≤ c5‖X‖F for all rank ≤ 2 matrices X ∈ Rd1×d2 ,
and
c6 (1− 2pfail) ‖X‖F ≤ 1
m
∑
i∈Iin
|`>i Xri|−
1
m
∑
i∈Iout
|`>i Xri| for all rank ≤ 2 matrices X ∈ Rd1×d2 .
Throughout the remainder of the proof, suppose we are in this event. Define the two uni-
variate functions
ĝ(a) :=
1
m
m∑
i=1
∣∣∣yi − (1 + a)M`>i ŵx̂>ri∣∣∣,
g(a) :=
1
m
m∑
i=1
∣∣∣yi − (1 + a)M`>i w¯x¯>ri∣∣∣
By construction, if a? minimizes ĝ(·) then (1 + a?)M minimizes G. Thus, to prove the claim
we need only show that any minimizer a? of ĝ satisfies −δ ≤ a? ≤ δ.
To that end, first note that g(0) and ĝ(0) are close:
|ĝ(0)− g(0)| ≤ M
m
m∑
i=1
|`>i ŵx̂>ri − `>i w¯?x¯>? ri| ≤ c5M
∥∥ŵx̂> − w¯?x¯>? ∥∥F , (B.2)
Therefore, setting µ3 = c6 (1− 2pfail), we obtain
gˆ(a) =
1
m
m∑
i=1
∣∣∣yi − (1 + a)M`>i ŵx̂>ri∣∣∣
=
1
m
∑
i∈Iin
∣∣∣`>i w¯x¯>ri − (1 + a)M`>i ŵx̂>ri∣∣∣+ 1m ∑
i∈Iout
∣∣∣yi − (1 + a)M`>i ŵx̂>ri∣∣∣
≥ 1
m
∑
i∈Iin
∣∣∣`>i w¯x¯>ri − (1 + a)M`>i ŵx̂>ri∣∣∣− 1m ∑
i∈Iout
∣∣∣`>i w¯x¯>ri − (1 + a)M`>i ŵx̂>ri∣∣∣
+
1
m
∑
i∈Iout
∣∣∣yi − `>i w¯x¯>ri∣∣∣
≥ g(0) + µ3‖(1 + a)Mŵx̂> − w¯x¯>‖F
≥ ĝ(0) + µ3‖(1 + a)Mŵx̂> − w¯x¯>‖F − c5M
∥∥ŵx̂> − w¯?x¯>? ∥∥F
≥ ĝ(0) + µ3|a|M − (µ3M + c5M)
∥∥ŵx̂> − w¯?x¯>? ∥∥F ,
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where the second inequality follows from Theorem 4.6, the third inequality follows from
Equation (B.2), and the fourth follows from the reverse triangle inequality. Thus, any
minimizer a? of gˆ must satisfy
|a?| ≤
(
1 +
c5
µ3
)∥∥ŵx̂> − w¯?x¯>? ∥∥F = δ,
as desired. Finally suppose δ < 1. Then we deduce M̂ = (1 + |a?|)M ≥ (1− δ)M > 0. The
proof is complete.
Appendix C Auxiliary Lemmas
C.1 Technical Results
This subsection presents technical lemmas we employed in our proofs. The first result we
need is a special case of the celebrated Davis-Kahan sin θ Theorem (see [19]). For any two
unit vectors u1, v1 ∈ Sd−1, define θ(u1, v1) = cos−1(|〈u1, v1〉|).
Lemma C.1. Consider symmetric matrices X,∆, Z ∈ Rn×n, where Z = X + ∆. Define
δ to be the eigengap λ1(X) − λ2(X), and denote the first eigenvectors of X,Z by u1, v1,
respectively. Then
1√
2
min {‖u− v‖2 , ‖u+ v‖2} ≤
√
1− 〈u1, v1〉2 = |sin θ(u1, v1)| ≤
‖∆‖op
δ
.
Additionally, we need the following fact about -nets over low-rank matrices, which we
employ frequently to prove uniform concentration inequalities.
Lemma C.2 (Lemma 3.1 in [14]). Let Sr :=
{
X ∈ Rd1×d2 ∣∣ rank(X) ≤ r, ‖X‖F = 1}. There
exists an -net N (with respect to ‖ · ‖F ) of Sr obeying
|N | ≤
(
9

)(d1+d2+1)r
.
C.2 Concentration Inequalities
In this subsection, we first provide a few well-known concentration inequalities about sub-
gaussian and sub-exponential random variables.
Theorem C.3 (Hoeffding’s Inequality - Theorem 2.2.2 in [51]). Let X1, . . . , XN be indepen-
dent symmetric Bernoulli random variables. Then for any t ≥ 0, we have
P
(
N∑
i=1
Xi ≥ t
)
≤ exp
(
− t
2
2N
)
.
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Theorem C.4 (Bernstein’s Inequality - Theorem 2.8.4 in [51]). Let X1, . . . , XN be indepen-
dent mean-zero random variables, such that for |Xi| ≤ K for all i. Then for any t ≥ 0, we
have
P
(∣∣∣∣∣
N∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
− t
2
2 (σ2 +Kt/3)
)
here σ2 =
∑
E[X2i ] is the variance of the sum.
Theorem C.5 (Sub-gaussian Concentration - Theorem 2.6.3 in [51]). Let X1, . . . , XN be
independent, mean zero, sub-gaussian random variables and (a1, . . . , aN) ∈ RN . Then, for
every t ≥ 0, we have
P
(∣∣∣∣∣
N∑
i=1
aiXi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
− ct
2
K2‖a‖22
)
where K = maxi ‖Xi‖ψ2 .
Theorem C.6 (Sub-exponential Concentration - Theorem 2.8.2 in [51]). Let Z1, . . . , Zm
be an independent, mean zero, sub-exponential random variables and let a ∈ Rm be a fixed
vector. Then, for any t ≥ 0 we have that
P
(
m∑
i=1
aiZi ≤ −t
)
≤ exp
(
−cmin
{
t2
K2‖a‖22
,
t
K‖a‖∞
})
where K := maxi ‖Zi‖ψ1 and c > 0 is a numerical constant.
Theorem C.7 (Corollary 2.8.3 in [51]). Let X1, . . . , Xm be independent, mean zero, sub-
exponential random variables. Then, for every t ≥ 0, we have
P
(∣∣∣∣∣ 1m
m∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
[
−cmmin
(
t2
K2
,
t
K
)]
where c > 0 is a numerical constant and K := maxi ‖Xi‖ψ1.
Theorem C.8 (Theorem 5.6 in [9]). Let X = (X1, . . . , Xm) be a vector of n independent
standard normal random variables. Let f : Rn → R denote an L-Lipschitz function. Then,
for every t ≥ 0, we have
P (f(X)− Ef(X) ≥ t) ≤ exp
(
− t
2
2L2
)
.
The following concentration inequalities deal with quantiles of distributions:
Lemma C.9. Let X1, . . . , Xm be an i.i.d. sample with distribution D, choose Qq to be the q
population quantile of the distribution D, that is q = P (X1 ≤ Qq), and let p ∈ (0, 1) be any
probability with p < q. Then,
P
(
quantp({Xi}mi=1) ≥ Qq
) ≤ exp( m(q − p)2
2(q − p)/3 + 2q(1− q)
)
,
where quantp({Xi}mi=1) denotes the p-th quantile of the sample {Xi}.
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Proof. It is easy to see that the following holds, quantp({Xi}mi ) ≥ Qq if, and only if,
1
m
∑m
i=1 1{Xi ≤ Qq} ≤ p. Notice that 1{Xi ≤ Qq} ∼ B(q) are i.i.d. Bernoulli random
variables and thus Var(1{Xi ≤ Qq}) = q(1− q). Then, the result follows by applying Bern-
stein’s inequality (Theorem C.6) to 1
m
∑
1{Xi ≤ Qq} − q.
Lemma C.10. Let a, b be i.i.d. sub-gaussian random variables. For any Q > 0 such that
q := P (|ab| ≤ Q) > 1/2, consider the random variable c2 defined as a2 conditioned on the
event |ab| ≤ Q, namely for all t
P
(
c2 ≤ t) = P (a2 ≤ t | |ab| ≤ Q) .
Then, c2 is a sub-exponential random variable, in other words for all t ≥ 0 we have that
P
(
c2 ≥ t) ≤ 2 exp(−t/2K)
where K is the minimum scalar such that P (a2 ≥ t) ≤ 2 exp(−t/K).
Proof. Let us consider two cases. Suppose first t ≤ 2K log 2. Then we have that 1 ≤
2 exp(−t/2K) and therefore the stated inequality is trivial.
Suppose now t ≥ 2K log 2. Then we have that
t
2K
≥ log 2 ⇐⇒ exp(t/K − t/2K) ≥ 2 ⇐⇒ exp(−t/2K) ≥ 2 exp(−t/K).
With this we can bound the probability
P
(
c2 ≥ t) = 1
q
P
(
a21{|ab| ≤ Q} ≥ t) ≤ 1
q
P
(
a2 ≥ t) ≤ 2
q
exp(−t/K)
≤ 4 exp(−t/K) ≤ 2 exp(−t/2K),
as claimed.
The following Theorem from [50] is especially useful in bounding the operator norm of
random matrices:
Theorem C.11 (Operator norm of random matrices). Consider an m× n matrix A whose
rows Ai are independent, sub-gaussian, isotropic random vectors in Rn. Then, for every
t ≥ 0, one has
P
(∥∥∥∥ 1mAA> − In
∥∥∥∥
op
≤ C
√
n
m
+ t
)
≥ 1− 2 exp (−cmt) ,
where C depends only on K := maxi ‖Ai‖ψ2.
Proof. The Theorem is a direct Corollary of [50, Theorem 5.39]. Specifically, the concavity
of the square root gives us
√
a+
√
b ≤ √2√a+ b, implying that
C
√
n
m
+
√
t
m
≤ C
√
2
√
n
m
+
t
m
.
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Additionally, [50, Theorem 5.39] gives us that
P
(∥∥∥∥ 1mAA> − In
∥∥∥∥
op
≤ C
√
n
m
+
t√
m
)
≥ 1− 2 exp (−ct2) .
Setting t′ = C
√
mt and a bit of relabeling, along with the square root inequality, gives us
the desired inequality.
Let us record the following elementary consequence.
Corollary C.12. Let a1, . . . , am ∈ Rd be independent, sub-gaussian, isotropic random vec-
tors in Rn and let I ⊂ {1, . . . ,m} be an arbitrary set. Then, for every t ≥ 0, one has
P
∥∥∥∥∥ 1m∑
i∈I
(aia
>
i − Id)
∥∥∥∥∥
op
≤ C
√
d
m
+ t
 ≥ 1− 2 exp (−cmt) ,
where C depends only on K := maxi ‖Ai‖ψ2.
Proof. Consider the matrix A ∈ R|I|×d whose rows are the vectors ai for i ∈ I. Then we
deduce ∥∥∥∥∥ 1m∑
i∈I
(aia
>
i − Id)
∥∥∥∥∥
op
=
|I|
m
∥∥∥∥∥ 1|I|∑
i∈I
aia
>
i − Id
∥∥∥∥∥
op
=
|I|
m
∥∥∥∥ 1|I|AA> − Id
∥∥∥∥
op
.
Appealing to Theorem C.11, we therefore deduce for any γ > 0 the estimate∥∥∥∥∥ 1m∑
i∈I
(aia
>
i − Id)
∥∥∥∥∥
op
≤ |I|
m
√
d
|I| + γ ≤ C
√
d|I|
m2
+
γ|I|2
m2
,
holds with probability 1−2 exp(−c|I|γ). Now for any t > 0, choose γ such that, d|I|
m2
+ γ|I|
2
m2
=
d
m
+ t, namely γ = m
2
|I|2 [
d
m
(1− |I|
m
) + t]. Noting
|I|γ = m · m|I|
[
d
m
(
1− |I|
m
)
+ t
]
≥ mt,
completes the proof.
Recall that we defined the functions qfail(pfail) =
5−2pfail
8(1−pfail) and Qfail(qfail) given as the qfail-
quantile of |ab| where a, b are i.i.d. standard normal. Furthermore we defined ωfail = E[a2 |
|ab| ≤ Qfail].
Lemma C.13. The function ω : [0, 1]→ R+ given by
pfail 7→ E[a2 | |ab| ≤ Qfail]
is nondecreasing. In particular, there exist numerical constants c1, c2 > 0 such that for any
0 ≤ pfail ≤ 0.1 we have
c1 ≤ ωfail ≤ c2,
where the tightest constants are given by c1 = ω(0) ≥ 0.5 and c2 = ω(0.1) ≤ 0.56.
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Proof. The bulk of this result is contained in the following claim.
Claim 4. Let 0 ≤ Q ≤ Q′ be arbitrary numbers, then
P(a2 ≥ t | |ab| ≤ Q) ≤ P(a2 ≥ t | |ab| ≤ Q′) ∀t ∈ R.
We defer the proof of the claim and show how it implies the lemma. Observe that the
functions pfail 7→ qfail and qfail 7→ Qfail are nondecreasing, thus it suffices to show that the
function Q 7→ E[a2 | |ab| ≤ Q] is nondecreasing. Let 0 ≤ Q ≤ Q′
E[a2 | |ab| ≤ Q] =
∫ ∞
0
P(a2 ≥ t | |ab| ≤ Q)dt ≤
∫ ∞
0
P(a2 ≥ t | |ab| ≤ Q′)dt = E[a2 | |ab| ≤ Q′],
where the inequality follows from the claim and the equalities follow from the identity E[X] =∫∞
0
P(X ≥ t)dt for nonnegative random variables X. Hence ω is a nondecreasing function.
The above implies that for any pfail ∈ [0, 0.1] we have ω(0) ≤ ωfail ≤ ω(0.1). Note that
ω(0) is positive since it is defined by a positive integrand on a set of non-negligible measure.
The bounds on ω(0) and ω(0.1) follow by a numerical computation. In particular we obtain
that with Q = 0.6 the probability P(|ab| ≤ Q) ≥ 0.6679 ≥ 2/3 = qfail(0.1). Then computing
numerically (with precision set to 32 digits) we obtain ω(0.1) ≤ E[a2 | |ab| ≤ Q] ≤ 0.56.
Similarly we find that if we set Q = 0.5 we get P(|ab| ≤ Q) ≤ 0.5903 ≤ 5/8 = qfail(0). Then
evaluating we find ω(0) ≥ E[a2 | |ab| ≤ Q] ≥ 0.5.
Proof of the claim. The statement of the claim is equivalent to having that for any t ∈ R+
the function ht : R+ → R given by
Q 7→ P(a
2 ≤ t; |ab| ≤ Q)
P(|ab| ≤ Q)
is nonincreasing. Our goal is to show that h′t ≤ 0. In order to prove this result we proceed
as follows. Define
g(Q) :=
pi
2
P(|ab| ≤ Q) =
∫ ∞
0
∫ Q/x
0
exp(−(x2 + y2)/2) dy dx,
and
ft(Q) :=
pi
2
P(a2 ≤ t; |ab| ≤ Q) =
∫ √t
0
∫ Q/x
0
exp(−(x2 + y2)/2) dy dx.
Observe ht = ft/g. Thus it suffices to show f
′
tg − ftg′ ≤ 0. Invoking Leibniz rule we get
f ′t(Q) =
∂
∂Q
∫ √t
0
∫ Q/x
0
exp(−(x2 + y2)/2) dy dx
=
∫ √t
0
∂
∂Q
∫ Q/x
0
exp(−(x2 + y2)/2) dy dx
=
∫ √t
0
1
x
exp(−(x2 +Q2/x2)/2) dx.
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Repeating the same procedure we get g′(Q) =
∫∞
0
1
x
exp(−(x2 +Q2/x2)/2) dx. Some algebra
reveals we want to show
ξ(t) :=
(∫ √t
0
1
x
exp(−(x2 +Q2/x2)/2) dx
)
(∫ √t
0
∫ Q/x
0
exp(−(x2 + y2)/2) dy dx
) ≤ (∫∞0 1x exp(−(x2 +Q2/x2)/2))(∫∞
0
∫ Q/x
0
exp(−(x2 + y2)/2) dy dx
) .
It is enough to show that the function ξ(t) is monotonically increasing. Define
ζQ(t) =
∫ √t
0
1
x
exp(−(x2+Q2/x2)/2) dx and ψQ(t) =
∫ √t
0
∫ Q/x
0
exp(−(x2+y2)/2) dy dx,
Thus we have
ζ ′Q(t) =
1
2t
exp(−(t+Q2/t)/2) and ψ′Q(t) =
1
2
√
t
∫ Q/√t
0
exp(−(t+ y2)/2)dy.
Again, ξ(t) = ζQ(t)/ψQ(t), hence we need to show ζ
′
QψQ ≥ ζQψ′Q. After some algebra, this
amounts to proving(∫ √t
0
∫ Q/x
0
exp(−(x2 + y2)/2) dy dx
)
≥
(∫ √t
0
√
t
x
exp(−(Q2/x2 −Q2/t)/2)
∫ Q/√t
0
exp(−(x2 + y2)/2)dy dx
)
.
The inequality is true if in particular the same holds for the integrands, i.e.∫ Q/x
0
exp(−y2/2) dy ≥
√
t
x
exp
(
−
(
Q2
x2
− Q
2
t
)
/2
)∫ Q/√t
0
exp(−y2/2) dy.
Since x ≤ √t, the previous inequality holds if
x 7→ 1
x
exp
(
− Q2
2x2
)
∫ Q/x
0
exp(−y2/2)dy
is increasing. By taking derivatives and reordering terms we see that this is equivalent to
Q− x2
Qx
∫ Q/x
0
exp(−y2/2)dy + exp(−Q2/2x2) ≥ 0.
Since exp(−y2/2) is decreasing, we have
Q− x2
qx
∫ Q/x
0
exp(−y2/2)dy ≥ Q− x
2
Qx
Q
x
exp(−Q2/2x2) ≥ − exp(−Q2/2x2)
proving the claim.
Thus the proof is complete.
60
