Introduction {#S1}
============

Learning the meanings of words is a critical step in learning a language. As infants and young children acquire their first language, they must deduce from their experience how speech sounds match up with meanings. Because neither words nor their referents typically appear in perfect isolation, this process is rife with ambiguity, and yet most children successfully map at least some sounds to meanings within the first 6--9 months of life and have productive vocabularies of dozens of words by their second birthdays ([@R2]; [@R7]; [@R8]). This indicates that even infants are skilled and efficient word learners, suggesting that young children have certain expectations about how word-referent pairings will work.

These expectations have been formalized in a number of theoretical accounts, which differ in their details, but have similarities in their broader points. For example, most accounts of lexical acquisition propose that children might constrain their hypotheses about the meaning of a new word by assuming that it will not refer to anything that already has a label. The flip side of that same assumption is that a familiar word will only denote its previously established referent. Under various approaches to word learning, such assumptions are called one form/one function ([@R43]), the taxonomic constraint ([@R35]), or the mutual exclusivity hypothesis ([@R36]). The details of this word learning constraint vary depending on the particular instantiation, but they all center on the same general idea. In short, each word gets one referent and each referent gets one word.

Empirical support for the existence of such a constraint is legion. Children's use of mutual exclusivity for fast-mapping of form to meaning has been reported for nearly 40 years (e.g., [@R9]; [@R37]; [@R39]; *inter alia*) and is used as the basis of many paradigms in word learning research. A one-to-one relationship between linguistic forms and their meanings goes a long way toward constraining children's hypotheses regarding possible meanings and accounts for the acceleration of word learning over early childhood. The more words a child knows, the better able she is to make informed guesses about the intended referent of a new word. From a learning perspective, there's only one problem with assuming that each word has one meaning and each meaning has one word: it isn't true.

Homophony violates the assumption of a one-to-one relationship between words and their referents because a homophone is a single phonological form that maps to two (or sometimes more) unrelated referents. Accounting for homophones has not been a primary concern of much literature on lexical development in spite of the fact that homophony (and its counterpart, *polysemy*, in which a word has multiple related meanings) is widespread in the world's languages. If children constrain the possible meanings of a word by assuming that each word has only one meaning, homophones should be particularly problematic for learners. One would expect that children would learn only one meaning for a homophone until they are sufficiently linguistically or cognitively advanced to allow violations of their word learning constraints.

Studies of children's acquisition of homophones or *pseudohomophones* (familiar words used with a novel meaning, e.g., *egg* used to refer to a jackhammer) in laboratory settings generally support the idea that children under the age of five adhere to a one-to-one mapping assumption and fail to learn homophones. In particular, when the contrastive meaning of a word is available, children struggle to interpret even familiar homophones and appear not to entertain the possibility that a familiar word might have a second meaning, but do not typically have trouble learning the meaning of a completely novel word ([@R5]; [@R20]; [@R38]; see [@R10]; [@R47] for important exceptions). Such findings indicate that learning a new phonological string with a new meaning may be easier than attaching a new meaning to an existing phonological form. These studies constitute strong support for the use of a one-to-one mapping assumption as a guiding principle for word learning. In controlled settings, children struggle to learn homophones.

At some point, however, children do learn homophones. Their environments contain homophones ([@R12]; [@R40]), children produce noun/verb homophones (e.g., *kiss*) in both categories by their third birthdays ([@R11]; [@R15]; [@R40]), and, of course, adults are fluent with homophony. Given their apparent inability to learn homophones in the lab, how do children gain adult-like abilities with ambiguous words?

One possibility is that children are equipped with cognitive structures to support multiple meanings at a very young age. Studies of polysemy find cross-linguistic regularities in polysemes that point to likely cognitive biases in how people entertain polysemous meanings ([@R45]). Children's ability to interpret multiple related meanings appears to develop in tandem with certain conceptual abilities. For example, as children become better able to recruit world knowledge and context during language processing, they become able to interpret different classes of denominal verbs ([@R44]). [@R33] found evidence that children's experience with polysemous words contributes to their ability to interpret novel instances of such words. In their study, two-and-a-half year olds whose mothers produced both noun and verb tokens of familiar noun/verb polysemes during a brief interaction were able to interpret denominal verb uses of a novel noun, but those children whose mothers did not produce cross-category uses of noun/verb polysemes showed chance performance at the task. However, these studies consider polysemy, in which a word's multiple meanings are semantically related in regular and cross-linguistically consistent ways ([@R45]). They do not speak to how children learn multiple unrelated meanings for homophonous words. Other research suggests that children need to acquire certain meta-cognitive abilities before they can begin to entertain the possibility that a word might have two meanings ([@R27]). However, such claims do not explain how very young children come to use both meanings of homophones in their spontaneous productions.

Although conceptual and semantic development likely play significant roles in children's ability to assign more than one meaning to a single word form, very early homophone learning may be supported by a different set of cues. In particular, growing evidence indicates that homophones may differ in their pronunciation depending on their intended meaning. On the surface, this doesn't make much sense, as homophones are, by definition, words that have the same phonological form but distinct meanings. However, the distinctness of the meanings may result in different pronunciation over time. [@R41] reported that speakers produce homophones with emotional valence appropriate to the intended meaning, leading to differences in duration and pitch between such words as *bridal* and *bridle*. [@R28] found that some function words with multiple meanings differ in duration in spontaneous speech depending on the intended meaning. [@R26] further reported that, over a large corpus of spoken English, the more frequent member of a homophone pair is shorter in duration than the less frequent meaning, even when sentence position and category of use are controlled for. Such findings provide evidence that adults who are speaking to other adults pronounce homophones slightly differently depending on the intended meaning, which could facilitate processing of potentially ambiguous words and sentences.

The availability of durational and pitch differences in homophones in adult-directed speech raises the possibility that such differences might also be available to child language learners. If they are, then children might be able to use these differences to side-step the potential learning problems posed by homophones. Homophones should be difficult to learn because they do not adhere to a one-to-one relationship between form and meaning; they are a single word form that has two meanings. If, however, those two meanings are actually attached not to one word form, but to two word forms that are segmentally the same, but exhibit subtle differences in duration or other acoustic cues, homophones would no longer violate the one-to-one mapping assumption. Children might be able to associate one meaning with the version of the word that has a shorter duration and the other meaning with the longer duration. For that to be feasible, however, the durational distinctions between homophones that are present in adult-directed speech must also be available in speech to children.

Speech to young children differs from speech between adults in a number of ways, in particular in terms of its prosody. Child-directed speech is prosodically exaggerated, with a slower speaking rate, elongated vowel durations, and longer pauses than adult-directed speech ([@R3], [@R4]; [@R24]; [@R25]; [@R29]). Pitch contours are larger in child-directed speech ([@R22]; [@R23]) and the vowel space is also enlarged in speech to children ([@R3]; [@R17]; [@R30]). Because child-directed speech is prosodically and phonetically distinct from adult-directed speech, the differences reported between homophone meanings in adult-directed speech may be masked by the exaggeration of prosodic features. The durational differences between homophones in adult-directed speech are small, but consistent, which means that the elongation and slowed speech rate that characterize child-directed speech have the potential to introduce variability and overall lengthening that could easily swamp those durational differences. Alternatively, the differences may be exaggerated in child-directed speech. Because prosodic contours and speaking rate are exaggerated in child-directed speech, individual words might also be subject to that exaggeration, thus enhancing prosodic differences between homophone meanings. Even if the differences between homophone meanings are not exaggerated in child-directed speech, they might be similar to those in adult-directed speech. Either of these alternatives would mean that young children are exposed to low-level acoustic information that could help them distinguish the multiple uses of homophones, provided that they are perceptually sensitive to that information.

Some evidence suggests that child-directed speech does contain at least some differences in the pronunciation of homophones, but examination of those differences has, thus far, been largely based on the syntactic category of use. In a study of Canadian French speakers, [@R42] found that mothers reading to their children will alter their pronunciation of disyllabic novel words depending on the category of use. Specifically, mothers elongated and increased the pitch of the second vowel of noun uses but not of verb uses. In a similar study of Mandarin Chinese speakers, mothers altered the relative duration of vowels in disyllabic nonsense words as a function of category of use ([@R32]). [@R15] reported differences in duration and vowel formants in a small number of noun and verb tokens of noun/verb homophones in the natural speech of one English-speaking mother to her child. Furthermore, they found that infants demonstrate perceptual sensitivity to those differences. In a larger-scale corpus analysis, [@R13] reported that noun tokens of noun/verb homophones in child-directed speech are consistently longer than verb tokens in sentence-medial, but not sentence-final contexts. All of these studies, however, consider only the differences between cross-category uses of nouns and verbs. This is an important limitation in the previous research, as these studies do not differentiate between polysemes and homophones, nor do they consider the role of meaning frequency in the production of these words. No research to date has examined the nature of homophone pronunciation in child-directed speech in general and the role of lemma frequency has yet to be considered as a factor in homophone production in speech to children.

Characterizing the presence of perceptual cues to homophone meaning in child-directed speech is important to understanding whether those cues might facilitate homophone learning in children, especially in the early stages of lexical acquisition. To resolve the issue of whether durational and other prosodic differences between homophone senses are present in child-directed speech and whether those differences are, as in adult-directed speech, associated with the relative frequency of the meaning ([@R26]), the study presented here examines the prosodic characteristics of homophones in a large corpus of child-directed speech. If child-directed speech contains the same patterns of pronunciation that have been reported for homophones in adult-directed speech, such information could be used by children to distinguish homophone meanings in acquisition. If, however, the exaggerated prosody of child-directed speech masks the durational differences that have been reported in homophones in adult-directed speech, such perceptual differences are unlikely to support homophone learning in children.

Method {#S2}
======

Corpus {#S3}
------

This study uses the child-directed speech from the six mothers in the Providence Corpus ([@R19]). This corpus consists of hour-long naturalistic recordings of mothers interacting with their children in their homes. Recordings began when the children uttered their first words (11--16 months) and were taken every other week for 2--3 years. Two of the mothers had de-rhotic dialects characteristic of southern New England, while the other four spoke rhotic dialects. This corpus includes approximately 364 h of transcribed interaction and was selected because audio recordings are available for all transcribed sessions. The ages of the children and the total number of recordings per child are presented in [Table 1](#T1){ref-type="table"}.

Procedure {#S4}
---------

A list of 33 homophone pairs was compiled from various sources, including type frequency lists from the CHILDES database ([@R34]) and literacy materials for elementary school students. The maternal speech in the Providence Corpus was searched for all of these homophones. To reduce effects of interpersonal variation in speaking rate and pronunciation, each mother's use of a particular homophone pair was included only if she produced both meanings at least five times. Of the original 33 pairs, 25 appeared with both meanings at least 5 times in the speech of at least one mother. Research assistants verified that pairs consisted of the same phonetic segments by listening to the mother's pronunciation of each meaning.^[1](#FN1){ref-type="fn"}^ A complete list of the target words that were extracted is presented in [Appendix A](#APP1){ref-type="app"}. Using the kwal function in CLAN ([@R34]), each use of the target words was identified in the maternal speech and categorized by hand as a noun, verb, adjective, adverb, or other use (e.g., *new* in *New York*). Isolated tokens were not included in the analysis. To coarsely assess the role of sentence prosody on production of homophones, utterance position was also hand-coded as either utterance-medial or utterance-final. Utterance-initial tokens were fairly small in number (301 total) and therefore included in the utterance-medial category, as proximity to an utterance boundary was the feature of interest. A total of 2906 tokens were included in the analysis. Of these, 627 were nouns, 1187 were verbs, 449 were adjectives, 103 were adverbs, and 540 were other uses. A total of 2318 medial and 588 final tokens were represented.

To assess how frequency of use affects the acoustic properties of homophones, each homophone meaning was classified as either higher or lower frequency. Relative frequency was based on the total number of uses in the Providence Corpus ([@R19]). For homophones that are also heteronyms (e.g., *read*), uses were hand-coded for pronunciation prior to analysis and only those uses that matched the target pronunciation were included in the frequency counts. No homophone pair had equal numbers of uses for both meanings.

Each token was extracted from the audio recordings associated with each transcript using the Audacity program. After extraction was completed, trained research assistants used the PRAAT program ([@R6]) to place boundaries at the beginnings and ends of each token as well as the beginning and end of the vowel. For disyllabic words, only the beginning and end of the stressed vowel were marked with boundaries. Boundaries were placed using a combination of visual and auditory examination of the waveform and spectrogram. Word types with rhotic syllables were excluded from the vowel duration analysis, bringing the number of tokens in that analysis to 2195. To assess the reliability of the vowel duration measure, 10% of tokens were re-marked by a second researcher. Reliability was high (r = .949). On the basis of these boundaries, a PRAAT script extracted the token and vowel duration (in ms) and mean, minimum, and maximum pitch (in Hz). Vowel duration was included to determine whether any lengthening was primarily due to enhanced production of the vowel. The minimum and maximum pitch were used to compute the pitch range in semitones, which, along with mean pitch, were included as coarse measures of sentence prosody and lexical stress.

The data were analyzed using linear mixed effects models (*lme4*; [@R1]) in R ([@R16]). For each measure, a model was constructed with relative frequency, utterance position, vowel type and category of use as fixed effects. Speaker (mother) and homophone pair were included as random effects with by-speaker and by-pair random slopes for the effect of frequency. Statistical significance of each effect was determined by a maximum likelihood test comparing the full model to a model with that effect omitted. Statistical significance for each estimate was calculated using the Satterthwaite approximation for degrees of freedom as implemented in *lmerTest* for R ([@R31]) to provide information regarding each level of the vowel type and category of use factors.

Results {#S5}
=======

Token duration was significantly affected by both fixed and random factors. The data for the effects of frequency and utterance position on both durational measures are presented in [Figure 1](#F1){ref-type="fig"}. Token duration showed a significant main effect of relative frequency of meaning (χ^2^(2) = 14.91, p \< .001), a significant main effect of utterance position (χ^2^(2) = 384.15, p \< .001) and a significant interaction of meaning frequency and utterance position (χ^2^(1) = 11.47, p \< .001). Lower frequency meanings were longer than higher frequency meanings and utterance-final uses were longer than medial uses. The effect of frequency on token duration was statistically significant in utterance-final cases (μ~lower~ = 500 ms; μ~higher~ = 438 ms; t(524) = 3.162; p = .002), but not in utterance-medial position (μ~lower~ = 266 ms; μ~higher~ = 258 ms; t(2273) = 1.29; p = .2). Token duration was also significantly affected by the category in which a word was used (χ^2^(4) = 24.98, p \< .001), vowel type (χ^2^(8) = 30.93, p \< .001), speaker identity (χ^2^(3) = 306.09, p \< .001), and homophone pair (χ^2^(3) = 130.29, p \< .001). Complete results from the mixed model analysis of token duration are presented in [Table 2](#T2){ref-type="table"}.

Vowel duration showed a significant main effect of utterance position (χ^2^(2) = 242.26, p \< .001), but did not show a significant main effect of frequency of meaning (χ^2^(2) = 3.01, p = .22). nor a significant interaction of position and frequency (χ^2^(1) = 2.34, p = .13). Vowel duration was also significantly affected by category of use (χ^2^(4) = 18.84, p \< .001), speaker identity (χ^2^(3) = 136.81, p \< .001), vowel type (χ^2^(5) = 21.79, p \< .001), and homophone pair (χ^2^(3) = 60.1, p \< .001). The results of the mixed model analysis of vowel duration are presented in [Table 3](#T3){ref-type="table"}.

The effects of relative frequency and sentence position on the two pitch measures are presented in [Figure 2](#F2){ref-type="fig"}. Mean pitch showed no main effect of relative frequency of use, no main effect of utterance position and no interaction of utterance position and meaning frequency (all p \> .5). Category of use also did not affect mean pitch (χ^2^(2) = 1.154, p = .562). As expected, vowel type had a significant effect on mean pitch (χ^2^(8) = 16.99, p = .03), as did homophone pair (χ^2^(3) = 91.81, p \< .001) and speaker identity (χ^2^(3) = 91.29, p \< .001). Pitch range was significantly affected by utterance position (χ^2^(2) = 138, p \< .001), with utterance-final tokens showing greater pitch range than utterance medial tokens (μ~final~ = 11.32 ST; μ~medial~ = 6.22 ST; t(784) = 14.003, p \< .001). However, pitch range showed no main effect of meaning frequency and no interaction (both p \> .2). Category of use also significantly affected pitch range (χ^2^(4) = 30.44, p \< .001), as did vowel type (χ^2^(8) = 21.7, p = .005), homophone pair (χ^2^(3) = 12.5, p = .006), and speaker identity (χ^2^(3) = 48.37, p \< .001). Complete results of the analyses of both pitch measures are in [Table 4](#T4){ref-type="table"}.

Overall, frequency of meaning affects the duration of homophones in child-directed speech, even when speaker identity, homophone pair, lexical category, vowel type, and utterance position are considered. No effects of frequency are found for vowel duration, mean pitch, or pitch range once other factors are controlled for.

Discussion {#S6}
==========

This study finds that the frequency effects on homophone pronunciation that have been reported in adult-directed speech (e.g., [@R26]; [@R28]) are also present in child-directed speech. These findings indicate that the prosody of child-directed speech does not overwhelm frequency-based durational differences in homophones. The presence of such distinctions might support homophone acquisition by children by allowing them to maintain distinct word forms for homophones, one for each meaning, at least until their lexical and conceptual development are sufficiently advanced to support multiple meanings for a single form.

In addition to supporting the hypothesis that homophone distinctions are present in child-directed speech, these data have an unexpected feature. Token duration showed an interaction between utterance position and relative frequency. That utterance position affects duration is not in itself surprising. However, the particular interaction between position and frequency does not reflect other effects of sentence position on homophone pronunciation that have been previously reported. [@R14] reported durational differences in adult-directed noun/verb homophones in sentence-*medial* position only. Likewise, [@R13] found that noun/verb homophones in child-directed speech differ in duration in utterance-medial, but not utterance-final positions. The data presented here show differences as a function of frequency only in *final* position. One important difference between the data reported here and the studies by Conwell and colleagues is that the previous work was concerned only with differences that result from lexical category and did not consider the role of meaning frequency in the production of the target words. The previous studies also include only noun and verb uses, while the analysis in this article includes a wider range of category types and controls statistically for category effects. The data presented here concern a set of word types that is wholly distinct from those examined in [@R13] and [@R14]. Those studies that find only utterance-medial distinctions examine noun/verb homophones, many of which (e.g., *kick*) are in fact *polysemes*. Homophones and polysemes may differ in the extent to which adults represent their meanings separately (e.g., [@R26]), which could affect the role of meaning frequency in creating durational differences. The study described in this article shows that meaning frequency contributes to durational differences over and above the effects of lexical category and sentence position.

Because this study finds consistent durational differences in homophones in child-directed speech, we can conclude that the slower pace and exaggerating lengthening of child-directed speech does not add variability that might overwhelm the rather subtle differences in homophone duration that have been reported in adult-directed speech ([@R26]). Rather, children, like adults, are exposed to differences in homophone duration even when sentence position and grammatical category of use are controlled for. This finding has important implications for how children might learn homophones. Traditional theories of word learning posit that children will assume a one-to-one form-to-meaning mapping while in the early stages of word learning ([@R35]; [@R43]). These accounts do not typically explain how children decide to violate that assumption to learn homophones. The evidence presented here creates the possibility that homophones do not violate the one-to-one assumption for children because the durational differences reported here are perceptible by young word learners. [@R15] reported that toddlers show perceptual sensitivity to the durational differences that distinguish noun/verb homophones, which could allow them to maintain separate forms for the two meanings. Because child-directed speech contains durational differences in homophones more broadly, children could similarly maintain distinct forms of homophonous words early in acquisition, which would allow them to circumvent the one-to-one mapping assumption that could impede homophone learning. For example, a child might encounter an unusually long token of a familiar word and use that durational information to conclude that this token has a novel meaning. This process might be additionally supported by the absence of the familiar referent in the context.

Other work on word learning, however, indicates that infants do not use small changes in pronunciation to assume that a word has a new meaning (e.g., [@R46]), suggesting that learners may not be able to use the durational differences described in this article to support homophone learning. Word familiarity, age, and vocabulary size also affect infants' ability to detect differences in pronunciation in word identification and learning tasks ([@R21]; [@R48]). Children become better able to detect minor changes in pronunciation and use them in learning tasks as they age and as their vocabularies expand, although their use of changes in pronunciation to assume that the speaker intends to refer to a novel object also depends on the nature of those changes ([@R49]). Therefore, whether durational differences in homophones are recruited by children during the word learning process remains an open question. Completely addressing this question would require experimental manipulation of duration in a word learning study. Furthermore, because a wide range of factors, including sentence position, lexical category and speaker identity also contribute to durational differences, these findings raise the question of how children determine the various sources of differences in token duration and allocate those differences appropriately, which would be a critical step in using these differences to learn multiple meanings for homophones. One possibility is that children have expectations about how much variability is associated with frequently encountered sources of durational differences, such as sentence position, and notice cases that lie outside the usual distribution. These outlier cases might be key to detecting a new source of durational variation. However, this account (or any account of how children detect and attribute durational variation) needs extensive empirical examination.

There are, of course, other cues that children might use to learn about homophones. In particular, the plausibility of the interpretation is a highly reliable source of the intended meaning, although syntactic and contextual factors can also disambiguate homophone meanings. However, [@R44] showed that even 4- and 5-year-old children do not seem to use plausibility to interpret denominal verbs, which indicates that early homophone learning may not be well-constrained by plausibility. [@R33] reported that older toddlers can use a generalized instrument-action relationship to interpret novel denominal verbs, although that ability depends on children's experience with cross-category word use. Such findings indicate that children may not have access to top-down information like plausibility and syntax early in the lexical acquisition process (but see [@R18], for data regarding the role of syntax in infants' learning of phonological neighbors). Low-level acoustic differences such as those reported here could serve as an early, bottom-up cue to facilitate homophone learning in children whose understanding of syntax and context is as yet insufficient to allow them to use more top-down information.

The data described in this article show that child-directed speech contains reliable acoustic distinctions between homophone meanings and that those differences are a function of the frequency of the target meaning. These findings are similar to those reported in a large corpus of adult-directed speech ([@R26]). Such differences, if they are perceptible, may allow children to learn distinct meanings for homophones in spite of their general disinclination to permit a single form to have more than one meaning. This low-level cue may give children a foothold to begin acquiring homophones before they have access to the kinds of top-down information that might play a role in homophone acquisition later in development.
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The research assistants were mostly from the North Plains region of the U.S. and spoke the dialect associated with that region, so it is possible that their perception of the segments was not consistent with the dialect of the speakers. However, their categorization was verified by either the author or a member of the lab staff who is from the northeastern U.S.
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Bare/bear

Berry/bury

Blew/blue

Board/bored

Buy/bye

Close/clothes

Dear/deer
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Hear/here

Hi/high
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Knew/new

Know/no

Knows/nose

Meat/meet

Pair/pear

Plain/plane

Read/red

Right/write

Road/rode

Sea/see

Threw/through

Toe/tow

Wear/where

![Token durations (left) and vowel durations (right) in seconds of child-directed homophones by utterance position and relative frequency of meaning.](nihms853210f1){#F1}

![Mean pitch in Hz (left) and pitch range (right) in semitones of child-directed homophones by utterance position and relative frequency of meaning.](nihms853210f2){#F2}

###### 

Age ranges and total number of recordings for each mother-child dyad.

  Child     Ages         Total Recordings
  --------- ------------ ------------------
  Alex      1;04--3;05   51
  Ethan     0;11--2;11   50
  Lily      1;01--4;00   80
  Naima     0;11--3;10   87
  Violet    1;02--3;11   54
  William   1;04--3;04   44

###### 

Results of the linear mixed effect model for token duration. Noun was the reference category for category of use and /ɔ/ was the reference category for vowel type. Statistical significance of the fixed effects estimates was established using the Satterthwaite approximation, while statistical significance of the random effects was established by maximum likelihood estimation.

                                   Estimate                                     SE      df     t
  -------------------------------- -------------------------------------------- ------- ------ -------------------------------------------
  Fixed Effects                                                                                
   Intercept                       .041                                         .005    76.2   8.21[\*\*\*](#TFN3){ref-type="table-fn"}
   Position: Middle                −.006                                        .001    2820   12.14[\*\*\*](#TFN3){ref-type="table-fn"}
   Relative Frequency: Lower       .124                                         .0018   58.2   3.65[\*\*\*](#TFN3){ref-type="table-fn"}
   Position x Relative Frequency   −.005                                        .0014   2830   3.39[\*\*\*](#TFN3){ref-type="table-fn"}
  Category                                                                                     
   Adjective                       −.0038                                       .0015   154    2.55[\*](#TFN1){ref-type="table-fn"}
   Adverb                          −.0043                                       .0023   214    1.88
   Other                           −.0028                                       .0016   69.3   1.69
   Verb                            −.0094                                       .0013   24     6.94[\*\*\*](#TFN3){ref-type="table-fn"}
  Vowel Type                                                                                   
   aʊ                              .0258                                        .0053   54.5   4.87[\*\*\*](#TFN3){ref-type="table-fn"}
   aɪ                              .0031                                        .0046   67.4   .67
   ε                               .0004                                        .0046   72.5   .09
   eɪ                              .0021                                        .0048   61.2   .44
   ɪ                               .0004                                        .0059   72.6   .07
   I                               .0008                                        .0047   66.7   .17
   oʊ                              .0062                                        .0045   73.2   1.36
   U                               .001                                         .0047   65.8   .21
  Random Effects                                                                               
   Homophone Pair                  .0034[\*\*\*](#TFN3){ref-type="table-fn"}    .0117          
   Speaker                         .00008[\*\*\*](#TFN3){ref-type="table-fn"}   .0012          
   Residual                        .0195                                        .0026          

p \< .05;

p \< .01;

p \< .001.

###### 

Results of the linear mixed effect model for vowel duration. Noun was the reference category for category of use and /aɪ/ was the reference category for vowel type. Statistical significance of the fixed effects estimates was established using the Satterthwaite approximation, while statistical significance of the random effects was established by maximum likelihood estimation.

                                   Estimate                                      SE      df     t
  -------------------------------- --------------------------------------------- ------- ------ -------------------------------------------
  Fixed Effects                                                                                 
   Intercept                       .337                                          .0021   23     15.7[\*\*\*](#TFN6){ref-type="table-fn"}
   Position: Middle                −.105                                         .001    1230   10.48[\*\*\*](#TFN6){ref-type="table-fn"}
   Relative Frequency: Lower       −.0027                                        .0016   48.1   1.66
   Position x Relative Frequency   −.0022                                        .0014   1630   1.55
  Category                                                                                      
   Adjective                       −.0036                                        .0014   85.5   2.63[\*](#TFN4){ref-type="table-fn"}
   Adverb                          −.0048                                        .002    124    2.42[\*](#TFN4){ref-type="table-fn"}
   Other                           −.0007                                        .0016   64.8   .418
   Verb                            −.0059                                        .0013   40.3   4.53[\*\*\*](#TFN6){ref-type="table-fn"}
  Vowel Type                                                                                    
   ε                               −.0038                                        .0021   10.6   1.79
   eɪ                              −.0029                                        .0018   14.3   1.62
   i                               −.0042                                        .0019   16     2.17[\*](#TFN4){ref-type="table-fn"}
   oʊ                              −.0006                                        .0014   12.6   .402
   u                               −.0039                                        .0015   12     2.53[\*](#TFN4){ref-type="table-fn"}
  Random Effects                                                                                
   Homophone Pair                  .0016[\*\*\*](#TFN6){ref-type="table-fn"}     .0098          
   Speaker                         .000002[\*\*\*](#TFN6){ref-type="table-fn"}   .0006          
   Residual                        .0139                                         .0025          

p \< .05;

p \< .01;

p \< .001.

###### 

Results of the linear mixed effect model for mean pitch and pitch range. Noun was the reference category for category of use and /ɔ/was the reference category for vowel type. Statistical significance of the fixed effects estimates was established using the Satterthwaite approximation, while statistical significance of the random effects was established by maximum likelihood estimation.

                                   Mean Pitch                                  Pitch Range                                                                                                                   
  -------------------------------- ------------------------------------------- ------------- -------- ------------------------------------------ ------------------------------------------- ------ -------- ------------------------------------------
  Fixed Effects                                                                                                                                                                                              
   Intercept                       201.76                                      21.91         155.3    9.21[\*\*\*](#TFN9){ref-type="table-fn"}   11.17                                       1.63   466.5    6.93[\*\*\*](#TFN9){ref-type="table-fn"}
   Position: Middle                −1.85                                       5.71          2079.2   .324                                       −3.81                                       .459   1692.2   8.29[\*\*\*](#TFN9){ref-type="table-fn"}
   Relative Frequency: Lower       −9.12                                       11.04         50.4     .827                                       1.25                                        .716   48.5     1.75
   Position x Relative Frequency   −1.25                                       8.06          2120.9   .155                                       −.645                                       .649   1967.8   .993
  Category                                                                                                                                                                                                   
   Adjective                       2.97                                        8.24          180.5    .361                                       −.184                                       .578   194.6    .318
   Adverb                          −13.2                                       12.77         243.1    1.03                                       −.76                                        .954   401      .796
   Other                           8.03                                        8.1           41.6     .991                                       −1.95                                       .535   303.8    3.64[\*\*\*](#TFN9){ref-type="table-fn"}
   Verb                            −10.86                                      7.37          34.4     1.47                                       −2.43                                       .503   84.1     4.84[\*\*\*](#TFN9){ref-type="table-fn"}
  Vowel Type                                                                                                                                                                                                 
   aʊ                              20.25                                       22.37         103      .905                                       2.91                                        1.68   1994.1   1.73
   aɪ                              56.87                                       20.22         140.9    2.81[\*\*](#TFN8){ref-type="table-fn"}     −.399                                       1.55   2508.3   .257
   ε                               32.88                                       20.05         160.4    1.64                                       −.225                                       1.54   2191.1   .146
   eɪ                              53.18                                       20.47         125.2    2.6[\*](#TFN7){ref-type="table-fn"}        1.03                                        1.56   2382.6   .656
   ɪ                               21.85                                       25.63         171.4    .852                                       −.972                                       1.97   2100.8   .493
   i                               49.7                                        20.32         135.5    2.45[\*](#TFN7){ref-type="table-fn"}       .051                                        1.55   2424.1   .033
   oʊ                              41.51                                       19.87         166      2.09[\*](#TFN7){ref-type="table-fn"}       .194                                        1.53   2223.6   .127
   u                               56.48                                       20.43         133.7    2.76[\*\*](#TFN8){ref-type="table-fn"}     −.823                                       1.55   2206.4   .529
  Random Effects                                                                                                                                                                                             
   Homophone Pair                  1206.1[\*\*](#TFN8){ref-type="table-fn"}    6.95                                                              2.516[\*\*\*](#TFN9){ref-type="table-fn"}   .317            
   Speaker                         109.9[\*\*\*](#TFN9){ref-type="table-fn"}   4.28                                                              .377[\*\*\*](#TFN9){ref-type="table-fn"}    .251            
   Residual                        6231.4                                      1.47                                                              43.83                                       .123            

p \< .05;

p \< .01;

p \< .001.
