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Abstract
In this note, we prove blow-up results for semilinear wave models with damping and mass in the
scale-invariant case and with nonlinear terms of derivative type. We consider the single equation and the
weakly coupled system. In the first case we get a blow-up result for exponents below a certain shift of the
Glassey exponent. For the weakly coupled system we find as critical curve a shift of the corresponding
curve for the weakly coupled system of semilinear wave equations with the same kind of nonlinearities.
Our approach follows the one for the respective classical wave equation by Zhou Yi. In particular, an
explicit integral representation formula for a solution of the corresponding linear scale-invariant wave
equation, which is derived by using Yagdjian’s integral transform approach, is employed in the blow-up
argument. While in the case of the single equation we may use a comparison argument, for the weakly
coupled system an iteration argument is applied.
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1 Introduction
In this work we prove a blow-up result for the semilinear wave equation with time-dependent damping and
mass in the scale-invariant case and with nonlinearity of derivative type, namely,
utt −∆u+
µ
1+tut +
ν2
(1+t)2 u = |∂tu|
p, x ∈ Rn, t > 0,
u(0, x) = εu0(x), x ∈ R
n,
ut(0, x) = εu1(x), x ∈ R
n,
(1)
where µ, ν2 are non negative constants, p > 1 and ε is a positive constant describing the smallness of Cauchy
data. Let us introduce the quantity
δ
.
= (µ− 1)2 − 4ν2. (2)
Recently, semlinear wave equation with scale-invariant damping and mass terms and power nonlinearity |u|p
has been studied in several papers. It turns out that if δ is “large”, that is, for δ ≥ (n + 1)2, the critical
exponent for 
utt −∆u +
µ
1+tut +
ν2
(1+t)2u = |u|
p, x ∈ Rn, t > 0,
u(0, x) = εu0(x), x ∈ R
n,
ut(0, x) = εu1(x), x ∈ R
n,
(3)
is given by the shift pFuj
(
n+ µ−12 −
√
δ
2
)
of the Fujita exponent pFuj(n)
.
= 1+ 2n (cf. [59, 4, 33, 39, 34]). This
follows from the fact that the critical exponent of the semilinear classical damped wave equation with power
nonlinearity is the Fujita exponent and for for large δ (3) has simliar properties to this model somehow. On
the other hand, for “small” and nonnegative value of δ the critical exponent for (3) should reasonably be
the shift pStr(n+ µ) of the Strauss exponent pStr(n) the critical exponent for the semilinear wave equations
with power nonlinearity (named after the author of [50], where a conjecture for the critical exponent for the
semilinear wave equation with |u|p as nonlinear term is done), which is the positive root of the quadratic
1
equation (n − 1)p2 − (n + 1)p − 2 = 0 (cf. [18, 21, 10, 49, 46, 25, 62, 63, 61, 65, 51, 66] for the necessity
part and [18, 11, 26, 27, 9, 53, 17] for the sufficiency part or [22, 23] for the radial symmetric case). This
conjecture for the scale-invariant model is still open for the sufficiency part (for the necessity part, that is the
blow-up results, see [6, 56, 32, 14, 54, 40, 44, 20]), even though some partial results in the special case δ = 1
have been proved for n ≥ 3 in the radial symmetric case (see [5, 35] for the odd dimensional case and [36] for
the even dimensional case, respectively). This peculiarity of a “parabolic-like” behavior for large values of δ
and of “wave-like” behavior for small values of δ has been showed also for the corresponding weakly coupled
system (cf. [3, 37]).
In the case of the Cauchy problem for the semilinear wave equation with nonlinearity of derivative type
utt −∆u = |∂tu|
p, x ∈ Rn, t > 0,
u(0, x) = εu0(x), x ∈ R
n,
ut(0, x) = εu1(x), x ∈ R
n,
(4)
the critical exponent is the so-called Glassey exponent pGla(n)
.
= n+1n−1 . We refer to the classical works
[19, 48, 28, 47, 45, 1, 12, 55, 64, 13] for the proof of this conjecture, although up to the knowledge of the
author the global existence in the supercritical case for the not radial symmetric case in high dimensions is
still open. Recently, in [30] a blow-up result for 1 < p ≤ pGla(n) has been proved for a semilinear damped
wave model in the scattering case, that is, when the time-dependent coefficient of the damping term b(t)ut
is nonnegative and summable.
Therefore, according to what happens for the semilinear Cauchy problem (3) it would be natural to
find as critical exponent for (1) a suitable shift for the Glassey exponent. Purpose of this paper is to
prove a blow-up result for the Cauchy problem (1) provided that the exponent in the nonlinear term satisfies
1 < p ≤ pGla(n+µ) and under certain sign assumptions for the Cauchy data. As byproduct of the comparison
argument that will be employed we get an upper bound estimate for the lifespan in terms of ε as well.
Let us consider the weakly coupled system of semilinear wave equations with damping and mass in the
scale-invariant case and nonlinearities of derivative type, that is,
utt −∆u +
µ1
1+tut +
ν21
(1+t)2u = |∂tv|
p, x ∈ Rn, t > 0,
vtt −∆v +
µ2
1+tvt +
ν22
(1+t)2 v = |∂tu|
q, x ∈ Rn, t > 0,
u(0, x) = εu0(x), v(0, x) = εv0(x), x ∈ R
n,
ut(0, x) = εu1(x), vt(0, x) = εv1(x), x ∈ R
n,
(5)
where µ1, µ2, ν
2
1 , ν
2
2 are non negative constants, p, q > 1 and ε is a positive constant describing the smallness
of Cauchy data. Similarly to the case of a single equation, we introduce the quantities δj
.
= (µj − 1)
2 − 4ν2j
for j = 1, 2.
The machinery, that we are going to develop in the case of a single semilinear equations, works nicely
also in the case of this weakly coupled system.
In order to understand our blow-up result for (5), we shall first recall some results which are known in
the literature for the semlinear weakly coupled system of wave equation with nonlinear terms of derivative
type, namely, 
utt −∆u = |∂tv|
p, x ∈ Rn, t > 0,
vtt −∆v = |∂tu|
q, x ∈ Rn, t > 0,
u(0, x) = εu0(x), v(0, x) = εv0(x), x ∈ R
n,
ut(0, x) = εu1(x), vt(0, x) = εv1(x), x ∈ R
n,
(6)
The non-exitence of global in time solutions to (6) (which corresponds to (5) in the case µ1 = µ2 = 0 and
ν21 = ν
2
2 = 0) has been studied in [8, 60], while the existence part has been proved in the three dimensional
and radial case in [24]. Recently, in [15, Section 8] the upper bound for the lifespan has been derived.
Summarizing the main results of these works we can sea that
max{Λ(n, p, q),Λ(n, q, p)} = 0, (7)
is the critical line in the (p, q)-plane for the semilinear weakly coupled system (6) where
Λ(n, p, q)
.
=
p+ 1
pq − 1
−
n− 1
2
. (8)
Let us recall the meaning of critical curve for a weakly coupled system: if the exponents p, q > 1 satisfy
max{Λ(n, p, q),Λ(n, q, p)} < 0 (supercritical case), then, it is possible to prove a global existence result
2
for small data solutions; on the contrary, for max{Λ(n, p, q),Λ(n, q, p)} ≥ 0 it is possible to prove the
nonexistence of global in time solutions regardless the smallness of the Cauchy data and under certain sign
assumptions for them. Let us point out that, according to the results we quoted above, the conjecture that
the critical line for (6) is given by (7) has be shown to be true only partially, as the global existence of small
data solutions has been proved only in the 3-dimensional and radial symmetric case.
In the massless case (ν21 = ν
2
2 = 0) and scattering producing case, that is, if we consider time-dependent,
nonnegative and summable coefficients b1(t), b2(t) instead of µ1(1 + t)
−1, µ2(1 + t)−1, really recently in [42]
a blow-up result has been proved in the same range for the exponents (p, q) as for the corresponding not
damped case, namely, for (p, q) such that max{Λ(n, p, q),Λ(n, q, p)} ≥ 0 is satisfied.
Consequently, coming back to the weakly coupled system in the scale-invariant case (5), we may expect
as critical curve in the (p, q)-plane a curve with branches that are shifts of the branches of the critical curve
for (6). Indeed, due to the blow-up result for (5) which we are going to state in the next section, we may
conjecture max{Λ(n+ µ1, p, q),Λ(n+ µ2, q, p)} = 0 as critical curve.
2 Main results
Theorem 2.1. Let n ≥ 1 and let µ, ν2 be nonnegative constants such that δ ≥ 0. We consider u0, u1
compactly supported in BR such that u0 and u1 are nonnegative functions if δ ≥ 1; else, if δ ∈ [0, 1) we
assume that u0 = 0 and u1 is a nonnegative function. Let 1 < p ≤ pGla(n + µ) be the exponent of the
nonlinearity of derive type. Then, there exists ε0 = ε0(n, p, µ, u0, u1, R) > 0 such that for any ε ∈ (0, ε0] if u
is a local in time solution to (1), u blows up in finite time. Furthermore, the following upper bound estimate
for the lifespan of the solution holds
T (ε) ≤
{
Cε−(
1
p−1−n+µ−12 )
−1
if 1 < p < pGla(n+ µ),
exp
(
Cε−(p−1)
)
if p = pGla(n+ µ),
(9)
where the positive constant C is independent of ε.
Remark 1. The sign assumptions on Cauchy data in the statement of Theorem 2.1 are done with the purpose
to unsure a suitable control from below for a function which depends on the solution of the homogeneous
linear problem related to (1).
Theorem 2.2. Let n ≥ 1 and let µ1, µ2, ν
2
1 , ν
2
2 be nonnegative constants such that δ ≥ 0. We consider data
u0, u1, v0, v1 that are nonnegative and compactly supported in BR functions. Moreover, we assume u0 = 0
(respectively v0 = 0) in the case δ1 ∈ [0, 1) (respectively δ2 ∈ [0, 1)). Let us assume that the exponents of the
nonlinearities of derive type p, q > 1 satisfy
max
{
p+ 1
pq − 1
−
n+ µ1 − 1
2
,
q + 1
pq − 1
−
n+ µ2 − 1
2
}
≥ 0. (10)
Then, there exists ε0 = ε0(n, p, q, µ1, µ1, u0, u1, v0, v1, R) > 0 such that for any ε ∈ (0, ε0] if (u, v) is a local
in time solution to (5), (u, v) blows up in finite time. Furthermore, the following upper bound estimate for
the lifespan of the solution holds
T (ε) ≤

Cε−(Ω(n,µ1,µ2,p,q))
−1
if Ω(n, µ1, µ2, p, q) > 0,
exp
(
Cε−(pq−1)
)
if Ω(n, µ1, µ2, p, q) = 0,
exp
(
Cε−min{
pq−1
p+1 ,
pq−1
q+1 }
)
if Λ(n+ µ1, p, q) = Λ(n+ µ2, q, p) = 0,
(11)
where the positive constant C is independent of ε, Λ(n, p, q) is defined by (8) and
Ω(n, µ1, µ2, p, q)
.
= max{Λ(n+ µ1, p, q),Λ(n+ µ2, q, p)}.
Remark 2. In the cusp point of the critical line that we found in Theorem 2.2, that is, for (p, q) such that
Λ(n+ µ1, p, q) = Λ(n+ µ2, q, p) = 0, we may specify more explicitly the condition on the lifespan. Indeed, if
we denote
η
.
=
n+ µ2 + 1
2
−
n+ µ1 − 1
2
q, ξ
.
=
n+ µ1 + 1
2
−
n+ µ2 − 1
2
p,
then, straightforward computations lead to
pη + ξ = (pq − 1)Λ(n+ µ1, p, q) and η + qξ = (pq − 1)Λ(n+ µ2, q, p).
Therefore, on the cusp point of the critical line we get η = ξ = 0 due to the fact that pq > 1. From η = 0
and ξ = 0 we obtain the explicit expressions of (p, q) when Λ(n+ µ1, p, q) = Λ(n+ µ2, q, p) = 0, namely,
p = p˜(n, µ1, µ2)
.
=
n+ µ1 + 1
n+ µ2 − 1
and q = q˜(n, µ1, µ2)
.
=
n+ µ2 + 1
n+ µ1 − 1
.
Since p˜(n, µ1, µ2) ≥ q˜(n, µ1, µ2) if and only if µ1 ≥ µ2, we can rewrite the last upper bound estimate for the
lifespan in (11) as follows:
T (ε) ≤
exp
(
Cε−
pq−1
p+1
)
if Λ(n+ µ1, p, q) = Λ(n+ µ2, q, p) = 0 and µ1 ≥ µ2,
exp
(
Cε−
pq−1
q+1
)
if Λ(n+ µ1, p, q) = Λ(n+ µ2, q, p) = 0 and µ1 ≤ µ2.
Of course, when µ1 = µ2 the these estimates coincide with the estimate for the critical case in (9) and
p˜(n, µ1, µ1) = q˜(n, µ1, µ1) = pGla(n+ µ1).
Let us illustrate our strategy in the proof of Theorems 2.1 and 2.2: our approach in the proof of the
blow-up results is based on the work [64] for the classical wave equation with nonlinearity of derivative
type; therefore, as main tool we need to employ an integral representation formula for the linear and one-
dimensional problem associated to (1), which generalize d’Alembert’s formula in the case of the free wave
equation. This formula has been proved really recently in [38]. Applying such formula, we end up with a
nonlinear ordinary integral inequality (OII) for the single equation (1) and a system of OIIs for the weakly
coupled system (5), respectively. Then, for (1) a simple comparison argument suffices to prove Theorem 2.1,
while in order to prove Theorem 2.2 we shall employ an iteration argument. Furthermore, in the critical
case we will combine it with the slicing method.
3 Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. Before introducing the suitable function that will
allow us to prove the blow-dynamic in the case 1 < p ≤ pGla(n + µ), we recall the previously mentioned
generalization of D’Alembert’s representation formula.
3.1 Integral representation formula for the 1-dimensional linear case
In this subsection, we recall a representation formula for the solution of the linear Cauchy problem for a
scale-invariant wave equation, namely,
utt − uxx +
µ
1+tut +
ν2
(1+t)2 u = f(t, x), x ∈ R, t > 0,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R,
(12)
where µ, ν2 are nonnegative constants. For the proof of this formula one can see [38, Theorem 1.1].
Proposition 3.1. Let n = 1 and let µ, ν2 be nonnegative constants. Let us assume f ∈ C0,1t,x ([0,∞) × R)
and u0 ∈ C
2(R), u1 ∈ C
1(R). Then, a representation formula for the solution of (12) is given by
u(t, x) =
1
2
(1 + t)−
µ
2
(
u0(x+ t) + u0(x− t)
)
+
1
2
√
δ
ˆ x+t
x−t
[
u0(y)K0(t, x; y;µ, ν
2) +
(
u1(y) + µu0(y)
)
K1(t, x; y;µ, ν
2)
]
dy
+
1
2
√
δ
ˆ t
0
ˆ x+t−b
x−t+b
f(b, y)E(t, x; b, y;µ, ν2) dy db, (13)
where the kernel functions are defined as follows
E(t, x; b, y;µ, ν2)
.
= (1 + t)−
µ
2 +γ(1 + b)
µ
2 +γ
(
(t+ b+ 2)2 − (y−x)2
)−γ
F
(
γ, γ; 1; (t−b)
2−(y−x)2
(t+b+2)2−(y−x)2
)
, (14)
K0(t, x; y;µ, ν
2)
.
= −∂bE(t, x; b, y;µ, ν
2)
∣∣∣
b=0
, (15)
K1(t, x; y;µ, ν
2)
.
= E(t, x; 0, y;µ, ν2) (16)
with parameter γ
.
= 1−
√
δ
2 and F(a, b; c; z) Gauss hypergeometric function.
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Remark 3. In the next sections, we will need to estimate from below the kernel function E. In particular,
we use the lower bound estimate
F(a, b; c; z) ≥ 1 (17)
for any z ∈ [0, 1) when the parameters a, b, c are nonnegative reals. This estimate follows trivially from the
series expansion of F(a, b; c; z).
In the next subsection, we will prove the blow-up result by using this representation formula for an
auxiliary function related to a local solution to (1).
3.2 Comparison argument
Let us consider a local (in time) solution u of the Cauchy problem (1). Then, we introduce a new function
which depends on the time variable and only on the first space variable, by integrating with respect to the
remaining (n − 1) spatial variables. That is, if we denote x = (z, w) with z ∈ R and w ∈ Rn−1, then, we
deal with the function
U(t, z)
.
=
ˆ
Rn−1
u(t, z, w) dw for any t > 0, z ∈ R.
Of course, in the one dimensional case we may work directly with u instead of U. Hereafter, we will deal
only with the case n ≥ 2 for the sake of brevity, although one can proceed exactly in the same way for n = 1
by working with u in place of U. Similarly, we introduce
U0(z)
.
=
ˆ
Rn−1
u0(z, w) dw, U1(z)
.
=
ˆ
Rn−1
u1(z, w) dw for any z ∈ R.
Since we assume that u0, u1 are compactly supported with support contained in BR, it follows that U0, U1
are compactly supported in [−R,R]. Analogously, as suppu(t, ·) ⊂ BR+t for any t > 0, due to the property
of finite speed of propagation of perturbations, we have supp U(t, ·) ⊂ [−(R+ t), R + t] for any t > 0.
Therefore, U solves the following Cauchy problem
Utt − Uzz +
µ
1+t Ut +
ν2
(1+t)2 U=
´
Rn−1
|∂tu(t, z, w)|
p dw, z ∈ R, t > 0,
U(0, z) = ε U0(z), z ∈ R,
Ut(0, z) = ε U1(z), z ∈ R.
By Proposition 3.1 we know an explicit representation for U. Also,
U(t, z) =
ε
2
(1 + t)−
µ
2
(
U0(z + t) + U0(z − t)
)
+
ε
2
√
δ
ˆ z+t
z−t
[
U0(y)K0(t, z; y;µ, ν
2) +
(
U1(y) + µ U0(y)
)
K1(t, z; y;µ, ν
2)
]
dy
+
1
2
√
δ
ˆ t
0
ˆ z+t−b
z−t+b
ˆ
Rn−1
|∂tu(b, y, w)|
p dwE(t, z; b, y;µ, ν2) dy db,
where the kernel functions E,K0,K1 are defined by (14), (15) and (16), respectively.
Due to the sign assumption for u0 it follows that U0 is a nonnegative function. Consequently, from the
last equality we get
U(t, z) ≥
ε
2
√
δ
ˆ z+t
z−t
[
U0(y)K0(t, z; y;µ, ν
2) +
(
U1(y) + µ U0(y)
)
K1(t, z; y;µ, ν
2)
]
dy
+
1
2
√
δ
ˆ t
0
ˆ z+t−b
z−t+b
ˆ
Rn−1
|∂tu(b, y, w)|
p dwE(t, z; b, y;µ, ν2) dy db
.
= εJ + I.
Let us estimate from below the two addends in the last inequality for U(t, z), which are denoted by J and
I. According to Remark 3, for µ, ν2 such that δ ≥ 0 the hypergeometric function that appears in the kernel
K1 is estimated from below by a constant for |z − y| ≤ t. Hence, for y ∈ [z − t, z + t] it holds
K1(t, z; y;µ, ν
2) & (1 + t)−
µ
2 +γ ((t+ 2 + y − z)(t+ 2− y + z))
−γ
& (1 + t)−
µ
2 , (18)
where we estimated each factor containing y with its minimum on [z − t, z + t]. Note that the previous
estimate holds regardless of whether δ is greater than 1 or not.
5
Elementary computations lead to
∂bE(t, z; 0, y;µ, ν
2) = (1 + t)−
µ
2 +γ((t+ 2)2 − (y − z)2)−γ
×
[
4γ2(1 + t)((y − z)2 − t(t+ 2))((t+ 2)2 − (y − z)2)−2 F(γ + 1, γ + 1; 2; ζ)
+ (µ2 + γ)F(γ, γ; 1; ζ)− 2γ((t+ 2)
2 − (y − z)2)−1(t+ 2)F(γ, γ; 1; ζ)
]
,
where ζ = ζ(t, z; y)
.
= t
2−(y−z)2
(t+2)2−(y−z)2 . Therefore, for y ∈ [z − t, z + t] and δ ≥ 1, since γ ≤ 0, we have
µE(t, z; 0, y;µ, ν2)− ∂bE(t, z; 0, y;µ, ν
2) = K0(t, z; y;µ, ν
2) + µK1(t, z; y;µ, ν
2)
≥ (1 + t)−
µ
2 +γ((t+ 2)2 − (y − z)2)−γ
[
(µ2 − γ) +
2γ(t+2)
(t+2)2−(y−z)2
]
F(γ, γ; 1; ζ)
≥ (1 + t)−
µ
2 +γ((t+ 2)2 − (y − z)2)−γ
[
(µ2 − γ) +
γ(t+2)
2(t+1)
]
F(γ, γ; 1; ζ)
= (1 + t)−
µ
2 +γ((t+ 2)2 − (y − z)2)−γ
[
(µ2 − γ) +
γ
2
(
2− tt+1
)]
F(γ, γ; 1; ζ)
≥ µ2 (1 + t)
−µ2 +γ((t+ 2)2 − (y − z)2)−γF(γ, γ; 1; ζ) & (1 + t)−
µ
2 , (19)
where in the last step we used the same estimate from below as in (18) and (17).
Let us remark that [−R,R] ⊂ [z − t, z + t] if and only if z ∈ [−t + R, t − R]. Thus, we found for
z ∈ [−t+R, t−R] (in the case δ ≥ 1) the estimate
J =
1
2
√
δ
ˆ z+t
z−t
[
U0(y)K0(t, z; y;µ, ν
2) +
(
U1(y) + µ U0(y)
)
K1(t, z; y;µ, ν
2)
]
dy
& (1 + t)−
µ
2
ˆ z+t
z−t
(
U1(y) + U0(y)
)
dy
= (1 + t)−
µ
2
ˆ
R
(
U1(y) + U0(y)
)
dy = ‖u0 + u1‖L1(Rn)(1 + t)
−µ2 . (20)
In the case δ ∈ [0, 1), we may not prove the estimate in (19) for the term K0 + µK1 as in the previous case,
due to the fact that γ is positive. Nonetheless, (18) is still true. Hence, assuming u0 = 0 in the latter case,
we get once again the lower bound estimate for J in (20).
Next we estimate the term I. Since suppu(t, ·) ⊂ BR+t implies
supp ∂tu(t, z, ·) ⊂
{
w ∈ Rn−1 : |w| ≤
(
(R+ t)2 − z2
)1/2 }
for any t > 0, z ∈ R
by Hölder’s inequality we get∣∣∣ ˆ
Rn−1
∂tu(b, y, w) dw
∣∣∣ = |Ut(b, y)| ≤ ( ˆ
Rn−1
|∂tu(b, y, w)|
p dw
) 1
p (
meas
(
supp ∂tu(b, y, ·)
))1− 1
p
.
(
(R+ b)2 − y2
)n−1
2 (1− 1p )
( ˆ
Rn−1
|∂tu(b, y, w)|
p dw
) 1
p
.
Hence, ˆ
Rn−1
|∂tu(b, y, w)|
p dw &
(
(R + b)2 − y2
)−n−12 (p−1) |Ut(b, y)|p,
which implies in turn
I &
ˆ t
0
ˆ z+t−b
z−t+b
(
(R+ b)2 − y2
)−n−12 (p−1) |Ut(b, y)|pE(t, z; b, y;µ, ν2) dy db
=
ˆ z+t
z−t
ˆ t−|y−z|
0
(
(R+ b)2 − y2
)−n−12 (p−1) |Ut(b, y)|pE(t, z; b, y;µ, ν2) db dy,
where we used Fubini’s theorem in the last equality. We work now on the characteristic t − z = R. Then,
shrinking the domain of integration, we have
I &
ˆ z
R
ˆ y+R
y−R
(
(R+ b)2 − y2
)−n−12 (p−1) |Ut(b, y)|pE(t, z; b, y;µ, ν2) db dy
&
ˆ z
R
(R+ y)
−n−12 (p−1)
ˆ y+R
y−R
|Ut(b, y)|
pE(t, z; b, y;µ, ν2) db dy.
6
Note that the unexpressed multiplicative constant in the previous chain of inequalities depends on R. Now we
estimate from below the kernel function E. Consequently, using again (17), for b ∈ [0, t], y ∈ [z−(t−b), z+t−b]
we may estimate
E(t, z; b, y;µ, ν2) & (1 + t)−
µ
2 +γ(1 + b)
µ
2 +γ ((t+ b+ 2− y + z)(t+ b+ 2 + y − z))
−γ
& (1 + t)−
µ
2 (1 + b)
µ
2 .
Also, on the characteristic t− z = R we get
I & (1 + t)−
µ
2
ˆ z
R
(R+ y)
−n−12 (p−1)
ˆ y+R
y−R
|Ut(b, y)|
p(1 + b)
µ
2 db dy
& (1 + t)−
µ
2
ˆ z
R
(R+ y)
−n−12 (p−1)+µ2
ˆ y+R
y−R
|Ut(b, y)|
p
(
1 + b
R+ y
)µ
2
db dy.
We notice that the quotient in the b-integral in the last line is bounded from below on the domain of
integration by a positive constant, that depends on R. Clearly, we can assume without loss of generality
R > 1. We take y ∈ [R, z] and b ∈ [y −R, y +R]. Then,(
1 + b
R + y
)µ
2
≥
(
1 + y −R
R+ y
)µ
2
≥ CR.
The last inequality can be proved by splitting the cases y ∈ [R, 3R− 2] and y ≥ 3R− 2, as follows:(
1 + y −R
R+ y
)µ
2
≥ (R+ y)−
µ
2 ≥ (2(2R− 1))−
µ
2 for y ∈ [R, 3R− 2],(
1 + y −R
R+ y
)µ
2
≥ 2−
µ
2 for y ≥ 3R− 2.
Therefore, by using Jensen’s inequality and the fundamental theorem of calculus we arrive at
I & (1 + t)−
µ
2
ˆ z
R
(R+ y)
−n−12 (p−1)+µ2
ˆ y+R
y−R
|Ut(b, y)|
pdb dy
& (1 + t)−
µ
2
ˆ z
R
(R+ y)−
n−1
2 (p−1)+µ2
∣∣∣∣ˆ y+R
y−R
Ut(b, y)db
∣∣∣∣pdy
= (1 + t)−
µ
2
ˆ z
R
(R+ y)
−n−12 (p−1)+µ2 |U(y +R, y)|p dy
= (1 + t)−
µ
2
ˆ z
R
(R+ y)−
n+µ−1
2 (p−1)
∣∣∣(R+ y)µ2 U(y +R, y)∣∣∣p dy,
where in the third step we used U(y −R, y) = 0. Combining the lower bound estimates for J and I, on the
characteristic t− z = R and for t ≥ 2R we found
(R+ z)
µ
2 U(z +R, z) & ε ‖u0 + u1‖L1(Rn) +
ˆ z
R
(R+ y)
−n+µ−12 (p−1)
∣∣∣(R+ y)µ2 U(y +R, y)∣∣∣p dy.
If we introduce the function U(z)
.
= (R+z)
µ
2 U(z+R, z) and we denote by C the unexpressed multiplicative
constant in the last inequality, we may rewrite
U(z) ≥Mε+ C
ˆ z
R
(R + y)−
n+µ−1
2 (p−1) |U(y)|pdy for any z ≥ R, (21)
where M
.
= C‖u0 + u1‖L1(Rn). Let us introduce the function
G(z)
.
=Mε+ C
ˆ z
R
(R+ y)−
n+µ−1
2 (p−1) |U(y)|pdy for any z ≥ R.
Clearly, by (21) we obtain U ≥ G. Moreover, G solves the differential inequality
G′(z) = C (R+ z)−
n+µ−1
2 (p−1) |U(z)|p
≥ C (R+ z)
−n+µ−12 (p−1) (G(z))p.
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As G is a positive function, then, separation of variables leads to
(Mε)1−p−G(z)1−p
p−1 ≥
{
C
1−n+µ−12 (p−1)
(
(R+ z)−
n+µ−1
2 (p−1)+1 − (2R)−
n+µ−1
2 (p−1)+1
)
if 1 < p < pGla(n+ µ),
C log
(
R+z
2R
)
if p = pGla(n+ µ).
In the subcritical case p ∈ (1, pGla(n+µ)), choosing ε ∈ (0, ε0] sufficiently small with ε0 = ε0(n, p, µ, u0, u1, R),
we get
G(z) ≥
[
(Mε)1−p +
C
1
p−1 −
n+µ−1
2
(
(2R)−
n+µ−1
2 (p−1)+1 − (R + z)−
n+µ−1
2 (p−1)+1
)]− 1p−1
≥
[
2(Mε)1−p −
C
1
p−1 −
n+µ−1
2
(R+ z)−
n+µ−1
2 (p−1)+1
]− 1
p−1
.
From this last estimate we see that lower bound for F blows up for t = R + z ≃ ε−(
1
p−1−n+µ−12 ). Then, G
(and U in turn) blows up in finite time and the upper bound for the lifespan
T (ε) . ε−(
1
p−1−n+µ−12 )
is fulfilled in the subcritical case. Analogously, in the critical case p = pGla(n+ µ) we have that
G(z) ≥
[
(Mε)1−p − C(p− 1) log
(
R+z
2R
)]− 1
p−1
implies the blow-up in finite time of U(z) and the lifespan estimate
T (ε) . exp
(
C˜ε−(p−1)
)
.
So, the proof of Theorem 2.1 is complete.
4 Proof of Theorem 2.2
In this section we prove the blow-up result for the weakly coupled system (5). The section is organized
as follows: in Subsection 4.1 we introduce two suitable functions which are related to the components of a
local in time solution of (5) and we derive the corresponding iteration frame by using the same ideas from
Subsection 3.2; then, in order to prove Theorem 2.2 we apply an iteration argument both in the subcritical
case (Subsection 4.2) and in the critical case (Subsection 4.3). In particular, in the critical case we employ
the so-called slicing method in order to deal with logarithmic factors. For further details on the slicing
method see [2], where this method was introduced for the first time or [51, 52, 57, 41, 42, 43] where the
slicing method is used in critical cases in order to manage factors of logarithmic type.
4.1 Iteration frame
Let (u, v) be a local in time solution to (5). If we denote x = (z, w) with z ∈ R and w ∈ Rn−1 as in
Subsection 3.2, then, we may introduce the functions
U(t, z)
.
=
ˆ
Rn−1
u(t, z, w) dw, V(t, z)
.
=
ˆ
Rn−1
v(t, z, w) dw
for any t > 0, z ∈ R in the case n ≥ 2. Clearly, also in this case we can simply work with u, v instead of
U, V for n = 1. Repeating the same steps as in the case of the single semilinear equation, we end up with
the estimates
(R + z)
µ1
2 U(z +R, z) & ε ‖u0 + u1‖L1(Rn) +
ˆ z
R
(R + y)
−n−12 (p−1)+
µ1
2 −
µ2
2 p
∣∣∣(R + y)µ22 V(y +R, y)∣∣∣p dy,
(R + z)
µ2
2 V(z +R, z) & ε ‖v0 + v1‖L1(Rn) +
ˆ z
R
(R+ y)−
n−1
2 (q−1)+
µ2
2 −
µ1
2 q
∣∣∣(R + y)µ12 U(y +R, y)∣∣∣q dy
(22)
on the characteristic t = z +R for z ≥ R. Let us point out that the assumptions on the Cauchy data in the
statement of Theorem 2.2 allow us to proceed exactly as the proof of Theorem 2.1 when we estimate from
below the terms which are related to the solution of the corresponding linear homogeneous problem. We
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define the functions U(z)
.
= (R+ z)
µ1
2 U(z +R, z) and V (z)
.
= (R+ z)
µ2
2 V(z +R, z). Hence, denoting by C
and K the unexpressed multiplicative constants in (22), we obtain the iteration frame
U(z) ≥Mε+ C
ˆ z
R
(R+ y)
−n−12 (p−1)+
µ1
2 −
µ2
2 p |V (y)|p dy, (23)
V (z) ≥ Nε+K
ˆ z
R
(R+ y)
−n−12 (q−1)+
µ2
2 −
µ1
2 q |U(y)|q dy (24)
for any z ≥ R, where M
.
= C‖u0 + u1‖L1(Rn) and N
.
= K‖v0 + v1‖L1(Rn). Note that (23) and (24) provide
not only the iteration frame for the pair (U, V ), but also the base step of the inductive argument. Indeed,
in the base case we will simply estimate U, V from below by the two quantities Mε,Nε, respectively.
4.2 Iteration argument: subcritical case
In this section we prove that a local in time solution (u, v) to (5) blows up in finite time in the subcritical
case
Ω(n, µ1, µ2, p, q) = max {Λ(n+ µ1, p, q),Λ(n+ µ2, q, p)}
= max
{
p+ 1
pq − 1
−
n+ µ1 − 1
2
,
q + 1
pq − 1
−
n+ µ2 − 1
2
}
> 0,
of course, provided that u0, u1, v0, v1 satisfy the assumptions of Theorem 2.2.
Let us assume that Ω(n, µ1, µ2, p, q) = Λ(n + µ1, p, q). First we prove the sequence of lower bound
estimates for U
U(z) ≥ Cj(R+ z)
−αj (z −R)βj for any z ≥ R, (25)
where {αj}j∈N, {βj}j∈N and {Cj}j∈N are sequences of nonnegative real numbers that we will determine
afterwards via an inductive procedure. Clearly, from (23) we see that (25) is true for j = 0, provided that
α0
.
= 0, β0
.
= 0 and C0
.
=Mε. We prove now the inductive step. We assume that (25) is satisfied for j ≥ 0.
Plugging (25) in (24), we get
V (z) ≥ K
ˆ z
R
(R+ y)−
n−1
2 (q−1)+
µ2
2 −
µ1
2 q |U(y)|q dy
≥ KCqj
ˆ z
R
(R+ y)
−n−12 (q−1)+
µ2
2 −
µ1
2 q−qαj (y −R)qβj dy
≥ KCqj (R+ z)
−n−12 (q−1)−
µ1
2 q−qαj
ˆ z
R
(y −R)qβj+
µ2
2 dy
= KCqj
(
qβj +
µ2
2 + 1
)−1
(R + z)
−n−12 (q−1)−
µ1
2 q−qαj (z −R)qβj+
µ2
2 +1
for z ≥ R. Combining the above lower bound for V and (23), we arrive at
U(z) ≥ C
ˆ z
R
(R+ y)
−n−12 (p−1)+
µ1
2 −
µ2
2 p |V (y)|p dy
≥ CKpCpqj
(
qβj +
µ2
2 + 1
)−p ˆ z
R
(R+ y)−
n−1
2 (pq−1)−
µ1
2 pq−
µ2
2 p−pqαj (y −R)pqβj+
µ2
2 p+p+
µ1
2 dy
≥ CKpCpqj
(
qβj +
µ2
2 + 1
)−p
(R + z)
−n−12 (pq−1)−
µ1
2 pq−
µ2
2 p−pqαj
ˆ z
R
(y −R)pqβj+
µ2
2 p+
µ1
2 +p dy
=
CKpC
pq
j(
qβj +
µ2
2 + 1
)p(
pqβj +
µ2
2 p+
µ1
2 + p+ 1
)(R+ z)−n−12 (pq−1)−µ12 pq− µ22 p−pqαj (z −R)pqβj+µ22 p+ µ12 +p+1
for z ≥ R. So, we proved (25) for j + 1, provided that
αj+1
.
= n+µ1−12 (pq − 1) +
µ2
2 p+
µ1
2 + pq αj , (26)
βj+1
.
= µ22 p+
µ1
2 + p+ 1 + pq βj , (27)
Cj+1
.
= CKp
(
µ2
2 + 1 + q βj
)−p(µ2
2 p+
µ1
2 + p+ 1 + pq βj
)−1
C
pq
j . (28)
Next we derive the explicit expressions for αj and βj . Applying (26) iteratively, we get
αj = A+ pq αj−1 = A(1 + pq) + (pq)2αj−2 = A
j−1∑
k=0
(pq)k + (pq)jα0 = A
(pq)j−1
pq−1 , (29)
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where A
.
= n+µ1−12 (pq − 1) +
µ2
2 p+
µ1
2 and we used α0 = 0. Similarly, from (27) we find
βj = B
(pq)j−1
pq−1 , (30)
where B
.
= µ22 p+
µ1
2 + p+ 1. Now we use the explicit expression of βj to get a lower bound estimate for Cj .
Since βj ≤
B
pq−1 (pq)
j , by (27) we get
Cj = CK
p
(
µ2
2 + 1 + q βj−1
)−p(µ2
2 p+
µ1
2 + p+ 1 + pq βj−1
)−1
C
pq
j−1
≥ CKp
(
µ2
2 p+
µ1
2 + p+ 1 + pq βj−1
)−(p+1)
C
pq
j−1
= CKpβ
−(p+1)
j C
pq
j−1 ≥ CK
p
(
B
pq−1
)−(p+1)
︸ ︷︷ ︸
.
= C˜
(pq)−(p+1)jCpqj−1 = C˜(pq)
−(p+1)jCpqj−1.
Applying the logarithmic function to both sides of the last inequality and using iteratively the resulting
inequality, we get
logCj ≥ pq logCj−1 − j log(pq)p+1 + log C˜
≥ (pq)2 logCj−2 − (j + (j − 1)(pq)) log(pq)p+1 + (1 + pq) log C˜
≥ · · · ≥ (pq)j logC0 −
(
j−1∑
k=0
(j − k)(pq)k
)
log(pq)p+1 +
(
j−1∑
k=0
(pq)k
)
log C˜.
Using the formula
j−1∑
k=0
(j − k)(pq)k =
1
pq − 1
(
(pq)j+1 − 1
pq − 1
− (j + 1)
)
,
which can be proved with an inductive argument, we have
logCj ≥ (pq)
j logC0 −
1
pq − 1
(
(pq)j+1 − 1
pq − 1
− (j + 1)
)
log(pq)p+1 +
(pq)j − 1
pq − 1
log C˜
= (pq)j
(
logC0 −
pq
(pq − 1)2
log(pq)p+1 +
log C˜
pq − 1
)
+ (j + 1)
log(pq)p+1
pq − 1
+
log(pq)p+1
(pq − 1)2
−
log C˜
pq − 1
.
For j ≥ j0
.
= max
{
0, log C˜log(pq)p+1 −
pq
pq−1
}
from the last inequality we get
logCj ≥ (pq)
j log(Ĉε), (31)
where Ĉ
.
=M(pq)
− (pq)(p+1)
(pq−1)2 C˜
1
pq−1 . Finally, we combine (25), (29), (30) and (31) and it results
U(z) ≥ Cj(R+ z)
−A (pq)j−1
pq−1 (z −R)B
(pq)j−1
pq−1
≥ exp
(
(pq)j log(Ĉε)
)
(R+ z)−A
(pq)j−1
pq−1 (z −R)B
(pq)j−1
pq−1
= exp
(
(pq)j
(
log(Ĉε)− Apq−1 log(R + z) +
B
pq−1 log(z −R)
))
(R + z)
A
pq−1 (z −R)−
B
pq−1 (32)
for z ≥ R and j ≥ j0. If we require z ≥ 3R, then, it holds 2(z −R) ≥ R+ z. So, from (32) we get
U(z) ≥ exp
(
(pq)j log
(
2−
B
pq−1 Ĉε(R+ z)
B−A
pq−1
))
(R+ z)
A
pq−1 (z −R)−
B
pq−1
= exp
(
(pq)j log
(
C¯ε(R+ z)
p+1
pq−1−
n+µ1−1
2
))
(R + z)
A
pq−1 (z −R)−
B
pq−1
for z ≥ 3R and j ≥ j0, where C¯
.
= 2−
B
pq−1 Ĉ. We recall that we are working for (t, z) on the characteristic
t = z +R, so we may rewrite the last inequality as
U(z) ≥ exp
(
(pq)j log
(
C¯ε tΛ(n+µ1,p,q)
))
(R+ z)
A
pq−1 (z −R)−
B
pq−1 (33)
for t ≥ 4R and j ≥ j0. We choose ε0 = ε0(n, µ1, µ2, u0, u1, v0, v1, R) > 0 such that
(C¯ε0)
−(Λ(n+µ1,p,q))−1 ≥ 4R.
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Then, for any ε ∈ (0, ε0] and t > (C¯ε)
−(Λ(n+µ1,p,q))−1 we obtain
t ≥ 4R and C¯ε tΛ(n+µ1,p,q) > 1
and, hence, letting j →∞ in (33) the lower bound for U(z) blows up. Therefore, in order to get a finite value
of U(z), it must hold the converse inequality for t. So, we have showed the upper bound for the lifespan
T (ε) . ε−(Λ(n+µ1,p,q))
−1
.
In the case Ω(n, µ1, µ2, p, q) = Λ(n + µ2, q, p) it suffices to switch the role of U and V in order to show
the estimate T (ε) . ε−(Λ(n+µ2,q,p))
−1
in an analogous way. Also, we completed the proof of Theorem 2.2
in the subcritical case. In the critical case Ω(n, µ1, µ2, p, q) = 0 we need to modify our approach. As we
have already announced, we will employ the slicing method in order to deal with logarithmic factors in the
sequence of lower bounds for U .
4.3 Iteration argument: critical case
In this subsection we prove Theorem 2.2 in the critical case
Ω(n, µ1, µ2, p, q) = max {Λ(n+ µ1, p, q),Λ(n+ µ2, q, p)} = 0.
We begin with the case Λ(n+ µ1, p, q) = 0 > Λ(n+ µ2, q, p).
Let us introduce the succession {ℓj}j∈N, where ℓj
.
= 2 − 2−(j+1). Our goal is to prove the sequence of
lower bound estimate for U
U(z) ≥ Dj
(
log
(
z
ℓjR
))σj
for z ≥ ℓjR, (34)
where {Dj}j∈N, {σj}j∈N are suitable sequences of nonnegative real numbers that we shall determine through-
out the iteration procedure. Obviously, (34) is true for j = 0 provided that D0
.
=Mε and σ0
.
= 0. Also, we
proved the base case. It remains to prove the inductive step. Before starting we remark that {ℓj}j∈N is an
increasing and bounded sequence. In particular, ℓj ≥ ℓ0 =
3
2 . Consequently, for any j ∈ N and any z ≥ ℓjR
we may use the inequality z ≥ 35 (R+ z). Let us assume that (34) holds, we shall prove that (34) is satisfied
also for j + 1. Combining (24) and (34), we get
V (z) ≥ K
ˆ z
ℓjR
(R+ y)−
n−1
2 (q−1)+
µ2
2 −
µ1
2 q |U(y)|q dy
≥ KDqj
ˆ z
ℓjR
(R+ y)
−n−12 (q−1)+
µ2
2 −
µ1
2 q
(
log
(
y
ℓjR
))qσj
dy
≥ KDqj (R+ z)
−n−12 (q−1)−
µ1
2 q
ˆ z
ℓjR
(R+ y)
µ2
2
(
log
(
y
ℓjR
))qσj
dy
≥ KDqj (R+ z)
−n−12 (q−1)−
µ1
2 q
ˆ z
ℓjz
ℓj+1
(R+ y)
µ2
2
(
log
(
y
ℓjR
))qσj
dy
≥ KDqj (R+ z)
−n−12 (q−1)−
µ1
2 q
(
R+
ℓjz
ℓj+1
)µ2
2
(
log
(
z
ℓj+1R
))qσj (
1−
ℓj
ℓj+1
)
z
≥ 35KD
q
j
(
ℓj
ℓj+1
)µ2
2
(
1−
ℓj
ℓj+1
)
(R+ z)
−n−12 (q−1)−
µ1
2 q+
µ2
2 +1
(
log
(
z
ℓj+1R
))qσj
for any z ≥ ℓj+1R. If we plug this lower bound for V in (23) and we use the critical condition Λ(n+µ1, p, q) =
0, it results
U(z) ≥ C
ˆ z
ℓj+1R
(R+ y)
−n−12 (p−1)+
µ1
2 −
µ2
2 p |V (y)|p dy
≥ (35 )
pCKpD
pq
j
(
ℓj
ℓj+1
)µ2p
2
(
1−
ℓj
ℓj+1
)p ˆ z
ℓj+1R
(R+ y)−
n+µ1−1
2 (pq−1)+p
(
log
(
y
ℓj+1R
))pqσj
dy
≥ (35 )
p+1CKpD
pq
j
(
ℓj
ℓj+1
)µ2p
2
(
1−
ℓj
ℓj+1
)p ˆ z
ℓj+1R
1
y
(
log
(
y
ℓj+1R
))pqσj
dy
= (35 )
p+1CKpD
pq
j
(
ℓj
ℓj+1
)µ2p
2
(
1−
ℓj
ℓj+1
)p
(pq σj + 1)
−1
(
log
(
z
ℓj+1R
))pqσj+1
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for any z ≥ ℓj+1R. Since 1−
ℓj
ℓj+1
≥ 2−(j+3) and 2ℓj > ℓj+1 for any j ∈ N, we find
U(z) ≥ CKp2−jp−((4+
µ2
2 )p+1)D
pq
j (pq σj + 1)
−1
(
log
(
z
ℓj+1R
))pqσj+1
for any z ≥ ℓj+1R. Also, we proved (34) for j + 1, provided that
σj+1
.
= 1 + pqσj , (35)
Dj+1
.
= CKp2−jp−((4+
µ2
2 )p+1)(pq σj + 1)
−1Dpqj . (36)
Applying recursively (35), we obtain
σj = 1 + pq σj−1 = 1 + pq + (pq)2 σj−2 = · · · =
j−1∑
k=0
(pq)k + σ0(pq)
j = (pq)
j−1
pq−1 . (37)
Therefore, in (36) we estimate Dj as follows:
Dj = CK
p2−jp−((4+
µ2
2 )p+1)σ−1j D
pq
j−1 ≥ CK
p2−jp−((4+
µ2
2 )p+1)(pq − 1)(pq)−jDpqj−1 = D˜(2
ppq)−jDpqj−1,
where D˜
.
= 2−((4+
µ2
2 )p+1)CKp(pq − 1). Repeating the same argument as in Subsection 4.2 (application of
the logarithmic function and iterative use of the resulting inequality), we find that
logDj ≥ (pq)
j log(D̂ε), (38)
for j ≥ j1
.
= max
{
0, log D˜log(2ppq) −
pq
pq−1
}
, where D̂
.
= M(2ppq)
− (pq)
(pq−1)2 D˜
1
pq−1 . Combining (34), (37) and (38)
we get
U(z) ≥ exp
(
(pq)j log(D̂ε)
)(
log
(
z
ℓjR
)) (pq)j−1
pq−1
for any j ≥ j1 and any z ≥ ℓjR. Since ℓj < 2 for any j ∈ N, then, from the previous inequality we get
U(z) ≥ exp
(
(pq)j log(D̂ε)
) (
log
(
z
2R
)) (pq)j−1
pq−1
= exp
(
(pq)j
(
log(D̂ε) + 1pq−1 log
(
log
(
z
2R
)))) (
log
(
z
2R
))− 1
pq−1
= exp
(
(pq)j log
(
D̂ε
(
log
(
z
2R
)) 1
pq−1
)) (
log
(
z
2R
))− 1
pq−1 (39)
for any z ≥ 2R and any j ≥ j1.
We can choose ε0 = ε0(n, µ1, µ2, u0, u1, v0, v1, R) > 0 sufficiently small such that
exp
(
(D̂ε0)
−(pq−1)
)
≥ 1.
Consequently, for any ε ∈ (0, ε0] and z > 2R exp
(
(D̂ε)−(pq−1)
)
we obtain
z ≥ 2R and D̂ε
(
log
(
z
2R
)) 1
pq−1 > 1
and, hence, as j → ∞ in (39) we see that the lower bound for U(z) is not finite. Therefore, in order to
guarantee the existence of U(z), it must hold the converse inequality for z. Finally, since we are on the
characteristic t = z +R . z, we derive the upper bound for the lifespan
T (ε) ≤ exp
(
D¯ε−(pq−1)
)
,
for a suitable positive constant D¯.
Finally, in the case Λ(n + µ2, q, p) = 0 > Λ(n + µ1, p, q), by switching the role of U and V we get the
same kind of upper bound estimate for the lifespan.
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Case Λ(n+ µ1, p, q) = Λ(n+ µ2, q, p) = 0
In the cusp point of the critical curve we can improve the upper bound of the lifespan further. According to
Remark 2 in this case p = p˜(n, µ1, µ2) and q = q˜(n, µ1, µ2). Therefore,
−n−12 (p− 1) +
µ1
2 −
µ2
2 p = −
n+µ2−1
2 (p− 1) +
µ1
2 −
µ2
2
= −n+µ2−12
(
n+µ1+1
n+µ2−1 − 1
)
+ µ12 −
µ2
2 = −1
and, similarly, −n−12 (q− 1)+
µ2
2 −
µ1
2 q = −1. Therefore, in the case Λ(n+µ1, p, q) = Λ(n+µ2, q, p) = 0 the
iteration frame is simply
U(z) ≥Mε+ C
ˆ z
R
(R+ y)−1 |V (y)|p dy, (40)
V (z) ≥ Nε+K
ˆ z
R
(R+ y)
−1
|U(y)|q dy (41)
for any z ≥ R. Due to the special structure of (40) and (41), in this case is not necessary to applying the
slicing procedure in order to restrict step by step the domain of integration.
Thus, the first step will be to prove
U(z) ≥ Ej
(
log
( z
R
))̺j
for z ≥ R, (42)
where as usual {Ej}j∈N, {̺j}j∈N are suitable sequences of nonnegative real numbers. For j = 0 we get
that (42) is fulfilled provided that E0
.
= Mε and ̺0
.
= 0. We prove now the inductive step. Noticing that
R+ y ≤ 2y for y ≥ R, if we plug (42) in (41), then, it follows
V (z) ≥ K
ˆ z
R
(R+ y)−1 |U(y)|q dy ≥ KEqj
ˆ z
R
(R+ y)−1
(
log
(
y
R
))q̺j
dy
≥ 2−1KEqj
ˆ z
R
1
y
(
log
(
y
R
))q̺j
dy = 2−1KEqj (q̺j + 1)
−1 (log ( zR))q̺j+1
for any z ≥ R. Next we use this lower bound for V in (40), obtaining
U(z) ≥ C
ˆ z
R
(R+ y)
−1
|V (y)|p dy ≥ 2−pCKp(q̺j + 1)−pE
pq
j
ˆ z
R
(R+ y)
−1 (
log
(
y
R
))pq̺j+p
dy
≥ 2−(p+1)CKp(q̺j + 1)−pE
pq
j
ˆ z
R
1
y
(
log
(
y
R
))pq̺j+p
dy
= 2−(p+1)CKp(q̺j + 1)−p(pq̺j + p+ 1)−1E
pq
j
(
log
(
z
R
))pq̺j+p+1
for any z ≥ R. Hence, we proved (42) for j + 1 provided that
̺j+1
.
= p+ 1 + pq ̺j , (43)
Ej+1
.
= 2−(p+1)CKp(q̺j + 1)−p(pq̺j + p+ 1)−1E
pq
j . (44)
We determine the value of ̺j by using (43) iteratively
̺j = p+ 1 + pq̺j−1 = (p+ 1)(1 + pq) + (pq)̺j−2 = · · · = (p+ 1)
j−1∑
k=0
(pq)k + (pq)j̺0
= p+1pq−1 ((pq)
j − 1). (45)
Using (45), from (44) we find
Ej = 2
−(p+1)CKp(q̺j−1 + 1)−p(pq̺j−1 + p+ 1)−1E
pq
j−1 ≥ 2
−(p+1)CKp(pq̺j−1 + p+ 1)−(p+1)E
pq
j−1
= 2−(p+1)CKp̺−(p+1)j E
pq
j−1 ≥ 2
−(p+1)CKp
(
p+1
pq−1
)−(p+1)
︸ ︷︷ ︸
.
= E˜
(pq)−(p+1)jEpqj−1.
As in the previous cases, from the inequality Ej ≥ E˜(pq)
−(p+1)jEpqj−1 it follows the estimate
Ej ≥ exp
(
(pq)j log(Êε)
)
(46)
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for any j ≥ j2
.
= max{0, log E˜log(pq)p+1 −
pq
pq−1}, where Ê
.
= M(pq)
− (pq)(p+1)
(pq−1)2 E˜
1
pq−1 . Therefore, combining (42),
(45) and (46), we have
U(z) ≥ Ej
(
log
(
z
R
)) p+1
pq−1 ((pq)
j−1)
≥ exp
(
(pq)j log(Êε)
) (
log
(
z
R
)) p+1
pq−1 ((pq)
j−1)
≥ exp
(
(pq)j log
(
Êε
(
log
(
z
R
)) p+1
pq−1
))(
log
(
z
R
))− p+1
pq−1 (47)
for z ≥ R and j ≥ j2. We pick ε0 = ε0(n, µ1, µ2, u0, u1, v0, v1, R) > 0 enough small such that
exp
(
(Êε0)
− pq−1
p+1
)
≥ 1.
Also, for any ε ∈ (0, ε0] and z > R exp
(
(Êε0)
− pq−1
p+1
)
we find
z ≥ R and Êε
(
log
(
z
R
)) p+1
pq−1 > 1
and, hence, as j → ∞ in (47) the lower bound for U(z) blows up. Therefore, in order to guarantee the
finiteness of U(z), we have to require the opposite inequality for z. Moreover, we are on the characteristic
t = z +R . z, so from the inequality z ≤ R exp
(
(Êε0)
− pq−1
p+1
)
we deduce for a suitable constant E¯ > 0 the
upper bound for the lifespan
T (ε) ≤ exp
(
E¯ε−
pq−1
p+1
)
.
Finally, switching the role between U and V (that is, working with lower bound estimates for V and applying
the iteration frame (23)-(24) in the reverse order) we end up with the estimate T (ε) ≤ exp
(
Eε−
pq−1
q+1
)
, for
some constant E > 0. Summarizing, we proved the last estimate in (11) too.
5 Final remarks and open problems
Let us compare our results with other results known in the literature. In [30] a blow-up result is proved for (1)
by using the unbounded multiplier m1(t)
.
= (1+ t)µ when 1 < p ≤ pGla(n+2µ). Since the Glassey exponent
is decreasing with respect its argument and we proved a blow-up result in the range 1 < p ≤ pGla(n+ µ) in
Theorem 2.1, then, we improved their result by enlarging the range of p for which the nonexistence of global
in time solutions can be proved under suitable assumptions for the data.
Up to the knowledge of the author the weakly coupled system (5) has not been studied so far in the
literature. Nonetheless, even in this case we obtained as possible candidate for the critical curve
max
{
p+ 1
pq − 1
−
n+ µ1 − 1
2
,
q + 1
pq − 1
−
n+ µ2 − 1
2
}
= 0.
which is a curve that presents a typical peculiarity of scale-invariant models: its branches are shifts of
the branches of the critical curve for (6). The presence of these shifts is due to the fact that we deal
exactly with scale-invariant lower order terms. In the massless case, if we take into account a weaker
kind of damping term, namely, scattering producing damping terms (which means that the time-dependent
coefficients for the damping terms are nonnegative and summable functions), then, the critical condition for
the powers in the nonlinear terms is exactly the same as in the corresponding classical not-damped case (cf.
[29, 30, 31, 58, 41, 42, 43]). Really recently, in [16] the blow-up dynamic for the semilinear wave equation with
time-dependent and scattering producing damping and mass terms has been studied both in the subcritical
and critical case.
Let us point out that we assumed throughout the paper that the parameters µ, ν2 satisfy δ ≥ 0 for
the single semilinear equation (respectively, µ1, µ2, ν
2
1 , ν
2
2 satisfy δ1, δ2 ≥ 0 for the weakly coupled system).
This assumptions are made in order to guarantee that the kernel functions defined by (14), (15) and (16)
are nonnegative functions. Moreover, in the blow-up argument we estimate from below the hypergeometric
functions by positive constants. This choice is also sharp in the case δ > 0 when we consider an estimate
from above. In the limit case δ = 0 though we have to include a logarithmic factor in the upper bound for
the hypergeometric function in (14). In any case, this is not an issue as in the global existence part one
would deal in this specific case with a strict lower bound for the exponents. A similar situation is present in
[7] in the case δ = 0 but for study of the semilinear Cauchy problem with power nonlinearity (3).
Clearly, in order to prove the fact that the conditions for the exponents that we get in this paper are
actually sharp, the sufficient part has to be studied.
14
Acknowledgments
The first author is supported by the University of Pisa, Project PRA 2018 49 and he is member of the
Gruppo Nazionale per L’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Instituto
Nazionale di Alta Matematica (INdAM). The second author was partially supported by Zhejiang Provincial
Nature Science Foundation of China under Grant No. LY18A010023.
References
[1] R. Agemi, Blow-up of solutions to nonlinear wave equations in two space dimensions, Manuscripta
Math. 73 (1991), 153–162.
[2] R. Agemi, Y. Kurokawa, H. Takamura, Critical curve for p-q systems of nonlinear wave equations in
three space dimensions, J. Differential Equations 167(1) (2000), 87–133.
[3] W. Chen, A. Palmieri, Weakly coupled system of semilinear wave equations with distinct scale-invariant
terms in the linear part, Z. Angew. Math. Phys. (2019) 70: 67. https://doi.org/10.1007/s00033-019-
1112-4
[4] M. D’Abbicco, The threshold of effective damping for semilinear wave equations, Math. Methods Appl.
Sci. 38(6) (2015), 1032–1045.
[5] M. D’Abbicco, S. Lucente, NLWE with a special scale invariant damping in odd space dimension,
Discrete Contin. Dyn. Syst. Dynamical systems, differential equations and applications. 10th AIMS
Conference. Suppl. (2015), 312–319, doi: 10.3934/proc.2015.0312.
[6] M. D’Abbicco, S. Lucente, M. Reissig, A shift in the Strauss exponent for semilinear wave equations
with a not effective damping, J. Differential Equations 259(10) (2015), 5040–5073.
[7] M. D’Abbicco, A. Palmieri, Lp − Lq estimates on the conjugate line for semilinear critical dissipative
Klein-Gordon equations, preprint.
[8] K. Deng, Blow-up of solutions of some nonlinear hyperbolic systems, Rocky Mountain J. Math. 29
(1999), 807–820.
[9] V. Georgiev, H. Lindblad, C.D. Sogge, Weighted Strichartz estimates and global existence for semi-linear
wave equations, Amer. J. Math. 119(6) (1997), 1291–1319.
[10] R. T. Glassey, Finite-time blow-up for solutions of nonlinear wave equations, Math Z. 177(3) (1981),
323–340.
[11] R. T. Glassey, Existence in the large for u = F (u) in two space dimensions, Math Z. 178(2) (1981),
233–261.
[12] K. Hidano, K. Tsutaya, Global existence and asymptotic behavior of solutions for nonlinear wave
equations, Indiana Univ. Math. J. 44 (1995), 1273–1305.
[13] K. Hidano, C. Wang, K. Yokoyama, The Glassey conjecture with radially symmetric data, J. Math.
Pures Appl. 98(9) (2012), 518–541.
[14] M. Ikeda, M. Sobajima, Life-span of solutions to semilinear wave equation with time-dependent critical
damping for specially localized initial data, Math. Ann. (2018), https://doi.org/10.1007/s00208-018-
1664-1.
[15] M. Ikeda, M. Sobajima, K. Wakasa, Blow-up phenomena of semilinear wave equations and their weakly
coupled systems, preprint, arXiv:1807.03937, 2018.
[16] M. Ikeda, Z. Tu, K. Wakasa, Small data blow-up of semi-linear wave equation with scattering dissipation
and time-dependent mass, preprint, arXiv:1904.09574, 2019.
[17] H. Jiao, Z. Zhou, An elementary proof of the blow-up for semilinear wave equation in high space
dimensions, J. Differential Equations 189(2) (2003), 355–365.
[18] F. John, Blow-up of solutions of nonlinear wave equations in three space dimensions, Manuscripta
Math. 28(1-3) (1979), 235–268.
15
[19] F. John, Blow-up of solutions for quasi-linear wave equations in three space dimensions, Comm. Pure
Appl. Math. 34 (1981), 29–51.
[20] M. Kato, M. Sakuraba, Global existence and blow-up for semilinear damped wave equations in three
space dimensions, Nonlinear Anal. 182 (2019) 209-225.
[21] T. Kato, Blow-up of solutions of some nonlinear hyperbolic equations, Comm. Pure Appl. Math. 33(4)
(1980), 501–505.
[22] Kubo H. On critical decay and power for semilinear wave equations in odd space dimensions. Discrete
Contin. Dynam. Systems 2(2) (1996), 173–190.
[23] Kubo H, Kubota K. Asymptotic behaviors of radially symmetric solutions of u = |u|p for super
critical values p in even space dimensions. Japan. J. Math. (N.S.) 24(2) (1998), 191–256.
[24] H. Kubo, K. Kubota, H. Sunagawa, Large time behavior of solutions to semilinear systems of wave
equations, Math. Ann. 335 (2006), 435–478.
[25] H. Lindblad, Blow-up for solutions of u = |u|p with small initial data. Comm. Partial Differential
Equations 15(6) (1990), 757–821.
[26] H. Lindblad, C. Sogge, On existence and scattering with minimal regularity for semilinear wave equa-
tions. J. Funct. Anal. 130(2) (1995), 357–426.
[27] H. Lindblad, C. Sogge, Long-time existence for small amplitude semilinear wave equations. Amer. J.
Math. 118(5) (1996), 1047–1135.
[28] K. Masuda, Blow-up solutions for quasi-linear wave equations in two space dimensions, Lecture Notes
in Num. Appl. Anal. 6 (1983), 87–91.
[29] N.A. Lai, H. Takamura, Blow-up for semilinear damped wave equations with subcritical exponent in
the scattering case, Nonlinear Anal. 168 (2018), 222–237.
[30] N.A. Lai, H. Takamura, Nonexistence of global solutions of nonlinear wave equations with weak time-
dependent damping related to Glassey’s conjecture, Differential and Integral Equations 32(1-2) (2019),
37–48.
[31] N.A. Lai, H. Takamura, Nonexistence of global solutions of wave equations with weak time-dependent
damping and combined nonlinearity, Nonlinear Anal. Real World Appl. 45 (2019), 83–96.
[32] N.A. Lai, H. Takamura, K. Wakasa, Blow-up for semilinear wave equations with the scale invariant
damping and super-Fujita exponent, J. Differential Equations 263(9) (2017), 5377–5394.
[33] W. Nunes do Nascimento, A. Palmieri, M. Reissig, Semi-linear wave models with power non-linearity
and scale-invariant time-dependent mass and dissipation, Math. Nachr. 290(11/12) (2017), 1779–1805.
[34] A. Palmieri, Global existence of solutions for semi-linear wave equation with scale-invariant damping
and mass in exponentially weighted spaces, J. Math. Anal. Appl. 461(2) (2018), 1215–1240.
[35] A. Palmieri, Global existence results for a semilinear wave equation with scale-invariant damping and
mass in odd space dimension, in M. D’Abbicco et al. (eds.), New Tools for Nonlinear PDEs and
Application, Trends in Mathematics, https://doi.org/10.1007/978-3-030-10937-0_12
[36] A. Palmieri, A global existence result for a semilinear wave equation with scale-invariant damping and
mass in even space dimension, Math Meth Appl Sci. (2019) 1–27. https://doi.org/10.1002/mma.5542
[37] A. Palmieri, A note on a conjecture for the critical curve of a weakly coupled system of semilinear wave
equations with scale-invariant lower order terms, preprint, arXiv:1812.06588, 2018.
[38] A. Palmieri, An integral representation formula for the solutions of a wave equation with time-dependent
damping and mass in the scale-invariant case, preprint, 2019.
[39] A. Palmieri, M. Reissig, Semi-linear wave models with power non-linearity and scale-invariant time-
dependent mass and dissipation, II, Math. Nachr., 291(11/12) (2018), 1859–1892.
[40] A. Palmieri, M. Reissig, A competition between Fujita and Strauss type exponents for blow-up of semi-
linear wave equations with scale-invariant damping and mass, J. Differential Equations 266 (2019),
1176-1220.
16
[41] A. Palmieri, H. Takamura, Blow-up for a weakly coupled system of semilinear damped wave equations
in the scattering case with power nonlinearities, preprint, arXiv:1812.10086, 2018.
[42] A. Palmieri, H. Takamura, Nonexistence of global solutions for a weakly coupled system of semilinear
damped wave equations of derivative type in the scattering case, preprint, arXiv:1812.10653, 2018.
[43] A. Palmieri, H. Takamura, Nonexistence of global solutions for a weakly coupled system of semilinear
damped wave equations in the scattering case with mixed nonlinear terms, preprint, arXiv:1901.04038,
2019.
[44] A. Palmieri, Z. Tu, Lifespan of semilinear wave equation with scale invariant dissipation and mass and
sub-Strauss power nonlinearity, J. Math. Anal. Appl. (2018), https://doi: 10.1016/j.jmaa.2018.10.015.
[45] M.A. Rammaha, Finite-time blow-up for nonlinear wave equations in high dimensions, Comm. Partial
Differential Equations 12 (1987), 677–700.
[46] J. Schaeffer, The equation utt −∆u = |u|
p for the critical value of p, Proc. Roy. Soc. Edinburgh Sect.
A. 101(1-2) (1985), 31–44.
[47] J. Schaeffer, Finite-time blow-up for utt − ∆u = H(ur, ut) in two space dimensions, Comm. Partial
Differential Equations 11 (1986), 513–543.
[48] T.C. Sideris, Global behavior of solutions to nonlinear wave equations in three space dimensions, Comm.
Partial Differential Equations 8 (1983), 1219–1323.
[49] T.C. Sideris, Nonexistence of global solutions to semilinear wave equations in high dimensions, J.
Differential Equations 52(3) (1984), 378–406.
[50] W.A. Strauss, Nonlinear scattering theory at low energy, J. Funct. Anal. 41(1) (1981), 110–133.
[51] H. Takamura, K. Wakasa, The sharp upper bound of the lifespan of solutions to critical semilinear wave
equations in high dimension, J. Differential Equations 251 (2011), 1157-1171.
[52] H. Takamura, K. Wakasa, Almost global solutions of semilinear wave equations with the critical expo-
nent in high dimensions, Nonlinear Analysis 109 (2014), 187-229.
[53] D. Tataru, Strichartz estimates in the hyperbolic space and global existence for the semilinear wave
equation, Trans. Amer. Math. Soc. 353(2) (2001),
[54] Z. Tu, J. Lin, A note on the blowup of scale invariant damping wave equation with sub-Strauss exponent,
preprint, arXiv:1709.00866v2, 2017.
[55] N. Tzvetkov, Existence of global solutions to nonlinear massless Dirac system and wave equations with
small data, Tsukuba Math. J. 22 (1998), 198–211.
[56] K. Wakasa, The lifespan of solutions to semilinear damped wave equations in one space dimension,
Commun. Pure Appl. Anal. 15(4) (2016), 1265-1283.
[57] K. Wakasa, B. Yordanov, Blow-up of solutions to critical semilinear wave equations with variable
coefficients, J. Differential Equations (2018), https://doi.org/10.1016/j.jde.2018.10.028
[58] K. Wakasa, B. Yordanov, On the blow-up for critical semilinear wave equations with damping in the
scattering case, Nonlinear Anal. 180 (2019) 67–74.
[59] Y. Wakasugi, Critical exponent for the semilinear wave equation with scale invariant damping, in: M.
Ruzhansky , V. Turunen (Eds.) Fourier Analysis. Trends in Mathematics. Birkhäuser, Cham (2014),
https://doi.org/10.1007/978-3-319-02550-6_19.
[60] W. Xu, Blowup for systems of semilinear wave equations with small initial data, J. Partial Differential
Equations 17(3) (2004), 198–206.
[61] B.T. Yordanov, Q.S. Zhang, Finite time blow up for critical wave equations in high dimensions, J.
Funct. Anal. 231(2) (2006), 361–374.
[62] Y. Zhou, Blow up of classical solutions to u = |u|1+α in three space dimensions, J. Partial Differential
Equations 5(3) (1992), 21–32.
[63] Y. Zhou, Life span of classical solutions to u = |u|p in two space dimensions, Chinese Ann. Math.
Ser. B 14(2) (1993), 225–236.
17
[64] Y. Zhou, Blow up of solutions to the Cauchy problem for nonlinear wave equations, Chin. Ann. Math.
Ser. B 22(3) (2001), 275–280.
[65] Y. Zhou, Blow up of solutions to semilinear wave equations with critical exponent in high dimensions,
Chin. Ann. Math. Ser. B 28(2) (2007), 205–212.
[66] Y. Zhou, W. Han, Life-span of solutions to critical semilinear wave equations,Comm. Partial Differential
Equations 39(3) (2014), 439-451.
18
