In the database retrieval and nearest neighbor classification tasks, the two basic problems are to represent the query and database objects, and to learn the ranking scores of the database objects to the query. Many studies have been conducted for the representation learning and the ranking score learning problems, the state-of-the-art independent representation and ranking methods.
however, they are always learned independently from each other. In this paper, we argue that there are some inner relationships between the representation and ranking of database objects, and try to investigate their relationships by learning them in a unified way. To this end, we proposed the Unified framework for Representation and Ranking (UR 2 ) of objects for the database retrieval and nearest neighbor classification tasks. The learning of representation parameter and the ranking scores are modeled within one single unified objective function.
The objective function is optimized alternately with regarding to representation parameter and the ranking scores. Based on the optimization results; iterative algorithms are developed to learn the representation parameter and the ranking scores on a unified way. Moreover, with two different formulas of representation (feature selection and subspace learning), we give two versions of UR2. The proposed algorithms are tested on two challenging tasks -MRI image based brain tumor retrieval and nearest neighbor classification based protein identification.
The experiments show the advantage of the proposed unified framework over * Corresponding author.
Email addresses: jimjywang@gmail.com (Jim Jing-Yan Wang), hbensmail@qf.org.qa (Halima Bensmail) resentation parameters will be used to compute the ground distances between 23 query and database objects, and the the ground distances will be further used 24 to regularize the ranking scores. At the same time, the ranking score will also 25 be regularized by the manifold structure of the database. In this way, an unified 26 objective function is built. The objective function will be optimized with regard 27 to representation parameter and the ranking score alternately in an iterative al-28 gorithm. When the representation parameter is optimized, ranking score will be 29 fixed, and then their role will be switched. Once the representation parameter 30 is learned in the training procedure, it will be used to represent the new query 1 object and rank the database objects. The contribution of this paper is listed 2 as follows: 3 1. An unified framework for representation and ranking is proposed. Though 2. An iterative algorithm is proposed for the learning of representation pa-8 rameters and ranking scores. 9 The remainder of this paper is organized as follows: In Section 2, we present 10 the unified framework for representing and ranking. In Section 3, we apply the 11 proposed framework to the brain tumor retrieval and nearest neighbor protein 
Unified Framework for Representing and Ranking

15
In this section, we will introduce the novel framework for data object repre-16 sentation and ranking in database retrieval and nearest neighbor classification 17 tasks.
18
Objective Function 19
Suppose we have a database with N database objects, we denote it as D = 20
feature vector of the i-th database object. Given a query object, we denote it 22 as y ∈ R P , where y = [y 1 , · · · , y P ] ⊤ ∈ R P is the P dimensional feature vector 23 the query object. The task of database retrieval is to rank the database objects 24 in D according to the similarity between y and each x i ∈ D, and then return 25 then few top ranked ones as retrieval results. To this end, we need to learn the 26 nonnegative ranking score for each x i , denoted as f i , as the similarity measure 27 between y and x i . The ranking scores of all the database objects are further 28 organized as a ranking score vector f = [f 1 , · · · , f N ] ⊤ ∈ R N + . Moreover, instead 1 of using the original features of query object y and the database object x i , we 2 also consider to represent them by feature selection or subspace learning. The 3 represented query and database objects are denoted as y Θ ∈ R P ′ and
where Θ is the representation parameter, and P ′ is the dimension of the feature 5 space of the new representation.
6
To learn the representation parameter Θ and the ranking score vector f in an 7 unified way, we will formulate the learning problem by an unified objective func-8 tion. We will consider the following two regularization terms when constructing 9 the objective function:
10 Ground distance regularization : Given a query object represented as y Θ , 11 and a database object represented as x Θ i , parameterized by Θ, we could 12 compute the squared Euclidean distance between them as the ground dis-
If the ground distance of query to i-th database object 14 is short, it's natural to expect the ranking score of i-th database objective 15 is large; and vice versa. We model the regularization of ground distance 16 with the following minimization problem:
Manifold regularization : Based on the manifold assumption [12], which as-18 sumes that all the database objects lie on a low-dimensional manifold, we 19 also try to regularize the ranking scores by manifold information. The 20 manifold can be approximated linearly in a local area of the feature space 21 of the database objects. Therefore, we assume that a database object x i 22 can be approximated by linearly reconstructing from its K nearest neigh- cients A ij , j = 1, · · · , N could be obtained by minimizing the squared 27 6 reconstruction error as:
This problem could be solved as a Quadratic programming (QP) prob-2 lem. The solved reconstruction coefficients are organized in a matrix
With the reconstruction coefficient matrix, we could 4 formulate the manifold assumption to ranking scores by
By solving this problem, we imply that a ranking score f i could also be 6 recontracted from the ranking scores f j of its neighbors x j ∈ N i . The 7 manifold assumption is imposed to the ranking score by sharing the same 8 local linear reconstruction coefficients A ij between the feature space and 9 the ranking score apace.
10
By combining the two regularization terms in (1) and (3), we could have the 11 following objective function for the learning of f and Θ:
where α is a trade-off parameter. 13 We also suppose we have a query set with M query objects for the training 14 procedure, denoted as Q = {y 1 , · · · , y M } ∈ R P , where y k = [y k,1 , · · · , y k,P ] ⊤ ∈ 15 R P is the P dimensional feature vector of the k-th data object. When k-th 16 query y k is available in the training query set Q, we denote the ranking score 17 vector for the k-th query object as
where y ik is the ranking score of i-th database object against k-th query object. We define the 1 ranking score matrix as
as the ranking score vector of k-th query. Then the objective function could be 3 extended to the following one by applying the objective function to each query 4 and summing them up:
By minimizing the objective function in (5), we try to find the optimal ranking 6 scores for the queries in Q, and the representation parameter Θ for both the 7 query and databases objects in Q and D simultaneously. To optimize the objective function (5), we adopt the alternate optimization 10 strategy. F and Θ will be optimized alternatively in an iterative algorithm, and 11 in each iteration, one of them will be solved or updated, while the other fixed, 12 then their role will be switched. By fixing the representation parameter Θ, and defining the ground distance
rewritten in matrix formula as,
We introduce the lagrange multiplier matrix
By setting the derivative of L with respect to F to zero, we have
denotes the element-wise 4 matrix product, we get the following equation:
which leads to the following update rule for F
where [·] [·] denotes the element-wise matrix division. To optimize Θ, we first need to specify the form of data representation 9 which transfer a the original feature vector x ∈ R P to it newly represented 10 feature vector x Θ ∈ R P ′ , which is parameterized by Θ. Here we consider the 11 feature selection and subspace learning as data representation methods, which 12 are introduced as follows:
13
Feature Selection : Given a P dimensional feature vector
of a object, not all the features are relevant to the task in hand, and 15 many of them might be noisy features. We try to assign each feature with 16 different feature weight, so that the important features will be emphasized 17 and the noisy features will be restrained. To this end, we introduce the 18 nonnegative feature weight vector t = [t 1 , · · · , t P ] ⊤ ∈ R P + to parameterize the feature selection, where t p is the weight for the p-th feature. The constrains t p ≥ 0 and ∑ P p=1 t p = 1 are introduced to t to prevent the 2 negative weight. The feature vector could then be represented as
In this case, the representation parameter Θ is t. We apply the feature 4 selection to both the query and the database objects, and then the ground 5 distance between the k-th query object y k and the i-th database object 6
x i will be computed as
By replacing t by Θ, substituting (12) to (5), fixing F and removing the 8 irrelevant term, (5) could be turned to the following optimization problem,
t p = 1, p = 1, · · · , P. 
where I is an identity matrix of order P ′ . In this case, the representation 1 parameter is W . By applying the subspace learning to both query and 2 database objects, we have the ground distance between y k and x i defined
By replacing Θ by W , substituting (15) to (5), fixing F , and removing the 5 term irrelevant to W , (5) could be turned to the following optimization 6 problem,
This problem could be 8 obtained by solving the generalized eigenvalue decomposition problem,
where λ is a eigenvalue and w ∈ R P is its corresponding eigenvector.
10
Assume that the P ′ smallest eigenvalues are ranked in a ascending or-11 der, as λ 1 , · · · , λ P ′ , and the corresponding eigenvectors are denoted as 12 w 1 , · · · , w P ′ . Then the solution of (16) could be obtained as Construct the nearest neighbor graph for D and compute its reconstruction
Initialize the ranking score matrix F 0 .
Initialize the representation parameter Θ 0 and compute the initial ground distance matrix D 0 .
for t = 1, · · · , T do Update the ranking score matrix F t based on the previous ground distance matrix D t−t and ranking score matrix F t−1 , as in (10).
Update the representation parameter Θ t by fixing F t , as in (13) or (17).
Update the ground distance matrix D t based on the newly updated representation parameter Θ t .
end for
Output: The ranking score matrix F T , and the representation parameter Θ T .
Ranking new query object 5
We have introduced the off-line training procedure of Θ given a set of training 6 query objects. In this subsection, we will discuss how to represent and rank a 7 new query object y in the on-line retrieval procedure. In fact, we assume that 8 the new arrived query won't effect the representation parameter, and we use 9 the parameter Θ learned using the training query objects to represent it as 10 y Θ , based on feature selection or subspace learning. To learn its ranking score 11 vector f, we simply solve the optimization problem in (4) while fixing Θ as 1 learned by Algorithm 1. We define a ground distance vector for y Θ against 2 all the represented database objects as
(4) then could be rewritten as
Its lagrange function L of is
where ϕ ∈ R N is the lagrange multiplier vector for constrain f ≥ 0. By setting 6 the derivative of L with respect to f to zero, we have
Using the KKT condition [ϕ] • [f] = 0, we get the following equation:
which leads to the following update rule for f
Based on the update rule, we could have the on-line ranking algorithm for query 10 y, as summarized in Algorithm 2. 
Experiments
12
In this experiment, we will evaluate the proposed methods for the brain 13 tumor retrieval task and the nearest neighbor protein identification task. Initialize the ranking score vector f 0 .
Compute the ground distance vector d based on Θ.
for t = 1, · · · , T do Update the ranking score vector f t based on the ground distance vector d and previous ranking score vector f t−1 as in (22).
end for
Output:
The ranking score vector f T .
Experiment I: Brain Tumor Retrieval
1 MRI has been one of the the most popular means for the diagnose of human 2 brain tumors. However, the diagnosis of a brain tumor relies strongly on the 3 experience of radiologists. In clinical practice, it would be significant helpful 4 to have a retrieval system for brain tumors in MRI image which could return 5 the tumors of the same pathological category as the query image. The doctors 6 then can use the relevant MRI images returned by the retrieval system and the 7 diagnosis information associated to these relevant images for the diagnosis for 8 the current case [3] . In this experiment, we will evaluate the proposed method 9 as MRI image representation and ranking method for the brain tumor retrieval 10 system. 11
Dataset and Setup 12
Three types of brain tumors have been studied widely due to their high 13 incidence rate in clinics, which are gliomas, meningiomas, and pituitary tumors. To conduct the experiment, we need a database, a training query set used 4 to learn the representation, and a test query set to evaluate the retrieval per-5 formance. To this end, we randomly split the entire dataset into three subsets, 6 one with 50% slices as database, one with with 25% slices as training query set, 7 and another one with 25% slices as test query set. The database training query 8 test qeury set split will be repeated randomly for ten times to reduce the bias 9 of each split.
10
To evaluate the retrieval performances, we used the Receiver Operating 
Results
23
In the experiments, we compare our unified framework for both represen- ods. We should note that the proposed unified framework outperform not only 20 the independent presentation and ranking methods (LRGA, LSFS and LLE), 21 but also their naive combinations (LRGA+LSFS and LRGA+LLE). We explain this with the fact that our approaches, differently from other independent rep-23 resentation and ranking methods, take into account both representation and 24 ranking problems simultaneously, so that the representation parameters and 25 ranking scores could be learned optimally. Moreover, it is worth noting that the 26 manifold ranking method (LRGA) outperforms the feature selection and sub- 
Experiment II: Protein Identification
1 Identification the protein sample by using bio-sensor is very important for 2 biochemical research and disease diagnose. In this experiment, we will evaluate 3 the usage of proposed methods for the nearest neighbor classification based 4 identification using the bio-sensor array data. and the most similar ones will be used for nearest neighbor classification.
13
To test the proposed methods, we employ the leave-one-out protocol to con- 
Conclusion and Future works 6
Representation learning and ranking score learning are two foundational 7 problems for similar neighbor finding with many significant applications includ-8 ing database retrieval and nearest classification. Most research in the machine 9 learning community have been focussed on the learning of representation pa-10 rameters and ranking score respectively, which ignores the possible relationships 11 between these two issues at all. In this paper, for the first time, we propose the 12 unified framework for representation and ranking objects in database retrieval 13 and nearest classification problems. It is shown in this work that using the 14 proposed unified framework to learn the representation and raking parameters 15 works well in this scenario. A significant advantage of the proposed method, 1 as compared to methods to represent and rank objects respectively, is that, 2 with different representation parameter to define the ground distance, the opti-3 mal ranking scores could be learned according to the representation parameter. 4 Moreover, the representation parameter could also be adjusted according to the 5 ranking scores.
