Abstract. It is shown that by eliminating duality theory of vector spaces from a recent proof of Kouba (O. Kouba, A duality based proof of the Combinatorial Nullstellensatz. Electron. J. Combin. 16 (2009), #N9) one obtains a direct proof of the nonvanishing-version of Alon's Combinatorial Nullstellensatz for polynomials over an arbitrary integral domain. The proof relies on Cramer's rule and Vandermonde's determinant to explicitly describe a map used by Kouba in terms of cofactors of a certain matrix.
Introduction
The Combinatorial Nullstellensatz is a very useful theorem (see [1] ) about multivariate polynomials over an integral domain which bears some resemblance to the classical Nullstellensatz of Hilbert.
Theorem 1 (Alon, Combinatorial Nullstellensatz (ideal-containment-version), Theorem 1.1 in [1] ). Let K be a field, R ⊆ K a subring, f ∈ R[x 1 , . . . , x n ], S 1 , . . . , S n arbitrary nonempty subsets of K, and g i := s∈Si (x i − s) for every 1 ≤ i ≤ n. If f (s 1 , . . . , s n ) = 0 for every (s 1 , . . . , s n ) ∈ S 1 × · · · × S n , then there exist polynomials h i ∈ R[x 1 , . . . , x n ] with the property that deg(h i ) ≤ deg(f ) − deg(g i ) for every
n be a term in f with c = 0 whose degree d 1 + · · · + d n is maximum among all degrees of terms in f . Then every product S 1 × · · · × S n , where each S i is an arbitrary finite subset of R satisfying |S i | = d i + 1, contains at least one point (s 1 , . . . , s n ) with f (s 1 , . . . , s n ) = 0.
Three comments are in order. First, talking about subrings of a field is equivalent to talking about integral domains: every subring of a field clearly is an integral domain, and, conversely, every integral domain R is (isomorphic to) a subring of its field of fractions Quot(R). Second, strictly speaking, rings are mentioned in [1] only in Theorem 1, but Alon's proof in [1] of Theorem 2 is valid for polynomials over integral domains as well. Third, it is intended that the S i are allowed to be subsets of K in Theorem 1 but required to be subsets of R in Theorem 2, since this is the slightly stronger formulation: if Theorem 2 is true as it is formulated here, then by invoking it with R = K and by viewing an f ∈ R[x 1 , . . . , x n ], R being a subring of K, as a polynomial in K[x 1 , . . . , x n ], it is true as well with the S i being allowed to be arbitrary subsets of K.
In [1] , Theorem 2 was deduced from Theorem 1. In [3] , Kouba gave a beautifully simple and direct proof of the nonvanishing-version of the Combinatorial Nullstellensatz, bypassing the use of the ideal-containment-version. Kouba's argument was restricted to the case of polynomials over a field and at one step applied a suitably chosen linear form on the vector space K[x 1 , . . . , x n ] to the given polynomial f in Theorem 2.
However, for Kouba's idea to work, it is not necessary to have recourse to duality theory of vector spaces and in the following section it will be shown how to make Kouba's idea work without it, thus obtaining a direct proof of the full Theorem 2.
Finally, two relevant recent articles ought to be mentioned. A very short direct proof of Theorem 2 was given by Micha lek in [5] who explicitly remarks that the proof works for integral domains as well. Moreover, the differences s − s ′ :
in the proof below play a similar role in Micha lek's proof. In [6] , Schauz obtained far-reaching generalizations and sharpenings of Theorem 2, expressly working with integral domains and generalizations thereof throughout the paper.
Proof of Theorem 2
The proof of the Theorem 2 will be based on the following simple lemma. Since S is a set, all factors of this product are nonzero, and since R has no zero divisors, the determinant is therefore nonzero as well. Now let α ij be the cofactors of A, i.e. 
where in order to avoid double indices the coefficients λ are now being indexed by the elements of S k directly, not by an enumeration of each S k ) with the property that
Using the coefficient families (λ
Due to the commutativity of an integral domain, Φ is an R-linear form on the R-module R[x 1 , . . . , x n ], hence its value Φ(f ) on a polynomial f can be evaluated termwise as
If t = c · x
where in the last step again use has been made of the commutativity of an integral domain. By (6) and (2) it follows that for every term t, if there is at least one exponent d 
since R has no zero divisors. Obviously this implies that there exists at least one point (s 1 , . . . , s n ) ∈ S 1 × · · · × S n where f does not vanish.
Concluding question
Is there any interesting use for the fact that even in the case of integral domains the coefficients of Kouba's map can be explicitly expressed in terms of cofactors of the matrices (s i−1 j )?
