The partial quadratic eigenvalue assignment problem (PQEVAP) concerns reassigning a few undesired eigenvalues of a quadratic matrix pencil to suitably chosen locations and keeping the other large number of eigenvalues and eigenvectors unchanged (no spillover). The problem naturally arises in controlling dangerous vibrations in structures by means of active feedback control design. For practical viability, the design must be robust, which requires that the norms of the feedback matrices and the condition number of the closed-loop eigenvectors are as small as possible. The problem of computing feedback matrices that satisfy the above two practical requirements is known as the Robust Partial Quadratic Eigenvalue Assignment Problem (RPQEVAP). In this paper, we formulate the RPQEVAP as an unconstrained minimization problem with the cost function involving the condition number of the closed-loop eigenvector matrix and two feedback norms. Since only a small number of eigenvalues of the open-loop quadratic pencil are computable using the state-of-the-art matrix computational techniques and/or measurable in a vibration laboratory, it is imperative that the problem is solved using these small number of eigenvalues and the corresponding eigenvectors. To this end, a class of the feedback matrices are obtained in parametric form, parameterized by a single parametric matrix, and the cost function and the required gradient formulas for the optimization problem are developed in terms of the small number of eigenvalues that are reassigned and their corresponding eigenvectors. The problem is solved directly in quadratic setting without transforming it to a standard first-order control problem and most importantly, the significant ''no spill-over property'' of the closed-loop eigenvalues and eigenvectors is established by means of a mathematical result. These features make the proposed method practically applicable even for very large structures. Results on numerical experiments show that the proposed method considerably reduces both feedback norms and the sensitivity of the closed-loop eigenvalues. A study on robustness of the system responses of the method under small perturbations show that the responses of the perturbed closed-loop system are compatible with perturbations.
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The partial quadratic eigenvalue assignment problem (PQEVAP) concerns reassigning a few undesired eigenvalues of a quadratic matrix pencil to suitably chosen locations and keeping the other large number of eigenvalues and eigenvectors unchanged (no spillover). The problem naturally arises in controlling dangerous vibrations in structures by means of active feedback control design. For practical viability, the design must be robust, which requires that the norms of the feedback matrices and the condition number of the closed-loop eigenvectors are as small as possible. The problem of computing feedback matrices that satisfy the above two practical requirements is known as the Robust Partial Quadratic Eigenvalue Assignment Problem (RPQEVAP). In this paper, we formulate the RPQEVAP as an unconstrained minimization problem with the cost function involving the condition number of the closed-loop eigenvector matrix and two feedback norms. Since only a small number of eigenvalues of the open-loop quadratic pencil are computable using the state-of-the-art matrix computational techniques and/or measurable in a vibration laboratory, it is imperative that the problem is solved using these small number of eigenvalues and the corresponding eigenvectors. To this end, a class of the feedback matrices are obtained in parametric form, parameterized by a single parametric matrix, and the cost function and the required gradient formulas for the optimization problem are developed in terms of the small number of eigenvalues that are reassigned and their corresponding eigenvectors. The problem is solved directly in quadratic setting without transforming it to a standard first-order control problem and most importantly, the significant ''no spill-over property'' of the closed-loop eigenvalues and eigenvectors is established by means of a mathematical result. These features make the proposed method practically applicable even for very large structures. Results on numerical experiments show that the proposed method considerably reduces both feedback norms and the sensitivity of the closed-loop eigenvalues. A study on robustness of the system responses of the method under small perturbations show that the responses of the perturbed closed-loop system are compatible with perturbations. 
Q1
. However, for the sake of computational convenience, these are very often discretized into a system of second-order differential equations of the form [2, 24] :
where the three n-by-n matrices M; D, and K are, respectively, mass, damping, and stiffness matrices. Very often they have special structures, such as, M, D, and K are symmetric, M is positive definite and diagonal or tridiagonal, and K is positive semidefinite and tridiagonal, etc. By the separation of variables, xðtÞ ¼ x e lt , where x is a constant vector, one can obtain the general solution of (1) in terms of the eigenvalues and eigenvectors fðl k ; x k Þg 2n k¼1 of the quadratic matrix pencil
where Pðl k Þx k ¼ 0 for k ¼ 1; 2 . . . ; 2n. The eigenvalues are related to natural frequencies and eigenvectors are mode shapes. Thus, the dynamics of (1) is governed by the eigenvalues and eigenvectors of PðlÞ. Dangerous vibrations occur when some of the natural frequencies become close or equal to those of the external frequencies. Traditionally, vibration of structures, is controlled by using a passive device, such as a shock absorber in a car. Though quite economic and easy to implement, such a passive device has severe practical limitations. These include its limited performance, changing the global dynamics, and others. On the other hand, because of the recent remarkable advances in sensors and actuators, the use of active vibration control force is becoming more popular. The active control devices are capable of overcoming the shortcomings of the passive devices. In active control strategy, vibrations are measured by sensors and then transmitted to a computer system where the required control force is computed in real-time and then applied to the structure by means of actuation.
Thus, the most important and challenging aspect of implementing an active control strategy is to efficiently and effectively compute the required feedback control force. Mathematically, the problem of computing the state feedback control force can be described as follows:
Let a control force in the form BuðtÞ, where B is an n-by-m control matrix and uðtÞ is the associated control vector, be applied to the structure, and suppose
where the n-by-m matrices F 1 and F 2 are called feedback matrices. Then the dynamics of the closed-loop system is governed by the eigenvalues and eigenvectors of the closed-loop pencil
If M is nonsingular, which is usually the case in practical applications, then there are 2n eigenvalues and 2n eigenvectors. Therefore, we shall find the two active feedback matrices F 1 and F 2 such that a few undesirable eigenvalues, say l 1 ; . . . ; l p ðp52nÞ, are replaced by suitable chosen ones, m 1 ; . . . ; m p , while the remaining ð2n À pÞ eigenvalues l pþ1 ; . . . ; l 2n of PðlÞ and the associated eigenvectors, remain unchanged; that is, there will be no spill-over of the unassigned closed-loop eigenvalues and eigenvectors. This property ensures that those eigenvalues that are not be specifically reassigned will not themselves become resonant or unstable. The above problem is known as the partial quadratic eigenvalue assignment problem (PQEVAP).
Since there exist excellent numerical methods for solving eigenvalue assignment problems in standard first-order control system (see Datta [11] ), including some for partial eigenvalue assignment problem, such as by Porter and Crossley [32] , Datta and Sarkissian [19] , and Datta and Saad [17] , it is only natural to think of solving the PQEVAP by transforming the problem to a first-order control problem and then using a suitable first-order technique
Q2
. Unfortunately, there are severe computational drawbacks, associated with that approach. These include (i) requirement of inversion of a possibly ill-conditioned mass matrix and (ii) loss of exploitable properties, such as the symmetry, positive definiteness, sparsity, etc. Furthermore, the existing eigenvalue methods are designed for small-order control problems and in order to use an existing method for a second-order model, which are usually very large, the model order must be reduced considerably by using techniques of model reduction, such as the Guyan reduction technique (see Inman [23] ). However, the existing model reduction techniques, including the popular Guyan reduction technique, may fail to produce even a few natural frequencies and mode shapes accurately (see Friswell and Mottershead [21] ). Inspite of several attempts by numerical linear algebra researchers, effective numerical model reduction techniques that work exclusively in secondorder model are rare. Similarly, the state-of-the-art independent modal space control (IMSC) approach (see Inman [23] ), Meirovitch et al. [27, 28] , also is not practical for the large and sparse PQEVAP. For open-loop decoupling, the IMSC approach needs the knowledge of the complete spectrum and eigenvectors of PðlÞ, and for closed-loop decoupling, a stringent requirement of the number of sensors and actuators must be met [23, 28] . On the other hand, the state-of-the-art computational technique, the Jacobi-Davidson method (see Datta [10] and Tisseur and Meerbergen [38] ) for the quadratic eigenproblem, is capable of computing only a few extremal eigenvalues and eigenvectors of a large quadratic pencil.
To meet these practical engineering and computational difficulties, several ''direct, partial-modal and no spill-over'' methods for the PQEVAP have been developed in recent years [12] [13] [14] [15] 20, 34, 8] .
These methods (i) work directly in the second-order model, (ii) do not require any model reduction, and (iii) can be implemented with the knowledge of only a small number of eigenvalues which are to be reassigned and the corresponding eigenvectors and (iv) above all, the no spill-over property is established by means of a mathematical theory based on the new orthogonality relations of the eigenvectors of the quadratic matrix pencil PðlÞ, developed in these papers. Datta and Sarkissian [18] and Datta et al. [16] have also developed a partial eigenvalue assignment method for gyroscopic distributed parameters systems that does not require discretizations of the original model. Though these methods are suitable to compute a set of feedback matrices in a numerically desirable way, they do not address the problem of robust control design.
The robustness of the closed-loop eigenvalues and eigenvectors depends upon (i) norms of the feedback matrices and (ii) the conditioning of the closed-loop eigenvectors (see Datta [11] ). The small feedback norms guarantee small signals and therefore low cost, and low conditioning of the closed-loop eigenvalues assures that the closed-loop eigenvalues remain insensitive to small perturbations of the data. The latter is known as robust partial quadratic eigenvalue assignment problem (RPQEVAP).
Both the RPQEVAP and the problem of norm minimization are clearly optimization problems. To solve these problems in an optimization setting, some additional challenges must be met. These are:
The feedback matrices must be expressed in some parametric forms so that the optimization problems can be solved by exploiting this parametric matrix.
Gradient formulas must be developed using the knowledge of only these few eigenvalues and eigenvectors of PðlÞ that are computationally available or measurable.
There exist a few papers on robustness for the complete eigenvalue assignment in the first-order control systems, such as those, by Keel et al. [26] , Keel and Bhattacharyya [25] , Cavin III and Bhattacharyya [7] , Varga [39, 40] , etc. However, work on robustness for quadratic partial eigenvalue assignment is rare. Only two papers that deals with the robustness of the PQEVAP have been published so far. They are: the paper by Qian and Xu [33] and the recent papers by Brahama and Datta [3, 4] . The method proposed by Qian and Xu is not an optimization-based and has limitations. Brahama and Datta, instead of minimizing the condition number of the closed-loop eigenvector matrix Y,
The rationale is that if the matrix Y is made close to an orthogonal matrix, then Y will be wellconditioned. But it is desirable that Cond F ðYÞ itself is minimized [5] . There also exists an earlier paper by Chu and Datta [9] that deals with robustness of the quadratic eigenvalue assignment but complete spectrum assignment is considered there. Another recent paper of Datta et al. [15] considers robust partial assignment in a cubic pencil in an optimization setting that deals with robustness of vibrating structures with aerodynamics effects. The technique proposed there, however, requires knowledge of the complete spectrum and the associated eigenvectors for its implementation. Mottershead et al. [29] have also developed receptance-based method for desensitizing the closed-loop eigenvalues.
In this paper, a mathematically equivalent expression of Cond F ðYÞ, namely, JYJ
F is minimized. This minimization problem then is combined with the problem of minimization of two feedback norms to simultaneously minimize the closed-loop condition number and feedback norms.
Numerical experiments are performed to:
Study the performance of the proposed algorithm.
Compare the proposed algorithm with Brahma-Datta's algorithm [4] and also with both the single and multi-input versions of Ram-Elhay's algorithm [34] .
Study the robustness of the system.
The results of comparison show that the proposed algorithm is superior in its performances of both aspects of norms and the closed-loop condition number minimization to both Brahma-Datta and Ram-Elhay's algorithms.
Also, a comparison of the system responses of the original system with perturbed system, in which the matrix K goes under several small perturbations while the matrices M, D, B are kept fixed, shows the responses remain insensitive to these perturbations and successfully approach to the steady state. 5F the Kronecker product of the two matrices E ¼ ðe ij Þ mÂn and F of order s Â t.
Notations and assumptions
Throughout the paper, the following assumptions will be made:
(a) M; D; and K are symmetric and M is positive definite ðM40), (b) The control matrix B has full column rank,
and (e) ðPðlÞ; BÞ is partially controllable with respect to the eigenvalues l 1 ; l 2 ; . . . ; l p ; that is rank ðPðl i Þ; BÞ ¼ n; i ¼ 1; 2; . . . ; p.
Problem statement
The problem of simultaneously minimizing the condition number of the closed-loop eigenvector matrix, Y and two feedback norms, can be stated in an optimization setting as follows:
where 0rar1 and c 1 ; c 2 40. Here c 1 and c 2 are weighting parameters chosen according to the practical requirements. When c 1 ¼ c 2 ¼ 1, the equal weights are placed on state and velocity feedbacks.
We note that if a ¼ 0, then we have pure norm minimization problem and if a ¼ 1, then we have RPQEVAP. We also remark that the feedback matrices F 1 and F 2 stand for different physical quantities. Therefore, one may choose the suitable weighting parameter c 1 and c 2 from the physical point of view.
Problem solution
The solution to the problem comes in three sequential steps:
A family of parametric feedback matrices, parameterized by a single parametric matrix G, is obtained. The closed-loop eigenvector matrix Y and its inverse are expressed in terms of the matrix G. Finally, the gradient expressions are derived with knowledge of only a small number of eigenvalues that need to be reassigned and the associated eigenvectors.
Parametric expressions for feedback matrices F 1 and F 2
The derivation of the parametric expressions of F 1 and F 2 (given below) depends upon the following orthogonality relation of the quadratic pencil PðlÞ.
Proof. We prove here only Part (i). The proof of Part (ii) is similar.
Proof of Part
Since L 1 and L 2 are eigenvalue matrices of PðlÞ and X 1 and X 2 are the associate eigenvector matrices, we have From (6), we get
Taking the transpose of the both sides gives rise to
Post-multiplying both sides of the above equation by X 2 we get
Also, pre-multiplying both sides of (7) by
From (8) and (9) we have
Adding the term
It then follows from (11) 
(i) For any arbitrary choice of F, the feedback matrices F 1 and F 2 defined by
That is, there will be no spill-over).
(ii) If F is chosen satisfying the m Â p linear system: FZ ¼ G, where G is arbitrary and Z is obtained by solving the Sylvester equation:
then F 1 and F 2 are real and the closed-loop eigenvalues will include m 1 ; m 2 ; . . . ; m p with the corresponding eigenvectors
Sketch of the proof :
A. Part (i) is proved by using the orthogonality relations given in Lemma 4.1. B. The proof of Part (ii) amounts to showing that
which is equivalent to showing that 
Proof of Part (ii) now follows by setting FZ ¼ G and noting that Z solves the Sylvester equation (13) .
C. Proof of Part (iii) is easy. Details of the proof are omitted, because they are similar to the proof given in Brahma and Datta [4] .
Expressing the matrix Y and Y
À1 in terms of the parametric matrix G
To express Y in terms of G, we first note that Y can be expressed as [4, 33] 
Let Y 1 ¼ ðy 1 ; y 2 ; . . . ; y p Þ. Then each y k ; k ¼ 1; . . . ; p is uniquely determined by the system of equations:
Thus, Y 1 is a function of the parametric matrix G. Also, the (unknown) matrices X 2 and L 2 are fixed and do not take part in feedback computations, so they are independent of G.
We now show how to express Y À1 as a function of G. To do so, we first state the following preliminary lemma.
Then Oa| if and only if A 1 ; A 2 ; A 3 satisfy
and in case of Oa|, any E 2 O can be expressed as
where T 2 C mÂn . Moreover, there is a unique matrix E ð0Þ 2 O given by
such that for any unitarily invariant norm J Á J,
The next theorem shows how the inverse of the nonsingular matrix Y is determined.
and suppose that Z is invertible. Also, let the matrices
and let the matrices S and C be defined as in Theorem 4.3 and the 2n-by-2n complex matrix Y defined in (14) be nonsingular. Let
Then the PQEVAP is solvable if Y À1 is given by
Proof. It easily follows that the PQVEAP is solvable if and only if
It is easy to know that (17) holds if and only if Y satisfies
By (15), we have Using the notations X 2 and L 2 , we get
Substituting (19) and (20) 
It is observed that (22) holds if
By Lemma 4.4, the equation ½I p ; 0E ¼ Z À1 C has a solution as follows:
which is closest to Y À1 in the sense of any unitarily invariant norm. By using (23) , it is easy to check that E
Y .Let
Then, by (24), we obtain that
Next, we compute the expression of W 2 . By YY À1 ¼ I, we havẽ
Let the SVD (cf. [22] ) of the matrixX 2 be given bỹ 
This, together with (25) leads to (16) . & Expressing the cost function J as a function of G: In view of Theorem 4.5 and using (25) and (26), we can further reduce the cost function J as follows:
We note that L 2 is a fixed matrix, and X 2 is independent of G. Also, from Theorem 4.3 and (15), we see that the matrices F 1 , F 2 , Y 1 , W 1 , and W 2 are the functions of G.
The expression (27) still contains the term W 2 which involvesX þ 2 . However, we note that
where s min ðX 2 Þ denotes the smallest singular value ofX 2 . By assumption thatX 2 has linearly independent columns, so we may expect that s min ðX 2 Þ is not too small. So, instead of minimizing J given by (27) , we will minimize the following expression, which also for simplicity, we write as J: 
with the parameter b40 being a-priori estimate for the upper bound of 1=s 2 min ðX 2 Þ.
Since J 3 is independent of G, we can now focus on the following unconstrained minimization problem: 
Suppose that Z is nonsingular and U satisfies the Sylvester equation:
Then:
Proof. The result can be proved similarly as in Theorem 2 in [4] . We omit the details here. &
In the following, we shall provide an explicit formula of the gradient of J 1 with respect to the parameter G via the Sylvester equation-based parameterization. By Theorem 4.3, we prove the following result on the gradient of J 1 with respect to G. (26) . Suppose that Z is invertible and Y 1 , U, U 1 , U 2 , V, V 1 , and V 2 , respectively, satisfy the following equations:
and
where
with E 1 :¼ ½I n ; 0 2 R nÂ2n and E 2 :¼ ½0; I n 2 R nÂ2n . Then, the gradient r G J 1 of J 1 with respect to G is given by
Proof. We rewrite the function J 1 defined in (29) in the form: where
We first give the formula for the gradient r G J 11 of J 11 . For
we have the gradient r G J 11 from the first-order variation as
We now express trðZ 1 DY 1 Þ in terms of DG. From (15), we know that DY 1 is uniquely determined by
where U is determined by (31) . Next, we derive an expression for the term trðZ (37) . Taking the conjugate transpose of (38) gives
Substituting (39) and (40) into (37) 
We first deduce the expression of trðW
Then trðW 
It is well known that DZ of the Sylvester equation can be written as [36] DZ ¼
where f jk are scalars.
Then we have trðZ 6 DZÞ ¼ tr
where V is the unique solution to (32) . Substituting (46) Next, we deduce an expression for the term trðW 1 DW H 1 Þ in (42). By (43), we have
Similar to the proof of (47), we can show that
It follows from (42), (47), and (49) that
Thus the gradient r G J 12 of J 12 is given by
Finally, we derive the expression of r G J 13 for J 13 . By (33), we get
Thus,
We first give an expression for trðW
By (33) and (43), we have 
where U 1 is determined by (31) . By following the similar proof lines of (46), we obtain
where V 1 is determined by (32) . Substituting (54) and (55) into (53) gives
Using a proof similar to (56), we can show that
Next, we express 
where U 2 is determined by (31) . By following the similar proof lines of (46), we obtain
where V 2 is determined by (32) . Substituting (59) and (60) into (58) gives
As with proof of (61), we can show that
Substituting (56), (57), (61), and (62) into (52), we get
Thus the gradient r G J 13 of J 13 is given by The proof of the required gradient formula now follows from (41), (51), (64), and (36). &
An optimization algorithm for simultaneous feedback norm and closed-loop condition minimization
Based on above analysis, we write down the following algorithm for simultaneously minimizing feedback norms and the closed-loop condition number.
Algorithm 4.1.
Inputs:
2. The control matrix B 2 R nÂn (mrn).
3. A self-conjugate subset fl 1 ; . . . ; lpg of the spectrum of PðlÞ and the corresponding eigenvectors.
4.
A suitably chosen self-conjugate subset fm 1 ; . . . ; m p g. 5. a 2 ½0; 1, c 1 ; c 2 40, and bZ0. 6. e ¼ Tolerance limit for gradient.
Max iter ¼ Maximum number of iterations. Outputs:
The real feedback matrices F 1 and F 2 such that the spectrum of the closed-loop pencil PcðlÞ is the set fm 1 ; . . . ; m p ; l pþ1 ; . . . ; l 2n g and the objective function aJ 1 þ ð1 À aÞJ 2 defined in (29) is minimized.
Step 1. Form the matrices L 1 , L 1 0 , X 1 , from the given eigenvalues and eigenvectors, and the matrix C defined in Theorem 4.3 and the matrix Q in Theorem 4.6. Set k ¼ 1.
Step 2. Choose a matrix
Step 3 Step 5. Form the matrix G ¼ FQ,
Step 6. Solve the equation
(This requires Oðn 3 pÞ operations.) Step 7. Solve for the matrices U; U 1 , and U 2 as follows:
(These computations require Oðn 3 pÞ flops.)
Step 8. Compute U; V ; V 1 , and V 2 by solving the following Sylvester equations:
(These steps require Oðp 3 þ np 2 Þ flops.)
Step 9. Compute the gradient Grad :¼ ar G J 1 þ ð1 À aÞr G J 2 , using results from Theorems 4.6 and 4.7, respectively.
(This requires Oðp 3 þ np 2 Þ operations.) If JGradJ F re or if the number of iterations exceeds Max iter , go to Step 6; Otherwise, go to Step 10.
Step 10. Compute a new G (as shown below) using a gradient-based optimization method (we use the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, which is described in details in [31, Chap. 8] ). Set k ¼ k þ 1 and return to Step 2.
Step 11. For the G which gives the minimum value of aJ 1 þ ð1 À aÞJ 2 , compute the matrices F 1 and F 2 as in Theorem 4.3. Stop.
Computation of new G in
Step 10: The function to be minimized is aJ 1 ðGÞ þ ð1 À aÞJ 2 ðGÞ ¼
We denote the current value of G by G old and the new value of G by G new . Then G new is obtained as follows: Thenŷ k is uniquely determined by ðm
F g. This is done by using the MATLAB function fminbnd. 
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XML-IS Table 1 Numerical results for Algorithm 4.1 with The results in Table 3 show that the proposed algorithm performed better in almost all cases.
Comparison of the proposed algorithms with Ram-Elhay's algorithm
In Table 4 , we display the results of comparison of the proposed algorithm with both single and multi-input versions of
Ram-Elhay's algorithm [34] , on a test problem in [34] , see Problem 5.5 below. For convenience, we set a ¼ 1 and b ¼ 1. We note that the eigenvector matrix Y 1 can also be computed from the Ram-Elhay's single-step method. Thus the associated condition number k 2 ðYÞ can be estimated. Table 4 Numerical results for Problem 5.5.
n Multi-step method Single-step method Alg. 4.1 with a ¼ 1 and b ¼ 1 The eigenvalues of the corresponding closed-loop system are fÀ19:4889, À9:4839, À0:571:4429i, À1:3620, À3:0479g.
Then we compute the system responses of the open-loop and the closed-loop systems with the feedback matrices F 1 and F 2 obtained by Theorem 4.3. Fig. 1 depicts the base 10 logarithm of the norm of the system responses over the given time period. The initial condition is zð0Þ ¼ 0:01 Á 1 2n , where 1 2n ¼ ð1; . . . ; 1Þ T 2 R 2n . We observe from Fig. 1 that the system response behavior of the closed-loop system with the feedback matrices F 1 and F 2 obtained by Theorem 4.3 is better than that of the original open-loop system which was expected.
Next, we perturb the stiffness matrix K to K þ cK with the parameter c varying from À0:1 to 0:1, and keep the matrices M and D, and B fixed.
We then compute the system responses of the open-loop system and the perturbed closed-loop systems with the feedback matrices F 1 and F 2 obtained by Algorithm 4.1 (we set a ¼ b ¼ 1). Fig. 2 shows the base 10 logarithm of the norm of the system responses over the defined time period for different values of c. The initial condition is zð0Þ ¼ 0:01 Á I 2n . We can see from Fig. 1 that the system responses of the perturbed closed-loop system with the feedback matrices F 1 and F 2 obtained by Algorithm 4.1 are all insensitive to perturbation and successfully tend to the steady state, showing the robustness of the algorithm.
Summary and conclusions
A new optimization-based method for robust design of active vibration control in structures modeled by a system of second-order differential equations is proposed. The method can be implemented with the knowledge of only a small number of eigenvalues that need to be reassigned to control vibration, and the associated eigenvectors. The no spill-over of the unassigned eigenvalues and eigenvectors is established by means of a mathematical theory. Furthermore, the method is implemented in the original second-order system itself without requiring transformation into the standard first-order state-space control system, and any reduction of the order of the original model. These attractive practical features make the method suitable for even large-scale practical applications. The natural mathematical models of vibrating structures are, however, distributed parameter systems. Though there now exist some methods for partial eigenvalue assignment in distributed parameter systems, methods for robust active vibration control design in distributed parameter systems do not exist. A natural extension of the proposed method to such systems is presently being investigated. Also, the possibility of using the present scheme in conjunction with some passive control device in robust active vibration control of real-life models, such as, beams, plates, etc., that have infinite degree of freedom, is also being currently explored
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7. Uncited reference [35] .
