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Abstract
We derive two conditional expectation bounds, which we use to simplify crypto-
graphic security proofs. The first bound relates the expectation of a bounded random
variable and the average of its conditional expectations with respect to a set of i.i.d.
random objects. It shows, under certain conditions, that the conditional expectation
average has a small tail probability when the expectation of the random variable is
sufficiently large. It is used to simplify the proof that the existence of weakly one-way
functions implies the existence of strongly one-way functions. The second bound relaxes
the independence requirement on the random objects to give a result that has applica-
tions to expander graph constructions in cryptography. It is used to simplify the proof
that there is a security preserving reduction from weakly one-way functions to strongly
one-way functions. To satisfy the hypothesis for this bound, we prove a hitting property
for directed graphs that are expander-permutation hybrids.
1. Introduction
Let Z be a random variable on a probability space (Ω,F,P) with 0 ≤ Z ≤ 1 and Ui,
0 ≤ i < t, be i.i.d. random objects from the measurable space (Ω,F) to the measurable
space (Ω′,F′). Let W be the average of the conditional expectations Wi = E(Z|Ui). From
the law of iterated expectations and linearity of expectation, we know that E(W ) = E(Z),
but we would expectW to be more concentrated around the mean. Since it is not an average
of independent random variables, however, this concentration is difficult to quantify. We
will derive a tail bound for W which says, roughly, that W has a small tail probability
when E(Z) is sufficiently large. The contrapositive, that E(Z) is small when W has a large
tail probability, may be applied to simplify certain cryptographic security proofs, viz., the
proof that the existence of weakly one-way functions implies the existence of strongly one-
way functions. We will relax the independence requirement on the random objects Ui to
obtain a somewhat weaker inequality that has applications to cryptographic expander graph
constructions such as the one used to show that there is a security preserving reduction from
weakly one-way functions to strongly one-way functions.
We will assume the reader is familiar with terminology and notation from probability
theory found in standard texts, e.g., [2, 20, 29]. Before proceeding, we should point out that
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there are two definitions of conditional expectation in the literature. In most cases it does
not matter which is used, but it does here. Let Y be a random variable on a probability space
(Ω,F,P) and X be a measurable function from measurable space (Ω,F) to measurable space
(Ω′,F′). We will take the definition that says E(Y |X) is a random variable V on (Ω′,F′,PX)
such that ∫
S
V dPX =
∫
{X∈S}
Y dP
for all S ∈ F′. (Here PX is the probability measure induced by X.) This was the first
rigorous definition of conditional expectation, formulated by Kolmogorov in his seminal
1933 treatise [27] and found in many current texts (e.g., [2, 20]). Kolmogorov used the
Radon-Nikodym Theorem to show that such a V exists whenever E(Y ) exists, and is unique
in the sense that any two such V ’s differ only on a set of measure 0. Some sources (e.g.,
[11]) do not define E(Y |X) as V , but instead as V ◦X (or an equivalent expression), which
is a random variable on (Ω,F,P). Loe`ve adopts the latter definition, but remarks that
the original Komolgorov definition is the “usual interpretation” (cf. [29], p. 343). V ◦X is
sometimes denoted E(Y |σ(X)), where σ(X) is the σ-algebra induced by X.
The situation described in the introductory paragraph arises naturally. Suppose, for
example, that we want to approximate the probability of some event S ⊆ Ω, where Ω is the
solid unit n-cube [0, 1]n. If n is large, it may not be feasible to generate random points in
Ω so instead we try to approximate the probability of a random lower-dimensional cross-
section of S. We generate the cross-section by randomly choosing a projection Ui: R
n → Rk,
where k < n, from some fixed collection U0, U1, . . . , Ut−1 of independent projections, then
randomly choosing some x ∈ [0, 1]k and intersecting S with the affine subspace {Ui = x}. If
we let Z be the indicator function for S, Wi = E(Z|Ui), andW = (W0+W1+ · · ·+Wt−1)/t,
then W (x) is the probability (or expected volume) of this cross-section.
Take a specific example. Let n = t and fix p between 0 and 1. Set S = [0, p1/t]t so
E(Z) = p. The t projection functions Ui given by Ui(y0, y1, . . . , yt−1) = yi are i.i.d. random
objects and we compute each Wi = E(Z|Ui) to be
Wi(x) =
{
p1−1/t, if x ≤ p1/t,
0, otherwise.
The random variables Wi are identical, so W , their average, is the same function. Now
compare: Z takes the value 1 with probability p; W takes the value p1−1/t with probability
p1/t. For large t, W is more concentrated, taking a value closer to the expectation p on an
event whose probability is E(Z)1/t. In fact, for any ε such that 0 < ε < p1−1/t, PU{W >
ε} = E(Z)1/t.
Our first conditional expectation bound, Theorem 2.1(i), says that something like this
holds in general. Since the random objects Ui are identically distributed we may write
Ui ∼ U for some fixed U . We show that when 0 ≤ Z ≤ 1 and 0 < ε < 1,
E(Z) ≤ PU{W > ε}t + tε. (1.1)
This gives a lower bound for PU{W > ε} when tε is small, and, therefore, a tail bound
PU{W ≤ ε} ≤ 1− (E(Z)− tε)1/t.
A further result, Theorem 2.2(i), dispenses with the hypothesis that the random objects
Ui are identically distributed. The bound is given in terms of product of tail probabilities
PUi{Wi > εi} plus a correction term tε, where ε is the average of the values εi.
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Our second conditional expectation bound, Theorem 2.1(ii), weakens the hypothesis by
replacing independence of the random objects Ui with a property, introduced here, called
β-independence (where 0 ≤ β ≤ 1). In the case of identically distributed random objects
Ui, β-independence holds if for all events Ti ∈ F′,setting P{Ui ∈ Ti} = 1− νi, we have
P{
∧
0≤i<t
Ui ∈ Ti} ≤
∏
0≤i<t
(1− β νi). (1.2)
Under this hypothesis we conclude
E(Z) ≤ (α+ β PU{W > ε})t + tε, (1.3)
where α = 1 − β. It is not difficult to see that 1-independence is equivalent to indepen-
dence, so that part (i) of Theorem 2.1 is a special case of part (ii). We should note that
Theorem 2.1(ii) does not require full β-independence. It suffices that (1.2) holds when the
events Ti are identical, i.e.,
P{
∧
0≤i<t
Ui ∈ T} ≤ (1− β ν)t, (1.4)
where P{Ui ∈ T} = 1−ν. However, we show a related result, Theorem 2.2, which dispenses
with the condition that the random objects Ui be identically distributed, but requires full
β-independence given by (1.2).
Inequalities (1.1) and (1.3) are not difficult to prove. We regard them as useful proba-
bilistic tools similar to Chernoff bounds. But whereas we use Chernoff bounds to show that
an efficient probabilistic algorithm has a high probability of returning the correct result, we
use conditional expectation bounds to show that all efficient probabilistic algorithms have a
low probability of breaking a cryptographic construction. One of the principal contributions
of this paper is to show how conditional expectation bounds can simplify certain security
proofs.
The earliest example of such a security proof deals with Yao’s construction [42] of a
strongly one-way function as a direct power of a weakly one-way function. (See Section 4
for precise definitions.) The idea is simple. From F , a weakly one-way function, define
F ′(x0x1 · · · xt−1) = (F (x0), F (x1), . . . , F (xt−1)),
where x0, x1, . . . , xt−1 ∈ {0, 1}n and t = t(n) is suitably chosen polynomial. The proof that
F ′ is strongly one-way is not so simple.
The first proof of this result appeared in an online draft of a text by Goldreich [13]. Let us
describe it in terms of a reduction between cryptographic primitives (as found in [30, 8, 28]).
For one-way functions, a reduction is a pair (R,R∗) where R is an efficient transformation
taking F to F ′ and R∗ is an efficient transformation taking each randomized function G′
attempting to invert F ′ to a randomized function G attempting to invert F . There is also a
condition, detailed in section 4, relating the probability that G inverts F to the probability
that G′ inverts F ′. In this situation, we say (R,R∗) is a reduction from F to F ′ (although
it would be more accurate to say it is a reduction of the invertibility problem for F to the
invertibility problem for F ′).
Goldreich’s proof implicitly gives such a reduction. R is the the direct power construc-
tion. The crux of the proof is to specify R∗ so that if G′ is probabilistic polynomial time
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(p.p.t.) computable then so is G, and whenever G inverts F with probability significantly
less than 1, G′ inverts F ′ with negligible probability. If F is weakly one-way, every p.p.t. G
inverts F with probability significantly less than 1, and, hence, every p.p.t. G′ inverts F ′
with negligible probability. Therefore, F ′ is strongly one-way. The proof of this in [13] relies
on a number of technical subsidiary results running to several pages. Using the conditional
expectation inequality (1.1), we are able to significantly simplify the proof (cf. Theorem 5.1).
Goldreich et al. [15] later pointed out a drawback to the direct power construction: the
associated reduction is not security preserving (see section 6 for the precise definition). The
reason is that the forward transformation R takes F with input size n to F ′ with input size
n t(n); R∗, then, takes G′ with input size n t(n) to G with input size n. It follows that if
S(n) is the security of F against G and S′(n) is the security of F ′ against G′, then S(n) is of
the same order as S′(n t(n)), which is much larger than S′(n) when S′ has superpolynomial
growth. They remedied this deficiency by replacing the direct power with a more elaborate
construction employing expander graphs to control input size blowup. They give a security
preserving reduction in the restricted case where F is a weakly one-way permutation and
F ′ is a strongly one-way permutation, but now rather than S′(n t(n)), the security of F ′
against G′ is S′(n+ ω(log n)), which is of the same order as S′(n) (in a sense made precise
in section 6). In this case, (1.1) does not suffice, so we use (1.3). Again, the original proof
relies on many subsidiary technical results which we bypass by means of the conditional
expectation bound (1.3). To apply it, though, we must satisfy the β-independence condition.
The hitting property for expander graphs is closely related to β-independence. The
version of hitting property in [41] is equivalent to the statement that if Ui is the i-th vertex
along a random walk in an expander graph G = (V,E) whose spectral gap is β, T ⊆ V , and
|T |/|V | = 1−ν, then (1.4) holds. As we noted, (1.4) is weaker than the full β-independence
definition (1.2) where we have Ti ⊆ V for each i < t, but it is possible to prove this stronger
version of the hitting property for expander graphs; this result does not seem to be stated
anywhere in the literature (but does follow from Theorem 3.11 of [22] using the Cauchy-
Schwarz inequality). In section 3 we will show an even stronger result. We will show that
(1.3) holds for random walks on directed graphs that are hybrids formed from expander
graphs and vertex permutations. This significantly simplifies the proof for the reduction
from weakly to strongly one-way permutations in [15, 13].
The outline of the paper is as follows. In Section 2 we prove the conditional expecta-
tion bounds. In Section 3 we show that the β-independence property (1.2) holds in hybrid
expander-permutation directed graphs. In Section 4 we define and discuss the properties
of weakly and strongly one-way functions. In Section 5 we use the conditional expectation
inequality (1.1) to simplify Goldreich’s proof that existence of weakly one-way functions
implies the existence of strongly one-way functions. In Section 6 we use the conditional
expectation inequality (1.3) to show that the hybrid expander-permutation directed graph
construction yields a strongly one-way permutation when the expander graph is from a
certain fully explicit family expander graphs. In section 6 we show that there is a security
preserving reduction from weakly to strongly one-way permutations. Our result is stronger
than the one in Goldreich et al. [15] because they require that their expander graph families
have fully explicit polynomial-time computable edge-colorings. We will show that the edge-
coloring assumption is not necessary. In section 7, we conclude with some brief remarks.
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2. Conditional Expectation Bounds
Before stating our conditional expectation bounds, we recall some basic terminology and
notation from probability theory. A random object on (Ω,F,P) is a measurable function X
from measurable algebra (Ω,F) to measurable algebra (Ω′,F′). When Ω′ = R and F′ is the
σ-algebra of Borel sets, X is a random variable. The indicator function for an event S is
1S(x) =
{
1, if x ∈ S,
0, otherwise,
E(Z) is the expectation of a random variable Z and ES(Z) denotes E(1S · Z). A random
object U : (Ω,F)→ (Ω′,F′) induces the probability measure PU (also called the distribution
of U) on (Ω′,F′) given by PU (T ) = P{U ∈ T}.
As we noted earlier, we introduce here a generalization of the notion of independence for
random objects. Let 0 ≤ β ≤ 1 and α = 1 − β. The random objects Ui: (Ω,F) → (Ω′i,F′i),
i < t, are β-independent if for all events Ti ∈ F′i with PUi(Ti) = µi = 1− νi,
P{
∧
0≤i<t
Ui ∈ Ti} ≤
∏
0≤i<t
(1− β νi)
or, equivalently,
P{
∧
0≤i<t
Ui ∈ Ti} ≤
∏
0≤i<t
(α+ β µi).
If, in addition, the random objects Ui are identically distributed, they are said to be β-i.i.d.
We now state the conditional expectation bounds.
Theorem 2.1. Let Z be a random variable such that 0 ≤ Z ≤ 1, and
Ui: (Ω,F)→ (Ω′,F′), i < t,
be identically distributed with Ui ∼ U for some fixed U . Set Wi = E(Z|Ui), W = (W0 +
W1 + · · · +Wt−1)/t and take any 0 < ε < 1.
(i) If the random objects Ui are independent,
E(Z) ≤ PU{W > ε}t + tε.
(ii) If the random objects Ui are β-independent,
E(Z) ≤ (α+ β PU{W > ε})t + tε,
where α = 1− β.
Proof. Let T = {W > ε}, Si = {Ui ∈ T}, and S =
⋂
i<t Si. By the the law of total
expectation,
E(Z) = E(Z|S)P(S) + E(Z|S)P(S), (2.1)
Bound the right side of this equation as follows. E(Z|S) ≤ 1 since Z ≤ 1. Independence of
the random objects Ui in part (i) of the theorem implies
P(S) = P(
⋂
i<t
Si) =
∏
i<t
PUi(T ) = PU{W > ε}t,
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and β-independence in part (ii) implies
P(S) ≤
∏
i<t
(α+ β PUi(T )) = (α+ β PU{W > ε})t.
From S =
⋃
i<t Si we have
E(Z|S)P(S) = ES(Z)
≤
∑
i<t
ESi
(Z),
which, by the law of iterated expectations, is equal to
∑
i<t
ET (E(Z|Ui)) =
∑
i<t
E{W≤ε}(Wi)
= E{W≤ε}(
∑
i<t
Wi)
= E{W≤ε}(tW )
≤ tε,
since Si = {Ui ∈ T } and T = {W ≤ ε}.
Substitution into (2.1) completes the proof.
Remark. As we noted in the introduction, we may relax the hypotheses of Theorem 2.1 so
that rather than independence in part (i), we require only that for every event T ,
P{
∧
i<t
Ui ∈ T} =
∏
i<t
PUi(T ),
and similarly for β-independence in part (ii).
We do not use the following theorem in this paper, but it may prove useful in other
contexts where the random variables Ui are not identically distributed.
Theorem 2.2. Let Z be a random variable such that 0 ≤ Z ≤ 1,
Ui: (Ω,F)→ (Ω′i,F′i), i < t,
be random objects with Wi = E(Z|Ui), 0 < εi < 1 for i < t, and ε = (
∑
i<t εi)/t.
(i) If the random objects Ui are independent,
E(Z) ≤
∏
i<t
PUi{Wi > εi}+ tε.
(ii) If the random objects Ui are β-independent,
E(Z) ≤
∏
i<t
(α+ β PUi{Wi > εi}) + tε,
where α = 1− β.
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Proof. Let Ti = {Wi > εi}, Si = {Ui ∈ Ti}, and S =
⋂
i<t Si. As in the previous theorem,
we bound the right side of
E(Z) = E(Z|S)P(S) + E(Z|S)P(S).
As before, E(Z|S) ≤ 1. Also, for part (i) of the theorem,
P(S) = P(
⋂
i<t
Si) =
∏
i<t
PUi(Ti),
and for part (ii),
P(S) ≤
∏
i<t
(α+ β PUi(Ti)).
We have
E(Z|S)P(S) ≤
∑
i<t
ESi
(Z),
This last summation is equal to
∑
i<t
ET i
(E(Z|Ui)) =
∑
i<t
E{Wi≤εi}(Wi)
≤
∑
i<t
εi,
since Si = {Ui ∈ T i} and T i = {Wi ≤ εi}. The theorem follows by substitution.
3. Expander-Permutation Graphs and β-Independence.
Theorem 3.5, the main result of this section, provides a natural construction of β-
independent random objects based on hybrid expander-permutation directed graphs.
Let A be a symmetric, real-valued matrix of dimension N . In particular, A is Hermitian
(cf. Horn and Johnson [23] for basic results concerning Hermitian matrices), so it has N
real eigenvalues. List them (with repetitions according to multiplicities) in nonincreasing
order:
λ0(A) ≥ λ1(A) · · · ≥ λN−1(A).
We write λi rather than λi(A) when matrixA is clear from context. BecauseA is Hermitian,
there is an orthonormal basis u0,u1, . . . ,uN−1 ∈ Rn, where ui is a left (row) eigenvector
associated with eigenvalue λi(A). Since A is symmetric, the respective right eigenvectors
are transposes of the left eigenvectors.
We will consider only real-valued vectors. We write vectors in lower case boldface and
denote the transpose of vector v by vT , so the inner product of row vectors v and w is
〈v,w〉 = v · wT and |v|2 = 〈v,v〉. The Cauchy-Schwarz inequality states that |〈v,w〉| ≤
|v| |w|.
Let G = (V,E) be a d-regular undirected graph and A be its transition matrix; i.e.,
A = (ai,j), where
ai,j =
{
1/d, if there is an edge from vertex i to vertex j,
0, otherwise.
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A is symmetric, nonnegative, and doubly stochastic. If G is connected, then A is irreducible
(cf. Seneta [39] for basic results concerning nonnegative matrices). By the Perron-Frobenius
Theorem, the largest eigenvalue of A is λ0 = 1, the common row sum. Also, this is a simple
eigenvalue so λ0 > λ1 and no other eigenvalue is larger in magnitude than λ0; it follows
that λN−1 ≥ −1. If G is not bipartite, then λN−1 > −1. Under these conditions, define
α = α(A) to be the second largest eigenvalue magnitude of A, and β to be the spectral
gap of A, i.e., the difference between the largest and second largest eigenvalue magnitudes.
That is, α = max(|λ1(A)|, |λN−1(A)|) and β = 1− α.
Definition. A connected, non-bipartite graph G = (V,E) is an (N, d, α)-expander graph
if |V | = N , G is d-regular, and the second largest eigenvalue magnitude of its transition
matrix is at most α.
For the remainder of the section, A is the transition matrix for an (N, d, α)-expander
graph G, α + β = 1, and vectors u0,u1, . . . ,uN−1 ∈ Rn form an orthonormal ba-
sis, where ui is a left eigenvector associated with eigenvalue λi(A). We take u0 to be
N−1/2(1, 1, . . . , 1). For reference, we collect a few simple facts. Here the projection matrix
for a set S ⊆ {0, 1, . . . , N − 1} is the matrix P = (pi,j) where pi,i = 1 if i ∈ S and all other
entries pi,j are 0.
Proposition 3.1. Let V0 be the subspace of R
N spanned by u0 and V1 its orthogonal space,
the subspace spanned by u1, . . . ,uN−1.
(i) V0 and V1 are invariant under the action of A.
(ii) Every vector w ∈ RN can be decomposed as a sum of two vectors w = x + y where
x ∈ V0 and y ∈ V1.
(iii) If x ∈ V0, then xA = x. If y ∈ V1, then |yA| ≤ α|y|.
(iv) If P is the projection matrix for T ⊆ {0, 1, . . . , N − 1}, then |u0P|2 = |T |/N .
Random walks on expander graphs with spectral gap β give rise to β-i.i.d. random
objects. A t-walk on G is a (t + 1)-tuple y = (y0, y1, . . . , yt) of (not necessarily distinct)
vertices such that {yi, yi+1} ∈ E for i < t. Let Ω be the set of all t-walks on G and P be the
uniform probability measure on Ω. We shall see that the projection functions Ui, defined
by Ui(y) = yi are β-independent.
Of course, we could just take the projection functions on the Cartesian product V t+1,
but many applications require reducing the number of bits needed to represent a sample
point. We generate a t-walk in a unique way by picking an initial vertex y0 and then choosing
each successive vertex yi+1 by traversing one of the d edges incident with yi. Representing
a t-walk this way requires ⌈lgN⌉ + t⌈lg d⌉ bits while representing a point in V t+1 requires
(t+ 1)⌈lgN⌉ bits.
We now extend this idea to random walks on directed graphs that are expander-
permutation hybrids. Take an (N, d, α)-expander graph G = (V,E) together with a per-
mutation F on V and define the composition
E′ = F ◦E = {(u, F (v)) | {u, v} ∈ E}
obtain a directed graph G′ = (V,E′) (possibly with loops). (Goldreich et al. implicitly use
E′ = E ◦F , but either construction works.) G′ is a d-regular directed graph in the sense
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that every vertex has both indegree and outdegree d. Let Ω be the set of directed t-walks
y = (y0, y1, . . . , yt), where (yi, yi+1) ∈ E′ for i < t, P be the uniform probability measure
on Ω, and Ui(y) = yi, as before. Theorem 3.5 below shows that the projection functions Ui
are β-independent.1
G′ has transition matrix A′ = AB, where B is the permutation matrix for F (i.e.,
the (i, j) entry of B is 1 if F (i) = j and 0 otherwise). A′ represents a step of a random
walk on G′. When it acts on a row vector representing a probability distribution on V , the
result is the succeeding probability distribution along the random walk. A′ may also act
on an improper probability distribution, i.e., one whose coordinates are nonnegative and
sum to at most 1. Let Ω be the set of all t-walks on G′ and P be the uniform probability
measure on Ω. The terminal probability vector of B ⊆ Ω is a vector (p0, p1, . . . , pN−1) where
pj = P(B ∩ {Ut = j}) for each vertex j ∈ V . This is an improper probability distribution
whose coordinates sum to P(S).
The following result is well known and follows by standard techniques [22].
Proposition 3.2. For G′ as above, let Ti ⊆ V and Pi be the projection matrix for Ti for
i ≤ t. Then the terminal probability vector for {∧i≤t Ui ∈ Ti} is given by
vP0A
′P1 · · ·Pt−1A′Pt,
where v = N−1(1, 1, . . . , 1).
The idea here is clear: the vector v is the initial probability vector, A′ represents a step
along the random walk, and each Pi eliminates paths whose i-th vertex is not in Ti.
Now we require two lemmas.
Lemma 3.3. Let A, N , d, α, and β be as above. Take projection matrices P and P′ for T
and T ′ ⊆ {0, 1, . . . , N − 1} and set µ = |T |/N , µ′ = |T ′|/N . Then for all for all v ∈ RN ,
|vPAP′| ≤ (α + βµ)1/2(α+ βµ′)1/2|v|
Proof. Let z be a unit vector parallel to vPAP′ and put w = vP, w′ = zP′ so
|vPAP′| = 〈vPAP′, z〉
= 〈vPA, zP′〉
= 〈wA,w′〉
= 〈xA,x′〉+ 〈xA,y′〉+ 〈yA,x′〉+ 〈yA,y′〉,
where w = x + y and w′ = x′ + y′ are the decompositions given by Proposition 3.1(ii).
Proposition 3.1(i) and (iii) imply 〈xA,y′〉 = 〈yA,x′〉 = 0, |〈xA,x′〉| = |〈x,x′〉| = |x| |x′|,
and |〈yA,y′〉| ≤ |yA| |y′| ≤ α |y| |y′|, so
|vPAP′| ≤ |x| |x′|+ α |y| |y′|. (3.1)
By the Cauchy-Schwarz inequality
|x| |x′|+ |y| |y′| ≤ (|x|2 + |y|2)1/2(|x′|2 + |y′|2)1/2
= |w| |w′|
1Some sources assert that since F is a permutation, G and G′ have the same mixing properties. This is
true, but since the adjacency matrix of G′ is not Hermitian, this assertion does not follow directly.
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so |y| |y′| ≤ |w| |w′| − |x| |x′|. Thus, substituting into (3.1),
|vPAP′| ≤ α |w| |w′|+ β |x| |x′|. (3.2)
We must bound |w|, |w′|, |x|, and |x′|. First, |w| = |vP| ≤ |v| and |w′| = |zP′| ≤ |z| = 1.
Next, we know x+y = vP. Take the inner product of both sides with u0 and observe that y
and u0 are orthogonal so 〈x,u0〉 = 〈vP,u0〉 = 〈v,u0P〉. Then |x| = |〈v,u0P〉| ≤ |v| |u0P| =
µ1/2|v| by Proposition 3.1(iv). Also, we know x′+y′ = zP′. Take the inner product of both
sides with u0 as before. This time, |x′| ≤ |z| |u0P′| = (µ′)1/2, again by Proposition 3.1(iv).
Substituting these four bounds into (3.2) gives
|vPAP′| ≤ (α+ β (µµ′)1/2)|v|.
By the Cauchy-Schwarz inequality,
α+ β
(
µµ′
)1/2
= α1/2α1/2 + (βµ)1/2(βµ′)1/2
≤ (α+ βµ)1/2(α+ βµ′)1/2
which completes the proof.
Lemma 3.4. Let A′, N , d, α, and β be as above. Take projection matrices P and P′ for
T and T ′ ⊆ {0, 1, . . . , N − 1} and set µ = |T |/N , µ′ = |T ′|/N . Then for all for all v ∈ RN ,
|vPA′P′| ≤ (α+ βµ)1/2(α+ βµ′)1/2|v|.
Proof. We have
PA′P′ = PABP′
= PA(BP′B−1)B
= PAP′′B,
where P′′ = BP′B−1. It is easy to see that P′′ is the projection matrix for F−1[T ′]. Now
|F−1[T ′]|/N = |T ′|/N = µ′, so by Lemma 3.3, |vPAP′′| ≤ (α+βµ)1/2(α+βµ′)1/2|v|. Thus,
since B is a permutation matrix,
|vPA′P| = |vPAP′′B|
= |vPAP′′|
≤ (α+ βµ)1/2(α+ βµ′)1/2|v|
by the previous lemma.
We come now to the main result of this section giving the construction of β-independent
random objects.
Theorem 3.5. Let G′ be a hybrid expander-permutation directed graph where the expander
graph has spectral radius β, Ω be the set of all directed t-walks in G′, and P be the uni-
form probability measure on Ω. Then the projection functions Ui are β-independent random
objects.
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Proof. We need to show that for all Ti ⊆ V , i ≤ t,
P{
∧
i≤t
Ui ∈ Ti} ≤
∏
i≤t
(α+ βµi), (3.3)
where µi = P{Ui ∈ Ti}.
We claim that it is enough to show this in the special case where T0 = Tt = V . In this
case {U0 ∈ T0} = {Ut ∈ Tt} = Ω, µ0 = µt = 1, and α + βµ0 = α + βµt = 1. In effect, this
eliminates constraints on the initial and terminal vertices of walks. Then (assuming t > 2)
we may delete the initial and terminal vertices to obtain (3.3) for (t− 2)-walks rather than
t-walks. That is, letting P′ be the uniform measure on the set of (t− 2)-walks,
P
′{
∧
1≤i≤t−1
Ui ∈ Ti} = P{
∧
0≤i≤t
Ui ∈ Ti} =
∏
1≤i≤t−1
(α+ βµi).
From Proposition 3.2 we know that the terminal probability vector for {∧0≤i≤t Ui ∈ Ti}
is given by
vP0A
′P1 · · ·Pt−2A′Pt−1. (3.4)
where v = N−1(1, 1, . . . , 1). We may rewrite this as
v (P0A
′P1)(P1A
′P2) · · · (Pt−1A′Pt)
since PiPi = Pi for 1 ≤ i ≤ t− 1. By Lemma 3.4, multiplication by PiA′Pi+1 changes the
magnitude of a vector by at most a factor of (α+βµi)
1/2(α+βµi+1)
1/2, so (3.4) is bounded
in magnitude by
|v|
∏
i≤t−1
(α+ βµi)
1/2(α+ βµi+1)
1/2
which is equal to
|v| (α + βµ0)1/2(α+ βµt)1/2
∏
1≤i≤t−1
(α+ βµi).
By assumption, α+ βµ0 = α+ βµt = 1, so we can further simplify this to
|v|
∏
i≤t
(α+ βµi).
Finally, compute the probability of {∧i≤t Ui ∈ Ti} by summing the coordinates of its
terminal probability vector (3.4); we do this by taking the inner product with the vector
u = (1, 1, . . . , 1)T . The result is bounded in magnitude by
|u| |v|
∏
i≤t
(α+ βµi).
But |v| = n−1/2 and |u| = n1/2, so we have established (3.3).
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4. Invertibility and One-Way Functions
In this section we present definitions and notation concerning one-way functions.
For a set S, IS is the identity function on S. Consider functions F : S → T and G: T → S.
We say G is a right inverse of F if F ◦G = IT and is a left inverse of F if G ◦F = IS .2
We say F is a partial function from S to T (written F : S ⇀ T ) if it maps a subset
of S (the domain of F , denoted dom(F )) onto a subset of of T (the range of F , denoted
ran(F )). If F : S ⇀ T and G: T ⇀ U , the composition of F and G, written G ◦F , is a
partial function from S to U that maps s to u precisely when there is a t such that F (s) = t
and G(t) = u. For partial functions F : S ⇀ T and G: T ⇀ S, G is a partial right inverse of
F if F ◦G = Iran(F ) and is a partial left inverse of F if G ◦F = Idom(F ).
Like functions, partial functions are injective if and only if they have a (partial) left
inverse. Unlike functions, which are surjective if and only if they have a left inverse, partial
functions always have a partial right inverse.3 In cryptography, invertibility of a partial
function refers to existence of an efficiently computable right inverse of some kind.
Let ϕ(n) be a proposition concerning the natural numbers n ∈ N = {0, 1, 2, . . .}. We say
that ϕ(n) holds infinitely often, and write ϕ(n) i.o. or (∃∞n)ϕ(n), if ∀m (∃n ≥ m)ϕ(n). We
say that ϕ(n) holds almost always, and write ϕ(n) a.a. or (∀∞n)ϕ(n), if ∃m (∀n ≥ m)ϕ(n).
∃∞ and ∀∞ are dual quantifiers: ¬(∃∞n)ϕ(n) is equivalent to (∀∞n)¬ϕ(n) and ¬(∀∞n)ϕ(n)
is equivalent to (∃∞n)¬ϕ(n). It is helpful to keep this in mind when negating statements.
A function p: N → R is negligible if p(n) = n−ω(1), i.e., (∀c > 0) (∀∞n) (|p(n)| ≤ n−c).
(Some sources use the term superpolynomially small rather than negligible.) In contrast,
p is significant if p(n) = n−O(1), i.e., (∃c > 0) (∀∞n) (p(n) ≥ n−c). The term negligible is
standard in cryptographic theory; the term significant is not.
Write p(n) ≈ q(n) if |p(n)−q(n)| is negligible and p(n)≫ q(n) if p(n)−q(n) is significant.
Let F be a function from {0, 1}∗ to {0, 1}∗. Define the auxiliary function of F to be
F (x) = (1|x|, F (x)), where 1|x| is the unary representation of the input length. Auxiliary
functions are convenient when defining weakly and strongly one-way functions because
they inform an adversary attempting to invert F what the length of the preimage is. It is
reasonable to suppose that an adversary would have this information.
We will take a probabilistic approach where the arguments of F are uniformly distributed
random bit strings Xn ∈ {0, 1}n and Yn = F (Xn). Yn may not be uniformly distributed;
indeed, it need not have a fixed length for a given n.
We require another modification: a probabilistic adversary. Thus, the adversary attempt-
ing to find Xn such that F (Xn) = (1
n, Yn) is a partial function G(1
n, Yn, Rn) computable
in time polynomial in |(1n, Yn)|, where Rn is a random bit string independent of Xn. We
may assume that Rn is uniformly distributed on {0, 1}q(n) for some polynomial q(n). We
will say that G is a p.p.t. function in this circumstance.
For each n > 0 and polynomial q(n), (1n, Yn, Rn) is a random vector and P(1n,Yn,Rn),
denoted for the sake of simplicity as Pn, is an induced probability measure on Ω′ = {1}∗ ×
{0, 1}∗ × {0, 1}∗. (Strictly speaking, this notation should specify the particular polynomial
2Other common terms for left inverse are retract and retraction. Other common terms for right inverse
are coretraction and section.
3The existence of partial right inverses for partial functions is equivalent to the Axiom of Choice. This is
almost the same result as Axiom of Choice equivalent AC 5 in Rubin and Rubin [38], which says that the
existence of right inverses for onto functions is equivalent to the Axiom of Choice.
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q(n) used, but this is cumbersome.) In the definitions below, the function I(1n, y, r) = (1n, y)
acts as an identity function when the adversary is the p.p.t. function G.
Definition. A polynomial time computable function F : {0, 1}∗ → {0, 1}∗ is a weakly
one-way function if
(∃δ ≫ 0)(∀ p.p.t. G) (Pn{F ◦G = I} ≤ 1− δ a.a.),
or equivalently, there is a c > 0 such that for all p.p.t. G, Pn{F ◦G = I} ≤ 1− n−c a.a.
A polynomial time computable function F is a strongly one-way function if
(∀ p.p.t. G) (Pn{F ◦G = I} ≈ 0),
or equivalently, for all c > 0 and all p.p.t. G, Pn{F ◦G = I} ≤ n−c a.a. If, in addition to
either of the conditions above, F is a length-preserving permutation (i.e., it is a bijection
on {0, 1}n when restricted to strings of length n), we say it is a weakly or strongly one-way
permutation.
Remark. The notation used in this paper differs from the notation used in other sources. A
typical definition (similar to the one found in [13]) says that F is weakly one-way if there
is a c > 0 such that for every p.p.t. G and all large n,
P{G(1n, F (x)) /∈ F−1F (x)} > n−c
where the probability is taken uniformly over x ∈ {0, 1}n and the random bits used by G.
This is equivalent to the definition above.
Given F and G as above, let
W = Pn{F ◦G = I|I}.
W (1n, y) is the probability that G successfully finds a length n inverse of y. Taking the
conditional expectation with respect to I averages over the random bit strings used by G.
Using this notation, we may prove a standard amplification result which yields a useful tail
bound for W when F is a weakly one-way function [15, 13].
Proposition 4.1. Let F be an auxiliary function and G be a randomized partial function
with W = Pn{F ◦G = I|I}.
(i) Let G
′
be the randomized partial function computed by independently computing G k
times on a given input (1n, y) (with fresh random bits each time) and returning the first
value x such that F (x) = (1n, y) (if there is such a value). Let W ′ = Pn{F ◦G′ = I|I}.
Then for any 0 < ε < 1,
P
n
I {W > ε} = PnI {W ′ > 1− (1− ε)k}.
(ii) If F is a weakly one-way function, where for some significant δ, every p.p.t. G satisfies
P
n{F ◦G = I} ≤ 1− δ, then for every significant ε = ε(n),
P
n
I {W > ε} ≤ 1− δ/2 a.a.
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Proof. Fix a value (1n, y) in the range of F . W (1n, y) > ε asserts that the probability that
F ◦G(1n, y) = (1n, y) is greater than ε or, equivalently, the probability that F ◦G(1n, y) 6=
(1n, y) is less than 1 − ε. This happens if and only if the probability that k independent
computations of F ◦G(1n, y) fail to yield (1n, y) is less than (1 − ε)k; and this happens if
and only if W ′(1n, y) > 1− (1− ε)k. This proves part (i).
Now suppose ε is significant. There is an integer d such that ε > n−d a.a. In part (i)
take k = nd+1 so almost always
P
n
I {W > ε} = PnI {W ′ > 1− (1− ε)k}
≤ PnI {W ′ > 1− (1− n−d)n
d+1}
≤ PnI {W ′ > 1− e−n}.
By Markov’s inequality and the weakly one-way assumption, we have almost always
P
n
I {W ′ > 1− e−n} ≤ E(W ′)/(1 − e−n)
≤ (1− δ)/(1 − e−n)
= 1− δ + e−n(1− δ)/(1 − e−n)
≤ 1− δ + e−n
≤ 1− δ/2,
from which (ii) follows.
Remark. Rephrased, Proposition 4.1(ii) says that PnI {W ≤ ε} ≥ δ/2 a.a., i.e., under the
hypotheses of the proposition, W has a uniformly significant tail probability.
We often deal with partial functions defined only on arguments of certain prescribed
lengths. The following technical result shows that under certain circumstances we can ob-
tain weakly and strongly one-way functions (and permutations) from hard-to-invert partial
functions by filling in undefined values.
Proposition 4.2. Let F :{0, 1}∗ ⇀ {0, 1}∗ be polynomial time computable with domain⋃
m≥0{0, 1}τ(m), where τ(m) is strictly increasing, computable in time polynomial in m,
and for some k > 0, τ(m + 1) ≤ τ(m)k. Define F ′(x) on strings x of length n as follows.
Let m be the largest integer such that τ(m) ≤ n, put x = x′z where |x′| = τ(m), and set
F ′(x) = F (x′)z (the concatenation of F (x′) and z).
(i) If there is a c > 0 such that for all p.p.t. G, Pτ(m){F ◦G = I} ≤ 1 − τ(m)−c a.a.,
then F ′ is a weakly one-way function.
(ii) If for all c > 0 and all p.p.t. G, Pτ(m){F ◦G = I} ≤ τ(m)−c a.a., then F ′ is strongly
one-way.
(iii) If for every m ≥ 0, F is a permutation (i.e., its restriction to each domain {0, 1}τ(m)
is a bijection), then F ′ is also a permutation.
Proof. Part (iii) is obvious.
For parts (i) and (ii) we derive an upper bound for Pn{F ′ ◦G′ = I}, where G′ is an
arbitrary p.p.t. function.
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From G
′
construct a p.p.t. function G that attempts to invert F as follows on input
(1τ(m), y). It takes successive values of n in the interval τ(m) ≤ n < τ(m + 1), each time
choosing a random bit string z of length n− τ(m) and applying G′ to (1n, yz); if the result
is of the form xz and F (x) = y, it returns the value x and terminates the computation.
In (i) of the proposition, there is a c > 0 such that
P
τ(m){F ◦G = I} ≤ 1− τ(m)−c a.a.
G finds an inverse image x (with respect to F ) of (1τ(m), y) only if there is an n in the
range τ(m) ≤ n < τ(m + 1) such that G′ finds an inverse image xz of (1n, yz). But
1− τ(m)−c ≤ 1− n−c, so
P
n{F ′ ◦G′ = I} ≤ 1− n−c a.a.
Therefore, F ′ is a weakly one-way function.
In part (ii) of the proposition, for all c > 0 and all p.p.t. G,
P
τ(m){F ◦G = I} ≤ τ(m)−c a.a.
Again,G finds an inverse x of (1τ(m), y) only if there is an n in the range τ(m) ≤ n < τ(m+1)
such that G
′
finds an inverse xz of (1n, yz). But n < τ(m+ 1) ≤ τ(m)k a.a., so
P
n{F ′ ◦G′ = I} ≤ n−c/k a.a.
and, therefore, F ′ is a strongly one-way function.
5. From Weakly to Strongly One-Way.
We now show that the existence of a weakly one-way function implies the existence of
a strongly one-way function. As noted in the introduction, the first published proof [13]
implicitly defines a reduction (R,R∗) between function inversion problems. Let us make
this precise.
Recall that from F we define F ′ by
F ′(x0x1 · · · xt−1) = (F (x0), F (x1), . . . , F (xt−1))
where t = t(n) is a polynomially bounded function and |xi| = n for all i. This defines F ′ only
for inputs x′ = x0x1 · · · xt−1 of length n t(n), but the Proposition 4.2 allows us to extend F ′
to a total function. It is convenient to view R as a polynomial time oracle Turing machine
that computes the auxiliary function F
′
by making queries to evaluate F at the values
x0, x1, . . . , xt−1. Similarly, R
∗ is a probabilistic polynomial time oracle Turing machine that
computes G by making queries to evaluate the function F and the randomized function G
′
at various values.
We now show how the probability inequality in Theorem 2.1(i) figures in Goldreich’s
proof [13].
Theorem 5.1. Suppose F is a weakly one-way function, so that for some integer c > 0,
(∀ p.p.t. G) (Pn{F ◦G = I} ≤ 1− n−c a.a.).
Then F ′, defined as above with t = nc+1, is a strongly one-way function.
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Proof. Take an arbitrary p.p.t. G
′
. By Proposition 4.2(ii) it is enough to show that for all
d > 0,
P
nt{F ′ ◦G′ = I} ≤ (nt)−d a.a.
Let Z = Pnt{F ′ ◦G′ = I|I} so E(Z) = Pnt{F ′ ◦G′ = I} by the law of iterated expectations.
R∗ computes a randomized function G, which attempts to find the inverse of F at (1n, y),
as follows.
1. R∗ forms y = (y0, y1, . . . , yt−1) by choosing a random i < t and setting yi = y; then
generating random x′j ∈ {0, 1}n for each j 6= i and putting yj = F (x′j). (Here it queries
the F oracle).
2. It queries the G
′
oracle on (1nt,y) and receives an answer x0x1 · · · xt−1, where each
xj is of length n.
3. It checks that F (xj) = yj for all j < t (again, by querying the F oracle) and, if so,
returns xi; otherwise, the function is undefined.
Clearly, when this procedure returns a value xi, (1
n, y) = F (xi).
Define Ui(1
nt,y) = (1n, yi). The random objects Ui are i.i.d. The probability that G
′
successfully finds an inverse for (1nt,y) given that y = yi is Wi(y), where Wi = E(Z|Ui).
Therefore, Pn{F ◦G = I|I} is W = (∑i<tWi)/t. It is at this point we bypass many of the
details in the original proof and invoke Theorem 2.1(i):
E(Z) ≤ PnI {W > ε}t + tε.
Let d be an arbitrary positive integer and put ε = n−dt−d−1/2. By Proposition 4.1, PnI {W >
ε} ≤ 1− n−c/2 a.a. Thus, almost always
P
n
I {W > ε}t ≤ (1− n−c/2)n
c+1
≤ (e−n−c/2)nc+1
= e−n/2
≤ (nt)−d/2.
Also, εt = (nt)−d/2. Consequently, Pnt{F ′ ◦G′ = I} = E(Z) ≤ (nt)−d a.a.
Using Proposition 4.2, we have the following corollary.
Corollary 5.2.
(i) If weakly one-way functions exist, then strongly one-way functions exist.
(ii) If weakly one-way permutations exist, then strongly one-way permutations exist.
6. A Security Preserving Reduction for One-Way Permuta-
tions.
In this section we restrict our attention to one-way permutations. Since |F (x)| = |x|, it is
not necessary to to use an auxiliary function F (x) = (1|x|, F (x)) – an adversary can infer
this information from |F (x)|.
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Definitions of security preserving reduction differ on details [15, 8, 28, 16, 14], but follow
the same general pattern. (R,R∗) is a reduction from a cryptographic primitive F to a
cryptographic primitive G, as in the previous section, but in addition, when R∗ computes
F ′ from G′, the security of F ′ against G′ is at least as great as the security of F against G.
For one-way permutations, security means resilience against inversion. To be precise, if G
is a randomized function computed in time T (n) (not necessarily a polynomial) and ε(n)
is the probability that G inverts F , the security of F against G is S(n) = T (n)/ε(n). This
is essentially the expected time to invert some element with respect to F by applying G
independently to random elements in the range of F . We will write S′(n)  S(n) (S′(n)
dominates S(n)) if there are positive constants k and c such that S′(cn) ≥ S(n)/nk a.a.,
and S′(n) ≍ S(n) (S′(n) and S(n) are of the same order) if S′(n)  S(n) and S(n)  S′(n).
The reduction used in Theorem 5.1 is not security preserving because R∗ makes just
one query to the G′ oracle and it is of length nc+2. If the security of F ′ against G′ is S′(n),
then the security of F against G is of the same order as S′(nc+2), which is not of the same
order as S′(n) in general.
We apply Theorem 2.1(ii) to show that the reduction of Goldreich et al. [15] is security
preserving, in fact, that S(n) is essentially S′(n + ω(log n)), which is of the same order as
S′(n). This reduction applies just to one-way permutations rather than arbitrary one-way
functions. It uses the set of t-walks in a hybrid expander-permutation directed graph in
place of a direct power and β-independence in place of independence.
The expander graphs used for this reduction must be from a fully explicit family, defined
as follows.
Definition. Let Gm,m ≥ 0, be a family of d-regular graphs where Gm has vertex set
Vm = {0, 1, . . . , Nm − 1} with N0 < N1 < N2 < · · · . A rotation function R(N,u, j) for this
family is a partial function satisfying the following conditions.
1. R(N,u, j) is defined if and only if for some m, N = Nm, 0 ≤ u < Nm, and 0 ≤ j < d.
2. For each vertex there is a linear order on the d adjacent vertices such that
R(Nm, u, j) = (v, k) holds precisely when v is the j-th vertex adjacent to u and u
is the k-th vertex adjacent to v.
A family of d-regular graphs is fully explicit if it has a polynomial time computable rotation
function.
If Gm,m ≥ 0, has a rotation function R(N,u, j) such that for every edge {u, v} in Gm
there is a j such that R(Nm, u, j) = (v, j), we let κ(u, v) = j. Thus, κ defines an edge
coloring: k assigns a color to each edge such that at each vertex incident edges are uniquely
colored. When this occurs for a polynomial time computable R(N,u, j) we have a fully
explicit edge coloring.
There is an extensive literature on the construction of fully explicit families of (N, d, α)-
expander graphs [32, 12, 25, 37, 1, 3].
Remark. Most applications involving fully explicit expander graph families require that the
gap between Nm and Nm+1 not grow too quickly. We require more, viz., that N0, N1, N2, . . .
be a smoothly growing sequence of powers of two with Nm = 2
cm for some constant c, and
that d be a fixed power of two, say 2e. For the remainder of this section we will assume that
Gm,m ≥ 0, is a fully explicit (N, d, α)-expander graph family satisfying these conditions,
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with d fixed and α < 1. Hence, Gm = ({0, 1}n, Em) with n = cm. As a notational conve-
nience, we will take E =
⋃
m≥0Em and write Gm = ({0, 1}n, E) rather Gm = ({0, 1}n, Em).
One example of an explicit family of expander graphs satisfying these conditions is the
affine torus expander graph family of Margulis [32]. Gabber and Galil [12] established an
upper bound for the second largest eigenvalue magnitude of graphs in this family, later
improved by Jimbo and Maruoka [25]. Using these results, we may take n = 2m (so Nm =
22m), d = 8 = 23, and α = 5
√
2/8 = 0.88388 · · · . Other constructions may give a better
bound for α. The results in [15] require that α ≤ 1/2, but the approach here based on
β-independence works for any fixed bound less than 1.
Goldreich et al. [15] require an expander graph family which has a fully explicit edge
coloring (but use different terminology). Many explicit expander graph constructions do, in
fact, have a fully explicit edge coloring, but we will extend the proof in [15] so that we may
dispense with this assumption.
Let t = t(n) be a polynomially bounded, strictly increasing function. We first describe
the transformation R taking F , a weakly one-way permutation, to F ′, a slightly harder to
invert permutation.
Take E′ = F ◦E. This gives a family of directed graphs G′m = ({0, 1}n, E′). Note that
for each directed edge (u,w) in G′m, there is a unique v such that {u, v} ∈ E and F (v) = w.
This suggests two ways to color the directed edges of G′m. If R(Nm, u, j) = (v, k), we have
the coloring κ(u,w) = j and the coloring κ′(u,w) = k. Thus, κ is an explicit out-edge
coloring in the sense that at every vertex u of G′m, the d out-edges are uniquely colored;
and κ′ is an explicit in-edge coloring in the sense that at every vertex w, the d in-edges are
uniquely colored.
Let x = (x0, x1, . . . , xt) be a directed t-walk in G
′
m. The forward representation of x is
ϕ(x) = (x0, κ(x0, x1), κ(x1, x2), . . . , κ(xt−1, xt)).
In effect, we regard G′m and its out-edge-coloring as a finite automaton with alphabet
{0, 1, . . . , d−1}, and κ(x0, x1)κ(x1, x2) · · · κ(xt−1, xt) as the unique string which, when read,
causes this finite automaton to transition through the states x0, x1, . . . , xt. This walk rep-
resentation uses fewer bits than just listing vertices. Clearly, ϕ is a bijection from the set of
directed t-walks in G′ to V × {0, 1, . . . , d− 1}t. We will identify V × {0, 1, . . . , d − 1}t with
{0, 1}n+te. Since R and F are polynomial time computable, so are ϕ and ϕ−1.
The reverse representation of x is
ρ(x) = (xt, κ
′(xt−1, xt), κ
′(xt−2, xt−1), . . . , κ
′(x0, x1)).
View this as taking G′m together with its in-edge-coloring, reversing the edge directions to
form another finite automaton, and specifying a succinct walk representation as before. As
with ϕ, ρ is a bijection from the set of directed t-walks in G′ to {0, 1}n+te. It is easy to see
that ρ is polynomial time computable, but since F is weakly one-way, it does not follow
that ρ−1 is polynomial time computable.
We now describe how R computes F ′, a permutation on {0, 1}n+te, from F , a permu-
tation on {0, 1}n, where n = cm. For each t-walk x in G′m, F ′ maps ϕ(x) to ρ(x). In
other words, F ′ = ρ ◦ϕ−1. To compute F ′(x0, k1, . . . , kt), R begins at vertex x0 in Gm,
then repeatedly follows the ki-th edge with respect to the coloring κ from the current ver-
tex xi and applies F to jump to a new vertex xi+1. In this way, it computes a t-path
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x = (x0, x1, . . . , xt). As it traverses each edge in G
′
m dictated the out-edge coloring ki (with
respect to κ), it computes the corresponding in-edge coloring (with respect to κ′), then at
the terminus xt reverses the in-edge color sequence to output ρ(x). Clearly, F
′ is a permu-
tation. By this definition, F ′ is defined only on strings of length cm+ te for m ≥ 0, but we
may use Proposition 4.2 to extend F ′ so that it is defined on strings of any length.
Lemma 6.1. From a weakly one-way permutation F , construct F ′ as above with polyno-
mially bounded t = t(n). Suppose δ = δ(n) is significant and that for all p.p.t. G,
P
n{F ◦G = I} ≤ 1− δ a.a.
Then the following hold.
(i) For every p.p.t. G′,
P
n+te{F ′ ◦G′ = I} ≤ (1− βδ(n)/2)t a.a.
(ii) If t ≥ 7/β, then for every p.p.t. G′,
P
n+te{F ′ ◦G′ = I} ≤ max(1− 2δ(n), 1/2) a.a.
(iii) If δ(n) ≥ 1/2 a.a. and t = ω(log n), then for every p.p.t. G′,
P
n{F ′ ◦G′ = I} ≈ 0.
Proof. (i) Let Z = Pn+te{F ′ ◦G′ = I|I} so E(Z) = Pn+te{F ′ ◦G′ = I}. As in the proof of
Theorem 5.1, we have R taking F to F ′ and must specify R∗ taking each p.p.t. function G′,
which attempts to invert F ′, to another p.p.t. function G, which attempts to invert F . On
a given input y, R∗, querying oracles for G′ and F , computes G as follows.
1. R∗ chooses a random i in the interval 1 ≤ i < t, then generates a random sequence of
integers k1, k2, . . . , kt−i, where each kj is in the range 0 ≤ kj < d; (y, k1, k2, . . . , kt−i)
is the forward walk representation of a random (t − i)-walk in G′m with initial ver-
tex y. R∗ applies F to obtain the reverse walk representation (yt, k
′
1, k
′
2, . . . , k
′
t−i) then
generates random integers k′t−i+1, , k
′
t−i+2, . . . , k
′
t in the range 0 ≤ k′j < d to obtain
y = (yt, k
′
1, k
′
2, . . . , k
′
t), the reverse walk representation of a t-walk (y0, y1, . . . , yt) cho-
sen randomly from t-walks such that yi = y.
2. R∗ queries the G′ oracle on y and receives an answer
x = (x0, k
′′
1 , k
′′
2 , . . . , k
′′
t ).
3. R∗ applies ϕ−1 to x to obtain a purported walk (x0, x1, . . . , xt), and then applies ρ. If
the result matches y, R∗ has verified that (x0, x1, . . . , xt) is indeed a t-walk and that
xi = y and (xi−1, xi) is an edge in G
′
m. In this case, there is a v such that {xi−1, v}
is an edge in Gm and F (v) = xi, so R
∗ returns v = R(2n, xi−1, k
′′
i ); otherwise, the
function is undefined.
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When this procedure returns a value v, F (v) = y.
Define Ui(y) = yi, where ρ
−1(y) = (y0, y1, . . . , yt). By Theorem 3.5 and the bijectivity
of ρ, the random objects Ui are β-i.i.d. The probability that G
′ successfully finds an inverse
of y, given that y = yi, is Wi(y), where Wi = E(Z|Ui). Therefore, Pn{F ◦G = I|I} is
W = (
∑
Wi)/t. By Theorem 2.1(ii),
E(Z) ≤ (α+ β PnI {W > ε})t + tε.
By Proposition 4.1, PnI {W > ε} ≤ 1− δ/2 a.a. Thus, almost always
(α+ β PnI {W > ε})t ≤ (α+ β(1− δ/2))t
= (1− βδ/2)t.
Hence, for every significant ε, E(Z) ≤ (1− βδ/2)t + tε, which proves (i).
(ii) The function f(x) = (1− βx)t is convex for x ≥ 0 and
f((βt)−1) = (1− 1/t)t
< e−1
so it lies below the continuous piecewise linear function
g(x) =
{
1− (1− e−1)βtx, if 0 ≤ x ≤ (βt)−1,
e−1, if x > (βt)−1.
In other words, f(x) ≤ g(x) = max (1− (1− e−1)βtx, e−1) (see Figure 1). Thus, setting
x = δ/2 gives
(1− βδ/2)t ≤ max (1− (1− e−1)βtδ/2, e−1) .
But βt ≥ 7 and (1− e−1)/2 = 0.31606 · · · , so from part (i) of the theorem
P
n+te{F ′ ◦G′ = I} ≤ max(1− 2δ, 1/2) a.a.
(iii) This also follows from part (i). Since δ ≥ 1/2 a.a., 1 − βδ/2 ≤ 1 − β/4 a.a. We know
t = ω(log n) a.a., so (1− βδ/2)t is negligible.
y
x
1
e−1
1(βt)−1
f(x) = (1− βx)t
g(x)
Figure 1: Function f(x) lies below g(x).
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To conclude, we show that the reduction of Goldreich et al. [15] from a weakly one-way
permutation to a strongly one-way permutation is security preserving.
First, consider the reduction (R0,R
∗
0) described in the proof of Lemma 6.1(ii) where
t ≥ 1/β is an even integer. (Recall that n = 2m and e = 3, so an even t ensures that n+ te
is even.) If F is a weakly one-way permutation, where there is a significant δ such that
for all p.p.t. G Pn{F ◦G = I} ≤ 1 − δ a.a., then applying R0 s times to F results in a
permutation F ′ such that for any p.p.t. G′ attempting to invert F ′
P
n+rte{F ′ ◦G′ = I} ≤ max(1− 2sδ, 1/2) a.a
We know that for some c > 0, δ(n) < n−c a.a., so, setting s = ⌈c log n⌉, we have that for
every p.p.t. G′, Pn{F ′ ◦G′ = I} ≤ 1/2 a.a.
Next, consider the reduction (R1,R
∗
1) described in the proof of Lemma 6.1(iii) where t =
ω(n). Applying R1 to F
′ results in a permutation F ′′ such that for all p.p.t. G′′ attempting
to invert F ′′,
P
n{F ′′ ◦G′′ = I} ≈ 0.
Thus, a transformation R consisting of s applications of R0 followed by an application of R1
takes F to F ′′, thereby increasing input length from n to n + ω(log n). Transformation R∗
consisting of an application of R∗1 followed by s applications of R
∗
0 takes p.p.t. function G
′′
to p.p.t. function G, thereby decreasing input length from n+ω(log n) to n. R∗, computing
G, queries the oracle for G′′ just once and the probability that G inverts F is precisely
the probability that G′′ inverts F ′′. R∗ runs in polynomial time (assuming constant time to
answer a query). Thus, we have the following result.
Theorem 6.2. For reduction (R,R∗) described above, if the security of F ′′ against G′′
is S′′(n), then the security of F against G is S(n) ≍ S′′(n + ω(log n)). Thus, S(n) ≍
S′′(n). That is, (R,R∗) is a security preserving reduction taking weakly to strongly one-way
functions.
Remark. The reduction of Theorem 6.2 takes every weakly one-way permutation to a
strongly one-way permutation. In contrast, the proof of Theorem 5.1 shows that for ev-
ery weakly one-way function there is a reduction to a strongly one-way function. It is not
apparent from this proof that there is just one reduction that takes every weakly one-way
function to a strongly one-way function. Thus, the reduction of Theorem 6.2 is security
preserving but is also uniform in this sense.
7. Conclusion.
One-way functions are not the only cryptographic primitives proved secure using repetition
or expander graph constructions to amplify hardness. Others include collision-resistant hash
functions [6], encryption schemes [10], weakly verifiable puzzles [5, 24, 26], signature schemes
and message authentication codes [9], commitment schemes [19, 7], pseudorandom functions
and pseudorandom generators [9, 34], block ciphers [31, 35, 33, 40], and interactive protocols
[36, 21, 17]. Another approach to constructing security preserving reductions uses hash
functions rather than expander graphs to control input size blowup [8, 18, 4]. Conditional
expectation bounds may help simplify proofs in some of these cases and point the way to
other cryptographic applications.
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