Designing motion representations for the problem of 3D human action recognition from 1 skeleton sequences is an important yet challenging task. An effective representation should be robust 2 to noise, invariant to viewpoint changes and result in a good performance with low-computational 3 demand. Two main challenges in this task include how to efficiently represent spatio-temporal 4 patterns of skeletal movements and how to learn their discriminative features for classification task.
Introduction

158
Although promising results have been achieved, the above approaches have some limitations 159 that are difficult to overcome. For instance in many cases, they require pre-processing input data in 160 which the skeleton sequences need to be segmented or aligned. Unlike these approaches, we propose 161 a skeleton-based representation and a deep learning framework for 3D human action recognition 162 that learns to recognize actions directly from the original skeletons in an end-to-end manner, without 163 dependence on the length of actions. Moreover, the proposed solution is general and can be applied 
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The temporal evolutions of skeletons are spatio-temporal patterns. Thus, they can be modeled by Given a skeleton sequence S with N frames, denoted by S = {F t }, where t = 1, 2, 3, ..., N. Let p t j and p t k be the 3D coordinates of the j-th and k-th joints in F t . The Joint-Joint Distance JJD t jk between p t j and p t k at timestamp t is computed as 
where p norm indicates the normalized value, c max and c min are the maximum and minimum values of all coordinates over the training set, respectively. The function floor(·) rounds down to the nearest integer. We consider three components (x, y, z) of JJO t jk after normalization as the corresponding three components (R, G, B) of a color pixel and define "a human pose" at timestamp t by vector PF t that describes the distance and orientation relationship between skeleton joints, 
We define "a human motion" from t to t + 1 by vector MF t→t+1 , in which
where JJD A JET color map is based on the order of colors in the spectrum of visible light, ranging from blue to red, and passing through the cyan, yellow, and orange.
Building global action map from PFs and MFs
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Based on the obtained PFs and MFs, we propose a new skeleton-based representation called SPMF for 3D human action recognition. To this end, all PFs and MFs computed from the skeleton sequence S are concatenated into a single feature vector in temporal order from the beginning to the end of the action. It is a global representation for the whole skeleton sequence S without dependence on the range of action and can be obtained by
Figure 4 (top row) shows some SPMFs obtained from the MSR Action3D dataset [62] in which all images are resized to 32 × 32 pixels. Before computing the SPMF, a Savitzky-Golay smoothing filter [41,73] is adopted to reduce the effect of noise on skeletal data. In the experiments, we use the filter
where c t denotes the skeleton joint coordinates of frame F t (t = 1, 2, ..., N) and f t denotes the filtering
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result. This filter design method is described in detailed in Appendix A. The skeleton-based representations obtained by Eq. (8) mainly reflect the spatio-temporal distribution of skeleton joints. We visualize these representations and observe that they tend to be low contrast images, as shown in Figure 4 (top row). In this case, a color enhancement method can be useful for increasing contrast and highlighting the texture and edges of the motion maps. Therefore, it is necessary to enhance the local features on the generated color images after encoding. The Adaptive Histogram Equalization (AHE) [53] is a common approach for this task. This technique is capable of enhancing the local features of an image. Mathematically, let I be a given digital image, represented as a r-by-c matrix of integer pixels with intensity levels in the range [0, L − 1]. The histogram of image I will be defined by
where n k is the number of pixels in I with intensity k. The probability of occurrence of intensity level k in I can be estimated by
The histogram equalized image is defined by transforming the pixel intensities, n, of I by the function
The Histogram Equalization (HE) method is used for increasing the global contrast of the image.
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However, it cannot solve the problem of increasing local contrast. To overcome this limitation, the 246 image needs to be divided into R regions and the HE is then applied in each and every one of these 
Inspired by the philosophy of ResNet [59], to maximize information flow through layers, Huang et al.
proposed DenseNet [54] with a simple connectivity pattern: the l th layer in a dense block receives the feature maps of all preceding layers as inputs. That means
where with a rate of 0.2 is used after each Convolution to prevent overfitting. After the feature extraction stage, a Full Connected (FC) layer is used for classification task in which the number of neurons for this FC layer is equal to the number of action classes in each dataset. The proposed networks can be trained in an end-to-end manner by gradient descent using Adam update rule [78] . During the training stage, we minimize a cross-entropy loss function, which is measured by the difference between the true action label y and the predicted actionŷ by the networks over the training samples X . In other words, the network will be trained to solve the following optimization problem
where W is the set of weights that will be optimized by the model, M denotes the number of samples 262 in training set X and C is the number of action classes. 
Experiments
264
We investigate the effectiveness of the proposed approach on four public benchmark action The concatenation operation used in Eq. (15) is not viable when the size of feature maps changes. 4 We refer the interested reader to a survey of Zhang et al.
[34] for a full description of the current RGB-D based action recogntion datasets. kicking, punching, exchanging objects, hugging, and shaking hands. This dataset is challenging due to the that the proposed deep learning framework trained on the Enhanced-SPMFs is able to achieve better 364 performance in the recognition of actions compared to hand-crafted based approaches. that the proposed deep learning framework is able to learn discriminative spatio-temporal features of 375 skeleton joints containing in the proposed motion representation for classification task. proposed deep network achieves better recognition accuracy when trained on the Enhanced-SPMFs.
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As reported in Figure 10 , applying the AHE algorithm [53] helps improving the accuracy by 4.09%.
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This result validates our hypothesis above. observe that the designed network is able to extract discriminative features from the Enhanced-SPMF representations. This is expressed through the color of each learned feature map, as can be seen in 405 Figure 11 . These discriminative features play a key role in classifying actions. within the window for prediction. We can also apply this idea to solve the current problem. E.g.,
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during the online inference phase, we use a sliding window on the original skeleton sequences or on Details about the GPU specification are available at https://www.nvidia.com/en-us/geforce/products/10series/geforcegtx-1080-ti/.
Savitzky-Golay (S-G) filter is a low-pass filter based on local least-squares polynomial approximation that is often used to smooth noisy data. The 3D skeleton joints obtained from depth cameras can be considered as a series of equally spaced data in the time domain, applying S-G filter on raw skeletal data helps reduce the level of noise while maintaining the 3D geometric characteristics of the input sequences. 
The N data samples of x can be fitted by a polynomial
To best fit the given data x, Savitzky and Golay 
The polynomial coefficients can be determined as
For example, for smoothing by a 5-point quadratic polynomial with N = 5, M = −2, −1, 0, 1, 2, the the tth filtering result, y t is given by y t = −3x t−2 + 12x t−1 + 17x t + 12x t+1 − 3x t+2 35 .
The Eq. (A10) above was used in our experiments to reduce the effect of noises on the raw skeleton 463 data. 
