We present asymptotically faster approximation algorithms for the generalized flow problems in which multipliers on edges are at most 1. For this lossy version of the maximum generalized flow problem, we obtain an additive approximation of the maximum flow in time e O " m 3/2 log(U/ )
"
, where m is the number of edges in the graph, all capacities are integers in the range {1, . . . , U }, and all loss multipliers are ratios of integers in this range. For minimum cost lossy generalized flow with costs in the range {1, . . . , U }, we obtain a flow that has value within an additive of the maximum value and cost at most the optimal cost. In many parameter ranges, these algorithms improve over the previously fastest algorithms for the generalized maximum flow problem by a factor of m 1/2 and for the minimum cost generalized flow problem by a factor of approximately m 1/2 / 2 . The algorithms work by accelerating traditional interior point algorithms by quickly solving the system of linear equations that arises in each step. The contributions of this paper are twofold. First, we analyze the performance of interior point algorithms with approximate linear system solvers. This analysis alone provides an algorithm for the standard minimum cost flow problem that runs in time e O " m 3/2 log U " -an improvement of roughly e O " n/m 1/2 " over previous algorithms. Second, we examine the linear equations that arise when using an interior point algorithm to solve generalized flow problems. We observe that these belong to the family of symmetric M -matrices, and we then develop e O (m)-time al- * This material is based upon work supported by the National Science Foundation under Grant Nos. CCF-0707522 and CCF-0634957. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation.
INTRODUCTION
Interior-point algorithms are one of the most popular ways of solving linear programs. These algorithms are iterative, and their complexity is dominated by the cost of solving a system of linear equations at each iteration. Typical complexity analyses of interior-point algorithms apply worstcase bounds on the running time of linear equation solvers. However, in most applications the linear equations that arise are quite special and may be solved by faster algorithms. Each family of optimization problem leads to a family of linear equations. For example, the maximum flow and minimum cost flow problems require the solution of linear systems whose matrices are symmetric and diagonally-dominant. The generalized versions of these flow problems result in symmetric M -matrices.
The generalized maximum flow problem is specified by a directed graph (V, E), an inward capacity c(e) > 0 and a multiplier γ(e) > 0 for each edge e, and source and sink vertices s and t. For every unit flowing into edge e, γ(e) flows out. In lossy generalized flow problems, each multiplier γ(e) is restricted to be at most 1. In the generalized maximum flow problem, one is asked to find the flow f : E → IR
+

Previous exact algorithms Previous approximation algorithms
Our algorithms Generalized Maximum Flow O`m 2 (m + n log n) log U´ [9] O " min(n 3/2 , m 1/2 )m log(n 2 /m) log U " [7] e O`m 1.5 log UḾ inimum Cost Flow O`nm log(n 2 /m) log(nC)´ [8] e O`m 1.5 log UÓ (nm(log log U ) log(nC)) [1] O ((m log n)(m + n log n)) [16] Figure 1: A comparison of the complexity of previously known network flow algorithms with the ones presented in this paper. Note that our generalized flow algorithms find an additive approximation, and our standard flow algorithms are exact. U is an upper bound on the integers used to represent the problem, and C is the value of the flow.
that maximizes the flow into t given an unlimited supply at s, subject to the capacity constraints on the amount of flow entering each edge, and flow conservation constraints at every vertex other than s and t. In the generalized minimum cost flow problem, one also has a cost function q(e) ≥ 0, and is asked to find the maximum flow of minimum cost (see [2] ).
In Figure 1 , we compare the complexity of our algorithms with the fastest algorithms of which we are aware. The running times are given for networks in which all capacities and costs are positive integers less than U and every loss factor is a ratio of two integers less than U . For the standard flow problems, our algorithms are exact, but for the generalized flow problems our algorithms find additive approximations, while the other approximation algorithms have multiplicative error (1 + ). However, we note that our algorithms only require arithmetic with numbers of bit-length O (log(nU/ )), whereas we suspect that the algorithms obtaining multiplicative approximations might require much longer numbers.
The solution of systems in M -matrices
A symmetric matrix M is diagonally-dominant if each diagonal is at least the sum of the absolute values of the other entries in its row. A symmetric matrix M is an M -matrix if there is a positive diagonal matrix D for which DM D is diagonally-dominant. Spielman and Teng [19, 20] showed how to solve linear systems in diagonally-dominant matrices to accuracy in time e O`m log −1´. We show how to solve linear systems in M -matrices by first computing a diagonal matrix D for which DM D is diagonally-dominant, and then applying the solver of Spielman and Teng. Our algorithm for finding the matrix D applies the solver of Spielman and Teng an expected O (log n) times. While iterative algorithms are known that eventually produce such a diagonal matrix D, they have no satisfactory complexity analysis [14, 13, 5 ].
Analysis of interior point methods
In our analysis of interior-point methods, we examine the complexity of the short-step dual path following algorithm of Renegar [17] as analyzed by Ye [23] . The key observations required by our complexity analysis are that none of the slack variables become too small during the course of the algorithm and that the algorithm still works if one
-approximately solves each linear system in the matrix norm (defined below). Conveniently, this is the same type of approximation produced by our algorithm and that of Spielman and Teng. This is a very crude level of approximation, and it means that these algorithms can be applied very quickly. While other analyses of the behavior of interior point methods with inexact solvers have appeared [18] , we are unaware of any analyses that are sufficiently fine for our purposes.
Outline of the paper
In Section 2, we describe the results of our analysis of interior point methods using approximate solvers. In Section 3, we describe the formulation of the generalized flow problems as linear programs, and discuss how to obtain the solutions from the output of an interior-point algorithm. In Section 4, we give our algorithm for solving linear systems in M -matrices.
In this extended abstract we omit certain analyses and proofs, the details of which may be found in the full paoer on arXiv.
INTERIOR-POINT ALGORITHM USING AN APPROXIMATE SOLVER
Our algorithm uses numerical methods to solve a linear program formulation of the generalized flow problems. The fastest interior-point methods for linear programs, such as that of Renegar [17] require only O ( √ n) iterations to approach the solution, where each iteration takes a step through the convex polytope by solving a system of linear equations.
In this paper, we consider stepping through the linear program using an only an approximate solver, i.e. an algorithm x = Solve(M, b, ) that returns a solution satisfying
where the matrix norm · M is given by v M = √ v T M v . As mentioned above, we have analyzed the Renegar [17] version of the dual path-folllowing algorithm, along the lines of the analysis that found in [23] , but modified to account for the use of an approximate solver.
In particular, using the approximate solver we implement an interior-point algorithm with the following properties:
b is a length n vector; c is a length m vector • AA T is positive definite, and λmin > 0 is a lower bound on the eigenvalues of AA calls to the approximate solver, of the form
where S is a positive diagonal matrix with condition number O "
, and v , satisfy
In Appendix A, we present a complete description of this algorithm. Analysis and proof of correctness may be found in the full version of the paper.
SOLVING GENERALIZED FLOW
We consider network flows on a directed graph (V, E) with V = [n], E = {e1, · · · , em}, source s ∈ V and sink t ∈ V . Edge ej goes from vertex vj to vertex wj. and has inward capacity c(ej), flow multiplier γ(ej) < 1, and cost q(ej).
We assume without loss of generality that t has a single in-edge, which we denote as et, and no out-edges.
The generalized max-flow approximation algorithm will produce a flow that sends no worse than less than the maximum possible flow to the sink.
The generalized min-cost approximation algorithm will produce a flow that, in addition to being within of a maximal flow, also has cost no greater than the minimum cost of a maximal flow (see [6] ).
Fixing Approximate Flows
The interior-point algorithm described in the previous section produces an output that may not exactly satisfy the linear constraints Ax = b. In particular, when we apply the algorithm to a network flow linear program, the output may only be an approximate flow: Definition 3.1. An -approximate flow approximately satisfies all capacity constraints and flow conservation constraints. In particular, every edge may have flow up to over capacity, and every vertex besides s and t may have up to excess or deficit flow.
An exact flow satisfies all capacity constraints and has exact flow conservation at all vertices except s and t.
We are going to modify the graph slightly before running the interior-point algorithm, so that it will be easier to obtain an exact flow from the approximate flow given by the interior-point algorithm.
Let us compute the least-lossy-paths tree T rooted at s. This is the tree that contains, for each v ∈ V − {s, t}, the path πs,v from s to v that minimizes L(v) = Q e∈πs,v γ(e) −1 , the factor by which the flow along the path is diminished. We can find this tree in time e O (n) using a single-source shortest-paths algorithm where we take the edge weights to be − log γ(e).
Next, we delete from the graph all vertices v such that L(v) > 2mnU . Note that in a maximum-flow, it is not possible to have more than 2n flowing into such a v, since at most mU can flow out of s. Thus, deleting each such v cannot decrease the value of the maximum flow by more than 2n . In total, we may decrease the value of the maximum flow by at most 2 .
We define F LOW = 2 64m 2 n 2 U 3 . In the subsequent sections, we show how to use the interior-point method to obtain an F LOW -approximate flow that has a value within 4 of the maximum flow. Assuming that the graph had been preprocessed as above, we may convert the approximate flow into an exact flow:
O (n) time, we are able to convert an F LOW -approximate flow that has a value within 4 of the maximum flow into an exact flow that has a value within 2 of the maximum flow. The cost of this exact flow is no greater than the cost of the approximate flow.
Proof. Let us first fix the flows so that no vertex has more flow out than in. We use the least-lossy-paths tree T , starting at the leaves of the tree and working towards s. To balance the flow at a vertex v we increase the flow on the tree edge into v. After completing this process, for each v we will have added a path of flow that delivers at most 2 64m 2 n 2 U 3 additional units of flow to v. Since L(v) ≤ 2mnU , no such path requires more than 2 64m 2 n 2 U 3 · 2mnU = 32mnU 2 flow on an edge, and so in total we have added no more than 32mU 2 to each edge.
Next, let us fix the flows so that no vertex has more flow in than out. We follow a similar procedure as above, except now we may use any spanning tree rooted at and directed towards t. Starting from the leaves, we balance the vertices by increasing flow out the tree edge. Since the network is lossy, the total amount added to each edge is at most
Recall that we started with each edge having flow up to 2 64m 2 n 2 U 3 over capacity. After balancing the flows at the vertices, each edge may now be over capacity by as much as
Since the edge capacities are at least 1, the flow on an edge may be as much as (1 + 16mU 2 ) times the capacity.
Furthermore, while balancing the flows we may have added as much as 16mU 2 · mU =
2
16U
to the total cost of the flow. Assuming that the value of approximate flow was at least 4 , its cost must also have been at least 4 , and so we have increased the cost by a multiplicative factor of at most (1 + 4U ).
(If the approximate flow had value less than 4 , then the empty flow trivially solves this flow rounding problem.)
By scaling the entire flow down by a multiplicative factor of (1 + 4U ) −1 , we solve the capacity violations, and also reduce the cost of the exact flow to be no greater than that of the approximate flow. Since the value of a flow can be at most U , the flow scaling decreases the value of the flow by no more than /4, as required.
The above procedure produces an exact flow that is within /2 of the maximum flow in the preprocessed graph, and therefore is within of the maximum flow in the original graph. Furthermore, the cost of the flow is no greater than the minimum cost of a maximal flow in the original graph.
Thus to solve a generalized flow problem, it remains for us to describe how to use the interior-point algorithm to generate a F LOW -approximate flow that has a value within /4 of the maximum flow, and, for the min-cost problem, also has cost no greater than the the minimum cost of a maximal flow.
Generalized Max-Flow
We formulate the maximum flow problem as a linear program as follows: Let A be the (n − 2) × m matrix whose nonzero entries are Av j ,j = −1 and Aw j ,j = γ(ej), but without rows corrsponding to s and t. Let c be the length m vector containing the edge capcities. Let ut be the length m unit vector with a 1 entry for edge et. Let the vectors x 1 and x 2 respectively denote the flow into each edge and the unused inward capacity of each edge. The max-flow linear program, in canonical form, is:
The constraint Ax 1 = 0 ensures that flow is conserved at every vertex except s and t, while the constraint x 1 +x 2 = c ensures that the capacities are obeyed. Now, the dual of the above linear program is not bounded, which is a problem for our interior-point algorithm. To fix this, we modify the linear program slightly: Proof. Let us examine the new variables in the modified program and note that x 3 has the effect of modifying the capacities, while x 4 and x 5 create excess or deficit of flow at the vertices. Since we have a lossy network, a unit modification of any of these values cannot change the value of the flow by more than 1, and therefore must increase the value of the modified linear program. Thus, at the optimum we have x 3 = x 4 = x 5 = 0 and so the solution is the same as that of the original linear program. 
Lemma 3.4. The above dual linear program is bounded. In particular, the coordinates of all feasible dual points have absolute value at most (nU + 1) ·
Proof. Of the five constraints in the dual linear program, the last four give We refer to the si variables as the slacks. Recall that we must provide the interior-point algorithm with an initial dual feasible point y 0 such that the corresponding slacks s 0 are bounded away from zero. We choose the following initial point, and note that the slacks are bounded from below by 
We must also provide the interior-point algorithm with a lower bound on the eigenvalues of the matrix
Note that we may subtract 2I from the above matrix and still have a positive definite matrix, so λmin = 2 is certainly a lower bound on the eigenvalues. Using the above values for y 0 and λmin, and the bound on the dual coordinates given in Lemma 3.4, we now call InteriorPoint on the modified max-flow linear program, using error parameter F LOW
2
. In the solution returned by the interior-point algorithm, the vector x 1 assigns a flow value to each edge such that the flow constraints are nearly satisfied:
Lemma 3.5. x 1 is an F LOW -approximate flow with value within F LOW /2 of the maximum flow.
Proof. Observe that the amount flowing into t is at least −1 times the value of the modified linear program. Since the interior-point algorithm generates a solution to the modified linear program within F LOW /2 of the optimum value, which is −1 times the maximum flow, the amount flowing into t surely must be within F LOW /2 of the maximum flow. Now, let us note more precisely that the modified linear program aims to minimize the objective function computed by subtracting the amount flowing into t from 4U/ F LOW times the sum of the entries of x 3, x 4, and x 5. Since the minimum value of this objective function must be negative, and the solution returned by the interior-point algorithm has a value within F LOW /2 of the minimum, the value of this solution must be less than F LOW /2 < U . The amount flowing into t is also at most U , so no entry of x 3, x 4, x 5 can be greater than 2U/(4U/ F LOW ) = F LOW /2.
The interior-point algorithm guarantees that 
Generalized Min-Cost Flow
As a first step in solving the generlized min-cost flow problem, we solve the generalized max-flow linear program as described above, to find a value F that is within 8 of the maximum flow.
We now formulate a linear program for finding the minimum cost flow that delivers F units of flow to t:
where q is the length n vector containing the edge costs, and et is the length n − 1 vector that assigns 1 to vertex t and 0 to all the other vertices except s. A is the same matrix as in the max-flow linear program, except that we include the row corresponding to t, which translates to a new constraint that F units must flow into t. We must again modify the linear program so that the dual will be bounded: Proof. We examine the new variables and note that x 3 modifies the capacities, while x 4 and x 5 create excess supply (or demand) at the vertices. A unit modification to any of these values can at best create a new path for one unit of flow to arrive at the sink. This new path has cost at least 1, and it can replace an path in the optimum flow of cost at most nU , for a net improvement in the cost of the flow of at most nU − 1, which is less than 
Lemma 3.7. The above dual linear program is bounded. In particular, the coordinates of all feasible dual points have absolute value at most (nU + 1) · Let us also note that
is an initial interior dual point with all slacks at least Proof. Note that any flow in total cannot cost more that mU 2 , even if all edges are filled to maximum capacity. Therefore the value of the solution output by the interiorpoint algorithm can be at most mU 2 + F LOW 2 < 2mU 2 , and so in particular no entry of x 3, x 4, x 5 can be greater than F LOW 2 . Now, the interior-point algorithm guarantees that
and so we may conclude that
These inequalities imply that this is a F LOW -approximate flow, and additionally that at least F − F LOW is flowing into t. Since F is within 8 of the maximum flow, the amount flowing into t must be within 8 + F LOW <
32
of the maximum flow.
By scaling down the x 1 flow slightly, we obtain a flow that does not exceed the minimum cost of a maximal flow: Lemma 3.9. x 1 = (1 − 12U )x 1 is an F LOW -approximate flow with value within 4 of the maximum flow, and with cost at most the minimum cost of a maximal flow.
Proof. We may assume that the value of flow x 1 is at least 3 32 , because otherwise the maximum flow would have to be at most = 4 , and so the empty flow would trivially be within 4 of the maximum. Therefore, the minimum cost of a maximal flow must also at be least 3 32 . The interior-point algorithm guarantees that the cost of x 1 does not exceed this optimum cost by more than F LOW 2 , and so must also not exceed the optimum cost by a multiplicative factor of more than (1 + 16 F LOW 3
) < (1 + 12U ). Thus. x 1 = (1 − 12U )x 1 must have cost below the optimum.
Furthermore, since the value of the flow x 1 can be at most U , scaling down by (1 − 12U ) cannot decrease the value of the flow by more than 12 . Therefore, the value of the value x 1 is within 12 + 5 32 < 4 of the maximum. calls to the solver. Recall that T is an bound on the coordinates of the dual linear program, and s 0 min is the smallest slack at the initial point. Above, we gave both of these values to be polynomial in mU , for both the max-flow and min-cost linear programs. We also gave λmin = 2 as a lower bound on the eigenvalues ofĀĀ T . Thus, the total number of solves is e O`√m log U ´. Again referring to Theorem 2.1, we find that the condition number ofĀS −2ĀT is be polynomial in mU , as is the expression v . We conclude that each solve takes time
Running Time
The preprocessing only took time e O (m) so we obtain a total running time of e O " m 3/2 log 2 (U/ ) " . , . . . ,
we can make the solution to the minimum cost maximum flow problem unique with probability at least 1/2. Moreover, in the optimal solution, each flow will be a multiple of 1/4m. Thus, by solving to additive error less than 1/12m, we can round to the exact solution of the perturbed program, and to an exact solution of the original. The resulting algorithm for (ordinary) minimum cost flow runs in time e O`m 1.5 log U´.
Proof Sketch. The statement about the perturbation making the optimal solution unique follows from the Isolation Lemma of Mulmuley, Vazirani and Vazirani [15] . We save a factor of log U in the running time compared with Theorem 3.10 because we only need to apply the linear system solvers of Spielman and Teng in this case.
SOLVING LINEAR SYSTEMS IN SYM-METRIC M-MATRICES
A symmetric M -matrix is a positive definite symmetric matrix with non-positive off-diagonals (see, e.g. [11, 3, 4] ). Every M -matrix has a factorization of the form M = AA T where each column of A has at most 2 nonzero entries [5] . Given such a factorization of an M -matrix, we we will show how to solve linear systems in the M -matrix in nearly-linear time. Throughout this section, M will be an n×n symmetric M -matrix and A will be a n × m matrix with 2 nonzero entries per column such that M = AA T . Note that M has O (m) non-zero entries.
Our algorithm will make use of the Spielman-Teng e O (m) expected time approximate solver for linear systems in symmetric diagonally-dominant matrices, where we recall that a symmetric matrix is diagonally-dominant if each diagonal is at least the sum of the absolute values of the other entries in its row. It is strictly diagonally-dominant if each diagonal execceds each corresponding sum.
We will use the following standard facts about symmetric M -matrices, which can be found, for example, in [11] :
M22
is a symmetric M -matrix with M11 a principal minor, then:
1. M is invertible and M −1 is a nonnegative matrix. 2. M12 is a nonpositive matrix. Our algorithm will work by finding a diagonal matrix D for which DM D is diagonally-dominant, providing us with a system to which we may apply the solver of Spielman and Teng. Our algorithm builds D by an iterative process. In each iteration, it decreases the number of rows that are not dominated by their diagonals by an expected constant factor. The main step of each iteration involves the solution of O (log n) diagonally-dominant linear systems. For simplicity, we first explain how our algorithm would work if we made use of an algorithm x = ExactSolve(M, b) that exactly solves the system M x = b, for diagonally-dominant M . We then explain how we may substitute an approximate solver.
The key to our analysis is the following lemma, which says that if we multiply an M -matrix by a random diagonal
T is an M -matrix and A has at most 2 non-zeros per column. Returns:
has the diagonally-dominant rows in the top section. Let a1, . . . aν be the rows of A2. b. Set k = kJL( ), and let R be a random k × m matrix with independent standard normal entries. Let r i be the ith row of R. c. For i = 1, . . . , k, compute q
e. Let Σ be the ν × ν diagonal matrix with entries σi = (R − QD1A1)a T i 2 . f. Let DR be a uniform random ν × ν diagonal matrix with diagonal entries in (0, 1). , let D be a random diagonal n × n matrix where each diagonal entry di is chosen independently and uniformly from the interval (0, 1).
Let T ⊂ [n] be the set of rows of M D with sums at least r times the pre-scaled diagonal, i.e.
With probability at least
1−4r 4r+7
, we have
« n where β is the fraction of the diagonal entries of M that are less than ζ times the average diagonal entry.
Note in particular that for r = 0, T is the set of rows dominated by their diagonals. We will use the Random Scaling Lemma to decrease the number of rows that are not dominated by their diagonals. We will do this by preserving the rows that are dominated by their diagonals, and applying this lemma to the rest.
Without loss of generality we write
, where the rows in the top section of M are the ones that are already diagonally-dominant, so in particular M11 is diagonally-dominant. Let
11 M12 be the Schur complement and let SD be the matrix containing only the diagonal entries of S.
We construct a random diagonal matrix DR of the same size as M22 by choosing each diagonal element independently and uniformly from (0, 1). We then create diagonal matrix 
Thus by invoking Lemma 4.2 with r = 0 and ζ = 1, we find that there is a 1/7 probability that at least 1/24 of the row sums in the bottom section of DM D become nonnegative. Furthermore, we see that row sums in the top section remain nonnegative.
The only problem with this idea is that in each iteration it could take e O (mn) time to compute the entire matrix S. Fortunately, we actually only need to compute the diagonals of S, (i.e. the matrix SD). In fact, we only actually need a diagonal matrix Σ that approximates SD. As long the diagonals of Σ −1/2 SΣ −1/2 fall in a relatively narrow range, we can still use the Random Scaling Lemma to get a constant fraction of improvement at each iteration.
To compute these approximate diagonal values quickly, we use the random projection technique of Johnson and Lin-denstrauss [12] . In the full version of the paper, we prove the following variant of their result, that deals with random projections into a space of constant dimension: Theorem 4.3. For all constants α, β, γ, p ∈ (0, 1), there is a positive integer k = kJL(α, β, γ, p) such that the following holds:
For any vectors v 1, . . . , v n ∈ IR m let R be a k × m matrix with entries chosen independently at random from the standard normal distribution, and let w i = q 1 k
Rv i. With probability at least p both of the following hold:
Let us note that
11 A1) is a projection matrix. So if we let ai denote the ith row of A2, we can write the ith diagonal of S as sii = (I − A Our suggested algorithm, still using an exact solver, is given in Figure 2 . To make this algorithm fast, we replace the calls to the exact solver with calls to the approximate solver STSolve of Spielman and Teng: Theorem 4.4 (Spielman-Teng [19, 20] ). The algorithm x = STSolve(M, b, ) takes as input a symmetric diagonally-dominant n × n matrix M with m nonzeros, a column vector b, and an error parameter > 0, and returns in expected time e O (m log(1/ )) a column vector x satisfying
We define the algorithm MMatrixSolve(A, b, , λmin, λmax) as a modification of ExactMatrixSolve. For this algorithm we need to provide upper and lower bounds λmax, λmin on the eigenvalues of the matrix A, and the running time will depend on κ = λmax/λmin.
The modifications are that we need to set parameters:
and substitute the calls to ExactSolve in lines 2c, 2h and 3 respectively with
• STSolve(D1M11D1, D1A1r
We may note that the final call to STSolve guarantees that
or equivalently
so the output fulfills the specification of an approximate solver, provided that the algorithm terminates. We can in fact bound the running time of this algorithm as follows: So, to prove the running time, it suffices for us to give a O (log m) bound on the expected number of iterations. In particular, it suffices to show that in each iteration, the number of non-diagonally-domainant rows in DM D decreases by a constant fraction with constant probability.
In analyzing a single iteration, we let D = » D1 D2
denote the diagonal scaling at the start of the iteration, and 11 M12 denote the Schur complement, and let SD denote the matrix containing the diagonal entries of S. Let us also defineS = Σ −1/2 SΣ −1/2 . We know from Facts 4.1.4 and 4.1.6 thatS is an M -matrix.
LetSD be the matrix containing the diagonal entries of S. In the full version of the paper, we show that the row sums of M D are related toS as follows:
The upper part of the above inequality tells us that all the row sums that were nonnegative in DM D remain nonnegative in D M D . From the lower part of the inequality and by invoking the Random Scaling Lemma on the matrixS with r = 1 6 , we find that with probabilty at least 1 23 , the fraction of remaining rows of D M D that now have positive row sums is at least 1 24
" , where for some ζ < 1, β is the fraction of the diagonal entries ofS that are less than ζ times the average diagonal entry. Indeed we prove in the full paper:
Lemma 4.7. With probability at least 1 9 , at most 1 5 of the diagonal entries ofS are smaller than`9
101´3
times the average diagonal entry.
So with probability at least " > 0. Thus, we may conclude that MMatrixSolve is expected to terminate after O (log n) iterations, as claimed.
Solving Linear Systems from the InteriorPoint Method
In the interior-point algorithm, we need to solve linear systems in matrices of the form D2˜. Note that MS is also an M -matrix.
We can build a solver for systems in M from a solver for systems in MS, by using the following easily verifiable property of the Schur complement: 
In the full version of the paper, we prove that this algorithm actually implements an approximate solver:
FINAL REMARKS
The reason that our interior-point algorithm currently cannot produce an exact solution to generalized flow problems is the dependence of our M -matrix solver on the condition number of the matrix, even when approximating in the matrix norm. It would be of interest to eliminate this dependence.
It would also be nice to extend the result to networks with gains. The main obstacle is that the resulting linear programs may be ill-conditioned. 
