Application de la méthode des sous-groupes au calcul Monte-Carlo multigroupe by Martin, Nicolas
UNIVERSITE´ DE MONTRE´AL
APPLICATION DE LA ME´THODE DES SOUS-GROUPES AU CALCUL
MONTE-CARLO MULTIGROUPE
NICOLAS MARTIN
DE´PARTEMENT DE GE´NIE PHYSIQUE
E´COLE POLYTECHNIQUE DE MONTRE´AL
THE`SE PRE´SENTE´E
EN VUE DE L’OBTENTION
DU DIPLOˆME DE PHILOSOPHIÆ DOCTOR
(GE´NIE NUCLE´AIRE)
FE´VRIER 2011
c© Nicolas Martin, 2011.
UNIVERSITE´ DE MONTRE´AL
E´COLE POLYTECHNIQUE DE MONTRE´AL
Cette the`se intitule´e :
APPLICATION DE LA ME´THODE DES SOUS-GROUPES AU CALCUL
MONTE-CARLO MULTIGROUPE
pre´sente´e par : MARTIN Nicolas .
en vue de l’obtention du diploˆme de : Philosophiæ Doctor
a e´te´ duˆment accepte´e par le jury d’examen constitue´ de :
M. MARLEAU Guy, Ph.D., pre´sident.
M. HE´BERT Alain, D.Ing., membre et directeur de recherche.
M. KOCLAS Jean, Ph.D., membre et codirecteur de recherche.
M. CHAMBON Richard, Ph.D., membre.
M. HAECK Wim, Ph.D., membre.
iii
A Lise
iv
REMERCIEMENTS
J’aimerais tout d’abord saluer mes nombreux colle`gues et amis passe´s par l’Institut de
Ge´nie Nucle´aire ces quelques dernie`res anne´es. La qualite´ du travail re´alise´ ici est directement
relie´e aux interactions que j’ai pu avoir avec eux. Je dois mentionner dans le de´sordre Remi
Vallerent, Thibaud Reysset, Marc-Andre´ Lajoie et plus re´cemment Maxime Guyot, Vincent
Descotes, Fre´de´ric Simon, Alexis Jinaphanh auxquels je souhaite une brillante fin de cursus,
ainsi que tous ceux que j’aurais coˆtoye´.
Je remercie e´galement le professeur Alain He´bert pour son encadrement et pour m’avoir
encourage´ a` publier et permis de pre´senter mes travaux dans des confe´rences. Je remercie
ausssi le professeur Guy Marleau qui a accepte´ de servir de pre´sident du jury de the`se, et
enfin Richard Chambom et Wim Haeck qui ont accepte´ de servir comme membres du jury.
Je remercie e´galement le FQRNT qui a contribue´ au financement de ce projet.
Il va sans dire que le travail effectue´ dans cette the`se aurait essentiellement e´te´ impossible
sans les contacts noue´s a` l’IRSN/DSU/SEC/LERD, via un stage re´alise´ au tout de´but du
projet. Je remercie toutes les personnes du laboratoire pour leur sympathique accueil, et
pour la qualite´ des e´changes qui auront suivis ces deux dernie`res anne´es. Un grand merci a`
Joachim Miss, responsable du LERD, pour l’inte´reˆt porte´ a` cette e´tude.
vRE´SUME´
L’objectif de cette the`se est de de´montrer la fiabilite´ d’un algorithme Monte Carlo re-
posant sur l’utilisation de la me´thode des sous-groupes, dans le cadre du calcul de re´seau
en physique des re´acteurs et en criticite´. La me´thode des sous-groupes, appele´e e´galement
me´thode multibande, se base sur la repre´sentation sous forme de tables de probabilite´ des
sections efficaces re´sonnantes lors de la re´solution de l’e´quation de transport neutronique.
Cette repre´sentation peut se voir a` mi-chemin entre l’approche dite ponctuelle et l’approche
multigroupe. L’approche ponctuelle, dite e´galement a` e´nergie continue, pre´serve au maximum
la qualite´ des mode`les physiques pre´sents dans le format ENDF. Cependant, l’importante
quantite´ de donne´es ne´cessaires a` ce mode`le rend couˆteuse son application a` grande e´chelle.
La plupart des outils de production en calcul de suˆrete´-criticite´ reposent sur l’utilisation de
codes Monte Carlo multigroupes, plus rapides en temps de calcul. Le formalisme multigroupe
ne´cessite ne´anmoins une e´tape interme´diaire dite d’auto-protection pour le traitement des
sections efficaces multigroupes des isotopes re´sonnants. La me´thode des sous-groupes permet
de proce´der a` un calcul direct, conduisant a` une simplification du sche´ma classique reposant
sur le formalisme multigroupe. L’inte´reˆt est ici d’obtenir une re´duction du couˆt de calcul vis-
a`-vis de la me´thode a` e´nergie continue tout en conservant un haut niveau de repre´sentation
physique.
Plusieurs aspects ont fait l’objet d’une attention toute particulie`re dans ce projet :
• Le calcul de tables de probabilite´ cohe´rentes avec un maillage e´nerge´tique comprenant
seulement 295 ou 361 groupes. L’approche propose´e dans le code CALENDF reposant
sur la me´thode des moments s’est re´ve´le´e comme la technique la plus performante pour
obtenir des tables de probabilite´s utilisables dans un code Monte Carlo.
• La combinaison de l’utilisation de tables de probabilite´ pour le traitement des sections
efficaces avec une marche ale´atoire reposant sur la me´thode de Delta-tracking pour le
traitement de la ge´ome´trie.
• L’obtention de donne´es cohe´rentes avec un algorithme Monte Carlo afin de tenir compte
de l’anisotropie de la diffusion. Les matrices de transfert sont disponibles sous forme
de se´ries de polynoˆmes de Legendre dans les librairies au format Draglib, mathe´mat-
iquement inadapte´es a` une utilisation directe dans un algorithme Monte Carlo. Une
solution tre`s efficace consiste a` transformer ces moments sous forme de tables de pro-
babilite´. Comme dans le code MORET de l’IRSN, la me´thode des moments du code
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CALENDF a e´te´ retenue pour discre´tiser la densite´ de probabilite´ du cosinus moyen
sous forme de tables d’angles discrets.
• L’introduction d’un mode`le de fuites base´ sur le mode fondamental homoge`ne B1 lors du
calcul de re´seau. Contrairement aux codes spectraux de´terministes, les codes de Monte
Carlo spe´cialement de´die´s a` la physique des re´acteurs n’introduisent pas de mode`le de
fuites. La ge´ne´ration des sections efficaces et coefficients de diffusion requiert cependant
l’obtention pre´alable du spectre critique.
Ce sujet a implique´ un important travail de de´veloppement, fait dans le cadre d’une version
de de´veloppement du code de re´seau DRAGON. Le code a e´te´ programme´ en FORTRAN
2003 et est architecture´ autour d’un driver e´crit en C, la GANLIB 5. Le choix d’un tel
langage a permis d’ame´liorer la qualite´ du travail graˆce a` l’utilisation de concepts modernes
de programmation, tels que la de´finition d’objets, l’encapsulation de me´thodes au sein de
modules internes et l’utilisation du polymorphisme. Finalement, un important travail de
validation a e´te´ conduit par comparaison avec :
• La me´thode Monte Carlo a` e´nergie continue via le code SERPENT.
• La me´thode des probabilite´s de collision (CP), ainsi que la me´thode aux ordonne´es
discre`tes (SN), disponibles au sein du code de transport DRAGON.
• Le code Monte Carlo multigroupe MORET, couple´ avec le code DRAGON.
Les diffe´rents benchmarks retenus sont issus de proble`mes repre´sentatifs de configurations
industrielles :
• crayons et assemblages de re´acteurs a` eau pressurise´ (REP).
• assemblages de re´acteurs CANDU.
• proble`mes de suˆrete´-criticite´, issus des benchmarks de l’ICSBEP (International Criti-
cality Safety Benchmark Evaluation Program).
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ABSTRACT
This thesis is dedicated to the development of a Monte Carlo neutron transport solver
based on the subgroup (or multiband) method. In this formalism, cross sections for resonant
isotopes are represented in the form of probability tables on the whole energy spectrum. This
study is intended in order to test and validate this approach in lattice physics and criticality-
safety applications.
The probability table method seems promising since it introduces an alternative computa-
tional way between the legacy continuous-energy representation and the multigroup method.
In the first case, the amount of data invoked in continuous-energy Monte Carlo calculations
can be very important and tend to slow down the overall computational time. In addition,
this model preserves the quality of the physical laws present in the ENDF format. Due to its
cheap computational cost, the multigroup Monte Carlo way is usually at the basis of produc-
tion codes in criticality-safety studies. However, the use of a multigroup representation of
the cross sections implies a preliminary calculation to take into account self-shielding effects
for resonant isotopes. This is generally performed by deterministic lattice codes relying on
the collision probability method. Using cross-section probability tables on the whole energy
range permits to directly take into account self-shielding effects and can be employed in both
lattice physics and criticality-safety calculations.
Several aspects have been thoroughly studied:
• The consistent computation of probability tables with a energy grid comprising only
295 or 361 groups. The CALENDF moment approach conducted to probability tables
suitable for a Monte Carlo code.
• The combination of the probability table sampling for the energy variable with the
delta-tracking rejection technique for the space variable, and its impact on the overall
efficiency of the proposed Monte Carlo algorithm.
• The derivation of a model for taking into account anisotropic effects of the scattering
reaction consistent with the subgroup method. In this study, we generalize the Discrete
Angle Technique, already proposed for homogeneous, multigroup cross sections, to
isotopic cross sections on the form of probability tables. In this technique, the angular
density is discretized into probability tables. Similarly to the cross-section case, a
moment approach is used to compute the probability tables for the scattering cosine.
• The introduction of a leakage model based on the B1 fundamental mode approximation.
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Unlike deterministic lattice packages, most Monte Carlo-based lattice physics codes do
not include leakage models. However the generation of homogenized and condensed
group constants (cross sections, diffusion coefficients) require the critical flux.
This project has involved the development of a program into the DRAGON framework, writ-
ten in Fortran 2003 and wrapped with a driver in C, the GANLIB 5. Choosing Fortran
2003 has permitted the use of some modern features, such as the definition of objects and
methods, data encapsulation and polymorphism.
The validation of the proposed code has been performed by comparison with other numerical
methods:
• The continuous-energy Monte Carlo method of the SERPENT code.
• The Collision Probability (CP) method and the discrete ordinates (SN) method of the
DRAGON lattice code.
• The multigroup Monte Carlo code MORET, coupled with the DRAGON code.
Benchmarks used in this work are representative of some industrial configurations encoun-
tered in reactor and criticality-safety calculations:
• Pressurized Water Reactors (PWR) cells and assemblies.
• Canada-Deuterium Uranium Reactors (CANDU-6) clusters.
• Critical experiments from the ICSBEP handbook (International Criticality Safety Bench-
mark Evaluation Program).
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1CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte
Cette e´tude aborde la proble´matique du transport neutronique intervenant en physique
des re´acteurs et en calcul de suˆrete´-criticite´. L’e´quation de transport (e´quation line´aire de
Boltzmann) re´gissant le comportement moyen des neutrons est issue de la me´canique statis-
tique et de´crit l’e´volution d’un ensemble de particules neutres dans un milieu donne´. Deux
importantes classes de me´thodes nume´riques existent comme techniques de re´solution de
l’e´quation de transport : les me´thodes de´terministes et les me´thodes stochastiques dites de
Monte Carlo (He´bert, 2009; Lewis et Miller Jr., 1993; Lux et Koblinger, 1990).
Dans le cadre des me´thodes dites de´terministes, le flux neutronique est obtenu par discre´ti-
sation des variables spatiales, angulaires et e´nergie. Dans l’approche Monte Carlo, on proce`de
par simulation ale´atoire du comportement individuel d’un tre`s grand nombre de particules
et par encaissement de certains e´ve´nements. Le comportement moyen des particules en est
alors de´duit par application du the´ore`me central limite.
Ces deux me´thodes re´solvent donc le meˆme proble`me par deux approches totalement dis-
tinctes. Les solutions ne sont d’ailleurs pas les meˆmes dans les deux cas : si dans l’approche
de´terministe, la globalite´ des parame`tres dans l’espace des phases (flux, taux de re´actions,
etc.) est connue apre`s re´solution, le cas stochastique ne fournira que les solutions demande´es
lors de la de´finition des grandeurs  score´es  ou  encaisse´es  (les  tallies ), chacune
e´tant entaˆche´e d’une erreur statistique. Les re´sultats d’une simulation Monte Carlo sont ainsi
des variables ale´atoires.
Chaque me´thode posse`de ses avantages et ses points faibles. La discre´tisation de l’espace des
phases intervenant dans les me´thodes de´terministes limite la plage de ge´ome´tries solvables,
ainsi que le type de donne´es physiques utilisables en entre´e. Les me´thodes de´terministes sont
cependant plus performantes en terme de temps de calcul que l’approche stochastique.
L’approche stochastique peut ne reque´rir aucune discre´tisation des variables et est donc par-
ticulie`rement adapte´e aux cas multidimensionnels. Un autre avantage est la relative simplicite´
2a` paralle´liser les algorithmes Monte Carlo, souvent qualifie´s comme e´tant  embarrassingly
parallelisable . La quasi totalite´ des codes Monte Carlo de production (MCNP5, TRIPOLI4,
KENO6, etc.) peuvent eˆtre utilise´s sur des clusters. Par ailleurs, il y est plus aise´ de pre´server
la qualite´ des mode`les physiques, c’est-a`-dire les sections efficaces et des lois d’interaction
des neutrons avec la matie`re. Les algorithmes de Monte Carlo sont ne´anmoins couˆteux en
terme de temps de calcul. Dans le cas d’un algorithme de Monte Carlo pour le transport
neutronique, il est possible d’utiliser trois types de donne´es :
• Des sections efficaces macroscopiques, qui doivent eˆtre ge´ne´re´es alors par un code de
re´seau (code spectral). C’est cette option qui est utilise´e en calcul de criticite´ par
exemple avec le code MORET.
• Des sections efficaces sous forme de tables de probabilite´, conduisant a` la me´thode des
sous-groupes (ou me´thode multibande) en transport neutronique. Elles sont au cœur
de cette e´tude.
• Des sections efficaces ponctuelles (pouvant aller jusqu’a` plusieurs dizaine de milliers
de points sur le spectre e´nerge´tique classique [0, 20 MeV]), correspondant aux donne´es
pre´sentes dans les e´valuations via par exemple le format ACE (A compact ENDF )
de NJOY. Par interpolation, il est possible de ge´ne´rer les sections efficaces a` n’importe
quelle e´nergie. On parle alors de code Monte Carlo a` e´nergie continue. Notons finalement
que les donne´es ponctuelles sont a` la base des deux autres formalismes.
En calcul de production pour les re´acteurs ou en suˆrete´-criticite´, l’importante he´te´roge´ne´ite´
des configurations ne permet pas la re´solution de l’e´quation de transport sur la ge´ome´trie
exacte. Un cœur de re´acteur REP est constitue´ de plusieurs dizaine de milliers de crayons de
combustible par exemple. Comme cela sera de´taille´ au chapitre 2, l’approche classique consiste
a` passer par une e´tape d’homoge´ne´isation, ge´ne´ralement sur une ge´ome´trie simplifie´e mais
repre´sentative du proble`me, et d’utiliser les donne´es homoge´ne´ise´es dans un deuxie`me niveau
de calcul simplifie´. L’e´tape initiale d’homoge´ne´isation est re´alise´e sur une cellule e´le´mentaire
avec des conditions de pe´riodicite´ : on parle de calcul de re´seau.
Dans le cas du calcul de re´acteur, la deuxie`me e´tape est ge´ne´ralement une simulation a`
l’e´chelle entie`re du re´acteur en utilisant ces donne´es macroscopiques, typiquement a` l’aide
d’un ope´rateur de´grade´ comme la diffusion. Quand aux sche´mas de calcul en suˆrete´-criticite´,
ils sont base´s sur des calculs Monte Carlo utilisant ces grandeurs homoge´ne´ise´es. La me´thode
Monte Carlo permet ici une description pousse´e des nombreuses configurations ge´ome´triques
rencontre´es dans ce type d’e´tude, tandis que l’utilisation de donne´es homoge´ne´ise´es permet
une re´duction importante du temps de calcul.
3Les codes de´terministes architecture´s autour des me´thodes inte´grales telles que la me´thode
des probabilite´s de collision (Pij) ou de la me´thode des caracte´ristiques (MoC) servent cou-
ramment d’outils de production de donne´es macroscopiques. Les codes Monte Carlo servent
majoritairement d’outils de validation des sche´mas de´terministes. Ne´anmoins la puissance
croissante des ordinateurs et l’ave`nement d’ordinateurs massivement paralle`les favorisent le
remplacement des me´thodes de´terministes par des techniques Monte Carlo.
Un exemple parmi d’autre est l’apparition d’outils Monte Carlo spe´cialement de´die´s au calcul
de re´acteur. Ainsi le code SERPENT (Leppa¨nen, 2010b), de´veloppe´ depuis quelques anne´es
au centre de recherche Finlandais VTT, est spe´cialement conc¸u pour le calcul de re´seau. Les
optimisations apporte´es pour le calcul de re´seau conduisent a` des performances supe´rieures
aux codes ge´ne´ralistes (MCNP, TRIPOLI) et s’approchent des temps de calcul des codes
de´terministes, tout en exploitant au maximum les informations disponibles dans le format
ENDF. On limite ainsi de manie`re importante les approximations faites au niveau des lois
d’interactions physiques des neutrons avec la matie`re.
Ce projet s’inscrit dans la meˆme ligne de conduite, avec comme objectif l’obtention d’un
code purement Monte Carlo pour le calcul de re´seau, en mode fondamental, avec comme
spe´cificite´ la repre´sentation des sections efficaces sous forme de tables de probabilite´ pour les
isotopes re´sonnants.
1.2 Proble´matique de cette the`se
La proble´matique centrale de cette the`se est de fournir une re´ponse a` la question suivante :
• La me´thode Monte Carlo avec tables de probabilite´ peut-elle eˆtre utilise´e
pour le calcul de re´seau en mode fondamental ?
Cette question ame`ne d’autres interrogations, typiquement :
• Quel formalisme utiliser afin de correctement calculer les tables de probabilite´ ?
• Un maillage e´nerge´tique comprenant seulement 295 groupes est-il suffisant ?
• Quel est l’impact de l’utilisation de poids corre´le´s (tables de probabilite´ 2D) dans un
algorithme Monte Carlo ?
• Quelles techniques peut-on utiliser pour le traitement de l’anisotropie ?
• Peut-on implanter un mode`le de fuites similaire aux codes de´terministes ?
L’inte´reˆt principal de la repre´sentation en tables de probabilite´ est la re´duction du couˆt
de calcul comparativement a` la repre´sentation ponctuelle, tout en apportant une solution
e´le´gante a` la proble´matique du calcul d’auto-protection due a` l’approximation multigroupe.
4La repre´sentation sous forme de tables de probabilite´ permet en effet de conserver un maxi-
mum d’informations dans un format dense, comme nous le de´taillerons dans la suite de ce
document.
1.3 Recherches similaires re´alise´es ou en cours
L’utilisation de la me´thode des tables de probabilite´ dans le cadre d’un code Monte Carlo
pour la simulation du transport neutronique est apparue simultane´ment en ex-URSS et aux
USA a` la fin des anne´es 1970. Cullen, avec le code TART du LLNL (Cullen, 2005) est le pre-
mier a` proposer l’utilisation de la me´thode multibande sur la totalite´ du spectre e´nerge´tique.
Un maillage e´nerge´tique comprenant 700 groupes avec des tables de probabilite´ d’ordre 2 par
groupe sont utilise´es dans la version 2005 du code. Le formalisme invoque´ afin de calculer les
tables de probabilite´ a e´volue´ au fil du temps pour finalement eˆtre e´quivalent a` la me´thode des
moments (Cullen, 1974, 1977, 1980, 1986). L’anisotropie de la diffusion est traite´e de manie`re
similaire au cas a` e´nergie continue. Les applications du code TART sont principalement en
suˆrete´-criticite´. Le calcul de re´acteur n’est pas envisage´.
Une importante e´tude a e´te´ e´galement re´alise´e au sein du code TRIPOLI au CEA concernant
l’utilisation de tables de probabilite´ pour le calcul de protection (Zheng et al., 1998). Le code
CALENDF (Ribon et Maillard, 1986) est utilise´ afin de ge´ne´rer des tables de probabilite´ sur
diffe´rents types de maillages uniformes en le´thargie (de 27 a` 2592 groupes). L’anisotropie
est conside´re´e de manie`re isotrope. Les applications e´tudie´es sont des proble`mes de calcul
de fluence et des proble`mes a` source, aucune application en calcul de re´acteurs n’est men-
tionne´e. Les dernie`res versions du code TRIPOLI4 permettent l’utilisation de tables de pro-
babilite´, mais cette voie de calcul semble peu utilise´e en pratique. Une re´cente e´tude pre´sente
ne´anmoins une formalisation de l’e´quation de transport adjointe base´e sur la repre´sentation
en tables de probabilite´ (Diop et al., 2010).
La me´thode des sous-groupes n’est pas restreinte aux codes Monte Carlo. De nombreuses
techniques d’auto-protection reposent sur ce formalisme. Ici, on mentionne uniquement les
e´tudes ou` la me´thode des sous-groupes est utilise´e afin de re´soudre l’e´quation de transport.
Les premie`res e´tudes dans ce domaine ont e´te´ faites en ex-URSS par Nikolaev pour diffe´rentes
techniques de re´solution de l’e´quation de transport sous la forme inte´grale (Nikolaev et al.,
1970, 1972). L’application au cas Monte Carlo suivra (Korobeinikov et Nikolaev, 1979). Cela
conduira d’ailleurs a une dispute entre l’e´cole russe et ame´ricaine afin de savoir qui proposa
en premier la me´thode (voir (Nikolaev, 1976) pour plus de de´tails), en plus d’une redondance
5entre les termes sous-groupe (e´cole russe) et multibande (e´cole ame´ricaine). La me´thode des
sous-groupes a e´te´ ensuite adapte´e a` la me´thode des ordonne´es discre`tes (SN). Une impor-
tante e´tude a ainsi e´te´ re´alise´e au CEA concernant le de´veloppement d’une me´thode SN 1D
re´solvant les e´quations des sous-groupes (Lune´ville, L., 1998). Le code est applique´ a` des
proble`mes de blindage et de protection. Mais le groupe de recherche actuellement le plus
actif sur la matie`re se trouve au Japon, ou` l’on retrouve de nombreuses tentatives d’appli-
cation de la me´thode SN avec sous-groupes pour le calcul de re´acteurs a` neutrons rapides
(voir (Yamamoto et Takeda, 2000; Chiba, 2003; Chiba et Kugo, 2010) et les articles associe´s).
En re´sume´, la me´thode Monte Carlo avec sous-groupes n’a e´te´ pre´ce´demment envisage´e
sur la totalite´ du spectre que dans le cadre de proble`mes de protection (shielding) et de
configurations de suˆrete´-criticite´ avec TART. Contrairement aux e´tudes pre´ce´dentes, cette
e´tude s’oriente tout particulie`rement pour le calcul de re´acteurs thermiques. En particulier,
un aspect important de ce projet a repose´ sur l’utilisation de maillages e´nerge´tiques de´rive´s
initialement pour le calcul de re´seau et comportant un faible nombre de groupes (He´bert,
2008). La totalite´ des autres codes utilisent des maillages uniformes en le´thargie (700 groupes
pour TART, jusqu’a` 2592 pour TRIPOLI). Ceci nous permet d’utiliser une approche hybride
multigroupe/sous-groupe ou` les sections efficaces re´sonnantes sont re´solues de par la structure
meˆme du maillage dans la partie thermique (typiquement jusqu’a` 22.5 eV pour SHEM–361).
Il est cependant ne´cessaire de de´montrer que l’utilisation de tels maillages ne conduit a` aucun
biais dans des calculs Monte Carlo. Un point particulier sera l’utilisation de poids corre´le´s
dans le cadre d’un algorithme Monte Carlo. Ce formalisme expe´rimental a e´te´ propose´ dans les
me´thodes d’auto-protection des codes de re´seau, afin de tenir compte des effets d’interfe´rence
ou de recouvrement intervenant lorsque plusieurs re´sonances se superposent (He´bert et Coste,
2002; He´bert, 2008).
Concernant le traitement de l’anisotropie, la me´thode des angles discrets (DAT pour discrete
angle technique), initialement propose´e pour des codes Monte Carlo utilisant des donne´es
macroscopiques, est ge´ne´ralise´e au cas sous-groupe. Ceci n’a jamais e´te´ re´alise´ auparavant.
Il existe par ailleurs d’autres approches possibles, comme traiter la collision similairement
au cas a` e´nergie continue. Dans ce cas, il faut re´cupe´rer en entre´e les donne´es ponctuelles
ne´cessaires au traitement de l’anisotropie de la diffusion. Nous souhaitons dans cette e´tude
essentiellement valider la me´thode Monte Carlo avec sous-groupes sur des configurations
anisotropes telles que rencontre´es couramment en criticite´. Ainsi, l’approche DAT permet
de transcrire l’information pre´sente dans les donne´es multigroupes de manie`re a` pouvoir les
utiliser correctement dans un code Monte Carlo. Ceci a e´te´ fait dans le but d’e´viter de mo-
6difier le format des librairies d’entre´e de DRAGON, ce qui est une taˆche plutoˆt de´licate.
L’approche DAT et les me´thodes semi-analytiques de Lux et Coveyou sont par ailleurs issues
directement du code MORET. Ceci a e´te´ rendu possible graˆce a` un e´change avec l’e´quipe de
de´veloppement du code MORET a` l’IRSN. La validation des me´thodes est d’ailleurs large-
ment re´alise´e dans (Le Cocq, 1998), que nous ne reprendrons pas dans cette e´tude.
Enfin, l’imple´mentation d’un mode`le de fuite pour le calcul Monte Carlo est un sujet de
recherche actif. Une approche propose´e dans (Yun et Cho, 2010) consiste a` modifier ite´rative-
ment les conditions d’albe´do afin de converger vers keff = 1. Une premie`re tentative d’adap-
tation du mode`le B1 au calcul Monte Carlo a e´te´ propose´e dans (Shim et al., 2008b), mais
leur me´thodologie repose sur deux e´tapes. Un premier calcul Monte Carlo a` e´nergie conti-
nue via le code McCARD est re´alise´ pour ge´ne`rer les sections efficaces homoge`nes requises
par le mode`le B1, condense´es sur une structure multigroupe. Les e´quations B1 sont re´solues,
conduisant au flux critique. Le flux critique obtenu est ensuite utilise´ afin de condenser les
sections efficaces obtenues initialement en deux groupes (un rapide et un thermique) pour
utilisation dans un code de cœur. Cette me´thodologie sera ensuite imple´mente´e dans le code
SERPENT a` partir de la version 1.1.14 disponible en novembre 2010. Nous proposons dans
cette e´tude d’imbriquer le mode`le B1 directement au niveau du calcul de la valeur propre, de
manie`re rigoureusement identique au cas de´terministe (voir (He´bert, 2009) Sect 4.3).
1.4 Organisation du document
On pre´sente au chapitre 2 l’e´quation de transport neutronique ainsi que les sche´mas de
calcul utilise´s en physique des re´acteurs et en criticite´. La me´thode de Monte Carlo y est
e´galement de´crite.
Le chapitre 3 de´crit le formalisme des tables de probabilite´ et son application en transport
neutronique dans le cadre de la me´thode des sous-groupes. On y de´taille e´galement l’algo-
rithme de marche ale´atoire dans le cadre d’un code Monte Carlo reposant sur la me´thode des
sous-groupes.
Apre`s une bre`ve description des diffe´rentes me´thodes de calcul des tables de probabilite´
pre´sentes dans la litte´rature, le chapitre 4 pre´sente en de´tail le formalisme mathe´matique
invoque´e par la me´thode des moments. Cette me´thode a e´te´ propose´e par P. Ribon au CEA
pour le code CALENDF au de´but des anne´es 1980. Ce sont ces tables de probabilite´ qui
seront principalement utilise´es dans cette e´tude.
7Le chapitre 5 pre´sente le cadre d’implantation de la me´thode Monte Carlo avec tables de
probabilite´ et de´taille l’algorithme programme´.
Les re´sultats obtenus via la me´thode Monte Carlo sur des cellules et assemblages REP et
CANDU sont discute´s au chapitre 6. Un point particulier sera notamment l’influence des
poids corre´le´s.
Le chapitre 7 de´taille la me´thode des angles discrets dans le cadre des sections efficaces
sous forme de tables de probabilite´.
L’implantation d’un mode`le de fuite base´e sur l’approximation B1 homoge`ne dans le cadre
d’un calcul Monte Carlo est finalement de´crite au chapitre 8.
8CHAPITRE 2
SIMULATION DU TRANSPORT NEUTRONIQUE
2.1 L’e´quation de transport : une e´quation de bilan
L’e´quation de transport neutronique, obtenue sans aucune approximation par bilan de la
population neutronique dans l’espace des phases conside´re´s (Lewis et Miller Jr., 1993), s’e´crit
dans le cas d’un milieu a` l’e´quilibre :
Ω · ∇φ(r,Ω, E) + Σt(r, E)φ(r,Ω, E) = Q(r,Ω, E) (2.1)
Avec :
• r la variable d’espace, Ω =
(√
1− µ2cosψ,√1− µ2sinψ, µ) variable angulaire, et E
variable e´nergie ;
• φ(r,Ω, E) le flux neutronique dans l’e´le´ment d’hypervolume d3rd2ΩdE autour de
{r,Ω, E}. Ce flux n’est pas un flux au sens physique du terme (i.e., on ne peut pas le
mesurer directement), mais une de´finition mathe´matique a` partir du produit des deux
grandeurs physiques qui sont la densite´ neutronique n(r,Ω, E) et la vitesse v(E) du
neutron a` l’e´nergie E ;
• Ω · ∇φ(r,Ω, E) repre´sente le terme de fuite des neutrons dans l’e´le´ment de volume d3r
autour de r ;
• Σt(r, E)φ(r,Ω, E) le terme repre´sentant le nombre de neutrons quittant l’e´le´ment d’hy-
pervolume par l’ensemble des interactions possibles avec la matie`re ;
• Q(r,Ω, E) le terme repre´sentant l’ensemble des sources de neutrons :
Q(r,Ω, E) =
∫ ∞
0
dE ′
∫
4pi
d2Ω′Σs(r,Ω ·Ω′, E ← E ′) (2.2)
+
Jfiss∑
j=1
χj(r, E)
∫ ∞
0
dE ′νΣf,j(r, E ′)
∫
4pi
d2Ω′
4pi
φ(r,Ω′, E ′)
+ Sext(r,Ω, E)
Toutes les grandeurs macroscopiques apparaissant sont connues a` priori :
• Σt, la section efficace totale ;
• Σs, la section efficace macroscopique de diffusion ;
• Σf,j, la section efficace de fission pour l’isotope j ;
9• ν, le nombre de neutrons secondaires produits par fission ;
• χj, le spectre de fission de l’isotope fissile j, de´fini tel que χj(E)dE est le nombre de
neutrons e´mis par fission a` l’e´nergie E a` dE pre`s pour l’isotope j.
Du point de vue mathe´matique, il convient de fermer le syste`me et d’introduire des conditions
aux limites afin de re´soudre l’e´quation de transport. On introduit ici une expression ge´ne´rale
reliant flux sortant et flux rentrant a` la frontie`re (r ∈ ∂D,Ω|
Ω·−→Nout<0
) du domaine :
φ(r,Ω, E) =
∫
∂D
d2r′
∫
Ω·−→N out>0
d2Ω′(Ω′ · −→N ′out)β(r′,Ω′ → r,Ω)φ(r′,Ω′, E) (2.3)
Avec
−→
N out (resp.
−→
N ′out) le vecteur normal a` la frontie`re sortante en r (resp. r′). Le noyau
β(r′,Ω′ → r,Ω) repre´sente la contribution du flux sortant du domaine en (r′,Ω′) au flux
rentrant en (r,Ω).
L’e´quation 2.1 repre´sente de manie`re ge´ne´rale un bilan macroscopique dans l’hypervolume
d3rd2ΩdE autour de {r,Ω, E} entre disparition des neutrons, symbolise´e par les termes de
gauche, et production, repre´sente´ par le terme de droite Q(r,Ω, E).
Dans le cas particulier d’absence de source externe (Sext(r,Ω, E) = 0), le syste`me de´crit
par l’e´quation re´sultante est dit critique, la re´action en chaˆıne de production de neutrons
est stationnaire et auto-entretenue. Il y a alors e´quivalence entre le concept de milieu cri-
tique et milieu stationnaire. Dans le cas plus ge´ne´ral, l’e´quilibre initialement suppose´ n’est
pas garanti et l’e´quation de transport n’a a` priori pas de solutions. Il est donc ne´cessaire de
forcer l’existence de cette solution en introduisant une variation des parame`tres du syste`me.
L’approche la plus usuelle est de reformuler l’e´quation 2.1 sous la forme d’un proble`me a`
valeurs propres en divisant le terme de source issue de la fission
Jfiss∑
j=1
χj(r, E)
∫ ∞
0
dE ′νΣf,j(r, E ′)
∫
4pi
d2Ω′
4pi
φ(r,Ω′, E ′) (2.4)
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par une constante keff , facteur de multiplication effectif. L’e´quation de transport devient
alors :
Ω · ∇φ(r,Ω, E) + Σt(r, E)φ(r,Ω, E) =
∫ ∞
0
dE ′
∫
4pi
d2Ω′Σs(r,Ω ·Ω′, E ← E ′) (2.5)
+
1
keff
Jfiss∑
j=1
χj(r, E)
∫ ∞
0
dE ′νΣf,j(r, E ′)
∫
4pi
d2Ω′
4pi
φ(r,Ω′, E ′)
La complexite´ de la re´solution de l’e´quation 2.5 croˆıt en fonction de l’he´te´roge´ne´ite´ du
proble`me. En effet, plus la ge´ome´trie comportera de milieux diffe´rents, plus le nombre de
parame`tres (sections efficaces) sera important.
2.2 Traitement de la variable e´nergie : l’approximation multigroupe
L’approche multigroupe consiste a` subdiviser le domaine d’e´nergie en G groupes dans
lesquels les neutrons seront conside´re´s comme monocine´tiques. Les quantite´s de´pendant de
l’e´nergie seront ensuite condense´es sur chaque groupe.
On utilise de manie`re courante la variable le´thargie u = ln(E0/E) sur le domaine e´nerge´tique
[0, E0], de tel sorte que :
Wg = {u;ug−1 ≤ u < ug} = {E;Eg < E ≤ Eg−1}; g = 1, G (2.6)
avec ug = ln(E0/Eg) et u0 = 0. Le spectre d’e´nergie est divise´ en G groupes ]Eg, Eg−1[ avec
g = [1, G]. Les groupes de plus hautes e´nergies se retrouvent donc en premier, E0 > E1... >
EG.
On peut de`s lors exprimer l’e´quation de transport en formalisme multigroupe :
Ω · ∇φg(r,Ω) + Σg(r)φg(r,Ω) = Qg(r,Ω) (2.7)
Avec de´sormais la relation suivante pour le terme source :
Qg(r,Ω) =
G∑
g′=1
∫
4pi
d2Ω′Σg←g
′
s (r,Ω← Ω′)φg′(r,Ω′) (2.8)
+
1
Keff
Jfiss∑
j=1
χj,g(r)
G∑
g′=1
νΣf,j,g′(r)
∫
4pi
d2Ω′
4pi
φg′(r,Ω
′)
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La principale difficulte´ du formalisme multigroupe est l’e´valuation des sections efficaces mul-
tigroupes. Celles-ci sont de´finies de manie`re a` conserver les taux de re´actions dans le groupe
d’e´nergie conside´re´, par rapport a` un calcul continu en e´nergie. On conside`re ici le flux sca-
laire φ(r, u) =
∫
4pi
d2Ωφ(r,Ω′, u) et la section efficace microscopique σ, telle que Σ = Nσ, N
densite´ isotopique.
σρ,g(r) =
〈σρ(r, u)φ(r, u)〉g
〈φ(r, u)〉g
(2.9)
Le calcul des sections efficaces implique donc la connaissance du flux φ(r, u). Celui-ci e´tant ini-
tialement inconnu, l’approche usuelle consiste a` remplacer le flux re´el par un flux de re´fe´rence
φ0(u), pour chaque zone homoge`ne de la ge´ome´trie conside´re´e. Les sections efficaces multi-
groupes s’expriment alors par les relations suivantes :
σρ,g =
∫
g
duσρ(u)φ0(u)∫
g
duφ0(u)
(2.10)
Et pour les sections efficaces de transfert :
σg→g
′
=
∫
g′ du
′ ∫
g
duσs(u→ u′)φ0(u)∫
g
duφ0(u)
(2.11)
Les sections efficaces multigroupes sont de´termine´es en amont des codes de re´seau, typi-
quement par le code NJOY et son module GROUPR (MacFarlane et Muir, 2000). Un flux
analytique φ0 est utilise´, repre´sentatif au maximum du flux re´el obtenu dans le re´acteur. En
pratique, il s’agit d’un spectre de fission a` haute e´nergie (quelques MeV), suivi d’un spectre en
1/E mode´lisant le ralentissement des neutrons, puis d’un spectre maxwellien dans le domaine
thermique. Cependant cette approche faillit dans certains cas, ou` la de´pendance spatiale des
sections efficaces n’est pas bien prise en compte par le flux analytique. Cela est corrige´ lors de
l’e´tape d’auto-protection des re´sonances, qui consiste a` rajouter une ite´ration entre le calcul
du flux et le calcul des sections efficaces. Notons que la plupart des codes de re´seaux pour les
re´acteurs thermiques de´couplent les deux e´tapes. Dans cette e´tude, nous e´liminerons cette
proble´matique en remplac¸ant les sections efficaces multigroupes par des tables de probabilite´
pour obtenir un formalisme sous-groupe de l’e´quation de transport, de´crit au chapitre 3.
2.3 L’approche stochastique
Les me´thodes de Monte Carlo pour le transport neutronique sont apparues en meˆme
temps que l’ave`nement des premiers ordinateurs avec les travaux de Von Neumann, Ulam,
Fermi, Metropolis et autres a` Los Alamos (Metropolis, 1987). Cette me´thode nume´rique
12
s’adapte particulie`rement bien a` la mode´lisation de phe´nome`ne stochastique (comme le
transport de particules), et s’est ge´ne´ralise´e par la suite en une technique d’inte´gration tre`s
robuste. On retrouve des algorithmes Monte Carlo dans pratiquement toutes les branches
des mathe´matiques applique´es : astrophysique, me´canique des fluides, chimie quantique,
mathe´matiques pour la finance, me´te´orologie, microbiologie, etc.
Une de´finition pre´cise du terme  me´thode de Monte Carlo  est difficile a` trouver dans
la litte´rature. Certains auteurs de´finissent comme me´thode de Monte Carlo toute technique
faisant appel a` des nombres pseudo ale´atoires ge´ne´re´es par un ordinateur. On retiendra ici la
de´finition pre´sente´e dans (Lux et Koblinger, 1990), ou` l’on de´finit comme me´thode de Monte
Carlo toute technique nume´rique faisant intervenir la construction d’un mode`le stochastique
pour lequel l’espe´rance d’une variable ale´atoire est e´quivalente a` une grandeur physique que
l’on cherche a` de´terminer.
De manie`re ge´ne´rale, ces me´thodes e´valuent le comportement moyen (ou le plus probable)
d’un syste`me physique par l’observation des re´sultats d’un jeu ale´atoire mode´lisant les e´ve`-
nements physiques. La simulation repose sur l’utilisation d’une se´quence de nombres ale´atoires
et est base´e sur l’e´chantillonnage statistique. On peut ainsi conside´rer la me´thode de Monte
Carlo comme une technique d’expe´rimentation nume´rique. Ainsi en neutronique, les tra-
jectoires des particules et leurs lois d’interaction avec la matie`re sont simule´es de manie`re
stochastique par tirage ale´atoire, jusqu’a` convergence statistique des re´sultats.
La simulation s’ope`re directement en suivant les lois d’interaction neutrons-noyaux de´finies
par les sections efficaces et les distributions angulaires, qui sont par de´finition des notions
statistiques (i.e., des probabilite´s). En pratique, la vie d’un neutron est simule´e a` partir
de son e´mission (fission ou source fixe), jusqu’a` sa mort par capture, fission ou par fuite a`
l’exte´rieur du syste`me. Les interactions du neutron avec l’environnement sont simule´es par
tirage ale´atoire, suivant les lois de collisions et les sections efficaces des mate´riaux.
2.3.1 Quelques de´finitions mathe´matiques
On pre´sente dans cette section les quelques notions statistiques ne´cessaires a` la compre´h-
ension de la me´thode de Monte Carlo, en utilisant les notations utilise´es dans (He´bert, 2009).
Plusieurs ouvrages de re´fe´rence peuvent eˆtre consulte´s, notamment (Lux et Koblinger, 1990)
et (Bielajew, 2001) pour la me´thode de Monte Carlo dans le cas ge´ne´ral du transport de
particules, et (Spanier et Gelbard, 1969) pour le transport neutronique.
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Soit ξ une variable ale´atoire de´finie sur le support D. La fonction ξ → f(ξ) est alors aussi
une variable ale´atoire. L’espe´rance de f(ξ) est de´finie en fonction de la densite´ de probabilite´
p(ξ), tel que p(ξ)dξ repre´sente la probabilite´ pour la variable ale´atoire ξ d’avoir une valeur
comprise entre ξ et ξ + dξ :
E [(f(ξ)] =
∫
D
dξp(ξ)f(ξ) (2.12)
On de´finit la variance de f(ξ) par la relation suivante :
V ar[f(ξ)] =
∫
D
dξp(ξ) {f(ξ)− E [(f(ξ)]}2 (2.13)
L’e´cart-type associe´ e´tant alors : σ[f(ξ)] =
√
V ar[f(ξ)]. De plus, on de´finit la fonction de
re´partition P (ξ) telle que la probabilite´ pour la variable ale´atoire ξ d’avoir une valeur plus
petite que x sera donne´e par la relation suivante :
P (x) = P (ξ < x) =
∫ x
−∞
dξp(ξ) (2.14)
D’ou` :
p(ξ)dξ = dP (ξ) (2.15)
On peut e´crire l’espe´rance et la variance suivant la fonction de re´partition :
E [(f(ξ)] =
∫
D
dP (ξ)f(ξ) , (2.16)
et
V ar[f(ξ)] =
∫
D
dP (ξ) {f(ξ)− E [(f(ξ)]}2 . (2.17)
La se´lection de valeurs ale´atoires de f(ξ) a` partir de la densite´ de probabilite´ p(ξ) est un
processus appele´ tirage ale´atoire ou e´chantillonnage statistique. Elle constitue l’e´tape cle´ du
processus de Monte Carlo. L’approche la plus simple est connue sous le nom de me´thode
d’inversion, au cours de laquelle l’e´chantillonnage de la variable ξ se fait a` partir de la fonc-
tion de re´partition.
On se´lectionne dans un premier temps un nombre ale´atoire r uniforme´ment distribue´ dans
l’intervalle [0, 1[. La valeur ale´atoire tire´e est alors mise e´gale a` la fonction de re´partition de
l’e´ve`nement, de telle sorte que la valeur correspondante ξ peut eˆtre de´termine´e en inversant
celle-ci :
P (ξ) = r ⇔ ξ = P−1(r) (2.18)
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Les valeurs de la variable ale´atoire ξ e´chantillonne´e suivant cette technique seront distribue´es
suivant la densite´ de probabilite´ p(ξ). L’espe´rance de f(ξ) s’e´crit alors :
E[(f(ξ)] = lim
N→∞
EN [f(ξ)] (2.19)
Avec :
EN [f(ξ)] =
1
N
N∑
n=1
f [P−1(rn)] (2.20)
N est le nombre de tirages, typiquement entre quelques milliers et quelques millions de valeurs
sont ne´cessaires. L’e´cart-type estime´ s’e´crit dans ce cas :
σ[f(ξ)] = lim
N→∞
σN [f(ξ)] (2.21)
Avec :
σN [f(ξ)] =
√√√√ 1
N
N∑
n=1
{f [P−1(rn)]− E[f(ξ)]}2 (2.22)
On pre´sentera par la suite les proprie´te´s re´gissant la convergence d’un algorithme Monte
Carlo.
2.3.2 Algorithme de simulation d’un calcul de criticite´
Comme cela a e´te´ e´nonce´ pre´ce´demment, la me´thode de Monte Carlo simule la vie d’un
neutron suivant une succession d’e´ve`nements de´termine´s de manie`re stochastique, par l’in-
terme´diaire de lois de probabilite´. On pre´sente ici sche´matiquement l’algorithme de re´solution
d’un calcul Monte Carlo pour le calcul de criticite´, ou` l’on cherche a` de´terminer le coefficient
de multiplication effectif keff . On cherche alors a` re´soudre l’e´quation 2.5, qui s’e´crit sous forme
matricielle :
(L + T) Φ = SΦ +
1
keff
MΦ (2.23)
Avec :
• L ope´rateur de fuites
• T ope´rateur de collision
• S ope´rateur de diffusion
• M ope´rateur de multiplication par fission
La me´thode d’ite´ration de puissance est alors utilise´e, conduisant au proble`me suivant :
(L + T− S) Φ(n+1) = 1
k
(n)
eff
MΦ(n) (2.24)
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Dans ce cas, la me´thode de Monte Carlo proce`de par cycles (ou ge´ne´ration, ou encore batchs),
au cours de laquelle la distribution des sources a` un cycle est donne´e par les sites de fission de
la ge´ne´ration pre´ce´dente. En ge´ne´ral, Φ0 est distribue´ uniforme´ment ou peut eˆtre spe´cifie´ par
l’utilisateur. Chaque ge´ne´ration comprend un certain nombre de neutrons, chacun exe´cutant
une marche ale´atoire a` travers la ge´ome´trie suivant l’algorithme de´taille´ ci-apre`s. La me´thode
utilise´e ici se base sur des ite´rations de puissance, tre`s similaire au cas de´terministe.
Il existe ne´anmoins d’autres approches Monte Carlo pour l’e´chantillonnage des sources de
fission, comme la me´thode des matrices de fission ou la me´thode de Wielandt, par exemple
(Brown, 2009). Ces techniques ont e´te´ de´veloppe´es afin d’e´viter les proble`mes relie´s a` la
convergence des sources. Nous nous limiterons dans cette e´tude au cas classique d’ite´ration
de puissance, ou` le coefficient de multiplication effectif au cycle n est donne´ par
k
(n)
eff =
nombre de neutrons source au cycle n+1
nombre de neutrons source au cycle n
(2.25)
On pre´sente par la suite une description d’un algorithme Monte Carlo utilisant des sections
efficaces sous forme multigroupe, comme programme´ au sein du module MC:. Notons qu’il
s’agit d’une imple´mentation possible d’un algorithme Monte Carlo multigroupe, et de nom-
breuses variantes existent. On de´crit ici la marche ale´atoire d’une particule donne´e en se
plac¸ant dans la ge´ome´trie conside´re´e. Ce processus est re´pe´te´ pour les N neutrons de la
ge´ne´ration conside´re´e, puis pour les M cycles ne´cessaires a` la convergence statistique sur le
keff .
• La naissance du neutron, a` la position r, tire´e a` partir de la distribution initiale des
sources. La direction Ω est se´lectionne´e de manie`re isotrope. Le groupe d’e´nergie g est
choisi a` partir du spectre d’e´mission des neutrons dans le milieux conside´re´.
• A chaque e´mission d’un neutron, une trajectoire est cre´e´e. La notion de trajectoire fait
ici re´fe´rence a` la somme de chaque composante du parcours ge´ome´trique re´alise´ par la
particule, jusqu’a` une collision. Dans une cellule ge´ome´trique donne´e, la probabilite´ de
collision du neutron le long de sa trajectoire entre s et s+ ds est donne´e par :
p(s)ds = e−ΣtsΣtds (2.26)
Avec Σt, section efficace macroscopique totale, interpre´table comme la probabilite´ de
collision par unite´ de distance. On pose ξ nombre ale´atoire dans [0, 1[ tel que :
ξ =
∫ x
0
p(s)ds =
∫ x
0
e−ΣtsΣtds = 1− e−Σtx (2.27)
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D’ou` :
x = − 1
Σt
ln(1− ξ) (2.28)
Ou encore par syme´trie des distributions des valeurs de 1− ξ et ξ :
x = − 1
Σt
ln(ξ) (2.29)
Cette relation est au cœur de tout code de transport de particules neutres base´ sur la
me´thode de Monte Carlo. La position de la prochaine collision sera alors :
r′ = r + xΩ. (2.30)
• si r′ est a` l’exte´rieur du milieu, le neutron est positionne´ a` la frontie`re entre les deux
milieux.
– soit le neutron entre dans le nouveau milieu, en ce cas un nouvel e´chantillonnage du
parcours avant collision a lieu, cette fois-ci en prenant en compte la section efficace
du nouveau milieu.
– soit le neutron se positionne a` la frontie`re du syste`me :
– le neutron peut eˆtre renvoye´ dans le syste`me en cas de reflexion, un nouveau tirage
de la longueur de parcours est re´alise´.
– la particule “fuit” a` l’exte´rieur de la ge´ome´trie. L’histoire du neutron est termine´e.
• Si le parcours du neutron ne l’entraˆıne pas a` l’exte´rieur du milieu, alors une collision a
lieu en r′. On de´finit Σgt = Σ
g
a + Σ
g
s, avec Σ
g
a = Σ
g
f + Σ
g
c et Σ
g
s = Σ
g
scat + Σ
g
n,2n + Σ
g
n,3n.
Une premie`re particularite´ est de traiter les re´actions (n, xn) telles que des re´actions
de diffusion. La section efficace d’absorption est ici la somme de la section efficace de
capture et de la section efficace de fission. On de´finit alors les probabilite´s d’occurence
de chaque re´action :
– Ps =
Σgs
Σgt
, probabilite´ d’obtenir une re´action de diffusion incluant les re´actions (n, xn)
– Pscat =
Σgscat
Σgt
, probabilite´ d’obtenir une re´action de diffusion ;
– Pn,2n =
Σgn,2n
Σgt
, probabilite´ d’obtenir une re´action (n, 2n) ;
– Pn,3n =
Σgn,3n
Σgt
, probabilite´ d’obtenir une re´action (n, 3n).
Si Ps ≥ ξ, alors :
– Si ξ ≥ Pscat + Pn,2n + Pn,3n alors il s’agit d’une re´action (n, 3n).
– Si ξ ≥ Pscat + Pn,2n alors il s’agit d’une re´action (n, 2n).
– Si ξ ≥ Pscat alors il s’agit d’une re´action de diffusion.
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le groupe d’e´nergie seondaire g′ apre`s collision est dans ce cas de´termine´ par les sections
de transfert pg′←g =
Σg
′←g
s,0
Σgs,0
. La direction apre`s choc est quant a` elle de´termine´e suivant
les lois d’anisotropie, obtenues a` partir du de´veloppement en polynoˆmes de Legendre
des sections efficaces de transfert (voir chapitre 7). Le poids du neutron est alors mul-
tiplie´ par le nombre moyen de neutrons e´mis apre`s diffusion, soit 2 pour une re´action
(n, 2n) et 3 pour une re´action (n, 3n). L’histoire du neutron est ensuite poursuivie.
Si ξ > Ps, il s’agit d’une re´action d’absorption. Si le milieu conside´re´ est fissile (Σ
g
f 6= 0),
alors on modifie le poids du neutron suivant
νΣgf
Σga
et l’on enregistre l’indice de l’isotope
ayant cause´ la fission et les coordonne´es spatiales. Ces informations seront utilise´es pour
de´finir les proprie´te´s du neutron source. Sinon le poids est mis a` ze´ro. Dans tous les
cas, l’histoire du neutron est termine´. Cette technique est une me´thode de re´duction
de la variance utile pour les codes multigroupes (Lux et Koblinger, 1990). Elle est
connue sous le nom de me´thode de fission implicite, ou` la fission est prise en compte
par augmentation du poids du neutron.
Lorsque la simulation de tous les neutrons de la ge´ne´ration est termine´e, une estimation du
keff peut eˆtre formule´e. Celui-ci correspondra alors au rapport du nombre de neutrons pro-
duits par fission sur le nombre de neutrons pre´sents initialement, i.e. au nombre de neutrons
pre´sents au de´but de la ge´ne´ration. La simulation se poursuit ainsi jusqu’a` convergence sta-
tistique du keff ou si le nombre maximal d’ite´rations est atteint.
Il existe de nombreuses variantes a` cet algorithme. La plupart des modifications apporte´es
au cas analogue se basent sur des techniques de re´duction de variance : capture implicite,
splitting, roulette russe, etc. On de´crira dans le chapitre 5 celles imple´mente´es au sein du
module MC:.
2.3.3 Me´thode de delta-tracking
La proce´dure usuelle d’un algorithme de tracking Monte Carlo consiste a` suivre le de´pla-
cement du neutron a` travers la ge´ome´trie. Une fois que le libre parcours et la direction du
neutron sont de´termine´s, on doit calculer la distance de la plus proche frontie`re physique
dans la direction vise´e. Si le libre parcours est supe´rieur a` cette distance, alors on de´place le
neutron a` la frontie`re pour re´e´chantillonner le libre parcours en utilisant la section efficace du
mate´riau dans lequel rentre le neutron. Cette approche est connue sous le nom de proce´dure
de  ray tracing  , mais ne doit pas eˆtre confondue avec les ope´rateurs de  tracking  des
codes de´terministes comme NXT: dans DRAGON. Il est alors ne´cessaire de re´soudre en grande
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quantite´ des e´quations alge´briques afin de de´terminer les points d’intersection d’une droite
avec des surfaces de formes diverses.
Une technique alternative a e´te´ introduite pour la premie`re fois dans les anne´es 60 pour
le code GEM (Woodcock, 1965). Dans cette me´thode, le point de collision suivant peut eˆtre
e´value´ sans faire intervenir les passages aux travers des frontie`res. La me´thode est connue
sous le nom de me´thode de Woodcock, de pseudo-scattering, de fast-tracking, de hole tra-
cking ou delta-tracking.
Il s’agit simplement d’une technique de rejet, une classe de me´thodes bien connue des spe´cia-
listes en me´thode Monte Carlo. Dans le cadre d’une me´thode de rejet, on inverse indirectement
une variable ale´atoire de densite´ de probabilite´ f , ge´ne´ralement couˆteuse voire impossible a`
inverser, en de´finissant une autre densite´ de probabilite´ h telle que f ≤ ch, c borne´ et proche
si possible de 1. L’algorithme de rejet proce`de alors par tirage dans h puis par test :
1. tirer X suivant X = H−1(ξ1).
2. test : si ξ2 ≥ f(X)
ch(X)
alors accepter X, sinon retourner en (1).
L’efficacite´ de la me´thode est directement relie´e a` c, c’est-a`-dire que plus c est grand plus le
nombre d’ite´rations risque d’eˆtre important. Dans le cas de la simulation de la distance avant
collision, on de´finit une section efficace fictive a` l’e´nergie conside´re´e Σg,∗ ve´rifiant Σg,∗ ≥ Σgt,i
pour tous les volumes i du proble`me conside´re´. Plusieurs possibilite´s existent pour de´finir
Σg,∗, cependant l’approche la plus efficace en transport neutronique consiste a` prendre la
section efficace majorante : Σg,∗ = max(Σgt,i). La densite´ de probabilite´ utilise´e pour le libre
parcours est alors h = Σg,∗ exp(−Σg,∗s).
Une fois le libre parcours e´chantillonne´ suivant g, on de´place le neutron au point de col-
lision dans le volume i. La collision est conside´re´e  re´elle  si ξ ≤ Σ
g
t,i
Σg,∗
. Sinon, la collision
est dite  virtuelle  et on boucle en tirant ale´atoirement un nouveau libre parcours moyen.
Evidemment, si un milieu posse`de une section efficace tre`s importante vis-a`-vis des autres,
alors l’efficacite´ de la me´thode de rejet de´croˆıt.
On de´montre que cette approche est e´quivalente a` homoge´ne´iser fictivement toute la ge´ome´trie
en introduisant une section efficace de pseudo-collision Σδ telle que Σ
g,∗ = Σgt,i + Σ
g
δ . Cette
re´action est donc une  pseudo-diffusion  qui ne change ni la direction ni l’e´nergie du neu-
tron (e´quivalent a` un δ de Dirac).
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La me´thode de delta-tracking n’introduit aucun biais dans la simulation Monte Carlo et
converge vers la meˆme solution que dans le cas classique. La de´monstration peut se trouver
dans l’ouvrage de re´fe´rence (Lux et Koblinger, 1990) ou dans la note (Arsenault et Le Tellier,
2008). Comme mentionne´ dans l’introduction, le code Monte Carlo avec tables de probabilite´
re´alise´ dans cette e´tude est base´ sur la technique du delta-tracking. Il y a plusieurs justifica-
tions a` ce choix :
– La me´thode du delta-tracking simplifie grandement les couˆts en terme de de´veloppement
des routines relie´es a` la poursuite neutronique, en particulier pour le traitement des
re´seaux. Les fonctions d’interrogation de la ge´ome´trie se limitent alors a` connaitre
l’indice du milieu en fonction des coordonne´es du neutron. Dans le cas conventionnel,
il faut rajouter les me´thodes de re´solution des e´quations intervenant pour la recherche
des frontie`res.
– La me´thode du delta-tracking peut ame´liorer les temps de calcul en physique des
re´acteurs, sauf dans certaines configurations ou` on est en pre´sence d’absorbants neu-
troniques localise´s. On se base ici principalement sur les travaux faits dans le code
SERPENT (Leppa¨nen, 2010a) et a` l’IRSN pour MORET (Forestier et al., 2008). Il
faut e´galement pre´ciser que certains codes comme MORET posse`dent des capacite´s
optimise´es pour le traitement des re´seaux. Dans ce cas, l’inte´reˆt pour la me´thode de
Woodcock devient moindre.
– Enfin, on cherche essentiellement a` de´montrer la faisabilite´ d’un code Monte Carlo avec
tables de probabilite´. L’utilisation d’une me´thode de rejet pour la marche ale´atoire
n’introduit aucune diffe´rence dans les re´sultats et les conclusions obtenues dans ce
travail sont ge´ne´ralisables a` n’importe quelle technique de tracking, a` un certain degre´
d’efficacite´ pre`s.
2.3.4 Estimateurs Monte Carlo
Il est possible de de´finir plusieurs estimateurs Monte Carlo des grandeurs neutroniques
telles que le flux inte´gre´, les taux de re´actions ou le coefficient de multiplication effectif. En
effet, l’algorithme Monte Carlo permet d’avoir acce`s a` n’importe quelle quantite´ inte´grale du
type
R =
∫
V
∫
E
f(r, E)φ(r, E)d3rdE , (2.31)
avec f(r, E) fonction de re´ponse, e.g. si f = 1, on obtient le flux inte´gre´, et si f = Σρ, le
taux de re´action ρ. La collection des re´sultats est tre`s similaire a` ce qui se fait dans le cas
d’une expe´rience. L’ide´e est de compter les e´ve`nements re´alise´s dans l’espace d3rdE comme
si l’on y avait place´ un de´tecteur fictif. Il est cependant possible de de´finir des estimateurs
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implicites, c’est-a`-dire ou` l’on enregistre des e´ve`nements n’ayant pas re´ellement lieu dans la
simulation. A titre d’exemple, dans le cas d’un algorithme Monte Carlo analogue ou` les poids
des neutrons sont tous e´gaux, on peut de´finir les compteurs d’e´ve`nements suivants :
• Nombre de chocs (collisions) : N gchocs
• Nombre d’absorption : N gabs
• Cumul des distances : l =
∑
k∈V,g
lk
Dans le cas de la me´thode de delta-tracking, le cumul des distances n’est pas accessible et le
nombre de chocs se divise en deux cate´gories : nombre total de collision (re´elles et virtuelles),
ou nombre de collisions re´elles uniquement. On utilise les sections efficaces macroscopiques
des diffe´rentes re´actions pour en de´duire l’estimateur flux associe´ :
• Flux collision : φchoc(V, g) = N
g
chocs
Σgt
• Flux absorption : φabs(V, g) = N
g
abs
Σga
• Flux corde : φl(V, g) = l =
∑
k∈V,g
lk : (flux inte´gre´ : cumul des trajets des neutrons)
Dans le cas de la me´thode de delta-tracking, le flux corde n’est pas accessible, et deux
estimateurs du flux collision existent :
• Flux collision re´el : φchoc(V, g) = N
g
chocs
Σgt
ou` uniquement les collisions re´elles sont
conside´re´es.
• Flux collision virtuel : φchoc(V, g)g,∗ = N
g,∗
chocs
Σg,∗
avec N g,∗chocs le nombre de collisions total.
Similairement, on peut de´finir des estimateurs de keff pour un cycle donne´ :
• Estimateur collision kcoleff :
kcoleff =
∑
g
1
N
∑
i
ωgi

∑
k
νΣgf,k∑
k
Σgt,k

avec
– i les collisions ou` la fission est possible.
– k tous les isotopes pre´sents sur les i sites de collision.
– N la source nominale pour le cycle n.
– ωgi le poids du neutron entrant en collision dans le groupe g.
Pour la me´thode de Woodcock, il suffit de conside´rer les collisions re´elles et virtuelles
dans la relation pre´ce´dente.
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• estimateur absorption kabseff :
kabseff =
∑
g
1
N
∑
i
ωgi
νΣgf,k
Σgc,k + Σ
g
f,k
avec
– i les sites de capture analogue.
– Σc,k la section efficace de capture. Cet estimateur doit eˆtre de´fini autrement lorsque
la capture est implicite.
• Estimateur corde (track-length) ktleff :
ktleff =
∑
g
1
N
∑
i
ωid
∑
k
νΣgf,k
avec
– d distance parcourue par les neutrons.
L’estimateur track-length n’est pas disponible dans le cas de la me´thode de delta-
tracking.
En the´orie, tous les estimateurs sont statistiquement e´quivalents, c’est-a`-dire qu’ils converge-
ront vers les meˆmes valeurs. En pratique, il faut faire tre`s attention aux types de proble`mes
que l’on cherche a` re´soudre. Pour le calcul de re´acteurs, l’estimateur corde est souvent le plus
efficace. L’estimateur collision est suffisant mais peut conduire a` une sous-estimation du flux
dans les zones de tre`s faibles densite´s ou de vide. L’estimateur collision virtuelle, utilise´ dans
cette e´tude, ne pre´sente cependant pas ce proble`me. En effet, des collisions virtuelles peuvent
avoir lieu meˆme si la section efficace du milieu est nulle. Par contre, l’estimateur collision
sera inefficace pour les calculs de radioprotection ou` l’on cherche a` de´terminer une dose de
radiation en une position pre´cise.
2.3.5 Convergence de la me´thode Monte Carlo
La me´thode Monte Carlo repose principalement sur deux the´ore`mes mathe´matiques : la
loi forte des grandes nombres ainsi que le the´ore`me central limite. On associe a` chaque cycle n
une grandeur estime´e Xn (keff , taux de re´actions par exemple). La valeur finale e´chantillonne´e
s’obtient par :
XN =
1
N
N∑
n=1
Xn (2.32)
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On note µ = E[X], espe´rance de la variable ale´atoire X. La loi forte des grands nombres
indique que XN converge vers µ pour N grand.
∀ > 0, P ( lim
N→+∞
|XN − µ| > ) = 0 (2.33)
Le the´ore`me central limite assure que la somme d’un tre`s grand nombre de variables ale´atoires
est elle-meˆme une variable ale´atoire, distribue´e suivant une loi normale. Ainsi, si l’on re´pe`te
le calcul Monte Carlo, XN sera distribue´ normalement.
lim
N→+∞
P{µ− a σ√
N
≤ XN ≤ µ+ a σ√
N
} = 1√
2pi
∫ a
−a
e−t
2
dt (2.34)
Il est ne´cessaire d’obtenir une estimation de l’erreur statistique commise dans l’e´valuation de
XN . On de´montre que si les Xn sont inde´pendants entre eux, alors
V ar[XN ] =
V ar[X]
N
(2.35)
Or V ar[X] est inconnu, on doit donc l’e´valuer statistiquement. Un estimateur non biaise´ est :
SXN =
√√√√ 1
N − 1
N∑
n=1
X2n −X2N (2.36)
L’e´cart-type estime´ pour XN est donc :
σ(XN) =
√√√√ 1
N(N − 1)
[(
N∑
n=1
X2n
)
−NX2N
]
(2.37)
On remarque qu’il est suffisant de sauver les
∑
Xn et
∑
X2n afin d’estimer l’e´cart-type d’une
variable ale´atoire dans un code Monte Carlo, ce qui est assez pratique. On en de´duit l’erreur
relative statistique :
¯(XN) =
σ(XN)
XN
. (2.38)
On rappelle ensuite l’expression de densite´ de probabilite´ de la distribution normale de
moyenne µ et d’e´cart-type σ :
f(x) =
1
σ
√
2pi
e−
1
2(
x−µ
σ )
2
(2.39)
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La fonction erreur est alors utile :
erf(x) =
2√
pi
∫ x
0
e−t
2
dt (2.40)
La fonction de distribution cumulative F associe´e a` une distribution normale peut eˆtre ex-
prime´e en fonction de la fonction erreur, suivant :
F (x) =
1
2
[
1 + erf(
x− µ√
2σ
)
]
(2.41)
Les re´sultats distribue´s suivant une loi normale sont alors compris suivant un intervalle de
confiance, relie´ a` la fonction de distribution cumulative F . On de´finit P (µ − a σ
N
< x <
µ + a
σ
N
), probabilite´ que x soit a une certaine distance de la vraie valeur moyenne de la
distribution, typiquement dans l’intervalle [µ − a σ
N
, µ + a
σ
N
]. Cet intervalle de confiance
peut s’exprimer suivant
P (µ− a σ
N
< x < µ+ a
σ
N
) = erf
(
a√
2
)
(2.42)
Les valeurs de la fonction de distribution cumulative doivent eˆtre e´value´es nume´riquement.
On utilise fre´quemment trois valeurs pour a, conduisant a` trois intervalles de confiance :
• Pour a = 1, la probabilite´ que la grandeur e´chantillonne´e soit e´gale a` la vraie valeur a`
1 σ pre`s (±σ/√N) est de 68 %.
• Pour a = 2, la probabilite´ que la grandeur e´chantillonne´e soit e´gale a` la vraie valeur a`
2 σ pre`s (±2σ/√N) est de 95.4 %.
• Pour a = 3, la probabilite´ que la grandeur e´chantillonne´e soit e´gale a` la vraie valeur a`
3 σ pre`s (±3σ/√N) est de 99.7 %.
L’erreur statistique de´croit en 1√
N
, la me´thode de Monte Carlo est donc une technique
d’inte´gration convergeant a` l’ordre O(n 12 ). On retient en pratique que pour diminuer l’er-
reur statistique d’un facteur N , le nombre de simulations doit eˆtre multiplie´ par N2. Il
faut cependant comprendre que l’erreur re´elle est inde´pendante de ces parame`tres et est la
conse´quence de parame`tres de mode´lisation errone´s (sections efficaces, ge´ome´trie, etc...).
2.4 Sche´ma de calcul a` vocation industrielle
Le calcul neutronique, intervenant en physique des re´acteurs ou en calcul de criticite´-
suˆrete´, se re´ve`le a` ce jour trop couˆteux pour eˆtre re´alise´ de manie`re syste´matique sur la
ge´ome´trie entie`re conside´re´e, et ceci quel que soit la me´thode de re´solution envisage´e (de´termi-
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niste ou stochastique). Dans ces deux disciplines, l’e´valuation des parame`tres neutroniques
est aborde´e suivant une me´thodologie de calcul faisant intervenir plusieurs niveaux.
La premie`re e´tape est similaire dans les deux cas, et correspond a` un calcul dit de re´seau.
Un calcul de transport le plus de´taille´ possible suivant les variables espace et e´nergie est
re´alise´ sur un e´le´ment repre´sentatif de la ge´ome´trie globale, mais a` l’e´chelle du libre par-
cours moyen. Dans le cas du calcul de re´acteur, cet e´le´ment sera une cellule, un assemblage,
voire un regroupement d’assemblages. Des conditions de reflexion ou de translation seront
alors applique´es, simulant nume´riquement un re´acteur pave´ a` l’infini par de telles cellules.
Le calcul s’ope`re ici sans fuites de neutrons dans la cellule conside´re´e. Afin de corriger cette
approximation, un mode`le de fuites peut eˆtre applique´, ce qui sera de´crit au chapitre 8 et qui
me`ne au mode`le du mode fondamental.
Le flux neutronique obtenu par re´solution de l’e´quation de transport sur la cellule sert en-
suite a` la ge´ne´ration de sections efficaces homoge´ne´ise´es et condense´es, ge´ne´ralement a` deux
groupes d’e´nergie (rapide et thermique). Ce calcul est re´pe´te´ pour diffe´rentes plages de den-
site´s isotopiques dans la cellule, obtenues par couplage avec un outil fournissant l’e´volution
du combustible en fonction de la puissance de´gage´e. Ces sections efficaces ge´ne´re´es par le
code de re´seau sont finalement utilise´es dans un second niveau de calcul a` l’e´chelle du cœur
en entier, souvent base´ sur un ope´rateur de transport de´grade´ tel que l’approximation de la
diffusion.
Dans le cadre du calcul de criticite´, le panel de configurations ge´ome´triques rencontre´ est
beaucoup plus vaste, les configurations physico-chimiques diverses (milieux fissiles liquides, en
poudres, etc.), le spectre neutronique plus e´tendu. Tout ceci conduit a` un de´fi plus conse´quent
du point de vue de la neutronique. Cependant, l’objectif recherche´ est principalement le co-
efficient de multiplication effectif (keff) du milieu, indicateur macroscopique de l’e´tat critique
du milieu. Le risque de criticite´ intervient de manie`re significatif a` toutes les e´tapes du cycle
du combustible (aval ou amont), c’est-a`-dire lors des e´tapes de fabrication, de transport, de
stockage et de retraitement du combustible. Au cours du cycle, la matie`re fissile se retrouve
ainsi sous diffe´rentes formes physiques et au sein de ge´ome´tries varie´es. Une approche possible
pour traiter ce genre de proble´matique est d’utiliser un sche´ma de calcul combinant calcul de
re´seau et code Monte Carlo multigroupe. Un calcul de re´seau faisant intervenir une cellule
1D voire 2D est utilise´ afin d’obtenir des sections efficaces macroscopiques, utilise´es dans un
calcul de criticite´ base´ sur une me´thode Monte Carlo multigroupe 3D, tel que repre´sente´ a`
la figure 6.1. Au niveau industriel, le calcul de re´seau repose essentiellement sur l’utilisation
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Figure 2.1 Chaˆıne de calcul en criticite´
de codes de´terministes, typiquement architecture´s autour d’un solveur de flux multigroupe
base´ sur la me´thode des probabilite´s de collision et/ou de la me´thode des caracte´ristiques.
Le papier (Martin et al., 2009) de´taille une e´tude re´alise´e a` l’IRSN sur un couplage du code
de re´seau DRAGON avec le code Monte Carlo multigroupe MORET.
Le calcul de re´seau ope´re´ par de tels codes reposent sur une se´rie d’approximations ne´cessaires
a` l’obtention de ces constantes par groupe (He´bert, 2007) :
• Auto-protection des re´sonances
Les sections efficaces d’absorption de certains isotopes (majoritairement lourds, mais
aussi de structure) pre´sentent des pics de re´sonance, i.e. des probabilite´s d’interaction
tre`s grandes, fonctions de certaines valeurs discre`tes de l’e´nergie des neutrons incidents.
Le traitement de la variable e´nergie par des fonctions continues par morceaux d’inter-
valles relativement larges implique que dans une zone comprenant une ou plusieurs
re´sonances, la section efficace moyenne sera tre`s importante. Celle-ci, ponde´re´e par
un flux multigroupe ne repre´sentant pas l’atte´nuation re´elle du flux dans l’intervalle
conside´re´, conduira a` une large sure´valuation des taux de re´action. Le terme  auto-
protection des sections efficaces  prenant son origine du fait que la section efficace
pre´sentant un pic, multiplie´e par le flux neutronique re´el pre´sentant une de´pression en
sens oppose´e a` celui de la section efficace, le taux de re´action (produit des deux termes)
perdra cette variation rapide suivant la variable e´nergie. Deux approches sont alors pos-
sibles pour mieux prendre en compte ce phe´nome`ne : soit l’on cherche a` discre´tiser plus
finement le maillage e´nerge´tique afin que les re´sonances larges soient re´solues de par la
structure meˆme du groupe, soit l’on cherche a` remplacer le flux de ponde´ration par un
flux plus judicieux, obtenu dans une situation simplifie´e e´quivalente. En pratique, ces
deux approches sont supple´tives : les maillages e´nerge´tiques mis en place en physique des
re´acteurs comprennent ge´ne´ralement une partie posse´dant une repre´sentation assez fine
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en e´nergie, et un domaine ou` il est ne´cessaire d’appliquer un mode`le d’auto-protection.
• Calcul du flux multigroupe
L’e´quation de transport sous la forme multigroupe est re´solue, avec ou sans mode`le de
fuites.
• Homoge´ne´isation et condensation des taux de re´actions
On proce`de par ponde´ration des sections efficaces multigroupes par le flux obtenu
pre´ce´demment. Une e´tape d’e´quivalence peut eˆtre rajoute´e a` ce niveau afin de for-
cer la conservation des taux de re´action, en appliquant par exemple une proce´dure
de superhomoge´ne´isation. Les grandeurs ne´cessaires aux codes de diffusion ou nodaux
(coefficients de diffusion, facteurs de discontinuite´, etc.) peuvent eˆtre aussi calcule´es.
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CHAPITRE 3
ME´THODE DES SOUS-GROUPES
3.1 Mise en contexte
Afin de tenir compte du phe´nome`ne d’auto-protection des re´sonances dans le cadre d’une
repre´sentation multigroupe, l’approche la plus courante est de calculer des sections efficaces
dites effectives. De nombreuses techniques ont e´te´ introduites pour de´terminer ces sections ef-
ficaces auto-prote´ge´es, la plupart reposant sur la me´thode d’e´quivalence de Livolant (Livolant
et Jeanpierre, 1974). Il existe cependant deux me´thodes pouvant e´liminer la proble´matique
de l’auto-protection dans le cadre de l’approximation multigroupe. La premie`re consiste a`
simplement augmenter le nombre de groupes, de telle sorte que l’intervalle en e´nergie de-
vienne faible compare´ a` la largeur des re´sonances. Cette approche est ne´anmoins hasardeuse,
car elle conduira en pratique a` plusieurs dizaine de milliers de groupes, qui convergeront
ne´cessairement vers les donne´es ponctuelles des e´valuations. De plus, cette me´thode faillira
dans la partie non re´solue, ou` la position pre´cise des re´sonances est inconnue. Elle n’a donc
aucun avantage en comparaison d’une me´thode a` e´nergie continue.
Il est alors inte´ressant de remarquer que cette me´thode a simplement comme objectif de
faire diminuer le domaine de variation de la section efficace totale dans chaque groupe. Ceci
e´tant peu re´alisable par subdivision de l’intervalle en e´nergie, il est naturel de conside´rer
plutoˆt la subdivision de la section efficace totale elle-meˆme a` l’inte´rieur de chaque groupe.
Cette technique est apparue dans les anne´es 1970 dans les travaux de Nikolaev sous le nom de
me´thode des sous-groupes (Nikolaev et al., 1970, 1972). La me´thode des tables de probabilite´
de Levitt (Levitt, 1972) et la me´thode multibande de Cullen (Cullen, 1974) sont e´quivalentes
a` l’approche de Nikolaev (Nikolaev, 1976). Nous avons garde´ dans ce document la terminolo-
gie introduite par Nikolaev et ferons re´fe´rence par me´thode des sous-groupes a` la technique
impliquant la subdivision de la section efficace totale en bandes, ou niveaux, dans chaque
groupe d’e´nergie. Ceci n’est absolument pas e´quivalent a` subdiviser l’intervalle en e´nergie dans
chaque groupe. En effet, les e´quations des sous-groupes permettent aux neutrons d’inte´ragir
avec plusieurs valeurs de sections efficaces dans chaque groupe d’e´nergie, alors que dans le
cas multigroupe, une seule valeur de section efficace totale est conside´re´e. Par ailleurs, la
de´pendance spatiale des sections efficaces est directement prise en compte dans le cadre de
la me´thode des sous-groupes, ce qui permet de calculer des sections efficaces multigroupes
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spatialement auto-prote´ge´es. La me´thode des sous-groupes est donc largement utilise´e dans
le cadre des me´thodes d’auto-protection des re´sonances, notamment celles imple´mente´es au
sein du module USS: du code de re´seau DRAGON. Une se´rie d’approximations (de´couplage
du flux, mode`le de ralentissement, source isotrope) combine´es a` la me´thode des sous-groupes
sont utilise´es pour obtenir les sections efficaces auto-prote´ge´es.
Dans notre travail, la me´thode des sous-groupes est utilise´e directement comme solveur
de l’e´quation de transport. Ce chapitre sera donc compose´ de deux parties : dans un pre-
mier temps nous pre´senterons le formalisme des tables de probabilite´ comme me´thode de
repre´sentation de la variable e´nergie, utiles pour obtenir les e´quations des sous-groupes. En-
fin, nous pre´senterons l’obtention de l’e´quation de transport sous sa forme multibande, i.e.,
avec sous-groupes.
3.2 Tables de probabilite´ : formalisme mathe´matique
Dans le cadre de la me´thode des sous-groupes, les sections efficaces microscopiques sont
remplace´es par leurs densite´s de probabilite´ associe´es. Chaque densite´ de probabilite´ est en-
suite discre´tise´e pour obtenir des parame`tres de´finissant des quadratures, de´nomme´es tables
de probabilite´. Celles-ci sont ensuite utilise´es lors de la re´solution de l’e´quation du flux dans
chaque sous-groupe. Il est donc le´gitime de visualiser les tables de probabilite´ comme une
technique d’inte´gration de la variable e´nergie. L’approche par sous-groupes a e´volue´ suivant
les diffe´rentes ame´liorations possibles concernant la de´termination des tables de probabilite´.
Initialement, le terme de table de probabilite´ introduit par Levitt de´crit une quadrature pour
laquelle les points de base sont fixe´s a` priori. Par la suite, la me´thode des sous-groupes de Ni-
kolaev et multibandes de Cullen ont fait appels a` des techniques de´terminant simultane´ment
points de base et poids associe´s.
L’approche propose´e par Ribon (Ribon et Maillard, 1986; He´bert et Coste, 2002) est une
ge´ne´ralisation des techniques pre´ce´dentes : le calcul d’une table de probabilite´ est relie´ au
proble`me des moments et conduit a` des tables de probabilite´ e´quivalentes a` des quadratures
de Gauss. Cette technique a e´te´ retenue dans notre travail, de par son importante stabilite´
nume´rique, vis-a`-vis des techniques RMS notamment. Nous pre´senterons au chapitre 4 la
me´thode des moments pour le calcul des tables de probabilite´.
La repre´sentation par tables de probabilite´ est handicape´e par l’approximation de non-
corre´lation du terme de source et de collision. Ce proble`me intervient quand l’intervalle
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en le´thargie d’un groupe est relativement large compare´ au gain moyen en le´thargie du neu-
tron : le terme de source devient corre´le´ a` la valeur de la section efficace totale. Ceci pose
un proble`me essentiellement dans la partie e´pithermique du spectre, d’ou` une large utili-
sation de la me´thode de sous-groupes dans le cadre de re´acteurs a` spectre rapide. Dans le
cas de re´acteurs thermiques, il est ne´cessaire d’introduire une corre´lation au niveau du cal-
cul des tables de probabilite´ pour l’ope´rateur de ralentissement dans le domaine e´nerge´tique
re´solu (He´bert, 2005), ou plus simplement d’augmenter le nombre de groupes dans ce do-
maine de telle sorte que la corre´lation entre la source et la valeur de la section efficace totale
disparaisse (He´bert, 2008). En effet, quand le maillage est raffine´, la contribution du terme de
diffusion a` l’inte´rieur du meˆme groupe (self-scattering) vis-a`-vis de la section efficace totale
diminue. L’ope´rateur de ralentissement agit en effet sur l’intervalle [u− , u] et l’intersection
de cet intervalle avec le groupe g diminue aussi, limitant l’effet de corre´lation. C’est cette
approche qui a e´te´ retenue dans ce travail, conduisant a` l’utilisation de maillages e´nerge´tiques
a` 295 ou 361 groupes base´s sur un rafinement du maillage SHEM (Hfaiedh et Santamarina,
2005). Les tables de probabilite´ pour l’ope´rateur de ralentissement introduit dans (He´bert,
2005) pour le maillage XMAS a` 172 groupes, permettant la prise en compte des corre´lations
entre les points de base de la section de diffusion, ne seront donc pas utilise´es dans ce travail.
3.2.1 Table de probabilite´ pour une section efficace totale
Formalisme ge´ne´ral
On conside`re la densite´ de probabilite´ de la section efficace Π(σ), telle que Π(σ)dσ
repre´sente la probabilite´ pour la section efficace microscopique σ de l’isotope re´sonnant d’avoir
une valeur comprise entre σ et σ ± dσ. La densite´ de probabilite´ Π(σ) est normalise´e :∫ max(σ)
0
dσΠ(σ) = 1 . (3.1)
L’objectif est d’approcher la densite´ de probabilite´ Π(σ) par une se´rie de K distributions de
Dirac centre´es sur des valeurs discre`tes de la section efficace microscopique σk pour l’isotope
re´sonnant. Chaque niveau discret sera appele´ sous-groupe et sera caracte´rise´ par un poids
discret ωk. Ceci est e´quivalent a` subdiviser la plage de valeurs que peut prendre la section
efficace microscopique σ en K intervalles [Sk−1, Sk] et affecter un point de base σk a` chaque
bande. On approxime alors Π(σ) par :
Π(σ) '
K∑
k=1
δ(σ − σk)ωk, avec
K∑
k=1
ωk = 1 (3.2)
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Πk = ωk sera alors donne´ par
ωk =
1
∆ug
∫ ug
ug−1
duδ(σ(u), (σk) . (3.3)
Soit, de manie`re e´quivalente, en remplac¸ant l’inte´grale de Riemman en le´thargie par une
inte´grale de Lebesgue e´quivalente en σ :
ωk =
∫ Sk
Sk−1
dσΠ(σ) (3.4)
avec ∆ug = ug − ug−1. La densite´ de probabilite´ Π(σ) est inversement proportionnelle a` dσ
du
,
ainsi elle pre´sentera un comportement asymptotique sous forme de pics a` chaque re´sonance
pour lesquels
dσ
du
= 0. On approxime ensuite la densite´ de probabilite´ Π(σ) par une se´rie
de K distributions de Dirac, centre´es aux valeurs discre`tes σk de la section efficace totale.
Chaque niveau discret k est appele´ sous-groupe ou bande et est caracte´rise´ par un poids
ωk. On introduit alors l’espe´rance d’une fonction arbitraire f de la section efficace totale
E [f(σ)] :
E [f(σ)] =
1
∆ug
∫ ug
ug−1
duf [σ(u)] =
∫ max(σ)
min(σ)
dσΠ(σ)f(σ) (3.5)
On obtient de`s lors la discre´tisation suivante :
E [f(σ)] =
1
∆ug
∫ ug
ug−1
duf [σ(u)] '
K∑
k=1
ωkf(σk) (3.6)
La quadrature ainsi obtenue {ωk, σk}k∈[1,K] pour le groupe g est appele´e table de proba-
bilite´ pour la variable σ. La relation 3.6 illustre le fait qu’une table de probabilite´ est
mathe´matiquement e´quivalente a` une table de quadrature pour la variable e´nergie.
Exemples
Un exemple de table de probabilite´ pour la section efficace microscopique totale est affiche´e
a` la figure 3.1. Dans ce cas, la section efficace est divise´e en 5 sous-groupes, correspondant a`
une table de probabilite´ d’ordre 5. L’e´volution de l’ordre des tables de probabilite´ en fonction
de l’e´nergie est donne´ aux figures 3.2 et 3.3 pour les isotopes 238U et ZrO, avec le maillage
multigroupe SHEM a` 295 groupes. Comme attendu, le nombre de sous-groupes augmente en
fonction du nombre et de la taille des re´sonances dans chaque groupe. Le cas ou` la table de
probabilite´ est d’ordre 1 fait simplement correspondre le sous-groupe avec le groupe lui-meˆme.
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Figure 3.1 Exemple de table de probabilite´
Figure 3.2 Nombre de sous-groupes en fonction de l’e´nergie pour 238U
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Figure 3.3 Nombre de sous-groupes en fonction de l’e´nergie pour ZrO
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3.2.2 Table de probabilite´ pour une section efficace partielle
Il est important de noter que les re´actions partielles ρ interviennent uniquement line´airement
en neutronique, typiquement dans des inte´grales du type
I =
1
∆ug
∫ ug
ug−1
duf [σt(u)]σρ(u) , (3.7)
qui peuvent encore s’exprimer sous la forme
I =
∫ max(σt)
0
dσtf(σt)
∫ max(σρ)
0
dσρσρΠ(σt, σρ) , (3.8)
ou` la densite´ de probabilite´ conjointe Π(σt, σρ) est telle que Π(σt, σρ)dσρ est la probabilite´
que la section efficace relative a` la re´action ρ ait une valeur entre σρ et σρ + dσρ tandis que
la section efficace microscopique totale ait une valeur entre σt et σt + dσt. On note
E [σρ|σt] =
∫ max(σρ)
0
dσρσρ
Π(σρ, σt)
Π(σt)
,
L’e´quation 3.8 devient :
I =
∫ max(σt)
0
dσtΠ(σt)f(σt)E [σρ|σt] '
K∑
k=1
ωkσρ,kf(σk) . (3.9)
On de´finit ainsi σρ,k point de base pour la section efficace partielle ρ.
3.2.3 Matrice des poids corre´le´s entre deux isotopes
Il est possible de de´finir des poids corre´le´s entre deux isotopes a et b, σa et σb, intervenant
lors de la prise en compte de l’effet de recouvrement entre deux re´sonances de deux isotopes
re´sonnants.
On introduit alors une densite´ de probabilite´ conjointe Π(σa, σb) telle que Π(σa, σb)dσadσb :
• correspond a` la probabilite´ pour la section efficace totale de l’isotope a d’avoir une
valeur comprise entre σa et σa + dσa dans le groupe g,
• correspond a` la probabilite´ pour la section efficace totale de l’isotope b d’avoir une
valeur comprise entre σb et σb + dσb dans le groupe g.
• ∫ max(σa)
0
dσa
∫ max(σb)
0
dσbΠ(σa, σb) = 1 (3.10)
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En utilisant cette de´finition, l’espe´rance de toute fonction u → f [σa(u), σb(u)] peut s’e´crire
suivant une inte´grale de Lebesgue :
E(f [σa, σb]) =
1
∆ug
∫ ug
ug−1
duf [σa(u), σb(u)] =
∫ max(σa)
0
dσa
∫ max(σb)
0
dσbΠ(σa, σb)f(σa, σb) .
(3.11)
La densite´ de probabilite´ conjointe peut s’e´crire sous la forme d’une matrice dont les termes
ωabk,l sont de´finis par :
Π(σa, σb) =
K∑
k=1
L∑
`=1
δ(σa − σak)δ(σb − σb`)ωabk,` , (3.12)
et on obtient alors la discre´tisation :
1
∆ug
∫ ug
ug−1
duf [σa(u), σb(u)] =
K∑
k=1
L∑
`=1
δ(σa − σak)δ(σb − σb`)ωabk,`f [σak , σb` ] . (3.13)
La matrice des poids corre´le´s est normalise´e de telle manie`re que :
K∑
k=1
ωabk,` = ω
b
` , (3.14)
et :
L∑
`=1
ωabk,` = ω
a
k . (3.15)
Les tables de probabilite´ obtenues sont dites  2D  et permettent de de´terminer la va-
leur de la section efficace de l’isotope a connaissant celle de l’isotope b. Ceci s’exprime
mathe´matiquement suivant :
P (σak |σb`) =
ωabk,`
ωb`
. (3.16)
Lorsque les effets de corre´lations disparaissent, ωabk,` = ω
a
kω
b
` et l’on retombe sur une table de
probabilite´ 1D.
3.2.4 Tables de probabilite´ pour l’ope´rateur de ralentissement
Il est e´galement possible d’introduire une discre´tisation de l’ope´rateur de ralentissement
e´lastique. Celui-ci peut s’e´crire sous la forme standard, avec σ → f(σ) et σ → g(σ) fonctions
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de la section efficace microscopique totale :
1
∆ug
∫ ug
ug−1
du
∫ u
u−
du′eu
′−uf [σ(u)]g[σ(u′)] = (3.17)∫ max(σ)
0
dσ
∫ max(σ′)
0
dσ′Πs(σ, σ′)f(σ)g(σ′)
La densite´ de probabilite´ conjointe peut alors eˆtre e´value´e par une quadrature similaire a`
celle introduite au paragraphe pre´ce´dent :
Πs(σ, σ
′) =
K∑
k=1
K∑
`=1
Wk,`δ(σ − σk)δ(σ′ − σ`) (3.18)
D’ou` une discre´tisation suivante pour l’ope´rateur de ralentissement e´lastique :
1
∆ug
∫ ug
ug−1
du
∫ u
u−
du′eu
′−uf [σ(u)]g[σ(u′)] =
K∑
k=1
K∑
`=1
Wk,`f(σk)g(σ`) (3.19)
avec :
K∑
k=1
Wk,` = ω` (3.20)
et :
K∑
`=1
Wk,` = ωk (3.21)
Ces deux conditions sont cependant mathe´matiquement incohe´rentes. En effet, la borne
infe´rieure de la deuxie`me inte´grale dans le terme de gauche commence a` u − , ce qui im-
plique que σ(u′) peut prendre des valeurs dans le groupe g − 1. Dans le terme de droite, les
points de base sont quand a` eux de´finis uniquement dans le groupe g. En pratique, il sera
donc ne´cessaire de relaxer une de ces deux conditions de normalisation. La matrice des poids
corre´le´s donne la probabilite´ de ralentissement du sous-groupe k au sous-groupe ` suivant
P k←` =
Wk,`
ωk
. (3.22)
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3.2.5 Expression ge´ne´rale du terme de transfert
Il est possible d’exprimer de manie`re ge´ne´rale le terme de source par diffusion dans le
formalisme des sous-groupes, suivant la relation
〈Q((r), (Ω), u)〉g,k =
G∑
g′=1
K′∑
k′=1
L∑
`=1
2`+ 1
4pi
W{g,k}←{g′,k′}`
ωk
Σs,g′,k′
∑`
m=−`
Rm` ((Ω))φm`,g′,k′((r))
(3.23)
avec
P
{g,k}←{g′,k′}
` =
W{g,k}←{g′,k′}`
ωk ωk′
(3.24)
P
{g,k}←{g′,k′}
0 repre´sente la probabilite´ de transfert d’un couple (sous-groupe, groupe) a` un
autre. La difficulte´ re´side dans l’e´valuation de ce terme. Plusieurs approximations pour
l’ope´rateur de ralentissement ont e´te´ introduites dans la litte´rature. En particulier, l’ap-
proximation “Ribon extended” s’e´crit
P {g,k}←{g
′,k′} =
Wk,k′
ωk ωk′
δg,g′ (3.25)
avec δg,g′ fonction de Kronecker et Wk,k′ la matrice des poids corre´le´es calcule´e suivant
la me´thodologie introduite a` la section 2.C de (He´bert, 2005). L’approximation ST de la
me´thode “subgroup projection method” est alors
P {g,k}←{g
′,k′} = δg,g′ (3.26)
qui est une simplification de la pre´ce´dente, obtenue en posantWk,k′ = ωk ωk′ , et pre´sente´e dans
(He´bert, 2008). Dans cette e´tude, une nouvelle approximation a e´te´ introduite, typiquement
P {g,k}←{g
′,k′} = P {g}←{g
′,k′} (3.27)
avec
P {g}←{g
′,k′} =
Σ
{g}←{g′,k′}
s,0
Σs,g′,k′,0
(3.28)
Les sections efficaces de transfert du sous-groupe k′ du groupe g′ vers le groupe g sont traite´es
comme des re´actions partielles dans le groupe g′. L’information sur le sous-groupe d’arrive´e
n’est cependant pas disponible. Il est inte´ressant de remarquer que s’il n’y a pas de transfert
du groupe g′ vers g, il n’y aura pas non plus de transfert du sous-groupe k′ du groupe g′ vers
le sous-groupe k du groupe g.
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3.3 L’e´quation de transport dans le cadre des sous-groupes
3.3.1 Obtention de l’e´quation de transport multibande
Apre`s avoir de´fini les tables de probabilite´ pour les sections efficaces, il est possible de
reformuler l’e´quation de transport dans le formalisme des sous-groupes. L’e´quation de trans-
port dans un milieu multiplicateur, tel que re´solue en calcul des re´acteurs ou de criticite´
s’exprime par :
Ω · ∇φ(r,Ω, u) + Σt(r, u)φ(r,Ω, u) = Q(r,Ω, u) , (3.29)
Dans le cas d’un milieu a` l’e´tat stationnaire, le terme source peut s’e´crire :
Q(r,Ω, u) =
∫ ∞
0
du′
∫
4pi
d2Ω′Σs(r,Ω ·Ω′, u← u′)φ(r,Ω′, u′) +Qfiss(r, u) . (3.30)
Le terme de fission, conside´re´e isotrope, s’e´crit
Qfiss(r, u) =
1
4pikeff
Jfiss∑
j=1
χj(u)
∫ ∞
0
du′νΣf,j(r, u′)φ(r, u′) (3.31)
L’approche classique est de de´velopper la section efficace de diffusion en terme de polynoˆmes
de Legendre :
Σs(r,Ω ·Ω′, u← u′) =
L∑
`=1
2`+ 1
2
Σs,`(r, u← u′)P`(Ω ·Ω′) (3.32)
On note µ = Ω ·Ω′ cosinus de l’angle de diffusion :
Σs,`(u← u′) =
∫ 1
−1
dµΣs(u← u′, µ)P`(µ) (3.33)
Le the´ore`me d’addition des harmoniques sphe´riques permet d’e´crire le terme de source par
diffusion en fonction des moments harmoniques sphe´riques du flux, ce qui conduit a` l’expres-
sion suivante pour le terme de source au complet :
Q(r,Ω, u) =
∫ ∞
0
du′
L∑
`=0
2`+ 1
4pi
Σs,`(r, u← u′)
∑`
m=−`
Rm` (Ω)φm` (r, u′) +
1
4pikeff
Qfiss(r, u) ,
(3.34)
avec
φm` (r, u
′) =
∫
4pi
d2ΩRm` φ(r,Ω, u′) . (3.35)
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Dans un premier temps, l’approche est similaire a` l’obtention de la forme multigroupe de
l’e´quation de transport. On moyenne l’e´quation 3.29 sur [ug−1, ug] :
〈Ω · ∇φ(r,Ω, u)〉g + 〈Σt(r, u)φ(r,Ω, u)〉g = 〈Q(r,Ω, u)〉g (3.36)
On remplace ensuite les inte´grales de Riemman en u par des inte´grales de Lebesgue e´quivalentes
en σ sur l’intervalle [σmin, σmax] :
〈f [σ(u)]〉g =
∫ σmax
σmin
dσΠ(σ)f(σ). (3.37)
On voit que la difficulte´ va re´sider dans l’expression du terme source, en particulier pour
la repre´sentation de la section efficace de transfert. Afin de simplifier les notations, on pose
φg,k(r,Ω) le flux angulaire du sous-groupe k du groupe g. Si on applique la formule de
quadrature de´finie a` l’e´quation 3.6, le terme de fuite et de collision principal dans l’e´quation
de transport deviennent :
〈Ω · ∇φ(r,Ω, u)〉g =
K∑
k=1
ωkΩ · ∇φg,k(r,Ω) (3.38)
〈Σt(r, u)φ(r,Ω, u)〉g =
K∑
k=1
ωkΣg,kφg,k(r,Ω) (3.39)
On note P
{g,k}←{g′,k′}
` section efficace macroscopique de transfert de´veloppe´e a` l’ordre de
Legendre ` du sous-groupe k′ du groupe g′ vers le sous-groupe k du groupe g. Le terme de
source par diffusion devient :
〈Q(r,Ω, u)〉g =
K∑
k=1
ωk
G∑
g′=1
K′∑
k′=1
ωk′
L∑
`=0
2`+ 1
4pi
P
{g,k}←{g′,k′}
` Σs,g′,k′
∑`
m=−`
Rm` (Ω)φm`,g′,k′(r)
(3.40)
Le terme de fission s’e´crivant simplement :
〈Qfiss(r, u)〉g = 1
4pikeff
Jfiss∑
j=1
χj,g
G∑
g′=1
K′∑
k′=1
ωk′νΣf,j,g′,k′φg′,k′(r) (3.41)
Le spectre de fission χ est constant par groupe, c’est-a`-dire inde´pendant du sous-groupe.
On obtient finalement l’e´quation de transport dans sa forme multibande, valide dans un
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sous-groupe k d’un groupe g :
Ω · ∇φg,k(r,Ω) + Σg,kφg,k(r,Ω) =
G∑
g′=1
K′∑
k′=1
ωk′
L∑
`=0
2`+ 1
4pi
P
{g,k}←{g′,k′}
` Σs,g′,k′× (3.42)
∑`
m=−`
Rm` (Ω)φm`,g′,k′(r) +
1
4pikeff
Jfiss∑
j=1
χj,g
G∑
g′=1
K′∑
k′=1
ωk′νΣf,j,g′,k′φg′,k′(r) ,
Plusieurs aspects doivent eˆtre mis en relief ici :
• Les sections efficaces totales de´finies par me´lange ne de´pendent pas stricto sensu d’un
sous-groupe k. Ce sont les sections efficaces microscopiques qui sont de´pendantes d’un
sous-groupe donne´, celui-ci pouvant tre`s bien eˆtre diffe´rents entre plusieurs isotopes.
On aura alors : Σg,k =
∑
i∈mat
Niσi,g,k, k le sous-groupe de l’isotope i dans le groupe g. Par
line´arite´, la formulation pre´ce´dente reste correcte, mais il sera ne´cessaire de p re´ciser les
conditions aux interfaces physiques dans le cadre de la me´thode des sous-groupes. En
particulier, le sous-groupe pour un meˆme isotope pre´sent dans deux milieux physiques
contigus devra eˆtre le meˆme.
• Les parame`tres multigroupes peuvent s’obtenir facilement par sommation des grandeurs
des sous-groupes. En particulier, le flux multigroupe s’obtient par sommation des flux
multibandes :
φg(r,Ω) =
K∑
k=1
ωkφg,k(r,Ω) (3.43)
Le cas trivial d’une table de probabilite´ d’ordre 1 conduit a` un sous-groupe coincidant
avec le cas multigroupe. En ce sens, la me´thode multibande peut eˆtre vue comme une
extention de l’approche multigroupe, et un code re´solvant l’e´quation de transport sous
la forme multigroupe peut en pratique eˆtre modifie´ aise´ment pour re´soudre l’e´quation
de transport en format multibande.
3.3.2 Conditions aux frontie`res
Le traitement des conditions aux frontie`res dans le cadre de la me´thode des sous-groupes
ne pre´sente aucune diffe´rence vis-a`-vis du cas multigroupe. Les conditions limites rencontre´es
dans le cadre du calcul neutronique en physique des re´acteurs sont principalement du type
 conditions d’albe´do  : le flux sortant est relie´ au flux re´entrant par un facteur β.
φg,k(r,Ω) = βφg,k(r,Ω
′) avec Ω ·N(r) < 0 . (3.44)
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Le cas β = 0 correspond a` une condition de vide, et β = 1 a` une condition de reflexion. Le
cas de la re´flexion spe´culaire s’obtient en fixant de plus
Ω ·N(r) = −Ω′ ·N(r) avec (Ω′ ×Ω) ·N(r) = 0 . (3.45)
Le cas pe´riodique pour un re´seau de pas ∆r s’e´crit aussi
φg,k(r,Ω) = φg,k(r + ∆r,Ω) . (3.46)
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CHAPITRE 4
ME´THODE DES MOMENTS
Comme montre´ pre´ce´demment, la re´solution de l’e´quation de transport par la me´thode
des sous-groupes ne´cessite la connaissance des tables de probabilite´ suivantes :
• {σk, ωk}k∈[1,K] pour une section efficace quelconque ;
• {σρ,k, ωk}k∈[1,K] pour une section efficace partielle ;
• optionnellement {(σak , σb`) , (ωabk,`)}k∈[1,K],`∈[1,L] pour la prise en compte des corre´lations
entre re´sonances de deux isotopes.
La premie`re me´thode re´fe´rence´e dans la litte´rature est connue sous le nom de  me´thode
multibande e´quiprobable . Levitt (Levitt, 1972) et Cullen (Cullen, 1974) proce`dent par
de´coupage en N bandes re´gulie`res de l’intervalle [σt,min, σt,max], puis par de´termination de la
probabilite´ de pre´sence de σt dans chacune des ces bandes. Les points de base des tables de
probabilite´ sont donc e´tablis a` priori. Cette me´thode a e´te´ ensuite abandonne´e au profit de
me´thodes permettant le calcul simultane´ des points de base et des poids associe´s.
Deux techniques diffe´rentes ont e´merge´ : l’e´cole russe (Nikolaev, 1976) propose de conside´rer
les tables de probabilite´ comme des quadratures respectant des valeurs e´tablies de sections
efficaces effectives. Les ame´ricains proposeront simultane´ment la meˆme approche (Cullen,
1977). Encore actuellement, diffe´rents codes de re´seau utilisent des me´thodes de calcul de
table de probabilite´s de´rive´es de ce formalisme, que l’on identifiera par la suite tables de
probabilite´ physiques pour les sections efficaces.
Enfin, les travaux de P. Ribon (Ribon et Maillard, 1986) en France ont relie´ la the´orie
des calculs de tables de probabilite´ aux proble`mes des moments. Les liens mathe´matiques
rigoureux existant entre les proble`mes des moments, les polynoˆmes orthogonaux et les qua-
dratures de Gauss-Jacobi permettent de conside´rer ce formalisme comme le plus abouti a` ce
jour. Les tables de probabilite´ ainsi obtenues sont dites mathe´matiques et constituent la base
du code de traitement des e´valuations nucle´aires CALENDF (Sublet et al., 2002).
Ces tables de probabilite´ sont utilise´es dans diffe´rents mode`les d’autoprotection, notamment
au sein des codes APOLLO2 (He´bert et Coste, 2002) et ECCO (Grimstone et al., 1990). En
ce qui concerne le code DRAGON, diffe´rents mode`les d’autoprotection utilisent les tables
de probabilite´ CALENDF pour la section efficace totale, typiquement les mode`les dits de
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Ribon e´tendue (He´bert, 2005) et la me´thode des sous-groupes projete´s (He´bert, 2008). Les
points de base pour les re´actions partielles sont ensuite calcule´es a` partir d’une approche
RMS (Root Mean Square) visant a` conserver les taux de re´actions de´termine´s dans NJOY
pour certaines valeurs de dilutions. Il a e´te´ de´montre´ que cette me´thode conduit a` des calculs
d’autoprotection tre`s pre´cis, en permettant notamment la prise en compte des effets d’auto-
protection spatiale et de recouvrement. Ne´anmoins, une me´thodologie purement CALENDF
s’est re´ve´le´e ne´cessaire dans le cas du module Monte Carlo avec tables de probabilite´, comme
nous le de´montrerons au chapitre 6.
Dans la suite de ce chapitre, nous pre´senterons succinctement la me´thode dite des tables
de probabilite´ physique, e´tant donne´e son importance dans les mode`les de´terministes. Une
description de´taille´e de la me´thode des moments pour le calcul des tables de probabilite´
des sections efficaces sera ensuite donne´e. La me´thodologie propose´e par He´bert et Coste
dans (He´bert et Coste, 2002) pour le calcul de tables de probabilite´ corre´le´es, de´rive´e du for-
malisme CALENDF de P. Ribon, sera ensuite donne´e. On pre´sentera finalement la me´thode
de calculs des points de base par l’approche RMS.
4.1 Tables de probabilite´ physiques
Ce formalisme est probablement le plus re´pandu : il est notamment a` la base des mode`les
d’autoprotection des codes de re´seau de´terministes HELIOS (Casal et al., 1991) et WIMS–
8 (Halsall, 1995), ainsi que du module USS: de DRAGON. Le code TART de Cullen utilise
e´galement cette technique. Elle requiert l’utilisation de sections effectives et a e´te´ initialement
de´veloppe´e par Nikolaev. Cette approche consiste a` passer par une e´quivalence entre notre
proble`me he´te´roge`ne et un milieu homoge`ne infini afin de de´terminer une section efficace
effective e´quivalente. Cette proce´dure permet d’obtenir des tables de probabilite´ dites phy-
siques et requiert au pre´alable la re´solution par le module GROUPR de NJOY (MacFarlane
et Muir, 2000) de l’e´quation de ralentissement suivante pour diffe´rentes valeurs de σe :
cσe + r
∗{φ(u)} = [σt(u) + σe]φ(u) (4.1)
avec :
• c = Σ
+
s
Σ+t
le rapport de diffusion,
• σe = Σ
+
t
N∗
la section efficace de dilution.
La table de probabilite´ correspondant a` la section efficace totale est de´termine´e de manie`re
a` correspondre, a` un facteur de tole´rance donne´, aux valeurs tabule´es pour des plages de
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valeurs impose´es pour la section efficace de dilution σe.
σ(σe) =
〈
σ
σ + σe
〉
g〈
1
σ + σe
〉
g
=
K∑
k=1
ωkσk
σk + σe
K∑
k=1
ωk
σk + σe
(4.2)
La de´termination de tables de probabilite´ physiques est donc un proble`me de curve fitting :
pour J valeurs de dilutions, l’e´quation 4.2 comporte 2K inconnues. Si J = 2K une me´thode
ite´rative peut eˆtre utilise´e et si J > 2K, une approche par moindres carre´s est alors ne´cessaire.
4.2 Tables de probabilite´ mathe´matiques
On pre´sente dans cette section la me´thode nume´rique de de´termination des tables de
probabilite´, propose´e initialement par P. Ribon (Ribon et Maillard, 1986) et modifie´e par-
tiellement dans (He´bert et Coste, 2002). Cette me´thode permet l’obtention de tables de
probabilite´ dites mathe´matiques : les poids sont positifs et les points de base σk sont compris
dans le support [min(σ(u)); max(σ(u))]. L’ide´e de base est qu’une densite´ de probabilite´ est
e´gale a` la se´rie infinie de ses moments, et donc peut eˆtre remplace´e par une se´rie tronque´e
approximant la densite´ de probabilite´ exacte. Dans ce formalisme, une table de probabilite´
d’ordre K est de´finie comme conservant 2K moments de la densite´ de probabilite´ associe´e.
On retombe ainsi sur une quadrature de Gauss ge´ne´ralise´e. Ces moments sont calcule´s a`
partir de donne´es ponctuelles issues du traitement des fichiers PENDF (donne´es autolibs).
On de´finit le moment d’ordre ` de la section efficace re´sonnante par l’inte´grale de Lebesgue
pour la variable σ :
M` =
∫ ∞
0
dσΠ(σ)σ` , (4.3)
qui peut s’exprimer e´galement sous la forme d’une inte´grale de Riemann en le´thargie, qui
sera utilise´e en pratique :
M` = 1
∆ug
∫ ug
ug−1
duσ(u)` . (4.4)
Hypothe`se : une table de probabilite´ d’ordre K doit eˆtre capable de conserver les 2K moments
de la densite´ de probabilite´ associe´e :
K∑
k=1
ωk(σk)
` =M` ; Lmin ≤ ` ≤ Lmax. (4.5)
On de´finit ainsi un proble`me de moment de Stieltjes (Ribon et Maillard, 1986). La conser-
vation du moment d’ordre 0 est impose´e par la normalisation des poids, et celle du moment
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d’ordre 1 doit permettre de retrouver la section efficace a` dilution infinie. Ceci se traduit par
les contraintes suivantes sur Lmin et Lmax :
2− 2K ≤ Lmin ≤ 0 et Lmax = 2K + Lmin − 1 (4.6)
Les valeurs propose´es par Ribon sont alors Lmin = 1−K et Lmax = K. Les moments d’ordre
ne´gatifs et positifs contribuent respectivement a` la conservation des taux de re´actions a` basse
et haute dilution.
4.2.1 Rappels mathe´matiques
Quelques rappels mathe´matiques concernant les approximants de Pade´ et les fonctions
ge´ne´ratrices de Stieltjes sont ne´cessaires afin d’appre´hender l’approche par moments. Les
de´monstrations des the´ore`mes e´nonce´s ci-apre`s peuvent se retrouver dans l’ouvrage de re´fe´ren-
ce sur les approximants de Pade´ (Baker, 1975). Les proble`mes des moments sont de´taille´s
dans l’ouvrage (Akhiezer, 1965).
Approximant de Pade´
Soit f de classe C∞ sur un intervalle contenant 0. f admet alors un de´veloppement en
se´rie de Mac-Laurin au voisinage de 0 :
f(z) =
∞∑
i=0
ciz
i (4.7)
On dit que F =
P
Q
est un [p, q] approximant de Pade´ de f si :
deg(P ) ≤ p , (4.8)
deg(Q) ≤ q ,
Q(0) = 1 ,
f(z) =
P (z)
Q(z)
+O (zp+q+1) . (4.9)
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En notant P (z) =
p∑
i=0
aiz
i et Q(z) =
q∑
i=0
biz
i, on a l’e´galite´ formelle :
∞∑
i=0
ciz
i =
a0 + a1z + · · ·+ apzp
1 + b1z + · · ·+ bqzq +O
(
zp+q+1
)
. (4.10)
Ceci peut se traduire par les deux syste`mes line´aires suivants :
cp−q+1 cp+q−2 · · · cp
cp−q+2 cp+q−3 · · · cp+1
...
...
. . .
...
cp cp+1 · · · cp+q−1


bq
bq−1
...
b1
 = −

cp+1
cp+2
...
cp+q
 , (4.11)
et : 
c0 0 · · · 0
c1 c0 0 · · · 0
c2 c1 c0 0
...
. . .
...
cp · · · · · · cp−q


b0
b1
b2
...
bq

=

a0
a1
a2
...
ap

. (4.12)
La re´solution du premier syste`me donne les valeurs des (bi)i∈[1,p], que l’on injecte dans le
second syste`me pour obtenir les (ai)i∈[0,q]. Une condition suffisante d’existence et d’unicite´
de l’approximant de Pade´ est la non-nullite´ du de´terminant de Hankel :∣∣∣∣∣∣∣∣∣∣∣
cp−q+1 cp−q+2 · · · cp
cp−q+2 cp−q+3 · · · cp+1
... cp−q+3 · · · ...
cp cp+1
... cp+q−1
∣∣∣∣∣∣∣∣∣∣∣
6= 0 . (4.13)
D’apre`s (Ribon et Maillard, 1986) cette condition sera respecte´e dans le cas de moments
de´termine´s a` partir d’une densite´ de probabilite´ Π(σ), tant que la pre´cision nume´rique reste
acceptable. On supposera que ce sera toujours le cas en pratique pour les sections efficaces.
Dans le cas de la me´thode des moments pour la repre´sentation de l’anisotropie, on devra
ve´rifier si ces conditions sont valides.
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Se´rie de Stieltjes
On de´finit une se´rie de Stieltjes pour une fonction f quelconque a` partir de la repre´sentation
inte´grale (dite de Riemann-Stieltjes) suivante :
f(z) =
∫ ∞
0
dφ(u)
1− zu , (4.14)
avec φ(u) fonction a` valeurs re´elles borne´e, non de´croissante sur [0,+∞[. La se´rie formelle de
f s’e´crit alors ∀z ∈ C\ {R+} :
f(z) =
+∞∑
j=0
fjz
j . (4.15)
On a le the´ore`me suivant :
Si f(z) est une se´rie de Stieltjes, alors les approximants de Pade´ [N + I,N ] existent pour
tout I ≥ −1 et ont des poˆles simples re´els ne´gatifs associe´s a` des re´sidus positifs. f(z) peut
ainsi s’e´crire :
f(z) =
a0 + a1z + · · ·+ aN+IzN+I
b0 + b1z + · · ·+ bNzN (4.16)
=
N∑
i=1
ωi
z − zi +O
(
z2N+I
)
avec ωi > 0 et zi < 0 .
En particulier, les coefficients zi seront les racines du polynoˆme b0 + b1z + · · ·+ bNzN .
4.2.2 Calcul des points de base pour une section efficace totale
On conside`re dans un premier temps la se´rie de Stieltjes de´finissant la fonction ge´ne´ratrice
des moments pour une section efficace quelconque :
F (z) =
∫ max(σ)
0
dσΠ(σ)
(zσ)1−K
1− zσ =
K∑
`=1−K
z`M` +O(zK+1) . (4.17)
On utilise ensuite une approximant de Pade´ d’ordre [K − 1, K] pour repre´senter le terme
K∑
`=1−K
z`M`, de telle sorte que
zK−1F (z) =
2K−1∑
`=0
z`M`−K+1 = a0 + a1z + . . .+ aK−1z
K−1
b0 + b1z + . . .+ bK−1zK−1 + zK
, (4.18)
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D’ou` (
zK +
K−1∑
k=0
bkz
k
)(
2K−1∑
`=0
z`M`−K+1
)
=
K−1∑
k=0
akz
k . (4.19)
Par identification des coefficients des monoˆmes en z d’ordre compris entre K et 2K − 1, on
obtient le syste`me ayant comme inconnues les termes bk :
Mk Mk−1 . . . M1
Mk−1 Mk−2 . . . M0
...
...
. . .
...
M1 M0 . . . M2−K


b0
b1
...
bK−1
 = −

M0
M−1
...
M1−K
 . (4.20)
Une factorisation de type LDLT pour la matrice des coefficients est ensuite re´alise´e, avec
comme inconnues les coefficients bn. En utilisant la proprie´te´ relative aux approximants de
Pade´ d’une se´rie de Stieltjes, les points de base σk sont les racines du polynoˆme suivant :
K∏
k=1
(z − σk) = b0 + b1z + . . .+ bK−1zK−1 + zK . (4.21)
4.2.3 Calcul des poids
Dans l’approche initiale de P. Ribon, les poids ωk sont de´termine´s par une approche RMS
du syste`me de´ge´ne´re´ suivant :
K∑
k=1
−ωk
σk
1− z
σk
=
a0 + a1z + · · ·+ aK−1zK−1
(z − σ1)(z − σ2) · · · (z − σK) . (4.22)
La de´termination des poids propose´e dans (He´bert et Coste, 2002) sous le nom de me´thode
de Ribon e´tendue vise a` stabiliser nume´riquement cette e´tape. Ici, les poids de la table de
probabilite´ sont calcule´s directement a` partir des points de base, de telle fac¸on a` conserver
certains moments de la section efficace totale :
M` =
K∑
k=1
ωkσ
`
k . (4.23)
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Par ailleurs, les poids sont calcule´s par conservation des moments d’ordre compris entre
[−K/2; (K − 1)/2], i.e. les solutions du syste`me line´aire :
1 1 . . . 1
σ1 σ2 . . . σK
...
...
. . .
...
σK−11 σ
K−1
2 . . . σ
K−1
K


ω1(σ1)
k0
ω2(σ2)
k0
...
ωK(σK)
k0
 =

Mk0
Mk0+1
...
Mk1
 . (4.24)
Avec : k0 = −K/2 et k1 = (K − 1)/2. On obtient ainsi une matrice de Vandermonde, dont
la solution analytique existe pour ωk, 1 ≤ k ≤ K :
ωk =
(−1)K−1(σk)−k0
K∏`
=1
6`=k
(σ` − σk)
K−1∑
`=0
ck,`Mk0+` . (4.25)
Les coefficients ck,` sont les coefficients du polynoˆme suivant :
ck,0 + ck,1z + . . .+ ck,K−1zK−1 =
K∏
`=1
` 6=k
(z − σ`) . (4.26)
4.2.4 Points de base pour une section efficace partielle
D’apre`s (Ribon et Maillard, 1986), le calcul des points de base pour une section effi-
cace partielle doit conserver K moments, compris entre −K
2
et K−1
2
. Les relations sont donc
similaires aux calculs des poids. Les moments pour les re´actions partielles sont de´finis par :
M` = 1
∆u
∫ ug−1
ug
duσρ(u)σ
`(u) , (4.27)
D’ou`, pour −K
2
≤ ` ≤ 1−K
2
:
M` =
K∑
k=1
ωkσρ,kσ
`
k . (4.28)
On obtient le syste`me line´aire suivant :
1 1 . . . 1
σ1 σ2 . . . σK
...
...
. . .
...
σK−11 σ
K−1
2 . . . σ
K−1
K


ω1(σ1)
k0σρ,1
ω2(σ2)
k0σρ,2
...
ωK(σK)
k0σρ,K
 =

Mk0
Mk0+1
...
Mk1
 , (4.29)
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Avec : k0 = −K/2 et k1 = (K − 1)/2. La matrice de Vandermonde peut s’inverser analyti-
quement pour obtenir les coefficients ωρ,k, 1 ≤ k ≤ K :
σρ,k =
(−1)K−1(σk)−k0
ωk
K∏`
=1
` 6=k
(σ` − σk)
K−1∑
`=0
ck,`Mk0+` . (4.30)
Les coefficients ck,` sont les coefficients du polynoˆme suivant :
ck,0 + ck,1z + . . .+ ck,K−1zK−1 =
K∏
`=1
` 6=k
(z − σ`) . (4.31)
Nous avons retenu cette me´thode dans cette e´tude, en particulier pour de´terminer les points
de base pour les sections efficaces de diffusion, de fission, et ceux de la matrice de diffusion.
4.2.5 Matrice de poids corre´le´s entre deux isotopes
On rappelle dans cette section l’approche de´veloppe´e dans (He´bert et Coste, 2002) pour
le calcul de poids corre´le´s entre 2 isotopes a et b. Une telle table de probabilite´ est dite a` 2
dimensions, ou 2D, et s’e´crit simplement sous la forme ωabk,`, avec k ∈ [1, K] et ` ∈ [1, L] les
ordres respectifs des tables de probabilite´ dans un groupe g pour les isotopes a et b. En the´orie,
il est possible de de´finir des matrices de poids corre´le´s a` des dimensions supe´rieures pouvant
prendre en compte plusieurs effets de recouvrements, mais le gain en pre´cision serait mitige´
par la perte de stabilite´ de l’algorithme. Les donne´es autolibs peuvent eˆtre ici combine´es, de
fac¸on a` de´finir les comoments suivants :
Mm,n = 1
∆ug
∫ ug−1
ug
duσa(u)mσb(u)n , (4.32)
avec σa(u) et σb(u) les sections efficaces microscopiques totales pour les isotopes a et b. La
table de probabilite´ doit conserver les moments e´tablis a` l’e´quation 4.32, de telle sorte que
K∑
k=1
L∑
`=1
ωabk,`(σ
a
k)
m(σb`)
n =Mm,n . (4.33)
L’approche nume´rique pour de´terminer les poids corre´le´s est alors la suivante :
• La table de probabilite´ 1D pour la section efficace totale {ωak , σak}k∈[1,K] est calcule´e de
telle sorte a` pre´server les moments Mm,0 de l’isotope a pour m ∈ [1−K,K].
• La table de probabilite´ 1D pour la section efficace totale {ωb` , σb`}`∈[1,L] est calcule´e de
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telle sorte a` pre´server les moments M0,n de l’isotope b pour n ∈ [1− L,L].
• Les poids corre´le´s sont calcule´s de manie`re a` pre´server les moments Mm,n avec 1−K2 ≤
m ≤ K
2
et 1−L
2
≤ n ≤ L
2
.
L’e´tape (3) conduit a` la re´solution d’un syste`me matriciel dont la solution analytique existe.
Si l’on pose
V1 =

1 1 · · · 1
σa1 σ
a
2 · · · σaK
...
...
. . .
...
(σa1)
K−1 (σa2)
K−1 · · · (σaK)K−1
 , (4.34)
et
V2 =

1 1 · · · 1
σb1 σ
b
2 · · · σbL
...
...
. . .
...
(σb1)
L−1 (σb2)
L−1 · · · (σbL)L−1
 (4.35)
ainsi que les deux matrices diagonales
D1 =

(σa1)
k0 0 · · · 0
0 (σa2)
k0 · · · 0
...
...
. . .
...
0 0 · · · (σaK)k0
 , (4.36)
D2 =

(σb1)
`0 0 · · · 0
0 (σb2)
`0 · · · 0
...
...
. . .
...
0 0 · · · (σbL)`0
 , (4.37)
avec k0 =
1−K
2
et `0 =
1−L
2
. On note e´galement M, matrice des comoments :
M =

M1,1 · · · M1,L
...
. . .
...
MK,1 · · · MK,L
 . (4.38)
La matrice des poids corre´le´s s’e´crit simplement
ωab = D1
−1V1−1 [M]
[
V2
−1]T D2−1 . (4.39)
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Comme pre´ce´demment, les inverses des matrices de Vandermonde V1 et V2 sont calcule´s a`
partir de leur solutions analytiques.
4.3 Me´thode des sous-groupes projete´s
La me´thode pre´sente´e ici est directement issue de la re´fe´rence (He´bert, 2008) et est relie´e
a` la de´finition des maillages SHEM e´tendus. Si dans ce formalisme, les tables de probabilite´
CALENDF sont utilise´es pour la section efficace totale, le calcul est diffe´rent pour les re´actions
partielles ou` une approche RMS est applique´e. Ces tables de probabilite´ seront utilise´es
succinctement au cours du chapitre 6, dans le cadre du code Monte Carlo propose´ et pour le
calcul d’auto-protection du code DRAGON.
4.3.1 Maillages SHEM e´tendus
Le de´veloppement re´cent de maillages e´nerge´tiques avance´s tels que SHEM–295 et SHEM–
361 permet l’utilisation de tables de probabilite´ mathe´matiques de type CALENDF, cal-
cule´es tels que de´crit pre´ce´demment, sans prendre en compte les effets dits de ralentissements
corre´le´s. La simplification du mode`le de Ribon e´tendu est rendu possible graˆce a` une aug-
mentation du nombre de groupes dans la partie thermique haute et e´pithermique (domaine
des re´sonances re´solues), soit pre´cisement la` ou` les effets de corre´lation sont importants. Les
caracte´ristiques des maillages SHEM sont les suivantes :
• Maillage SHEM–281 (Hfaiedh et Santamarina, 2005) : une des ame´liorations est que le
domaine des re´sonances re´solues est remonte´ jusqu’a` 22.5 eV par rapport au maillage
XMAS.
• Maillage SHEM–361 (He´bert et Santamarina, 2008) : le nombre de groupes est aug-
mente´ entre 22.5 eV et 11.14 keV par rapport au maillage SHEM-281.
• Maillage SHEM–295 (He´bert, 2008) : la structure du maillage SHEM-361 est conserve´e
pour la partie du spectre supe´rieure a` 22.5 eV. La partie infe´rieure est remodele´e, il est
de nouveau ne´cessaire d’appliquer un mode`le d’auto-protection au dessus de 4.63 eV.
Le terme de me´thode des sous-groupes projete´s ou SPM (subgroup projection method) a
e´te´ retenu pour de´crire la me´thodologie d’auto-protection se basant sur le mode`le de Ri-
bon e´tendu sans prise en compte des effets de ralentissement corre´le´s. La strate´gie d’auto-
protection retenue dans la me´thode SPM est alors :
• SHEM–295 : utilisation de tables de probabilite´ de type CALENDF entre 4.63 eV et
1.14 Kev. Au dela`, les tables de probabilite´ physiques sont utilise´es.
• SHEM–361 : utilisation de tables de probabilite´ de type CALENDF entre 22.5 eV et
1.14 Kev. On applique e´galement le mode`le ST avec tables de probabilite´ physiques
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au-dessus de 1.14 keV.
4.3.2 Imple´mentation nume´rique
La premie`re e´tape consiste a` appliquer la me´thode CALENDF afin de de´terminer la table
de probabilite´ {ωk, σk}k∈[1,K].
Le solveur de GROUPR est utilise´ afin de re´soudre analytiquement l’e´quation de ralen-
tissement 4.1, ceci pour un certain nombre de valeurs de dilutions σe (ge´ne´ralement 10 ou
18, espace´es logarithmiquement).
La me´thode de de´termination des tables de probabilite´ ne´cessaires au mode`le SPM repose
sur la conservation des moments de´finis tels que :
F`(σe) = 1
∆ug
∫ ug
ug−1
du
〈σsφ〉g + σe
σ(u) + σe
σ(u)` , (4.40)
Par conservation de K moments, les termes F`(σe) doivent ve´rifier l’e´quation suivante :
K∑
k=1
ωkφk(σe)σ
`
k = F`(σe); (1−K)/2 ≤ ` ≤ K/2 . (4.41)
On obtient alors le syste`me line´aire :
1 1 . . . 1
σ1 σ2 . . . σK
...
...
. . .
...
σK−11 σ
K−1
2 . . . σ
K−1
K


ω1(σ1)
k0φ1(σe)
ω2(σ2)
k0φ2(σe)
...
ωK(σK)
k0φK(σe)
 =

Fk0(σe)
Fk0+1(σe)
...
Fk1(σe)
 . (4.42)
avec : k0 = −K/2 et k1 = (K − 1)/2. On obtient ainsi une matrice de Vandermonde, dont la
solution analytique est :
φk(σe) =
1
ωk
(−1)K−1 (σk)−k0
K∏`
=1
` 6=k
(σ` − σk)
K−1∑
`=0
ck,` Fk0+`(σe) (4.43)
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avec 1 ≤ k ≤ K et les ck,` sont les coefficients du polynoˆme suivant :
ck,0 + ck,1z + . . .+ ck,K−1zK−1 =
K∏
`=1,`6=k
(z − σ`) . (4.44)
On suppose de plus que le nombre de dilutions L est supe´rieur a` K. On obtient la matrice
rectangulaire suivante :
F =

φ1(σe,1) φ2(σe,1) . . . φK(σe,1)
φ1(σe,2) φ2(σe,2) . . . φK(σe,2)
...
...
. . .
...
φ1(σe,L) φ2(σe,L) . . . φK(σe,L)
1 1 1 1

. (4.45)
Cette matrice est ensuite factorise´e suivant l’algorithme QR :
F = QR = Q
[R1
R2
]
(4.46)
avec Q une matrice orthogonale de rang (L + 1) × (L + 1), R1 K ×K matrice triangulaire
supe´rieure et R2 (L+1−K)×K matrice non calcule´e et non utilise´e. La solution Root Mean
Square (RMS) d’un syste`me line´aire quelconque
F~x = ~τ (4.47)
peut alors s’e´crire
R~x = Q>~τ = ~y (4.48)
On utilise alors cette proprie´te´ : pour une re´action quelconque ρ dans le groupe g, les quantite´s
~x = {ωk;σρ,k}k∈[1,K] ne´cessitent la re´solution du syste`me :
F~x = ~τ . (4.49)
Avec ~τ = {τρ(σe,1), τρ(σe,2), . . . , τρ(σe,L), τρ(σe,∞) , } les taux de re´actions de re´fe´rence pour
la re´action ρ dans le groupe g, pre´calcule´s dans NJOY :
τρ(σe) = σρ,g(σe)φg(σe) . (4.50)
En re´pe´tant cette proce´dure RMS pour toutes les re´actions partielles (diffusion, matrice de
transfert, fission, absorption, etc.), on obtient les diffe´rents points de base
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~xρ = {ω1σρ,1, ω2σρ,2, . . . , ωKσρ,K} via
~xρ =
(F>F)−1F>~τρ . (4.51)
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CHAPITRE 5
ALGORITHME MONTE CARLO AVEC TABLES DE PROBABILITE´
5.1 Cadre d’implantation nume´rique
La me´thode de Monte Carlo avec tables de probabilite´ a e´te´ re´alise´e dans une version
de de´veloppement du code de re´seau DRAGON, en tant que module inde´pendant nomme´
MC:. Au de´part de ce projet, un algorithme Monte Carlo base´ sur la me´thode de Woodcock
e´tait disponible dans la Version 4 du code DRAGON (Arsenault et Le Tellier, 2008; Arsenault
et al., 2008) dans une premie`re version Fortran 77 de MC:. Plusieurs modifications du jeu ana-
logue avaient e´te´ introduites alors, notamment la me´thode de fission implicite, la me´thode
de fractionnement (splitting) et la strate´gie de roulette russe associe´e. Ces techniques ont e´te´
conserve´es dans la seconde version du code re´alise´e dans ce projet, et on les de´crira par la
suite.
Initialement le solveur Monte Carlo avait comme caracte´ristique d’eˆtre branche´ sur le mo-
dule de tracking NXT: afin de construire un mode`le ge´ome´trique compatible avec un algo-
rithme Monte Carlo, et d’utiliser uniquement des sections efficaces macroscopiques (format
L MACROLIB). Etant donne´ que la re´cupe´ration d’objets ge´ome´triques internes, initialement
de´finis pour les me´thodes de re´solution de´terministes telles que la me´thode des probabilite´s
de collision ou la me´thode des caracte´ristiques engendraient une complexite´ et une rigidite´
non ne´cessaires, le choix d’une reprogrammation comple`te du module a rapidement e´te´ en-
visage´e. Dans ce cadre, le nouveau module a e´te´ programme´ en Fortran 95/2003 autour de
la nouvelle version de la GANLIB (He´bert et Roy, 2009), re´e´crite en language C ISO et
qui permet l’e´criture de codes dans un langage moderne tout en respectant les standards
ISO (code 64 bit-clean notamment). Un guide d’utilisation complet et dans le format officiel
des outils pour la neutronique de´veloppe´s a` l’Institut de Ge´nie Nucle´aire est donne´ en annexe.
Le traitement de la ge´ome´trie et les routines de tracking, constituant l’essentiel d’un code
Monte Carlo ont e´te´ entie`rement reconc¸us. La de´finition de la ge´ome´trie fait partie de´sormais
des parame`tres d’entre´e du module MC:. L’approche retenue est de de´finir chaque type de
ge´ome´trie suivant une classe diffe´rente, et de rajouter les fonctions (me´thodes) d’interroga-
tions ne´cessaires a` la me´thode de Woodcock. On peut ainsi e´tendre aise´ment le nombre de
ge´ome´tries analysables.
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Le code re´alise initialement la recopie de l’information disponible dans l’objet L MICROLIB
produit par le module LIB: et contenant les sections efficaces microscopiques multigroupes
et les tables de probabilite´ des isotopes re´sonnants. Enfin, l’algorithme Monte Carlo combi-
nant me´thode de Woodcock et tables de probabilite´ a e´te´ programme´. La voie de calcul avec
sections efficaces macroscopiques a e´te´ conserve´e.
Le code MC: permet e´galement de produire des sections efficaces macroscopiques, qui peuvent
eˆtre e´ventuellement transcrites dans le format L MACROLIB et eˆtre ainsi utilise´es par
d’autres codes (DONJON, MORET). Il peut e´galement ge´ne´rer un fichier compatible avec
matlab (ou e´quivalent open source) comprenant les informations pertinentes (taux de re´act-
ions, flux) afin de faciliter le post-traitement.
Dans ce chapitre, les sections 5.2 et 5.3 pre´sentent l’algorithme Monte Carlo du code MC:.
On expose ensuite a` la section 5.4 une description de l’implantation informatique du code et
en particulier des me´thodes utilise´es pour la poursuite neutronique.
5.2 Modifications du jeu analogue
L’algorithme de Monte Carlo programme´ dans MC: n’est pas analogue, c’est-a`-dire que les
poids des neutrons sont modifie´s afin d’optimiser le temps de calcul en re´duisant la variance.
La premie`re modification est connue sous le nom de mode`le de fission implicite, ou` l’on
tient compte de la fission par modification du poids du neutron. Dans notre approche, si une
re´action de fission est obtenue, le poids est modifie´ suivant
ω′ = ω
νΣf
Σa
, (5.1)
Le terme
νΣf
Σa
correspond simplement au nombre moyen de neutrons e´mis par absorption.
La modification des poids des neutrons rend ne´cessaire l’introduction de deux techniques clas-
siques connues sous le nom de splitting (fractionnement) et de roulette russe. Tenir compte
de la fission par augmentation des poids peut en effet conduire a` des neutrons de tre`s forts
ou de tre`s faibles poids, ce qui peut conduire un important bruit statistique et nuire a` la
convergence. La technique de fractionnement implante´e dans MC: consiste a` diviser les neu-
trons sources de poids importants en Λ neutrons source. On conside`re un calcul classique de
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N cycles de M neutrons. Au cycle n pour le neutron m, on de´finit Λm,n par
Λm,n = max
(
1,
⌊
ω′m,n−1
keff,n−1
⌋)
(5.2)
avec b.c le symbole de la partie entie`re, et ω′m,n−1 le poids du neutrons source ayant de´clenche´
la fission au cycle n− 1, keff,n−1 le facteur de multiplication effectif au cycle n− 1. Le poids
du neutron est modifie´ alors suivant
ωm,n =
ω′m,n−1
Λm,nkeff,n−1
. (5.3)
L’introduction du keff au de´nominateur de l’expression 5.3 force la dimension totale de la
source a` rester constante pour chaque cycle :∑
m
ωm,nΛm,n = M . (5.4)
Un estimateur du keff apparait alors, note´  source  dans MC:
keff,n =
1
M
∑
m
ω′m,n . (5.5)
On initialise les poids des neutrons a` 1 ainsi que le keff . Comme mentionne´ dans (Lux et
Koblinger, 1990), toute technique de splitting doit s’accompagner d’une roulette russe. Cette
approche permet d’e´liminer sans introduire de biais les neutrons de poids tre`s faibles appa-
raissant ne´cessairement dans les cas de groupes pre´sentant des faibles sections efficaces de
fission. L’ide´e est de  tuer  ale´atoirement les neutrons qui sont en dessous d’une certaine
limite de poids impose´e par l’utilisateur. L’approche retenue dans MC: consiste a` appliquer la
roulette russe a` la fin de chaque ge´ne´ration pour lesquelles le nombre de neutrons sources M ′
est supe´rieur a` M . Dans ce cas, les neutrons sont stocke´s dans un tampon et classe´s par ordre
de poids, et la valeur limite est fixe´e a` ωlimit = ωM,n−1. On teste tous les neutrons sources et
si ωm,n > ωlimit le neutron source est conserve´ pour le cycle suivant. Sinon, on applique le
test ale´atoire suivant
ω′′m,n−1 =
 ωlimit si r ≤
ω′m,n−1
ωlimit
,
0 , sinon .
(5.6)
Le nombre maximal de neutrons pouvant eˆtre stocke´ est impose´ ici a` M ′ = 2M , ce qui est
suffisant en pratique pour les applications vise´es. Dans le cas de MC:, les deux estimateurs
 source  et  collision  du coefficient de multiplication effectif sont disponibles. Le flux
58
inte´gre´ au cycle n est de´fini suivant :
φn(r, g) =
1
M
∑
i
ωi
Σ∗
, (5.7)
avec i le nombre total de collisions (re´elles et virtuelles) dans l’e´le´ment {r, g} au cours du
cycle n. Similairement, les taux de re´actions sont calcule´s par
Rρ,n =
1
M
∑
i
ωiΣρ
Σ∗
. (5.8)
Les sections efficaces condense´es et homoge´ne´ise´s ge´ne´re´es par MC: s’obtiennent via division
des taux de re´actions par le flux.
Σ(r, g)ρ,n =
Rρ,n
φn(r, g)
. (5.9)
Les valeurs moyenne´es XN pour N cycles viennent finalement associe´es a` une erreur statis-
tique, calcule´es suivant
¯(XN) =
σ(XN)
XN
. (5.10)
Les relations pre´ce´dentes sont valides dans les options de calcul de MC:, c’est-a`-dire lorsque les
sections efficaces sont par isotope avec tables de probabilite´, ou macroscopique par mate´riel.
Dans le cas isotopique, on reconstruit simplement a` chaque collision la section efficace ma-
croscopique du mate´riel.
5.3 Algorithme de marche ale´atoire avec tables de probabilite´ et Delta-tracking
L’utilisation de sections efficaces sous forme de tables de probabilite´ dans un algorithme
Monte Carlo pour le calcul de criticite´ n’introduit pas de grosses modifications vis-a`-vis du
cas multigroupe de´crit au chapitre sur les me´thodes Monte Carlo de l’ouvrage (He´bert, 2009).
On donne ici un aperc¸u de l’algorithme implante´ pour la poursuite neutronique :
1. De´termination des proprie´te´s du neutron source :
• Coordonne´es spatiales.
• Index de l’isotope fissile i produisant le neutron source.
• Echantillonnage du groupe d’e´nergie g a` partir de χi(E)
• Echantillonnage de la direction initiale, conside´re´e isotrope dans le re´fe´rentiel LAB.
2. Calcul des sections efficaces macroscopiques a` partir des sections efficaces isotopiques
multigroupes. Si l’isotope est re´sonnant dans le groupe conside´re´ alors :
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• Dans le cas de tables de probabilite´ 1D, on e´chantillonne pour chaque isotope i la
valeur de la section efficace σit = σ
i
t,k, suivant la probabilite´ ωk. Les re´actions partielles
viennent associer σiρ a` σ
i
ρ,k.
• Dans le cas ou` l’on dispose des matrices de poids corre´le´s entre deux isotopes a et b, on
e´chantillonne d’abord σbt = σ
b
t,` avec une probabilite´ ω
b
` , puis on e´chantillonne la va-
leur de la section efficace microscopique σat suivant la probabilite´
ωabk,`
ωb`
. Plusieurs tech-
niques ont e´te´ teste´es afin de de´terminer l’isotope b au cours de la marche ale´atoire.
L’option retenue est d’imposer b comme l’isotope fissile ayant produit le neutron
source. Aucun biais n’est introduit dans les re´sultats, comme cela sera justifie´ au
chapitre 6. Les isotopes a et b doivent eˆtre spatialement corre´le´s, c’est-a`-dire pre´sents
dans le meˆme mate´riel et peuvent eˆtre permute´s, e´tant donne´ que
(
ωabK,L
)
= t
(
ωbaL,K
)
.
3. Calcul de la section efficace totale de chaque me´lange au groupe g conside´re´ : Σt,r =∑
i∈[r,g]
Niσ
i
t, ou` Ni est la densite´ pour l’isotope i.
4. Calcul de la section efficace majorante suivant Σm,g = max
r∈V
(Σt,r,g).
5. E´chantillonnage du libre parcours moyen avant collision.
6. De´placement du neutron dans le milieu r s’il n’y a pas eu fuite a` l’exte´rieur de la
ge´ome´trie.
7. Tirage ale´atoire pour de´terminer si la collision est re´elle ou virtuelle suivant la proba-
bilite´ P greel =
Σgr
Σm,g
:
• Dans le cas ou` la collision est virtuelle, on re´e´chantillonne le libre parcours en conser-
vant la meˆme direction.
• Dans le cas d’une collision re´elle :
– On e´chantillonne l’isotope collisionne´ i dans la re´gion {r, g} suivant la probabilite´
Niσ
i
t
Σt,r,g
,
– On e´chantillonne la re´action suivant
σiρ
σit
.
– Dans le cas d’une diffusion, le groupe secondaire g′ est tire´ ale´atoirement suivant
σi,g
′←g,0
s,k,0
σis,k,0
ou` σi,g
′←g
s,k,0 et σ
i
s,k,0 sont les matrices de transfert et la section efficace totale
de diffusion a` l’ordre P0. On de´termine ensuite le cosinus de diffusion µ suivant la loi
d’anisotropie souhaite´e, typiquement via transformation des moments de Legendre
de la matrice de transfert (voir chapitre 7).
– Dans le cas d’une fission, l’index de l’isotope est conserve´ et le poids du neutron
modifie´ suivant l’e´quation 5.1.
– Dans le cas d’une absorption, l’histoire est termine´e.
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La de´termination de la section efficace majorante pour la me´thode de Delta-tracking impose
l’e´chantillonnage pre´liminaire des valeurs des sections efficaces dans les tables de probabi-
lite´. Il faut noter que cela n’intervient que dans les groupes re´sonnants et pour les isotopes
re´sonnants. En pratique, cela n’engendre qu’un tre`s faible couˆt de calcul, comme cela sera
de´montre´ au chapitre 6. La partie  e´chantillonnage  ne repre´sente en ge´ne´ral qu’une faible
fraction (≤ 10%) du temps total de calcul de la marche ale´atoire. La majeur partie reste la
localisation du neutron, l’analyse de la collision et e´ventuellement les phases d’encaissement.
Il serait ne´anmoins inte´ressant de tester l’approche par tables de probabilite´ dans le cas
d’un algorithme de Monte Carlo reposant sur l’approche conventionnelle de ray-tracing, ou`
l’e´chantillonnage dans les tables de probabilite´ ne serait ne´cessaire que dans le milieu ou` l’on
a la collision.
5.4 Programmation du code MC:
5.4.1 Mode`les ge´ome´triques
Le traitement et l’analyse de la ge´ome´trie constituent la majeure partie d’un code Monte
Carlo pour le transport de particules, et diffe´rentes me´thodes coexistent. Bien que pro-
gramme´e de manie`re totalement inde´pendante, l’approche retenue dans ce projet est tre`s
similaire a` celle du code SERPENT. Ceci s’explique par le fait que les deux codes sont
spe´cifiquement conc¸us pour le calcul de re´seau. L’approche naturelle consiste dans ces cas
pre´cis a` de´composer la ge´ome´trie en diffe´rents niveaux de re´seau imbrique´s. L’exemple ty-
pique est le cas d’un assemblage REP : chaque cellule est de´finie inde´pendamment, et est
finalement imbrique´ au niveau d’un re´seau (niveau assemblage). On peut ensuite re´aliser un
re´seau d’assemblage afin de constituer le dernier niveau de la ge´ome´trie (cœur complet). On
peut proce´der similairement dans le cas d’un re´seau hexagonal. D’autres approches existent,
typiquement l’approche surfacique (pre´sente dans MCNP, TART, KENO, etc.) ou` les vo-
lumes sont de´finis via combinaison de surfaces et peuvent eˆtre assemble´s via des ope´rateurs
boole´en.
5.4.2 Choix d’un langage oriente´ objet
Comme mentionne´ dans l’introduction, le solveur Monte Carlo est architecture´ autour
d’une nouvelle version de la GANLIB, re´e´crite en C. Cela a permit l’utilisation du standard
moderne du Fortran (95/2003/2008) et d’e´viter les nombreuses limitations obsole`tes du stan-
dard 77. En effet, les standards 95 et suivants (2003,2008) favorisent une programmation
structure´e, typiquement via l’utilisation de classes et de modules internes. Dans ce projet,
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on a tente´ d’utiliser au maximum les structures sous forme de types de´rive´es (de´nomination
Fortran d’une classe), puis d’y associer des fonctions ge´ne´riques (me´thodes), et d’encapsuler
le tout dans diffe´rents modules inde´pendants (ge´ome´trie, sections efficaces, poursuite neutro-
nique, etc...), par analogie avec un langage classique comme le C++. Ceci permet d’ame´liorer
la qualite´ de la programmation (moins d’erreurs, lisibilite´ accrue) tout en favorisant une prise
en main future par d’autres de´veloppeurs. Une partie du code peut eˆtre ainsi modifie´e locale-
ment sans difficulte´. Une autre ame´lioration vis-a`-vis des versions pre´ce´dentes de DRAGON
concerne l’allocation dynamique de la me´moire. Dans les versions ante´rieures, celle-ci repo-
sait sur l’utilisation des fonctions C (malloc.c, free.c), tre`s efficaces mais qui contribuent a`
l’opacite´ du code. Les standards modernes e´liminent cette difficulte´ (attribut allocate). On a
utilise´ en particulier la possibilite´ d’allouer dynamiquement les composantes d’un type de´rive´
(norme 2003). Ceci permet une optimisation importante des ressources me´moires et permet
d’utiliser l’objet dans diffe´rents cas (polymorphisme). On pre´sentera dans la suite quelques
exemples de types de´rive´es et de me´thodes associe´es.
5.4.3 Sections efficaces et tables de probabilite´
Le formalisme des tables de probabilite´ s’additionne facilement avec les donne´es multi-
groupe classique. En effet, ces donne´es seront pre´sentes dans les groupes re´sonnants, pour
les isotopes re´sonnants. L’utilisation de classes facilitent la programmation. Ainsi, la librairie
interne est de´finie suivant un objet pouvant contenir plusieurs types de´rive´s :
type cross_section
type(probability_table) ,dimension(:), allocatable :: pt !pt(ngrp)
type(multigroup_cross_section),dimension(:),allocatable :: xs !xs(ngrp)
integer,dimension(3) :: name
double precision :: density
logical :: fissile
type(scat_pt_dim) ,dimension(:),allocatable:: scat_dim
end type cross_section
La classe probability table n’e´tant qu’une simple extension de la classe multigroup cross section.
Elle peut eˆtre de´finie via l’attibut extends du standard 2003 :
type, extends(multigroup_cross_section) :: probability_table
double precision,dimension(:),allocatable :: weight
end type probability_table
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La librairie interne peut eˆtre aise´mment re´cupe´re´e de l’objet L MICROLIB (sections efficaces
microscopiques avec tables de probabilite´) ou L MACROLIB (sections efficaces macrosco-
piques).
type(cross_section),dimension(:),allocatable :: internal_library
Dans le cas de l’utilisation de tables de probabilite´, les types de´rive´s ne´cessaires seront alloue´s
via
!Allocation of the internal library (derived-type)
allocate(internal_library(nbiso),stat=iok)
do iso=1,nbiso
allocate(internal_library(iso)%pt(ngrp),stat=iok)!probability tables
enddo
5.4.4 Programmation des structures ge´ome´triques
Etant donne´ que l’algorithme de marche ale´atoire repose sur la me´thode de Delta-tracking,
la fonction d’interrogation de la ge´ome´trie est re´duite a` re´soudre l’e´quation
F(x, y, z) = Indice materiel .
En re´sume´, on a uniquement besoin de connaˆıtre l’indice du milieu en fonction des coor-
donne´es du neutron, elles-meˆmes calcule´es par la relation r′ = r + sΩ. L’indice du milieu
permet d’acce´der a` la composition isotopique, et donc de se´lectionner l’isotope collisionne´
et le type de re´action. Etant donne´ que le calcul de re´acteur se re´alise usuellement sur des
cellules re´gulie`res assemble´es (ou non) en re´seau, l’approche retenue a e´te´ de de´finir des types
de´rive´s (ou objet) pour chaque e´le´ment (cellule 1D plan, 2D/3D Carte´sien, Sphe`re 1D, Cy-
lindre 1D par exemple). Les e´le´ments re´guliers peuvent eˆtre combine´s en re´seau re´guliers, afin
de de´finir les ge´ome´tries rencontre´es en physique des re´acteurs tels que des assemblages REP
et CANDU (voir notamment l’Annexe I pour une liste exhaustive). La figure 5.4.4 pre´sente
une mode´lisation UML simplifie´e des classes ge´ome´triques utilise´es, ou` l’on imbrique simple-
ment les types ge´ome´triques en diffe´rents niveaux. Pour l’instant, uniquement les assemblages
re´guliers carte´siens que l’on retrouve dans les re´acteurs thermiques REP, REB et CANDU
sont mode´lisables, un travail similaire pourrait eˆtre re´alise´ pour e´tendre notre module aux
cas hexagonaux. Ainsi, un assemblage REP consistue´ de 17×17 crayons est un type re´seau
carte´sien, constitue´ de 289 cellules unitaires carte´siennes 2D, elles-meˆmes pouvant contenir
plusieurs types cylindriques 1D.
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Géométrie
Mixture
Infini 
homogène 
(0D)
GetIndexMixture1Dcyl()
Nrayons
Mixture(Nrayons)
1D cylindre
Localisation_lattice()
GetIndexMixture()
Nx, Ny, Nz
Cellule(Nx,Ny,Nz)
Dim_reseau(Nx,Ny,Nz)
Boundary_conditions
(x-,x+,y-,y+,z-,z+)
Réseau Cartésien
1D/2D/3D
Numero
type
centre(x,y,z)
cellule  
{Inclusif}
{Incomplète}
Localisation_lattice()
GetIndexMixture()
       Nx,Ny,Nz
Cellule(Nx,Ny,Nz)
Dim_reseau(Nx,Ny.Nz)
Symétrie (30,60,90,120)
Boundary_conditions
(x-,x+,y-,y+,z-,z+)
Réseau hexagonal
2D/3D
{héritage multiple}
à compléter
GetIndexMixture1Dsphere()
Nrayons
Mixture(Nrayons)
1D sphère
GetIndexMixture2DCart()
Npincell
Mixture(Npincell)
2D Cartesien
GetIndexMixture3DCart()
Npincell
Mixture(Npincell)
3D Cartesien
{Incomplète}
{héritage multiple}
Figure 5.1 Diagrammes de classes ge´ome´triques
64
La classe cellule peut s’e´crire ainsi
type cellule
! cell level. contains previously defined derived types.
character (len=10) :: type
double precision :: center(3)
type(inf) :: inf
type(pin) :: pin
type(sphere) :: sphere
type(car1d) :: car1d
type(car2d) :: car2d
type(car3d) :: car3d
end type cellule
Le cas Carte´sien 2D est de´fini suivant
! 2d cartesian geometry. can contain pincells
type car2d
integer :: mix
logical :: pincell
type(pin):: pin
logical :: cyl_cluster
integer :: nbcluster
type(cluster),dimension(:),allocatable :: cluster
end type car2d
Et le cas PINCELL (cylindre 1D) :
! pincell (concentric cylinders)
type pin
integer :: npin
double precision,dimension(:),allocatable :: rpin
integer,dimension(:),allocatable :: mix
endtype pin
On acce`de par exemple au rayon du cylindre ipin de la cellule icell via l’instruction
cell(icell)%car2d%pin%rpin(ipin)
L’algorithme de poursuite neutronique est relativement simple :
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1. Localisation du neutron dans le re´seau : indice de la cellule
2. Changement de repe`re : passage dans le re´fe´rentiel re´seau au re´fe´rentiel cellule
3. De´pendamment du type de cellule (CAR2D, CAR3D), localisation du milieu dans lequel
le neutron se trouve.
A titre d’exemple, pour le cas classique d’une cellule REP, les me´thodes de localisation du
neutron sont triviales :
x=pos(1); y=pos(2); z=pos(3)
npin=cell(icell)%car2d%pin%npin
r=(x-center(1))**2+(y-center(2))**2
r=sqrt(r); rpin_max=cell(icell)%car2d%pin%rpin(npin)
if (r>= rpin_max) then
ireg=geo_info%lattice_xyz%reg(ix,iy,iz)%reg_num
else
id_pin: do ipin=1,npin
rpin=cell(icell)%car2d%pin%rpin(ipin)
if (r <= rpin) then
ireg=geo_info%lattice_xyz%reg(ix,iy,iz)%pin_num(ipin)
exit id_pin
endif
enddo id_pin
endif
Il est important de spe´cifier que le travail re´alise´ ici est tre`s limite´ et ne constitue qu’une
fraction des capacite´s des codes Monte Carlo matures de´veloppe´s par les laboratoires na-
tionaux ame´ricains ou europe´ens. Les capacite´s ge´ome´triques se sont re´ve´le´es ne´anmoins
suffisantes pour de´montrer la fiabilite´ des mode`les mathe´matiques propose´s dans cette the`se.
Par ailleurs, l’utilisation croissante des outils stochastiques en transport de particules rend
de plus en plus ne´cessaire la de´finition de mode`les ge´ome´triques standards. Plusieurs la-
boratoires comme ORNL aux Etats-Unis ou le CEA en France planchent sur l’utilisation
directe de maillages CAD au sein d’outils Monte Carlo. Une autre approche particulie`rement
inte´ressante serait de re´cupe´rer le moteur ge´ome´trique du code GEANT4, le code Monte Carlo
pour le transport de particules du CERN. On pourrait envisager notamment un interfac¸age
via le syste`me ROOT afin de favoriser les e´tapes de pre´ et post-traitements.
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CHAPITRE 6
PREMIE`RE VALIDATION : UTILISATION DES POIDS CORRE´LE´S
Ce chapitre pre´sente la me´thodologie de validation retenue pour tester l’approche Monte
Carlo avec tables de probabilite´ implante´e au sein du module MC:. On de´taille en particulier
les me´thodes utilise´es comme re´fe´rence, typiquement la me´thode Monte Carlo a` e´nergie conti-
nue du code SERPENT (Leppa¨nen, 2010b), et le sche´ma de calcul de´terministe architecture´
autour de la me´thode des probabilite´s de collision du code de re´seau DRAGON (Marleau
et al., 1992, 2006). Les re´sultats obtenus lors de la phase de ve´rification du code seront en-
suite discute´s. Les benchmarks se´lectionne´s sont des cas typiques en calcul de re´seau : cellule
de Rowlands, cellule CANDU-6 et assemblages REP (UOX et MOX).
Les re´sultats de´taille´s dans ce chapitre sont essentiellement tire´s de l’article (Martin et He´bert,
2011a) et des publications de confe´rence (Martin et He´bert, 2010a,b).
6.1 Le code de physique des re´acteurs SERPENT
SERPENT est un code Monte Carlo a` e´nergie continue utilisant en entre´e des librairies
de sections efficaces ponctuelles au format ACE (A Compact ENDF ). Il est de´veloppe´ au
centre de recherche finlandais VTT et constitue a` ce jour un des rares codes Monte Carlo
spe´cifiquement conc¸u pour le calcul de re´seau. Il posse`de a` ce titre un solveur des e´quations
d’e´volutions du champ isotopique. Il est par ailleurs capable comme la plupart des codes
Monte Carlo de mode´liser des ge´ome´tries 3D arbitraires par combinaison de surfaces. Plu-
sieurs caracte´ristiques le distinguent des codes de re´fe´rence MCNP, KENO ou TRIPOLI.
• En premier lieu, l’algorithme de marche ale´atoire repose sur une combinaison de la
me´thode de Woodcock, extreˆmement efficace dans le cas de calculs de re´acteur, avec la
proce´dure classique de  ray-tracing . En pratique, la poursuite neutronique s’effectue
majoritairement suivant la me´thode de Delta-tracking, et bascule sur la proce´dure
re´gulie`re lorsque l’efficacite´ de la me´thode d’inversion de´croit (voir (Leppa¨nen, 2010a)).
Ceci intervient dans les zones ou` la section efficace d’un milieu est largement supe´rieure
a` celles des autres me´langes, due a` la pre´sence de poison ou d’absorbant neutronique
par exemple. Il est possible de de´sactiver comple`tement l’une ou l’autre des proce´dures
de tracking, comme cela sera fait dans le dernier cas ou` uniquement la me´thode de
Woodcock sera utilise´e afin de comparer les performances du code MC:.
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• Le code SERPENT utilise e´galement une grille universelle en e´nergie, ce qui permet
e´galement d’ame´liorer le temps de calcul (Leppa¨nen, 2009). En effet, le nombre de points
en e´nergie peut diffe´rer de manie`re significative d’un isotope a` l’autre, et le temps passe´
lors de l’interpolation en e´nergie de´croit largement lorsque tous les isotopes sont unifie´s
suivant la meˆme grille. En contrepartie, le couˆt en me´moire vive augmente, sans pour
autant exce´der les capacite´s d’un ordinateur courant.
6.2 Me´thode des probabilite´s de collision
En premier lieu, une ve´rification a` l’interne du code DRAGON est propose´e, en utilisant
le sche´ma de calcul de cellule classique base´ sur la me´thode Pij. Le module NXT: est utilise´
afin de ge´ne´rer un fichier de tracking de la ge´ome´trie d’entre´e. Celui-ci sera par la suite utilise´
dans le solveur Pij appele´ par les modules d’auto-protection et de calcul principal de flux.
Une densite´ de 50 tracks cm−1 avec une quadrature azimuthale comprenant 16 angles dans
l’intervalle [0,
pi
2
] sont utilise´es. Les re´sultats sont de manie`re ge´ne´rale assez peu sensibles a`
ces parame`tres. Une discre´tisation du combustible en 6 couronnes a e´te´ applique´e suivant la
relation suivante :
{r1, r2, r3, r4, r5, r6} = {r
√
4
10
, r
√
7
10
, r
√
4
5
, r
√
9
10
, r
√
19
20
, r} ,
avec r rayon du combustible. L’e´tape d’auto-protection des sections efficaces est effectue´e
par la me´thode des sous-groupes projete´es, documente´e au chapitre 4. La prise en compte
des corre´lations entre isotopes est re´alise´e lorsque les tables de probabilite´ 2D sont disponibles.
Les calculs d’auto-protection des sections efficaces multigroupes seront notamment re´alise´es
en utilisant exactement les meˆmes tables de probabilite´ que dans le cas Monte Carlo. L’uti-
lisation des meˆmes donne´es d’entre´e nous permettra de discuter en de´tail de la qualite´ de la
me´thode Monte Carlo avec tables de probabilite´.
6.3 Bibliothe`ques d’entre´e
La meˆme bibliothe`que de sections efficaces issue de l’e´valuation JEF2.2 au format DRA-
GLIB (He´bert et Saygin, 1992) sera utilise´e, avec un appel identique au module LIB:, re´alisant
l’interpolation en tempe´rature des sections efficaces multigroupes et le calcul des tables de
probabilite´ pour les calculs Pij ou Monte Carlo. Dans cette e´tude, le maillage SHEM–295 est
utilise´, avec des tables de probabilite´ calcule´es pour les isotopes re´sonnants dans l’intervalle
[4.5 eV, 11.14 KeV].
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La qualite´ des re´sultats sera discute´e a` l’aide de solutions obtenues par le code Monte Carlo a`
e´nergie continue SERPENT (Leppa¨nen, 2010b). La librairie ACE utilise´e dans cette e´tude a
e´te´ produite avec les meˆmes fichiers PENDF que pour la librairie au format DRAGLIB, ceci
dans le but de limiter les sources d’erreur dues a` l’utilisation de diffe´rentes version de NJOY.
Etant donne´e que dans cette e´tude, les re´actions de diffusion sont conside´re´es isotropes dans
MC:, la re´action de diffusion e´lastique a e´te´ modifie´e dans SERPENT afin d’eˆtre isotrope dans
le re´fe´rentiel du laboratoire (LAB) a` toutes les e´nergies. Les autres re´actions telles que la
diffusion ine´lastique et les re´actions (n,xn) n’ont pas e´te´ modifie´es, mais leurs poids est juge´
tre`s faible sur ces cas ou` la thermalisation est importante. La discussion sur le traitement de
l’anisotropie dans le cadre d’un algorithme Monte Carlo avec la me´thode des sous-groupes
est reporte´e au chapitre 7.
Afin de simplifier les notations par la suite, les re´sultats Monte Carlo avec tables de probabilite´
seront de´nomme´s DRAGON–MC , et ceux obtenus par la me´thode Pij DRAGON–CP .
6.3.1 Me´thodologie de validation
Deux valeurs seront compare´es entre DRAGON et SERPENT :
– Dans un premier temps, on conside`re le taux d’absorption macroscopique dans le com-
bustible dans le domaine [4.5 eV, 11.14 KeV]. Cet intervalle correspond aux groupes 56 a`
206 avec le maillage SHEM–295, pour lesquels des tables de probabilite´ sont ne´cessaires
dans le cas d’isotopes re´sonnants. Les taux de re´actions macroscopiques sont obtenus via
homoge´ne´isation par re´gion mate´rielle mais sans condensation en e´nergie. La diffe´rence
relative (%) entre les calculs DRAGON (MC ou CP) et SERPENT est calcule´e pour
un groupe g suivant
(g) = 100× τ
a,g
i − τa,gref
τa,gref
.
Par ailleurs, l’erreur moyenne ¯, l’erreur inte´gre´e int et l’erreur maximale max sont
e´galement calcule´es. Elles sont de´finies respectivement suivant :
¯ =
1
150
206∑
g=56
|(g)| ,
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int =
206∑
g=56
[τa,gi − τa,gref ]
206∑
g=56
τa,gref
,
max = max(|(g)|); 56 ≤ g ≤ 206 .
ou` i et ref font re´fe´rence aux re´sultats DRAGON (CP ou MC) et SERPENT. Les
parame`tres des simulations Monte Carlo ont e´te´ de´termine´s de manie`re a` conduire
a` des erreurs statistiques tre`s faibles. Typiquement, 3000 cycles de 10000 neutrons
conduisent a` des erreurs statistiques infe´rieures a` 0.05% pour les taux de re´actions. Par
conse´quent, celles-ci ne sont pas reporte´es sur les figures.
– Enfin, les diffe´rences absolues entre les k∞ calcule´s par DRAGON (CP or MC) et
SERPENT k∞ ainsi que l’erreur statistique associe´e sont calcule´es suivant
δk∞ (pcm) = ki∞ − kref∞ ,
et
σcomb =
√
σ2i + σ
2
ref .
6.4 Benchmarks de Rowlands
Les premiers cas tests sont issus des benchmarks propose´s par Rowlands (Rowlands,
1999) et sont repre´sentatifs de cellules REL classiques, a` composition UOX ou MOX. Les
ge´ome´tries sont de types 2D telles que repre´sente´es a` la Figure 6.1. Un calcul a` buckling nul,
i.e. sans fuites, est re´alise´ sur chacune de ces cellules, en imposant des conditions de re´flexion
spe´culaire aux frontie`res du domaine.
Figure 6.1 Ge´ome´tries pour les calculs Monte Carlo (gauche) et Pij (droite)
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L’objectif principal de cette e´tude est de tester l’utilisation des tables de probabilite´ 1D et
2D pour les isotopes corre´le´s. Les grandeurs compare´es seront le coefficient de multiplication
infinie (k∞), ainsi que les taux de re´actions par me´lange. La voie de calcul base´e sur la
me´thode Pij ainsi que le code Monte Carlo SERPENT seront utilise´es afin de ge´ne´rer des
solutions pour ces diffe´rents cas tests.
6.4.1 Composition isotopique des cas tests
L’e´tude propose´e par Rowlands comporte quatre cas UOX et quatre cas MOX, obtenus en
faisant varier la tempe´rature des milieux et la densite´ du mode´rateur. Elle est comple´te´e par
deux autres cas, introduits dans (He´bert, 2008) et pre´sentant un large gradient de tempe´rature
au niveau du combustible pour un me´lange UOX et MOX. Les 5 cas par me´lange chimique
sont de´finis ainsi :
1. UO2-1 : densite´ nominale du mode´rateur a` 293.6 K, tempe´rature du combustible et de
la gaine a` 293 K.
2. UO2-2 : densite´ re´duite du mode´rateur a` 293.6 K, tempe´rature du combustible et de la
gaine a` 293 K.
3. UO2-3 : densite´ re´duite du mode´rateur a` 573.6 K, tempe´rature du combustible a` 900
K, gaine a` 600 K.
4. UO2-4 : densite´ re´duite du mode´rateur a` 573.6 K, tempe´rature du combustible et de la
gaine a` 574 K.
5. UO2-5 : densite´ re´duite du mode´rateur a` 573.6 K, gradient de tempe´rature dans le
combustible (cf Table 6.3), gaine a` 600 K.
Et pour les cas MOX :
1. MOX-1 : densite´ nominale du mode´rateur a` 293.6 K, tempe´rature du combustible et
de la gaine a` 300 K.
2. MOX-2 : densite´ re´duite du mode´rateur a` 293.6 K, tempe´rature du combustible et de
la gaine a` 300 K.
3. MOX-3 : densite´ re´duite du mode´rateur a` 293.6 K, tempe´rature du combustible a` 560
K, gaine a` 300 K.
4. MOX-4 : densite´ re´duite du mode´rateur a` 293.6 K, tempe´rature du combustible et de
la gaine a` 300 K.
5. MOX-5 : densite´ re´duite du mode´rateur a` 293.6 K, gradient de tempe´rature dans le
combustible (cf Tables 6.4), gaine a` 300 K.
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Les tempe´ratures pour le mode´rateur ont e´te´ se´lectionne´es a` 293.6 K et 573.6 K afin de cor-
respondre aux tempe´ratures T pour lesquelles les donne´es de thermalisation sont disponibles
dans l’e´valuation. Les Tables 6.1 et 6.2 indiquent la composition chimique des crayons UOX
et MOX. Les isotopes posse´dant des tables de probabilite´ sont :
Tableau 6.1 Compositions des benchmarks cellules REL UOX.
densite´ nominale Densite´ en H2O re´duite
Me´lange Isotope Densite´ Tempe´rature Densite´ Tempe´rature
(1024 atome/cm3) (K) (1024 atome/cm3) (K)
combustible 235U 7.0803× 10−4 293 7.0803× 10−4 293, 574, 900
238U 2.2604× 10−2 293 2.2604× 10−2 293, 574, 900
16O 4.6624× 10−2 293 4.6624× 10−2 293, 574, 900
gaine Zr 4.3241× 10−2 293 4.3241× 10−2 293, 574, 600
mode´rateur H2O 3.3494× 10−2 293.6 2.3446× 10−2 293.6, 573.6
Tableau 6.2 Compositions des benchmarks cellules REL MOX.
MOX combustible 1 MOX combustible 2
Me´lange Isotope Densite´ Tempe´rature Densite´ Tempe´rature
(1024 atome/cm3) (K) (1024 atome/cm3) (K)
combustible 235U 5.105× 10−5 300 ou 560 5.118× 10−5 300 ou 560
238U 2.037× 10−2 300 ou 560 2.042× 10−2 300 ou 560
238Pu 4.669× 10−5 300 ou 560 2.714× 10−5 300 ou 560
239Pu 1.465× 10−3 300 ou 560 2.714× 10−3 300 ou 560
240Pu 5.691× 10−4 300 ou 560 1.972× 10−4 300 ou 560
241Pu 2.713× 10−4 300 ou 560 4.256× 10−5 300 ou 560
242Pu 1.413× 10−4 300 ou 560 3.577× 10−5 300 ou 560
241Am 3.028× 10−5 300 ou 560 1.234× 10−5 300 ou 560
16O 4.588× 10−2 300 ou 560 4.588× 10−2 300 ou 560
gaine Zr 3.88× 10−2 300 3.88× 10−2 300
mode´rateur H2O 2.372× 10−2 293.6 2.372× 10−2 293.6
– Cas UOX : 235U, 238U et Zr.
– Cas MOX : 238U, 238Pu , 239Pu, 240Pu, 241Pu, 242Pu, 241Am et Zr.
La pre´sence d’isotopes varie´s en font des cas tests ide´aux pour les me´thodes d’auto-protection,
et donc pour la me´thode Monte Carlo avec tables de probabilite´. Les gradients de tempe´rature
dans le combustible de´finissant les cas nume´rote´s 5 sont pre´sente´s dans les tables 6.3 pour le
me´lange UO2 et 6.4 pour le MOX.
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Tableau 6.3 Gradient de tempe´rature dans le crayon UOX.
Rayon exte´rieur Me´lange Tempe´rature
(cm) (K)
0.2529822 combustible 1200.
0.3346640 combustible 1000.
0.3577709 combustible 800.
0.3794733 combustible 700.
0.3898718 combustible 650.
0.4 combustible 600.
0.45 gaine 600.
0.6770275 mode´rateur 573.6
Tableau 6.4 Gradient de tempe´rature dans le crayon MOX.
Rayon exte´rieur Me´lange Tempe´rature
(cm) (K)
0.259307 combustible 900.
0.343031 combustible 700.
0.366715 combustible 500.
0.388960 combustible 400.
0.3996186 combustible 350.
0.41 combustible 300.
0.475 gaine 300.
0.710879 mode´rateur 293.6
6.4.2 Test des types de tables de probabilite´
Les re´sultats produits par la me´thode Monte Carlo se sont re´ve´le´s tre`s sensibles au for-
malisme nume´rique utilise´ pour calculer les tables de probabilite´. Au de´part de ce projet,
l’approche envisage´e e´tait d’utiliser les tables de probabilite´ calcule´es par la me´thode SPM
de´crite dans (He´bert, 2008) et rappele´e a` la section 4.3 du chapitre 4. Dans ce cas, uniquement
les points de base pour la section efficace totale sont calcule´s par la me´thode des moments.
Un calcul de type Root Mean Square (RMS) est utilise´ pour le calcul des points de base pour
les sections efficaces partielles, e.g., fission, diffusion et matrice de transfert pour diffe´rents
ordres de Legendre. La technique nume´rique repose sur la conservation de taux de re´actions
calcule´s dans NJOY pour certaines valeurs de dilution. Cette me´thode, tre`s efficace pour les
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me´thodes d’auto-protection du module USS:, conduisait ne´anmoins a` un biais syste´matique
lorsqu’utilise´ dans le code MC:.
Afin de re´soudre ce proble`me, le formalisme CALENDF a e´te´ ge´ne´ralise´ au calcul des sec-
tions efficaces partielles. Il a fallu modifier en amont le module DRAGR afin que les donne´es
ne´cessaires (les sections efficaces ponctuelles des re´actions partielles) soient elles aussi stocke´es.
La seule diffe´rence entre ces deux approches est donc la me´thode de calcul invoque´e lors de
la de´termination des tables de probabilite´ pour les re´actions partielles. Pour illustrer ce
proble`me, les taux d’absorption pour le combustible ont e´te´ calcule´s pour le cas MOX-1 dans
les deux cas. Les re´sultats affiche´s a` la Figure 6.2 et re´sume´s dans le tableau 6.5 de´montrent
une ame´lioration des re´sultats lorsque la me´thode CALENDF est applique´e pour toutes les
re´actions. Diffe´rents tests nume´riques ont confirme´ ce phe´nome`ne, et la conclusion est que
Tableau 6.5 Test des types de tables de probabilite´, cas MOX-1
DRAGON–MC DRAGON–CP
SPM CALENDF SPM CALENDF
k∞ (δk∞ pcm) 1.21753 (-750) 1.22640 (151) 1.22453 (-52) 1.22503 (-2)
¯ (%) 2.20 1.50 1.31 1.38
int (%) 0.44 -0.07 0.62 0.42
max (%) 16.5 11.09 9.78 9.60
l’approche RMS peut e´chouer pour certaines re´actions dans un nombre limite´ de groupes.
Dans certains groupes re´sonnants, des points de base pour les re´actions partielles peuvent
devenir le´ge`rement ne´gatifs. Ceci ne cause aucun proble`me dans le cas des me´thodes d’auto-
protection du module USS:, ou` uniquement la section efficace de diffusion P0 est calcule´
par une approche RMS. Les autres sections efficaces partielles n’interviennent pas dans la
re´solution des e´quations des sous-groupes.
La supe´riorite´ de la me´thode des moments vis-a`-vis d’autres techniques de de´termination
des tables de probabilite´ n’est pas une de´couverte. Les travaux initiaux de Ribon et de
Cullen font de´ja` e´tat de l’ame´lioration introduite par la me´thode des moments comparative-
ment a` d’autres techniques (RMS, e´quiprobables par exemple) sur des proble`mes de transport
analytiques (Ribon et Maillard, 1986; Cullen, 1980).
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Figure 6.2 Comparaison des taux de re´actions
6.4.3 Comparaison des k∞
Les k∞ obtenus par les calculs DRAGON–MC et DRAGON–CP pour les tables de proba-
bilite´ 1D et 2D sont respectivement donne´s aux Tableaux 6.6 and 6.7. De manie`re ge´ne´rale,
on remarque que les re´sultats fournis par le code DRAGON sont en concordance avec ceux
obtenus par SERPENT. Les diffe´rences absolues sont infe´rieures a` 200 pcm sauf pour les
cas avec gradient de tempe´rature. L’introduction des poids corre´le´s engendre une re´duction
des diffe´rences de l’ordre de 100 pcm. On de´montre ici l’ame´lioration apporte´e par les poids
corre´le´s dans un code Monte Carlo, meˆme si cet impact reste relativement mineur de manie`re
ge´ne´rale. Ceci s’explique simplement par le fait que les effets d’interfe´rence sont en grande
partie re´solus de par la structure meˆme du maillage SHEM.
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Tableau 6.6 k∞ avec tables de probabilite´ 1D
DRAGON–MC DRAGON–CP SERPENT
Cas k∞ (σ) δk∞ vs. SERPENT (σcomb) k∞ (σ) δk∞ vs. SERPENT (σcomb) k∞ (σ)
UO2-1 1.39094 (12) -19 (17) 1.39135 22 (12) 1.39113 (12)
UO2-2 1.34058 (12) 40 (17) 1.33967 -51 (12) 1.34018 (12)
UO2-3 1.31049 (12) 144 (17) 1.30907 -2 (12) 1.30905 (12)
UO2-4 1.32337 (12) 123 (17) 1.32203 -11 (12) 1.32214 (12)
UO2-5 1.30801 (12) -87 (12) 1.30811 97 (12) 1.30714 (12)
MOX-1 1.22656 (14) 151 (18) 1.22503 -2 (12) 1.22505 (12)
MOX-2 1.21293 (14) 167 (18) 1.21092 -34 (12) 1.21126 (12)
MOX-3 1.26874 (14) 144 (18) 1.26734 4 (12) 1.26730 (12)
MOX-4 1.25549 (14) 236 (18) 1.25408 95 (12) 1.25313 (12)
MOX-5 1.20786 (14) 315 (18) 1.20739 268 (12) 1.20471 (12)
Tableau 6.7 k∞ avec tables de probabilite´ 2D
DRAGON–MC DRAGON–CP SERPENT
Cas k∞ (σ) δk∞ vs. SERPENT (σcomb) k∞ (σ) δk∞ vs. SERPENT (σcomb) k∞ (σ)
UO2-1 1.39021 (12) -92 (12) 1.39131 18 (12) 1.39113 (12)
UO2-2 1.33979 (12) -39 (17) 1.33963 -55 (12) 1.34018 (12)
UO2-3 1.31085 (12) 180 (17) 1.30911 6 (12) 1.30905 (12)
UO2-4 1.32311 (12) 97 (17) 1.32202 12 (12) 1.32214 (12)
UO2-5 1.30671 (12) -43 (12) 1.30705 -9 (12) 1.30714 (12)
MOX-1 1.22604 (14) 99 (18) 1.22527 22 (12) 1.22505 (12)
MOX-2 1.21197 (14) 71 (18) 1.21130 4 (12) 1.21126 (12)
MOX-3 1.26830 (14) -100 (18) 1.26780 50 (12) 1.26730 (12)
MOX-4 1.25472 (14) 159 (18) 1.25470 152 (12) 1.25313 (12)
MOX-5 1.20711 (14) 240 (18) 1.20693 222 (12) 1.20471 (12)
6.4.4 Comparaison des taux d’absorption
Les diffe´rences relatives pour les taux d’absorption sont affiche´es a` la figure 6.3, pour
les deux types de tables de probabilite´. On remarque premie`rement que les re´sultats Monte
Carlo pre´sentent des erreurs relatives tre`s semblables aux cas de´terministes. Les erreurs
moyennes, inte´gre´es et maximales donne´es dans le tableau 6.8 de´montrent l’ame´lioration des
re´sultats dans le cas d’un calcul avec poids corre´le´s. Ce re´sultat, initialement de´montre´ pour
les me´thodes d’auto-protection (voir (He´bert, 2005; He´bert, 2008)) est ici ge´ne´ralise´ au cas
stochastique. Cependant, le niveau d’ame´lioration n’est pas exactement le meˆme dans les
deux cas.
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Tableau 6.8 Erreurs pour les taux d’absorption
PT 1D PT 2D
DRAGON–MC DRAGON–CP DRAGON–MC DRAGON–CP
¯ (%) 1.50 1.40 1.45 0.96
int (%) -0.07 0.42 0.02 0.24
max (%) 11.09 9.60 8.55 4.67
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Figure 6.3 Diffe´rences relatives pour les taux d’absorption dans le combustible
Pour les calculs base´s sur la me´thode des probabilite´s de collision, l’utilisation des poids
corre´le´s diminuent pratiquement d’un facteur 2 l’erreur relative maximale (9.60 a` 4.67 %).
Dans le cas Monte Carlo, l’impact est de 2% (11.09 a` 8.55%). Encore une fois, cette diffe´rence
est relie´e a` la pre´cision nume´rique de ces tables de probabilite´ 2D. Quand la table de pro-
babilite´ atteint un ordre important (9 ou 10 par exemple), le calcul des poids corre´le´s peut
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introduire des poids le´ge`rement ne´gatifs. Ceci apparaˆıt uniquement pour quelques isotopes
(essentiellement 238U) et dans un tre`s faible nombre de groupe. Plusieurs techniques de nor-
malisation ont e´te´ introduites dans le cas Monte Carlo, mais sans pour autant re´ussir a` re´duire
cette source d’erreur. Ceci explique pourquoi l’erreur maximale reste du meˆme ordre de gran-
deur dans le cas Monte Carlo. A noter que la pre´sence de poids ne´gatifs n’a pratiquement
aucun impact dans le cadre d’algorithme de´terministe. Dans tous les cas, l’erreur inte´gre´e int
est tre`s faible : 0.07% dans le cas 1D, et 0.02% dans le cas 2D. Ceci justifie e´galement le fait
que l’erreur maximale est localise´e dans des groupes de faible importance.
6.5 Assemblage CANDU
Ce cas est de´rive´ d’un test de non-regression du code DRAGON. Les caracte´ristiques
ge´ome´triques illustre´es a` la figure 6.4 sont les suivantes : un pas de re´seau de 28.575 cm,
cluster cylindrique de 37 crayons de combustible, avec de l’eau lourde comme caloporteur,
entoure´ respectivement des tubes de pression, de l’he´lium, des tubes de calandre et finalement
de l’eau lourde comme mode´rateur. La composition isotopique est de´finie au tableau 6.9.
Figure 6.4 Ge´ome´tries pour les calculs Monte Carlo (gauche) et Pij (droite)
L’e´tude re´alise´e ici est une e´valuation classique du coefficient de re´activite´ du vide (CVR).
Deux calculs de re´seau sans fuites sont re´alise´s avec des conditions de translation aux frontie`res,
avec ou sans caloporteur. Deux voies de calculs sont compare´es :
• DRAGON–CP : me´thode des probabilite´s de collision.
• DRAGON–MC : me´thode Monte Carlo avec tables de probabilite´.
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Tableau 6.9 Composition isotopique de la cellule CANDU-6.
Me´lange Isotope Densite´ Tempe´rature
(1024 atom/cm3) (K)
combustible 235U 1.6771× 10−4 941.3
238U 2.3111× 10−2 941.3
16O 4.6557× 10−2 941.3
gaine 56Fe 1.1089× 10−4 550.6
58Ni 4.0148× 10−5 550.6
52Cr 8.2102× 10−5 550.6
11B 1.0916× 10−6 550.6
Zr 4.2521× 10−2 550.6
caloporteur 16O 2.4444× 10−2 550.6
2H 4.8508× 10−2 550.6
H 3.8034× 10−4 550.6
Tube de pression 93Nb 1.0647× 10−3 550.6
11B 7.5470× 10−7 550.6
Zr 4.2435× 10−2 550.6
Gap Helium 4He 2.1064× 10−4 550.6
calandre 56Fe 1.1089× 10−4 345.6
58Ni 4.0148× 10−5 345.6
52Cr 8.2102× 10−5 345.6
11B 1.0916× 10−6 345.6
Zr 4.2521× 10−2 345.6
mode´rateur 16O 3.2572× 10−2 345.6
2H 6.5085× 10−2 345.6
H 5.7977× 10−5 345.6
Le CVR est ensuite e´value´ suivant
ρCV R =
(
1
kfull∞
− 1
kvoid∞
)
.
ou` kfull∞ correspond a` la cellule avec caloporteur, tandis que k
void
eff a` la cellule vidange´e. Dans
le cas des calculs Monte Carlo, l’e´cart-type associe´ a` chaque keff (suppose´ inde´pendants)
peut eˆtre combine´ via
σCV R =
√
(σfull)2
(kfull∞ )4
+
(σvoid)2
(kvoid∞ )4
.
Dans le cas du code DRAGON (CP ou MC), la librairie d’entre´e comprend 295 groupes
(SHEM–295 g) au format Draglib et est base´e sur l’e´valuation JEFF3.1. Des tables de pro-
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babilite´ seront calcule´s pour 3 isotopes : 235U, 238U et Zr entre 4.6 eV et 11.14 KeV.
Comme pre´ce´demment, l’e´tape d’auto-protection des re´sonances est re´alise´e par une me´thode
des sous-groupes utilisant exactement les meˆmes tables de probabilite´ (CALENDF) que pour
le module MC:. La me´thode des probabilite´s de collision est utilise´e, avec une densite´ de 50
lignes/cm et une quadrature azimuthale de 12 angles ∈ [0, pi
2
] pour l’ope´rateur de tracking
NXT:. Pour le calcul de flux principal, les meˆmes options sont utilise´es, avec cette fois-ci une
discre´tisation en 6 et 10 anneaux pour le caloporteur et le mode´rateur, respectivement, ainsi
qu’une subdivision en deux pour les crayons de combustible. Une correction de transport P0
de type APOLLO est utilise´ pour la diffusion dans le cas de la me´thode des probabilite´s de
collision.
Tableau 6.10 k∞ pour une cellule CANDU-6
DRAGON–CP DRAGON–MC
k∞ cellule pleine 1.12559 1.25931 ± 0.0003
k∞ cellule vide 1.14699 1.14712 ± 0.0003
ρCV R 1660 pcm 1640 ± 23 pcm
Les re´sultats affiche´s au tableau 6.10 de´montrent la concordance entre les deux me´thodes
nume´riques lors de l’e´valuation du k∞ et du ρCV R. Les diffe´rences pour le coefficient de
re´activite´ du vide entre DRAGON–MC and DRAGON–CP sont typiquement en dessous de
2σ.
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6.6 Assemblage REP UOX
Ce benchmark est propose´ afin de de´montrer la faisabilite´ de la me´thode Monte Carlo
avec tables de probabilite´ dans une configuration plus complexe que les deux pre´ce´dentes. Le
but est de de´montrer la possibilite´ de combiner un algorithme Monte Carlo reposant sur la
me´thode de Woodcock avec un formalisme de tables de probabilite´ dans le cas de plusieurs
centaines de re´gions re´sonnantes. On rappelle par ailleurs que le tirage des tables de proba-
bilite´ n’intervient que dans le cas des isotopes re´sonnants dans les groupes re´sonnants (56 a`
206 dans le maillage SHEM–295).
Pour cela, un cas issu de la base de validation du code SERPENT a e´te´ se´lectionne´. Il
s’agit d’un assemble REP comportant 17×17 crayons de combustibles, tel qu’illustre´ a` la
figure 6.5. Des conditions de re´flexion pe´riodique sont applique´es dans ce cas.
Figure 6.5 Assemblage UOX REP
81
La composition du combustible, indique´e au tableau 6.11 est repre´sentative de celle d’un
assemblage UOX initialement enrichi a` 3.25% et qui aurait e´volue´ jusqu’a` un burnup moyen
de 25MWj/KgU. Les isotopes ayant des tables de probabilite´ dans les groupes re´sonnants
sont note´s en gras. Il est inte´ressant de noter la pre´sence de 50 ppm de Bore dilue´ dans
le mode´rateur, ce qui vient limiter l’efficacite´ de la me´thode de delta-tracking utilise´e dans
MC: et dans SERPENT. Les librairies utilise´es dans cette e´tude sont base´es sur l’e´valuation
JEFF3.1. L’anisotropie de la diffusion est conside´re´e via une correction de transport dans le
cas du code MC:.
Tableau 6.11 Composition isotopique de l’assemblage REP UOX : enrichissement initial de
3.25%, burnup a` 25 MWj/KgU
Me´lange Isotope Densite´ Tempe´rature
(1024 atom/cm3) (K)
combustible 235U 3.000× 10−4 900
236U 8.000× 10−5 900
238U 2.000× 10−2 900
237Np 7.100× 10−6 900
238Pu 1.700× 10−6 900
239Pu 1.200× 10−4 900
240Pu 3.800× 10−5 900
241Pu 2.100× 10−5 900
242Pu 5.300× 10−6 900
241Am 4.200× 10−7 900
131Xe 1.400× 10−5 900
135Xe 8.000× 10−9 900
153Eu 2.800× 10−6 900
149Sm 9.000× 10−8 900
103Ru 1.800× 10−5 900
143Nd 2.500× 10−5 900
133Cs 3.500× 10−5 900
155Gd 8.400× 10−10 900
99Tc 3.200× 10−5 900
99Mo 3.200× 10−5 900
147Pm 6.400× 10−6 900
150Sm 7.500× 10−6 900
151Sm 4.100× 10−7 900
152Sm 3.200× 10−6 900
16O 4.510× 10−2 900
Gaine Zr 3.955× 10−2 600
56Fe 1.383× 10−4 600
52Cr 7.072× 10−5 600
16O 2.874× 10−4 600
mode´rateur H2O 2.362× 10−2 573.6
10B 4.321× 10−6 573.6
11B 1.739× 10−5 573.6
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Les grandeurs compare´es entre DRAGON–MC et SERPENT sont dans ce cas le facteur
de multiplication k∞ ainsi que le flux inte´gre´ homoge´ne´ise´ par crayon et condense´ a` deux
groupes, un rapide et un thermique (limite impose´e a` 0.625 eV). Les figures de me´rite des
deux codes sont e´galement compare´es. Celles-ci sont e´value´es suivant
FOM =
1
T (σ(k∞)
k∞ )
2
,
avec T la dure´e totale du calcul en minutes et σ(k∞) l’e´cart-type associe´ au k∞. Les calculs
ont e´te´ re´alise´s sur le meˆme processeur Intel Xeon R© cadence´ a` 3.00 GHz, avec exactement
les meˆmes parame`tres de simulation : 1050 cycles de 10000 neutrons, (50 premiers inactifs).
Les e´carts relatifs entre MC: et SERPENT sont repre´sente´s aux figures 6.6 et 6.7 dans le
cas de tables de probabilite´ 1D et 2D, respectivement. Il n’y a pas de diffe´rences signifi-
catives entre les deux cas, les diffe´rences e´tant typiquement infe´rieures a` 1% pour le flux
thermique. Dans le cas du flux rapide, les e´carts sont le´ge`rement plus importants, avec une
diffe´rence relative entre 1 et 2% et un maximum de 6% pour les trous d’eau. Ceci est essen-
tiellement relie´ a` l’incohe´rence du traitement de l’anisotropie de la diffusion et n’est pas relie´
au formalisme des tables de probabilite´. De plus, le spectre est majoritairement thermique
dans le cas d’un assemblage REP.
Tableau 6.12 Assemblage REP UOX
DRAGON–MC SERPENT
Tables de probabilite´ 1D 2D
keff (σ) 1.03868 (39) 1.03832 (40) 1.037772 (40)
δkeff vs. SERPENT σcomb 96 (56) 60 (56)
Temps CPU (min) 15.1 15.2 15.6
FOM 183.2 177.3 172.6
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Figure 6.6 Diffe´rences relatives pour le flux inte´gre´ (sans corre´lations)
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Figure 6.7 Diffe´rences relatives pour le flux inte´gre´ (corre´lations active´es)
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Les keff affiche´s au tableau 6.12 sont cohe´rents entre les deux codes. L’utilisation de poids
corre´le´s permet une diminution des e´carts absolus de l’ordre de 40 pcm. Enfin, le temps de
calcul est similaire entre les deux codes. Ceci est important e´tant donne´ le grand nombre
d’isotopes re´sonnants pre´sents dans ce cas test. Ces re´sultats sont ne´anmoins pre´liminaires
et il est le´gitime de supposer que le temps de calcul peut eˆtre encore optimise´, typiquement
par ame´lioration du code de MC:.
Il est par ailleurs clair qu’un algorithme de tracking uniquement base´ sur Woodcock n’est
pas optimal dans le cas ou` des poisons neutroniques sont pre´sents. Dans ces cas, il suffirait
de suivre la me´thode du code SERPENT et de passer de la me´thode de Woodcock a` une
me´thode de ray-tracking re´gulie`re. Une autre approche serait la possibilite´ d’assigner une
me´thode de tracking diffe´rente par volume ou re´gion conside´re´e, comme le propose le code
MORET.
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CHAPITRE 7
REPRE´SENTATION DE L’ANISOTROPIE DE LA DIFFUSION
7.1 Introduction
Tenir compte de l’anisotropie de la diffusion est un sujet difficile dans les cas d’un al-
gorithme Monte Carlo utilisant des donne´es multigroupes en entre´e. Cette difficulte´ persiste
avec l’utilisation de tables de probabilite´, et rele`ve essentiellement de l’utilisation de moments
de Legendre pour la section efficace de diffusion. En effet dans l’approche usuelle, les sections
efficaces de diffusion sont accessibles sous la forme d’une se´rie de Legendre tronque´e a` l’ordre
L :
σs(E
′ ← E, µ) =
L∑
`=0
2`+ 1
2
σs,`(E
′ ← E)P`(µ) , (7.1)
avec
σs,`(E
′ ← E) =
∫ 1
−1
dµσs(E
′ ← E, µ)P`(µ) . (7.2)
Ici, poser L = 0 ou L = 1 correspond a` conside´rer la diffusion isotrope ou line´airement
anisotrope dans le re´fe´rentiel LAB. La repre´sentation en polynoˆmes de Legendre de la sec-
tion efficace de diffusion a e´te´ historiquement introduite dans le code NJOY et son module
GROUPR car elle e´tait directement utilisable dans les codes de transport SN . Ce n’est pas
le cas pour les codes Monte Carlo multigroupes, ou` les donne´es initiales doivent eˆtre retrans-
crites dans un formalisme ade´quat.
En premier lieu, il est important de constater que les re´actions de diffusion ne peuvent
eˆtre que tre`s rarement conside´re´es uniquement isotropes dans le re´fe´rentiel LAB. Ainsi, si en
physique des re´acteurs un calcul avec des sections efficaces de diffusion corrige´es transport
(P0TR) ou line´airement anisotrope (P1) est suffisant pour mode´liser un assemblage REP ou
CANDU, dans les cas plus complexes (assemblages BWR, SFR) il est parfois ne´cessaire de
monter jusqu’a` un ordre plus e´leve´ (P3 ou P5).
En criticite´, certaines configurations peuvent pre´senter des cas plus proble´matiques, notam-
ment les milieux a` spectres rapides, peu mode´re´s, fortement re´fle´chis. Les bibliothe`ques du
code APOLLO2 dans la chaˆıne de calcul CRISTAL peuvent ainsi contenir des sections ef-
ficaces de diffusion de´veloppe´es jusqu’a` l’ordre P9. Il est donc primordial de pouvoir tenir
compte de toute l’information pre´sente dans les librairies d’entre´e dans un code de transport
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applicable au calcul de criticite´.
Un des objectifs de cette e´tude e´tant de pouvoir tester la me´thode Monte Carlo avec sous-
groupe sur des configurations de criticite´, il a e´te´ ne´cessaire de s’inte´resser a` cette proble´ma-
tique. Graˆce a` un e´change avec l’e´quipe du SEC/LERD de l’IRSN, toutes les techniques
utilise´es dans le code MORET pour tenir compte de l’anisotropie de la loi de choc dans le
cas de sections efficaces macroscopiques par groupe ont e´te´ adapte´es au cas microscopique
avec tables de probabilite´. La me´thode dite des angles discrets (note´e usuellement D.A.T.
pour Discrete Angle Technique) est en ce sens tre`s inte´ressante, car elle permet de transcrire
toute l’information contenue dans la librairie d’entre´e (i.e., sections efficaces de transfert
de´veloppe´es a` un ordre arbitraire L) en fournissant quelques valeurs discre`tes pour µ en fonc-
tion du couple (E,E’). L’ide´e ge´ne´rale est la pre´servation des moments associe´s a` la densite´
de probabilite´ du cosinus de diffusion, typiquement par application de la me´thode CALENDF.
D’autres me´thodes base´es e´galement sur la conservation des moments existent, notamment
celles reposant sur une repre´sentation en escaliers, e´quiprobables ou non (Li, 1998). Des
techniques semi-analytiques existent dans le cas de lois de diffusion base´es sur des ordres
faibles (P1 ou P3), connues sous le nom de me´thode de Coveyou et de Lux, respectivement.
Ces me´thodes ont notamment e´te´ implante´es dans MC: afin de tenir compte de l’anisotropie
de la diffusion lorsque l’on ne dispose que de lois d’anisotropie de´veloppe´es a` des ordres faibles.
Apre`s quelques rappels ge´ne´raux, nous pre´senterons le traitement de l’anisotropie dans le cas
a` e´nergie continue puis dans le cas multigroupe. Enfin, nous montrerons comment l’approche
D.A.T. a e´te´ ge´ne´ralise´e a` la repre´sentation des sections efficaces par tables de probabilite´.
7.2 Quelques rappels
Une discussion comple`te de la cine´matique de la collision neutron/noyau peut eˆtre trouve´e
a` la re´fe´rence (He´bert, 2009), tandis que la mode´lisation de l’anisotropie de la diffusion pour
la me´thode Monte Carlo multigroupe a e´te´ e´tudie´e a` l’IRSN par A. Lecocq (Le Cocq, 1998).
L’article de Brockmman synthe´tise les techniques de mode´lisations de l’anisotropie de la dif-
fusion dans le cadre du transport de neutrons (Brockmann, 1981), a` la fois pour les me´thodes
de´terministes ou Monte Carlo. La the`se de Li (Li, 1998) de´taille l’approche par paliers non
e´quiprobables applicable aux codes Monte Carlo multigroupes.
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Ici, nous nous contenterons de pre´senter l’essentiel ne´cessaire a` la compre´hension du trai-
tement implante´ dans DRAGON au sein du module MC:, soit la me´thode D.A.T. ainsi que
les techniques semi-analytiques de Coveyou et de Lux.
La re´action de diffusion se se´pare en deux types : e´lastique, ou ine´lastique. Les re´actions
ine´lastiques peuvent e´galement se de´cliner en re´actions (n,xn), avec n=2,3 ou 4 typiquement.
On rappelle que dans le cas de mate´riaux suppose´s isotropes, la section efficace macroscopique
de diffusion s’e´crit :
Σs(r, E
′ ← E,Ω′ ← Ω) = 1
2pi
Σs(r, E
′ ← E,Ω′ ·Ω) .
On note ge´ne´ralement µ = µLAB = Ω
′ ·Ω le cosinus de l’angle de diffusion dans le re´fe´rentiel
du laboratoire (LAB). De manie`re ge´ne´rale, la section efficace macroscopique de diffusion est
la somme des sections efficaces microscopiques de tous les isotopes pre´sents dans le mate´riel
conside´re´ :
Σs(r, E
′ ← E,Ω′ ·Ω) =
n∑
i=1
ni
∑
j
νi,jσ
i,j
s (r, E
′ ← E,Ω′ ·Ω) ,
avec
– i, type de noyau ;
– j, type de diffusion : e´lastique, ine´lastique, (n,xn) ;
– νi,j, le nombre de neutrons obtenus apre`s un choc sur i et une re´action j : x pour une
re´action (n,xn), 1 sinon ;
– σi,js , section efficace de diffusion de type j pour un choc sur le noyau i.
La cine´matique de la collision neutron/noyau est toujours analyse´e par commodite´ dans le
syste`me du centre de masse (CM). L’anisotropie intervenant alors dans le re´fe´rentiel du
centre de masse est due principalement au type de collision et aux proprie´te´s physiques du
noyau (masse, vitesse initiale). De manie`re ge´ne´rale, la diffusion e´lastique est isotrope pour
des e´nergies infe´rieures a` 100 KeV en moyenne. Au dela`, la distribution angulaire devient
de plus en plus marque´e vers l’avant. Cet effet est de plus croissant avec la masse du noyau
collisionne´, et reste peu prononce´ pour les isotopes le´gers tels que l’hydroge`ne. Ainsi, la distri-
bution angulaire dans le cas d’un choc e´lastique peut eˆtre fortement anisotrope, typiquement
a` haute e´nergie et pour des isotopes lourds. A l’inverse, la diffusion ine´lastique peut eˆtre
ge´ne´ralement conside´re´e comme isotrope dans le CM.
Les calculs s’ope´rant dans le re´fe´rentiel LAB, il convient de s’inte´resser a` l’effet du change-
ment de repe`re sur la densite´ de probabilite´ du cosinus de diffusion. On conside`re uniquement
le cas e´lastique. L’expression du cosinus de diffusion dans le re´fe´rentiel LAB µL en fonction
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du re´fe´rentiel du CM µC s’e´crit :
µL =
1 + AµC√
A2 + 2AµC + 1
, (7.3)
donc :
dµC
dµL
=
(1 + 2AµC + A
2)3/2
A2(µC + A)
. (7.4)
Or on a :
Pe(µL)dµL = Pe(µC)
∣∣∣∣dµCdµL
∣∣∣∣ dµL , (7.5)
Soit
Pe(µL) =
∣∣∣∣(1 + 2AµC + A2)3/2A2(µC + A)
∣∣∣∣Pe(µC) . (7.6)
On observe alors deux tendances :
– Pour A → +∞ : µL ' µC . Pour le cas de noyaux lourds, il n’y a pas d’impacts
significatifs du changement de repe`re sur la distribution angulaire.
– Pour A→ 1 :
(1 + 2AµC + A
2)3/2
A2(µC + A)
' 2
√
2
√
1 + µC , (7.7)
Or √
1 + µC '
√
2µL , (7.8)
D’ou` :
Pe(µL) = 4µLPe(µC) . (7.9)
On rappelle que la densite´ de probabilite´ du cosinus dans le re´fe´rentiel CM s’e´crit pour
une diffusion isotrope Pe(µC) = 12 , avec −1 ≤ µC ≤ 1. D’ou`
Pe(µL) = 2µL, 0 ≤ µL ≤ 1 . (7.10)
La distribution angulaire du syste`me devient ainsi fortement pique´e vers l’avant. On
peut ge´ne´raliser ces relations au cas ine´lastique en remplac¸ant A par
γ(E) = A
√
1 +
A+ 1
A
Q
E
dans les relations 7.3, 7.4, 7.5, 7.6.
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7.3 Mode´lisation de l’anisotropie en e´nergie continue
Les e´quations de la cine´matique entraˆınent une corre´lation entre le cosinus de diffusion µ
et le couple (E,E ′), ce qui peut conduire a` deux approches possibles dans le traitement de la
collision. On peut dans un premier temps e´chantillonner le cosinus de diffusion, typiquement
dans le re´fe´rentiel du centre de masse (CM), puis ensuite de´terminer l’e´nergie secondaire
et la direction dans le re´fe´rentiel du laboratoire a` partir des relations de la cine´matique.
C’est l’approche retenue dans les codes Monte Carlo a` e´nergie continue, et ceci s’exprime
formellement suivant
σi,js (E
′ ← E, µ) = σi,js (E)f i,j(E, µ)P i,jµ (E ′ ← E) , (7.11)
Avec :
– σi,js (E) la section efficace de diffusion de type j sur le noyau i.
– f i,j(E, µ) densite´ de probabilite´ permettant d’e´chantillonner µC en fonction de E.
– P i,jµ (E
′ ← E) fonction permettant de calculer ensuite E’.
Les e´valuations de donne´es nucle´aires (format ENDF) stockent ainsi les lois f i,j(E, µ) pour
chaque re´action en fonction de l’e´nergie incidente, sous la forme de se´rie tronque´e de Le-
gendre :
f i,j(E, µ) =
L∑
`=1
2`+ 1
2
a`(E)P`(µ) . (7.12)
Les codes Monte Carlo ponctuels transforment ensuite ces lois en tables e´quiprobables pour
le cosinus de diffusion, interpole´es en fonction de l’e´nergie incidente. Ces plages e´quiprobables
sont directement utilisables par les codes Monte Carlo a` e´nergie continue. La direction dans le
re´fe´rentiel LAB ainsi que l’e´nergie secondaire E’ sont ensuite calcule´es a` partir des e´quations
de la cine´matique.
7.4 Mode´lisations de l’anisotropie dans le cas multigroupe
Dans les codes de transport base´s sur l’approche multigroupe, la section de diffusion est
de´finie suivant
σs(g) = σe(g) + σin(g) +
∑
x≥2
σn,xn(g) avec g = [Eg, Eg+1]. (7.13)
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Les matrices de transfert sont de´finies a` diffe´rents ordres de Legendre par :
σs,`(g
′ ← g) = σe,`(g′ ← g) + σin,`(g′ ← g) +
∑
x≥2
σn,xn,`(g
′ ← g) . (7.14)
En sortie du module GROUPR de NJOY, on dispose ainsi pour 0 ≤ ` ≤ L+ 1 des moments
de Legendre des coefficients de la matrice de transfert σs,`(g
′ ← g) et donc des moments de
la section efficace totale σs,`(g) =
∑
g′
σs,`(g
′ ← g) . La difficulte´ apparaissant ici est l’absence
d’informations particulie`res a` chaque type de re´action. On peut ne´anmoins reformuler la
section efficace de transfert g′ ← g pour le cosinus de diffusion µ suivant :
σg
′←g
s (µ) = σs,0(g)pg′←gfg′←g(µ) , (7.15)
avec
• pg′←g fonction permettant d’e´chantillonner g′ directement en fonction de g,
• fg′←g(µ) densite´ de probabilite´ pour µ pour le couple (g, g′).
En effet, la probabilite´ d’un transfert g′ ← g et la densite´ de probabilite´ du cosinus µ peuvent
s’e´crire en fonction des donne´es initiales :
• pg′←g =
σg
′←g
s,0
σgs,0
.
• fg′←g(µ) =
L∑
`=0
2`+ 1
2
f`,g′←gP`(µ), avec f`,g′←g =
σg
′←g
s,`
σg
′←g
s,0
.
L’approche retenue dans tous les codes Monte Carlo reposant sur l’approximation multi-
groupe implique d’abord de de´terminer l’e´nergie secondaire en fonction du type de re´action
et de l’e´nergie initiale, puis ensuite e´valuer µ a` partir de la densite´ de probabilite´ associe´e au
transfert g ← g′. Ceci s’exprime suivant :
1. L’e´nergie secondaire est de´termine´e suivant pg′←g.
2. Le cosinus de diffusion (dans le re´fe´rentiel LAB) est tire´e suivant fg′←g(µ).
L’approche multigroupe et sous-groupe conduisent a` des approches tre`s similaires. En effet
dans le cas de la me´thode des sous-groupes de´veloppe´e dans cette e´tude, les coefficients de
la matrice de transfert sont disponibles sous la forme d’une se´rie de Legendre pour chaque
transfert d’un sous-groupe k d’un groupe g vers un groupe g′, que l’on note g′ ← {g, k}.
σg
′←{g,k}
s (µ) =
L∑
`=0
2`+ 1
2
σ
g′←{g,k}
s,` P`(µ) , (7.16)
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Comme dans le cas multigroupe pre´sente´e a` l’Eq. 7.15, on peut e´crire :
σg
′←{g,k}
s = σ
g,k
s,0pg′←{g,k}fg′←{g,k}(µ) , (7.17)
ou`
• pg′←{g,k} =
σ
g′←{g,k}
s,0
σg,ks,0
, probabilite´ d’un transfert g′ ← {g, k}.
• fg′←{g,k}(µ) =
L∑
`=0
2`+ 1
2
f`,g′←{g,k}P`(µ), avec f`,g′←{g,k} =
σ
g′←{g,k}
s,`
σ
g′←{g,k}
s,0
, probabilite´ de
densite´ pour le cosinus de diffusion µ correspondant au transfert g′ ← {g, k}.
Cependant les relations pre´ce´dentes indiquent que nous ne disposons pas explicitement des
coefficients de transfert d’un sous-groupe vers un autre sous-groupe, mais uniquement d’un
sous-groupe d’un groupe donne´ vers un autre groupe (qui peut eˆtre le meˆme que celui d’ori-
gine). L’approche usuelle est donc de re´partir les neutrons dans les sous-groupes k′ ∈ [1, K ′]
du groupe secondaire g′ suivant leur importance (Cullen, 1986) :
σ{g
′,k′}←{g,k}
s = ω
′
kσ
g′←{g,k}
s . (7.18)
La loi de diffusion multigroupe peut eˆtre e´crite en fonction des coefficients de la matrice de
transfert multibande :
σg
′←g
s =
K∑
k=1
ωkσ
g′←{g,k}
s . (7.19)
En particulier, il n’y a pas de transfert du sous-groupe k du groupe g vers le sous-groupe k′
du groupe g′ s’il n’y a pas de transfert multigroupe de g vers g′. Une re´action de diffusion
sera ainsi traite´e en trois e´tapes dans le cas de la me´thode des sous-groupes :
1. Tirage du groupe secondaire g′ a` partir de la loi de probabilite´ pg′←{g,k}.
2. Tirage du cosinus µ a` partir de fg′←{g,k}(µ).
3. Tirage du nouveau sous-groupe k′ dans le groupe g′.
On rappelle que ces donne´es sont initialement calcule´es pour des codes de´terministes, et des
limitations apparaissent lors du passage a` un algorithme Monte Carlo. La premie`re a de´ja`
e´te´ mentionne´e et est relie´e a` l’utilisation d’une se´rie de polynoˆmes de Legendre tronque´e
pour repre´senter la densite´ de probabilite´. Par ailleurs, l’approximation multigroupe renforce
la corre´lation entre le couple g′ ← g (ou g′ ← {k, g}) et le cosinus de diffusion µ.
Ainsi dans le cadre des me´thodes de´terministes, les me´thodes nume´riques passant par une
repre´sentation du flux angulaire sous la forme d’harmoniques sphe´riques peuvent directement
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utiliser les moments de Legendre pour la section efficace de diffusion. Dans le cadre d’un al-
gorithme Monte Carlo, la se´lection de la direction angulaire passe par l’e´chantillonnage de
la densite´ de probabilite´ du cosinus de diffusion. Or la repre´sentation en polynoˆmes de Le-
gendre, the´oriquement ade´quate, posse`de nume´riquement des limitations dues a` l’utilisation
d’une expansion d’ordre faible. Un cas classique est dans le cas line´airement anisotrope : la
distribution angulaire devient partiellement ne´gative de`s que la valeur absolue du cosinus
moyen de diffusion est supe´rieure a` 1/3. Des proble`mes semblables apparaissent e´galement
aux ordres e´leve´s, de par l’oscillation importante des polynoˆmes de Legendre. Ceci conduit a`
une densite´ de probabilite´ pouvant pre´senter des parties ne´gatives ou en dehors du support
[µmin, µmax], telle qu’illustre´e a` la figure 7.1 dans le cas de f1<−1(µ) pour 1H de H2O avec le
maillage SHEM-295.
?1 ?0.8 ?0.6 ?0.4 ?0.2 0 0.2 0.4 0.6 0.8 1
?0.2
?0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Cosinus de diffusion  µ (LAB)
De
ns
ité
 d
e 
pr
ob
ab
ili
té
 
 
Approximation P1
Approximation P3
Approximation P5
Figure 7.1 Densite´ de probabilite´ pour f6←6(µ), isotope 1H de H2O, SHEM-295
Il est donc ne´cessaire de contourner le proble`me en e´vitant d’e´chantillonner directement dans
la densite´ de probabilite´ de´finie par la se´rie des moments de Legendre. La renormalisation
de la densite´ de probabilite´ est connue pour ne pas eˆtre une solution ade´quate (Brockmann,
1981).
Une autre limitation est une conse´quence directe du de´coupage multigroupe. On rappelle
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l’expression du cosinus de diffusion en fonction du couplet (E,E’) dans le cas d’une diffusion
e´lastique :
µ = µL =
1− A
2
√
E
E ′
+
1 + A
2
√
E ′
E
= S(E,E ′) . (7.20)
L’approche multigroupe implique de de´terminer d’abord E’ puis µ. Or d’apre`s l’e´quation 7.20,
on voit que (E,E’) de´termine entie`rement µ. La loi de probabilite´ de µ se repre´sente donc par
une distribution de Dirac : fE′←E(µ) = δ (µ− S(E,E ′)). Dans le cas multigroupe, l’informa-
tion sur l’e´nergie est perdue et la diffusion fait passer le neutron d’un groupe g = [E1, E2] a`
un groupe g′ = [E ′1, E
′
2], ou` g peut correspondre a` g
′. Les valeurs possibles pour le rapport
E/E’ de´terminant µ sont donc restreintes a` l’intervalle
[
E ′1
E2
,
E ′2
E1
]
.
La loi d’anisotropie fg′←g(µ) va ainsi eˆtre non nulle que sur une partie re´duite de l’intervalle
[−1, 1], correspondant en pratique a` [S(E ′1, E2), S(E ′2, E1)]. Par conse´quent, plus la largeur
des groupes sera re´duite, plus l’intervalle possible pour µ sera re´duit. La largeur de l’intervalle
permis pour µ sera e´galement fortement de´pendante du type de noyau. Dans le cas de noyaux
lourds, le gain maximal en le´thargie par choc est faible, ce qui implique majoritairement des
transferts limite´s a` un groupe g vers g lui-meˆme dans le cadre de maillage fin tel que retenu
dans cette e´tude. Dans ce cas, toutes les valeurs sont permises pour E/E’ et la densite´ de
probabilite´ pour µ est re´partie sur [−1, 1] en entier.
A l’inverse, dans le cas de noyaux le´gers la largeur des groupes est infe´rieure au gain maximal
en le´thargie. Dans ce cas, les valeurs de µ sera fortement de´pendante du transfert g′ ← g.
7.5 Re´sume´ des causes de l’anisotropie
L’anisotropie de la diffusion a comme cause trois phe´nome`nes distincts :
1. L’anisotropie dans le re´fe´rentiel CM, pre´ponde´rante lors des diffusions sur des noyaux
lourds a` haute e´nergie. La diffusion est pique´e vers l’avant.
2. L’anisotropie due au passage du re´fe´rentiel CM vers le re´fe´rentiel LAB. Le cosinus de
diffusion est augmente´ dans LAB par rapport a` CM. Ceci concerne principalement les
noyaux le´gers.
3. L’anisotropie due a` l’utilisation de donne´es multigroupes dans un code Monte Carlo.
Ceux-ci proce`dent par :
• L’e´chantillonnage du groupe d’arrive´e d’apre`s σ
g′←g
s,0
σgs,0
.
• Le cosinus de diffusion est ensuite e´chantillonne´e a` partir des lois d’anisotropies
multigroupes disponibles pour g′ ← g.
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Dans ce dernier point, la corre´lation entre g′ ← g et µ engendre une restriction des
valeurs possibles pour l’angle de diffusion lorsque l’on raffine le maillage e´nerge´tique.
Ceci est d’autant plus important que le noyau est le´ger. Par ailleurs, la distribution
angulaire pre´sentera des oscillations tre`s fortes dues a` l’utilisation d’un de´veloppement
en polynoˆmes de Legendre.
Tous ces facteurs viennent contribuer a` rendre peu valide l’approximation de collision isotrope
dans le re´fe´rentiel LAB. Dans la suite de ce chapitre, nous pre´sentons toutes les me´thodes
disponibles dans MC: afin de traiter l’anisotropie de la diffusion.
L’objectif est de pouvoir e´chantillonner µ lors de la marche ale´atoire, a` partir de la den-
site´ de probabilite´ fg′←g(µ). Toutes ces me´thodes reposent sur la re´e´criture de la densite´ de
probabilite´ du cosinus de diffusion par pre´servation des moments de Legendre associe´s. On
cherche ainsi une densite´ de probabilite´ non ne´gative conservant l’information disponible.
Ceci est a` la base de diffe´rentes techniques utilise´es dans les codes Monte Carlo multigroupes,
notamment les me´thodes de repre´sentation par paliers (e´quiprobables ou non) de la se´rie de
Legendre ainsi que la me´thode des angles discrets, retenue dans cette e´tude. La me´thode des
angles discrets passe par la re´e´criture de la densite´ de probabilite´ angulaire en une se´rie de
distributions de Dirac conservant les moments associe´es. On retombe ainsi sur un proble`me
de moments et la me´thode CALENDF peut eˆtre e´galement applique´e.
7.6 Correction de transport
Cette technique est largement utilise´e pour les me´thodes de´terministes base´es sur la
re´solution de la forme inte´grale de l’e´quation de transport, typiquement la me´thode des
probabilite´s de collision. Elle est par ailleurs facilement adaptable au cas Monte Carlo. L’ide´e
de base est de conside´rer la diffusion isotrope, mais d’ajouter un pic de Dirac en +1 pour la
densite´ de probabilite´ du cosinus de diffusion. Ceci s’exprime par :
Σs(r, E
′ ← E, µ) =
L∑
`=0
2`+ 1
2
Σs,`(r, E
′ ← E)P`(µ) + ∆Σtr(r, E ′ ← E)δ(µ− 1) . (7.21)
avec Σs,`(r, E
′ ← E) coefficient de Legendre modifie´ et ∆Σtr(r, E ′ ← E) coefficient addition-
nel. Ces termes sont calcule´s par pre´servation des moments de Legendre de l’e´quation 7.21.
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On a ainsi pour 0 ≤ ` ≤ L+ 1 :∫ 1
−1
dµΣs(r, E
′ ← E, µ)P`(µ) = Σs,`(r, E ′ ← E) , (7.22)
Par combinaison des relations 7.21 et 7.22, on obtient
Σs,`(r, E
′ ← E) + ∆Σtr(r, E ′ ← E) = Σs,`(r, E ′ ← E) pour 0 ≤ ` ≤ L , (7.23)
et
∆Σtr(r, E
′ ← E) = Σs,L+1(r, E ′ ← E) pour ` = L+ 1 . (7.24)
Les sections efficaces dites P0-corrige´es transport s’obtiennent en posant L = 0 dans les
relations pre´ce´dentes (∆Σtr = Σs,1), puis par substitution dans l’e´quation de transport. On
de´finit ainsi la section efficace totale corrige´e transport :
Σt(r, E) = Σt(r, E)− Σs,1(r, E) , (7.25)
Et pour la matrice de diffusion :
Σs,0(r, E
′ ← E) = Σs,0(r, E ′ ← E)− δ(E ′ − E)Σs,1(r, E ′ ← E) . (7.26)
7.7 Me´thode des angles discrets
La me´thode des angles discrets repose sur la discre´tisation de la densite´ de probabilite´
fg′←g(µ) en une somme de K distributions de Dirac :
fg′←g(µ) '
K∑
k=1
ωkδ(µ− µk) . (7.27)
Comme dans le cas des tables de probabilite´ pour une section efficace, la table de probabilite´
d’ordre K pour fg′←g(µ) doit conserver 2K moments associe´s. On retombe ainsi sur une
quadrature de Gauss. Initialement, on dispose de L+1 moments de Legendre avec L toujours
impair, ce qui conduit a` K = L+1
2
valeurs discre`tes pour µ. On a donc le syste`me suivant,
comportant 2K e´quations pour 2K inconnues :
Mn =
K∑
k=1
ωkµ
n
k avec Nmin ≤ n ≤ Nmax . (7.28)
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Les valeurs retenues sont dans ce cas Nmin = 0 et Nmax = L. Par ailleurs, les moments
(simples) Mn pour la densite´ de probabilite´ fg′←g(µ) sont de´finis tels que :
Mn =
∫ 1
−1
dµfg′←g(µ)µn . (7.29)
Or il existe une relation directe entre les momentsMn et les moments de Legendre dont nous
disposons initialement. On a en effet :
µ = P1(µ) (7.30)
µ2 =
1
3
[P0(µ) + 2P2(µ)] (7.31)
µ3 =
1
5
[3P1(µ) + 2P3(µ)] (7.32)
µ4 =
1
35
[7P0(µ) + 20P2(µ) + 8P4(µ)] (7.33)
µ5 =
1
63
[27P1(µ) + 28P3(µ) + 8P4(µ)] (7.34)
µ6 =
1
231
[33P0(µ) + 110P2(µ) + 72P4(µ) + 16P6(µ)] (7.35)
Ce qui se ge´ne´ralise sous la forme (Weisstein, 2010) :
µn =
∑
`=n,n−2,...
(2`+ 1)n!
2(n−`)/2
(
1
2
(n− `))!(`+ n+ 1)!!P`(µ) . (7.36)
On a ainsi
Mn =
∫ 1
−1
dµfg′←g(µ)µn =
∫ 1
−1
dµfg′←g(µ)
∑
`=n,n−2,...
(2`+ 1)n!
2(n−`)/2
(
1
2
(n− `))!(`+ n+ 1)!!P`(µ)
(7.37)
Soit en fonction des moments de Legendre f`,g′←g =
∫ 1
−1 dµ P`(µ)fg′←g(µ) :
Mn =
∑
`=n,n−2,...
(2`+ 1)n!
2(n−`)/2
(
1
2
(n− `))!(`+ n+ 1)!!f`,g′←g . (7.38)
Dans notre e´tude, l’ordre maximal de Legendre utilise´ est L = 5, ce qui conduit a` la de´finition
des moments suivants :
M0 = 1 (7.39)
98
M1 = f1,g′←g (7.40)
M2 = 1
3
[f0,g′←g + 2f2,g′←g] (7.41)
M3 = 1
5
[3f1,g′←g + 2f3,g′←g] (7.42)
M4 = 1
35
[7f0,g′←g + 20f2,g′←g + 8f4,g′←g] (7.43)
M5 = 1
63
[27f1,g′←g + 28f3,g′←g + 8f4,g′←g] (7.44)
M6 = 1
231
[33f0,g′←g + 110f2,g′←g + 72f4,g′←g + 16f6,g′←g] (7.45)
Une fois les moments calcule´s, l’approche CALENDF telle que pre´sente´e au chapitre 4
est utilise´e avec les L + 1 = 2K moments cohe´rents. Ceci conduit au calcul d’une table de
probabilite´ d’ordre K = L+1
2
, pour chaque transfert g′ ← g : {ωk, µk}k∈[1,K].
Un exemple de table de probabilite´ est donne´ a` la figure 7.2 pour l’isotope 1H de H2O.
Le transfert conside´re´ est du groupe 1 vers lui-meˆme.
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Figure 7.2 Table de probabilite´ pour f1←1(µ), isotope 1H de H2O, SHEM–295
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7.7.1 Test de cohe´rence des moments
La me´thode CALENDF est extreˆmement pre´cise, particulie`rement pour des tables de pro-
babilite´ d’ordre K relativement faible, typiquement 3 pour L = 5. La pre´cision de la me´thode
des angles discrets repose donc essentiellement sur la pre´cision des moments de Legendre des
coefficients de la matrice de transfert. Or ceux-ci peuvent pre´senter un certain nombre d’in-
cohe´rences, dues aux diffe´rentes erreurs se propageant dans GROUPR lors de l’inte´gration
nume´rique des coefficients de Legendre.
Par conse´quent, les moments simples peuvent eˆtre eux aussi incohe´rents. Pour e´viter d’in-
troduire de nouvelles sources d’erreurs dans les calculs en utilisant des tables de probabilite´
fausses, une strate´gie de test de cohe´rence des moments a` e´te´ introduit dans le code MO-
RET. Nous avons repris exactement la meˆme approche, en l’e´tendant aux cas ou` la matrice
de transfert est disponible par isotope et par sous-groupe.
On rappelle la de´finition des moments simples de la densite´ de probabilite´, note´e fg′←g(µ) =
f(µ) pour simplifier les notations :
Mn =
∫ 1
−1
dµµnf(µ) = E ((f(µ))n) (7.46)
Les moments centre´s interviennent e´galement. Ceux-ci sont de´finis formellement suivant :
Un = E ((f(µ)− E(f(µ))n) (7.47)
Les moments centre´s sont lie´s aux moments simples. Ainsi, on a pour les premiers ordres :
U2 =M2 −M21 (7.48)
U3 =M3 − 3M1M2 + 2M31 (7.49)
U4 =M4 − 4M1M3 + 6M21M2 − 3M41 (7.50)
Les moments rapporte´s aux abscisses -1 et +1 interviennent e´galement :
Vn =
∫ 1
−1
dµµn(f(µ)− 1) (7.51)
Wn =
∫ 1
−1
dµµn(f(µ) + 1) (7.52)
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Les conditions impose´es sur les momentsMn sont issues du proble`me du moment d’Hausdroff
dont la the´orie est pre´sente´e dans (Akhiezer, 1965). L’approche retenue dans MORET et dans
MC: est de ve´rifier les conditions suivantes ∀n ∈ [0, : L+ 1] :
1. Les moments d’ordre pair 2n doivent eˆtre strictement positifs : M2n > 0.
2. Les moments d’ordre 2n doivent eˆtre infe´rieurs aux moments d’ordre 2n− 2 :
M2n <M2n−2.
3. Les moments centre´s d’ordre pair 2n doivent eˆtre strictement positifs : U2n > 0.
4. Les moments centre´s d’ordre 2n doivent eˆtre infe´rieurs aux moments centre´s d’ordre
2n− 2 : U2n < U2n−2.
5. Les moments rapporte´s a` l’abscisse +1 d’ordre 2n pair doivent eˆtre strictement positifs :
V2n > 0.
6. Les moments d’ordre 2n+1 impair doivent eˆtre infe´rieurs en valeur absolue au moment
d’ordre 2n pair : |M2n+1| <M2n.
7. Les moments rapporte´s a` l’abscisse +1 d’ordre n impair doivent eˆtre strictement ne´gatifs :
V2n+1 < 0.
8. Les moments rapporte´s a` l’absisses -1 doivent eˆtre strictement positifs : Wn > 0.
9. Les de´terminants suivants doivent eˆtre positifs :∣∣∣∣∣ Mn−1 −Mn Mn−1 −Mn−2Mn−1 −Mn−2 Mn−3 −Mn−2
∣∣∣∣∣ > 0 , (7.53)
et ∣∣∣∣∣ Mn−1 +Mn Mn−1 +Mn−2Mn−1 +Mn−2 Mn−3 +Mn−2
∣∣∣∣∣ > 0 . (7.54)
Dans le cas ou` une de ces conditions n’est pas respecte´e, l’ordre n est diminue´ de 2, jusqu’a`
re´ussite des tests.
7.8 Me´thodes semi-continues
Ces me´thodes sont utiles quand uniquement un petit nombre de moments est disponible,
c’est-a`-dire dans le cas d’un de´veloppement P1 ou P3 des matrices de transferts. Dans le cas
de MORET ou de MC:, ces me´thodes sont utilise´es lorsque les moments d’ordres e´leve´s sont
incohe´rents.
En effet, la me´thode des angles discrets pour des ordres faibles (une ou deux directions pour
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un de´veloppement P1 et P3, respectivement) est susceptible d’engendrer des effets de raies.
L’ide´e ge´ne´rale des me´thodes semi-continues est de reme´dier a` ce phe´nome`ne en rajoutant
une partie continue aux distributions de Dirac issues de la me´thode des angles discrets.
7.8.1 Principe ge´ne´ral
On conside`re L correspondant a` l’ordre disponible des moments, toujours impair et on
pose M = L−1
2
. On cherche une fonction f ∗(µ) semi-continue conservant les 2M premiers
moments de la distribution, ainsi qu’une fonction f˜ de M + 1 angles discrets et un re´el
β ∈ [−1, 1] tels que la fonction βf ∗(µ) + (1−β)f˜ conserve L+ 1 moments de f(µ). Ceci peut
s’exprimer par :
f(µ) ≡ βf ∗(µ) + (1− β)f˜(µ) . (7.55)
On note par la suite µi, µ
∗
i et µ˜i les moments des distributions f , f
∗ et f˜ , respectivement.
Les 2M + 2 moments de la fonction f˜ sont ainsi :
µ˜i =

µi, pour i = 0, ..., 2M − 1
µi − βµ∗i
1− β , pour i = 2M, 2M + 1
(7.56)
Les moments d’ordres 2M et 2M + 1 de´pendent donc de β qui doit eˆtre de´termine´ de telle
sorte que f˜ soit de´finie positive. Il est par ailleurs important de conserver β aussi grand que
possible, afin d’e´chantillonner principalement suivant la composante semi-continue f ∗. Dans
les sections suivantes, on de´crit les me´thodes de Coveyou et de Lux, permettant de conserver
respectivement un de´veloppement a` l’ordre P1 et P3 des sections efficaces de transfert.
7.8.2 Me´thode de Coveyou
La technique de Coveyou est expose´e dans l’ouvrage (Lux et Koblinger, 1990) afin de
tenir compte d’une loi d’anisotropie line´aire dans le cadre d’un algorithme Monte Carlo. Elle
repose sur l’utilisation combine´e d’une densite´ de probabilite´ line´aire et d’une fonction de
Dirac en +1 ou -1, de´pendamment du signe du cosinus moyen µ¯. En pratique, on cherche un
re´el β, une fonction line´aire f ∗ et une distribution de Dirac f˜ tels que :
f(µ) = βf ∗(µ) + (1− β)f˜(µ) . (7.57)
Le de´veloppement en polynoˆmes de Legendre d’ordre 1 d’une fonction de valeur moyenne µ∗1
s’e´crit :
f ∗(µ) = (1 + 3µ∗1µ)/2 . (7.58)
102
Cette fonction est positive si |µ∗1| < 13 . La me´thode des angles discrets donne pour un cosinus
moyen de µ˜1
f˜(µ) = δ(µ− µ˜1) . (7.59)
En remplac¸ant les relations 7.58 et 7.59 dans l’e´quation 7.57, on obtient les expressions pour
µ˜1 et β :
µ˜1 =
µ1 − βµ∗1
1− β , (7.60)
et
β =
µ˜1 − µ1
µ˜1 − µ∗1
. (7.61)
On a par ailleurs les conditions suivantes :0 ≤ β ≤ 1−1 ≤ µ˜1 ≤ +1 ⇒

µ1 ≥ µ∗1
β ≤ min(1, 1− µ1
1− µ∗1
) .
(7.62)
On a e´galement le crite`re de positivite´ pour f ∗ : |µ∗1| < 13 . On de´duit des ine´galite´s pre´ce´dentes
la valeur de β maximale, correspondant a` µ˜1 = ±1.
µ∗1 = µ1, et β = 1 si |µ1| <
1
3
, (7.63)
et
µ∗1 =
1
3
et β =
3
2
(1− |µ1|) si |µ1| > 1
3
. (7.64)
On obtient finalement la formulation suivante pour la fonction semi-continue :
f ∗(µ) =

1
2
(1 + 3µ1µ) si 3|µ1| ≤ 1
1
2
[
1
2
(1− |µ1|)(1 + |µ|) + (3|µ1| − 1)δ(µ− |µ1|
µ1
)
]
sinon .
(7.65)
On obtient ainsi une densite´ de probabilite´ pour le cosinus de diffusion compose´e d’une partie
line´aire et d’une distribution de Dirac en ±1.
7.8.3 Me´thode de Lux
La me´thode de Lux permet d’obtenir une approximation conservant la loi d’anisotropie
jusqu’a` l’ordre P3 (Lux, 1982). La fonction semi-continue est la meˆme que dans le cadre
de la me´thode de Coveyou, corrige´e par deux distributions de Dirac. La technique de Lux
implique donc de de´terminer 2 angles discrets et leurs poids associe´s {ω1, µ1} et {ω2, µ2}.
Les de´tails mathe´matiques, assez lourds, sont disponibles dans le papier (Lux, 1982). En
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pratique, un appel a` la technique de Lux retourne la probabilite´ p d’e´chantillonner suivant
la loi line´airement anisotrope, elle-meˆme comportant un Dirac en ± 1, et par conse´quent la
probabilite´ 1− p d’e´chantillonner dans les deux distributions de Dirac.
7.8.4 Re´sume´ de la me´thodologie implante´e dans MC:
Il est possible de spe´cifier un traitement par la me´thode de Coveyou (P1) ou de Lux (P3)
des re´actions de diffusion. Cependant, dans le cas ge´ne´ral ou` les sections efficaces sont dis-
ponibles a` l’ordre Pn, la strate´gie suivante est mise en place pour chaque transfert.
On teste dans un premier temps l’applicabilite´ de la me´thode CALENDF a` partir des mo-
ments disponibles. Si le test re´ussit, la me´thode des angles discrets est utilise´e avec n+1
2
angles.
Si le test e´choue, l’ordre n est re´duit de 2, jusqu’a` re´ussite du test. Si n devient plus petit
que 4, alors la me´thode de Lux est applique´e. En pratique, on aura trois types de traitement
dans le cas ge´ne´ral :
– Me´thode de Coveyou (P1).
– Me´thode de Lux (P3).
– Me´thode des angles discrets (Pn≥5).
Usuellement, la majorite´ des transferts importants est traite´e par la me´thode des angles
discrets, les autres transferts se re´partiront suivant les me´thodes de Coveyou et de Lux.
7.9 Validation : benchmarks de criticite´
7.9.1 Me´thodologie de validation
Afin de tester les diffe´rentes techniques de mode´lisation de l’anisotropie introduites dans
MC:, diffe´rents benchmarks ont e´te´ retenus. Ces cas tests sont issus de proble`mes de criticite´
et sont des configurations pour lesquelles l’anisotropie de la diffusion ne peut eˆtre ne´glige´e.
Les re´sultats pre´sente´s dans cette section sont issus des e´tudes (Martin et al., 2011a,b).
Typiquement, l’anisotropie influence des parame`tres neutroniques tels que l’aire de migration
et l’albe´do :
– La modification de l’aire de migration entraˆıne une modification du taux de fuite des
neutrons du milieu fissile. Cet effet se retrouve renforce´ lorsque la ge´ome´trie elle-meˆme
favorise les fuites suivant une direction privile´gie´e.
– L’existence de directions de diffusion privile´gie´es peut modifier le nombre de neutrons
se dirigeant vers le re´flecteur, et par conse´quent, le nombre de neutrons en revenant et
se redirigeant vers la zone fissile. L’anisotropie influence donc la probabilite´ de reflexion
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des neutrons. Cet effet se retrouve renforce´ lorsque la dimension de la zone fissile est
faible compare´ au re´flecteur.
Les configurations retenues par la suite afin de tester les diffe´rentes techniques de traitement
de l’anisotropie pre´sentent ge´ne´ralement un taux de fuite tre`s important. On s’inte´resse dans
cette section a` l’influence du traitement de l’anisotropie sur le keff . Les re´sultats obtenus
par le module MC: seront compare´s a` ceux obtenus par la me´thode SN implante´e au sein du
module SNT:, ainsi qu’a` ceux obtenus par le code MORET dans sa version multigroupe.
La librairie d’entre´e au format Draglib comprend 295 groupes et est base´e sur l’e´valuation
JEFF3.1, avec toutes les sections efficaces de transfert de´veloppe´es jusqu’a` l’ordre P7.
Options pour SNT:
La me´thode SN programme´e au sein du module SNT: utilise une repre´sentation du terme
source sous la forme d’une se´rie d’harmoniques sphe´riques et peut tenir compte de l’aniso-
tropie de la diffusion jusqu’a` l’ordre Pn.
Par conse´quent, les me´thodes SN et Monte Carlo du code DRAGON utiliseront exactement
les meˆmes donne´es, permettant ainsi une analyse de´taille´e des re´sultats. Les benchmarks re-
tenus sont des configurations simples (1D plan ou 1D sphe´rique), pour lesquels les parame`tres
de discre´tisation retenus sont les suivant :
• une discre´tisation spatiale re´gulie`re conduisant a` une maille de dimension 0.1 cm.
• Une quadrature angulaire de Gauss-legendre a` l’ordre S64.
Les calculs SN sont re´alise´s en deux e´tapes. La premie`re sera un calcul d’autoprotection des
sections efficaces re´sonnantes par un calcul de sous-groupes utilisant la me´thode SN avec
les meˆmes options que le calcul de flux principal. En particulier, les tables de probabilite´
ne´cessaires a` cette e´tape seront les meˆmes que celles utilise´es dans le cas MC:.
Dans le cas des milieux rapides (sphe`re de me´tal hautement enrichi en mate´riaux fissiles),
le spectre neutronique est tre`s dur, et l’impact de l’auto-protection est relativement faible.
Cette e´tape est ne´anmoins conserve´e par soucis de cohe´rence avec l’algorithme Monte Carlo
utilisant les tables de probabilite´.
Options pour le code MORET
Le code MORET dans sa voie de calcul multigroupe a e´te´ e´galement utilise´ afin de com-
parer les re´sultats produits par MC:. Dans ce cas, le calcul SN est utilise´ afin de ge´ne´rer
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les sections efficaces macroscopiques. La structure a` 295 groupes en e´nergie est conserve´e et
les me´langes sont homoge´ne´ise´s. L’algorithme Monte Carlo programme´e dans MC: et le code
MORET ont la meˆme strate´gie de traitement de l’anisotropie de la diffusion, la diffe´rence
e´tant que les lois d’anisotropie sont par me´lange dans MORET et par isotope dans MC :. On
note par la suite les re´sultats obtenus “D4-M4” (couplage DRAGON4-MORET4).
7.9.2 Expe´riences issues de l’ICSBEP
Les deux se´ries de deux benchmarks analyse´es ici sont issus d’expe´riences de criticite´
rapporte´e dans le manuel ICSBEP (OECD/NEA, 2002). Il s’agit de sphe`re de mate´riel fissile
pur (uranium ou plutonim), avec ou sans re´flecteur :
• HEU-MET-FAST-001 : l’assemblage critique Govida, correspondant a` une sphe`re d’ura-
nium hautement enrichi non re´fle´chie.
• PU-MET-FAST-001 : l’assemblage critique Jezebel, correspondant a` une sphe`re de
plutonium non re´fle´chie.
• PU-MET-FAST-005 : une sphe`re de plutonium re´fle´chie par du tungste`ne.
• HEU-MET-FAST-004 : une sphe`re d’uranium fortement enrichi re´fle´chie par de l’eau.
Ces configurations pre´sentent un flux majoritairement rapide, ou` l’anisotropie est importante
et ne peut eˆtre ne´glige´e. On analyse l’impact du traitement de l’anisotropie de la diffusion
sur le keff de´pendamment de l’ordre de Legendre disponible.
Tableau 7.1 HEU-MET-FAST-001 et PU-MET-FAST-001
HEU-MET-FAST-001 : keff = 1.000± 100 pcm
ordre L keff SN |∆keff | keff MC: |∆keff | keff D4-M4 |∆keff |
P0 1.1024 10240 1.1065 ± 66 pcm 10650 1.1023 ± 57 pcm 10230
P1 0.9904 960 0.9971 ± 67 pcm 290 0.9953 ± 51 pcm 470
P3 0.9952 480 0.9974 ± 63 pcm 260 0.9957 ± 52 pcm 430
P5 0.9952 480 0.9964 ± 69 pcm 360 0.9964 ± 52 pcm 360
P7 0.9952 480 0.9962 ± 69 pcm 380 0.9958 ± 50 pcm 420
PU-MET-FAST-001 : keff = 1.000± 200 pcm
ordre L keff SN |∆keff | keff MC: |∆keff | keff D4-M4 |∆keff |
P0 1.0989 9890 1.0998 ± 74 pcm 9980 1.1001 ± 52 pcm 10010
P1 0.9911 890 0.9985 ± 72 pcm 150 0.9986 ± 48 pcm 140
P3 0.9977 230 0.9967 ± 79 pcm 330 0.9978 ± 51 pcm 220
P5 0.9977 230 0.9972 ± 74 pcm 280 0.9976 ± 47 pcm 240
P7 0.9977 230 0.9984 ± 72 pcm 160 0.9968 ± 51 pcm 320
Les re´sultats sont pre´sente´s aux tableaux 7.1 et 7.2. De manie`re ge´ne´rale, les re´sultats MC:
sont en excellent accord avec les re´sultats expe´rimentaux d’une part, et avec les re´sultats SN
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Tableau 7.2 PU-MET-FAST-005 et HEU-MET-FAST-004
PU-MET-FAST-005 : keff = 1.000± 130 pcm
ordre L keff SN |∆keff | keff MC: |∆keff | keff D4-M4 |∆keff |
P0 1.1529 15290 1.1545 ± 74 pcm 15450 1.1571 ± 73 pcm 15710
P1 0.9761 2390 0.9962 ± 73 pcm 380 0.9976 ± 73 pcm 240
P3 1.0022 220 1.0036 ± 73 pcm 360 1.0038 ± 73 pcm 380
P5 0.0031 310 1.0038 ± 69 pcm 380 1.0026 ± 73 pcm 260
P7 1.0031 310 0.9988 ± 68 pcm 120 1.0028 ± 73 pcm 280
HEU-MET-FAST-004 : keff = 0.9985± 0 pcm
ordre L keff SN |∆keff | keff MC: |∆keff | keff D4-M4 |∆keff |
P0 1.2030 20450 1.2040 ± 59 pcm 20550 1.2035 ± 62 pcm 20500
P1 0.9826 1590 1.0102 ± 58 pcm 1170 0.9992 ± 60 pcm 70
P3 1.0010 250 0.9957 ± 58 pcm 280 0.9964 ± 54 pcm 210
P5 1.0012 270 1.0028 ± 58 pcm 430 0.9959 ± 61 pcm 260
P7 1.0013 280 1.0023 ± 58 pcm 380 0.9955 ± 57 pcm 300
et MORET4 d’autre part.
On remarque que la marge d’erreur due a` l’approximation isotrope est tre`s importante,
la pre´sence d’un re´flecteur venant encore accroˆıtre les disparite´s. Cependant, l’erreur de´croit
tre`s rapidement, et dans la quasi majorite´ des cas, la me´thode de Coveyou conduit a` des
re´sultats acceptables. Cette remarque a de´ja` e´te´ faite dans (Le Cocq, 1998), et renforce le
fait qu’a` information e´gale (sections efficaces de diffusion P1), la me´thode de Monte Carlo
avec la me´thode de Coveyou permet de meilleurs re´sultats que la me´thode SN . En effet, les
keff obtenus via la me´thode SN avec des sections efficaces de transfert P1 posse`dent une erreur
relative importante. Il est ainsi pre´fe´rable d’utiliser une approximation P3.
7.9.3 Assemblage REP MOX
Afin de confronter l’approche imple´mente´e dans MC: sur des configurations de re´acteur,
un benchmark REP issu de la base de validation du code SERPENT a e´te´ analyse´. Ce cas-
test comprend 17×17 crayons avec trois types de combustibles MOX, enrichis a` 2.9%, 4.4%
et 5.6% en Pu fissile, et place´s respectivement de l’exterieur vers le centre de l’assemblage.
La disposition des crayons est illustre´e a` la figure 7.3.
Des conditions de re´flexion pe´riodique sont applique´es dans ce cas. On compare le flux inte´gre´,
homoge´ne´ise´ et condense´ a` deux groupes, un rapide et un thermique (limite impose´e a` 0.625
eV). Le code SERPENT est utilise´ afin de fournir des solutions de re´fe´rence. On remarque
premie`rement que les facteurs de multiplication effectifs keff sont tre`s similaires ;
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Figure 7.3 Assemblage MOX REP
• SERPENT : keff = 1.16477± 0.00034.
• MC: avec sections efficaces de diffusion P0 : keff = 1.16557± 0.00033, soit une diffe´rence
de 80 pcm pour les re´sultats ponctuels.
• MC: avec sections efficaces de diffusion P5 : keff = 1.16534± 0.00033, soit une diffe´rence
absolue de 57 pcm.
On compare ensuite le flux homoge´ne´ise´ par crayon obtenus via les deux codes, suivant la
me´thodologie introduite au chapitre 6. Les diffe´rences relatives sont reporte´es aux figures 7.4
and 7.5 dans les cas respectifs d’une expansion P0 et P5.
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Figure 7.4 E´carts relatifs, sections efficaces P0
On peut apercevoir que le cas P0 conduit a` des erreurs relativement importantes dans les
trous d’eau dans le groupe rapide (jusqu’a` 8%). L’introduction d’un de´veloppement P5 avec
la strate´gie propose´e permet d’e´liminer les diffe´rences entre me´thode sous-groupe et me´thode
a` e´nergie continue. Au final, l’approche de´veloppe´e et valide´e a` l’IRSN dans le cadre de sec-
tions efficaces multigroupes homoge`nes se ge´ne´ralise au cas isotopique avec sous-groupe.
109
0 5 10 15
0
2
4
6
8
10
12
14
16
Différences relatives pour le flux rapide
 
 
−4
−3
−2
−1
0
1
0 5 10 15
0
2
4
6
8
10
12
14
16
Différences relatives pour le flux thermique
 
 
−1
−0.5
0
0.5
1
1.5
Figure 7.5 E´carts relatifs, sections efficaces P5
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Tableau 7.3 Re´partition du temps de calcul dans MC:
E´tape Temps (seconde) % temps total
Re´cupe´ration de la librairie interne 3.27 0.13
Calcul des tables de probabilite´ pour µ 823.42 32.3
E´chantillonnage des TP (sections efficaces) 567.88 22.3
Localisation du neutron 304.47 11.9
Analyse de la collision 247.21 9.7
Encaissement des taux de re´actions 385.36 15.14
E´chantillonage de µ (cosinus de diffusion) 202.93 7.96
Traitement des conditions aux frontie`res 9.92 0.39
Temps total 2544.49 100
On pre´sente au tableau 7.3 les temps de calcul obtenus dans MC: sur un seul processeur (Intel
Xeon R© cadence´ a` 2.67GHz). L’efficacite´ de la me´thode de Delta-tracking, de´finie comme
le nombre total de collisions re´elles par rapport au nombre de collisions totales est dans ce
cas de 58 %. En ge´ne´ral, les valeurs obtenues dans les cas REP oscillent autour de 60%. Si
l’on se focalise sur l’aspect transport, les e´tapes les plus couˆteuses sont dans l’ordre le tirage
des tables de probabilite´ pour les sections efficaces re´sonnantes, l’encaissement des taux de
re´actions et la localisation du neutron. Le temps requis pour scorer les donne´es macrosco-
piques croˆıt en fonction de la quantite´ demande´e. Dans ce cas pre´cis, il reste acceptable.
Enfin, le temps de calcul total est ici d’environ 42 minutes, ce qui est tout a` fait correct pour
un code Monte Carlo e´tant donne´ le nombre important d’isotopes pre´sents dans ce cas test.
La partie Calcul de tables de probabilite´  est l’e´tape la plus longue puisqu’il s’agit d’appli-
quer la me´thode CALENDF pour chaque transfert pour chaque isotope. Il serait e´videmment
judicieux dans un code de production de calculer ces donne´es en amont de la partie transport,
et de les stocker pour un usage multiple.
Dans le cas d’un code Monte Carlo reposant sur la me´thode des sous-groupes, il serait
cependant pertinent d’inclure dans les librairies d’entre´e les sections efficaces de diffusion
e´lastique, ine´lastique ainsi que les donne´es ponctuelles pour l’anisotropie. L’approche serait
alors la meˆme que dans les codes a` e´nergie continue. Les tables de probabilite´ pour les sections
efficaces seraient utilise´es pour de´terminer le libre parcours moyen, l’isotope collisionne´, le
type de re´action. En plus de l’indice de groupe, la valeur discre`te de l’e´nergie serait stocke´e.
Dans le cas d’une re´action de diffusion, l’information ponctuelle (en ge´ne´ral, table de proba-
bilite´ pour le cosinus de diffusion en fonction de l’e´nergie incidente qui est connue) avec les
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lois de la cine´matique permettent d’e´valuer l’e´nergie secondaire (et donc le groupe d’arrive´e).
C’est par exemple l’approche des codes TART2005 et TRIPOLI4 quand utilise´s en forma-
lisme multibande.
Une autre possibilite´, mentionne´e dans (Ribon et al., 2008), consisterait a` ge´ne´rer les donne´es
multigroupes ne´cessaires a` l’e´chantillonnage de la direction par un calcul Monte Carlo ponc-
tuel pre´liminaire. Dans leur exemple, un seul atome (Beryllium 9) est soumis a` un flux
constant dans un groupe donne´. Une collision e´lastique est simule´e pour chaque neutron
et le cosinus de diffusion e´chantillonne´ selon les lois ponctuelles est stocke´ par pallier (80
dans [-1,1] dans leur exemple) ainsi que l’e´nergie secondaire. Les donne´es ainsi reconstitue´es
(transferts groupe par groupe et probabilite´ de densite´ pour le cosinus de diffusion) peuvent
eˆtre directement utilisables dans un code Monte Carlo multigroupe (et sous-groupe).
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CHAPITRE 8
MODE`LE DE FUITE B1 AVEC LA ME´THODE MONTE CARLO
Dans ce chapitre, nous pre´sentons l’adaptation d’un mode`le de fuite base´ sur l’approxi-
mation B1 homoge`ne dans le cadre d’un calcul de re´seau re´alise´ par un algorithme Monte
Carlo. Contrairement aux codes de re´seau de´terministes, la plupart des codes ou sche´mas
de calcul reposant sur des codes Monte Carlo pour la ge´ne´ration de constantes par groupe
n’utilisent pas de mode`le de fuite. L’obtention du flux critique est pourtant primordial afin
d’homoge´ne´iser et de condenser ade´quatement les sections efficaces et coefficients de diffu-
sion qui seront utilise´s dans le calcul de coeur, base´ sur l’e´quation de la diffusion par exemple.
La premie`re section pre´sente le cadre mathe´matique du mode fondamental B1 homoge`ne.
On de´crit ensuite les tentatives d’adaptation d’un mode`le de fuites re´alise´es ou en cours
dans d’autres codes Monte Carlo de re´seau, afin d’illustrer en quoi l’approche programme´e
dans MC: est diffe´rente. Les re´sultats obtenus via le code MC: sur des cellules et assemblages
REP sont ensuites compare´s a` ceux obtenus par le sche´ma de calcul classique de DRAGON,
architecture´ autour de la me´thode des Pij. On pre´sentera enfin quelque re´sultats compara-
tifs vis-a`-vis de code SERPENT, qui dispose dans sa version 1.1.14 de novembre 2010 d’un
mode`le de fuite base´ e´galement sur l’approximation B1 homoge`ne, comme nous le de´crirons.
8.1 Mode`le de fuite pour l’homoge´ne´isation de l’e´quation de transport neutro-
nique
Comme cela a e´te´ de´crit lors du chapitre 2, l’approche classique en physique des re´acteurs
consiste a` diviser le sche´ma de calcul en plusieurs e´tapes. L’obtention des parame`tres neutro-
niques tels que la re´partition de puissance dans le coeur d’un re´acteur ne´cessite la re´solution
de l’e´quation de transport neutronique :
(Ω · ∇+ Σ)φ = Sφ+ 1
keff
Fφ , (8.1)
ou`
• φ = φ(r, E,Ω) le flux angulaire,
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• S l’ope´rateur de diffusion :
Sφ =
∫
4pi
d2Ω′
∫ ∞
0
dE ′Σs(r, E ← E ′,Ω← Ω′)φ(r, E ′,Ω′) ,
• F l’ope´rateur de fission :
Fφ =
χ(E)
4pi
∫ ∞
0
dE ′νΣf (r, E ′)φ(r, E ′) .
Il s’agit ici de trouver la plus grande valeur propre keff et le vecteur propre (strictement po-
sitif) associe´ φ. Comme mentionne´ dans le chapitre 1, l’importante he´te´roge´ne´ite´ d’un coeur
complet (plusieurs dizaine de milliers de crayons de combustibles pour un REP) et les ca-
pacite´s actuelles des ordinateurs ne permettent pas dans un temps raisonnable la re´solution
directe de cette e´quation avec les me´thodes nume´riques usuelles. L’approche utilise´e depuis
plusieurs de´cennies consiste a` homoge´ne´iser l’e´quation de transport via un calcul de re´seau,
i.e. une cellule re´pe´te´e pe´riodiquement a` l’infini, et d’utiliser un ope´rateur de´grade´ (typique-
ment diffusion) avec les donne´es homoge´ne´ise´es.
Cette technique est a` la base de la me´thodologie utilise´e en physique des re´acteurs, et la
justification mathe´matique d’une telle hypothe`se peut se trouver dans (Allaire et Bal, 1997),
qui ge´ne´ralise la proposition faite dans (Larsen, 1975). Il y est de´montre´ que dans le cas de
la re´solution de l’e´quation de transport dans le cadre d’une ge´ome´trie pe´riodique infinie, le
flux peut se repre´senter sous la forme d’un produit de deux termes (a` un reste pre`s) :
– le premier terme est le vecteur propre de l’e´quation de transport dans la cellule de
pe´riodicite´.
– le deuxie`me terme est solution d’un proble`me aux valeurs propres pour une e´quation
de diffusion dans le domaine homoge´ne´ise´.
Ceci s’exprime par :
φ(r, E,Ω) = ψ(r)ϕ(r, E,Ω) + φ(r, E,Ω) . (8.2)
avec φ(r, E,Ω) un reste qui est de l’ordre de la dimension de l’assemblage rapporte´e a` celle
du coeur complet. La relation 8.2 justifie mathe´matiquement l’approche usuelle des sche´mas
de calculs. Le flux fin de l’e´quation 8.1 est factorise´ par un terme ϕ(r, E,Ω) dit flux fonda-
mental, obtenu via la re´solution de la meˆme e´quation 8.1 avec des conditions de pe´riodicite´
(milieu dit infini), avec un terme ψ(r) solution de l’e´quation de diffusion sur le proble`me
homoge´ne´ise´. Il est clair que plus le nombre d’assemblages identiques constituant le cœur est
important, plus le flux obtenu dans un calcul de re´seau approximera correctement le flux au
niveau du re´acteur.
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Mais le calcul de re´seau ge´ne`re une autre approximation : la valeur propre obtenue au niveau
de la cellule ou de l’assemblage ne sera pas e´gale a` celle calcule´e sur le coeur he´te´roge`ne
complet (typiquement 1 pour des conditions stationnaires), et par conse´quent, le flux e´value´
peut eˆtre tre`s diffe´rent du flux critique. Afin de corriger ceci, des mode`les de fuite ont e´te´
propose´s afin de modifier l’obtention de la valeur propre dans le calcul de re´seau, de telle sorte
a` ce que celle-ci converge vers keff = 1. La totalite´ des mode`les de fuite introduits jusqu’a`
maintenant dans les codes de re´seau se basent sur la proposition pre´ce´dente : le flux peut se
se´parer en une grandeur macroscopique ψ(r) et un flux pe´riodique ϕ(r, E,Ω).
Encore ici, la de´monstration mathe´matique de la re´fe´rence (Allaire et Bal, 1997) condui-
sant a` l’e´quation 8.2 justifie une telle hypothe`se. L’introduction d’un mode`le de fuite peut
s’obtenir en recourant a` la the´orie asymptotique (Sanchez, 2009). En combinant l’e´quation 8.2
dans l’e´quation de re´fe´rence 8.1, on obtient a` l’ordre  pre`s :(
Ω · ∇+ Ω · ∇ψ
ψ
+ Σ
)
ϕ = Sϕ+
1
keff
Fϕ . (8.3)
avec ici des conditions pe´riodiques aux frontie`res. La fonction macroscopique ψ(r) joue le
roˆle de parame`tre critique que l’on va ajuster afin d’obtenir keff = 1.
L’introduction de l’e´quation 8.2 dans un re´seau pe´riodique implique que la distribution ma-
croscopique en espace soit solution de l’e´quation de Laplace suivante :
∇2ψ(r) +B2ψ(r) = 0 , (8.4)
ou` B2, nomme´ buckling critique, est un nombre re´el utilise´ afin de modifier la courbure de
ψ(r) afin d’obtenir keff = 1. On peut donc e´crire ψ(r) sous forme exponentielle :
ψ(r) = ψ0 exp(iB · r) , (8.5)
avec B vecteur tel que B2 = B ·B. Le flux neutronique s’e´crit alors
φ(r, E,Ω) = ϕ(r, E,Ω) exp(iB · r) . (8.6)
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Il est important de remarquer que le flux fondamental ϕ(r, E,Ω) est alors une grandeur
complexe. En remplac¸ant l’Eq. 8.6 dans l’Eq. 8.1, on obtient
(Ω · ∇+ Σ + iB ·Ω)ϕ = Sϕ+ 1
keff
Fϕ . (8.7)
Re´soudre l’e´quation 8.7 est tre`s couˆteux en terme de ressource informatique. En conside´rant
que les effects he´te´roge`nes sur le taux de fuite sont ne´gligeables dans le cadre de re´acteurs
a` spectre thermique, on remplace le flux fondamental par sa grandeur homoge´ne´ise´e sur
l’assemblage (Petrovic et Benoist, 1996). Ceci conduit a` la factorisation suivante :
φ(r, E,Ω) = ϕ(E,Ω) exp(iB · r) . (8.8)
En combinant l’e´quation 8.6 avec l’e´quation de transport 8.1 dans le cadre d’une ge´ome´trie
infinie, homoge`ne, on obtient :
[Σ(E) + iB ·Ω]ϕ(E,Ω) =
∫
4pi
d2Ω′
∫ ∞
0
dE ′Σs(E ← E ′,Ω← Ω′)ϕ(E ′,Ω′)+ (8.9)
χ(E)
4pikeff
∫ ∞
0
dE ′νσf (E ′)ϕ(E ′)
Le mode`le B1 homoge`ne suppose un de´veloppement P1 des sections efficaces de diffusion, ce
qui conduit a` :
[Σ(E) + iB ·Ω]ϕ(E,Ω) =
∫ ∞
0
dE ′
{
Σs,0(E ← E ′)ϕ(E ′) + 3
4pi
Σs,1(E ← E ′)J (E) ·Ω
}
(8.10)
+
χ(E)
4pikeff
∫ ∞
0
dE ′νσf (E ′)ϕ(E ′)
ou` le courant fondamental est de´fini a` l’aide du flux angulaire fondamental suivant
J (E) =
∫
4pi
d2ΩΩϕ(E,Ω) (8.11)
L’e´quation 8.10 est ensuite inte´gre´e suivant l’angle solide Ω, afin d’obtenir la premie`re
e´quation B1 :
Σ(E)ϕ(E) + iBJ (E) =
∫ ∞
0
dE ′Σs,0(E ← E ′)ϕ(E ′) + χ(E)
keff
∫ ∞
0
dE ′νσf (E ′)ϕ(E ′) (8.12)
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Afin d’obtenir la seconde e´quation du mode`le B1 homoge`ne, l’e´quation 8.10 est multiplie´ par
le facteur suivant
ω(Ω) =
1
Σ(E) + iB ·Ω
et inte´gre´ sur Ω. Apre`s simplification, on obtient
ϕ(E) = α [B,Σ(E)]
{∫ ∞
0
dE ′Σs,0(E ← E ′)ϕ(E ′) + χ(E)
keff
∫ ∞
0
dE ′νΣf (E ′)ϕ(E ′)
}
(8.13)
−3iβ [B,Σ(E)]B
∫ ∞
0
dE ′
∫ ∞
0
Σs,1(E ← E ′)J (E ′) .
ou` les grandeurs suivantes ont e´te´ introduites :
1
4pi
∫
4pi
d2Ω
Σ2
Σ2 + (B ·Ω)2 = α(B,Σ)Σ (8.14)
et
1
4pi
∫
4pi
d2Ω
(Ω⊗Ω) ·B
Σ2 + (B ·Ω)2 = β(B,Σ)B (8.15)
Les fonctions α(B,Σ) et β(B,Σ) sont de´finies par
α(B,Σ) =

1
B
arctan
B
Σ
si B2 > 0 ;
1
Σ
− B
2
3Σ3
+
B4
5Σ5
− B
6
7Σ7
+ . . . si B2 ' 0 ;
1
Im(B)
ln
Σ + Im(B)
Σ− Im(B) si B
2 < 0 .
(8.16)
et
β(B,Σ) =
1
B2
[1− α(B,Σ)Σ] (8.17)
En substituant l’e´quation 8.10 dans l’e´quation 8.13, on obtient finalement la seconde e´quation
du mode`le B1 homoge`ne :
iJ (E)
B
=
1
Σ(E)γ [B,Σ(E)]
{
1
3
ϕ(E) +
∫ ∞
0
dE ′Σs,1(E ← E ′)iJ (E
′)
B
}
(8.18)
avec
γ(B,Σ) =
1
3Σ
α(B,Σ)
β(B,Σ)
' 1 + 4
15
(
B
Σ
)2
− 12
175
(
B
Σ
)4
+
92
2625
(
B
Σ
)6
+ . . . (8.19)
Les coefficients de diffusion de Benoist peuvent eˆtre introduit en supposant que le flux ho-
moge`ne ve´rifie l’e´quation de diffusion (−D∇2+Σ)φ = Q. Les coefficients de diffusion ve´rifient
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la loi de Fick :
J (r, E) = −D(r, E)∇φ(r, E) . (8.20)
Dans le cas d’un milieu infini, homoge`ne, le flux fondamental et le courant fondamental
s’e´crivent
φ(r, E) = ϕ(E) exp(iB · r) , (8.21)
et
J (r, E) = J (E) exp(iB · r) . (8.22)
conduisant ainsi aux coefficients de diffusion :
D(r, E) = d(B,E) =
1
B
iJ (E)
ϕ(E)
. (8.23)
On peut ainsi re´e´crire la seconde e´quation B1 (8.18) :
d(B,E) =
1
3γ [B,Σ(E)] Σ(E)
{
1 + 3
∫ ∞
0
dE ′Σs,1(E ← E ′)d(B,E ′)ϕ(E
′)
ϕ(E)
}
(8.24)
Les deux e´quations 8.12 et 8.18 peuvent eˆtre re´solues via une discretisation multigroupe, ou`
elles s’e´crivent
Σgϕg + iBJg =
G∑
h=1
Σs,0,g←hϕh +
χg
Keff
G∑
h=1
νσf,hϕh (8.25)
et
dg =
1
3γ [B,Σg] Σg
{
1 + 3
G∑
h=1
Σs,1,g←h
ϕh
ϕg
,
}
(8.26)
avec les grandeurs multigroupes suivantes :
ϕg =
∫ Eg−1
Eg
dEϕ(E) (8.27)
dg =
1
ϕg
∫ Eg−1
Eg
dEd(B,E)ϕ(E) (8.28)
and
Σg =
1
ϕg
∫ Eg−1
Eg
dEΣ(E)ϕ(E) (8.29)
Les taux de fuite par groupe s’e´crivent naturellement
Lg = dgB
2ϕg . (8.30)
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L’e´quation 8.25 est un syste`me line´aire qui peut eˆtre re´solu aise´ment. Le buckling critique B2
est ite´re´ jusqu’a` arriver a` la condition de criticite´ keff = 1. Le flux fondamental ainsi obtenu
est utilise´ dans l’e´quation 8.26 afin d’obtenir les coefficients de fuite dgB
2.
8.2 Applications au calcul Monte Carlo de criticite´
La totalite´ des codes de re´seau utilise´s dans les calculs de production dans l’industrie
(APOLLO, ECCO, CASMO, HELIOS, WIMS, PARAGON, etc.) permettent l’application
d’un mode`le de fuite, ge´ne´ralement base´ sur l’approximation B1 homoge`ne. Les constantes
par groupe sont ainsi ge´ne´re´es aux conditions critiques pour les diffe´rents parame`tres phy-
siques impose´s (burnup, tempe´rature, concentration de bore, etc.)
Parmi les nombreuses e´tudes faites afin de tester et de valider l’utilisation d’un code Monte
Carlo pour le calcul de re´seau (voir notamment le chapitre 9 de (Leppa¨nen, 2007) pour une
liste comple`te datant de 2007), aucune ne mentionne l’utilisation d’un mode`le de fuite. De-
puis 2007, plusieurs approches ont e´te´ cependant propose´es, principalement au KAERI en
Core´e. Il s’agit donc d’un sujet tre`s re´cent et qui inte´resse de nombreux groupes de recherche
travaillant a` la de´finition de sche´mas de calcul pour le calcul de re´acteur reposant sur un
code de re´seau Monte Carlo. Parmi les e´tudes re´alise´es au KAERI, la premie`re par ordre
chronologique est de´taille´e dans (Shim et al., 2008a). Il s’agit d’une adaptation directe de la
me´thodologie issue de WIMS et pre´sente dans les codes HELIOS et CASMO, notamment. Le
sche´ma de calcul pour de´terminer les constantes par groupe repose sur les e´tapes suivantes :
1. Le code Monte Carlo a` e´nergie continue McCARD calcule initialement les sections
efficaces homoge`nes ne´cessaires a` la re´solution des e´quations B1, typiquement la section
efficace totale, les matrices de transfert P0 et P1, la section efficace de production et le
spectre de fission. Ces quantite´s sont obtenues sur une grille e´nerge´tique arbitraire, ici
la structure a` 47 groupes de HELIOS a e´te´ utilise´e.
2. Les e´quations B1 multigroupes 8.26 et 8.27 sont ensuite re´solues, conduisant a` un
flux critique homoge`ne ainsi qu’aux grandeurs macroscopiques tels que le k∞ et le B2
critique.
3. Le flux critique obtenu en (2) sert a` condenser les sections efficaces homoge`nes obtenues
en (1) en deux groupes (un rapide et un thermique).
La me´thodologie ainsi pre´sente´e est applique´e a` un calcul de re´seau sur un assemblage REP
pour deux burnup diffe´rents. Les diffe´rences relatives obtenues avec McCARD vis-a`-vis de
HELIOS et CASMO sont de l’ordre du pourcent.
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Une autre e´tude pre´sente´e re´cemment dans (Yun et Cho, 2010) propose de modifier de manie`re
ite´rative la valeur de l’albe´do α afin d’obtenir keff = 1. Le code MONTEBURNS couplant
MCNP5 et ORIGEN est utilise´ ici. L’algorithme modifie les conditions aux frontie`res dans
MCNP5 de manie`re ite´rative en utilisant une me´thode de Lagrange. Les comparaisons sont
re´alise´es essentiellement vis-a`-vis du meˆme code non modifie´, i.e. sans mode`le de fuite, ceci
pour deux assemblages REP UOX et MOX qui sont e´volue´s jusqu’a` 25 GWj/t. L’impact
du mode`le de fuite est significatif et influe a` la fois le spectre e´nerge´tique et la distribution
spatiale : les deux variables sont alors couple´es, contrairement a` ce que l’on obtient dans le
cas du mode`le B1 homoge`ne. Les diffe´rences obtenues entre le sche´ma de calcul classique sans
fuite et leur approche sont assez importantes, entre 10 et 40% pour les taux de fission et de
l’ordre de quelques pourcents pour les inventaires isotopiques des produits de fission en fin de
cycle. Les diffe´rences sont cependant du meˆme ordre de grandeur que celles obtenues avec le
code CASMO, et donc un mode`le de fuite B1 homoge`ne. Cette me´thodologie est prometteuse,
mais reste encore expe´rimentale.
Enfin, plusieurs travaux ont e´te´ re´alise´s tre`s re´cemment au sein du code de re´seau Monte
Carlo SERPENT. Une premie`re approche disponible depuis la version 1.0 consiste a` modifier
la valeur de l’albe´do pour atteindre keff = 1, de manie`re tre`s similaire a` l’approche de´crite
dans (Yun et Cho, 2010). Malheureusement, Leppa¨nen commet une erreur de terminologie
en notant cette option B1 fundamental mode calculation  dans la documentation du code,
alors qu’il s’agit d’une me´thode ne reposant pas sur ce mode`le. Cette approche ne semblant
finalement pas satisfaisante, une collaboration avec le FZD en Allemagne rend finalement
disponible dans la version 1.14 la me´thode B1 homoge`ne, imple´mente´e de manie`re identique
a` la me´thodologie de´crite ci-dessus pour McCARD, c’est-a`-dire en de´couplant le calcul en
deux e´tapes.
Bien que reposant e´galement sur le mode`le B1 homoge`ne comme dans (Shim et al., 2008a) ou
dans SERPENT version 1.14, l’approche propose´e dans cette e´tude est ne´anmoins diffe´rente
des techniques expose´es pre´ce´demment. Ici, l’algorithme Monte Carlo pour le calcul de cri-
ticite´ reposant sur des ite´rations de puissance est directement modifie´ afin de converger
sur keff = 1 et donc sur le flux critique. Cette approche est strictement identique au cas
de´terministe tel qu’implante´ dans DRAGON ou APOLLO2 (voir par exemple (Sanchez et al.,
1988) ou (He´bert, 2001)). En effet, contrairement aux codes de re´seau issu de WIMS ou` le cal-
cul est de´couple´ en deux e´tapes (un calcul sans fuite classique, puis re´solution des e´quations
B1 pour obtenir le flux critique servant a` condenser les grandeurs homoge`nes obtenues ini-
tialement), l’approche issue du code APOLLO consiste a` introduire a` chaque ite´ration de
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puissance le terme de fuite dgB
2 dans l’e´quation de transport multigroupe. L’ite´ration sur
le buckling B2 est re´alise´ a` l’inte´rieur des boucles sur la valeur propre. Le calcul de valeur
propre converge ainsi vers keff = 1 et le flux obtenu est directement le flux critique.
8.3 Adaptation au calcul Monte Carlo
On pre´sente dans cette section l’approche programme´e dans MC: afin d’inte´grer le mode`le
de fuite directement au cœur du calcul Monte Carlo de criticite´ (Martin et He´bert, 2011b). Les
e´quations B1 sont re´solues a` chaque cycle. Elles ne´cessitent pour chaque groupe les sections
efficaces homoge`nes suivantes, calcule´es durant la marche ale´atoire via l’estimateur collision :
• La section efficace macroscopique totale par groupe :
Σg =
〈φg(r)Σg(r)〉r
〈φg(r)〉r
(8.31)
• Les matrices de transfert d’ordre P0 et P1 :
Σs,`,g,←h =
〈φh(r)Σs,`,g←h(r)〉r
〈φh(r)〉r
avec ` = 0, 1 (8.32)
• La section efficace de production (ν × fission) :
νΣf,g =
〈φg(r)νΣf,g(r)〉r
〈φg(r)〉r
(8.33)
• Et le spectre de fission :
χg =
〈φg(r)χg(r)νΣf,g(r)〉r
〈φg(r)νΣf,g(r)〉r
(8.34)
L’algorithme Monte Carlo pour la de´termination de la valeur propre peut eˆtre re´sume´ par :
• Les sections efficaces homoge`nes sont score´es a` chaque cycle i.
• Apre`s Nskip cycles initiaux afin d’assurer la convergence des sources, les grandeurs es-
time´es des sections efficaces sont utilise´es afin de re´soudre les e´quations B1. Le buckling
critique B2 et les coefficients de fuite dg sont alors e´value´s. Dans notre approche, les
meˆmes routines que dans le cas de´terministe sont utilise´es.
• Les valeurs moyennes des coefficients d(g)B2 obtenues pour les cycles k ≤ i sont intro-
duits au cycles suivant i+ 1.
• Dans chaque groupe g, une re´action additionnelle est ajoute´e de´pendamment du signe
de B2. Si cette re´action est ale´atoirement tire´e, alors :
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– si B2 > 0, la re´action additionnelle est une fuite fictive, de probabilite´
Pleak =
dgB
2
Σg + dgB2
.
L’histoire du neutron est termine´e (le neutron est tue´), et son poids est mis a` zero.
– si B2 < 0, le terme source est augmente´. Cette re´action est prise en compte en
modifiant le poids du neutron source suivant
ω′ = ω
Production
Absorption
= ω
νΣf,g − dgB2
Σa
Ceci est duˆ au fait que notre algorithme Monte Carlo tient compte de la multiplication
neutronique par augmentation du poids.
Dans tous les cas, cette approche correspond a` augmenter la section efficace totale suivant
Σ∗g = Σg + abs(dgB
2). Le terme dgB
2 pouvant s’interpre´ter comme un terme de fuite si B2
est positif, ou un terme de production si B2 est ne´gatif. Comme dans le cas de la me´thode
des probabilite´s de collision, d’autres techniques sont cependant possibles.
8.4 Re´sultats nume´riques
8.4.1 Comparaison vis-a`-vis de DRAGON
Les cellules de Rowlands (Rowlands, 1999) sont utilise´es afin de tester l’implantation du
mode`le de fuite B1 au sein du module MC:. Les quatre cas UOX et MOX de´cris a` la section
6.4.1 sont typiquement sur-critiques avec des coefficients de multiplication effectif keff > 1
lorsqu’aucun mode`le de fuite n’est applique´. Afin de pouvoir tester un cas a` buckling ne´gatif,
le cas UOX-1 a e´te´ modifie´ de telle sorte que le keff soit le´ge`rement en dessous de 1. Ceci a e´te´
re´alise´ en diminuant le´ge`rement la densite´ isotopique de l’isotope 235U a` 2.10−4 (1024 at/cm3).
La voie de calcul reposant sur la me´thode des probabilite´s de collision du code de re´seau
DRAGON est utilise´e. Les options de calcul de´taille´es au chapitre 6 sont utilise´es ici, avec en
addition l’introduction d’un mode`le de fuite B1 homoge`ne au niveau du calcul de flux prin-
cipal. Ici, l’option par de´faut est utilise´e et les taux de fuite sont introduits par soustraction
du terme dgB
2 des sections efficaces de diffusion, ce qui correspond a` la me´thode DIFFON
du code APOLLO2. Les autres techniques disponibles telles que la normalisation du terme
de source par la probabilite´ de non-fuite (option PNL) conduisent de toute manie`re a` des
re´sultats identiques sur les cas Rowlands.
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Les grandeurs reporte´es au tableau 8.1 sont le facteur de multiplication infini k∞, le bu-
ckling critique B2 et l’aire de migration M2. On rappelle que l’aire de migration, le keff et le
k∞ sont relie´s par
keff =
k∞
1 +M2B2
. (8.35)
Pour chaque quantite´ R (keff , B
2 et M2), la diffe´rence relative entre les re´sultats Monte
Tableau 8.1 Grandeurs macroscopiques obtenues par MC: et CP:
DRAGON MC: DRAGON CP
Case k∞ B2 M2 keff (σ en %) k∞ B2 M2
UO2-1 1.38290 1.0057e-2 3.8074e+1 1.00084 (0.03) 1.38231 9.6309e-3 3.9697e+1
UO2-2 1.33209 5.6298e-3 5.8987e+1 0.99977 (0.03) 1.33053 5.2991e-3 6.2374e+1
UO2-3 1.30089 5.1075e-3 5.8910e+1 1.00091 (0.03) 1.29921 4.8066e-3 6.2250e+1
UO2-4 1.31429 5.3041e-3 5.9254e+1 1.00051 (0.03) 1.31214 4.9902e-3 6.2552e+1
MOX-1 1.22986 4.1963e-3 5.4778e+1 1.00035 (0.03) 1.22937 3.9795e-3 5.7637e+1
MOX-2 1.21508 3.9435e-3 5.4540e+1 1.00030 (0.03) 1.21503 3.7483e-3 5.7367e+1
MOX-3 1.27276 4.9288e-3 5.5341e+1 0.99921 (0.03) 1.27222 4.6737e-3 5.8246e+1
MOX-4 1.25874 4.6966e-3 5.5091e+1 0.99976 (0.03) 1.25832 4.4545e-3 5.7991e+1
Subcrit. 0.99215 -2.0574e-4 3.8153e+1 1.00087 (0.03) 0.99179 -2.0810e-4 3.9464e+1
Carlo et ceux obtenus par la me´thode des probabilite´s de collision est calcule´e suivant
δ(%) = 100× R
mc −Rcp
Rcp
. (8.36)
Tableau 8.2 Diffe´rences relatives entre MC: et CP:
Cas δ vs. CP, k∞ δ vs. CP, B2 δ vs. CP, M2
UO2-1 0.04 4.9 -4.0
UO2-2 0.12 6.2 -5.4
UO2-3 0.13 6.3 -5.3
UO2-4 0.16 6.2 -5.3
MOX-1 0.03 5.5 -4.9
MOX-2 0.004 5.1 -5.1
MOX-3 0.04 5.8 -5.0
MOX-4 0.03 5.6 -5.0
Subcrit. 0.03 -0.9 -3.0
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On voit au tableau 8.2 que les facteurs de multiplication infinis k∞ sont cohe´rents entre les
deux calculs, avec des diffe´rences relatives tre`s faibles. Les buckling critiques B2 sont aussi
cohe´rents, bien que l’on observe syste´matiquement une surestimation par le calcul Monte
Carlo d’environ 5%. Il faut cependant se rappeler que les ordres de grandeurs du buckling
sont de l’ordre de 10−2 a` 10−3 pour ces cas REP. Etant donne´ que les k∞ sont similaires, les
aires de migrations pre´sentent a` peu pre`s les meˆmes diffe´rences relatives que pour les buckling
critiques B2 (au signe pre`s).
Les grandeurs ge´ne´re´es par un code spectral et utiles pour un calcul de cœur sont les sections
efficaces homoge´ne´ise´es sur l’assemblage ou la cellule, et condense´es a` deux groupes. Il est
donc naturel de comparer les quantite´s ge´ne´re´es par les deux voies de calcul. On compare
ainsi les sections efficaces totales, d’absorption et de production obtenues par le code MC:
avec celles ge´ne´re´es par la chaˆıne de calcul reposant sur la me´thode Pij.
Tableau 8.3 Comparaison des sections efficaces ge´ne´re´es par MC: et CP:
cas UO2-1
MC:(σ(x¯)
x¯
en %) CP: δ : Rel. diff.(%)
Σt,1 6.5856e-1 (0.02) 6.6746e-1 -1.33
Σt,2 1.9398e+0 (0.04) 1.9295e+0 0.53
Σa,1 9.9902e-3 (0.03) 1.0175e-2 -1.83
Σa,2 1.1418e-1 (0.04) 1.1501e-1 -0.72
νΣf,1 7.8144e-3 (0.03) 7.7248e-3 1.16
νΣf,2 1.9219e-1 (0.04) 1.9385e-1 -0.86
cas MOX-1
Σt,1 5.1310e-1 (0.02) 5.1760e-1 -0.84
Σt,2 1.6412e+0 (0.07) 1.6345e+0 0.41
Σa,1 1.6011e-2 (0.04) 1.6235e-2 -1.38
Σa,2 3.6829e-1 (0.05) 3.7156e-1 -0.88
νΣf,1 1.5503e-2 (0.04) 1.5531e-2 -0.18
νΣf,2 6.2438e-1 (0.05) 6.3008e-1 -0.90
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Tableau 8.4 Comparaison des sections efficaces ge´ne´re´es par MC: et CP: (sans fuite)
cas UO2-1
MC:(σ(x¯)x¯ en %) CP: δ : Rel. diff.(%)
Σt,1 6.7847e-1 (0.02) 6.8042e-1 0.56
Σt,2 1.9419e+0 (0.04) 1.9311e+0 -0.29
Σa,1 1.0669e-2 (0.03) 1.0665e-2 0.04
Σa,2 1.1444e-1 (0.04) 1.1528e-1 -0.73
νΣf,1 7.9797e-3 (0.03) 7.9327e-3 0.59
νΣf,2 1.9264e-1 (0.04) 1.9432e-1 -0.86
cas MOX-1
Σt,1 5.2304e-1 (0.02) 5.2261e-1 0.08
Σt,2 1.6418e+0 (0.07) 1.6344e+0 0.45
Σa,1 1.6885e-2 (0.04) 1.6895e-2 -0.06
Σa,2 3.6806e-1 (0.05) 3.7162e-1 -0.96
νΣf,1 1.5931e-2 (0.04) 1.5954e-2 -0.15
νΣf,2 6.2404e-1 (0.05) 6.3016e-1 -0.97
Les re´sultats pre´sente´s aux tableaux 8.3 pour le cas UOX-1 et MOX-1 sont en tre`s bon
accord pour les deux me´thodes. Les diffe´rences sont du meˆme ordre de grandeur que ceux
observe´es sans mode`le de fuite et expose´s au tableau 8.4. On compare e´galement les flux
fondamentaux homoge`nes obtenus dans les deux cas (avec ou sans mode`le de fuite). Les
figures 8.1 et 8.2 illustrent le fait que l’introduction d’un mode`le de fuite B1 homoge`ne
conduit a` un de´placement du spectre similaire pour les cas Monte Carlo et de´terministe. Le
flux obtenu aux conditions critiques pre´sente des diffe´rences significatives vis-a`-vis du flux
obtenu dans le cas sans fuite, justifiant ainsi l’introduction d’un tel mode`le.
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Figure 8.1 Flux avec ou sans mode`le B1, Monte Carlo
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Figure 8.2 Flux avec ou sans mode`le B1, Pij
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8.4.2 Comparaison vis-a`-vis du code SERPENT
La version 1.14 du code SERPENT dispose e´galement d’un mode`le de fuite base´ sur
l’approximation B1 homoge`ne. Le calcul s’effectue en deux e´tapes, a` savoir un calcul Monte
Carlo classique (sans fuites) du coefficient de multiplication effectif et des grandeurs macro-
scopiques ne´cessaires, puis la re´solution proprement dite des e´quations B1 conduisant au flux
critique par ite´ration du B2. Les donne´es disponibles dans les listings de SERPENT sont
essentiellement le B2 critique, les sections efficaces macroscopiques condense´es sur la struc-
ture souhaite´e (typiquement deux groupes), et les coefficients de diffusion. On compare au
tableau 8.5 les valeurs des coefficients B2 obtenus dans les deux codes pour les cas Rowlands.
Tableau 8.5 Coefficients B2 pour les cas Rowlands
Cas B2 MC: B2 SERPENT B2 CP:
UO2-1 1.0057e-2 1.0029e-2 9.6309e-3
UO2-2 5.6298e-3 5.5721e-3 5.2991e-3
UO2-3 5.1075e-3 5.0407e-3 4.8066e-3
UO2-4 5.3041e-3 5.2234e-3 4.9902e-3
MOX-1 4.1963e-3 4.1277e-3 3.9795e-3
MOX-2 3.9435e-3 3.8707e-3 3.7483e-3
MOX-3 4.9288e-3 4.8587e-3 4.6737e-3
MOX-4 4.6966e-3 4.6267e-3 4.4545e-3
Subcrit. -2.0574e-4 -3.3591e-4 -2.0810e-4
On remarque que les valeurs concordent entre les codes DRAGON et SERPENT. La me´thodo-
logie imple´mente´e dans SERPENT a e´te´ semble-t-il valide´e vis-a`-vis de HELIOS, mais les
re´sultats n’ont pas encore e´te´ publie´s. On conside`re ici que les re´sultats obtenus via la me´thode
des probabilite´s de collision comme re´fe´rence, et au final les trois chaˆınes de calcul produisent
des re´sultats cohe´rents, excepte´ le cas sous-critique ou` le coefficient B2 est sous e´value´ dans
SERPENT. Les cas assemblages MOX et UOX pre´sente´s au chapitre 6 sont e´galement ana-
lyse´s via le code MC: et SERPENT. Ces cas sont pertinents ici car ils repre´sentent des cas
d’assemblage typiques REP a` burnup de 25MWj/t. On compare ainsi les grandeurs macrosco-
piques ge´ne´re´es par les deux codes Monte Carlo MC: et SERPENT. Les valeurs reporte´es au
tableau 8.6 sont cohe´rentes entre les deux codes, avec une erreur relative maximale de l’ordre
du % pour les grandeurs macroscopiques. On remarque ainsi que l’approche imple´mente´e
dans SERPENT conduit a` des re´sultats compatibles a` ceux obtenus via la strate´gie du code
DRAGON.
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Tableau 8.6 Comparaison des sections efficaces ge´ne´re´es par MC: et SERPENT
cas UO2-1
MC: SERPENT δ : Rel. diff.(%)
B2 5.6000e-4 5.3529e-4 4.6
νΣf,1 5.2440e-3 5.2624e-3 -0.35
νΣf,2 1.3885e-1 1.3986e-1 -0.72
Σa,1 1.0200e-2 1.0391e-2 -1.8
Σa,2 9.9925e-2 1.0067e-1 -0.74
cas MOX-1
B2 2.9028e-3 2.8472e-3 1.9
νΣf,1 8.3740e-3 8.3830e-3 -0.11
νΣf,2 3.2897e-1 3.3503e-1 -1.8
Σa,1 1.2128e-2 1.2350e-2 -1.8
Σa,2 2.0408e-1 2.0761e-1 -1.7
L’e´tude pre´sente´e dans ce chapitre permet de prouver qu’il est possible d’utiliser un mode`le
de fuite B1 homoge`ne dans un algorithme Monte Carlo, de manie`re rigoureusement identique
au cas de´terministe. Il serait ne´anmoins inte´ressant de tester cette approche dans un cadre
plus large, typiquement pour diffe´rentes valeurs de burnup, ce qui sera possible apre`s cou-
plage du solveur MC: avec un module d’e´volution. Enfin, il serait inte´ressant de proposer un
mode`le de fuite directement conc¸u pour la me´thode Monte Carlo. Les approches ne reposant
pas sur l’approximation B1 homoge`ne comme celles base´es sur la modification ite´rative de
l’albe´do sont en ce sens prometteuses et facilement applicables a` n’importe quel code Monte
Carlo. On pourrait ainsi tenir compte des effets de fuites he´te´roge`nes, ne´cessaire pour les
re´acteurs a` spectre rapide par exemple.
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CHAPITRE 9
CONCLUSION
Dans ce projet, nous avons de´montre´ la possibilite´ d’utiliser un algorithme Monte Carlo
utilisant une repre´sentation sous forme de tables de probabilite´ pour les sections efficaces,
dans le cadre ge´ne´ral du calcul de re´seau et de criticite´. Nous avons jete´ les bases d’un code
de re´seau entie`rement base´ sur la me´thode de Monte Carlo, comme alternative aux approches
de´terministes actuellement utilise´es. Plusieurs points ont e´te´ e´tudie´s en de´tail et sont re´sume´s
ci-dessous.
L’utilisation d’un maillage e´nerge´tique comprenant uniquement 295 groupes est possible et
n’entraˆıne pas de source d’erreur vis-a`-vis de la me´thode Monte Carlo a` e´nergie continue
et des me´thodes de´terministes classiques. Nous avons ainsi pu recycler une grande partie
du travail re´alise´ dans la de´finition du maillage SHEM et ses de´rive´s a` 295 et 361 groupes,
originellement conc¸us pour les sche´mas de calculs REP avec combustible UOX et MOX. La
quasi-totalite´ des re´sultats de´montre´s dans cette e´tude sont base´s sur le maillage SHEM–295.
Celui-ci comprend en effet un plus grand domaine ou` les tables de probabilite´ sont ne´cessaires
(typiquement entre 4.6 eV et 11.14 KeV), alors que le domaine fin multigroupe est repousse´
a` 22.5 eV dans le cas SHEM–361. Il est donc clair que les re´sultats obtenus avec SHEM–361
seront similaires.
L’algorithme Monte Carlo s’est re´ve´le´ particulie`rement sensible aux me´thodes invoque´es pour
calculer ces tables de probabilite´. La me´thode des moments est la technique nume´rique la plus
ade´quate pour ge´ne´rer des tables de probabilite´ cohe´rentes. La pre´cision des calculs re´alise´s
a` l’aide du code Monte Carlo programme´ dans cette e´tude est directement relie´e a` la qualite´
des donne´es d’entre´e. Ceci est bien suˆr valable pour tout code de transport. La robustesse
de l’approche CALENDF a de´ja` e´te´ prouve´e dans d’autres e´tudes et est due essentiellement
a` sa base mathe´matique solide. En effet, le calcul d’une table de probabilite´ est relie´ au
proble`me des moments et par application des proprie´te´s des polynoˆmes orthogonaux, on ob-
tient e´quivalence entre table de probabilite´ et quadrature de Gauss pour la variable e´nergie.
A l’inverse, les techniques base´es sur la conservation d’un certain nombre de valeur de dilu-
tions pre´tabule´es dans NJOY conduisent a` de mauvais re´sultats dans le code MC:. Ceci est duˆ
principalement a` l’apparition de poids le´ge`rement ne´gatifs, typiquement dans les groupes ou`
l’ordre de la table de probabilite´ est important (ge´ne´ralement pour l’238U). Un remplacement
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graduel de l’approche RMS par l’approche CALENDF a finalement re´duit les erreurs ob-
serve´es. Il est cependant certain qu’un travail important de pre´paration des donne´es pourrait
eˆtre re´alise´ en amont du code de re´seau, en rede´finissant par exemple de manie`re propre le
calcul des tables de probabilite´. Si la strate´gie implante´e dans le module LIB: et consistant a`
recalculer a` chaque fois les tables de probabilite´ n’est pas force´ment tre`s couˆteuse, elle reste
peu optimise´e. L’Assurance Qualite´ serait renforce´e si l’on disposait de librairies d’entre´e
fige´es contenant les tables de probabilite´ pour chaque isotope. La proble´matique des codes
de pre´paration de donne´es d’entre´e pour les codes de transport de´passe largement le cadre
de cette e´tude et est au cœur des projets de modernisation des outils en neutronique (voir
les projets GALILEE du CEA et AMPX-2000 de ORNL).
L’utilisation des poids corre´le´s entre deux isotopes re´sonnants conduit a` une le´ge`re ame´liora-
tion des re´sultats. On rappelle que ce formalisme est utile afin de tenir compte de l’effet
d’auto-protection mutuelle (effet d’interfe´rence), intervenant lorsque plusieurs re´sonances se
superposent dans un groupe conside´re´. Ne´anmoins, l’impact de ces poids corre´le´s est moindre
que dans le cas des me´thodes d’auto-protection du module USS:. Ceci s’explique encore une
fois par la mauvaise qualite´ de certaines matrices de poids corre´le´s, l’algorithme pouvant
conduire dans les cas d’ordres e´leve´s a` des poids le´ge`rement ne´gatifs. Cependant, les struc-
tures SHEM sont en partie optimise´es et tiennent compte directement de ce phe´nome`ne,
meˆme s’il reste quelques recouvrements importants (typiquement dans SHEM–295 entre 4.6
et 22.5 eV). Au final, les tables de probabilite´ classiques sont suffisantes dans toutes les confi-
gurations teste´es dans cette e´tude. Similairement au cas de´terministe, l’utilisation des poids
corre´le´s peut eˆtre conside´re´e comme voie de calcul expe´rimentale.
Il est possible de prendre en compte l’anisotropie de la diffusion par la me´thode des angles
discrets dans un code Monte Carlo reposant sur des sections efficaces sous forme de tables de
probabilite´. Dans ce cas, les moments de Legendre des coefficients de la matrice de transfert
servent a` calculer une table de probabilite´ pour la densite´ angulaire. La me´thode CALENDF
peut encore une fois eˆtre applique´e, avec cette fois-ci une se´rie de tests pre´liminaires afin de
ve´rifier si les moments de Legendre sont incohe´rents. Dans ces cas, il est tout a` fait le´gitime
de supplanter la me´thode des angles discrets par des me´thodes semi-analytiques comme la
me´thode de Coveyou (conservation jusqu’a` l’ordre P1) ou la me´thode de Lux (conserva-
tion des moments jusqu’a` l’ordre P3). Un ordre faible, typiquement P1 par application de la
me´thode de Coveyou, est suffisant dans la majorite´ des cas de re´acteurs thermiques. Dans les
cas du calcul de criticite´-suˆrete´, un de´veloppement P5 et donc la me´thode des angles discrets
sont ne´anmoins ne´cessaires. L’approche e´tudie´e ici est une adaptation directe des me´thodes
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de´rive´es initialement pour les codes Monte Carlo multigroupes, ou` les donne´es sont fournies
par un code de re´seau. Il est cependant possible (et plus e´le´gant) d’utiliser les informations
ponctuelles dans le cas d’un code Monte Carlo reposant sur la me´thode des sous-groupes. Ceci
ne´cessiterait par contre d’avoir acce`s aux meˆmes donne´es que les codes ponctuels, typique-
ment les tables de probabilite´ pour le cosinus de diffusion en fonction de l’e´nergie incidente
(dans le re´fe´rentiel du centre de masse). On aurait alors un code Monte Carlo utilisant les
sections efficaces sous forme de tables de probabilite´ pour de´terminer le libre parcours moyen,
l’isotope collisionne´ et le type de re´action, tandis que les lois d’anisotropie ponctuelle seraient
utilise´es dans le cas de la diffusion (e´lastique et ine´lastique). Les lois de la cine´matique per-
mettent de recalculer l’e´nergie secondaire et donc d’obtenir une repre´sentation continue de
la variable e´nergie. L’approche reposant sur les me´thodes D.A.T. ou semi-analytiques pour-
rait cependant se re´ve´ler plus simple si l’on de´sire de´river un algorithme Monte Carlo adjoint.
Il est possible d’utiliser un mode`le de fuite base´ sur l’approximation B1 homoge`ne au sein
d’un code Monte Carlo. L’approche retenue et teste´e dans cette e´tude a conduit a` propo-
ser une adaptation originale d’un mode`le de fuite B1 homoge`ne directement au niveau des
ite´rations de puissance. Il s’agit d’une traduction directe du mode`le de´terministe au cas Monte
Carlo. Avec cette approche, une de´finition naturelle des coefficients de diffusion apparaˆıt. Les
re´sultats ont e´te´ e´tablis e´quivalents aux cas de´terministes. Etant donne´ la relative nouveaute´
de cette proble´matique, il est probable que d’autres mode`les de fuite spe´cifiquement conc¸us
pour l’approche Monte Carlo apparaissent dans les prochaines anne´es.
Enfin, les temps de calcul obtenus avec la me´thode Monte Carlo avec tables de probabi-
lite´ ont e´te´ e´tablis tre`s satisfaisants. En pratique, l’imple´mentation d’une voie  tables de
probabilite´  dans un code Monte Carlo mature doit ainsi conduire a` des temps CPU in-
terme´diaire entre la voie ponctuelle et la voie multigroupe. Meˆme sur les assemblages MOX et
UOX e´volue´s jusqu’a` 25GWJ/KgU comprennant plusieurs centaines de re´gions re´sonnantes
avec des dizaines de produits de fission, la combinaison de la me´thode de delta-tracking avec
un tirage dans les tables de probabilite´ n’entraˆıne pas de surcouˆt important. Les temps
CPU observe´s avec MC: sont e´quivalents a` ceux obtenus avec SERPENT et sont a` peu
pre`s un cinquie`me de ceux observe´s avec MCNP5. Les codes de´terministes utilisent des
sche´mas multi-niveaux optimise´s pour le calcul de re´acteur REP. On note cependant que
la voie de  re´fe´rence  architecture´ autour de la me´thode des caracte´ristique expose´e dans
les e´tudes (Vallerent, 2009; Reysset, 2009) est largement plus couˆteuse que la voie Monte
Carlo. Les performances en terme de couˆt CPU d’un code Monte Carlo sont extreˆmement
de´pendantes de la qualite´ de la programmation, et une ame´lioration constante des temps
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de calcul dans MC: a e´te´ observe´e tout au long de ce projet. Il est probable que d’autres
ame´liorations seront introduites dans le futur. A titre d’exemple, le code SERPENT be´ne´ficie
de plusieurs anne´es de de´veloppement et d’un retour d’expe´rience invoquant plusieurs dizaines
d’utilisateurs. Les performances obtenues avec ce code viennent remettre tout simplement en
cause l’argumentaire classique et ouvre la voie au calcul de re´seau par des me´thodes Monte
Carlo, ce qui e´tait impensable il y a quelques anne´es seulement. Certains concepts de re´acteurs
comme les VHTR repre´sentent un de´fi pour les codes de re´seau de´terministes actuels (voir
par exemple (Lajoie et al., 2010) pour une e´tude faite avec DRAGON), et de nombreuses
e´tudes sont actuellement en cours pour utiliser un code Monte Carlo de ge´ne´ration de donne´es
macroscopiques.
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CHAPITRE 10
E´TUDES EN COURS ET FUTURES
Le travail de validation de la me´thode Monte Carlo introduite dans cette e´tude s’est fait
sur des cas relativement classiques de calcul de re´seau et de criticite´. D’autres e´tudes non
de´taille´es dans ce rapport ont porte´ sur l’analyse de cellules de re´acteurs a` spectre rapide
de type SFR. Une e´tude est e´galement poursuivie a` l’IRSN concernant le de´veloppement de
me´thode de re´duction de variance pour le calcul Monte Carlo de criticite´ (Jinaphanh et al.,
2011). Une des approches actuellement teste´e consiste a` re´cupe´rer le flux adjoint, calcule´ par
une me´thode de´terministe comme la me´thode SN ou la me´thode des caracte´ristiques, pour
appliquer un biaisage de la marche ale´atoire Monte Carlo (me´thode connue sous le terme
d’importance sampling technique). Une autre application consiste a` modifier le placement
initial des sources selon le flux adjoint, permettant ainsi de diminuer voir meˆme d’e´liminer
les cycles initiaux ne´cessaires afin d’assurer la convergence des sources avec la me´thode clas-
sique des ite´rations de puissance.
Ces proble´matiques sont des sujets de recherche en vogue, notamment pour le calcul de
criticite´ ou` les milieux fissiles peuvent eˆtre faiblement couple´s et ou` une mauvaise conver-
gence des sources peut conduire a` une sous-estimation du keff . Les me´thodes de re´duction
de variance base´es sur l’utilisation du flux adjoint ont e´te´ initialement propose´es pour les
proble`mes de protection, et sont en cours d’adaptation au calcul de valeur propre. Les tech-
niques invoque´es ge´ne´ralement reposent sur le couplage de diffe´rents codes tels que MCNP
et TORT. Ici, on dispose dans le meˆme code des diffe´rentes techniques de re´solution, et il est
probable qu’il s’agisse d’un des premiers outils de ce genre.
Il serait e´galement pertinent d’ajouter la possibilite´ d’effectuer des calculs d’e´volution avec
le solveur Monte Carlo de DRAGON. Il serait a` ce titre possible de re´aliser un couplage
avec le module EVO:, de´ja` disponible et valide´ pour les calculs de´terministes. Dans ce cas,
toutes les re´actions partielles ne´cessaires a` la re´solution des e´quations de Bateman doivent
eˆtre encaisse´es pendant la marche ale´atoire, et sauve´es dans un format compatible avec EVO:.
L’utilisation d’une grille multigroupe devrait simplifier le couplage du code stochastique avec
le solveur des e´quations d’e´volution du champ isotopique, comparativement aux e´tudes faites
avec des codes Monte Carlo a` e´nergie continue (Haeck et Verboomen, 2007; Haeck, 2007).
Par ailleurs, la repre´sentation des isotopes re´sonnants sous forme de tables de probabilite´
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permettrait a` ce niveau un gain important en terme de couˆt de calcul et de me´moire.
Prendre en compte l’e´volution du combustible dans un code Monte Carlo est couˆteux en
terme de temps de calcul, car l’on cherche a` obtenir une e´valuation correcte d’un nombre im-
portant de re´actions isotopiques partielles. Les taux de re´action doivent donc eˆtre converge´s
et les parame`tres de simulation doivent eˆtre suffisants (nombre de neutrons/cycle important).
Pour cela, la paralle´lisation du code Monte Carlo doit eˆtre envisage´e au pre´alable. L’approche
ge´ne´rale est largement de´crite dans la litte´rature, et consiste a` paralle´liser le code au niveau
de la marche ale´atoire des neutrons. La re´partition s’effectue typiquement par division des M
neutrons par cycle suivant les P processeurs. La librairie OpenMP est ge´ne´ralement utilise´e,
avec dans le cas de MCNP la possibilite´ d’utiliser en plus le standard MPI. Etant donne´
que MC: est programme´ en Fortran 2003, on pourrait aussi conside´rer le standard Fortran
Co-Array, sense´ eˆtre disponible sous peu dans gfortran. On obtiendrait ainsi un code Monte
Carlo de troisie`me ge´ne´ration optimise´ pour le calcul de re´acteur.
Enfin, l’utilisation d’un algorithme Monte Carlo pour le calcul de re´seau ne´cessite de s’inte´resser
a` la question de la propagation de l’erreur statistique. On pense ici a` la chaˆıne classique ou`
les grandeurs homoge´ne´ise´es calcule´es par un code Monte Carlo sont associe´es a` une erreur
statistique et utilise´es dans un algorithme base´ sur une me´thode nodale (ou autre), mais
aussi au calcul d’e´volution, ou` une erreur statistique importante pour un taux de re´action
quelconque en de´but de cycle peut impacter de manie`re significative le bilan isotopique final.
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1 INTRODUCTION
The Monte Carlo solver MC: described in this document is built as an independent module in a de-
veloping version of the DRAGON code [1], wrapped with the GANLIB 5 driver [2]. The input file is
consequently written in the CLE-2000 language following the instructions of the GANLIB 5 documenta-
tion, which is quite similar to previous GANLIB versions from an user’s point of view. Others relevant
modules such as LIB: are identical to the tagged version and relevant instructions can be found in [3].
An obsolete multigroup Monte Carlo module was introduced in [4, 5] and documented in [3]. The code
has since been completely rewritten, and any input file made originally for the old version should be
converted using the following instructions. In particular, the need to use the GEO: module together with
the NXT: tracking operator has been removed. The geometry is given now as a parameter and defined
during the call to the MC: module. At this time, classical 1D (slab, cylindrical and spherical) geometries
along with 2D/3D regular lattices and clusters can be modelled. Typical applications of the MC: are
PWR and CANDU cells and assemblies [6, 7]. Note that geometrical capabilities can be easily expanded.
Majors features of this solver are the possibility of performing Monte Carlo criticality calculations using:
• Microscopic cross sections, typically on the form of probability tables for resonant isotopes. In this
case, a preliminary call to the LIB: module is necessary. Only CALENDF-like probability tables
should be used in this case (option PTMC). The module recognizes the L MICROLIB signature of the
input library and recopies the pertinent information. It is however possible to force the use of the
embedded macrolib (see Sect. 4).
• Macroscopic cross sections, where the input library possesses the L MACROLIB signature. These data
can be processed by the MAC:, LIB: or EDI: modules of the DRAGON code.
Note that only Draglib-formatted input libraries [8] with the SHEM–295 [9] or SHEM–361 [10] groups
can be used in the microscopic case. Only Monte Carlo criticality calculations with the power iteration
method can be realized with the MC: module (no fixed source problems).
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2 GENERAL STRUCTURE OF THE MC: INPUT
The calling specifications are:
Table 1: Structure (MC:)
OUTMC := MC: { MICRO | MACRO } :: (MC data)
where
OUTMC character*12 name of a Monte-Carlo (type L MC) object open in creation mode.
MICRO character*12 name of a microlib (type L LIBRARY) object open in read-only mode.
MACRO character*12 name of a macrolib (type L MACROLIB) object open in read-only mode.
MC data input data structure containing specific data.
There is three different entries for the MC: module. The first one is related to the geometrical definition
of the problem and is described in Sect. 3.
The second entry, described in Sect. 4 is related to the definition of parameters for the Monte Carlo
transport simulation itself.
The last entry is optional and related to the instructions for group constant generations, i.e., the di-
rectives for the homogenization and condensation of cross sections and is described in Sect. 5.
Table 2: Structure (MC data)
[ EDIT iprint ]
GEO
(GEO data)
END GEO
SIMUL
(SIMUL data)
END SIMUL
[ TALLY ]
[ (TALLY data) ]
[ END TALLY ]
;
The geometry card is encapsulated between tags GEO and END GEO. The Monte Carlo parameters are
given between tags SIMUL and END SIMUL. Note that these two entries are mandatory for any Monte Carlo
simulation with the MC: module. One can optionally define a tally card for editing reaction rates.
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3 DESCRIPTION OF THE GEO CARD
Table 3: Structure (GEO data)
GEO
(descCELL)
[(descLATTICE)]
[(descBC)]
END GEO
;
where (descCELL) is a structure defining a geometry cell. At this time, the following geometries can
be modelled:
Table 4: Structure (descCELL)
{ INF | CAR1D | PIN | SPHERE | CAR2D | CAR2D | CAR3D}
INF infinite, homogeneous geometry. The following instructions must be provided:
Table 5: Structure (descINF)
MIX imix
with
MIX keyword used to specify which mixture fills the region and imix corresponds to the mixture
number defined in the internal library.
CAR1D, PIN,SPHERE 1D Cartesian/cylindrical/spherical geometry. In these 1D cases, the following
instructions must be provided:
Table 6: Structure (desc1D)
nreg
MIX (imix(ireg), ireg = 1, nreg )
nreg is the number of regions in the 1D cell.
MIX keyword used to specify which mixture fills the region.
imix array of mixture numbers.
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CAR2D, CAR3D: 2D/3D Cartesian geometry. The following instructions must be provided:
Table 7: Structure (descCARCEL)
Cid
[PIN npin RPIN rpin(i),i=1,npin ]
MIX (imix(ipin), ipin = 1, npin )
Cid is the cell identifier, where id is an integer.
PIN serves to include a centered pin into the Cartesian cell. In this case, the number of concentric
cylindrers npin should also be provided.
RPIN the radius vector rpin coming from the inner to the outer cylinder.
MIX keyword used to specify which imix mixture fills the region.
CLUSTER: cylindrical cluster geometry. The following instructions must be provided:
Table 8: Structure (descCLUSTER)
CLUSTER ncluster
(NPIN npin RPIN rpin APIN apin) repeat for each cluster
where
CLUSTER keyword to specify that a cylindrical cluster array follows
ncluster number of imaginary cylinder where the centers of the pins are to be placed to define the
cluster arrays.
NPIN keyword to specify the number of pins located in a cluster geometry.
npin the number of pins associated with this sub-geometry.
RPIN keyword to specify the radius of an imaginary cylinder where the centers of the pins are to
be placed.
rpin the radius (cm) of an imaginary cylinder where the centers of the pins are to be placed.
APIN keyword to specify the angle of the first pin centered on an imaginary cylinder in a cluster
geometry.
apin angle (radians) of the first pin centered on an imaginary cylinder in a cluster geometry.
The (descLATTICE) must be used in order to model typical regular lattices of Cartesian cells, with
the following format:
Table 9: Structure (descLATTICE)
LATTICE nx ny nz
continued on next page
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Structure (descLATTICE) continued from last page
(C(i), i = 1,nx× ny× nz )
X ( xx(i), i = 1, nx + 1 )
Y ( yy(i), i = 1, ny + 1 )
[ Z ( zz(i), i = 1, nz + 1 ) ]
Note that even in the case of a single cell, the (descLATTICE) entry should be used with nx =
ny = nz = 1.
The last entry in the GEO card is related to the definition of the boundary conditions. GEO: notations
have been kept in this case.
Table 10: Structure (descBC)
X- { VOID | REFL [ SPEC | ISO | ALBEDO alb ] | TRAN }
X+ { VOID | REFL [ SPEC | ISO | ALBEDO alb ] | TRAN }
Y- { VOID | REFL [ SPEC | ISO | ALBEDO alb ] | TRAN }
X+ { VOID | REFL [ SPEC | ISO | ALBEDO alb ] | TRAN }
Z- { VOID | REFL [ SPEC | ISO | ALBEDO alb ] | TRAN }
Z+ { VOID | REFL [ SPEC | ISO | ALBEDO alb ] | TRAN }
R+ { VOID }
X-/X+ keyword to specify the boundary conditions associated with the negative or positive X surface
of a Cartesian geometry.
Y-/Y+ keyword to specify the boundary conditions associated with the negative or positive Y surface
of a Cartesian geometry.
Z-/Z+ keyword to specify the boundary conditions associated with the negative or positive Z surface
of a Cartesian geometry.
R+ keyword to specify the boundary conditions associated with the negative or positive outer
surface of a cylindrical or spherical geometry. At this time, only VOID boundary conditions
are possible with these surfaces.
VOID keyword to specify that the surface under consideration has zero re-entrant angular flux. This
side is an external surface of the domain.
REFL keyword to specify that the surface under consideration has a reflective boundary condition.
Specular (mirror-like) boundary conditions are set by default. It can be switched toward
isotropic or albedo-like (albedo value=alb) boundary conditions with the keywords ISO and
ALBEDO, respectively.
TRAN keyword to specify that the surface under consideration have periodic boundary conditions.
This boundary condition is valid only in symmetrical lattices.
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4 DESCRIPTION OF THE SIMUL CARD
This input card is intended to define the Monte Carlo simulation parameters: number of source neu-
trons, number of cycles, number of skipped cycles, etc.
This card serves also to set important physical parameters, such as the anisotropy scattering model
and the sort of input cross sections to be used during the simulation.
Table 11: Structure (SIMUL data)
KCODE nsrck ikz kct [ KEFF keff ] [ SIGMA sigma ] [ SEED iseed ] [ REPLAY ngame ]
[ MACRO ] [ N2N | NO-N2N ] [ NOPT ] [ CORR ]
[ TRAN | ANIS [ ISO | COV | LUX | DAT ]
[ TYPE B1 ACTIVE nactive ]
KCODE keyword to specify the Monte Carlo power iteration parameters.
nsrck neutron source population (usually between 5000 and 100000).
ikz number of inactive cycles (between 20 and 100).
kct total number of cycles (at least 500).
KEFF keyword to set the initial Keff .
keff initial Keff . Default value set to Keff = 1.
SIGMA keyword to set the endorsed standard deviation for the Keff .
sigma endorsed standard deviation (in pcm) for the Keff , typically 10.0 50.0. Default value set
to 50.0 pcm.
SEED keyword to initialize the pseudo-random number generator.
iseed integer set to initialize the pseudo-random number generator. The internal CPU clock is
used by default.
REPLAY keyword to replay the Monte Carlo game within the MC: module. A different simulation
will occur using another random numbers.
ngame Number of Monte Carlo game. Default set to one.
MACRO keyword to force the use of the embedded macrolib in case of an internal library with
L MICROLIB signature.
N2N keyword to activate the recovery of the (n, 2n) cross sections in the internal library (default
options).
NO-N2N keyword to deactivate the recovery of the (n, 2n) cross sections in the internal library.
NOPT keyword to deactivate the use of probability tables. Infinite-dilution values are used. Warn-
ing: this should be used with caution, typically to estimate the self-shielding effect.
CORR keyword to activate the use of correlated weights during the sampling of the probability
tables. The keyword CORR should also be set in the LIB: module. See [3], Sect 1.2 for
informations regarding the generation of probability tables.
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TRAN keyword to use the transport-corrected cross sections. The CTRA keyword must have been
set in the LIB: module.
ANIS keyword used to define the scattering laws. Four scattering models can be chosen:
ISO isotropic scattering (in the LAB frame), which is the default option.
COVE The Coveyou method is applied [12]. This semi-analytic method conserves linearly anisotropic
scattering. At least P1 scattering cross sections must be used in input.
LUX The Lux method is applied [11]. This method ensures the conservation of the scattering
law up to the P3 order. At least P3 scattering cross sections must be used in input.
DAT A combination of Coveyou, Lux and the Discrete Angle Technique is used when transfer
cross sections are at least expanded at the P5 order. The Discrete Angle Technique is used
when transfer moments are consistent at the Pn≥5 order, and substituted by Lux method
(only P3 moments are consistent) and Coveyou method (only P1 moments are consistent).
A specific Draglib should consequently be used, and the Legendre order L in the LIB:
module must be at least 6.
TYPE keyword to specify the kind of leakage model to be used during the Monte Carlo criticality
calculation.
B1 keyword to specify the use of a leakage model based on the B1 fundamental approximation.
ACTIVE keyword to set the number of inactive cycles before starting the leakage model.
nactive number of inactive cycles before starting the leakage model (usually between 20 to 50).
152
5 DESCRIPTION OF THE TALLY CARD
This section describes how to define tallies using the MC: module. This entry is mandatory when the
edition of reaction rates and cross sections is seeked. Similarities exist with the call of the EDI: module
of DRAGON, typically by the reuse of some keywords.
Table 12: Structure (TALLY data)
MERGE { NMERGE nmerge MIX mix(imix(i)),i=1,nmerge | COMP | NONE }
COND { NGCOND ngcond grp(igr(i)),i=1,ngcond | ALL | NONE }
where
MERGE keyword to specify that the neutron flux is to be homogenized over specific mixtures.
NMERGE keyword to set the number of mixtures in the merged geometry.
nmerge number of different mixtures in the merged geometry.
MIX keyword to specify that the homogenization of the neutron flux will take place over the
following mixtures.
mix array of homogenized mixtures. Setting mix(i) = 0 means that the mixture will not be
used during the homogenization.
NONE keyword to set no homogenization over the geometry.
COMP keyword to specify a complete homogenization of the geometry.
COND keyword to specify that a group condensation of the flux is to be performed.
NGCOND keyword used to set the number of resulting groups.
ngcond integer defining the dimension of the array grp.
grp array for the group condensation directive.
When the TALLY card is used, an additional output file in a matlab-like format is generated. This file
contains reaction rates for all the merged mixtures and isotopes. It can be open by matlab or octave to
make direct comparisons.
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6 EXAMPLES OF GEOMETRIES
6.1 2D pin cell
A classical 2D square pin cell can be defined using the following input in the GEO card. The resulting
geometry is plotted in figure 1:
GEO
CAR2D C1
MIX 3
PIN 2 0.4 0.45
MIX 1 2
LATTICE 1 1 1 C1
X 0.0 1.20
Y 0.0 1.20
X- REFL X+ REFL
Y- REFL Y+ REFL
END_GEO
Figure 1: 2D pin cell
6.2 CANDU-6 cell
A CANDU-6 cluster cell can be defined using the following parameters:
GEO
!fuel pins
PIN C1
0.6122 0.6540
MIX 6 10
PIN C2 2
0.6122 0.6540
MIX 7 10
PIN C3
2 0.6122 0.6540
MIX 8 10
PIN C4 2
0.6122 0.6540
MIX 8 10
!CAR2D with cylindrical cluster
CAR2D C5
MIX 5
PIN 4 5.16890 5.60320 6.44780 6.58750
MIX 1 2 3 4
CLUSTER 4 NPIN 1 RPIN 0.0000 APIN 0.0000
C1
NPIN 6 RPIN 1.4885 APIN 0.0000
C2 C2 C2 C2 C2 C2
NPIN 12 RPIN 2.8755 APIN 0.261799
C3 C3 C3 C3 C3 C3 C3 C3 C3 C3 C3 C3
NPIN 18 RPIN 4.3305 APIN 0.0
C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4
LATTICE 1 1 1 C5
X -14.2875 14.2875
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Y -14.2875 14.2875
X- REFL X+ REFL ! specular reflective BC
Y- REFL Y+ REFL
END_GEO
A classical fuel bundle with 37 fuel pins is displayed at the Figure 2, with a lattice pitch of 28.575 cm.
Figure 2: 2D cylindrical cluster cell
6.3 PWR assembly
A classical PWR assembly containing 17× 17 pins can be defined using the following parameters:
GEO
CAR2D C1!fuel cell
MIX 3
PIN 2 0.4126 0.474
MIX 1 2
CAR2D C2! water hole
MIX 3
PIN 2 0.571 0.613
MIX 3 2
LATTICE 17 17 1 !17*17 assembly
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C1 C1 C1
C1 C1 C1 C2 C1 C1 C1 C1 C1 C1 C1 C1 C1 C2 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C2 C1 C1 C1 C1 C1 C1 C1 C1 C1 C2 C1 C1 C1
C1 C1 C1 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
! the lattice pitch is 1.262 cm
MESHX 0.0 1.262 2.524 3.786 5.048 6.31 7.572 8.834 10.096 11.358
12.62 13.882 15.144 16.406 17.668 18.93 20.192 21.454
155
MESHY 0.0 1.262 2.524 3.786 5.048 6.31 7.572 8.834 10.096 11.358
12.62 13.882 15.144 16.406 17.668 18.93 20.192 21.454
X- TRAN X+ TRAN ! periodic BC
Y- TRAN Y+ TRAN
END_GEO
The geometry is displayed in Fig. 3.
Figure 3: 2D PWR assembly
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7 FULL EXAMPLES OF INPUT
The test cases considered here use a Draglib input library with the SHEM–295 or SHEM–361 group
structure. The call to the LIB: module is identical to those displayed in the documentation [3] with
CALENDF probability tables (PTMC) computed for resonant isotopes in resonant groups.
7.1 UOX Pin cell case with B1 fundamental mode leakage
This input file is a Monte Carlo criticality calculation performed with a leakage model on a simple
2D square pin cell.
Input data for test case: pincelluo2.x2m
!----
! UO2 Rowlands case 1
! SHEM-295 Jef2.2-based library
! input for the MC: module
! Author: N. Martin
!----
!define structures and modules used
LINKED_LIST LIBRARY OUTMC ;
MODULE LIB: MC: ;
LIBRARY := LIB: ::
EDIT 1
NMIX 3
CTRA NONE
ANIS 1 ! P0 scattering cross sections
CALENDF 4 PTMC !CALENDF-like probability tables
MIXS LIB: DRAGON FIL: DLIB_295
MIX 1 293.0
O16 = O16 4.6624E-2
U235 = U235 7.0803E-4 1 IRSET PTMC 1
U238 = U238 2.2604E-2 1 IRSET PTMC 1
MIX 2 293.0
Zr0 = Zr0 4.3241E-2 2 IRSET PTMC 1
MIX 3 293.6
H1 = H1_H2O 6.6988E-2
O16 = O16 3.3494E-2
;
OUTMC := MC: LIBRARY ::
GEO
CAR2D C1
MIX 3
PIN 2 0.4 0.45
MIX 1 2
LATTICE 1 1 1 C1
X 0.0 1.20
Y 0.0 1.20
X- REFL X+ REFL
Y- REFL Y+ REFL
END_GEO
SIMUL
NO-N2N
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!skip 10 cycles
KCODE 10000 10 2000 SIGMA 10.0
!active b1 leakage model at the 10+10=20st iteration
TYPE B1 ACTIVE 10
END_SIMUL
TALLY
MERGE COMP! complete homogenization
COND NONE!no condensation: keep the 295-group structure
END_TALLY
;
QUIT "LIST" .
7.2 Godiva critical experiment
This input file corresponds to the HEU-MET-FAST-001 experiment from the ICSBEP handbook [13].
Input data for test case: godiva.x2m
!--------------
! godiva experiment: HEU-MET-FAST-001
! keff = 1.000 +/- 100 pcm
! Input file for MC:
! N. Martin (2010)
!-------------
LINKED_LIST LIBRARY OUTMC ;
MODULE LIB: MC: ;
LIBRARY := LIB: ::
EDIT 0
NMIX 1
CTRA NONE
ANIS 8 !P7 Legendre order
CALENDF 4 PTMC! CALENDF probability tables
MIXS LIB: DRAGON FIL: DLIB_295
MIX 1 293.0 (*COMB0101*)
U235 = U235 4.49940E-02 1 IRSET PTMC 1
U238 = U238 2.49840E-03 1 IRSET PTMC 1
U234 = U234 4.91840E-04 1 IRSET PTMC 1
;
OUTMC := MC: LIBRARY ::
EDIT 0
GEO
SPHERE 1 ! 1D spherical geometry (void at external surface)
RADIUS 8.7407
MIX 1
END_GEO
SIMUL
KCODE 5000 50 550
SIGMA 50.0
ANIS DAT !discrete angle technique
END_SIMUL
;
QUIT "LIST" .
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7.3 CANDU-6 cell
This input file is a model of a CANDU-6 cell.
Input data for test case: candu.x2m
!----
! MC: test case
! CANDU-6 test case adapted from TEST CASE TCWU07
! jeff3.1 input library
! N. Martin (2010)
!----
LINKED_LIST
LIBRARY LIBRARY2 CANDU6S CANDU6T CANDU6SV CANDU6TV TRACK
OUTMC SYS FLUX EDITION ;
MODULE
GEO: MC: LIB: END: ;
!----
! JEFF3.1-based SHEM295 input library
!----
LIBRARY := LIB: ::
EDIT 3
ANIS 6! P5 scattering cross sections
NMIX 10
PTMC
CALENDF 4 ! CALENDF probability tables
MIXS LIB: DRAGON FIL: DLIB_J3
!Coolant water
MIX 1 550.6 0.81212
O16 = O16 7.99449E-1
H2_D2O = H2_D2O 1.99768E-1
H1_H2O = H1_H2O 7.83774E-4
!Pressure tube
MIX 2 550.6 6.57
Nb93 = Nb93 2.50000
B11 = B11 2.10000E-4
Zr91 = Zr91 9.75000E+1 1 IRSET PTMC 1
MIX 3 345.6 0.0014
He4 = He4 1.00000E+2
!Calandria tube
MIX 4 345.6 6.44
Fe56 = Fe56 1.60000E-1
Ni58 = Ni58 6.00000E-2
Cr52 = Cr52 1.10000E-1
B11 = B11 3.10000E-4
Zr91 = Zr91 9.97100E+1 2 IRSET PTMC 1
!Moderator water
MIX 5 345.6 1.082885
O16 = O16 7.98895E-1
H2_D2O = H2_D2O 2.01016E-1
H1_H2O = H1_H2O 8.96000E-5
!fuel
MIX 6 941.3 10.4375010
O16 = O16 1.18473E+1
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U235 = U235 6.27118E-1 3 IRSET PTMC 1
U238 = U238 8.75256E+1 3 IRSET PTMC 1
MIX 7 COMB 6 1.0
MIX 8 COMB 6 1.0
MIX 9 COMB 6 1.0
!cladding
MIX 10 560.6 6.44
Fe56 = Fe56 1.60000E-1
Ni58 = Ni58 6.00000E-2
Cr52 = Cr52 1.10000E-1
B11 = B11 3.10000E-4
Zr91 = Zr91 9.97100E+1 4 IRSET PTMC 1
;
OUTMC := MC: LIBRARY ::
EDIT 4
GEO
!fuel pins
PIN C1
2 0.6122 0.6540
MIX 6 10
PIN C2
2 0.6122 0.6540
MIX 7 10
PIN C3
2 0.6122 0.6540
MIX 8 10
PIN C4
2 0.6122 0.6540
MIX 8 10
!CAR2D with cylindrical cluster
CAR2D C5
MIX 5
PIN 4 5.16890 5.60320 6.44780 6.58750
MIX 1 2 3 4
CLUSTER 4
NPIN 1 RPIN 0.0000 APIN 0.0000
C1
NPIN 6 RPIN 1.4885 APIN 0.0000
C2 C2 C2 C2 C2 C2
NPIN 12 RPIN 2.8755 APIN 0.261799
C3 C3 C3 C3 C3 C3 C3 C3 C3 C3 C3 C3
NPIN 18 RPIN 4.3305 APIN 0.0
C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4 C4
LATTICE 1 1 1
C5
X -14.2875 14.2875
Y -14.2875 14.2875
X- REFL X+ REFL ! specular reflective BC
Y- REFL Y+ REFL
END_GEO
SIMUL
KCODE 10000 20 1000
SIGMA 5.0
ANIS DAT! discrete angle technique
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END_SIMUL
TALLY
MERG COMP! complete homogenization
COND NGCOND 4 ! four condensed groups
36 55 206
END_TALLY
;
END: ;
QUIT "LIST" .
7.4 PWR assembly
This is an example of a PWR assembly case with 17× 17 pin cells.
Input data for test case: assembuo2.x2m
!--------------
! PWR assembly test case
! UO2 (3.25 initial enrichment burned up to 25 MWd/kgU)
! Based on a Serpent input file
! N. Martin (2010)
!--------------
LINKED_LIST GEOM OUTMC LIBRARY MACRO ;
MODULE MC: LIB: DELETE: END: ;
SEQ_ASCII TEST ;
!--------
! Input library based on the Jeff3.1 evaluation (SHEM295 structure)
!--------
LIBRARY := LIB: ::
EDIT 0
NMIX 3
CTRA NONE
ANIS 2
CALENDF 4 PTMC
MIXS LIB: DRAGON FIL: DLIB_J3
MIX 1 900.0 !fuel
U235 = U235 3.0000E-04 1 IRSET PTMC 1
U236 = U236 8.0000E-05 1 IRSET PTMC 1
U238 = U238 2.0000E-02 1 IRSET PTMC 1
Np237 = Np237 7.1000E-06 1 IRSET PTMC 1
Pu238 = Pu238 1.7000E-06 1 IRSET PTMC 1
Pu239 = Pu239 1.2000E-04 1 IRSET PTMC 1
Pu240 = Pu240 3.8000E-05 1 IRSET PTMC 1
Pu241 = Pu241 2.1000E-05 1 IRSET PTMC 1
Pu242 = Pu242 5.3000E-06 1 IRSET PTMC 1
Am241 = Am241 4.2000E-07 1 IRSET PTMC 1
Xe131 = Xe131 1.4000E-05
Xe135 = Xe135 8.0000E-09
Eu153 = Eu153 2.8000E-06
Sm149 = Sm149 9.0000E-08
Ru103 = Ru103 1.8000E-05
Nd143 = Nd143 2.5000E-05
Cs133 = Cs133 3.5000E-05
Gd155 = Gd155 8.4000E-10 1 IRSET PTMC 1
Tc99 = Tc99 3.2000E-05
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Mo95 = Mo95 3.2000E-05 1 IRSET PTMC 1
Pm147 = Pm147 6.4000E-06
Sm150 = Sm150 7.5000E-06
Sm151 = Sm151 4.1000E-07
Sm152 = Sm152 3.2000E-06
O16 = O16 4.5100E-02
MIX 2 600.0 !cladding
Zr90 = Zr90 3.9550E-02 2 IRSET PTMC 1
Fe56 = Fe56 1.3830E-04
Cr52 = Cr52 7.0720E-05
O16 = O16 2.8740E-04
MIX 3 573.6 !moderator
H1 = H1_H2O 4.7240E-02
O16 = O16 2.3620E-02
B10 = B10 4.3210E-06
B11 = B11 1.7390E-05
;
OUTMC := MC: LIBRARY ::
EDIT 1
GEO
CAR2D C1!fuel cell
MIX 3
PIN 2 0.4126 0.474
MIX 1 2
CAR2D C2! water hole
MIX 3
PIN 2 0.571 0.613
MIX 3 2
LATTICE 17 17 1 !17*17 assembly
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C1 C1 C1
C1 C1 C1 C2 C1 C1 C1 C1 C1 C1 C1 C1 C1 C2 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C2 C1 C1 C1 C1 C1 C1 C1 C1 C1 C2 C1 C1 C1
C1 C1 C1 C1 C1 C2 C1 C1 C2 C1 C1 C2 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1 C1
MESHX 0.0 1.262 2.524 3.786 5.048 6.31 7.572 8.834 10.096 11.358
12.62 13.882 15.144 16.406 17.668 18.93 20.192 21.454
MESHY 0.0 1.262 2.524 3.786 5.048 6.31 7.572 8.834 10.096 11.358
12.62 13.882 15.144 16.406 17.668 18.93 20.192 21.454
X- TRAN X+ TRAN ! periodic BC
Y- TRAN Y+ TRAN
END_GEO
Simul
KCODE 10000 50 1000
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SEED 1234
SIGMA 50.0 ANIS COV !coveyou method
END_SIMUL
TALLY
MERG COMP !complete homogenization
COND NGCOND 2! two group condensationss
0.625 !limit set at 0.625 eV
END_TALLY
;
END: ;
7.5 Example of output
In the case where a TALLY card is given, the MC: module generates an additional .m file containing
the reaction rates par homogenized mixtures. The statistical error is also computed. This file can then
be easily edited with matlab or octave.
Input data for test case: result.m
%--------------------------------------------------------------%
% DRAGON-5 Monte Carlo matlab/octave-like edition output file %
%--------------------------------------------------------------%
% reaction_rate tally = [ 1:nmerge, ngcond:-1:1 , 1]
% statistical error = [ 1:nmerge, ngcond:-1:1 , 2]
nmerge = 1; % number of merged mixtures
ngcond = 1; % number of condensed groups
% Integrated flux
int_flux=zeros( 1, 1, 2);
% Collision rate
col_rate=zeros( 1, 1, 2);
% Self-scattering rate
ss_rate=zeros( 1, 1, 2);
% Absorption rate
abs_rate=zeros( 1, 1, 2);
% Nu*Fission rate
nsf_rate=zeros( 1, 1, 2);
%----
% Macroscopic reaction rates for merged mix 1
%----
%---- Integrated flux
int_flux( 1,:,:)=[...
3.54332E+01 2.59566E-04
];
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%---- Collision rate
mix_col_rate( 1,:,:)=[...
3.16368E+01 3.31070E-04
];
%---- total scattering rate
mix_ss_rate( 1,:,:)=[...
3.06347E+01 3.29035E-04
];
%---- Absorption rate
mix_abs_rate( 1,:,:)=[...
1.00204E+00 4.93149E-04
];
%---- nu*Fission rate
mix_nsf_rate( 1,:,:)=[...
1.39317E+00 6.20600E-04
];
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