Need for AUVs
The primary reason for considering the use of AUVs is their ability to gather information, manipulate physical objects, or engage some kind of equipment in remote or hazardous locations. The types of applications envisioned for AUVs include environmental remediation, detonation/defusing of live ammunition, navigation within an area to gather data, military reconnaissance, transportation of goods, performance of repetitive and dangerous tasks, and the like. The development of AUVs was originally driven by the need for remediation of hazardous waste sites in which human intervention was costly and dangerous. Although that is still a driving force, there is also the U.S. military's need for intelligence gathering and operational support in the face of reduced manpower. Indeed, the shortage of personnel and the high cost of labor have become major factors in the need for autonomous vehicles. Transportation-automated highways, in particular-has also been a significant area of research in AUVs; this special section does not include such work, however, since it has been dealt with before (see the October and December 1996 issues of CSM). The articles here focus more on unmanned vehicles. In some environments, such as space and certain underwater locations, it may be nearly impossible to bring humans into the area; thus, the need to do any exploration or retrieval depends crucially on AUVs. The first article, by Carignan and Akin, describes such a situation in space.
Technical Challenges in AUVs
By their nature, autonomous vehicles need to understand enough about their surroundings so that they can function with minimal or no input from humans. This implies sensors are needed that are capable of "seeing" terrain as well as identifying obstacles, other vehicles, and any goals or targets they are approaching. To control these vehicles, useful models of their dynamics are needed in a variety of mathematical forms, depending on the type of control desired. In addition, simulation of these models is necessary for vehicles that are expensive to operate. This approach can also provide a proof of concept to potential customers of the vehicle. The issue of locomotion or propulsion is a complex one that relates to the vehicle's ability to handle the terrain it is intended to negotiate. For instance, a stair-climbing robot could use a variety of crawling, walking, hopping, or hovering maneuvers, but this may not be the best means for going through a forest or across a desert. Further, any tasks these vehicles are required to perform may require additional manipulation. Consider the situation of using an AUV to investigate a car that is believed to be wired with explosives. First, some mobility would be needed to get to the vehicle. Of course, sensors would be needed to detect the presence of explosives. The act of opening the door (or some other means of entry) would require some articulated manipulation of an appendage. Finally, any means to investigate or detonate the explosives would require further manipulation. Thus, the vehicle may need a variety of locomotion/ manipulation capabilities. The design of AUVs entails many other issues, including materials, battery power needs, and payload capabilities. Further discussion of these issues can be found in [2] - [4] .
The control of autonomous vehicles will depend heavily on the sensors, locomotion/propulsion, onboard processing power, and dynamic models available. The type of terrain (air, water, space, ground) the vehicle must traverse presents its own set of problems. Table 1 lists the four primary environments, along with a few of the technical challenges and potential pitfalls facing AUV designers. For the most part, relative terms are used to describe the AUV attributes so that Table 1 can be used for comparison purposes. Although space and underwater vehicles may have more favorable buoyancy and gravity environments, these can be particularly harsh environments in which to operate a vehicle. Further, communication from a vehicle to a host or from vehicle to vehicle is especially difficult, particularly for underwater vehicles. This may require the vehicle to operate in a "batch" mode. Aerial (and to a lesser extent ground based) vehicles must deal with gravity forces, but the physics of their interactions with the environment are much better understood. Thus, detailed models can be derived for these situations.
Much prior work on AUVs has been centered on groundbased vehicles. These have included both wheeled and walking machines (see the article by Moore and Flann in this issue) with dimensions of just a few inches on up to those the size of large trucks. Much work has been done on underwater vehicles as well. The dynamics associated with underwater motion experienced by these vehicles are considerably more complex (and nonlinear) compared to those their ground-based brethren experience. The modeling and control of these vehicles present many challenges and have led to interest in areas such as nonlinear system identification and neural networks [6] . Currently, work is progressing steadily in enhancing the sensory capabilities of AUVs. The entire field of autonomous navigation has seen a great deal of activity (see [2] ). Machine vision has been a particularly promising area, one that it is hoped will give AUVs the ability to recognize obstacles, targets, and potential paths to traverse.
The concept of multiple AUVs working together toward a common goal has begun to generate interest in the autonomous vehicle community. The goals for these efforts include the ability to search large areas with little or no human intervention and to gather material, information, and the like from remote or hazardous locations. Multiple AUVs can be more efficient than a single vehicle. By spreading out across the terrain, they can search a large area quite rapidly. Thus, there is a need for intervehicle communication that lets each vehicle know the overall status of the operation and whether the specific searching criteria have changed. Each AUV will still need onboard sensors and controls to navigate its assigned search space, but there is also an interaction component to their control that begs the need for concepts from decentralized control theory.
Recent work has taken many different approaches. The strategies employed are based on diverse fields such as artificial intelligence, game theory, biology, distributed control, and genetic algorithms. Some of these investigations have used large-scale system control theory (see, for example, [1] For very large numbers (tens of thousands) of autonomous agents, physics-based modeling of swarms of autonomous robots can be used. These approaches employ concepts from statistical mechanics, molecular dynamics, and plasma physics. The advantages of large-scale systems perspective include leveraging a large body of work on stability, fluctuation spectra, equilibrium, and efficient computation of the dynamics of potentially large ensembles of interacting objects. Due to the nature of these applications, the control techniques must be distributed, and they must not rely on high-bandwidth communication between agents. At the same time, a single host must be able to easily direct these large-scale systems. Finally, the control techniques must be provably convergent so as not to cause undue harm to nearby humans and structures.
As an example of a cooperative task, Fig. 1 illustrates a group of such vehicles that have "surrounded" a target to gather information or perhaps to prevent entry/escape. The vehicles have the ability to communicate in a token ring in which each vehicle has a specified time slot during which to talk. If a vehicle becomes incapacitated, the ring is reduced (after waiting a predetermined number of cycles) by one, and the remaining vehicles continue communication and control. The various types of coordinated behavior include dispersion, clustering, orbiting, and following; that is, the vehicles can spread out to cover a space or region, group together to investigate a particular target, circle around a region or building, and move forward in a fairly straight-line progression, respectively. The vehicles may change these goals as one or more of them discover new information and communicate it to each other and/or to a host. Fig. 2 shows a group of similar vehicles following each other in a linear progression. This behavior can be the start of a more complex maneuver that can include dispersion, orbiting, and clustering with rules that determine when each vehicle should switch from one mode to another. Fig. 3 provides a snapshot of a simulation in which the vehicles are spreading out over a terrain to achieve maximum search coverage of the landscape while maintaining RF communication with each other and the host. This example illustrates the importance of modeling and simulation with a large number of AUVs due to the difficulty and expense of hardware tests. The simulation can show how specific control and communication strategies can be implemented, as well as possible stability/convergence issues. Each vehicle has its own control strategy that may consist of a hierarchy of behaviors (maintain RF, triangulate location, detect and avoid obstacles, follow a prescribed path, etc.). In addition, the overall group has a control strategy that might be preprogrammed into each vehicle or communicated via a host. The simulation provides graphical results of the group's movements as well as data that can be analyzed. It is important that the simulation include enough vehicle dynamics to be "physics based" while not being too complex to prevent real-time motion. The ability to quickly change parameters and re-simulate is also necessary.
Special Section Overview
The four articles that follow address various issues associated with autonomous vehicles. Each article investigates a different medium for these vehicles: space, air, water, and ground. Two of the four articles examine the multiple-vehicle problem (air and water); the others focus on a single-vehicle scenario. All articles present experimental and/or simulation results of the control strategies employed, which include adaptive control, decentralized control, and optimal (LQR) control. The dynamics of the vehicles are also derived from physics-based arguments in each article. Finally, all four articles discuss the merits and deficiencies of their chosen strategies and propose numerous ideas for future study.
The first article, by Carignan and Akin, addresses the issue of stabilizing space-based robotic vehicles. These robots may be attached to a larger spacecraft or be capable of some free mobility. The article describes a detailed The article by Giulietti, Pollini, and Innocenti is concerned with a multitude of unmanned aerial vehicles (UAVs) flying in a formation. The authors describe various formation types for aerial operations and seek to optimize these formations with respect to communications between the UAV nodes. They also study the consequences and remediation of the failure of a UAV or communication between UAVs. The article develops a UAV dynamic model, then details formation types and control and communication issues under failures and dropouts, and finally presents some simulation results. A series of figures illustrates the various strategies described.
The third article, by Stilwell and Bishop, focuses on a platoon of underwater vehicles. Rather than explicitly specify the position of each vehicle in the platoon, the authors control the global functions of the platoon, such as its center and the distribution of vehicles around the center. Decentralized control laws are used to achieve this platoon control with little need for communication among the vehicles. This also reduces the sensory requirements of each vehicle. This strategy allows scalability to a larger number of vehicles in the platoon with few additional modifications. Simulation results for platoons are presented.
The AUV platform considered in the last article, by Moore and Flann, is a six-wheeled ground-based mobile robot. The vehicle is omnidirectional, with each wheel controlled independently, and thus it can completely control its orientation and motion in a plane. The authors describe the vehicle hardware, as well as its electronic architecture-indeed, the article constitutes a good design study of these aspects. The mission and path planning for the vehicle is described via a task-decomposition approach. The tracking control is achieved with the use of feedback linearization. Both simulation and experimental results of the planning and control strategies are presented. Numerous figures depict the vehicle hardware in various levels of detail.
Conclusions
This special section is intended to acquaint the reader with current research in the field of AUVs. Since it is such a large and diverse field, these four articles provide only a brief introduction. Indeed, each medium (space, air, water, ground) presents its own set of issues and challenges for vehicles that must traverse that terrain. Further, most of the research in these four areas has progressed separately. The hope is that inclusion of an article from each area will encourage researchers to "borrow" ideas from other types of autonomous vehicles for use in their own areas. The applications for these vehicles are limited only by one's imagination. The design, modeling, and control of such vehicles involves virtually every facet of scientific and engineering endeavor. Thus, this should be a fertile field of research for a long time to come.
