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Abstract
Efficient transportation is a key component in modern society. Transportation is,
however, also a major source of air pollution which affects health as well as envi-
ronment. This has led to strict legislations on emissions for the automotive sector
and the development of catalytic techniques for emission control. In particular,
the three way catalyst has improved the urban air quality. The environmental
impact together with winding oil resources are the driving forces for improved en-
ergy efficiency and exploration of alternative fuels. A viable bridge between fossil
fuels and renewable energy sources is natural gas. The main component of natu-
ral gas is methane, yielding the most amount of energy per mole of formed CO2
of all hydrocarbons. The two most common metals used in catalytic converters
for methane oxidation are Pd and Pt.
In spite of many studies, the mechanisms for compete oxidation of methane
are still under debate. The reason is the inherent complexity of heterogeneous
catalysis, where different time and length scales affect the measured catalytic
reaction rate. The purpose of this study is to combine electronic structure cal-
culations with microkinetic modeling in order to bridge time end length scales.
The study shows that methane oxidation, in principle, is structure sensitive, but
that smaller particles not necessarily will increase the rate of the reaction.
Carbon monoxide is relevant both as an intermediate in methane oxidation
and as the reason for to the cold start problem; at low temperatures, carbon
monoxide poisons the catalyst and hinders any reactions to occur. Furthermore,
the oxidation of carbon monoxide exhibits several interesting reaction kinetic phe-
nomena such as bi-stability oscillations and standing waves. The results in this
study show that the reaction is highly structure sensitivity and several reaction
parameters affect the activity, including sticking coefficients and activation bar-
riers. For CO oxidation, the measured activity is found to be directly correlated
to the energy barrier of the rate determining step.
Keywords: methane, carbon monoxide, oxidation, Pd, Pt, heteroge-
neous catalysis, DFT, microkinetic modeling.
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Chapter 1
Introduction
Todays society is heavily dependent on transportation, it enables trade and move-
ment of people within and between countries, and has a major impact on the social
development and welfare. However, it has been realized that automotive trans-
portation is a major source of air pollution, with tangible effects on health [1]
and enviroment. Moreover, transportation is reliant on fossil fuels and consumes
more than half of the oil production in the world [2]. These two problems, i) envi-
ronmental impact and ii) winding oil resources are severe problems and currently
the target of many scientific studies.
As a response to the detrimental effect on health [3, 4] and environment [3],
caused by pollution from transportation-related sources, the Clean Air Act es-
tablished in the 1970’s, air-quality standards in USA for six major pollutants:
particulate matter, sulfur oxides, carbon monoxide, nitrogen oxides, hydrocar-
bons and photochemical oxidants. The regulations of the amount of exhaust
emissions from new vehicles, forced the automotive industry to develop emis-
sion control technology, e.g. the catalytic converter. Today, the California Air
Resources Board (CARBS) sets new standards continuously, ultimately aiming
towards zero emission vehicles [5].
The first catalytic converter was the two way catalyst, that treated uncom-
busted hydrocarbons and carbon monoxide. Later, the introduction of the three
way catalyst (TWC) also addressed pollution caused by nitrous oxides. The TWC
transforms hydrocarbons, carbon monoxide and NOX into water, CO2 and N2
The active material in the catalytic converter is small metal nano-particles
dispersed on a porous metaloxide that is coated onto a multichannel array called
a monolith, where the exhaust gases pass trough. The metal nano-particles make
up 1-2 % of the catalytic converter and lowers the activation energies for the
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Figure 1.1: Schematic figure illustrating the different time and length scales im-
portant for catalysis. The possible computational modelling at each level are also
shown. The figure is adapted from [14,15].
reactions. Materials that facilitate reactions without being consumed are called
catalysts. If reactants and catalyst are in different phases (in this case, solid- and
gas-phase) the term heterogeneous catalysis is used.
Figure 1 shows the different time and length scales involved in heterogeneous
catalysis. Processes at all scales are important to understand the measured rates
at the applied, macro scale. However, it is on the surfaces of the nano-sized metal
particles where the chemistry takes place, i.e. where bonds are broken and formed.
This level provides atomistic understanding of elementary steps and rationalizes
trends in reactivity. The meso level, where the statistical mechanical theory
describes the relevant phenomena, is where the small nano-metal-particles, their
shape and size (from 1-10 nanometers) and how their properties relate to their
catalytic activity, are important. Furthermore, transport phenomena as diffusion
into pores of the oxide support are relevant at this scale. The third level is related
to the shape of the catalytic converter, with length scales varying from mm to
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cm. Here, the porosity and the strength of the catalysis are important. The last
level is the macroscopic one. There are also different time scales reflecting the
different length scales, from the sub-picosecond regime where a bond is broken
to the completion of the residence time of molecules inside the entire reactor.
Due to the complex structure of technical catalysts, with important phenom-
ena occurring at different time and length scales, it is generally challenging to
establish proper model systems. Many of the methods available for studying the
catalysts at the atomic scale require low pressures, i.e. ultra high vacuum con-
ditions. However, the most stable surface at low pressures is not necessarily the
stable surface at real reaction conditions (at atmospheric pressures). Surfaces are
known to be dynamic systems that respond to the environment [6, 7]. This gap
between surface science conditions and conditions where technical catalyst are
used is known as the pressure gap. The study of single crystals surfaces, which
can be different than the actual surface in a catalyst, creates another problem
known as the materials gap. At the surface science scale, is possible to gain un-
derstanding of the reactions and atomic scale events, when this information is
translated to catalytic activity, there is a way to design new catalytic materials
in a rational manner. There is continuous work to bridge the pressure and ma-
terials gaps. Ambient pressure x-ray photo emission spectrometry (AP-XPS) is
one such technique developed and used to successfully study catalytic systems
at high pressures [6]. Other examples are: in situ environmental transmission
electron microscopy [8], scanning tunneling microscopy (STM) [9], in situ sur-
face x-ray diffraction [10], in situ X-ray absorption near edge structure (XANES)
spectroscopy studies to correlate changes in the surface of the catalyst with its
activity [11]. Moreover, molecular beam experiments may allow investigations of
the kinetic and dynamics of the surface reactions of supported catalytic parti-
cles [12, 13].
The focus of the present study is on the oxidation of methane and carbon
monoxide for automotive applications. The interest in methane originates from
the possibility to use natural gas as an intermediate solution to the dwindling oil
resources. The oil reserves have been predicted to peak within ten years [16–18],
whereas the resources of natural gas are predicted to last at least for 60 years [19].
The Natural Gas Vehicle (NGV) is already used around the world in countries
such as Iran, Pakistan, Argentina and Brasil [20]. Methane is the cleanest of the
fossil fuels, and the engine out emissions of NOx and SOx are below the current
emissions standards [21]. A catalyst is needed in the NGV to ensure the complete
oxidation of methane, so that no traces of methane or carbon monoxide reach the
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atmosphere. This is important because methane has 10 times the CO2 global
warming potential (GWP) per mole [22]. The CO oxidation reaction is studied
due to the cold start problem. At low temperatures carbon monoxide poisons the
surface thereby hindering any reactions on the catalyst. This is a severe prob-
lem and accounts for the major part of emitted CO and hydrocarbons [5, 23].
Moreover, carbon monoxide is interesting as a model reaction. Extensive exper-
imental [24–27] and theoretical [28–35] studies have shown that CO oxidation
exhibits several interesting reaction kinetic phenomena such as oscillations and
bi-stability.
1.1 Objectives
The aim of this report is to investigate the oxidation of methane and carbon
monoxide in connection to automotive catalysis. This is done at an atomistic level
using the density functional theory (DFT). The results are used in a microkinetic
model to gain further insight of the reactivity and activity of the catalyst. Paper
I is a collaboration between experiments and theory, whereas Paper II is a pure
modeling study. The ambition of the papers have been to relate phenomena
occurring at the atomic or micro scale with the measured catalytic activities.
4
Chapter 2
Reactions at metal surfaces
The focus of this chapter is on the structure of metal particles, the reactivity of
the metal surfaces and how trends in reactivity can be be explained by simple
models. Many of the concepts discussed here are available in books dedicated to
catalysis, physical chemistry and material science [2, 36, 37].
2.1 Metal particles
For metal atoms in the bulk phase, the number of nearest neighbors (NN) for
each atom is not equal to their valence (which is the case for other groups in the
periodic table). Instead, the atoms have 12 (fcc-cubic, bcc cubic and hexago-
nal) or 8 (simple cubic) NN, implying that the number of valence electrons (per
atom) is significantly less than the number of NNs. This means that the valence
electrons do not enter well localized orbitals. Instead they are shared among all
atoms, i.e. the orbitals are extended throughout the crystal and the bonding
is non-directional. This is especially true for the sp-metals, for the transition
metals, states originating from atomic d-states are more localized. Generally, the
driving force for aggregation can be viewed as a delocalization phenomena. The
delocalization of an electron over the solid lowers the electronic kinetic energy
associated with its confinement [37], experienced by gas-phase atoms.
A finite metal particle has some atoms exposed to the surrounding environ-
ment. These exposed atoms have fewer NNs and are consequently uncoordinated.
The Wulff construction is a method to determine the equilibrium shape of a crys-
talline particle [38]. The shape is given by energy minimization, which gives
preference to certain crystal planes. The plane with lowest surface energy will
dominate the crystal polyhedron. For close packed metals (as Pd and Pt) the sur-
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face with lowest energy is the (111) facet because this facet has the most compact
atomic arrangement.
A Wulff shaped Pd particle is shown in Figure 2.1. The particle exemplifies
the surface planes investigated in the appended papers. The most abundant
surface is the (111), followed by the (100) facet. The (211) facet appears in the
intersection between (111) and (100). The corner site on the particle is modeled
by the (321) site. Note that, although (110) has a lower surface energy that (100),
geometrical restrictions make this surface abundant only in small amounts.
Figure 2.1: The Wulff shape for a ∼3 nm sized Pd particle. The (111), (110),
(100), (211) and the corner site (321) facets are indicated. The particle has
been generated with the experimental values for the surface energies (γ): γ111 =
1.92 Jm−2, γ110 = 2.225 Jm−2, γ100 = 2.362 Jm−2 [39].
In a technical catalyst, the metal particles are anchored to an oxide support,
hence the shape of the Wulff particle will also depend on the energy of the in-
teraction between the support and the crystallite. The adhesion energy (β) will
determine how the particle is truncated and the degree of wetting. A schematic
representation of the particle-support interaction is shown in Figure 2.2. For Pd
on Al2O3, the interaction with the support is minimal [8].
There are other factors that affect the shape (and size) of a nanoparticle. One
important factor is the environment. Phenomena such as surface reconstructions
can be driven by the adsorbate coverage on the surface [25]. Moreover, the
character of the environment, oxidative or reducing, can affect the preference
of the exposed surfaces [6, 40]. Hence, the particle is a non-static system, that
responds to the surrounding.
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Figure 2.2: The Wulff shape for a ∼3 nm sized Pd particle on an oxide support
with increased interface energy.
2.2 Physisorption and chemisorption
A molecule can interact with a surface in different ways. Figure 2.3 shows a
schematic potential energy curve for a diatomic molecule over a hypothetical
surface. At medium distances, the molecule physisorbs, at shorter distances the
molecule chemisorbs either associatively or dissociatively. The preferred type of
interaction depends on which interaction that renders the lowest energy. For O2
adsorption on Pt(111), both associative and dissociative chemisorption are seen
at different temperatures [41].
Physisorption lacks a true chemical bond, a good example of this is methane
adsorbed onto metal surfaces. The physisorption well originates from weak dipole
interactions, which depend on the polarizability of the adsorbate and the metal.
Chemisorption, on the other hand, implies the formation of chemical bonds.
This is the case when CO binds to Palladium or Platinum surfaces. Furthermore,
as compared to physisorption, the enthalpy of chemisorption is stronger. For
methane, typical adsorption energies on the above mentioned metals are around
0.2 eV. For CO, the adsorption energies are instead close to 2 eV.
7
Figure 2.3: The interaction of a diatomic molecule at different distances from a
metal surface. The atoms in red represent the di-atomic molecule and the grey
atoms represent the surface atoms.
In some cases chemisorption causes a rupture of the molecular bond. This is
called dissociative chemisorption as opposite to associative chemisorption, where
all the bonds stay more or less intact upon adsorption. The same adsorbate may
adsorb differently on different metals. Carbon monoxide adsorbs associatively on
the metals to the right of the periodic table and dissociatively at the left. The
boarder to where CO turns to adsorb dissociatively instead of associatively is
between Fe-Co, Tc-Ru, and Re-Os [42].
2.3 Models for adsorption
Many features of chemisorption can be understood within the Newns-Anderson
(N-A) model [43,44], which describes the interaction between an adsorbate and a
metal surface and how it affects the electronic structure of the interacting systems.
The model assumes that the electronic bands in the solid have an elliptic shape;
the sp-bands being wide and the d-band being narrow. Here, only a summary of
the results from the N-A model is presented. For a more mathematical description
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I refer to [2].
Adsorption on a free-electron metal
Substantial overlap between neighboring sp-orbitals renders a wide band in the
metal. As a consequence, free electron metals have broad bands. When the
adsorbate approaches the metals states, the electronic levels of the adsorbate
broadens and shift down in energy. The broader the band, the more stabilized is
the adsorbate upon adsorption. This is shown schematically in Figure 2.4.
Figure 2.4: Schematic view of how the energy levels of an adsorbate are lowered
and are broadened upon adsorption to a free-electron metal. The figure is adapted
from [2].
Adsorption on a transition metal
The transition metal has in addition to a wide sp-band, a narrow d-band. The d-
band interacts strongly with the adsorbate and leads to the splitting of its states to
bonding and anti-bonding combinations. For a molecule such as H2, both bond-
ing and anti-bonding molecular orbitals contribute to the chemisorption bond
(Figure 2.5). Filling the molecular antibonding orbital (here, σ∗), strengthens
the interaction with the surface but weakens the intramolecular bond. This is
important as it explains trends in the dissociative adsorption of H2 on transition
metals [45]. Such filling of the anti-bonding orbital in the molecule by the metal
is called back-donation.
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Figure 2.5: Schematic view of how the energy levels of an adsorbate are broadened
by interaction with the sp-band. The interaction with the d-band result in a
splitting of the bonding and anti-bonding orbitals in the molecule. The figure is
adaptated from [2].
The d-band model
The d-band model [46, 47] has been used to explain trends in adsorption and
reactivity. The model is a special case the of N-A model, and shows that trends
in reactivity in many cases can be understood from the interaction between d-
states and the molecular states that have been shifted due to the interaction with
the sp-bands in the metal.
The bond mechanism of CO onto metal surfaces is generally discussed within
the Blyholder model [48]. Upon adsorption the bonding 5σ states of CO donate
charge to the surface and the surface back-donates to the anti-bonding 2pi* CO
orbital. In Figure 2.6, a projected density of states is shown for CO on Al(111)
and Pt(111) [42]. The graph at the left, shows the narrow 5σ (blue) and 2pi*(red)
states of CO in vacuum, the anti-bonding molecular 2pi* state is above the Fermi
level. On Al(111) these states are broaden and shifted down in energy due to the
interaction with the sp-states, a small contribution of the 2pi* state end up below
the Fermi level. On Pt(111) in addition, the states hybridize with the d-states of
the metal resulting in a bonding and anti-bonding combination with the surface,
where the anti-bonding contribution of the 5σ appears above the Fermi level and
the bonding contribution from the 2pi* orbital is below the Fermi level, resulting
in a nett bonding interaction.
How the adsorption energies may scale with the d-band center is shown in
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Figure 2.6: The 2pi* and 5σ band fort CO in gas phase and for Co on Al(111)
and Pt(111) [42].
Figure 2.7, where the adsorption energy if CH3 is plotted as a function of the d-
band center of different surfaces on Pd. The highest adsorption energy is obtained
for the corner sites, whereas the lowest energy is calculated for (111). This can
be explained trough the interaction of the molecular states of CH3 with the d-
band center of the surface. When the d-band center is shifted to lower energies
it comes closer to the adsorbate levels, therefore the overlap of the d-band with
the molecular states of is increased stabilizing the adsorption.
2.4 The Brønstedt-Evans-Polayni relationship
The Brønstedt-Evans-Polayni relationship (BEP) [49, 50] relates the activation
energies and heat of adsorption of the end product of a reaction step. DFT [51]
studies have proven to be able to reproduce this linear empirical relationship,
which provides a way to establish trends for catalysts design. However, the
prediction relies on that the adsorbate do not change site between the studied
surfaces, which is actually often the case. In Figure 2.8, the BEP relationship is
shown for methane on different surfaces Pd (dots) and Pt (squares). The linear
relationship shows that the more favorable the final state of the reaction is, the
lower is the activation barrier. Furthermore, the figure shows that the facets of
Pt, have both lower activation barriers and final state energies as compared to
the corresponding facets on Pd.
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Figure 2.7: The adsorption energy of CH3 plotted as a function of the d-band
center for Pd(111), Pd(100) and Pd(321).
Figure 2.8: The BEP relationship for the dissociative adsorption for methane on
Pd (dots) and Pt (squares).
2.5 The Sabatiers principle
As already mentioned, the strength of the adsorption of the molecules or atoms to
the surface is an important property in catalytic reactions. If the molecule binds
to weakly, it will not stay on the surface and will be unable to react further. On
the other hand, if the adsorption energy is too strong the molecule (or atom)
will poison the surface inhibiting further reactions. Paul Sabatier realized that
there is an optimum of the rate of catalytic reactions as a function of adsorption
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enthalpy [2]. One way to visualize this is to construct a volcano plot, where the
activity of different catalyst for a certain reaction are given as a function of a
parameter relating the catalysts ability to form a chemical bonds [52].
Figure 2.9: The catalytic activity of several supported transition metals as a
function of the d-band occupancy. Adapted from I. Chorkendorff and J.W. Nie-
mantsverdriet page 265 [2].
The result is an inverted triangle, where the top represent the best catalyst for
the investigated reaction. Figure 2.9 shows how the activity of several metals for
the synthesis of ammonia depend on the d-band occupancy. The rate determining
step for this reaction is the dissociative adsorption of N2. The metals at the left of
the periodic table (Mo and Re) are capable of dissociating N2, but the adsorption
of N is too strong, whereas the metals to the right of the periodic table are unable
to dissociate N2. For this reaction, the optimum lies at 60% occupancy of the
d-band [2]. The figure can be related to the d-band model, if the reaction is
assumed to follow a BEP relationship in the following way: the interaction of the
d-band with the adsorbate needs to generate a filling of the antibonding orbitals
in the molecule in order for the molecule to dissociate. The dissociation is not
a problem for the metals to the left, but the adsorption to the surface may be
too strong. For the metals on the right, the antibonding states end up above the
Fermi level, and N2 is not dissociated. These kind of rationalizations of reactivity
can be of great practical use when searching for suitable catalysts materials.
13
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Chapter 3
Theory and implementation
The method chosen for the electronic structure calculations in this study is the
density functional theory (DFT). DFT has during recent years become an im-
portant tool within materials and surface science. The aim of this chapter is to
give a short introduction to the theory and discuss how it is implemented in the
appended studies. For a more torough mathematical and theoretical review the
reader is reffered to Refs. [53–55].
3.1 Density functional theory
3.1.1 The Schro¨dinger equation (SE)
The ability to calculate geometries, thermodynamics stabilities and reaction bar-
riers, has a special allure to the quantum chemistry and the physics communities.
The great interest is due to the information that can be extracted from such calcu-
lations. However, the task is not trivial and for many years the main approach was
to find approximate solutions to the (non-relativistic) time-independent SE [56].
HΨ = EΨ (3.1)
H is the Hamiltonian operator for a system of nuclei and electrons (an atom, a
molecule or an aggregated system), Ψ is the many-body wavefunction and E is
the total energy of the system. The lowest energy corresponds to the ground
state energy, E0.
To simplify the equations, it is of general practice to use atomic units, where
the electron mass (me), the elementary charge (e), the reduced Planck’s constant
(~) and the Coulomb’s constant ( 1
4pi0
) are set to unity. The Hamiltonian described
15
in atomic units is shown in Equation 3.2.
H = −
N∑
i=1
1
2
∇2i −
M∑
A=1
1
2MA
∇2A−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B>A
ZAZB
RAB
(3.2)
MA is the ratio of the nucleus (A) mass and the mass of an electron. ZA is the
atomic number of the nucleus (A). ∇2i and ∇2A are Laplacian operators, oper-
ating with respect to the coordinates of the i:th electron and the A:th nucleus,
respectively.
Each term in the Hamiltonian (Equation 3.2) represent a physical quantity:
the first and second terms are the operators for the kinetic energy of the electrons
and the nuclei, respectively. The third term represent the Coulomb attraction
between electrons and nuclei. The two last terms represent the repulsion between
electrons and between nuclei, respectively.
Nuclei are much heavier than electrons, the lightest of all, the proton, is 1800
times heavier than an electron [53]. This implies that any nucleus will move much
slower than electrons, thus it is possible to consider the electrons as moving in
a field of fixed nuclei. This is known as the Born-Oppenheimer approximation.
Within this approximation, the kinetic energy of the nuclei, the second term in
Equation 3.2, can be removed from the Hamiltonian and the last one (which is the
repulsion between the nuclei) can be considered constant. The remaining terms
constitute the electronic Hamiltonian (Equation 3.3) and describe the motion of
N electrons in the field of M point charges.
Helec = −
N∑
i=1
1
2
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
= Tˆ + VˆS + Vˆee (3.3)
Tˆ is the kinetic energy of the electrons, and VˆS and Vˆee are the Coulomb interac-
tion of the nuclei and electrons and of the electrons, respectively. The solution of
the SE with Helec depends on the electronic coordinates, while the nuclear coor-
dinates are only treated as parameters. The total energy is the sum of Eelec and
the nuclear repulsion term which is the last term in Equation 3.2. The attraction
between nuclei and electrons Vˆs is often termed external potential because it can
include other external fields (magnetic and/or electric). The total ground-state
energy (E0) can be expressed as a function of the coordinates of the nuclei E(~Ri)
which gives the potential energy surface (PES).
However, the equation has been solved exactly only for one electron systems,
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such as the hydrogen atom or H+2 . There have been two main strategies to
solve this problem approximatively: one based on solving the electronic many-
body wavefunction, the first successful version and the predecessor of methods
is the Hartree-Fock scheme [57–61]. However, wavefunction-based methods are
computationally very expensive. In particular, if high accuracy is required. The
second methodology is based on approaching SE in an alternative way, using the
electron density instead of the many-body wavefunction ρ(~r) as the basic variable.
3.1.2 The Hohenberg-Kohn theorems
Identifying the electron density as the key quantity simplifies the problem, be-
cause it depends only on three coordinates as compared to 3N (where N is the
number of electrons) for the wavefunction approach. One early attempt along
this line was the Thomas Fermi model, however, the real breakthrough for den-
sity functional theories was a paper by Hohenberg and Kohn from 1964.
The paper proposed two theorems. The first theorem showed in a very simple
way that the total energy of a system is a unique functional of the electron density.
The total energy expression can be divided into two parts, one part that is system
dependent and another part that is universal and not depending on N , RA and
ZA:
E[ρ] =
∫
ρ(~r)VSd~r︸ ︷︷ ︸
system dependent
+T [ρ] + Eee[ρ]︸ ︷︷ ︸
universally valid
. (3.4)
The system independent part is called the Hohenberg-Kohn functional:
E[ρ] =
∫
ρ(~r)VSd~r + FHK [ρ] (3.5)
If the Hohenberg-Kohn functional is provided with an arbitrary density it gives
the expectation value 〈Ψ|Tˆ + Vˆee|Ψ〉. This includes the sum of the kinetic energy
and the electron-electron repulsion operator with the ground state wavefunction
Ψ connected to this density. If the Hohenberg-Kohn functional was known exactly,
the electronic problem could be solved exactly.
The second theorem states that the ground state density can be obtained
trough a minimization and by knowing the ground state density ρ(~r) it is pos-
sible to obtain the ground state energy E0. One way to approach this problem
is according to the variational principle, by means of a constrained search ap-
proach. Furthermore, there cannot be two different external potentials VS yield-
ing the same ground state density, and the density uniquely specifies the external
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potential.
The task is separated into three steps: The first steps is a search over the
subset of all the antisymmetric many body-wave function, denoted ΨX , that
upon quadrature generates a particular density ρX . The density is under the
constraint that it must integrate to the correct number of electrons. This search
gives the wave function ΨXmin that gives the lowest energy for the given density
ρX . In the second step the search involves all densities. The final step is to
identify the density among the many that is the ground state density. This is
represented in Equation 3.6, the inner minimization corresponds to the first step
and the outer minimization corresponds to the second step.
E0 = min
ρ→N
(
min
Ψ→ρ
〈
ΨX |Tˆ + Vˆext + Vˆee|ΨX
〉)
(3.6)
3.1.3 Kohn-Sham equations
One year after the publication of the Hohenberg-Kohn theorems, a paper by Kohn
and Sham [62] suggested a way to approach the unknown universal functional.
The idea behind this was that the main problem with density functionals are
connected with the way the kinetic energy is determined. The paper introduced
the idea of a non-interacting reference system built from a set of one-electron
states (ϕi) which are connected to the density according to:
ρ =
∑
i
|ϕi|2 (3.7)
Consequently, the dominant part of the kinetic energy can be computed with good
accuracy. The remaining part is mixed with the non-classical electron-electron
repulsion (also unknown but small). The major part of the energy is then com-
puted exactly and just a small part is determined by an approximate functional.
Recalling that the universal functional can be divided into two contributions: Ki-
netic energy and the electron interaction Vee, the latter is further divided into two
contributions, classical (J [ρ]) and non classical (Encl[ρ(~r)]) electron interaction.
F [ρ(~r)] = TS[ρ(~r)] + J [ρ(~r)] + Encl[ρ(~r)] (3.8)
Encl contains the self-interaction correction, that is introduced to correct for the
unphysical self interaction that arises in J [ρ(~r)]. It also contains electron exchange
and correlation. The kinetic energy of the non-interacting reference system (which
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has the same density as the real one) is computed according to:
TS = −1
2
N∑
i
〈
ϕi
∣∣∇2∣∣ϕi〉 (3.9)
The difference between the real kinetic energy and the non interacting one is
accounted for with the introduction of a separate functional:
F [ρ(~r)] = TS[ρ(~r)] + J [ρ(~r)] + EXC [ρ(~r)] (3.10)
were EXC is the exchange correlation energy defined as:
EXC [ρ] ≡
(
T [ρ]− TS[ρ]
)
+
(
Eee[ρ]− J [ρ]
)
= TC [ρ] + Encl[ρ] (3.11)
The residual part of the true kinetic energy TC [ρ] is simply added to the non-
classical electrostatic contributions. The functional contains all that is unknown.
3.1.4 Exchange and correlation functionals
The Kohn-Sham formalism allows for an exact treatment of most of the contribu-
tions to the electronic energy, including the major fraction of the kinetic energy,
the remaining unknown contributions are folded into the exchange-correlation
functional EXC . The quality of the density functional approach depends on the
accuracy of the approximation to EXC .
The exact formalism for the exchange-correlation potential is not known. The
contribution of EXC to the total energy is small (for the total valence energy of
the Mg atom it corresponds roughly to ∼ 6% [63]). However, the accuracy of
the method depends on this contribution. If we would know the exact form, we
would be able to calculate the exact energy of the system. Hence, numerous
approximation have been proposed.
In an article by P. Perdew and K. Schmidt [64] a ladder of approximations
to the exchange correlation functionals is described. Where the lowest rungs are
levels where only the density is used. The next level corresponds to the addition
of gradients. Higher levels are typically (but not always) more computationally
demanding. The first rung corresponds to the Local Density Approximation
(LDA).
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Local Density Approximation
The Local Density Approximation [62] is based the idea of a uniform electron
gas. In this system, the electrons move in the background of a positive charge
distribution such that the ensemble is neutral. This picture resembles the model of
an idealized metal consisting of a perfect crystal of valence electrons and positive
jellium background. The uniform electron gas is an important concept in DFT as
it is the only system for which the form of the exchange and correlation functionals
are known. The EXC within the LDA formalism can be written as:
ELDAXC =
∫
ρ(~r)εXC(ρ(~r))d~r (3.12)
where εXC is the exchange-correlation energy density for a uniform electron gas
ρ(~r). εXC can be divided into exchange and correlation contributions.
εXC(ρ(~r)) = εX(ρ(~r)) + εC(ρ(~r)). (3.13)
The term εX represents the exchange energy of a uniform electron gas and is
equal to the one derived by Slater in the Hartree Fock exchange [65].
εX = −3
4
3
√
3ρ(~r)
pi
(3.14)
No explicit expression is known for the correlation part. However, exact numerical
quantum Monte Carlo simulations of the homogeneous gas by Ceperly and Alder
[66] hase been used to obtain analytical expressions. One of the most known
was proposed by Vosko, Wilk, and Nusair (VWN) [67]. LDA yields reasonable
geometries and vibrational frequencies [63] but overestimates atomization energies
[64].
Generalized Gradient Approximation
The next step after LDA is to use not only the information about the density (ρ)
at a particular coordinate ~r, but to also supplement this with information about
the gradient of the charge density (∇) to account for the non-homogeneity of the
density.
EGGAXC [ρ] =
∫
f(ρ,∇ρ)d~r (3.15)
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The exchange part of EGGAXC is rewritten as:
EGGAX = E
LDA
X −
∑
σ
∫
F (sσ)ρ
4/3
σ (~r)d~r, (3.16)
Where sσ is defined as the reduced gradient for spin σ according to:
sσ(~r) =
|∇ρσ(~r)|
ρ
4/3
σ (~r)
(3.17)
The GGA functionals yield lattice parameters and bulk moduli that are close to
experimental values for the first row of transition metals. Cohesive energies are
over-corrected as compared to LDA yielding values that are too low [68]. There
are several GGA functionals, the one used in this thesis is the one proposed by
Perdew, Burke and Ernzerhof (PBE) [69].
3.2 DFT implementation
Although the theory mentioned above, provides a theoretical base explicit calcu-
lations require numerical approximations to describe orbitals and densities and
to evaluate potential and energies. These introduce further approximations that
are numerical in nature to be able to perform calculations. [70]. One problem is
the representation of the electronic orbitals. The core states are more localized
than the valence states. For the valence states to be orthogonal to the core, they
must oscillate rapidly, which makes them harder to represent. This leads to the
introduction of the frozen core approximation, where the core states are assumed
to remain constant during the chemical reaction. The projector augmented waves
(PAW) description is based on this assumption.
3.2.1 Projector augmented waves
Due to the rapid oscillations near the cores of the wavefunctions, they require
a fine grid to be represented accurately. At longer distances the functions are
smother and easier to represent. A way to approach the problem is to describe
the core regions as an effective potential. The PAW method proposes to use
projectors acting on smooth valence wavefunctions, ψ˜ which are the primary
objects in the calculations, introducing auxiliary localized functions, that keep
all the information of the core states. It is important to note, that the information
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of the core electrons is available, giving access to the full electron density. The
smooth part of a valence wavefunction is denoted ψ˜, the linear transformation ψ =
T ψ˜ relates the set of all electron valence functions ψn(~r) to the smooth functions
ψ˜n(~r). The transformation is assumed to be unity except for a sphere defined
near the nucleus, T = 1+
∑
A Tˆ
A, where TˆA is the atom centered transformation.
This leads to the following expansion of the true wavefunction [70],
|ψn〉 = |ψ˜n〉+
∑
A
(|ψAn 〉 − |ψ˜An 〉) = |ψ˜n〉
∑
i,A
(|φAi 〉 − |φ˜Ai 〉)〈p˜Ai |ψ˜n〉, (3.18)
were the sums are over atomic corrections inside the augmentation sphere for
each atom. These are formulated in terms of partial waves (φAi , φ˜
A
i ), with the
different oscillatory behavior, and local projectors (pai ). Hence, the true Kohn-
Sham wavefunction is divided into two parts; one for valence electrons outside
the atomic cores and the other for all the contributions near the atom. The
latter can be pre-calculated and stored for each chemical element and the main
computational effort of the calculation is focused on the valence electrons.
3.2.2 PAW in real space grids
The PAW method is implemented in GPAW using reals-space multigrid discretiza-
tion. Where different grids are used in the two different regions (inside and outside
the augmentation sphere). The physical quantities are represented numerically by
their value in the grid point. The integrals are approximated by summation over
the grid-points, and the differentiation is performed according to the finite dif-
ference approximation. The use of real space grid has several advantages, where
the most important one is that the parallelization of the calculation is easier in
the real space. Making it possible to use massively parallelized computer clusters
enabling calculations over more complex and larger systems [71].
To asses which grid-spacing was needed to have sufficient accuracy at the
lowest computational cost of our system, a test was performed and is shown in
Table 3.1. The chosen grid spacing throughout this thesis is 0.18 A˚. The results
show no real correlation between increasing the grid (basis set) and increase in
accuracy. The reason behind this is that already at a grid spacing of 0.22 A˚ the
system is converged, and the difference is between the different values at each
grid spacing are due to numerical noise.
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Table 3.1: Adsorption energies (eV) of CH3 and H with different grid spacings
on Pd(100).
Adsorbate Grid spacing[A˚]
0.22 0.20 0.18 0.17 0.16 0.15 0.14
CH3 -1.73 -1.78 -1.78 -1.77 -1.81 -1.75 -1.77
H -2.7 -2.73 -2.71 -2.71 -2.75 -2.71 -2.71
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Chapter 4
Modeling surface reactions
In order to correctly represent the studied systems, it is important to know how
to build models that as accurately as possible reproduce the most important
features. This includes, e.g. how surfaces are modeled and how the calculated
reaction landscapes are implemented in microkinetic models.
4.1 DFT modeling
To approximate the surfaces, using periodic boundaries, a slab model has been
used. This model uses the periodicity of the bulk and repeats the chosen cell
infinitely in all directions. However, for a surface, the periodicity is only desired
in two directions (x and y), whereas the periodicity in the z axis can be a problem.
This is solved by separating the cells with a vacuum in the z-direction.
It is important to choose enough vacuum to ensure that the cells do not
interact with each other in the z-direction. A figure of a 4 layer slab for Pd(100)
with a vacuum of 12 A˚ is shown in Figure 4.1. Figure 4.1a) shows a side view
of the computational cell, b) shows the periodicity in the z-direction, and c)
illustrates the periodicity in the x and y directions. Sometimes for the purpose
of modeling a surface, only periodicity in the x-direction is needed.
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Figure 4.1: Model of a (100) surface. a) The computational cell b) The computa-
tional cell is repeated in the z- and x-directions. A proper vacuum between two
cells is needed in the z-direction to ensure that the two layers do not interact. c)
The periodicity in the x and y directions.
The computational cost increases with the number of atoms, hence, there is
a trade off between computational cost and the best description of the system.
Figure 4.2 shows a convergence test for Pd(100) where the adsorption energy of
the methyl group is plotted against the number of layers of the slab, for two cases:
i) when the two bottom layers are constrained to the bulk positions (black) and
ii) for the unconstrained system (dotted). The figure shows that at 2 layers, the
adsorption energy is well converged and that after 3 layers, the adsorption energy
is not affected by the constrained bottom layers. The number of layers of the
slabs in the appended papers are 4 with the two bottom layers constrained.
The periodic boundary conditions have another consequence when modeling
adsorbates on the surface. The adsorbate coverages is determined by the chosen
cell size. This is shown in Figure 4.3 where a) is representing the computational
cell alone, and b) shows the coverage of the surface, using a p(2x2) computational
cell. The coverage is in this case 0.25 ML. The particular example shown here is
CO adsorbed onto a bridge position on Pd(100). The coverage of the surface is an
important factor as lateral interactions directly affects the value of the adsorption
energy. This is discussed further in Section 4.4.1.
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Figure 4.2: Convergence test performed on Pd(100) where the adsorption energy
of the methyl group is evaluated as a function of the number of layers in the slab.
The solid line represents the slab with the two bottom layers constrained and the
dashed line shows the results for the unconstrained case.
Figure 4.3: a) Side view of CO adsorbed on Pd(100) b) Top view of Co adsorbed
on Pd(100). The coverage is 0.25 ML.
4.2 Microkinetic modeling
A microkinetic model translates the reaction energy landscapes, including acti-
vation barriers into reaction rates. There are two models included in the present
study, the first (Paper I) is a mix between both statistical mechanics and exper-
imental values. The second model (Paper II) uses only statistical mechanics as
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a link between the adsorption energies, activation barriers and vibrational spec-
trum from DFT and the kinetics of the entire reaction. Both models are based
on two main approximations, i) the mean field approximation, and ii) the steady
state approximation. In addition a rate determining step that controls the overall
rate of the reaction was assumed in Paper II.
The mean field approximation [2] assumes that all adsorbed species are ran-
domly distributed over the surface. This is a good approximation if the surface
is uniform. Lateral interactions between adsorbates are treated in a mean field
fashion, i.e. depending only on the coverage and not on the local configuration.
This assumption works well for systems where the interaction of adsorbates is
repulsive (as the case for oxygen atoms), but less well for attractive interactions
where adsorbates forms small islands and the reactions might occur on the bound-
aries of these islands. The steady state approximation is based on the assumption
there is no time dependence in the coverage (dθ
∗
dt
= 0). This is not the case when
the system is starting up where the system normally shows a transient behavior.
The assumption that there is one step in thre reaction landscape that controls
the rate of the reaction leads to the quasi-equilibrium approximation, which is
based on the assumption that all the other reaction steps are in equilibrium.
There is the possibility that the system changes rate determining step (RDS) if
the reaction conditions are changed. However, this complication is beyond the
scope of this study.
A short description of the microkinetic model for carbon monoxide oxidation
in Paper I is presented here. The model is based on an already developed kinetic
models for the reaction [72, 73]. The assumed reaction path for CO oxidation is
a Langmuir-Hinshelwood scheme:
CO + ∗
 CO∗
O2 + 2∗ → 2O∗
CO ∗+O∗ → CO2 + ∗
Here, * denotes empty surface sites. The rate equations for the steady state case
is:
s0CO(1− θ2CO)k+1 pCO − k−1 θCO − k+3 θCOθO = 0
2s0O(1− θCO − θO)2k+2 pO2 − k−2 k+3 θCOθO = 0
(4.1)
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Here, s0CO and s
0
O are the sticking coefficients for CO and O, respectively, θCO and
θCO represent the surface coverages, and pCO and pO are the partial pressures.
The rate constants are defined as follows:
k−1 = ν
d
COe
−EdCO(1−αθCO)/kBT
k+3 = ν
re−E
r(1−βθCO)/kBT
k+1 ; k
+
2 =
1
N0
√
2piMkBT
(4.2)
T is the temperature, kB is the Boltzmann constant, M is the mass of the consid-
ered molecule and N0 is the number of sites per area. A linear coverage depen-
dence is assumed for both adsorption energies and barriers, α and β are set close
to 0.5. The pre-exponential factors and sticking coefficients are set according to
experimental estimates [72, 73], namely k−1 = 10
15s−1, k−1 = 10
14s−1, s0CO = 0.84
and s0O = 0.02.
A short description of how the different reaction steps for methane oxidation
are the described in the microkinetic model in Paper II is presented below. As
an example the two first steps in methane dissociation are discussed:
CH4 + ∗
 CH∗4 (fast) (4.3)
CH∗4 → CH∗3 +H (slow) (4.4)
the rate equation of Reactions 4.3 (within the quasi equilibrium assumption)
becomes:
rfast = pCH4k
+
1 θ∗ − k−1 θCH4 ≈ 0 (4.5)
Here, pCH4 is the pressure of CH4, k
+
1 , k
−
1 are the rate constants for the forward
and backward reactions, respectively. θ∗ and θCH4 denote the empty sites and
the coverage of CH4. The coverage of methane (θCH4) can be expressed as:
θCH4 = pCH4K1θ∗; K1 =
k+1
k−1
(4.6)
K1 is the equilibrium constant which can be expressed as the partition functions
of the product and the reactant and their difference in energy:
K1 =
zCH∗4
zCH4
e∆E/kBT (4.7)
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The partition function is defined as:
zi = zi,transzi,rotzi,vib (4.8)
The vibrations are calculated using a vibrational analysis within the harmonic
oscillator approximation. The rotational constants are taken from literature for
gas-phase molecules [74] or calculated as frustrated rotations (low frequency vi-
brations) for adsorbates.
Reaction 4.4 is assumed to be the slow reaction, i.e. the rate determining step
(RDS). Here only the forward reaction is considered:
rslow = k
+
2 θCH4θ∗ = k
+
2 pCH4K1θ
2
∗ (4.9)
The forward reaction constant can be written as:
k+2 =
kBT
h
zCH‡4
zCH∗4
e∆E/kBT (4.10)
Where the energy difference is the calculated activation barrier. The rate of the
reaction becomes:
rslow = pCH4K1
kBT
h
zCH‡4
zCH∗4
e∆E/kBT (4.11)
Substituting K1 gives:
rslow = pCH4
kBT
h
zCH‡4
zCH∗4
zCH∗4
zCH4
e∆E/kBT (4.12)
This makes the rate independent of zCH∗4 as long as the coverage of CH4 is
sufficiently low. The total reaction path for methane used in the model is as
follows:
∗+ CH4(g) 
 CH∗4
∗+ CH∗4 
 CH∗3 +H∗
∗+ CH∗3 
 CH∗2 +H∗
∗+ CH∗2 
 CH∗ +H∗
∗+ CH∗ 
 C∗ +H∗
Here, (g) and * denote gas phase and adsorbed molecules, respectively. The
oxidation of the intermediates, adsorbed carbon and adsorbed hydrogen, into
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products is modeled according to:
2 ∗+O2(g) 
 2O∗
C∗ +O∗ 
 CO∗ + ∗
CO∗ +O∗ 
 CO2(g) + 2 ∗
H∗ +O∗ 
 OH∗ + ∗
OH∗ +H∗ 
 H2O∗ + ∗ (4.13)
OH∗ +OH∗ 
 H2O∗ +O∗ (4.14)
H2O
∗ 
 H2O(g) + ∗
There are two possible paths for water formation i) hydroxyl reacts with one
hydrogen atom (Equation 4.13) or ii) recombination of two hydroxyls (Equation
4.14).
4.3 Transition state and the potential energy
surface
Figure 4.4: Schematic representation of a PES. A and C are minima, to get from
A to C, there is a intermediate high energy state (B).
The potential energy surface (PES) is an important property because it deter-
mines the energy required to go from one minimum to another. Which is relevant
when discussing activation barriers and transition states. A schematic picture of
a PES is shown in Figure 4.4.
A chemical reaction often requires a certain temperature, even if the reaction
is exothermic, this is because for the reactants to convert into the product, there is
a need to cross intermediate structures with higher energy than both reactant (A)
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and the product (C). The intermediate complex is often called activated complex
or transition state (B). The transition state complex is a saddle point in the PES,
thus a minimum in all coordinates except the reaction coordinate. It represents
the energetic barrier that the reactants surpass to become the products.
In both appended papers, the activation barriers are calculated using con-
strained optimizations. In this method, several images between products and
reactants are calculated, constraining a bond in the reaction coordinate of inter-
est, but allowing the rest of the system to relax. The constrained bond is either
elongated or shortened between images. The images are interpolated yielding a
reaction path. Other methods are available for this type of calculations, are the
nudged elastic band method (NEB) [75] or the conjugate gradient methods [76].
Also a vibrational analysis of the activation complex is often performed to ensure
that the geometry corresponds to a real transition state, which can be corrobo-
rated if one of the vibrations is imaginary.
4.4 Reaction Rate
Transition states often determine the kinetics of a reaction; the higher the barrier
to climb, the higher the temperature (energy) needed for the reaction to occur.
However, there are other parameters that affect the rate of a reaction, one is the
preexponential factor. The rate of the transition state (rtst) can be expressed as:
rtst =
kBT
h
e−∆G
‡
0/kBT =
kBT
h
e∆S
‡
0/kBT e∆H
‡
0/kBT (4.15)
kB is Boltzmann’s constant and h denotes Planck’s constant. ∆G
‡
0 represents
the difference in Gibbs free energy and ∆S‡0 and ∆H
‡
0 represent the entropy and
enthalpy differences, respectively. The enthalpy is calculated from first principles
and corresponds to the activation barrier. The pre-exponential factor is defined
as:
νtst ≡ kBT
h
e∆S
‡
0/kBT (4.16)
The pre-exponential factor is calculated from the partition functions, which in
turn are evaluated trough vibrational analysis. If going to the transition state
results in a gain in entropy, the pre-exponential becomes larger and increases the
rate of the reaction. This is often referred to as a loose transition state [2]. If
instead the entropy in the transition state is lower in entropy as compared to the
reactants, then the transitions state is called a tight transition state [2]. This
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is typical for dissociations over surfaces, and one example of this is dissociative
adsorption of methane. Typical values for pre-exponential factors that for loose
transition states are values above 1013 [2]. Tight pre-exponential factors have
values below 1013. In our calculations the value for methanes dissociative adsorp-
tion is 6×1011 thereby classifying as a tight transition state. For the formation
of water through the OH+H reaction, the pre-exponential factor is 1.14×1013
which indicates that the vibrations rotations and translations in the reactants
are neither more or less restricted when going to the transition state complex.
Both pre-exponential factors are calculated for Pd(111) at 300 K.
4.4.1 Coverage effects
As already mentioned, the coverage of adsorbates can have a substantial impact
on the thermodynamics of the reaction landscape. Figure 4.5 shows the adsorp-
tion of oxygen as a function of coverage for Pd(111) and Pd(100).
Figure 4.5: The oxygen adsorption energy as a function of coverage for Pd(111)
and Pd(100).
The higher the coverage, the less stable is the adsorption of oxygen. The case
with oxygen is probably one of the more extreme cases, where the adsorption
energy with respect to O2 in the gas phase changes drastically, from -1.1 eV to
-0.15 eV for the Pd(111) surface.
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Figure 4.6: Left: The reported surface coverage of Pd(111) and Pt(111) as a func-
tion of the adsorption energy of hydroxyl-groups. Right: the prefered adsoption
site on Pt(111) of hydroxyl groups at a coverage of 1 ML.
Attractive interactions as formation of hydrogen bonds have the opposite ef-
fect as compared to the above mentioned oxygen example, and can stabilize the
adsorption energy of hydroxyl groups at higher coverages. The adsorption energy
of OH groups is shown in Figure 4.6 as a function of the coverage. Here, the rela-
tionship is not linear, and the stabilization depends on both the lateral repulsion
of the oxygen atoms in the hydroxyl-groups and on the formation of hydrogen
bonds. The stabilizing effect can change the preferred adsorption site, when the
coverage is increased. In Figure 4.6 at the right it is shown that OH groups at a
coverage of 1 ML prefer the top site, however, at a coverage of 0.25 the preferred
adsorption site is fcc hollow. On the top site the molecules are able to coordinate
to each other forming hydrogen bonds. There is a gain in energy as the formation
of the bonds is stronger then the loss when going form a fcc hollow to an atop
site.
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Chapter 5
Oxidation of carbon monoxide
Carbon monoxide oxidation is a well studied reaction, both experimentally [7,77–
79] and theoretically [28–30, 32, 80, 81]. This chapter gives a short introduction
to the subject, discussing the most important results and conclusions originating
from Paper I.
5.1 Introduction to CO oxidation
Between 50 and 90 % of the total amount of emitted hydrocarbons from a car
with a three-way catalyst, are released during the cold start [5, 23]. Cold start
refers to the period when the engine is running but the catalyst is still cold. At
these conditions, CO poisons the catalyst affecting the overall performance of
the catalyst. There are three approaches to solve the cold start problem [82]
i) change the gas composition during the start up period ii) heat the catalyst
through advanced methods so it quickly reaches the critical temperature and
iii) lower the critical temperature by design of catalysts for low temperature
oxidation. The latter alternative seems to be the most energy efficient.
On Pt(111), CO is measured to adsorb associatively when the temperature
reaches 160 K and to desorb at 400 K [83] and O2 is shown to be adsorbed
associatively at 77 K but dissociatively already at 104 K [41]. However, at low
temperatures the surface is poisoned by CO. There are mainly three reasons
behind the self-poisoning of CO i) the probability of CO sticking to the surface is
much higher than for oxygen: the sticking probability of CO is 0.8 at zero coverage
decreasing with increasing coverage to ∼0.3 at 0.5 ML, whereas for oxygen the
sticking probability is 0.064 at zero coverage, also decreasing with coverage [84].
ii) CO adsorbs associatively and O2 dissociatively i.e. CO needs one surface site
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while O2 needs two. iii) CO may block the adsorption of O2 [85], due to lateral
interactions between the two adsorbates. These are the reasons why CO oxidation
on Pt(111) (and on several other surfaces) is known to have bi-stable kinetics.
This implies that there are two modes in which CO can oxidize, depending on
the history of the catalyst. The first one is a slow rate mode where CO is self-
poisoned and the second one in oxygen excess, where the rate is much higher. The
bi-stability of carbon monoxide oxidation has other consequences, as kinetic phase
transitions and oscillatory kinetics with the formation of standing waves. These
phenomena have been extensively studied in the literature [7,24,31,78,79,85,86].
5.2 Studying the bi-stability on Pd and Pt
Paper I is a collaboration between an experimental group at Vienna University
of Technology and the computational catalysis group here at Chalmers. The ex-
perimental sample consisted of a polycrystalline foils of Pd and Pt, which allowed
all surfaces, namely (111), (100) and (110) to be exposed to the same environ-
ment. The foil was monitored with photoemission electron microscopy (PEEM),
providing laterally resolved kinetic information from the different surfaces and
a mass spectrometer that gave the average CO2 formation. The experiment
were performed at very low pressures (pCO=5.8 ×10−6 and pO=1.3 ×10−5, i.e
in the oxygen excess). Both temperature and pressured were ramped (372-493
K and varying the partial pressure of CO up to 2.5×10−5). Noticeable is that
the kinetic transition points, when going from the low activity region to the high
activity region, are in quantitative agreement for the isothermal experiments and
the isobaric ones. Thereby allowing a link between the typical surface science
(isothermal) with the typical catalysis approaches (isobaric).
The experimental kinetic phase diagrams were compared to the ones calcu-
lated from first principles. Figure 5.1a) shows the simulated kinetic phase dia-
grams for Pd(111) and Pt(111) and b) the simulated local kinetic phase diagrams
of Pt(110), Pt(100) and Pt(111). The main conclusion from Paper I is that the
reaction is highly structure sensitive for both metals, with each surface having
different ignition and extinction temperatures. The general differences between
the two metals were that for Pd, the transition from the low activity regime to
the one with high activity occurs at higher CO partial pressures with a narrower
bi-stability range as compared with Pt. Thus the conclusion is that more CO is
needed to poison Pd, and a lower oxygen to CO ratio is sufficient to reactivate the
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Figure 5.1: a) Simulated kinetic phase diagrams for Pd(111) and Pt(111) at
po2 = 1.3 × 10−5mbar. The left inset shows the hysteresis curve for Pt(111)
at 417 K and the right inset shows the ignition/extinction curve for Pd(111) at
pco = 5.8 × 10−6mbar. b) Simulated local kinetic phase diagrams of Pt(110),
Pt(100) and Pt(111) at po2 = 1.3× 10−5mbar.
surface. These results were tested with the DFT data and a microkinetic model
that were in good agreement with the measurements. Showing that the reason
for the higher tolerance to CO poisoning of Pd as compared to Pt is due to the
higher oxygen adsorption energy. This explains that higher CO partial pressures
are needed to poison the surfaces. Moreover, the sticking coefficient (taken from
experiments) of oxygen is higher on Pd explaining why Pd reactivates at higher
CO partial pressures. For this reaction, the typical surface science approach and
the microkinetic model yield the same results as common technical approaches,
if the latter are done at low pressures. Furthermore, an important conclusion is
that the microkinetic model successfully reproduces the experimental results in a
close to quantitative manner.
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Chapter 6
Methane oxidation
Methane oxidation over Pd and Pt is studied in Paper II. This chapter intro-
duces the subject and gives a short account of the most important results and
conclusions of Paper II.
6.1 Introduction to methane oxidation
Natural gas, is a viable bridge between fossil and renewable energy sources. One
advantage with the natural gas vehicle (NGV) is the low engine out emissions of
NOx and SOx, which are below current emissions standards [21]. Methane, which
is the main component of natural gas, is fairly inert due to the high symmetry of
the molecule and due to the strength of the carbon-hydrogen bond. Generally for
alkanes, the shorter the length of the chain, the higher is the activation barrier
for oxidation. Thus, methane is the least reactive alkane [87]. However, methane
has the highest hydrogen to carbon ratio producing the most amount of energy
per formed mole of CO2 [88], making it the greenest fossil fuel. Nevertheless,
as methane is a potent greenhouse gas (with 20 times the CO global warming
potential per kg [22]) aftertreatment systems have to be used to ensure complete
oxidation of CH4.
The mechanismes involved in the complete oxidation of methane for aftertreat-
ment purposes, is a long standing puzzle and has been the subject of extensive
studies [89], from surface science experiments to reactor [21, 90–96] and kinetic
studies [97, 98]. The complexity of the subject lies in the lack of agreement be-
tween different experiments with each other and with theory, together with the
inherent difficulty in heterogeneous catalysis of relating the results of different
time and length scales.
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As mentioned in the Introduction, the active sites in a catalyst are the surfaces
of small metal nano-particles deposited on a metaloxide support. The particles
interact with the support which influences their shape. The strength of interaction
depends on which support is used [40]. Furthermore, the support can sometimes
act as an active site and oxygen storage site [90,93]. In addition, the shape of the
particle is not static, instead the particles change in response to the environment
[6]. The interaction of the metal particle with its support and how this affects
the reactivity and activity of the catalyst is not studied in this report.
The second complication is more fundamental, namely how to understand the
active phase of Pd. At lean conditions (in oxygen excess) most authors agree on
that the stable phase is PdO, although the temperature range depends on support
and reaction conditions [92,97,99–104]. However, whether the stable phase is also
the active phase, has been a question of debate. Whereas measurements indicated
that the activity of Pd was strongly correlated to oxide phases [92, 101, 104],
DFT studies showed that the activation barrier for the dissociative adsorption of
methane on Pd oxides was higher than on the metal [105,106].
Hellman et al. [10] showed that there is a single active site on PdO which
adsorbs methane differently. Methane has in general a very low adsorption en-
ergy on the metal facets. Depending on facet on Pd, it ranges from 0 to -0.07
eV, calculated with PBE, which imply a weak physisorption. The molecule co-
ordinates one hydrogen towards a metal atom generating a slight image charge
in the metal. The dissociation proceeds over a top site, where only one metal
atom is needed to dissociate methane. However, the exception was first noticed
by Weaver et al. [107, 108] and later explained and corroborated trough x-ray
diffraction experiments by Hellman et al. [10]. There is, in fact, a special site on
oxidized palladium that is particularly active, namely PdO(101). Onto this site,
methane adsorbs with an adsorption energy of 0.15 eV which is stronger than
on any other surface (metallic or oxide) and the adsorption occurs with methane
bridging the metal atom with two hydrogens. The adsorption of methane on
to PdO(101) is enhanced by the electronic structure of Pd in the oxide, where
the repulsion perceived by the molecule from the metals 5s states is reduced at
this particular site. Moreover, the dissociation is aided by a hydrogen accepting
oxygen atom on the surface. This example demonstrates how useful DFT is as a
tool not only to obtain trends, but also to reveal mechanisms. Knowing the exact
electronic requisites for enhanced surface reactivity is a prerequisite to design new
catalytic materials.
There is another example of confusion between different studies when looking
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at methane oxidation regarding the structural sensitivity of the reaction. Pd has
both been measured to be structure sensitive [109] and independent of particle
size [95]. Similar conflicting conclusions have been made for Pt [91, 110]. At
the DFT level [46], there is no doubt that an enhanced reactivity is found on
sites where the atom is under-coordinated: Final states energies are higher and
activation barriers are lower ( in a BEP manner).
There are other problems that affect the catalytic activity. One example is
water, either being present as a product of methane conversion or added into the
gas feed, which has an inhibiting effect on the rate, particularly for Pd. This
has been throughly studied from an experimental point of view [92, 94, 96, 98,
111–114] but to our knowledge, never investigated through electronic structure
calculations.
In contrast, the dissociation of methane over transition metals through elec-
tronic structure calculations, has been the object of numerous studies [89, 105,
115–120]. However, to be able to understand the entire reaction landscape and to
use the information in a microkinetic study, adsorption of methane and adsorp-
tion energies of all its intermediates are needed. These calculations were done
need calculated in Paper II.
6.2 Methane oxidation on Pd and Pt
The first part of the study was to create a reaction landscape for methane oxida-
tion, from dissociation of CH4 to combustion of the intermediates to water and
CO2. This was calculated for two planar surfaces (111), (100) and one stepped
surface (211) for Pd and Pt. These calculations consider the reaction under rich
conditions, with low oxygen content and no oxide formation. The second part
was to identify possible reactions steps that could be rate limiting. In this case,
the knowledge that water could be hindering to the reactions, made the inclusion
of formation of water as a candidate to RDS, accompanied with the generally
assumed limiting step, namely dissociative adsoption of methane. The third part
was supply the DFT data into a microkinetic model.
The main conclusions of the study were that the reason behind the lack of
agreement regarding the structure sensitivity of methane oxidation is due to that
in spite of the higher reactivity of the step (with both higher adsorption energy
and smaller activation barrier), the steps on both metals are poisoned by other
adsorbates hindering methane dissociation. Hence, the reaction is in principle
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structure sensitive, but smaller particles will not necessarily increase the rate of
the reaction. Figure 6.1 shows calculated turnover frequencies as a function of
temperature for the investigated facets. The facet with highest activity Pt(100).
At low temperatures (under 450 K), the second most active facet is the Pt(111).
The stepped site Pt(211) is less active due to hydroxyl poisoning on the surface.
The Pd facets are generally less active than Pt, and follow the same trend, with
Pd(100) having the highest rate, followed by the (111) and the step site is the
less active surface under the investigated temperature range. The reason behind
the low activity of Pd(211) is that the surface is oxygen poisoned.
Figure 6.1: Turnover frequencies as a function of temperature for all the investi-
gated facets.
The second conclusion is that the hindering of water, is not due to the fact that
water formation is rate limiting, but due to the stability of adsorbed hydroxyls
on the surface, which can be increased through hydrogen bonding.
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Chapter 7
Conclusions and outlook
This chapter will try to discuss and summarize the most important conclusions
of the present study also suggesting themes for for further studies.
7.1 General conclusions
The main objective of Paper I was to investigate the structure sensitivity of the
bi-stability of CO oxidation over Pd and Pt. From the electronic structure cal-
culations, it is clear that the activation barriers and adsorption energies change
between different facets. The microkinetic simulations lead to the same conclu-
sion: the activity of CO oxidation occurs at higher CO pressures on the (110)
surface, followed by the (100). The surface with least reactivity is the (111) sur-
face. Furthermore, the simulations show that the range of the bi-stability region
is facet dependent, increasing with the reactivity of the facet. The comparison
between Pd and Pt shows that the reason why Pd is more tolerant towards CO
poisoning is the higher adsorption energies of oxygen atoms. The role of the stick-
ing coefficient of oxygen is also of importance; the re-activation of the poisoned
surface occurs at higher CO pressures on Pd as compared to Pt. These results
are in excellent agreement with the experiments. The main conclusion is that the
reactivity of each facet is directly related to the catalytic activity.
In Paper II, the focus was put on methane oxidation, where the reaction land-
scape has more elementary reaction steps and intermediate species. Also in this
case, the DFT results reveal a clear structure sensitivity. The lowest activation
energy for the dissociative adsorption of methane and the strongest adsorption
energies on both Pd and Pt are calculated for the stepped surfaces. Furthermore,
among the two metals, Pt has a more favorable reaction landscape, with lower
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activation barriers, stronger adsorption energies and most favorable energetics.
However, the results showed that the step will be poisoned by hydroxyl-groups or
oxygen, hindering the oxidation of methane on these sites at experimental con-
ditions. Hence, increasing the ratio of steps would not necessarily lead to higher
catalytic activity. In summary for CO oxidation, higher reactivity of a facet leads
to higher catalytic activity, for methane oxidation, the correlation is not clear.
This could be due to the fact that the reaction landscape of methane oxidation
involves many intermediate species that can affect the activity of the facet.
The methodology chosen in our reports is to perform comparisons between
different systems. The papers show that activation barriers and adsorption ener-
gies are not always directly translatable to the activity of the catalyst. Including
microkinetic modeling in the methodology provides a link between the micro and
mesoscale shown in Figure 1.
7.2 Suggestions for future work
There are several steps that can be done to improve our understanding of the
studied reactions. In paper II, methane oxidation was studied with a very sim-
plistic reaction landscape. CH4 was dissociated to elemental C and H and further
oxidized. Obviously, the reaction landscape could be more elaborate with other
competing pathways. For instance, oxygen could be introduced earlier in the
reaction landscape, which would result in other intermediates like formaldehyde.
The second suggestion, also regarding methane oxidation, is the introduc-
tion of the oxide phases for Pd, and testing the model at lean conditions, with
the inclusion of other reaction mechanisms reaction landscapes as the Mars van
Krevelen pathway.
Another interesting study would be to investigate the oxidation of methane on
clusters of 60 or more atoms, especially PdO clusters to seek for specially active
sites, with an electronic structure that may resemble the one on the PdO(101)
site.
Finally, the inclusion of the support would be helpful to understand the role
of the support in the reactions, which in some cases seem to have a significant
role for the activity.
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