Micromachining of 1 mm thick dielectric and metallic substrates was conducted using femtosecond pulse generated filaments in water. Several hundred microjoule energy pulses were focused within a water layer covering the samples. Within this water layer, non-linear self-action mechanisms transform the beam, which enables higher quality and throughput micromachining results compared to focusing in air. Evidence of beam transformation into multiple light filaments is presented along with theoretical modeling results. In addition, multiparametric optimization of the fabrication process was performed using statistical methods and certain acquired dependencies are further explained and tested using laser shadowgraphy. We demonstrate that this micromachining process exhibits complicated dynamics within the water layer, which are influenced by the chosen parameters.
Introduction
Laser micromachining is a unique tool that has been studied for more than several decades [1] . In recent times, much more attention has been directed to femtosecond micromachining regimes. In this case, ultra-short laser pulses are employed that enable access to high intensity (>10 12 W/cm 2 ) light that builds up due to sharp focusing and high temporal compression of the laser pulses. At such high intensities, additional laser-matter interaction mechanisms take effect [2] . Namely, energy can be efficiently absorbed through non-linear absorption mechanisms. Theoretically, any type of material can therefore be machined [3] . In the case of pulse propagation in transparent media, additional effects come into play: beam self-actions may lead to significant intensity profile transformations and multifilamentation [4] that affect experimental outcomes (modified shape, length, quality of micromachined grooves [5] ). Such laser systems present the ability to perform a substantially higher number of micromachining tasks and are invariant to the type of material; in addition, the active non-linear phenomena provide additional degrees of freedom when optimization or delicate tailoring procedures are required.
Non-transparent materials are typically cut and drilled by direct ablation techniques (front side) [6] [7] [8] [9] [10] . While experimental setups are easily controlled, they suffer from lack in fabrication throughput and end-quality of the machined samples. In addition, spatio-temporal enhanced front-side ablation [11] [12] [13] is used when high quality cuts or precise patterns are required. For transparent materials, all of the above-mentioned techniques are applicable, and, in addition, several modification-based techniques exist: chemical etching of laser-induced bulk modifications [14] [15] [16] [17] [18] [19] , dicing techniques [20, 21] etc. These techniques demonstrate the exceptional quality of the machined samples and very good fabrication throughput results; however, they are not applicable for all transparent materials and involve working with highly toxic chemicals. Though the techniques presented above are capable of performing quality fabrication, implementation typically requires high numerical aperture (NA) focusing conditions, precise positioning and motion translation stages and additional components leading to high equipment cost and complex operation [22] . Furthermore, gases and nanoparticles, some of which are toxic [23] [24] [25] , are produced during fabrication processes and inevitably contaminate the ambient air. Moreover, in order to achieve greater fabrication quality, one must sacrifice time-efficiency or vice versa as in the case of conventional (mechanical) machining methods [26] .
In the case of material removal via ablation, even though femtosecond laser micromachining is best suited in terms of quality relative to other laser systems, imperfections (heat affected areas, cracks, edge chipping, conicity [27, 28] ) still occur during fabrication and are due to several reasons. Firstly, heat build-up in the impinged regions may occur during multiple pulse interaction leading to heat affected zones (HAZ), cracking and chipping [29, 30] . Secondly, when fabricating with Gaussian pulses, the energy stored in the tail of the pulse is considerably less than at the center, and even though the tails do not produce strong ablation, absorption of energy still occurs and is transformed into thermal energy, which leads to HAZ, ripple formation or even melted regions [31] .
In this paper, we present cutting and drilling results for metallic and dielectric material fabrication by employing a novel micromachining approach [32, 33] . We demonstrate that the addition of a thin water layer on top of the samples results in superior micromachining quality and throughput due to additional spatial shaping of ultrashort pulses, cooling and the cleaning properties of the covering fluid. This suggested approach is advantageous in various ways: e.g., axial translation is not required while several-millimeter deep structures can be fabricated, and additional cooling is provided due to the added water layer, which prevents temperature and tensile stress gradient formation. Temperature-induced tensile stress is particularly a problem for micromachining brittle material, since absorption of the beam's peripheral region and plasma-material coupling [34] leads to local heat build-up and ultimately to cracking and shattering of the samples. Due to a portion of the energy being absorbed in the water and ablation processes occurring there, cavitation bubbles form that remove ablated particles upon collapse during fabrication, and prevent debris redeposition on the samples [35] . Moreover, the system is simple, and is comprised of only a few components making it easy to use relative to other femtosecond micromachining systems. Since a water layer is added on top of the samples, additional degrees of freedom arise in terms of optimization. Therefore, full empirical understanding of the process requires testing the experimental outcomes. For optimization purposes, it was decided to vary the repetition rate of the laser (reciprocal to pulse energy), since this parameter is easily varied by the laser software and can remain stable throughout the operation, the focal position of the beam (position of focus relative to the surface of the sample), the scanning speed (pulse overlap) of the beam along the surface of the sample, and thickness of the water layer covering the samples. We demonstrate successful optimization of the process by using design of experiment (DOE) [36] techniques. In addition, we introduced a shadowgraphic imaging system that helps explain acquired dependencies.
Experimental Section
The experiments were carried out using the Yb:KGW femtosecond laser system Pharos® (Light Conversion Ltd, Vilnius, Lithuania). A two-axis galvanometric scanner (ScanLab Inc., Garching, Germany) was controlled by fabrication software SCA (Workshop of Photonics Ltd, Vilnius, Lithuania). The beam was focused using an f-theta lens (f = 100 mm) below the samples, which were covered with a water layer so that filament formation would occur near the interface of the samples.
The investigated samples were 1 mm thick soda-lime glass and stainless steel. An illustration of the micromachining setup is displayed in Figure 1 . Figure 1 . Micromachining setup. The laser beam directed by a scanner is focused using an f-theta lens onto a sample that is covered with a thin layer of water. Within the water layer, the pulses undergo transformation to multiple filaments, which are used for micromachining. Average laser power-10 W, repetition rate-33.3-600 kHz, pulse duration-260 fs, wavelength-1026 nm.
Ablation Patterns Acquired while Focusing Intense Laser Pulses in Water
A series of experiments were conducted on glass samples coated with chromium in order to observe damage patterns caused by transformed femtosecond pulses in the water layer. The thickness of the water layer was varied from 0.6 mm to 1.5 mm. The focal position was set approximately 1 mm beneath the water layer. In order to numerically reproduce the behavior of the pump beam in focusing Kerr media, we carried out simulations by using an extended paraxial model neglecting time dependent effects, as well as electron plasma generation and related defocusing effects. Despite its simplicity, the model, describes both key features of asymptotic (evolution of the beam filaments and its surrounding rings) and transient regimes [37] .
We consider the evolution of a linearly polarized beam propagating with a central frequency ω 0 and wave-number k = ω 0 n/c. Here n = 1.3266 is the linear refraction index of the water at a propagation wavelength of λ = 1026 nm. Since multiple filamentation involves a complete break-up of the beam's cylindrical symmetry, the complex scalar envelope A(x, y, z) of the beam in a non-linear medium with included diffraction, Kerr non-linearity and non-linear losses due to multiphoton absorption (MPA), evolves according to the modified non-linear Schrodinger equation in (2 + 1) dimensions. In the frame of the adopted paraxial approximation moving at the group velocity v g = [∂k(ω)/∂ω] −1 , the resulting equation for the field amplitude, A(x, y, z) reads:
where z is distance of propagation and n 2 = 4.1 × 10 −16 W/cm 2 is the non-linear index of refraction. β (K) is the multiphoton absorption coefficient. β (5) = 10 −47 cm 7 W −4 . In the simplest (atomic) case, the coefficient (where K is the number of photons involved in the process) may be estimated from the Keldysh formulation [38] . However, this model does not include the above-threshold ionization effect (i.e., absorption of more photons than are required for ionization by valence electrons) and the accuracy of such estimations often fails for high-intensity ultra-short pulses. Alternatively, the MPA coefficient can be deduced from experiments [39] . The intensity distribution of the incident beam was taken according to an experimentally measured beam pattern with an initial amplitude at the maximum A 0 = 2P cr /πw 2 0 , beam waist w 0 and infinite initial radius of curvature. The non-linear differential Equation (1) was solved numerically using the split-step procedure to separate non-linear and dispersive parts inside each step. The results of the modeling are displayed in the following sections and compared with the experimental results.
Optimization of Micromachining Process Using DOE Techniques
Optimization of the micromachining process for glass (1 mm thick) and steel (1 mm thick) samples was conducted by varying four parameters: scanning speed along the surface of the sample (within the bounds: 10-1500 mm/s), focal position relative to the surface of the sample (within the bounds: 1 mm above to 1 mm below the surface of the sample), repetition rate (33.3-200 kHz), and thickness of the added water layer (0.6 mm-1.5 mm). The parameters chosen for the study are independent of one another, i.e., one parameter is not a linear or non-linear combination of the other, and, therefore, the value of one parameter can be changed while keeping other parameter values constant. After the empirical model is obtained, the relations of the results to the imbedded parameters (fluence, intensity, pulse overlap, etc.) can be calculated. To avoid ambiguity, a comment should be added here on the repetition rate. The repetition rate is reciprocal to laser pulse energy, and when the average laser power is kept constant, a change in repetition rate results in a change in pulse energy. In addition, when the scanning speed is kept constant, a change in the repetition rate results in a different pulse overlap, which could potentially affect the experimental outcomes. Further discussion on this matter will be presented later in the text. The upper and lower bounds of the parameters were chosen as minimum and maximum values that can be set using this micromachining system. Therefore, the empirical model to be obtained will be specified as valid only within the bounds of these parameters. The water layer was formed by submerging the samples in a reservoir. The goal was to minimize fabrication duration, that is, to retrieve a collection of parameters that would cut the sample through in the least amount of time. It was decided to cut 3 mm long lines for both glass and steel samples and measure the duration required to make a through-cut. It was believed that the thickness of the water layer may change as the experiments progress due to water evaporation, therefore, an optical in situ monitoring system was built having the capability of measuring the thickness of the water, and which, in addition, could measure the depth of the crater that was ablated in real time. It was found that the thickness could be determined to an accuracy of about 50 µm. Other laser parameters were chosen as follows: average laser power-10 W (this is the maximum average power that can be used on the optical components), pulse duration-260 fs, wavelength-1026 nm, focal spot diameter 20 µm (FWHM) when focused in air. Using the setup presented in Figure 1 , cutting of the previously stated materials was carried out. A process involving multiple parameters may require countless hours to study fully; therefore, DOE techniques were employed. An experimental design known as full factorial was employed, requiring only 81 experimental tests (three experimental points for each parameter which represent the minimal, mid and maximal values) to obtain the first empirical model. The experimental values of each parameter are displayed in Table 1 . After all experiments were completed, a polynomial model (first and second order terms along with interaction terms) was fitted to the results. 
Shadowgraphic Investigation
The results acquired when optimizing the micromachining process show a noticeable dependence on scanning speed (S), as will be discussed later. This dependence was investigated using laser shadowgraphy. The setup in Figure 1 was slightly modified by introducing a frequency-doubled (by generating the second harmonic) beam and aiming it at the impact region (Figure 2 ). The two beams were synchronized in such a way that the fundamental harmonic pulse would arrive at the target several hundred picoseconds earlier than the second harmonic beam, thus ensuring that the plasma from the pulse was extinguished and images of the bubbles generated from the pulse could be taken. It is believed that cavitation bubbles generated during fabricating play an important role in the fabrication outcome. 
Results and Discussion

Ablation Patterns Acquired while Focusing Intense Laser Pulses in Water
The purpose of these experiments is to demonstrate, that even when high-energy pulses are focused within a thin water layer, self-actions are present and dramatically affect the intensity distribution impinging on the surface of the samples. When cutting thick materials (approximately 1 mm), these intensity distributions lead to ablation of the samples and are different at different depths of cut. As the samples are cut, the thickness of the water layer increases, since the depth of the groove increases, and, in this way, the experiment shows the kind of intensity distributions that can be expected at different depth and pulse energy values. The average laser power and water layer thickness were therefore varied and ablation patterns on a glass sample coated with chromium were obtained. The thickness of the water was controlled by pouring more or less water into the reservoir; in addition, the focal position was modified to keep the geometric focus approximately 1 mm below the surface of the water (in such an arrangement, the beam radius impinging on the surface of the water stays the same). Images of ablation patterns and their corresponding numerical modeling results are displayed in Figure 3 . The experimental images were acquired after a single pulse impinged on the surface. It can be seen that the experimental ablation patterns remarkably match the numerically generated intensity distribution patterns. Minor inconsistencies present may be due to beam aberrations that were not accounted for (the beam was taken as Gaussian with a flat wavefront at the focus) even though the intensity distribution was recorded using a charge-coupled device (CCD) camera (top right image in Figure 3 ). The multiple spots that are visible both in the theoretical and experimental results are due to beam break-up into multiple filaments. The intensity profile of the Gaussian beam impinging on the water layer is never ideally Gaussian, but is modulated, and the modulations initiate beam break-up. This agreement among theoretical and experimental results demonstrates that self-actions are important when drilling materials more than 1 mm thick, since the energy distribution differs gradually in comparison to conventional focusing in air. In addition, if different initial intensity distributions were introduced prior to impinging on the water layer, break-up manipulation might be possible as described in [40, 41] . Controlled break-up could have potential applications for multiple foci fabrication without spatial light modulators. 
Optimization of the Micromachining Process
Optimization of a multiparametric process is a tedious task, since it involves working with multidimensional space, and the parameter relations to the response (outcome of the experiment that is measured) cannot be graphically displayed; hence, to obtain the true dependencies of the response based on the values of the parameters, one must perform statistical analysis. In total, 85 experimental tests (a few additional tests were added to asses result repeatability) were conducted to procure an empirical model that matches the results. The empirical model was obtained by fitting a polynomial model according to the results. Such a procedure is standard in DOE methods [42] . The model in particular was:
Here, coefficients b 1,...,19 represent the impact of each term on the results, α 0 is the intercept and 0 represents the residuals (variation in the results that cannot be explained by the empirical model). The goal is always to minimize the residuals while keeping other coefficients with as little variation as possible. Naturally, all terms may not be present given the specific nature of the process (e.g., the interaction S × T may not exist). Therefore, terms which are deemed statistically insignificant are dropped from the model, thus obtaining an even simpler model with fewer terms and lower residual values. After conducting the experimental tests, large variations in the results were noticed depending on different parameter settings, e.g., when fabricating with R = 33 kHz, F = 0 mm, T = 0.6 mm, S = 200 mm/s, the duration required to cut through the 3 mm line was 20 s, whereas when fabricating with R= 200 kHz, F = 1 mm, T = 1.5 mm, S = 1500 mm/s, fabrication took approximately 3 h. Therefore, the responses differ by several orders depending on the parameter values chosen.
When differences of several orders are present, fitting polynomial models to the results may become difficult in the sense that typically the true functional expression may end up with high-order terms (the model up to the second degree as described by Equation (2) may no longer suffice), hence the number of coefficients may become large, and overall understanding of the underlying physics may become difficult and misleading. Therefore, it was decided to narrow down the region where the polynomial model need not require high-order terms by choosing response values no higher than 50 s (all the parameter values that produce fabrication longer than 50 s were dropped). The final parameter range (with the dropped points) described by the polynomial model is listed in Table 2 . The polynomial model was fit and fit statistics are displayed in Figure 4 . By summing the terms with their corresponding coefficients and intercept, one can obtain the final empirical expression that relates fabrication duration and the four parameters. Having the prediction expression one can estimate not only the optimal conditions of fabrication, but also estimate the deviations in the results if the parameters themselves poses statistical uncertainty, e.g., one can estimate the decrease in the rate of fabrication if the sample positioning plane is tilted (change in focal position throughout the sample). The top left graph in Figure 4 displays how well the actually measured points coincide with points predicted by the model; if the model ideally explains the results, then the points should be situated along the diagonal. The graph in the top right corner shows by how much the predicted values deviate from the measured values; since experimental errors are present in real experiments, these points should be scattered following a normal distribution. In this case, the predicted points coincide with the measured points, and the residuals appear to be scattered normally, meaning that the prediction precision is homogeneous throughout the entire response range. The root mean square error (RMSE) value (RMS of residual variation) was calculated to equal 1.6 s, since the pure error (experimental error calculated by conducting experiment replicates) is equal to 1.87 s, we can conclude that the model well fits the measured results and further increase in accuracy is unnecessary. The terms that are present are listed in the bottom part of Figure 4 . The impact of each term was normalized to unity and the bar chart describes the impact of each term on the results, e.g. the term R × F produces approximately twice the variation in the results relative to term F × F. The positive and negative impacts represent how the results change if the parameter values are increased or decreased, e.g., increase in repetition rate and thickness of the water layer will produce a longer fabrication duration. The acquired dependence is complex, since several parameter interactions are present (R × F, R × T, S × R, S × F, R × T × F, T × F); therefore, the true result-parameter space is curved and bent in five dimensions. This presents the complexity of representing the dependencies graphically, due to the restriction of only seeing a part of the dependence. In reality, the terms represent hidden physical mechanisms that influence such experimental outcomes. As was demonstrated in Section 3.1, the interaction of the beam with the water layer is governed by non-linear interaction mechanisms, therefore beam break-up, the resulting fluence, and energy propagation directions are influenced mostly by the beam front curvature (which relates to focal position) that impinges on the water layer, the energy of the pulse (reciprocal to pulse repetition rate) and the distance the beam propagated through non-linear media (thickness of water layer); consequently, the appearance of interaction terms is not surprising. We demonstrated that, as a parameter, repetition rate is one of the most important parameters that influence fabrication duration. However, to the best of the authors' belief, the increase in pulse energy when the repetition rate decreases most likely contributes to shorter fabrication duration, since self-actions are more pronounced and effects such as varying pulse overlap from the changing repetition rate may be neglected. Several fabrication duration graphs vs. two other arbitrarily chosen parameters are displayed in Figure 5 . The surface is the polynomial fit, the dots with needles show the experimentally measured points. It can be seen that, as the remaining two parameters are varied, the surface bends though the experimentally measured points do not drift away. Completely analogous experiments were conducted on 1 mm thick stainless steel samples, but the optimization steps will not be presented here due to the exact analogy. Several dependencies of results vs. two parameters are displayed in Figure 6 . As evident from the graphs, the fabrication duration overall is approximately the same as for soda-lime glass cutting. Several images of cut samples using optimal fabrication parameters are displayed in Figure 7 . As is evident, cutting macro and micro components is possible using this setup. We achieve cutting speeds for both glass and metal samples approximately equal to 0.3 mm/s. Furthermore, thicker materials (approximately 2-3 mm) can be cut as in the case of the displayed one-euro coin. It is worth mentioning that similar images can be acquired using non-optimal parameters; however, the cutting rate may differ by a few orders of magnitude depending on the settings in the presented experimental domain. It is worth pointing out that we were unable to cut glass without the water layer. Due to temperature-induced tensile stress formation, the samples crack and shatter before they can be drilled through. In the case of metals, cutting is possible in air due to the different properties of the material. However, samples cut in air possess melted regions, HAZ and redeposition of debris on the samples (as evident in Figure 7) . Furthermore, the rate of fabrication decreases by a factor of 10 compared to cutting in water. 
Shadowgraphic Investigation
As was demonstrated in Section 3.2, the results vs. parameters dependencies are complex since multiple parameter interaction terms are involved. The authors of this paper believe that these multiple interaction terms (R × F, R × T, S × R, S × F, R × T × F, T × F) are due to the complicated dynamics of the laser beam, water layer and target when fabricating. Section 3.1 already demonstrated that the energy of the pulses and the thickness of the water layer dramatically influence how the energy distributes over the surface of the sample and how the propagation path of the beam changes. Therefore, the purpose of these experiments is to demonstrate that the water layer changes significantly when fabrication with different parameter settings is carried out. Using the setup presented in Figure 2 , several images of the ongoing process were acquired. When actual fabrication (cutting) takes place, the beam is scanned along the surface of the sample; depending on the scanning speed of the beam and laser repetition rate, a different number of laser pulses impinge on the same spot due to the varying pulse overlap. This scenario is therefore analogous to simply a number of consecutive pulses hitting the surface. Figure 8 shows how the water layer changes when a different number of pulses impinge on the surface of the sample. After only one pulse, cavitation bubbles start forming in the water layer, and the zone increases with the increase in the number of pulses impinged. From approximately four to eight impinged pulses, the water layer is completely (from the surface of the water to the sample) transformed into a state of water and vapor. Naturally, different focal position and pulse energy values influence how fast the transformation takes place and how many pulses are required, therefore the presence of scanning speed and repetition rate (S × R), scanning speed and focal position (S × F) interactions becomes evident. These images illustrate the actual complexity of such a micromachining process, since most of the time (when micromachined with optimal parameter settings), femtosecond pulses propagate through this modified layer. The phase front distortions that are introduced by this modified layer and its non-linear properties are unknown and therefore the exact non-linear interaction of the beam with this modified layer can only be the subject of speculation. However, it is believed that, within a certain modified layer (which has a certain density of water, vapor and cavitation bubbles of characteristic dimensions), the cutting process reaches the optimal point due to the strongest pressure gradient formation, minimal diffractive losses and the best non-linear propagation conditions. The pressure gradients that arise due to cavitation bubble collapse help remove ablated particles from the groove, thus limiting subsequent pulse interaction (energy losses) with the ablated particles. Diffractive losses occur if the density (number of cavitation bubbles per unit of volume) of cavitation bubbles is such that the subsequent pulse wavefront distortions are too great to be overcome by non-linear self-focusing. The best non-linear propagation conditions may be considered as the transformed layer exhibiting modified linear and non-linear properties. Depending on the non-linear absorption coefficient and high-intensity induced linear refractive index modulation, reshaping of the beam's intensity profile occurs at different depths of the water layer. Under certain conditions, the reshaped beam may produce a maximum intensity distribution at the surface of the sample and not in the water layer, and therefore energy losses will be highest at the surface of the sample. When a large number of pulses impinge on the same spot (low scanning speed), it can be seen that the water layer is removed due to evaporation and shock wave generation. Therefore, in such a scenario, the fabrication throughput drops as the conditions become similar to ablation in ambient air. Given the complicated nature of such a process, the interaction terms found during optimization are not surprising; however, further research is required for a better understanding of the process. 
Conclusions
In this study, we have presented results from a high-energy femtosecond pulse focusing within a water layer that is covering the samples. We demonstrated experimentally, and through numerical modeling, that when high-energy femtosecond pulses (exceeding the critical power for self-focusing by a few orders) are focused using a low NA objective (f = 100 mm f-theta lens), self-focusing and non-linear absorption phenomena transform the beam to a filament-like propagation regime. If proper parameters are chosen, an intense beam can be created near the surface of the samples, which can be used for micromachining purposes. In addition, damage patterns induced by ablation resemble energy distribution patterns acquired by modeling the modified non-linear Schrodinger equation, and are due to beam break-up into closely spaced multiple filaments. Furthermore, we have optimized the micromachining process for soda-lime glass and stainless steel sample cutting that is influenced by four parameters (laser repetition rate, focal position, water layer thickness and scanning speed). Using DOE methods, optimization was achieved with less than 200 experimental tests and the acquired functional dependence predicts the results with accuracy approximately equal to the experimental error. The empirical dependence possesses quadratic and multiple interaction terms, which are attributed to the transient transformation of the water layer while fabricating. The transformation is verified though shadowgraphic investigation.
