Given a full column rank matrix A ∈ R m×n (m ≥ n), we consider a special class of linear systems of the form A ⊤ Ax = A ⊤ b + c with x, c ∈ R n and b ∈ R m . The occurrence of c in the right-hand side of the equation prevents the direct application of standard methods for least squares problems. Hence, we investigate alternative solution methods that, as in the case of normal equations, take advantage of the peculiar structure of the system to avoid unstable computations, such as forming A ⊤ A explicitly. We propose two iterative methods that are based on specific reformulations of the problem and we provide explicit closed formulas for the structured condition number related to each problem. These formula allow us to compute a more accurate estimate of the forward error than the standard one used for generic linear systems, that does not take into account the structure of the perturbations. The relevance of our estimates is shown on a set of synthetic test problems. Numerical experiments highlight both the increased robustness and accuracy of the proposed methods compared to the standard conjugate gradient method. It is also found that the new methods can compare to standard direct methods in terms of solution accuracy.
1. Introduction. Given A ∈ R m×n , m ≥ n with rank(A) = n, b ∈ R m and x, c ∈ R n , we consider the following linear system of equations:
or, equivalently, the following minimization problem:
At first sight, relation (1.1) evokes a least squares problem in the normal equations form:
but the situation is fundamentally different, as the vector c is present in the right-hand side. Contrarily to least squares problems, a very well-studied topic ( [3] [16, Ch.5][23, Ch.10]), problem (1.1) has not been object of much study in the literature. It can be seen as a reformulation of a particular instance of a KKT system [8, 11, 15, 26] :
where H ∈ R m×m is a symmetric matrix, in our case H is the identity matrix. We mention [2] where the author studies the numerical solution of this augmented system by Gaussian elimination and a proper scaling. The solution of problem (1.1) is however required in various applications in optimization, such as multilevel Levenberg-Marquardt methods [6] , or in certain formulations based on penalty function approaches [13, 12, §7.2] , that we describe in section 2. Motivated by the important applications these problems arise from, we believe that it is worth getting more insights on both theoretical and practical aspects of the solution of (1.1), in particular on its solution by iterative methods.
Due to the similarity with the normal equations, we expect to encounter, both in the theoretical study of (1.1) and in the numerical solution, issues similar to those reported in the literature on normal equations.
First of all, the system matrix is the same. It is well known that the product A ⊤ A should not be explicitly formed, because the accuracy attainable by methods for the solution of the normal equations may be much lower than that attainable by a backward stable method for least squares. In this case indeed, the best forward error bound for the normal equations can be obtained by the classical sensitivity analysis of linear systems. It is then of the order of κ 2 (A) u, with u the machine precision and κ(A) = A A † the condition number of A in the Euclidean norm [19, 25] . This is an underwhelming result, as from Wedin's theorem ( [19, Theorem 20.1] ) the sensitivity of a least squares problem is measured by κ 2 (A) only when the residual is large, and it is measured by κ(A) otherwise.
However, practical solution methods do not form the product A ⊤ A, and the following key observation is rather exploited. The peculiar structure of the normal equations allows to write:
that makes it possible to either employ a factorization of A rather than of A ⊤ A (in the case of direct methods) or to perform matrix-vector multiplications of the form A ⊤ x and Ax rather than A ⊤ Ax (in the case of iterative methods). This fact makes the standard conditioning analysis of linear systems unsuitable to predict the error for such methods, as the linear system is not subject to normwise perturbations on the matrix A ⊤ A, but rather to structured perturbations, such as perturbations in the matrix A only. A structured conditioning analysis is then more relevant and indeed leads to the same conclusions as for least squares problems [17] .
It is therefore possible to devise stable implementations of methods for normal equations. This has been deeply investigated in the literature, see, e.g., [4, 16, 24] . In [4] the specialized implementation of the Conjugate Gradient (CG) method for the normal equations (CGLS) has been proposed and shown to be more stable than CG applied directly to (1.3) .
In general, however, not all the considerations made for normal equations directly apply to (1.1), since the right-hand side in (1.1) is A ⊤ b + c instead of A ⊤ b. This difference has important consequences both on theoretical and practical sides.
On one hand, this results in a different mapping for the condition number and a different set of admissible perturbations for the backward error, as [14] . Consequently, the existing perturbation theory for least squares problems [1, 17, 27] does not apply here. A proper analysis of the structured condition number of the problem should then be developed.
From a practical perspective, even though the system matrix is the same, a fun-damental difference appears: A cannot be directly factorized on the right-hand side and standard methods for the normal equations cannot be directly applied. Successful algorithmic procedures used for normal equations could however be adapted to design stable solution methods, tailored for the specific problem that we consider. Contributions. Inspired by the existing results on least squares problems, we propose two different reformulations of (1.1), such that it is possible to factorize the matrix A on both the left and right-hand sides, and two corresponding solution methods. We provide structured condition numbers for (1.1) and for the proposed reformulations. These allow us to compute first order estimates of the forward error on the solution computed by the proposed methods. We also report on the numerical performance of such methods on a relevant set of test problems, considering also direct methods to provide a fair comparison. Extensive numerical experiments confirm an improved stability of the proposed methods compared to CG. The estimates of the forward error are also validated numerically and shown to be sharper upper bounds than the standard bounds issued from the theory of linear systems.
Structure. The manuscript is organized as follows. In section 2 we present two applications arising in optimization where the solution of (1.1) is required. In section 3, we report on the conditioning of the problem and backward error analysis. In section 4, we discuss issues related to the solution of system of the form (1.1) in finite arithmetic. We remind specific algorithmic procedures successful for least squares problems (case c = 0) that we later adapt to design stable methods for the solution of (1.1) (more general case c = 0). Then, we introduce and study the new iterative solution methods in section 5. In section 6 we propose first order estimates of the forward error on the solution computed by the proposed methods. Extensive numerical experiments are proposed in section 7. Conclusions are drawn in section 8.
Notation. Given a matrix A ∈ R m×n , we denote by A † its pseudoinverse, by κ(A) = A A † the condition number of A ( · being the Euclidean norm) and by σ min (A), σ max (A) the smallest and largest singular values of A, respectively. The Frobenius norm of A is defined as
We later denote by I n ∈ R n×n the identity matrix of order n, ⊗ the Kronecker product of two matrices and by vec the operator that stacks the columns of a matrix into a vector of appropriate dimension [17] . Given X and Y two normed subspaces equipped with norms · X and · Y , respectively, we denote by · op the operator norm induced by the choice of · X and · Y . Finally, given a ∈ R, we denote by fl(a) its floating point representation, i.e. fl(a) is such that |a − fl(a)| ≤ |a| u, where u represents the machine precision.
2. Two motivating applications. In this section, we describe two different applications in which problems of the form (1.2) arise, motivating our interest in their solution.
2.1. Fletcher's exact penalty function approach. The first applicative context arises in equality constrained minimization. Consider a problem of the form:
for twice differentiable functions f : R n → R and g : R n → R m , respectively. The solution of systems of the form (1.1) is needed for the evaluation of the value and gradient of the following penalty function [13, 12, §7.2] :
where y σ (x) ∈ R m is defined as the solution of the following minimization problem:
with A(x) the Jacobian matrix of g(x) at x and σ > 0, a given real-valued penalty parameter.
Multilevel
Levenberg-Marquardt method. The second scenario, in which the solution of system (1.1) is required, arises in the setting of multilevel Levenberg-Marquardt methods, which are specific members of the family of multilevel optimization methods recently introduced in Calandra et al [6] and further analysed in Calandra et al [5] . The multilevel Levenberg-Marquardt method is intended to solve nonlinear least squares problems of the form:
with F : R n → R m , a twice continuously differentiable function. In the two-level setting, the multilevel method allows to choose between two different models to compute the step at each iteration: the classical Taylor model or a cheaper model m H k , built starting from a given approximation f H (x H ) = 1 2 F H (x H ) 2 to the objective function:
with J H (x H k ) the Jacobian matrix of F H at x H k , λ k > 0 a real-valued regularization parameter, R a full-rank linear restriction operator and x H 0 = Rx k , x k denoting the current iterate at fine level.
While minimizing the Taylor model amounts to solve a formulation based on the normal equations, minimizing m H k requires the solution of a problem of the form (1.2), due to the addition of the correction term (R∇f (x k ) − ∇f H (x H 0 )) ⊤ s H , that is needed to ensure coherence between levels. Approximate minimization of the model is sufficient to guarantee convergence of the method. Thus if the dimension of the coarse problem is not small, an iterative method is then particularly well suited for the minimization of the model.
3.
Conditioning of the problem and backward error analysis. In this section we first study the conditioning of the problem (1.1). We first propose an explicit formula for the structured condition number, that is useful to compute a first order estimate of the forward error. We also propose theoretical results related to the backward error.
Conditioning of the problem.
We study the conditioning of problem (1.1), i.e. the sensitivity of the solution x to perturbations in the data A, b, c. We give an explicit formula for the structured condition number, for perturbations on all A, b and c. In the following, we define the condition number of a function, see [25] .
the absolute condition number of F at x is the scalar F ′ (x) op . The relative condition number of F at x is
We consider F as the function that maps A, b, c to the solution x of (1.1):
Let us define the true residual r = b − Ax. As in [17] , we choose the Euclidean norm for the solution and the Frobenius norm (defined in the Notation part of Section 1) for the data.
In this section we mark perturbed quantities by a tilde. Let the m×n matrix A be perturbed toÃ = A + δA, the m-dimensional vector b tob = b + δb, the n-dimensional vector c toc = c + δc. A ⊤ A is then perturbed to
neglecting the second order terms. The solution x = (A ⊤ A) −1 (A ⊤ b + c) is then perturbed tox = x + δx = (Ã ⊤Ã ) −1 (Ã ⊤b +c). Then,x solves:
Reminding (3.1), and that, since A is full column rank,
From this, we conclude that
for all E ∈ R m×n , f ∈ R m , g ∈ R n . We then deduce the following property:
The conditioning of the problem (1.1), with Euclidean norm on the solution and Frobenius norm on the data, is given by
where L T is the linear operator such that vec(A ⊤ ) = L T vec(A) (L T is a permutation matrix consisting of ones in the positions (n(k − 1) + l, m(l − 1) + k) with l = 1, . . . , n and k = 1, . . . , m and of zeros elsewhere [14, 17] ).
In the following, we give an explicit and computable formula for the structured condition number. given by
Let us consider
We remind that E = n i=1 m j=1 e ⊤ i Ee j , for e i , e j the i-th and j-th vectors of the canonical basis. Then, we can rewrite the expression as
introducing the matrix S such that:
x. It follows that w = M ⊤ y. We are then interested in the norm of w. We can compute the squared norm of vec(S) as:
Then,
and we obtain the thesis.
We remark here a fundamental difference with the least squares case. In the conditioning of least squares or structured conditioning of the normal equations, the term κ 2 (A) appears multiplied by the norm of the residual. This is interpreted saying that the sensitivity of the problem depends on κ(A) for small or zero residual problems and on κ 2 (A) for all other problems [3, 19] . In this case, we notice from (3.3) that a term proportional to κ 2 (A) will always be present.
Backward error analysis.
In this section, we address the computation of the backward error, i.e. we consider the following problem. Let A ∈ R m×n , b ∈ R m , c ∈ R n andx a perturbed solution to (1.1). Find the smallest perturbation (E, f, g) of (A, b, c) such that the vectorx exactly solves
i.e. given
we want to compute the quantity:
with θ 1 , θ 2 positive parameters. As usually done in the literature on backward errors, see, for example, [17, 27] , we measure the perturbations in a weighted Frobenius norm. We prove specific results related to the backward error. We provide an explicit representation of the set of admissible perturbations on the matrix (Theorem 3.4) and a linearization estimate for η(x, θ 1 , θ 2 ) (Lemma 3.5), respectively.
We remind the following properties that will be used later:
We consider just perturbations on the matrix and we give next an explicit representation of the set of admissible perturbations.
Proof. The proof is inspired by that of [27, Theorem 1.1]. First, we prove E ⊆ M. Let E ∈ E, then E can be written as
We choose v =r − Ex. Then Ex =r − v and
Moreover, it holds
Hence, from relations (3.6), (3.7) and (3.8)
where the second equality follows from (3.8).
Conversely, let E ∈ M. Then,
where the second equality follows from (3.9), the fourth one from (3.10) and the last one from the constraint in M. From this we conclude that E ∈ E, which completes the proof.
Let us remark that if c = 0 we recover the known result for least squares problems given in [27, Theorem 1.1]. We also note that the parametrization of the set of perturbations E is similar to that obtained for equality constrained least squares problems in [9] , where the constraint is however not present.
Due to the constraint in M, it is rather difficult to find an analytical formula for η(x, θ 1 , θ 2 ). It is however easy to find a linearization estimate for η(x, θ 1 , θ 2 ) with θ 1 , θ 2 stricly positive, i.e., given
where J A , J b and J c are the Jacobian matrices of h with respect to vec(A), b, c [7] .
Moreover, assume thatr = 0.
Proof. The first assertion follows as a simple modification of the results in Section 2 of [22] . Simply adding the term corresponding to c in the linearization leads to:
from which the result follows. The second result can be obtained repeating the arguments of [22, Corollary 2] .
The linearized estimate is usually called an asymptotic estimate, as it becomes exact in the limit forx that tends to the exact solution x [22] . It also has the advantage of being easily computable.
In this section we have considered theoretical questions related to the solution of (1.1). In the following, we will consider the approximation of a solution in finite arithmetic.
Finite arithmetic implementation of CG for
In this section, we address the implementation of CG in finite arithmetic. We first discuss the well-known case c = 0, that corresponds to the normal equations for least squares problems. In particular, we briefly remind the issues arising in finite precision when applying CG to such systems, and the successful algorithmic ingredients that make CGLS more stable than CG. We then consider the more general case c = 0 and show that the same issues also arise in this case. These observations are found crucial for the development of stable solution methods for (1.1). In section 5 indeed, the successful ingredients employed in the case c = 0 will be extended to the more general case c = 0.
4.1. Case c = 0. In [4] the authors study the implementation of CG applied to the normal equations in finite arithmetic and, thanks to a rounding error analysis, individuate the operations which may lead to amplifications of initial errors in the data, and so to large perturbations in the solution. Then, they propose the CGLS method, which is a more stable implementation of CG for normal equations. For convenience, we report both algorithms, in Algorithm 4.1 and Algorithm 4.2, respectively.
Two different sources of numerical error do occur when applying CG on the normal equations. First, computing fl(A ⊤ A) can lead to a loss of information. CGLS avoids forming matrix A ⊤ A explicitly. Matrix-vector products are thus computed exploiting subsequently the action of A and of its transpose on a vector, whereas the computation of p ⊤ k A ⊤ Ap k is performed as Ap k 2 . The second source of error comes from the right-hand side b. Assuming that x 0 = 0, the only information related to b is in the initialization of p 1 = A ⊤ (b − Ax 0 ), see Algorithm 4.1. No further reference to b is made in the iterative procedure. It then follows that roundoff errors that occur in computing the vector A ⊤ b cannot be compensated for later [4] . Hence, in CGLS, the residual of the normal equations
The next result is also proved, which is an extension of the corresponding result in [18] , where the author studies the finite precision implementation of the class of iterative methods considered in Lemma 4.1.
Consider an iterative method in which each step updates the approximate solution x k and the residual r k of the system Ax = b using the two formulas:
with α k ∈ R, p k ∈ R n and x ∈ R n the true solution. The difference between the true residual b − Ax k and the recursively computed residual r k satisfies
Lemma 4.1 is used in [4] to deduce a bound on the forward error for such methods:
It is shown in [4, 18] that the residuals r k generated by CG tend towards zero, so that x k will eventually remain unchanged. In the bound k can therefore be replaced by S, the number of iterations necessary to reach this steady-state. Then, if
for a strictly positive constant c 1 , we deduce that the method may compute more accurate solutions than a backward stable method [4] .
4.2.
Case c = 0. When using CG applied to (1.1), observations similar to those made in the previous section can be made. If the right-hand side A ⊤ b + c is formed, an error occurs. We can indeed quantify this error as in [4] , §4. Following [4] , we assume the following model of floating point arithmetic on a machine with roundoff u: where the inequalities are to be interpreted componentwise [4, 19] . It is assumed that nu ≪ 1.
Errors are introduced when the product A ⊤ b and the sum with c in the right-hand side are performed. The perturbed solutionx = x + δx corresponding to the system with perturbed right-hand side fl(fl(A ⊤ b) + c) will satisfy, assuming that the linear systems are solved exactly:
From relation (4.4) we obtain
Subtracting (1.1) from (4.5) and solving for δx, we obtain from (4.6)-(4.7):
From the singular value decomposition of A, it is possible to deduce the following relations, see [3] §1.4.3:
.
Exploiting these relations and extending inequality (4.8) to the norm, we obtain:
Since b and c are not used in the iterative process, this initial error will not be cancelled and the best forward error bound we can hope for will include the term given above, which may be larger than the error introduced by the solution of the linear system, as we will see in section 7. Then, if this initial rounding error is larger than the optimal bound M [A, b, c] F u we can expect CG to produce less than optimal solutions. This will happen for example if
where the second term has been obtained from an upper bound to the condition number M .
Similarly, the residual of the perturbed solution may differ from the true residual by as much as
and again, this cannot be cancelled in the iterations.
Thus, when solving system (1.1), we encounter the same problems as with the normal equations. Our aim is then to exploit the particular structure of (1.1), that is close to that of normal equations, to extend the successful algorithmic ingredients used in that case to design stable methods in our specific setting.
5.
Proposed iterative solution methods. In this section, we introduce two solution methods for (1.1). They exploit specific reformulations of the original problem or approximations to it, to be able to factorize A on both the left-and the right-hand sides.
Having in mind the possibility of seeking an approximate solution, we especially focus on iterative methods, that are intended to be more stable than the standard CG method, later used as a reference method. We propose and describe the two methods, named CGLSǫ and CGLSI, respectively. We first explain the ideas on which their designs are based and then present an extensive numerical evaluation in section 7.
5.1.
CGLSǫ. The first approach we propose is based on the solution of a least squares problem, with both matrix and right-hand side depending on an auxiliary real-valued strictly positive parameter ǫ. The problem is defined in a way that its solution x ǫ approximates the true solution of (1.1) x, when the parameter ǫ goes to zero. This reformulation is especially convenient because we can exploit the structure of the normal equations and solve the problem with CGLS, hence avoiding the issues described in section 4.
Given ǫ > 0, let us then define
We then consider the following linear least squares problem:
We remark that, due to the presence of ǫ in the right-hand side which is expected to be a small quantity, the residual will generally be really large. From standard perturbation theory on least squares problems, when the residual is large, the sensitivity of the system depends on
. Hence, problem (5.2) would then generally be severely ill-conditioned. However, the classical results are not so meaningful in this case, as the components of b ǫ and A ǫ have different magnitudes, see Remark 1.4.3 in Björck [3] .
A more meaningful analysis is proposed next in Theorem 5.1, whose proof can be easily derived analogously to that of Theorem 3.3.
Theorem 5.1. Let F ǫ be the function that maps A, b, c to the solution x ǫ of (5.2):
The absolute condition number of problem (5.2), with Euclidean norm on the solution and Frobenius norm on the data, is then given by:
, where L T is the linear operator introduced in Lemma 3.2. This condition number can be equivalently expressed as M ǫ , with
. It is essential to notice that from Theorem 5.1, the conditioning of (5.2) does not depend on b ǫ − A ǫ x ǫ , that will be really large, but rather on r ǫ = b − Ax ǫ , that will be indeed much smaller. The normal equations for (5.2) are
that is, if ǫ goes to zero, the matrix of (5.4) is close to that of the normal equations (1.1). We can then prove that the solution of (5.4) approximates a solution of (1.1) for small ǫ.
Lemma 5.2. Let x ǫ be the solution of (5.4) and x be the solution of (1.1). Then, lim ǫ→0 x ǫ = x and the relative norm of the error satisfies
Proof. A ⊤ A + ǫ 2 cc ⊤ is obtained as a rank one correction of A ⊤ A. Thus the application of the Sherman-Morrison formula [3, §3.1.2] leads to:
Then we obtain
which completes the proof.
This result is helpful to propose a practical choice for ǫ, that can be related to κ(A). Note however that, to have guarantee of obtaining an accurate solution, a relatively small ǫ may be needed, depending on w . One may be then concerned that a really small ǫ may cause large errors in finite arithmetic, but we can show that an arbitrarily small value can indeed be used. A perturbed solutionx ǫ = x ǫ + δx ǫ will be such that:
We need little care in evaluating δ(A ⊤ ǫ b ǫ ), as the standard bound
will largely overestimate it, due to the possibly large norm of b ǫ . Indeed, in practical computations, the large last component of b ǫ is compensated by the multiplication with the small entries in the last line of A ǫ . We consider that
with δ s an additional error due to the summation. We remark that if we assume ǫ to represent a machine number, i.e. ǫ = 2 i for i ∈ Z, then fl ǫ c 1 ǫ = c, the computation is performed exactly, as it just amounts of a shift in the exponent. Then,
and the bound does not depend on ǫ.
The first approach we propose, called CGLSǫ, is based on the solution of (5.2) with the CGLS method. From Lemma 5.2, if we choose a small value for ǫ, we can expect the computed solution to be an accurate approximation to x. We will later discuss the choice of this free parameter in subsection 7.2.
CGLSI.
The second method we propose is still based on the solution of an augmented system. In this case, we do not employ any auxiliary parameter. We rather use an auxiliary matrixÎ ∈ R (m+1)×(m+1) and we defineÂ ∈ R (m+1)×n and b ∈ R m+1 , accordingly:
We then reformulate (1.1) as:Â ⊤ÎÂ x =Â ⊤b , the two systems being equivalent. Although this reformulation is not a least squares problem, it still offers the advantage to factorizeÂ ⊤ in both the right-and the lefthand sides. Hence, we can use a Krylov subspace method as a solution method, that can be implemented with no need of forming matrixÂ ⊤ÎÂ explicitly or of recurring the residual r =Â ⊤ (ÎÂx −b). We can rather simply updated =ÎÂx −b along the iterations and form r by multiplication withÂ ⊤ . This allows to avoid corruption of b by multiplication with A ⊤ at the beginning of the process, without possibility of amending for it. We describe the whole procedure in Algorithm 5.1.
In exact arithmetic the method in Algorithm 5.1 is equivalent to CG applied to (1.1). The practical implementation of CGLSI just relies on the use of augmented matrices together with two expedients to make the method more stable: the computation of p ⊤ k A ⊤ Ap k as ÎÂ p k 2 and the update of the residual. We can therefore expect the same benefits of CGLS as compared to CG.
Remark 5.3. Lemma 4.1 also applies to the CGLSI method with A replaced witĥ IÂ. We can then deduce that, if condition (4.3) holds, the bound (4.2) is also valid and CGLSI will provide numerical solutions to (1.1) in a stable way. As pointed out in [4] , proving condition (4.3) is not an easy task. Nevertheless, we have found that this condition is shown to be satisfied numerically after extensive numerical experimentations, see section 7. We also point out that the condition number ofÂ can be related to that of A by [20, Corollary 7.3.6] . We finally notice that Lemma 4.1 also applies to CGLSǫ. Nevertheless it is not so meaningful, since in (4.1) the quantity A ǫ x ǫ − b ǫ would be rather large.
6. First order approximation for the forward error. The formulas we have derived in Theorem 3.3 and Theorem 5.1 for the structured condition number of problems (1.1) and (5.2) can be used to provide a first order estimate of the forward error on a solution obtained by a method that does not form the matrix A ⊤ A or A ⊤ ǫ A ǫ explicitly. We define these estimates as the product of the relative condition number (see Definition 3.1) and the linearized estimate of the backward error in Lemma 3.5.
For CGLSI, we use the relative condition number
x of (1.1) for perturbations on A, b, c, withM defined in (3.3) . For CGLSǫ, the error on the computed solutionx ǫ depends on two terms, the distance of the computed solution to the exact solution of (5.4) and the distance of the exact solution of (5.4) to the exact solution of (1.1):
The first term and the ratio x ǫ x can be bounded by the Sherman-Morrison formula, see (5.5) , while the second one by using the relative condition number
For CG, we can use the same bound as for CGLSI, adding the initial rounding error (4.9) due to the computation of the right-hand side.
Given the computed solutionx, we then define the following error estimates:
η(x),η ǫ (x ǫ ) being the linearized estimates of the backward error of the corresponding problem.
We will show in subsection 7.3.2 that the proposed estimates nicely predict the actual error in the numerical simulations and that in all cases they provide upper bounds for the forward error.
Numerical experiments.
We numerically validate the performance of the methods presented in section 5. We discuss their practical implementation and evaluate the first order estimates of the forward error based on the relative condition numbers derived in section 6. To provide a fair comparison, we also consider CG, MINRES (applied to (1.4)) and standard direct methods. We show that CGLSI and CGLSǫ perform better than CG and that they can compare with direct methods, in terms of solution accuracy. 7.1. Problem definition and methodology. All the numerical methods have been implemented in Matlab. For CGLSǫ 1 , CG 2 and MINRES 3 , Matlab codes available online have been employed. For CG, the computation A ⊤ A is avoided and the products of A ⊤ A times a vector are computed by successive multiplication by A and its transpose. We consider linear systems of the form (1.1) , where the matrix A ∈ R m×n has been obtained as A = U ΣV ⊤ , where U and V have been selected as orthogonal matrices generated with the Matlab commands gallery('orthog',m,j), gallery('orthog',n,j) 4 , respectively, for different choices of j = 1, . . . , 6. We consider two choices for the diagonal elements of Σ: C1 : Σ ii = a −i , for a > 0, C2 : Σ ii = u i , where u ∈ R n is generated with the linspace Matlab command i.e. u = linspace(dw, up, n), with dw, up being strictly positive real values, for i = 1, . . . , n.
The numerical tests are intended to show specific properties of the method. We therefore consider matrices of relatively small dimensions (m = 40 and n = 20), in order to avoid too ill-conditioned problems [4] . For all the performance profiles reported in the following, we consider a set of 40 matrices of slightly larger dimension (m = 100, n = 50), that we later call P, to also test the robustness of the methods (we however do not focus here with issues related to large scale problems). This set is composed of selected matrices from the gallery Matlab command (those with condition number still lower than 10 10 ), and synthetic matrices corresponding to both choices C1 and C2 (of size 100 × 50 rather than 40 × 20). The condition number of the matrices is found to be between 1 and 10 10 . The optimality measure considered is the relative solution accuracy
x −x x , with x the exact solution (chosen to be x = [n − 1, n − 2, . . . , 0] ⊤ ) andx the computed numerical solution (we omit the subscript ǫ for CGLSǫ). In the tests c is freely chosen and b = Ax − A † ⊤ c. A simulation is considered unsuccessful if the relative solution accuracy is larger than 10 −2 . We first focus on iterative methods. Before performing a detailed comparison, we address a practical question in CGLSǫ: how to choose the parameter ǫ ? 7.2. How to choose ǫ in CGLSǫ?. In this section we exclusively focus on CGLSǫ and on the choice of parameter ǫ.
In exact arithmetic, when ǫ goes to zero, applying CGLS to (5.4) is equivalent to applying CG to (1.1). However, in practice a fixed value for ǫ has to be chosen. This choice should minimize the error on the computed solutionx ǫ , which depends on two terms, the distance of the computed solution to the exact solution of (5.4) and the distance of the exact solution of (5.4) to the exact solution of (1.1), as it is shown in relation (6.2).
We plot the estimates of these two terms as a function of ǫ in Figure 7 .1, for the test corresponding to c = rand(n, 1) and choice C2 with dw = 10 −7 , up = 0.1. With decreasing ǫ, the solution of (5.4) approximates increasingly better that of (1.1), and the relative condition number improves and converges to that of (1.1) in (6.1) (dotted line in the right part of Figure 7.1) . A small value of ǫ will then make both error terms small.
Specifically, on
Special attention should however be paid when the norm of the right-hand side is large. Indeed, in this case the value of ǫ that is necessary to let the method converge to a solution of (1.1), may be really small. Let us explain why.
Let us assume to apply Algorithm 4.1 to (1.1) and Algorithm 4.2 to (5.4). We would respectively compute:
Notice that if ǫ tends to zero, so does the term ǫ c ⊤ (A ⊤ b + c) in the denominator of α 1 (ǫ). Consequently α 1 (ǫ) tends toward α 1 and x 1 (ǫ) tends toward x 1 . If ǫ has to be fixed, its value should be small enough to let ǫ c ⊤ (A ⊤ b + c) be small compared to A(A ⊤ b + c) 2 , otherwise the found approximation will be close to a solution of (5.4) rather than to one of (1.1). This choice is then particularly difficult when A ⊤ b + c is large.
We show this phenomenon on a test case reported in Figure 7 .2. We take choice C1 with a = 1.3. It holds κ(A) = 10 2 . We first choose c = 10 −2 rand(n, 1) ( Figure 7 .2 left) and then c = 10 2 rand(n, 1) ( Figure 7.2 right) . We report the relative error x −x / x versus the number of iterations k. The related system has been solved by CGLSǫ, for two different values of ǫ ≈ 10 −12 , 10 −14 . We can remark that in both cases the lower value of the parameter allows for a lower relative error but especially in the second test the difference is really important. This is due to the fact that in the second test the norm of c is much larger than in the first test, so that a smaller value of ǫ would be needed to let the term ǫ c ⊤ (A ⊤ b + c) be negligible with respect to A(A ⊤ b + c) .
Finally, in Figure 7 .3, we report a performance profile [10] , built on the set of matrices P. The performance of the method improves as ǫ becomes smaller, both in terms of robustness and accuracy, with the best corresponding to ǫ ≈ 10 −14 , as shown in Figure 7 Conclusion: A small value of ǫ is found to guarantee the best performance, and ensures CGLSǫ to be less sensible to right-hand sides with large Euclidean norm. Then, later we choose ǫ = 2 −47 ≈ 10 −14 .
7.3. Comparing CGLSǫ and CGLSI with CG. In this section, we compare the performance of CGLSǫ (with ǫ = 2 −47 ≈ 10 −14 ) and CGLSI to the reference CG method. We first show their increased performance on selected problems. 7.3.1. Solution accuracy. We first consider the numerical experiment corresponding to choice C1 with a = 0.5 and we choose c = 10 −1 rand(n, 1). The corresponding matrix A is such that κ(A) = 10 5 . The three iterative methods are compared in Figure 7 .4 left, where we report the relative error x −x / x versus the number of iterations k. The practical behaviour of the methods is found to be different. CG achieves an accuracy of the order of 10 −7 , while the error in the solution computed by CGLSI and CGLSǫ is κ(A) times lower.
We now consider a second numerical experiment based on the choice C2 with up = 0.5, dw = 10 −8 , c = 10 −14 rand(n, 1) respectively. It holds κ(A) = 5 10 7 . The gap in the results is even larger, both CGLSI and CGLSǫ find an accurate solution, while CG does not manage to solve the problem at all, see Figure 7 .4 right.
We finally compare the three iterative methods plus MINRES on the synthetic set of matrices P, where c is chosen as γ + (ζ − γ) rand(n, 1) for different values of γ, ζ. We report in Figure 7 .5 the performance profile corresponding to these simulations. Clearly, CGLSI and CGLSǫ perform much better than CG and MINRES. Their performance is quite similar but CGLSI is found more robust on problems with right-hand sides of large Euclidean norm. In addition, CGLSI offers the advantage to be parameter free.
Forward error bounds.
In this section we numerically validate the error estimates (6.4).
In Table 7 .1 we validate these bounds for different problems of the form C1 and Problem κ(A) κ(A) 2η (x) E CGÊCG E CGLSIÊCGLSI E CGLSǫÊCGLSǫ a = 2, α = 10 −10 5 10 5 6 10 −5 6 10 −7 10 −5 2 10 −10 3 10 −6 2 10 −10 4 10 −7 a = 0.4, α = 10 −12 10 7 10 −1 10 −3 10 −2 10 −8 4 10 −8 7 10 −11 5 10 −8 a = 0.7, α = 10 −1 10 3 2 10 −10 2 10 −12 10 −11 5 10 −15 2 10 −12 5 10 −15 3 10 −13 a = 1.3, α = 10 −4 10 2 5 10 −12 2 10 −13 10 −12 2 10 −15 10 −12 10 −14 10 −13 up = 10 2 , dw = 10 −4 , α = 10 −4 10 6 2 10 −4 10 −5 10 −4 10 −10 10 −6 10 −10 10 −7 up = 10 −2 , dw = 10 −6 , α = 10 −5 10 4 8 10 −7 2 10 −9 7 10 −7 5 10 −9 7 10 −7 8 10 −10 10 −7 a = 1.9, α = −10 −6 2 10 5 10 −5 4 10 −8 10 −6 3 10 −9 10 −6 3 10 −9 6 10 −7 up = 10 3 , dw = 10 −1 , α = 10 2 10 4 4 10 −5 10 −9 10 −6 6 10 −15 10 −6 10 −11 10 −7 up = 10 4 , dw = 10 −3 , α = −10 −2 10 7 10 −2 10 −3 10 −2 10 −9 10 −6 10 −9 10 −7 a = 0.5, α = 1 10 5 10 −5 10 −7 8 10 −6 5 10 −12 8 10 −10 5 10 −12 2 10 −10 Table 7 .1 Comparison of the computed forward errors and their estimates for different synthetic test problems. We report the condition number κ(A) of A, the standard bound κ(A) 2η (x), the quantities E CG , E CGLSI , and E CGLSǫ which denote the computed forward errors
x −x x for CG, CGLSI and CGLSǫ, respectively and the corresponding estimatesÊ CG ,Ê CGLSI andÊ CGLSǫ from (6.4).
In the tests c = α rand(n, 1) for a chosen constant α.
C2. We report the condition number of matrix A, the bound on the forward error coming from standard theory of linear systems and, for each method, the forward error and the estimates from (6.4) . For all the tests, the proposed first order estimates provide an accurate upper bound for the forward error and in many tests they are much sharper than the standard bound. It is again evident from these tests that in general CGLSI and CGLSǫ perform better than CG. In particular, in many tests the initial error introduced while forming the right-hand side, see (4.9), is larger than the error related to the solution of the linear system. Notice also that using the standard results on least squares problems for CGLSǫ would largely overestimate the error. For example, for the first test we would obtain:
This is evident also from Figure 7 .1 right, where we remark that κ 2 (A ǫ ) alone is already much larger than the structured relative condition number of (5.2).
7.3.3.
Numerical study of the norm of the residual. In this section we study the numerical behaviour of the Euclidean norm of the residuals.
In Figure 7 .6, we consider for CGLSI the quantity r −d k ÎÂ x (withr =b −ÎÂx andd k defined in Algorithm 5.1) that appears in (4.3). We can deduce that the bound (4.2) holds for k large enough, as (4.3) is satisfied with c 1 = O(10), see Remark 5.3. This is also the case in many other simulations.
Conclusion:
The proposed methods show better performance that standard CG, both in terms of accuracy and of rate of convergence. The error bounds proposed, based on structured condition numbers of the problems, are able to better predict forward errors than classical bounds. The relative difference between the actual and recurred residuals in CGLSI is of the order of the machine precision. 7.4. Final comparison with direct methods. Motivated by the applications introduced in the Introduction, we have mainly focused on the design of iterative methods. However, it is natural to consider also direct methods for the solution of problem (1.1). It is then interesting to compare the performance of our methods to direct approaches known to be backward stable.
A first possibility is to solve directly (1.1). We consider the method, later denoted by QR, that expresses A ⊤ A as R ⊤ R, where the upper triangular factor R is obtained from the QR factorization of A.
Alternatively, we can consider (5.2) and use a method that computes the QR factorization of A ǫ . This can be computed directly or obtained as a modification of the QR factorization of A, to take into account the addition of the last line, as described in [3, Section 3.2] . For the QR factorization of A ǫ column pivoting is used for improved stability, as suggested in [21, Chap.22] for the solution of linear least squares problems with linear equality constraints by weighting. No evident difference was observed in the numerical tests between the two methods, so just results obtained by the QR factorization of A ǫ are reported in the following. The method will be labelled as QR ǫ .
Another meaningful possibility is to solve the normal equations (5.4), computing the inverse of A ⊤ A + ǫ 2 cc ⊤ with the Sherman-Morrison formula [3, §3.1]:
In this case, we can express the solution x as:
We label this method as SM. Finally, we can consider the reformulation of (1.1) as the augmented system (1.4) and use AUG that solves the system with a LDL ⊤ factorization, after having applied the optimal scaling described in [2] . All the considered methods are summarized in Table 7 .2 Summary of all the considered methods (both direct and iterative). We report the label used for the method, the related formulation of the problem the method is applied to and a brief description of each method. See section 5 for additional details on iterative methods.
Label
Formulation Description In Figure 7 .7 we compare all these direct methods with the iterative methods on the same set of matrices used for the performance profile in Figure 7 .5. It is clear that CG and MINRES show a much worse performance than the other solvers. On the other hand, even if AUG and QR remain slightly more robust and more efficient, the performance of the proposed iterative methods is close to that of direct backward stable methods.
Conclusion:
The overall performance of the proposed iterative methods is close to that of standard direct backward stable methods.
Conclusions.
We have considered both theoretical and practical aspects related to the solution of linear systems of the form (1.1). First, we have studied the structured condition number of the system and proposed a related explicit formula for its computation. Then, we have considered the numerical solution of (1.1). We have remarked that the same issues that deteriorate the performance of the Conjugate Gradient method on the normal equations also arise in this setting. This has guided us in the development of robust iterative methods for the numerical solution of (1.1). The new methods that have been proposed have been validated numerically.
From the numerical experiments, we can draw the following conclusions:
• The choice of the ǫ parameter in CGLSǫ deeply affects the performance of the method. A small value (approximately of order 10 −14 ) is generally found a relevant choice, but a special attention is required in case of right-hand sides with large Euclidean norm. • The proposed iterative methods are shown to be more stable than CG on the set of test problems considered. • The first order estimates of the forward error obtained by the relative structured condition number are sharper estimates of the forward error, compared to standard bounds issued from linear system theory. • The performance of the proposed methods, in terms of solution accuracy, is comparable to that of stable direct methods. • For the considered class of linear systems, the best iterative solver appears to be CGLSI, that, compared to CGLSǫ, offers the advantage of being parameter free and more robust when solving problems exhibiting right-hand sides with large Euclidean norm.
