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The development of ICT in public administration has transformed the way in which public services are delivered to citizens. This has had, and will have, great benefits for society and the common good. However, it brings with it serious risks. In particular, the use of ICT has enabled government agencies to collect more, and more detailed, data about its citizens. At present, this data is collected by a number of different government agencies – for example tax authorities, social security offices and health departments. Each agency sees only a fragment of the total amount of data collected about each citizen. But if this data were to be shared between agencies, a very detailed picture would emerge. The pressure for data sharing is increasing. Governments wish to make more efficient use of the data they collect in order to achieve greater efficiency in the delivery of public services, what the UK government in its Consultation Paper ‘Privacy and Data Sharing: The Way Forward for Public Services’​[1]​ described as 

“…making better use of personal data to deliver smarter public services”.

This paper will argue that public authorities must be seen to comply fully with all of the provisions of the Data Protection Directive and the European Convention on Human Rights. It will concentrate on developments in the UK, but the issues are common to governments across Europe and, indeed, the world.

Introduction – The Development of UK Government Policy
Since coming to power in 1997, the Labour government has identified modernisation of government by increased use of ICT as a major policy aim. The result has been a plethora of White Papers and other consultation papers seeking to clarify the aims of the government, and setting out the benefits to both public administration and the public of greater use of ICT.

The first key policy development was the White Paper ‘Modernising Government’​[2]​ which identified three policy objectives, which have subsequently been expanded upon in later documents. These were:

	That policy making should be more “joined up and strategic”
	That public service users should be the main focus, so that services could be matched more closely to people’s lives, and
	The delivery of high quality and efficient public services.

The general aspirations set out in this White Paper were soon followed by further papers seeking to define a more radical reform agenda. Firstly, in April 2000 the Cabinet Office produced a report, ‘Modernising government - e-government: a strategic framework for public services in the information age’​[3]​. Here, it was suggested that the public sector should reform itself by adopting business models exploiting the possibilities of the new technology, and that a strategic direction needed to be set for the transformation of public services. In September 2000, the Performance and Innovation Unit (PIU) of the Cabinet Office produced a further report entitled ‘e.gov – Electronic Government Services for the 21st Century’​[4]​. This constitutes probably the most important policy statement to date, and envisages services which are “joined up, delivered through a range of channels, and backed up by advice and support”.

A theme common to several of these reports is the need for “joined up services”. In other words, the strict boundaries between government departments and other public authorities act as a barrier to efficient service delivery, and should, as far as possible, be removed. The inevitable implication of this is data sharing. If “joined up” services are to be delivered, data relating to an individual which is collected by one department or agency will have to be shared with others dealing with the same individual. In recognition of the privacy issues raised by such data sharing, the PIU produced a further Consultation Paper in April 2002, entitled ‘Privacy and Data Sharing – the Way Forward for Public Services.’​[5]​  In this Paper, the government expands on the benefits to be gained by increased data sharing by the public sector. Three major benefits are identified:

	Better, more joined-up and more personalised public services – examples given include data sharing between the DVLA and UK Passport Service to assist efficiency in issuing photo card driving licences, and data sharing between the Department for Work and Pensions and the Lord Chancellor’s Department to eliminate duplication of effort and provide better security against fraud in Legal Aid applications.
	More effective and better targeted policy making and evaluation – for example the sharing of floor space information collected by the Valuation Office Agency with local authorities to allow effective monitoring of town centres, and with planning inquiries to assist the making of informed judgements on development proposals.
	More efficient public services, using data to improve value for money, streamline services, to help tackle crime and fraud, and to improve the effectiveness of enforcement of civil and criminal judgements – this would mean for example increased data sharing between police forces, and allowing regulated enforcement agents increased access to third party data such as benefit receipts.

Taken at face value, these are certainly worthy aims, and have the potential to provide benefits to society as a whole. However, whilst some of the benefits, particularly tackling crime and fraud, are relatively easy to substantiate, others are far more speculative. But what is the potential cost to individual privacy? Individuals may be happy to provide information to one branch of government, but could be extremely concerned at the prospect of that information being shared with other government departments without their knowledge or consent. There are clear risks that data will be wrongly transferred, misused, that mistakes of identity will occur and that data will be wrongfully disclosed. These are privacy threats that have the potential to cause real harm to individual citizens. The next section of this paper will analyse these concerns in more detail.

Data Sharing – A Threat to Privacy?
In Privacy and Data Sharing: The Way Forward for Public Services, the UK government does acknowledge the existence of these concerns. It recognises that

“There are concerns that information technology – with more remote interactions and the greater use of personal information that it allows – could be a threat to privacy and lead to mistaken identity, inadvertent disclosure of private information and inappropriate transfer of data”.​[6]​

Research carried out on behalf of the Performance and Innovation Unit demonstrated a lack of understanding of the concept of data sharing, and a general concern at the possible risk to individual privacy.​[7]​ This was particularly the case amongst those using public services most frequently.​[8]​

To what extent are these fears justified? The sharing of data by public authorities allows them to carry out data matching. Data matching has been defined as the comparison of data collected by different data users.​[9]​ Papakonstantinou​[10]​ identifies four common and distinct characteristics of data matching operations. These are:
1.	They involve correlation of at least two data bases,
2.	They involve cross-examination of a significant number of records,
3.	They depend on matching algorithms run on automated systems, and
4.	They result in administrative or marketing related actions relating to data subjects whose data has been matched.

Applying these characteristics to data sharing by public bodies, it is clear that data matching operations are being facilitated. Data matching has frequently bveen criticized as harmful to individual privacy. Although generally supportive of data matching by public bodies, Papakonstantinou admits that problems exist:

“It has resulted in unfounded hits that have caused distress and even damage. It has also brutally invaded their privacy, revealing information on their most intimate affairs: income, health, spending patterns and social life”.​[11]​

Although data matching is carried out by both the public and the private sector, it can be argued that data matching operations carried out by public bodies have the greater potential for serious harm. The data collected will very often be of a sensitive nature, for example health records or tax records. Whilst individuals may be content to allow this information to be used for the purpose for which it is collected, they may be much less happy if it were to be used for an entirely different purpose. There is also the question of the nature of the use that can be made of data within the public sector. Bergkamp, in an article critical of the application of the EU data protection regime to the private sector, points out that all known real harms have been caused by the state’s invasion of privacy, citing the Holocaust and the use of Stasi-files in East Germany as examples.​[12]​

If it can be accepted, then, that data sharing in public administration does have the potential to cause harm, what legal controls exist to protect against this harm, and are they adequate?

Privacy Protection – the Legal Framework
Legal controls do already exist in the shape of the European Convention on Human Rights (implemented in the UK by the Human Rights Act 1998), and the EC Directive on Data Protection (implemented in the UK by the Data Protection Act 1998). 

Article 8(1) of the European Convention on Human Rights​[13]​ gives all citizens the right to respect for their private and family life, home and correspondence. What does the Article 8(1) right actually protect? Cases decided by the Court of Human Rights suggest that it extends beyond, but clearly includes, privacy of personal information. For example, the collection of information by state officials will interfere with the right to respect for private life if it is done without the individual’s consent, as in Murray v United Kingdom​[14]​, a case involving the UK government official census, whilst in Klass v Federal Republic of Germany​[15]​, telephone tapping was held to constitute interference with the applicant’s right to respect for his private life, family life and correspondence. Difficulty can arise in attempting to ascertain what “respect” actually requires. This point was considered by the Court in Cossey v United Kingdom​[16]​, in which it was stated that the Court must have regard

“to the fair balance that has to be struck between the general interest of the community and the interests of the individual, the search for which balance is inherent in the whole Convention”.

The Article 8(1) rights are not absolute; interference with these rights can be justified on the grounds set out in Article 8(2):
“There shall be no interference by a public authority with the exercise of this right except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others”.

Under Article 8(2), a state can only justify interference with Article 8(1) rights if there is a legal basis for such interference. In Malone v United Kingdom​[17]​, it was held that an administrative practice would not suffice to satisfy this requirement; there must be some basis in law for the interference. In addition, the interference must be proportional to its aims; sufficient reasons must be given, and alternatives explored if the interference is to be justified.

Article 8 clearly provides some protection against abuses of individual privacy. However, many data sharing and data matching activities carried on by public authorities will be justified under Article 8(2), provided the principles of legality and proportionality are met. 

The rights recognised in the Convention are contained in the EU Charter of Fundamental Rights​[18]​, together with other rights such as the right to strike and the right to trade union membership. Article 7 largely repeats the formula contained in Article 8 of the Human Rights Convention, while Article 8 of the Charter contains a new right to the protection of personal data. This new right is derived from the Data Protection Directive, which is discussed below. Although the Charter does not yet have binding force, it will certainly be used in the interpretation of EU law.

The most important protection, however, is contained in the EC Directive on Data Protection​[19]​, which was adopted in 1995 to provide a framework for the protection of information privacy within the European Union. Individuals are given the right, subject to certain exceptions, to access information held by data controllers, data can only be processed if certain conditions are met, and limits are placed on the transfer of data to anyone other than the original collector of the data.

The Data Protection Directive is the principle measure providing protection for information privacy within Europe. Data sharing between public bodies as envisaged by the government constitutes disclosure of data by one data controller to another, and will therefore fall within the definition of data processing for the purposes of the Directive. Processing of data will only be legitimate if it falls within one of the six criteria​[20]​ set out in the Directive. These are that:
1.	The data subject has unambiguously given his consent, or
2.	Processing is necessary for the performance of a contract to which the data subject is a party or in order to take steps at the request of the data subject prior to entering into such a contract, or
3.	Processing is necessary for compliance with a legal obligation to which the controller is subject, or
4.	Processing is necessary to protect the vital interests of the data subject, or
5.	Processing is necessary for the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller or in a third party to whom the data are disclosed, or
6.	Processing is necessary for the purposes of the legitimate interests pursued by the controller or by the third party or parties to whom the data are disclosed, except where such interests are overridden by the interests for fundamental rights and freedoms of the data subject which require protection under Article 1(1).

Further conditions must be satisfied if the data is ‘sensitive’, for example requiring the data subject’s “explicit consent”​[21]​. This applies where the data relates to information such as racial origin, political affiliation or trade union membership. The Directive is unclear as to the difference between unambiguous consent and explicit consent. The main question in practice is whether the data subject can impliedly give consent merely by not objecting to the processing, often termed an ‘opt out’ system, or whether the data subject must perform some positive act of consent, an ‘opt in’ system, It seems likely that an opt out system will be sufficient to satisfy the requirement for unambiguous consent, but that the data subject will have to opt in to satisfy a requirement for explicit consent. This certainly appears to be the case under the DPA 1998, where the Directive requirement for unambiguous consent is interpreted simply as ‘consent’, a view supported by commentators such as Lloyd.​[22]​ 

Where the individual’s consent is not obtained, data sharing may be justified on the grounds either that the processing is necessary for compliance with a legal obligation to which the controller is subject, or that processing is necessary for the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller or in a third party to whom the data are disclosed. 

One further obstacle to data sharing is provided by the Directive requirement that data must only be “collected for specified, explicit and legitimate purposes, and not further processed in a way incompatible with those processes”.​[23]​ This currently prevents data collected for one purpose, for example tax data collected by the Inland Revenue, to be used for a different purpose such as preventing benefit fraud. In recognition of this, the Consultation Paper ‘Privacy and Data Sharing – the Way Forward for Public Services’ ​[24]​ proposes legislative reform to allow data sharing with the consent of the individual​[25]​ and, more radically, to establish “data-sharing gateways” allowing data to be shared without consent.​[26]​ Such gateways would be established by secondary rather than primary legislation.

Further proposals in the Consultation Paper appear to duplicate the Directive and the Act. It recommends the establishment of a Public Services Trust Charter, and the development of service-specific Privacy statements​[27]​, and that all public bodies should appoint a senior manager responsible for handling personal data and a Chief Knowledge Officer at Board level with overall responsibility for information management and data sharing (these appointments appear to mirror the Directive concept of the data protection officer​[28]​. These measures are designed to build public trust in data sharing, and a further Consultation Paper​[29]​ has been produced amending the original form of Public Services Trust Charter and giving examples of suggested forms of service specific statements, Code's of Practice, data sharing protocols and management guidance. The revised Charter, a shorter document than that proposed by the original Consultation Paper, is largely a 'plain English' version of the data protection principles contained in the Act. ​[30]​ For example, the 'Overall Principles' for handling personal information include principles that "only information which we actually need is collected and processed", and "any information which we no longer need is deleted". ​[31]​

Conclusion
In its Modernising Government White Paper​[32]​, the UK government claimed that “…data protection is an objective of information age government, not an obstacle to it”.

This contention is taken a stage further by the April 2002 Consultation Paper, where it is stated that the legal framework “…needs to be flexible enough to respond to new priorities and changes in public sector organisation and departmental structures”​[33]​.

It is certainly the case that, as Cate has written,

"Privacy values are… constantly in tension with themselves and other values. That tension is inescapable. Balancing those diverse, competing values is inherently contextual and, within each specific context, that balance will reflect a weighing of competing interests, such as cost, convenience, and quality and variety of service"​[34]​

This is undoubtedly the case with data sharing by public bodies. There are indeed many benefits to be gained in terms of efficiency, costs savings, improved services and reducing fraudulent claims. Yet individual privacy must be an equally important consideration. Whilst some flexibility in the application of data protection laws may be justifiable, sufficient safeguards must be in place to ensure the protection of individual privacy. Efficiency of public administration should not be allowed to erode individual privacy. The purported safeguards proposed by the government, such as the Public Services Trust Charter and the service specific Privacy Statement in fact add nothing to the mechanisms already in place under the Data Protection Directive and the Data Protection Act 1998. Indeed, the very fact that there will be three regimes applicable in any given case, the Trust Charter, a sector specific Privacy Statement and the Act itself, is a recipe for confusion. Surely the better way would be to increase public awareness of the existing data protection rights, and to ensure full compliance by public bodies. 
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