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Abst rac t - -Wi th  the binomial coefficients (~) being defined for all integers n, k, several forms of 
the binomial theorem, valid for all n, are provided. This is set up using algebraic means on infinitely 
long rows of numbers. When diverging series result, they are evaluated modulo an infinite number. 
This modular arithmetic, related to p-adic arithmetic, thus provides a new way to  interpret diverging 
series. 
The classic Pascal's triangle of binomial coefficients (~), for 0 < /¢ < n, has been extended in 
[1-3] by defining (2) for all integers n,k. In this extension (~) = 0 for 0 _< n when k < 0 and 
also when n < k. Thus the binomial theorem can be expressed in the following ways, 
( l+x)  n = a~t = xk = zk = Z k. 
0 0 -c0 -co 
(1) 
This paper investigates what forms the binomial theorem can take when n < 0, the results being 
expressed in (25), (28), (51), (55) and (56). 
Row Algebra 
In what follows, sums like the last one in (1) will be considered, and for notational efficiency, 
it often pays to work with only the coefficients. This will be done in the following way. For }' 
the set of integers and R a ring with unit element, let R z be the set of all mappings from Z to 
R. Then for a E R z and k G Z, the subscript notation is adopted, namely, 
a(k) = ak E R. (2) 
The mapping a is simply called a row consisting of elements ak. It is left finite if, for some j, 
ak = 0 for all k < j, right finite if, for some j, ak = 0 for all k > j ,  and f in i te if it is both left 
and right finite. For a, b E R z, addition and multiplication are defined by 
(a + b)k = ak + bk, (3) 
(a = a, (4) 
iEZ 
At this point, it appears that a b is not defined when the sum has an infinite number of nonzero 
terms, but, as will be seen later, sometimes there is a way around this problem. Multiplication is 
clearly defined if a is finite or b is finite or both are left finite or both are right finite. For the cases 
when it is defined, all the properties of a ring hold, except for the associativity of multiplication. 
An example of this nonassociativity will appear later, but at this point, something will be done 
to overcome it. The rows in R z can be thought of as infinite words in a word algebra generated 
by the elements of R. More algebraic structure can be imposed on a word algebra by means of an 
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equationally defined congruence on it, which identifies certain words as equivalent. In particular, 
associativity of multiplication will be imposed by postulating 
a (b c) = (a b) c. (5) 
The row elements of the additive identity 0 and the rnultiplicative identity 1 are 
1, k=0,  
Ok=0,  l k= 0, k¢0 .  (6) 
For n E l ,  there is a particular ow 6 n called the n-shift, whose elements are 
; 1, k = .  
6~ (7) 
0, k#n.  
As such, it's recognized as the Kronecker delta, and its name stems from the following property, 
(6" = as_. ,  (8) 
namely, the row 6 n a is simply row a shifted by n units. The exponent notation is used because 
of the following properties, 
6" 6 '~ = 6 n+m, 6 ° = I. (9) 
The following conventions are also adopted. 
6 = 61, a ° = 1. (10) 
For z E R, scalar rnultiplicalion is defined by 
(xa)k = xak. (11) 
The row a can now be expressed in somewhat more conventional form, 
a= Eak6  k. (12) 
kE l  
The row of particular interest for this paper is 1 + 6, since from it, one obtains rows (1 + 6) n, 
n > 0, whose nonzero elements for R = Z are just the binomial coefficients (~) appearing in the 
classic Pascal's triangle, i.e., 
(1+ 6)~ = (k ) ,  0<k<n.  (13) 
The above holds in the general case of R if one interprets (~) E R as an "R-integer," e.g., if 
(~) =5,  thatmeansb=l+l+l+ l+ l ,  1ER.  
Given the interest of this paper, the next question is whether 1 + 6 has an inverse, namely, is 
there an a such that (1 + 6) a = 1. From 
[(1+ 6) a]k = [a + 6a]k = ak + (6a)k = ak + ak-1 = lk, (14) 
it follows that there are many inverses, in fact, a0 can be any x E R. In this case ak = ( -1 )  k z, 
k > 0, and as = ( -1 )  4 (x -  1), k < 0. Let ~(1+ 6)- :  designate this inverse, which, for 0/101 = 1, 
one can express in the following way, for all k, 
~(1+6)~- :=( -1 )  k x-: 1-  N . 
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The existence of more than one inverse provides an example of the nonassociativity of multipli- 
cation, but with the congruence defined by (5), these inverses are all identified as equivalent, 
=(I -4- ~)-1 _. x(X "4" 6) -1 [(I -4- 6) y(l "l" 6) -1] ~ b(X -4- ~)-1 (1-4- ~)] V(1-4- 6) -1 -" y(1 Jr" 6) -1. (16) 
To see another consequence of this congruence, define row a as periodic with period j just in 
case  
6i a = a. (17) 
It then follows that 
(1 - 6 ~) a = 0, (18) 
so that, periodic rows are zero divisors. Like 1 +/f, the row 1 - ~fJ has an inverse (in fact many 
inverses) so that, by (5), 
a = [(1 - 6j)-t (1 - 5J)] a - (1 - 6J) -1 [(1 - 6 j) a] = 0. (19) 
Thus, the periodic rows are all equivalent to 0. A general form for periodic rows is lr(a0, a l , . .  •, aj), 
where 
[ r (ao,a l , . . . ,a j ) ]k  = ak, 0 < k < j (20) 
6 j+17r(a0,a1,... ,aj)'- 7r(a0,al,...,aj), 
An example of their equivalence to 0 is seen with the row ~r(y, -y) , which connects the inverses 
of 1+6, 
,(1-4- 6) -t + r(y,-y) = ~+u(1 + 6) -1. (21) 
If a row is periodic from some point on, then an equivalent row, with all 0's from that point 
on can be produced by adding the appropriate periodic row to it. For example, 1(1-4- 6) -I = 
y']o(-1) k 6 t is periodic with period 2, from k = 0 on to the right. By adding ~r(-1, 1), one gets 
0( 1-4- 6) -t = ~-~-~(-1) k+1 6 k. These two inverses of 1-4- 6 are of particular interest, i(1-4- 6) -1 
is left finite and 0(1.4. 6) -1 is right finite. The products [i(1,4, 6)-I] -n = i(1,4, 6) n, for n < 0, are 
thus clearly defined, with i(1,4,/~)~ = 0 for k < 0, while those for k _> 0 form a triangle, starting 
at the vertex point 1(1-4- 6)o I, with exactly the same elements as Pascal's triangle except for 
alternating minus signs. Similarly, for n < 0, 0(1-4- 6)~ = 0, for k > n, while those for k _< n form 
a triangle, starting at the vertex point 0(1-4- 6)--~, with the same elements as the previous one. 
The three triangles together form a beautiful symmetric pattern. To bring them together in a 
somewhat smooth way, formally, we extend the notation now, for all n, by 
{ {o( l+df )  n, n<O,  1(1 + 6) n, n < 0, 0(1 + 6) n = (22) 
1(1+ = (1 + 6)- ,  . _> 0, (1 + 6)- ,  n _> 0. 
One then has, for n,m E Z, 
1(1+6) n t ( l+6) ra=l (1 ,+6)n+m , o(1 +/~)n o(1 + 6) 'n = 0(1 + if) n+m. (23) 
Further, by defining 
(k )  (n )o (1 .+ 6)~, , =1(1+6)L  ° k = 
one has the following forms of the binomial theorem in terms of 6, for all n, 
(24) 
o~ (n)6k ~ (n) 
: (1+6)"= ' k =-co '  k 6k' 0(1+6)"= ° k = o k 
--OO 
(25) 
If one now lines up all the rows 1(1,4, 6) n, n E I ,  in order on a plane, and all the rows 0(1+6) n, 
n E Z, on another plane and superimposes them on top of each other, there will be 2 copies of 
the Pascal's triangle on top of each other, for n > 0. This corresponds to the situation arrived 
at in [3], in terms of the Pascal's triangle on a binary tree. The sum 1(1 + 6) n + 0(1 + 6)" then 
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results in the two triangles described above for n < 0, and with the entries for the classic Pascal's 
triangle, all multiplied by 2. In order to have just the original entries (in the language of [3], to 
make a cut so as to take into account just one triangle at a time), it suffices to multiply by a 
factor of ½ when n > 0. This is accomplished by the following, with 0/101 = 1, 
(3  in )  (26) 
[1(1+ 8)n + 0(1+ 6)"] 4 In[ " 
The extension of the binomial coefficients, for all n, k E Z ,then is 
(k )  [ (n )  (n ) ]  (3  l [n~)  
= 'k  +°k  4 " 
(27) 
The sum ~-~o (~) 6k for This, then, is the same extension arrived at in [1-3] by other means. 
n >_ 0 sums over k for the values 0 < k < n. For all other values of k, (~) -- 0. A corresponding 
procedure for n < 0 would have 0 < k < oo and -co  < k _< n, so that k, in a sense, still goes 
from 0 to n (a result which in [3] prompted putting the (~) on a torus). This provides another 
form of the binomial theorem in terms of 6, namely for all n, 
~-~(~)6k+t(nk)6k=l ( l+6)n+o( i+6)  n. (28) 
0 - -oo  
For n >_ 0, k runs from 0 to n twice. This is interesting from the perspective of the 2 superimposed 
planes. One starts at 0, crosses the Pascal's triangle on the 1(1 q- 6) n plane, continues on out to 
co, then returns from -co  on the 0(1 + 6) '~ plane, crossing its Pascal's triangle to n. 
To express the binomial theorem in terms of x requires ome more work. 
Modular Arithmetic 
If the ring R is Z/(p), namely the mod p arithmetic system for p prime, the (~) then are the 
elements of the mod p plane, which is a fractal, as discussed in [3] and illustrated in Fig. 4 there, 
for p = 5. Consider the element (a04), and its position in the (n, r)sk squares, where each (n, r)sk 
square is made up of 5 rows of (n,r)sk-1 squares, with the rows labeled 0 to 4. (a04) is in row 4 of 
the (6, 0)5 square, which square is in row 1 of the (1,0)52 square, which is in row 1 of the (1,0)5~ 
square, which is in row 0 of the (1, 0)54 square and in row 0 for all higher powers of 5. This gives 
the number 34 in base 5, i.e., 
(~-114)5 - 34. (29) 
The overarrow means continue left with O's without end. This result is not surprising. However, 
now do the same for the element (ol). It is in row 4 of the ( -  1, 0)5 square, which is in row 4 of 
the ( -1,  0)52 square and in row 4 for all higher powers of 5. Is it possible that (~-)5 could be 
-1?  If one uses the same form of argument sometimes used 
right (for example, in base 5, one shows that .-~)5 = 1), then 
+--  4- -  
(4 )5 (10)5=(~'0)5=(4)5 -4 ,  so (~- )5 -  ( 
A simpler argument is to just add 1, since 4 + 1 = (10)5, 
produces all the O's, i.e., 
+ 1 = (Y )5  = 0, so 
when the overarrow points to the 
-4  -4  
D 
10)5- 1 4 
- -1.  (30) 
and carrying 1 successively, then 
= -1.  (31) 
In terms of p-adic numbers, the 5-idle number (~-)s is also -1,  but the p-adic approach is to 
define a p-idle absolute value, by which means there is convergence to - 1. The approach in (30) 
and (31) is that of modular arithmetic, which, at this stage at least, produces the same results as 
p-idle arithmetic and is particularly suited to the view developed in [3] for the extended Pascal's 
triangle. Further, some of the strange properties of p-adic number systems eem not so strange 
if one can think of them as modular arithmetics. 
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Mod p~ Arithmetic. 
The notation (. . .  ak ... al a0), for expressing a number in base p uses k as a variable over the 
finite ordinal numbers. In the usual set theory construction of ordinals, each ordinal is a set 
whose members are all the ordinals smaller than it. The first ordinal after the finite ordinals is 
w, whose members are all the finite ordinals. One can thus think of adding a digit place for w. 
Since w is a limit ordinal (it has no immediate predecessor), the following notation is used, 
Oo 
(a~o; . . .a /~. . .a l  a0), = f a~ + ~-~akp ~. (32) 
0 
The results in (30) and (31) are now to be interpreted as 
(~-)s  (10)5 = (4; ~'0)s = (4; ~')5 + (~-)a - 4 - (~' )s  - 4, (33) 
rood 5 '~ 
(~')5 + 1 = (1; ~-)5 roodS" 0, 
with the result in each case being, 
(34) 
(~-)5 --- -1 .  (35) 
mod 5 w 
In mod p~ arithmetic, all the positive finite integers can be represented in the form, 
(Yak . . .  al ao),, (36) 
and all the negative finite integers in the form, 
(I) - -  i ak . . .  al ao)p. (37)  
This is of some interest since it allows Lucas' theorem for the (~) in Pascal's triangle to be 
extended, in the following form, to (~) for all finite integers n, k, when expressed in the above 
manner 
(t:i+l kl 0 " 
S ince  (0) CO l )  p -1  = = (, ) = 1 and (,°1) = 0, the infinite product is well defined for all (~). 
In [3], the (~) were construed as the three corners of an infinite triangle with p elements on a 
side, by using rood p arithmetic for p a hyperreal infinite prime integer. Here it is seen that the 
same idea works for an infinite triangle with p~ elements on a side, by using mod p~ arithmetic 
for p finite. 
Row Evaluation. 
The notation used in (36) and (37) for numbers in l~ase p clearly demonstrates a row of numbers 
to which is assigned a specific value depending on p. To formalize this, the z-evaluation of row 
a, for x E R, is 
a [x ]= Eakx  b, 
kEZ 
where one simply has substituted x for 8 in the righthand side of (12). 
evaluation of 1(1 + 6) -1 is 
co  
1(1 + 6)-1 [x] = y~' ( -1)  k z k, 
0 
(39) 
For example, the x- 
(40) 
and for the special case of x = -5 ,  
oo  I 4.5 ¼ 1(1+ 6) -1 [-5] = y~( -1 )  k ( -5)  k = ~ = ~ ( 4 )5 rood5 ~ ( -1) .  
0 0 
(41) 
CAKe& 21:9-a 
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This is an interesting result for a diverging series, because substituting -5  for 6 in (1 + 6) -1 = 
(60 4- 6) -1 also gives -¼. To generalize this result, let 
(hk+j . . .  ak+l a t . . .  al ao .a -1 . .  . ai ai-1 . . .  ai-m~)~. , (42) 
be the expression (in "base z notation", one might say) for the x-evaluation of row a, where 
a is periodic after ak, with period j in one direction, and after ai, with period m in the other 
direction. In this notation, ~- and -6+ will often be omitted. Then 
(h j _ l . . . a0 .O)~ (10)~ j - -  (aj-1...ao.O)x-(aj-1...ao.O)~, 
mod ~ 
(43) 
so that 
• ~ 1 m - -  . .  . (O .a - l . .  a - re )x (  0)~, - -  (O.a-1 .a-m~)a:4-(a-x ..a-m.O)a,, 
rood ~-" '  
(hj_l...ao.O). -- -(aj_1...;~O)x 
mod.  ~ (lO)~J ' 
(O.a_l . . .a_m~)~ = (a_ l . . .a_m.O)~ 
mod--x -~ (10)~ m - 1 
For the special case of a periodic row, its evaluation for every z is thus equivalent to zero. 
Consider now the following evaluations, where (47) is the generalization of (41), 
(44) 
(45) 
(46) 
oo 
1(1+6)  -1  [,] = * = = 
rood ~ 
0 
- ( -1  1.0)= - ( - l x  + 1) 
(10)~ ~ - 1 x 2 - 1 
= (1 4- x) -1, (47) 
-1  _ (1  -1 .0 )~ l z -1  _ (14-x )  -1 .  (48)  
0(1 4- 6)-1 Ix] = E( -1 )  k+l z k = (0.1 - i)x mode_ ~ (10)~ _ 1 X u -- 1 
--OO 
That this works for all x introduces a new idea. The inverse 1(1 4-6) -1 , when evaluated for z, 
gives a Waylor's series for f ( z )  = (1 4- z) -1. For [z[ > 1 it diverges, in terms of real analysis, 
and is equivalent to (1 4- x) -1 rood z °~, in terms of modular arithmetic. For Izl < 1, it converges 
to (1 4- x) -1, in terms of real analysis, and is equivalent to that mod x °J, in terms of modular 
arithmetic. In this case z ~ is infinitesimal, and dropping off the number in the w position, results 
in a real number, just as it did in the previous case when z ~ was infinite. 
Equations (44), (46), and (48) turn things around from (43), (45), and (47), but provide the 
same result. With increasing negative powers, one now adds -w after all the finite negative 
integers, and mod x -w, means dropping the number in that position. The inverse 0(1 4- 6) -1, 
when evaluated for ~, gives a Taylor's series for f (x  -1)  = (1 4- x - t )  -1 multiplied by z -1. In 
terms of real analysis, it diverges for [z I < 1, and converges to (1 + z) -1 for Ix] > 1. In terms of 
modular arithmetic, it is equivalent to (1 4- x) -1, mod z -°J, for all z. Compare the example in 
(41), now with 
--1 -1  I- l ¼ ' ¼ = =-  = - ( - )1 .  (49) 
rood 5-" 
mCO --OO 
The equivalence is used because, just as (~-)5 ¢ -1,  so (.-~)5 ¢ 1, i.e., 
(q - )5=5 - -1 ,  ( .¥ )5=1-5 .5  = 1. (50) 
mod 5 ~' mod 5 - "  
In our ordinary decimal system ,the intuition which some people have that (.Y)10 is just a little 
bit shy of 1 is thus supported by the approach taken here. 
The inverse y(1 + 6)-1 = yl(1 + 6)-1 + (1 - y)0(1 + 6)-1 when evaluated for z will, for 
y ~ 0, 1, be the sum of a converging series and a diverging series in terms of real analysis, but 
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will be equivalent to (1 + x) - i ,  in terms of dropping the digits in both the w and -w positions. 
Formally, 
(i + z) -i = y(l + z) -i + (i- y)(l +z) -i mo~x w y 0~ X k + (1 - Y)-oo z k. (51) 
rood x -~  
Thus, for each y, this is a way of expressing the binomial theorem in terms of z, fo r ,  = -1. 
In similar fashion now, arguments can be made for the other negative powers. A quick way to 
get there is the following, 
i = l[x] = (i(l+ 6)" i(I+ 6)-") [z] mo~x" I(1"~" 6)n [xl I(1+ 6)--" [X], (52) 
1 = l[z] = (o(I + 6)" o(l + 6)-") [z] -- o(I + 6)" [z] o(1+ 6)-" [x]. (53) 
rood x - ~' 
Forn< 0, 
i(1 + 6)-" [z] = o(1 + 6)-" [z] = (1 + 6)-" [z] = (1 + z)-", (54) 
which is a finite polynomial. Thus, multiplying through by (1 + z)" in (52) and (53) results in, 
for n< 0, 
o (:) 
( l+z) "  - -  x( l+6)" [z ]=~ z ~ (55) 
rood x w 0 
(1 + x)" -oo  
For n _> 0, the above hold with equivalence r placed by equality. Thus, the above actually hold 
for all n, and these are two of the many different ways to express the binomial theorem in terms 
of  X. 
Final note: The modular arithmetic introduced here was presented in a suggestive nonrigorous 
way. As such, it deserves more attention in another paper. 
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