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Abstract
Identifying statistically significant dependency between variables is a key step in sci-
entific discoveries. Many recent methods, such as distance and kernel tests, have been
proposed for valid and consistent independence testing and can be applied to data in Eu-
clidean and non-Euclidean spaces. However, in those works, n pairs of points in X ×Y are
observed. Here, we consider the setting where a pair of n × n graphs are observed, and
the corresponding adjacency matrices are treated as kernel matrices. Under a ρ-correlated
stochastic block model, we demonstrate that a naïve test (permutation and Pearson’s) for
a conditional dependency graph model is invalid. Instead, we propose a block-permutation
procedure. We prove that our procedure is valid and consistent—even when the two graphs
have different marginal distributions, are weighted or unweighted, and the latent vertex as-
signments are unknown—and provide sufficient conditions for the tests to estimate ρ. Sim-
ulations corroborate these results on both binary and weighted graphs. Applying these
tests to the whole-organism, single-cell-resolution structural connectomes of C. elegans,
we identify strong statistical dependency between the chemical synapse connectome and
the gap junction connectome.
1 Introduction
Identifying statistically significant dependency between two or more sets of attributes serves as
a key first check before further investigations are warranted. The space of possible attributes
and their statistical dependencies is truly enormous, ranging from scalar values with relatively
simple linear relationship to data with high dimensions, complex structures and nonlinear re-
lationships. There are many traditional and recent new procedures for testing dependency
on linear, nonlinear, low-dimensional Euclidean data with satisfactory performance, e.g., [1–8],
while detecting relationship between data of high-dimensional or complex structure remains dif-
ficult and less well-understood. The large and still growing amount of structured data motivate
a development of methods for those data.
In particular, graphs are emerging as a prevalent form of data representation in many sci-
entific areas, ranging from linguistics to neuroscience to sociology. Graphs have complex struc-
tures and relationships. One type of question about graphs is to ask whether a given pair of
graphs are statistically dependent. For example, one could ask "to what extent are the connec-
tomes (brain graphs) of the left and right hemisphere of a species correlated with each other?",
or "is the connectome constructed on chemical synapses statistically dependent on the con-
nectome constructed on gap junctions? If so, how strong is such correlation?". The answers to
these questions would explain the presence or absence of relationships between the objects of
interest.
We investigate a popular graph model, the ρ-correlated stochastic block model (ρ-SBM),
and propose a statistical test for testing (conditional) dependence between two sample graphs
from ρ-SBM. The test utilizes the adjacency matrices and the block permutation procedure. We
prove the validity of the resulting procedure, and demonstrate its effectiveness both simulated
graphs and real brain graphs (connectomes).
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Correlated Bernoulli Graphs
Let G : Ω −→ G be a graph-valued random variable with sample Gi. Each graph G = (V,E)
is defined by a set of n vertices, V = {vi}i∈[n], where [n] = {1, ..., n}, and a set of edges
between pairs of vertices E ⊆ V × V . Let A : Ω −→ A be an adjacency matrix-valued random
variable taking values a ⊆ A ⊆ RV×V , identifying which pairs of vertices share edges. Here,
the graph G is undirected, so the corresponding adjacency matrix A is symmetric.
The ρ-correlated Erdos-Renyi Model was proposed as an intuitive way to capture correla-
tions between graphs [9]. Erdos-Renyi Model (ER) is a random graph in which each edge is
sampled i.i.d (independent and identically distributed) from a Bernoulli distribution with some
parameter p. Let Gij be a random variable denoting whether there is an edge from vertex i to
vertex j in graph G. G,H are called ρ-correlated ER(p) if G and H are ER graphs with parame-
ter p and the two random variablesGij andHij have Pearson’s correlation ρ for all {i, j} ∈
(
[n]
2
)
.
In fact, one can generalize the notion of ρ-correlated Bernoulli Graphs by allowing for different
marginal probabilities for the two graphs. Namely, G,H are called ρ-correlated ER(p, q) if G is
a ER(p), H is a ER(q) and G,H are ρ-correlated.
To sample a pair of ρ-correlated ER, consider random variable X ∼ Bernoulli(p), Y ∼
Bernoulli(q). Note that ρ can be written as following by the definition of Pearson’s correlation:
ρ =
P(X = 1, Y = 1)− pq√
p(1− p)q(1− q)
. Given this equation and the marginal probabilities of X and Y , one can solve for the joint
probability for each value of X and Y and get the following sampling procedure: First, realize
X ∼ Bernoulli(p). Then, if x = 1, independently realize:
Y ∼ Bernoulli(q + ρ
√
1− p
p
q(1− q))
if x = 0, independently realize:
Y ∼ Bernoulli(q − ρ
√
p
1− pq(1− q))
Note that this is only valid when:
max{− pq
(1− p)(1− q) ,−
(1− p)(1− q)
pq
} ≤ ρ ≤ min{p(1− q)
q(1− p) ,
q(1− p)
p(1− q)}
To generate a pair of ρ-correlated ER(p, q), one can simply follow this procedure for each edge
independently.
The Stochastic Block Model (SBM) is a generalization of ER. SBM is parametrized by the
block probability matrix B ∈ [0, 1]k×k, where k is the number of blocks [10]. Each community is
labeled 1, 2, . . . , k. The entry Bij gives the probability of an edge from a node in community i
to a node in community j, for all i, j ∈ [k]. The community assignment of each node is given by
the community membership function z : [n] → [k]. For all node v ∈ [n], z(v) = i would mean
that node v is a member of block i. ER is a SBM with k = 1, so the block probability matrix
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B ∈ R1×1 = [p]. A block refers to a submatrix in the adjacency matrix formed by the edges
connecting every node in community i to every node in community j. Every edge within a block
is sampled i.i.d from Bernoulli(Bij).
One can generalize ρ-ER to ρ-correlated SBM similar to how one generalize an ER to
a SBM. Assuming the same community assignment (but possibly different block probability
matrix), to generate a pair of ρ-correlated SBM, one can follow the procedure of generating
ρ-correlated ER for each block separately.
A further generalization of SBM is the Independent Edge Graph (IE). An IE is parametrize
by the edge probability matrix P ∈ [0, 1]n×n, where n is the number of vertices. The probability
of an edge from vertex i to vertex j is given by Pij . An ER is an IE with Pij = p for all i, j, and
an SBM is an IE with Pij = Bz(i),z(j). G and H are called ρ-correlated Bernoulli graphs if G,H
are both IE and the random variables Gij and Hij have Pearson’s correlation of ρ for all i, j.
Under the setting of correlated Bernoulli Graphs, the null hypothesis of the graph independence
test is ρ = 0, and the alternative is ρ 6= 0.
Correlated Gaussian Graphs
Correlated Bernoulli graphs are binary by definition. To sample correlated weighted graphs, we
leverage the joint normal distribution and introduce Correlated Gaussian Graphs. G and H are
called ρ-correlated Gaussian ER(µ, σ) if every pair of edges Gij , Hij are sampled from a joint
normal distribution with mean µ, variance σ2 and covariance ρ. One can generalize ρ-correlated
Gaussian ER(µ, σ) to have different marginal distributions. Namely, G and H are called ρ-
correlated Gaussian ER(µ,Σ), where µ = (µx, µy),Σ11 = σ2x,Σ22 = σ
2
y ,Σ12 = Σ21 = ρ if
Gij , Hij ∼ N (µ,Σ) for all i, j. One can further generalize ρ-correlated Gaussian ER to ρ-
correlated Gaussian SBM by following the procedure of generating ρ-correlated Gaussian ER
for each block separately. In the rest of this paper, we refer ρ-correlated Bernoulli graphs and
ρ-correlated Gaussian graphs together as ρ-correlated graphs.
Conditional independence testing
Conditional independence testing, also referred to as partial testing, is the testing of indepen-
dence between conditional distributions [11]. Conditional independence is important if one is
interested in identifying correlation given some known structure in the data. As a concrete ex-
ample, given the connectomes of two individuals, we might observe the same block structure in
both graphs because the brain of each individual is segmented into two hemispheres. The cor-
relation due to such inherent structure might be interesting, but often we are more interested in
any correlation that might exist in addition to the structural correlation, rendering partial testing
an important problem.
A conditional independence testing problem can be formulated under the setting of ρ-
correlated graphs. Let G and H be two ρ-correlated SBMs, and the corresponding adjacency
matrices X and Y , jointly sampled from a distribution FG,H . Since for ρ-correlated graphs, both
graphs have the same set of uniquely labeled vertices, all variability is in the adjacency matrix,
that is VG = VH , and FG,H = FX,Y . For notational simplicity, we will use the same notation to
refer to the graphs and the adjacency matrices for the rest of this paper. Furthermore, let FX|z
and FY |z be the marginal distributions of the adjacency matrices conditioning on the community
assignments. To determine whether X,Y are independent, given the community assignments,
the following hypothesis is tested: H0 : FX,Y |z = FX|zFY |z and Ha : FX,Y |z 6= FX|zFY |z.
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Given a pair of ρ-correlated SBMs, without conditioning on the community assignments,
even when ρ = 0, both graphs still have the same block structures, which leads to some cor-
relation between them. But when conditioning on the community assignments, any remaining
correlation must be due to the correlation between edges. Therefore, in the paradigm of condi-
tional testing, the null distribution asserts that ρ = 0.
Distance correlation (DCorr)
Distance correlation is a generalization of the classical Pearson correlation, to random vectors
with arbitrary dimensions or in metric spaces [3]. Consider semimetric spaces (U , dU ) and
(W, dW) with distance functions dU : U × U → R and dW : W ×W → R. Consider random
variables U : Ω → (U , dU ) and W : Ω → (W, dW). The distance covariance function for any
random variables U ∈ U and W ∈ W is defined as the positive square root of the following (U ′
and W ′ are independent copies of U and W respectively) [12]:
V2dU ,dW (U,W ) = EUW [EU ′W ′ [dU (U,U ′)dW(W,W ′)]]
+ EU [EU ′ [dU (U,U ′)]]EW [EW ′ [dW(W,W ′)]]
− 2EUW [EU ′ [dU (U,U ′)]EW ′ [dW(W,W ′)]]
V2dU ,dW (U,W ) is zero if and only if U and W are independent and is non-zero otherwise. Usu-
ally, it is assumed that U = Rp and W = Rq and the metric is Euclidean distance, but the
setting considered herein is slightly different. Given the fact that the distance covariance func-
tion characterizes whether U and W are independent, the graph independence testing problem
can be described under this formulation.
Let U = W = V be the set of vertices of graph G and H , let function z denote the com-
munity assignment of each vertex in V , and let the distances dU (vi, vj) and dW(vi, vj) be func-
tions of the adjacency matrix entries Xij , Yij respectively (we introduce the notion of kernel-
induced distance explicitly in Section 3) Then consider random variables U : Ω→ (U , dU ) and
W : Ω→ (W, dW). Informally, the two metric spaces both include the same set of vertices with
the same community assignments, and use the kernel-induced distance as distance functions.
Given the definition above, the more formal formulation of the hypothesis under testing is the
following: H0 : FU,W |z = FU |zFW |z and Ha : FU,W |z 6= FU |zFW |z.
For notational simplicity, we drop the subscript dU , dW . The distance covariance function
can be normalized to the distance correlation function R as:
R2(U,W ) =

V2(U,W )√
V2(U,U)V2(W,W ) if V
2(U,U)V2(W,W ) > 0
0 if V2(U,U)V2(W,W ) = 0
Given samples (U1,W1), ..., (Un,Wn) jointly sampled from FUW , an unbiased estimate of
V2(U,W ) based solely on the sample distance matrices is described in [13]. This sample test
statistic is used for DCorr in Algorithm 1 in the Appendix.
Multiscale Graph Correlation (MGC)
Multiscale Graph Correlation (MGC) builds upon distance correlation by exploring all local dis-
tance correlation and efficiently searching for the optimal scale. The algorithm is described
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in details in [14] and it is demonstrated that compared to distance correlation, MGC loses al-
most no power in monotonic dependencies and achieves better finite sample power on high-
dimensional data with non-monotonic relationships. It is shown that many theoretic properties
that hold for distance correlation also holds for MGC [15]. Similar to distance correlation, for a
sample test statistic, MGC can take as inputs two sample distances matrices, then output a test
statistic indicating the strength of correlation.
3 Methods
Graph Correlation using Induced Metric from Adjacency Matrix
One can view the adjacency matrix X = {Xij} of an undirected graph as a similarity or kernel
matrix, where the similarity of node vi and vj is the weight of the edge Xij between them.
A kernel can be converted into a distance metric using the bijective transformation between
metric and kernels introduced in [16]. To that end, each adjacency entries is normalized by
the maximum within the matrix (which is 1 for unweighted graphs), and the diagonals of the
adjacency matrix are tweaked to ensure the transformed distance satisfies the identity property,
i.e. the distance of each node to itself is 0. Eventually, the transformed metric used in this paper
is: D = {J−(I+X/maxs,t∈[1,n]Xst}, where I is the identity matrix and J is the matrix of ones.
After computing the distances matrices for both graphs, one can use any proper correlations
measures, such as MGC and DCorr that takes distance matrices as inputs. The sample test
statistic described in [13] is used for DCorr and the test statistic in [14] is used for MGC.
Pearson Correlation
Alternatively, one can ignore the graph structure entirely and calculate the Pearson correlation
using the vectorized adjacency matrices as a measure of their correlations. The test statistic
can be expressed as the following (X¯ and Y¯ denote the overall mean of the adjacency matrices
X,Y respectively):
rXY =
∑n
i,j(Xij − X¯)(Yij − Y¯ )√∑n
i,j(Xij − X¯)2
∑n
i,j(Yij − Y¯ )2
Vectorization is necessary since Pearson only operates on 1-dimensional data. Pearson as-
sumes the samples are i.i.d, but this assumption is violated for ρ-correlated Bernoulli graphs in
general, except under the special setting of ρ-ER. As an example, in general, for ρ-SBM, each
pair of edges is sampled independently, but potentially under different distributions (namely,
edges in different blocks are sampled under Bernoulli with different parameters). We investi-
gate how this violation of the i.i.d assumption affects the correlation-based procedure in Section
5. Both Algorithm 1 and 2 in the Appendix are procedures to compute a test statistics for mea-
suring correlation between graphs, and they are referred to as GCorr (graph correlation) in
subsequent algorithms.
Computing p-value
Computing p-value requires using a permutation test to estimate the distribution of the test
statistic under the null. Under the setting of ρ-correlated graphs, in general, a naive permutation
of the row-column pairs of the adjacency matrix would result in an invalid test for ρ-SBM (the
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power would converge to 1 under the null), because the distribution of the permuted matrices
does not approximate the null distribution at ρ = 0. Intuitively, since the block structure is the
same in both graphs, one implicitly desires a conditional independence testing, which is not
enabled by the usual permutation test procedure.
In general, it is not clear what a valid permutation test would be for ρ-correlated graphs.
Such permutation should preserve the inherent graph structure while smearing the edge cor-
relations. Under ρ-SBM, however, since the inherent graph structure is captured completely by
the block structure, one can perform a block permutation test (Algorithm 3 in the Appendix) [11].
Namely, given the community assignment of nodes, the edges within each block are permuted,
which preserves the block structure and thus is able to approximate the null distribution.
In practice, we usually don’t know the community assignment of each node. Assuming the
vertices of both graphs are matched (there is a bijection between the vertices of both graphs),
we can use a Joint Random Dot Product Graph (JRDPG) model to estimate the community
assignment jointly. JRDPG is a procedure to embed multiple graphs sampled under some joint
distribution. It works by finding the adjacency spectral embedding (ASE) of a matrix formed by
concatenating the ASE of each of the jointly sampled graphs. If the graphs are sampled under
an SBM, one can recover the communities by clustering the embeddings [17]. The procedure
to estimate the community assignment is Algorithm 4, and the procedure to compute p-value is
Algorithm 5 (both algorithms are in the Appendix).
In Algorithm 4, one needs to choose the parameters d, the number of dimensions of the
latent positions, and k, the prior estimate of the number of communities. d is chosen via the
scree plots of the singular values [18], while k can be chosen with prior knowledge about the
graph structure, or one can select the optimal number of clusters in a Gaussian Mixture Model
(GMM) by selecting the clustering with the best Bayesian Information Criterion (BIC).
4 Theoretical Results
To derive the theoretic property of the proposed test, we operate under the setting of ρ-correlated
SBM (which can be unweighted ρ-correlated Bernoulli graphs or weighted ρ-correlated Gaus-
sian graphs), as stated in the following assumption:
Assumption 1. The adjacency matrices X,Y are sampled jointly from a ρ-correlated SBM
distribution.
First, we show that the test is valid, i.e., it properly controls the type I error. We prove validity
by showing that block permutation results in a test statistic that equals the test statistic under the
null in distribution. To simplify the proof, we write V2(U,W ) as V2(X,Y ), where X,Y are the
adjacency matrices used by U,W as kernels respectively. V2(U,W ) is the same as V2(X,Y )
in the sense that distance correlation is computed by first computing a distance matrix for U
and W respectively, using the kernel-induced distances of X and Y .
Proposition 2. Under Assumption 1, let pi be the block permutation procedure in Algorithm
3, and assume X and Y are conditionally independent, that is, they are ρ-correlated SBM
(either Bernoulli or Gaussian) with ρ = 0. It follows that V2(Xpi, Y ) D= V2(X,Y ), i.e., the block
permutation test is a valid test procedure for ρ-correlated SBM.
In conditional testing, the Pearson, DCorr and MGC statistics are no longer 0 under condi-
tional independence. Instead, the test statistics under the null shall converge to some non-zero
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constants that depends on the actual distributions. Moreover, since the adjacency matrix is not
positive semi-definite, the constant could be negative (whereas in case of Euclidean data and
Euclidean distance, DCorr is asymptotically non-negative).
Theorem 3. For any of Pearson, DCorr, MGC statistics, R2(U,W ) = ρ for ρ-ER.
For ρ-SBM with fixed marginals, there exists a unique constant c such that R2(U,W ) = c if
and only if FU |z = FW |z.
Therefore, any of the three sample correlations using block permutation is consistent against
all possible alternatives under ρ-SBM.
Note that the theorem holds for either the binary ρ-ER / ρ-SBM from Bernoulli, or the
weighted ρ-ER / ρ-SBM from Gaussian.
Theorem 3 is supported by simulation results in Figure 1 and 3, and it is clear that all
three correlations coincide with each other, which equals ρ in case of ER and is otherwise a
linear function of ρ in case of SBM. The proofs of both Proposition 2 and Theorem 3 are in the
Appendix.
5 Simulated Experiments
Test statistics
We corroborate the theory using simulations with ρ-correlated graphs, for which we can sample
a pair of graphs while controlling their correlation ρ exactly. For this experiment, we compare the
test statistics of Pearson and DCorr with the correlation ρ used to generate different settings
of ρ-correlated Bernoulli graphs. We use Algorithm 2 for Pearson and Algorithm 1 for DCorr
(both algorithms are in the Appendix). The simulation settings are: (a): ρ-ER, p = q = 0.5;
(b): ρ-ER, p = 0.7 6= q = 0.2; (c): ρ-SBM, the block probability matrices of the two graphs
Bx = By = B ∈ R2×2, where Bij = 0.7 when i = j, and Bij = 0.3 when i 6= j; (d): ρ-SBM,
Bx 6= By ∈ R2×2, where Bxij = 0.7, Byij = 0.2 when i = j, and Bxij = 0.3, Byij = 0.5 when
i 6= j. All the community assignments are given instead of being estimated.
Figure 1 shows that for ρ-ER, both the Pearson and DCorr test statistics estimate ρ perfectly.
In particular, it is zero only when ρ = 0. This aligns with Theorem 3. For ρ-SBM, both test
statistics are still the same, but they are no longer zero when ρ = 0. This is also expected
based on Theorem 3. Intuitively, the test statistics differ from ρ because they capture not only
the correlation between pairs of edges, but also the correlation due to the block structure of
SBMs. The test statistics of both DCorr and Pearson motivate a two-sided test of conditional
independence, which we describe in the next section.
Power
We use a power experiment to check that the test has the following properties: (1) validity: the
power converges to below the type I error level α under the null; (2) consistency: the power
increases to 1 as sample size, i.e. the number of vertices n −→ ∞. We compare the power of
Pearson, DCorr and MGC on ρ-ER and ρ-SBM, both when the two graphs are sampled from
distributions with the same probability matrix and when the distributions have different proba-
bility matrices. For MGC, we use Algorithm 1 but substituting the DCorr sample statistic with a
MGC sample statistic. For ρ-SBM, we compute the power when the community assignments
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Figure 1: Test statistics on ρ-correlated Bernoulli graphs. For each setting, the graphs have 100
vertices. Test statistics are computed for 500 replications, the mean is plotted and the error bar
is one standard deviation. Simulation settings for each subplot is described in the beginning
of Section 5. Each subplot has different ranges for ρ because the minimum and maximum ρ
differ for different marginal distributions. This suggests that the different test statistics accurately
reflect the correlation structure.
are given, when the assignments are unknown and estimated, and when the block sizes are
different. The algorithm for calculating the power on ρ-correlated SBM is in Algorithm 6 in the
Appendix. The simulation settings are the following: left column show ρ = 0, middle column
shows ρ = 0.1, right column shows ρ = −0.1. For the rows 1-4 are the same as in Section
5; row 5 is the same as row 4, except the community assignments are estimated instead of
given; row 6 is the same as row 5, except the block sizes are different: for each n, there are
70 percent of nodes in the first community and 30 percent of nodes in the second community.
Visualizations of some simulation settings are in Figure 2. All simulation results for ρ-correlated
Bernoulli graphs are in Figure 3.
The results show that all the tests using block permutation (Pearson, DCorr and MGC) are
valid and consistent, and have similar power under all settings. For comparison, the power of
Pearson using the exact analytic p-value instead of block permutation is also computed (the
samples are pairs of edges in the vectorized upper triangles of both graphs [19], and the null
is rejected if the p-value is less than type I error level α). Without block permutation, the test is
invalid for ρ-SBM. The same results also hold for the weighted ρ-correlated Gaussian ER and
SBM, shown in Figure 4. For implementation, we use the python package GraSPy for graphs
generation and manipulation [20] and mgcpy for various functionalities related to independence
testing.
6 Real Data Experiments
We consider the application of the graph conditional independence testing procedures on con-
nectomes, also known as "brain graphs". The connectome of nematode Caenorhabditis ele-
gans (C. elegans) is the only known whole-animal connectome of an organism, including not
only neurons but also body cells. It was constructed based on series of electron microscopy,
and has been updated and made more complete over the years [21–25]. The connectome is
constructed on the level of individual synapses, and is constructed for both chemical synapses
and gap junctions. The graphs are directed and weighted. The nodes of the graph are individ-
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Figure 2: Visualization of different settings of ρ-correlated graphs. All the graphs shown have
100 vertices and 2 communities. The first row is ρ-correlated Bernoulli SBMs with different
probability matrices when ρ = 0.1. The block probability matrices Bx 6= By ∈ R2×2, where
Bxij = 0.7, B
y
ij = 0.2 when i = j, and B
x
ij = 0.3, B
y
ij = 0.5 when i 6= j. The second row is the
same as the first row, except the block sizes are different: 70 vertices are in the first community
and 30 vertices are in the second community. The third row is weighted ρ-correlated Gaussian
SBMs when ρ = 0.1. µx = 2 6= µy = 4 for the first block, and µx = 0 6= µy = 2 for the second
block. The covariance matrix is Σ ∈ R2×2, where Σij = 1 if i = j and Σij = ρ if i 6= j.
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Figure 3: Power experiments using ρ-correlated Bernoulli graphs. Left column show ρ = 0.
Middle column shows ρ = 0.1. Right column shows ρ = −0.1. For the rows, row 1-4 are the
same as described in Section 5; row 5 is the same as 4, except the community assignments
are estimated instead of given; row 6 is the same as row 5, except the block sizes are different:
for each n, there are 70 percent of nodes in the first community and 30 percent of nodes in
the second community. Power is computed for 500 Monte Carlo replicates for Pearson, DCorr
and MGC with block permutations. Power for Pearson using the exact analytical p-value is
computed for 5000 Monte Carlo replicates.
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Figure 4: Power experiments using ρ-correlated Gaussian graphs. Left column show ρ = 0.
Middle column shows ρ = 0.1. Right column shows ρ = −0.1. For the rows, the simulation
settings are: (1): ρ-ER, µx = µy = 0; (2): ρ-ER, µx = 0 6= µy = 2; (3): ρ-SBM, µx = µy = 0
for the first block, and µx = µy = 2 for the second block; (4): ρ-SBM, µx = 2 6= µy = 4 for the
first block, and µx = 0 6= µy = 2 for the second block. The covariance matrix for all settings
is Σ ∈ R2×2, where Σij = 1 if i = j and Σij = ρ if i 6= j. All the community assignments are
given instead of being estimated. Power is computed for 500 Monte Carlo replicates.
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ual cells, and the edges represent the strength of synapses from one cell to another. The data
provides an invaluable source of information to study the coordination of nervous system within
the entirety of an organism.
Given such data, one natural initial question to ask is whether the graph constructed based
on chemical synapses and that constructed based on gap junctions are statistically dependent
on each other, and if so, how strong the correlation is. To answer this question with the proposed
testing procedure, we chose the chemical and gap junction connectome of the hermaphrodite,
one of the two sexes of adult C. elegans. However, the graph independence testing procedure
cannot be directly applied to the original graphs for two reasons: (1) not all the cells that are
present in the chemical synapses connectome are present in the gap junctions connectome,
and vice versa; (2) the original graphs are directed. To address (1), since each vertex is la-
beled with a unique cell name, we take the intersection of the cells in each of the graphs, and
ensure the vertices of the two graphs are matched. After taking the intersection, each graph
has 448 nodes, which includes all neurons and the cells that the neurons synapse onto. To
address (2), the average weight of the two edges between a pair of nodes is used as the edge
weight between them, rendering the graphs symmetric and thus undirected. The weighted and
unweighted graphs after preprocessing are shown in Figure 5.
To derive a p-value from the graph conditional independence test, the number of blocks k
used in block permutation needs to be set. By default, we pick the optimal kˆ that results in a
GMM clustering with the lowest BIC in Algorithm 4. The estimated community assignment of
the unweighted graphs is shown in Figure 6.
Since graphs derived from real data do not arise from an SBM, we don’t expect any given
k to perfectly estimate the community assignment of each node. But given a relatively large
number of nodes, one can get a better fit with SBM by increasing k while still maintaining
the validity of block permutation. Figure 7 shows that for any reasonable chosen k, the test
detects strong dependency between the connectomes of chemical synapses and gap junctions,
meaning that over and above block structure, one could in theory predict the presence of a gap
junction given the presence of a chemical synapse, and vice versa.
7 Conclusion and Future Work
We presented a statistical test for conditional independence between a pair of undirected
graphs. This is the first approach that we know of that addresses the question of whether
two graphs are conditionally independent. The question of independence is very general and
may be of interest in many distinct areas of scientific inquiries. In the field of connectomics, the
proposed approach is especially relevant in helping researchers draw new connections among
various types of brain imaging data and ask novel questions about the relationships among
these data.
The proposed test relies on the theory of Stochastic Block Model (SBM). We note that this
poses certain limitation in the effectiveness of the test in settings where the number of nodes
is relatively small and the graph can only be fitted poorly given a SBM with small number of
blocks, because it would be difficult for block permutation to approximate the null distribution.
In such case, if one chooses a larger k, one can better approximate the graph with an SBM,
but it would require a larger number of nodes for block permutation to approximate the null
distribution; on the other hand, if one chooses a smaller k, the SBM might not fit the graph well
enough for block permutation to approximate the null. With this in mind, we hypothesize that
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Figure 5: Visualization of the C.elegans connectomes. The first row are the connectomes of
the chemical synapses and gap junctions of C. elegans represented as adjacency matrices of
undirected, weighted graphs. The chemical graph is on the left, the gap junction graph is on the
right. The second row is the unweighted version of the adjacency matrices of the chemical and
gap junctions graphs (all edge weights larger than zero are set to one)
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Figure 6: Visualization of the unweighted C.elegans connectomes, with the vertex sorted by the
estimated community assignments. The optimal estimated number of blocks is 13.
Figure 7: Test statistics for dependence on the weighted (left) and unweighted (right) C. elegans
connectomes. For a given k, we compute the test statistic under the null calculated with block
permutation using k blocks. k is chosen for 2i, i ∈ [1, 8]. As k → n, the test statistics under
the null approaches the observed test statistic. This is expected since when k → n, effectively
each node is in its own block, so block permutation does not alter the graph much, resulting in
a null test statistic similar to the observed test statistic. But for any reasonably chosen k e.g.
k ≤ √n, including the optimal kˆ identified with BIC, the observed test statistics are much larger
than the null test statistics for all three tests, revealing a strong dependency between the two
graphs. The null distribution of the test statistics are estimated for 500 replicates. The mean
test statistic for each test is plotted and the error bars are for one standard deviation.
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a generalization to Degree-corrected SBM [26] or Random Dot Product Graph [27] might allow
better modeling in such settings, if one can design a valid permutation procedure in these graph
models. Such generalization of the procedure is a potential future direction of the current work.
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8 Appendix
Algorithms
Pseudocode 1 Distance Correlation for Graph Testing
1: Input: a pair of undirected graphs with n vertices represented as adjacency matrices X,Y
2: Output: test statistic c∗
3: C ← J − (I +X/max(X)), D ← J − (I + Y/max(Y ))
4: c∗ ← DCorr(C,D)
5: return c∗
Pseudocode 2 Pearson Correlation for Graph Testing
1: Input: a pair of undirected graphs with n vertices represented as adjacency matrices X,Y
2: Output: pearson correlation c∗
3: C ← vectorize(X), D ← vectorize(Y )
4: c∗ ← pearson(C,D)
5: return c∗
Pseudocode 3 Block Permutation of Graph (block-permute)
1: Input: an undirected graphs with n vertices represented as an n × n adjacency matrix X,
the community assignment z
2: Output: the permuted graph represented as adjacency matrix X ′
3: X ← sort-vertex(X, z)
4: z ← sort(z)
5: for each block which is the ith block on the row, and jth block on the column, and has edges
in the upper triangular part of X do
6: Xsub ← X[z = i, z = j]
7: if i = j then
8: Xsub ← permute-on-diag(Xsub)
9: else
10: Xsub ← permute-off-diag(Xsub)
11: end if
12: X ′[z = i, z = j]← Xsub
13: end for
14: X ′ ← symmetrize(X ′)
15: return X ′
There are several things to note about Algorithm 3. (1) Since the adjacency matrix is not
necessarily given with the nodes in the same community next to each other, the vertices are
first sorted based on the community assignment (referred to as sort-vertex). Given that the
vertices of the graphs are exchangeable, the sorted graph and the original graph are equivalent
in distribution. (2) Since the graph is undirected, only the upper triangular part of the adjacency
matrix needs to be permuted. The upper triangular matrix is then reflected across the diagonal
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to form a symmetric matrix (this procedure is symmetrize in Algorithm 3). (3) In the imple-
mentation, the on-diagonal blocks and off-diagonal blocks are permuted differently. Since the
blocks on the diagonal are symmetric, only their upper triangle parts are permuted. This is done
by vectorizing the upper triangular matrix, permuting elements of the vector, then reshaping the
vector back into the upper triangle (referred to as permute-on-diag). For the off-diagonal
blocks, since the submatrix is not necessarily symmetric, the entire submatrix is vectorized. The
vector is then permuted and reshaped back to a matrix (referred to as permute-off-diag).
Pseudocode 4 Community Assignment Estimation of Graph (block-estimation)
1: Input: a pair of undirected graphs with n vertices represented as two n × n adjacency
matrices X(1), X(2), the prior estimate of number of communities k
2: Output: the estimated community assignment zˆ
3: For i = 1, 2, let ˆV (i) ∈ Rn×d and Λˆ(i) ∈ Rd×d be the matrices of the d leading eigenvectors
of X(i) and the diagonal matrix of the corresponding d leading eigenvectors respectively.
4: Let Rˆ(i) be the adjacency spectral embedding of X(i):
Rˆ(i) = ASE(X(i)) = Vˆ (i)|Λˆ(i)|1/2
5: Let matrix Uˆ ∈ Rn×2d be
Uˆ =
(
Rˆ(1)Rˆ(2)
)
,
6: Compute the singular value decomposition of Uˆ , and let Vˆ be the n×dmatrix of the leading
left singular vectors.
7: Cluster the d-dimensional columns of Vˆ into k clusters using the Gaussian Mixture Model.
Let zˆ be the cluster assignments.
8: return zˆ
In Algorithm 6, CDFk(x) returns the k × 100 percentile of the array x.
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Pseudocode 5 P-value of Graph Correlation Testing
1: Input: a pair of undirected graphs with n vertices represented as two n × n adjacency
matrices X,Y , prior estimate of the number of communities k, number of replicates of the
permutation test r
2: Output: a p-value pval
3: c1 ← GCorr(X,Y )
4: zˆ ← block-estimation(X,Y, k)
5: Y ← sort-vertex(Y, zˆ)
6: for i in [r] do
7: X0 ← block-permute(X, zˆ)
8: c0[i]← GCorr(X0, Y )
9: end for
10: if µˆ(c0) ≤ c1 then
11: pval← 2/r∑ri=1 I(c0[i] > c1)
12: else
13: pval← 2/r∑ri=1 I(c0[i] < c1)
14: end if
15: return pval
Pseudocode 6 Power of Graph Correlation Testing on ρ-correlated SBM
1: Input: the correlation of the hypothesis under testing ρ; sampling function ρ-correlated
SBM(ρ, P1, P2, z, n) to generate a pair of graphs with correlation ρ, where the first graph
has probability matrix P1, the second graph has probability matrix P2, the function z that
assigns each node to a community and the number of vertices n; prior estimate of the
number of communities k, number of monte carlo replication r; the type I error level α
2: Output: the power β
3: for i ∈ [r] do
4: X,Y ← ρ-correlated-SBM(ρ, P1, P2, z(n), n)
5: c∗1[i]← GCorr(X,Y )
6: zˆ ← block-estimation(X,Y, k)
7: X0 ← block-permute(X, zˆ)
8: Y ← sort-vertex(Y, zˆ)
9: c∗0[i]← GCorr(X0, Y )
10: end for
11: ωα ← CDFα/2(c∗0)
12: γα ← CDF1−α/2(c∗0)
13: β ← 1r
∑r
t=1 I(c
∗
1[t] < ωα or c
∗
1[t] > γα)
14: return β
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Mathematical proofs
Proof of Proposition 2
Proof. We need to show that Xpi and Y are conditionally independent. Let xpi(st) be the edge
after permutation of edge xst, they shall lie in the same block. Note that in SBM, edges within
a block are sampled i.i.d., namely, xij ⊥ xst if z(i) = z(s), z(j) = z(t), where z : [n] → [k] is
the block membership function.
Given thatX and Y are conditionally independent, we know xij ⊥ yij for all i, j within same
block. And since under the model of ρ-correlated SBMs, every pair of edges (xij , yij) within a
block is sampled i.i.d, we have xst ⊥ yij where z(i) = z(s), z(j) = z(t). Since pi permutes
within each block, we have z(pi(s)) = z(i), z(pi(t)) = z(j) for all s, t, i, j ∈ [n]. Therefore, we
have xpi(st) ⊥ yij for all s, t, i, j ∈ [n]. Hence, Xpi and Y are conditionally independent with
same marginals as before, thus V2(Xpi, Y ) D= V2(X,Y ).
Proof of Theorem 3
Proof. We shall first prove it on binary graphs, and show that R2(U,W ) = ρ under ρ-ER for
population Pearson, DCorr and MGC. For Pearson correlation, it is clear that E(rUW ) = ρ by
basic probability on Bernoulli random variables. For vertex set U with adjacency matrix X and
vertex set W with adjacency matrix Y , we denote edges between vertices in U as X(U,U ′)
and X(U,U ′′), and edges between vertices in W as Y (W,W ′) and Y (W,W ′′). For population
distance covariance denoted as V2(U,W ), we have
V2(U,W ) = E [X(U,U ′)Y (W,W ′)]− E [X(U,U ′)]E [Y (W,W ′′)]
− E [X(U,U ′′)]E [Y (W,W ′)]+ E [X(U,U ′)]E [Y (W,W ′)]
= E
[
X(U,U ′)Y (W,W ′)
]− E [X(U,U ′)]E [Y (W,W ′)] , (1)
where the second line follows because E [X(U,U ′]E [Y (W,W ′′)] = E [X(U,U ′′)]E [Y (W,W ′)] =
E [X(U,U ′)]E [Y (W,W ′)] under ρ-ER or ρ-SBM. Therefore DCov is the same as Pearson co-
variance, and similarly distance variance is same as Pearson Variance, such that DCorr is the
same as Pearson correlation. By [8], the population MGC statistic is the same as population
DCorr under a linear relationship, so the same holds for MGC as well. As the sample correla-
tions all converge to the respective population, all three sample correlations using the adjacency
kernel are consistent estimators of the ρ under ρ-ER.
The above equivalence among Pearson, DCorr, and MGC holds for ρ-SBM. Thus it suffices
to only investigate the numerator and denominator of DCorr:
V2(U,W ) = E [X(U,U ′)Y (W,W ′)]− E [X(U,U ′)]E [Y (W,W ′)] (2)
= P [X = 1, Y = 1]− P [X = 1]P [Y = 1] ,
which is a weighted average within each block, and is thus linear with respect to ρ as ρ controls
the covariance within each block. Similarly
V2(U,U) = P [X = 1]− P [X = 1]2 ,
V2(W,W ) = P [Y = 1]− P [Y = 1]2 ,
where both variance terms are fixed constants for given marginals. Therefore for any ρ-SBM
with given marginals, R2 is a linear function of ρ. Note that at ρ = 0, R2 is not necessarily
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0 due to the block structure. However, when using block permutation test, all three sample
correlations are consistent because there is a unique constant c such that R2 = c if and only if
ρ = 0.
Finally, the above arguments directly extend to the weighted Gaussian graphs: For ρ-
correlated Gaussian ER, by design the Pearson correlation must equal ρ; then Equation 1 still
holds since the adjacency matrix is generated the same way other than the weight no longer
being binary, thus DCorr and MGC still equal Pearson. For ρ-correlated Gaussian SBM, DCov
in Equation 2 is also linear with respect to ρ (and still a weighted average of each block), and
the variance terms are still fixed constants for given marginals.
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