The Constraint Based Decomposition (CBD) is a constructive neural network technique that builds a three or four layer network, has guaranteed convergence and can deal with binary, n-ary, class labeled and real-value problems. CBD is shown to be able to solve complicated problems in a simple, fast and reliable manner. The technique is further enhanced by two modi®cations (locking detection and redundancy elimination) which address the training speed and the ef®ciency of the internal representation built by the network. The redundancy elimination aims at building more compact architectures while the locking detection aims at improving the training speed. The computational cost of the redundancy elimination is negligible and this enhancement can be used for any problem. However, the computational cost of the locking detection is exponential in the number of dimensions and should only be used in low dimensional spaces. The experimental results show the performance of the algorithm presented in a series of classical benchmark problems including the 2-spiral problem and the Iris, Wine, Glass, Lenses, Ionosphere, Lung cancer, Pima Indians, Bupa, TicTacToe, Balance and Zoo data sets from the UCI machine learning repository. CBD's generalization accuracy is compared with that of C4.5, C4.5 with rules, incremental decision trees, oblique classi®ers, linear machine decision trees, CN2, learning vector quantization (LVQ), backpropagation, nearest neighbor, Q* and radial basis functions (RBFs). CBD provides the second best average accuracy on the problems tested as well as the best reliability (the lowest standard deviation). q
Introduction
Many training algorithms require that the initial architecture of the network be speci®ed as a prerequisite for the training. If this is the case, one is confronted with the dif®-cult task of choosing an architecture well suited to the task at hand. If the chosen architecture is not powerful enough for the given task (e.g. it does not have enough hidden units or layers) the training will fail. On the other hand, if the chosen architecture is too rich, the representation built by the network will be inappropriate and the network will exhibit bad generalization properties (e.g. over®tting). There are two fundamentally different approaches to overcoming this problem. One of them is to build the network from scratch adding units as needed. The category of algorithms following this approach is known as constructive algorithms. The other approach is to start with a very rich initial architecture and eliminate some of the units either during or after the training. This category of algorithms is known as pruning algorithms.
Constructive algorithms share a number of interesting properties. Most such algorithms are very fast and very reliable in the sense that they are guaranteed to converge to a solution for any problem in their scope. However, some constructive algorithms have a very limited scope and in general, they are believed to give poor generalization results. Non-constructive algorithms are much less reliable than constructive algorithms and can fail to converge even when a solution exists (Brady, Raghavan & Slawny, 1989) . Some non-constructive algorithms can even converge tò false' solutions (Brady, Raghavan & Slawny, 1988) . However, some researchers believe that they offer better generalization results and, therefore, are better suited to real world problems (S Â mieja, 1993) .
More recently, the issue of the`transparency' of a neural network (or its ability to provide an explanation for its output) has become very important. Very often, neural network techniques are used in combination with a separate rule extraction module in which a different technique is used to translate the internal architecture of the network into some human understandable symbolic form. In many applications, the output of the network inspires little con®dence without such a symbolic backup which can be analyzed by human experts.
The technique presented in this paper, the Constraint Based Decomposition (CBD) is a constructive algorithm that is guaranteed to ®nd a solution for any classi®cation Neural Networks 14 (2001) 527±550 problem, is fast and builds an architecture as needed. Apart from these characteristics shared by all algorithms in its class, CBD has other interesting properties such as: (1) it is¯exible and can be used with a variety of weight changing mechanisms; (2) it is more transparent than other neural network techniques inasmuch as it can provide a symbolic description of the internal structure built during the training; (3) the generalization abilities of the solution are comparable with or better than those of other neural and non-neural machine learning techniques; and (4) it is very stable in the sense that the generalization accuracy has a very low standard deviation over many trials.
The paper is organized as follows. First, we present the basic version of the CBD technique and a proof of its convergence. Other subsections in this part discuss some issues related multiclass classi®cation, extending the algorithm to problems with continuous outputs and two other enhancements of the basic technique. The experimental section focuses on two aims: (i) assessing the impact of each individual enhancement upon the performance of the plain CBD algorithm and (ii) assessing the training and generalization performances of the CBD algorithm against other neural and non-neural machine learning techniques. The training and generalization performances of the CBD are assessed on two classical benchmarks and 11 problems from the UCI machine learning repository. The results are compared with those of 10 other neural and non-neural machine learning techniques. A discussion section compares CBD with several related algorithms and techniques. Finally, the last section of the paper presents some conclusions.
The Constraint Based Decomposition (CBD) algorithm
The CBD algorithm consists of (i) a pattern presentation algorithm, (ii) a construction mechanism for building the net and (iii) a weight change algorithm for a single layer network. The pattern presentation algorithm stipulates how various patterns in the pattern set are presented to the network. The construction mechanism speci®es how the units are added to form the ®nal architecture of the trained network. Both the pattern presentation algorithm and the construction mechanism are speci®c to the CBD technique. The weight change algorithm speci®es quantitatively how the weights are changed from one iteration to another. CBD can work with any weight change algorithm able to train a single neuron (gradient descent, conjugate gradient, perceptron, etc.) and some of its properties will depend on the choice of such algorithm.
The technique derived its name from a more general approach based on the idea of reducing the dimensionality of the search space through decomposing the problem into sub-problems using subgoals and constraints de®ned in the problem space. The description of the general approach is outside the scope of the present paper, but a formal de®ni-tion of constraints and a complete description of the more general approach can be found in Draghici (1994 Draghici ( , 1995 .
The ®rst hidden layer
In its simplest form, the CBD is able to solve any classi®cation problem involving binary or real valued inputs. Without loss of generality we shall a classi®cation problem involving patterns from R d (d [ N) belonging to two classes C 1 and C 2 . The goal of our classi®cation problem is to separate the patterns in the set S C 1 < C 2 . For now, we shall assume that the units used implement a threshold function. Extensions of the algorithm to other types of units will be addressed later. We shall also assume that the chosen weight changing mechanism is able to train reliably a single neuron (e.g. perceptron for binary values). a reliable weight changing mechanism is de®ned as an algorithm that will ®nd a solution in a ®nite time if a solution exists.
The CBD algorithm starts by choosing one random pattern from each class. Let these patterns be x 1 belonging to C 1 and x 2 belonging to C 2 . Let S be the union of C 1 and C 2 and m 1 and m 2 be the number of patterns in C 1 and C 2 , respectively. The two patterns x 1 and x 2 constitute the current subgoal S current {x 1 , x 2 } and are removed from the set S. The training starts with just one hidden unit. This hidden unit will implement a hyperplane in input space. The algorithm uses the weight changing mechanism to move the hyperplane so that it separates the given patterns x 1 and x 2 . If the pattern set is consistent (i.e. each pattern belongs to only one class), this problem is linearly separable.
1 Therefore, a solution will always exist and the weight changing mechanism (assumed to be reliable) will ®nd it. Then, the CBD algorithm will choose another random pattern from S and add it to the current subgoal S current . The weight changing mechanism will be invoked again and will try to adjust the weights so that the current subgoal (now including three patterns) is separated. This subgoal training may or may not be successful. If the weight changing mechanism has been successful in adjusting the position of the hyperplane so that even the last added pattern is classi®ed correctly, the algorithm will choose another random pattern from S, remove it from there, add it to the current subgoal S current and continue in the same way.
However, unless the classes C 1 and C 2 are linearly separableÐwhich would make the problem trivialÐone such subgoal training will eventually fail. Since all previous subgoal training was successful, the pattern that caused the failure was the one that was added last. This pattern will be removed from the current subgoal. Also recall that this pattern was removed from S when it was added to S current . Another pattern will be chosen and removed from S, added to the current subgoal and a new subgoal training will be attempted. Note that the weight search problem posed by the CBD algorithm to the weight changing mechanism is always the simplest possible problem since it involves just one layer, one unit and a pattern set containing at most one misclassi®ed pattern. This process will continue until all patterns in S have been considered. At this point in time, the algorithm has trained completely the ®rst hidden unit of the architecture. The position of the hyperplane implemented by this hidden unit is such that it correctly classi®es the patterns in the set S current and it misclassi®es the patterns in the set {C 1 < C 2 } 2 S current . If the set of misclassi®ed patterns is empty, the algorithm will stop because the current architecture solves the given problem. If there are patterns which are misclassi®ed by the current architecture, the algorithm will analyze the two half-spaces determined by the hyperplane implemented by the previous hidden unit. At least one such half-space will be inconsistent in the sense that it will contain patterns from both C 1 and C 2 that are found in this inconsistent halfspace. A new hidden unit will be added and trained in the same way so that it separates the patterns in the new goal S.
The CBD algorithm is presented in Fig. 1 in a recursive form which underlines the divide-and-conquer strategy used. This version of the algorithm also constructs the symbolic representation of the solution as described below. The algorithm is presented as a recursive function which takes as parameters a region of interest in the input space, one set of patterns from each class and a factor. Initially, the algorithm will be called with region R d , all patterns in C 1 and C 2 and a null initial factor.
Subsequent layers and symbolic representations
Since the patterns are now separated by the hyperplanes implemented by the hidden units, the outputs can now be obtained using a variety of methods depending on the particular needs of the problem. One such method is to synthesize the output using a layer of units implementing a logical AND and another layer implementing a logical OR (see Fig. 2 ). This particular method allows the algorithm shown in Fig. 3 to produce a symbolic description of the binary function implemented by the network.
Let us assume that the results of the CBD search is a set of hidden units which implement the hyperplanes h 1 , h 2 , ¼, h n . These hyperplanes will determine a set of regions in the input space. These regions will be consistent from the point of view of the given classi®cation problem in the sense that they will contain only patterns of one class. Each such region can be expressed as an intersection of some half-spaces determined by the given hyperplanes. In the symbolic description provided by the algorithm a consistent region will be described by a term. A term will have the form T i (sign(h 1 )h 1´s ign(h 2 )h 2´´´´´s ign(h n )h n , C j ) where sign(h 1 ) can be 1, 21, or nil and C j is the class to which the region belongs. A nil sign means that the corresponding hyperplane does not actually appear in the given term. A negative sign will be denoted by overlining the corresponding hyperplane as in h i . No overline means the sign is positive.
Each hyperplane will divide the input space into two halfspaces, one positive and one negative. A hyperplane and its sign will be represented by a factor. A factor can be used to represent one of the two half-spaces determined by the hyperplane. A term is obtained by performing a logical AND between factors. Not all hyperplanes will contribute with a factor to all terms. Finally, a logical OR is performed between terms in order to obtain the expression of the solution for each class. Fig. 4 presents an example involving two hyperplanes (lines) in 2D. The`1 ' character marks the positive half-space of each hyperplane. Using the notation above, the regions in Fig. 4 can be described as follows: A h 1´h2 ; B h 1´ h 2 ; C h 1´ h 2 and D h 1´h2 . If class C 1 included the union of regions B and D, we should describe it as C 1 h 1´ h 2 1 h 1´h2 . The ®nal network constructed by CBD will be described in a symbolic form by a set of expressions as explained above. Although some interesting conclusions can always be extracted from such symbolic descriptions (e.g. the problem is linearly separable or not; some classes are linearly separable, etc.), they are not always meaningful to the end user. Also, these symbolic forms of the solutions might become complicated for highly non-linear or high dimensional problems. More work needs to be done in order to explore fully the potential of CBD in this direction but this is beyond the scope of the present paper.
Proof of convergence
A simpli®ed version of the algorithm in Fig. 1 will be used to prove the convergence of the CBD training. This simpli®ed version presented in Fig. 3 does not store the solution and it does not look for a good solution. An inef®-cient solution will suf®ce. In the worst case, the solution given by this algorithm will construct regions containing only a single pattern which is very wasteful. Let us assume there are m (distinct) patterns x i (i 1; ¼; m) of n input variables. Each pattern x i belongs to one of two classes C 1 and C 2 . It is assumed that m is ®nite.
One can prove that this algorithm converges under the assumption that, for any two given patterns, a hyperplane that separates them can be found in a ®nite time. This assumption is used in step 3. From the termination condition 1 it is clear that if the algorithm terminates, this happens because the region contains only patterns from the same class or no patterns at all. Because the two patterns chosen in step 2 are separated (using the assumption above) in step 3, and because they are removed from the pattern set, both patternset 1 and patternset 2 will contain at least one pattern less than pattern set. This implies that after at most m 2 1 recursive steps the procedure separate will be called with a region containing just one pattern. Such a region satis®es the termination condition 1 and the algorithm will terminate. This worst-case situation happens when the consistent regions containing only patterns from the same class all contain just one pattern. In this case, the input space is shattered into m regions.
Note that the termination condition and the recursive mechanism are identical for both the simpli®ed algorithm in Fig. 3 and the CBD algorithm in Fig. 1 . The difference between them is that the CBD algorithm in Fig. 1 tries to decrease the number of hyperplanes used by trying to optimize their positions with respect to all the patterns in the current training set (the ®rst for loop in the algorithm in Fig.  1 ). This means that the CBD algorithm cannot perform worse than the simpli®ed algorithm, i.e. it is guaranteed to converge in at most m 2 1 recursive steps for any pattern set containing m patterns. The number of such steps and therefore the number of hidden units deployed by the CBD algorithm in Fig. 1 will be somewhere between log 2 {min(m 1 , m 2 )} in the best case and max(m 1 , m 2 ) 2 1 in the worst case. The best case corresponds to a situation in which the algorithm positions the hyperplanes such that for each subgoal an equal number of patterns from the least numerous class is found in each half-space. The worst case corresponds to a situation in which each hyperplane only separates one single pattern from the most numerous class. One should note that the worst-case scenario takes into consideration only the pattern presentation algorithm presented above. In practice, d 2 1 patterns in arbitrary positions in d dimensions will be linearly separable by an n-dimensional hyperplane so, for a reliable weight changing mechanism, the worst case will never happen.
Enhancements of the constraint based decomposition

Multiclass classi®cation
The algorithm can be extended to classi®cation problems involving more than one class in several different ways. Let us assume the problem involves classes C 1 , C 2 , ¼, C k . The ®rst approach is to choose two arbitrary classes (let us say C 1 and C 2 ) and separate them. This will produce a number of hyperplanes which determine a partition of the input space into regions R 1 , R 2 , ¼, R p . The ®rst approach is to iterate on these regions. The algorithm will be called recursively on each such region until all regions produced contain only patterns belonging to a single class. Since at every iteration the number of patterns is reduced by at least one, the algorithm will eventually stop for any ®nite number of patterns.
The second approach iterates on the classes of the problem. For each remaining class C j , each pattern will be taken and fed to the network in order to identify the region in which this pattern lies. Let this region be R i and the class assigned to this region be C ik . The algorithm will be called to separate C j from C ik in R i . In each such subgoal training, the pattern from classes subsequent to C j (in the arbitrary order in which patterns are considered) will be ignored. The algorithm need not worry about the classes precedent to C j , because they have already been considered and the current region is consistent from their point of view. This process will be repeated until all patterns from all classes have been considered.
A third approach involves some modi®cations of the algorithm. The modi®ed algorithm is presented in Fig. 5 . In this case, the algorithm will choose a random pattern x i . Subsequently, all other patterns considered which do not belong to the same class C i will be assigned a new target value T. Thus, the weight changing mechanism will still be called on the simplest possible problem: separating just one misclassi®ed pattern in a two-class problem. Practically, the hyperplanes will be positioned so that the class of the pattern chosen ®rst will be separated from all others. Since the ®rst pattern is chosen at random for each subgoal pattern (i.e. for each hidden unit), no special preference will be given to any particular class. This is the approach used to obtain the results presented below.
If the problem to be solved involves many classes and if a distributed environment is available, one could consider another approach to multiclass classi®cation. In this approach, the algorithm will be executed in parallel on a number of processors equal to the number of classes in the problem. Each processor will be assigned a class and will separate the assigned class from all the others. This can be achieved through re-labeling the patterns of the n 2 1 classes which are not assigned. The solution provided by this version of the algorithm will be more wasteful through the redundancy of the solutions but might still be interesting due to the parallel features and the availability of`class experts' i.e. networks specialized in individual classes.
Continuous outputs
The CBD algorithm was described above in the context of classi®cation problems. However, this is not an intrinsic limitation of this algorithm. The algorithm can be extended to deal with continuous outputs in a very simple manner that will be described in the following.
A ®rst step is to use only the sign of the patterns in order to construct the network using the CBD algorithm presented above. Using only the sign of the patterns transforms the problem into a classi®cation problem and the algorithm can be applied directly. The architecture obtained from this step is already guaranteed to separate the patterns with the hyperplanes implemented by the ®rst hidden layer. Now, the threshold activation functions of all neurons will be substituted by sigmoid activation functions and the training will proceed with the desired analog values.
Since the hidden layer already separates the patterns, a low error (correct classi®cation) weight state is guaranteed to exist for the given problem. The weights of the ®st hidden layer will be initialized with weight vectors having the same direction as the weight vectors found in the previous step. A number of weight changing mechanisms (e.g. backpropagation, quickprop, conjugate gradient descent, etc.) can now be used in order to achieve the desired continuous I/O behavior by minimizing the chosen error measure.
Ef®cient use of the hyperplanes
Due to its divide and conquer approach and the lack of interaction between solving different problems in different areas of the input space, the solution built by the CBD algorithm will not necessarily use the minimum number of hyperplanes. This is a characteristic common to several constructive algorithms that was used to argue that such algorithms exhibit worse generalization in comparison to other types of algorithms (S Â mieja, 1993) . Fig. 6 (left) presents a non-optimal solution which uses three hyperplanes in a situation in which two hyperplanes would be suf®cient. Since the problem is not linearly separable, the CBD algorithm will start by separating some of the patterns using a ®rst hidden unit. This ®rst hidden unit will implement either hyperplane 1 or hyperplane 2. Let us suppose it implements hyperplane 1. Subsequently, the search will be performed in each of the half-spaces determined by it. At least one hyperplane will be required to solve the problem in each half-space even though one single hyperplane could separate all patterns.
There are different types of optimizations which can be performed. In the middle panel of Fig. 6 , hyperplanes 4 and 5 are redundant because they classify in the same way (up to a sign reversal) all patterns in the training set. This type of redundancy will be called global redundancy because the hyperplanes perform the same classi®cation at the level of the entire training set.
This type of redundant units are equivalent to the`non contributing units' described in Siestma and Dow (1991) . In the cited work, the elimination of this type of redundancy is done by changing all weights connected to the unit which will be preserved. A better redundancy elimination method will be presented shortly.
In the same middle panel of Fig. 6 , hyperplanes 2 and 3 are only locally redundant, i.e. they perform the same separation in a limited region of the space, in this case, the positive half-space of hyperplane 1. The hyperplanes are not globally redundant because they classify patterns (a) and (b) differently. Consequently, a global search for redundant units cannot eliminate this type of redundancy.
It is interesting to note that, in the case of the CBD algorithm (and most other constructive techniques), other types of redundancy, discussed in Siestma and Dow (1991) , such as units which have constant output across the training set or unnecessary-information units, are avoided by the algorithm itself.
Eliminating redundancy
Let us consider the problem presented in the middle panel of Fig. 6 . Let us suppose the ®rst hyperplane introduced during the training is hyperplane 1. Its negative half-space is checked for consistency, found to be inconsistent and the algorithm will try to separate the patterns in this negative half-space (the others will be ignored for the moment). Then, let us assume that hyperplane 2 will be placed as shown (see also the right panel of Fig. 6 ). Its positive half-space (intersected with the negative half-space of hyperplane 1) is consistent and will be labeled as a black region. The algorithm will now consider the region determined by the intersection of the negative half-spaces of 1 and 2, which is inconsistent. Hyperplane 4 will be added to separate the patterns in this region and the global solution for the negative half-space of 1 will be h 1 h 2 1 h 1 h 2 h 4 as a black region and h 1 h 2 h 4 as a white region. The situation after adding hyperplanes 1, 2 and 4 is presented in the right panel of Fig. 6 . Then, the algorithm will consider the positive half-space of hyperplane 1 and will try to separate the patterns in this region. A new hyperplane will be introduced to separate the patterns in the positive halfspace of hyperplane 1. Eventually, this hyperplane will end up between one of the groups of white patterns and the group of black patterns. Let us suppose it will end up between groups (a) and (b). This hyperplane will be redundant because hyperplane 2 could perform exactly the same task.
The redundancy is caused by fact that the algorithm takes into consideration only local pattern information, i.e. only the patterns situated in the area currently under consideration, ignoring the others. At the same time, this is one of the essential features of the algorithm, the feature which ensures the convergence and yields a high training speed. Considering all the patterns in the training set is a source of problems (consider for instance the herd effect, Fahlman & Lebiere, 1990) . One seems to face an insoluble question. Can an algorithm be local so that the training is easy and global so that too much redundancy is avoided? The answer, at least for the constructive CBD algorithm, is af®rmative. The solution is to consider the patterns locally, as in standard CBD, but to take into consideration previous solutions as well. Thus, although the patterns are not considered globally which would make the problem dif®cult, some global information is used which will eliminate some redundancy from the ®nal solution.
Let us reconsider separating the patterns in the positive half-space of hyperplane 1 with a new hyperplane between groups (a) and (b). Instead of automatically accepting this position, the algorithm could check whether there are other hyperplanes that classify the patterns in the positive halfspace of hyperplane 1 in the same way. In this case, hyperplane 2 does this and it will be used instead of a new hyperplane. Note that this does not affect in any way the previous partial solutions and, therefore, the convergence of the algorithm is still ensured. At the same time, this modi®cation ensures the elimination of both global and local redundancy and is done without taking into consideration all patterns.
Computationally, this check needs only two passes (to cater for the possibly different signs) through the current subgoal. In each pass, the output of the candidate hyperplane unit is compared with the outputs of the existing units. If at the end of this, an existing unit is found to behave like the candidate unit, the existing unit will substitute the candidate unit which will be discarded. The enhanced algorithm is presented in Fig. 7 .
Locking detection
One of the characteristics of the constraint based decomposition algorithm is that the actual weight updating is performed only in very simple networks with just one non-input neuron. In geometrical terms, only one hyperplane is moved at any single time. In the following discussion we shall consider a problem in a d-dimensional space. There are two qualitatively distinct training situations. The ®rst situation is that of a ®rst training after a new neuron has been added. In this situation, the pattern set contains patterns which form a linearly separable problem and the problem can always be solved. This is because the number of the patterns is restricted to at most d and the patterns are assumed to be in general position (i.e. not belonging to a subspace with fewer dimensions). The second situation is that of adding a pattern to a training set containing more than d patterns. In this case, the problem is to move the existing hyperplane so that even the last added pattern is correctly classi®ed. There is no guarantee that a solution exists for this problem because the last pattern could have made the problem linearly inseparable. This determines a termination problem. When should the training be stopped if the error will never go below its limit?
The simplest solution is to use a time-out condition. The training is halted if no solution has been found in a given number of iterations N max . This condition is used by the simplest implementation of the CBD algorithm and by the vast majority of constructive algorithms such as tiling (Mezard & Nadal, 1989) , the upstart (Frean, 1990) , extentron (Baffes & Zelle, 1992) , the pocket algorithm (Gallant, 1986) , divide and conquer networks (Romanuik & Hall, 1993) and so forth. A notable exception to this approach is the CARVE algorithm (Young & Downs, 1998) which substitutes the a priori chosen time-out limit with an (equally arbitrarily chosen) pair of numbers N init , N rot which determines the number of initial hyperplanes and the number of rotations involved in the process of ®nding a linearly separable subset of patterns.
If the time-out condition is used, the choice of N max is crucial for the performance of the algorithm. A large N max will mean that the algorithm could spend a long time trying to solve problems which do not have a solution and this will dramatically affect the total training time. A small N max will cause many training sub-sessions (subgoal sessions for CBD) to be declared as insoluble even if they have a solution. For CBD, this second situation will result in the use of a large number of hidden units and a fragmentation of the global solution which can be undesirable for some problems. An excessively small N max will have negative effects upon the overall I/O mapping, the training time, or both, for all algorithms which use this termination condition. Unfortunately, the number of iterations requires is not the same for all training sessions and cannot be decided a priori. Some heuristics are needed to ensure that (i) most of the training problems which have a solution will be solved and (ii) not too much time (ideally no time at all) will be spent with those problems which cannot be solved. These heuristics will be discussed for CBD here, but can be easily extended to other training algorithms which use the same termination condition.
The idea of locking was inspired by a symbolic AI technique (the candidate elimination, Mitchell, 1977 Mitchell, , 1978 . A locking situation can be de®ned as a situation in which the patterns contained in the current training subset determine the position of the dividing hyperplane up to a suitably chosen tolerance (see Fig. 8 ). In this situation, adding new patterns to the training set and continuing training is useless because the position of the dividing hyperplane cannot be changed outside the given tolerance without misclassifying some patterns.
We shall start by considering the following de®nitions:
De®nition. Two sets are said to be linearly separable if and only if there exists a hyperplane H that separates them.
De®nition. Let C 1 and C 2 be two linearly separable sets of patterns from two classes. C 1 and C 2 determine a locking situation with tolerance e 0 if and only if for all d i , d j ,
where n i a 1 ; a 2 ; a 3 ; ¼; a n and n j b 1 ; b 2 ; b 3 ; ¼; b n are the gradient vectors of d i and d j , respectively.
Conditions 1±4 mean that d i and d j are separating hyperplanes for the classes C 1 and C 2 . The sign of the classi®ca-tion is not relevant because for any d i classifying C 1 in its negative half-space there exist a 2d i such that the negative half-space of d i is the positive half-space of 2d i . The de®ni-tion says that the patterns determine a locking situation with tolerance e 0 if and only if the angle between the normals of any two separating hyperplanes is less than e 0 .
Note that according to this de®nition, any two linearly separable sets of patterns create a locking situation with some tolerance. In practice, we are interested in those locking situations that have a tolerance such that any further training is likely to be of little use. These instances will be called tight tolerance locking situations.
A locking detection mechanism by itself would not be very useful unless one could calculate a meaningful locking tolerance using some simple statistical properties of the data set of the given problem. We shall consider a locking situation as presented in case B in Fig. 8 . It is clear that the patterns impose more restrictions when the pairs of opposite patterns are further apart (see Fig. 9 ). For this reason, we shall consider the furthest two such pairs of patterns for any given data set.
We can consider the smallest hypersphere S that includes all patterns. Let the radius of this hypersphere be r. We are interested in the most restricted situation, so we shall consider that the two pairs of patterns from Fig. 9 are situated as far apart as possible, i.e. on the surface of this hypersphere. We . Two pairs of opposite patterns locking a hyperplane. For the same distance between patterns within a pair, the further away the pairs are, the more restricted the position of the hyperplane will be.
shall keep the distance between the patterns in pair A ®xed and we shall study what happens when the distance between the patterns in pair B increases. Keeping the distance between the patterns in pair A ®xed and assuming that this distance is much smaller than the diameter of the hypersphere, means that we assume the hyperplane can move only by rotation around the pair A (see Fig. 10 ).
Furthermore, let us assume that the minimum Euclidean distance between two patterns from different classes is d min and that the two patterns p 1 and p 2 in pair B are separated by this distance. If we consider the hyperplane rotating around the pair A, we obtain an angle b arcsind min =4r: This angle can be taken as a reasonable value for the locking tolerance since we are interested in movements of the hyperplane that will change the classi®cation of at least one point. Note that considering the case in which the points p 1 and p 2 are on the hypersphere is a worst-case situation in the sense that, if another pair of patterns of opposite classes, say p H 1 and p H 2 , existed closer to the center, the hyperplane would need to move with an angle more than a in order to change the classi®cation of any such point. Also note that a tolerance calculated in this way has only a heuristic value because one can easily construct arti®cial examples in which changing the position of the hyperplane by less than a would change the classi®cation of some patterns. However, the experiments showed that such a value is useful in practice and determines an improvement of the training time.
The following criterion will identify some elements which in¯uence how tight a locking situation is.
Characterization of a locking situation
Let us consider two sets of patterns from two linearly separable classes C i and C j . Let h k be a separating hyperplane, x i be an arbitrary pattern from C i and H kj be the convex hull determined by the projection on h k of all points in C j . The following observations will characterize a locking situation: 1. A necessary condition for a tight tolerance locking situation determined by x i and C j is that the projection of x i on any separating hyperplane h k fall in the convex hull H kj .
2. A necessary condition for a tight tolerance locking situation determined by x 1 ; ¼; x m 1 from C 1 and y 1 ; ¼; y m 2 from C 2 is that the intersection of the convex hulls of the projection of x 1 ; ¼; x m 1 and y 1 ; ¼; y m 2 on any dividing hyperplane be non-degenerate. 3. The tolerance of the locking situation determined by x i and C j is inversely proportional to the maximum distance from x i to a separating hyperplane h k . 4. The tolerance of the locking situation determined by x i and C j is inversely proportional to the maximum distance from the projection of x i on a dividing hyperplane h k to the centroid 3 of the convex hull H kj .
A full justi®cation for the criterion above will be omitted for space reasons. However, the cases 1±4 above are exempli®ed for the two-dimensional case in Figs. 11 and 12. In these ®gures, the shaded areas represent the set of possible positions for a dividing hyperplane. The smaller the surface of the shaded areas, the tighter the locking situation.
Two locking detection heuristics
We shall present and discuss two heuristics for locking detection based on the discussion above. Although these heuristics do not take into consideration all possible types of locking they have been shown to be able to improve the training speed. For a more detailed discussion of various types of locking see Draghici (1995) .
Let us suppose there are two classes C 1 and C 2 in a ddimensional space. A possibility for pinpointing the position of a hyperplane in a d-dimensional space is to have d 1 1 points of which d are on one side of the hyperplane and one is on the other side of it. This would be the d-dimensional generalization of the locking situation determined by three patterns case A in Fig. 8 . Although there are other types of locking situations, the analysis will concentrate on this type ®rst.
For this situation, the extreme positions of the dividing hyperplane such that all patterns are still correctly classi®ed are determined by all combinations of d 2 1 patterns from C 1 and a pattern from C 2 . Each such combination (d points in a d-dimensional space) determines a hyperplane and all these hyperplanes determine a simplex 4 in the d-dimensional space. If all these hyperplanes are close (the simplex is squashed towards the dividing hyperplane) then this hyperplane is pinpointed and the locking has occurred. The locking test can be a comparison of the gradients of the hyperplanes determined by combinations of d 2 1 points Fig. 10 . If we rotate a hyperplane around the point A with an angle less than b , the classi®cation of either p 1 or p 2 will remain the same.
from one class and one point from the other class. A heuristic for locking detection based on the ideas presented above is given in Fig. 13 .
A heuristic able to detect such locking situations will consider the d points closest to the boundary from each class. The number of operations needed to construct the convex hull of the d patterns closest to the dividing hyperplane is Od 2 1 d21=211 in the worst case (Preparata & Shamos, 1985) . In general, the convex hull can be constructed using any classical computational geometry technique. However, one particularly interesting technique is the beneath±beyond method which has the advantage that it is suitable for on-line use (i.e. it constructs the hull by introducing one point at a time). In consequence, if the iterative step of the CBD algorithm adds the new pattern in such a way that the previous d 2 1 patterns from the hull are still among the closest d patterns, the effort necessary to construct the convex hull will only be O(f d22 ) i.e. linear in the number of (d 2 2)-dimensional facets (note that we are considering the convex hull of the projections on the dividing hyperplane which is a (d 2 1)-dimensional space). The number of operations needed to check whether the projection of p k is internal to this convex hull is O(d 2 1). In the best case, the convex hull will not be affected by the introduction of the new point so the effort will be limited to checking the distances from the dividing hyperplane which is O(m). In conclusion, this heuristic will need O(m 1 1 m 2 ) in the best case and O(m 1 1 m 2 ) 1 Od 2 1 d21=211 in the worst case. Note that d is the number of dimensions of the input space and, therefore, is always lower than the number of patterns. If the number of dimensions is larger than the number of patterns, the patterns (assumed to be in general position) are linearly independent and the classes are separable, so there is no need to check for locking.
However, there are tight locking situations that are not detected by the heuristic presented above. An example of such a locking situation in two dimensions is presented in case B in Fig. 8 . In this particular situation, no subset of two points from one class and another point from the opposite class would determine a tight locking situation.
The second locking detection heuristic assumes that the number of patterns is larger than the dimensionality d (as justi®ed above) and that the locking is determined by several patterns from each class.
In these conditions, one could consider the d points closest to the dividing hyperplane from each class and calculate the hyperplane determined by them. If the two hyperplanes are close enough (the angle of their normals is less than the chosen tolerance e 0 ) and if the convex hulls determined by the projections on the dividing hyperplane intersect (and the intersection is not degenerate), then locking is present. The d closest points to the boundary are found and used to determine a border hyperplane for each class. The current separating hyperplane is compared with the two border hyperplanes. If all three are close to each other, the d closest points from each class are projected on Fig. 12 . A loose locking situation (condition 4). The projection of the white pattern x i is far from the centroid of the convex hull determined by the projections of patterns from C j . Fig. 11 . Left: a loose locking situation (condition 1). The projection of the white pattern does not fall within the convex hull determined by the projections on the separating hyperplane of the patterns from the opposite class. Middle: a loose locking situation (condition 2). Above, the convex hulls of the projections of the white and black patterns do not intersect on all dividing hyperplanes. Below, the hulls do intersect and the locking is tight. Right: a loose locking situation (condition 3). The white pattern is far from the furthest separating hyperplane. the boundary. If the hulls thus determined intersect in a nondegenerate way, locking is present. This heuristic is presented in Fig. 14. The tolerance of the locking is still inversely proportional to the distance from the patterns to the dividing hyperplane as described in the locking characterization above. Thus, theoretically, there exist situations in which the three hyperplanes used by the heuristic above are (almost) parallel 5 without a tight locking. This can happen if the two`clouds' of patterns are far from each other but the d closest patterns from each class happen to determine two parallel hyperplanes which are also parallel with the current separating hyperplane. The probability of such a situation is negligible and the heuristic does not take it into account. This heuristic needs O(m 1 1 m 2 ) operations to ®nd the d closest patterns and construct the border hyperplanes. In the best case, nothing more needs to be done. In the worst case, both convex hulls need to be re-constructed and this will take Od 2 1 d21=211 computations. In general, calculating the intersection of two polyhedrons in a d-dimensional space is computationally intensive. However, the algorithm does not require the computation of the intersection, but only the detection of such. A simple (but rather inef®cient) method for detecting such intersection is to consider each point in one of the hulls and classify all vertices of the other hull as either concave, supporting or re¯ex (as in Section 3.3.6 in Preparata & Shamos, 1985) which in turn can be done in Od 2 1 d21=211 in the worst case.
The characteristics of the heuristics presented above make them well suited for problems involving a large number of patterns in a relatively low dimensional space (less than ®ve variables) due to their worst-case behavior. In higher dimensional spaces, the savings in training time provided by detecting locking situations can be offset by the complexity of the computations necessary by the algorithms above and the use of the CBD technique without this enhancement is suggested. However, in low dimensional spaces, the locking detection can save up to 50% of the training time as shown by some of the experiments presented in the next section.
Experimental results
Hypotheses to be veri®ed by the experiments
A ®rst category of experiments was designed to investigate the effectiveness of the enhancements proposed above. These experiments compare results obtained with the plain CBD algorithm to results obtained by activating one enhancement at a time. Two criteria have been monitored: the size of the network and the duration of the training. Due to the fact that CBD can be used to generate either a 3-layer (hidden-AND-OR layers) or a 2-layer (hidden and output layers) architecture, the total number of units depends on this choice. Therefore, the size of the network was characterized only by the number of hyperplanes used (equal to the number of units on the ®rst hidden layer) as opposed to the total number of units. The locking detection is expected to bring an improvement of the training speed without affecting the number of hyperplanes used in the solution. The redundancy elimination is expected to reduce the number of hyperplanes used in the solution without affecting the training speed. 5 In d dimensions, the parallelism is not necessarily a symmetric relation. In this context, parallel is meant as`strictly parallel' (according to the de®nitions used in Borsuk, 1969) which is a symmetric relation.
These expectations, if con®rmed, would allow the redundancy elimination and the locking detection to be used simultaneously, summing their positive effects.
All enhancements have been experimented on three problems: the 2-spiral problem with 194 patterns, the 2-spiral problem with 770 patterns (for the same total lengthÐthree times around the origin) and the 2-grid problem (see Fig. 15 ). The 2-grid problem can be seen as a 2D extension of the XOR problem or as a 2D extension of the parity problem (in the 2-grid problem, the output should be 1ÐblackÐif the sum of the Cartesian coordinates is odd). We have chosen this extension to the parity problem for two reasons. Firstly, we believe it is more dif®cult to solve such a problem by adding patterns in the same number of dimensions instead of increasing the number of dimensions and looking merely in the corners of the unit hypercube. Secondly, we wanted to emphasize the ability of the technique to cope with real-valued input values, ability that differentiates CBD from many other constructive algorithms.
Due to the fact that different algorithms use a different amount of work per epoch or patterns, a machine independent speed comparison of various techniques is not a simple matter. In order to provide results independent of any particular machine, operating system or programming language, the training speed is reported by counting the operations performed by the algorithm, in a manner similar to that widely used in the analysis of algorithm complexity (Knuth, 1976) and to the`connection-crossings' used by Fahlman (Fahlman & Lebiere, 1990 ). Due to its constructive character and its guaranteed convergence properties, CBD exhibits excellent speed characteristics. A detailed explanation of the methods used to assess the training speed and speed comparisons with other algorithms are presented in Draghici (1995) . Those experiments showed CBD is a few orders of magnitude faster than backpropagation in dedicated, custom designed architectures and a few times faster than other constructive techniques such as divide-andconquer networks (Romaniuk & Hall, 1993) , on speci®c problems. The focus of the experiments presented here was to investigate the generalization properties of CBD and how they compare with the generalization properties of other neural and non-neural machine learning techniques.
Methods used
In order to compare the effects of a particular enhancement, a number of tests were performed using the algorithm with and without the enhancement. Each individual experiment was run in the same conditions for the two versions: the same initial weight state, order of the patterns, weightchanging mechanism, etc. The t-test was used to check whether the means of the two samples are signi®cantly different.
A second category of experiments was aimed at comparing the performances of the CBD algorithm with performances of other existing machine learning techniques. Here, the focus of the experiments was the generalization abilities of the techniques. We used the classical methods of leave-one-out and n-fold cross-validation as well as separate training and validation set, as appropriate (Breiman, Friedman, Olsen & Stone, 1984) .
Experimental results
The CBD was implements in C11 and Java. The results presented below were obtained with the Java version implemented by Christopher Gallivan.
Locking detection
The locking detection is expected to be more effective in some problems and less effective in others. In order to assess correctly the ef®ciency of this mechanism, a problem of each category has been chosen. A problem for which the locking detection mechanism was expected to bring an important improvement is the 2-spiral problem (proposed originally by Wieland and cited inLang & Witbrock, 1989) . This is because this problem is characterized by a relatively large number of patterns in the training set, a high degree of non-linearity and, therefore, needs a solution with a relatively large number of hyperplanes. Due to the distribution of the patterns, it was expected that some hyperplanes be locked into position by some close patterns. The results of 20 trials using 20 different orderings of the patterns in the training set containing 194 patterns are presented in Fig. 16 . The average number of operations (connection crossings) used by the variation without locking was 65,340,103.5. The locking detection version used only 32,192,110.8 operations which corresponds to an average speed improvement of 50.73%.
The t-test showed that the speed improvement is signi®-cant for the 5% level of con®dence. 6 The same test performed on data regarding the number of hyperplanes showed that there is no evidence that the locking affects the number of hyperplanes.
A problem for which the locking detection mechanism was not expected to bring such a spectacular improvement is the 2-grid problem presented in Fig. 15 . This problem is characterized by a relatively small number of patterns in a training set which is relatively sparsely distributed in the input space. Thus, it is probable that locking situations (with the same tolerance) appear less frequently during the training. Under these conditions, it is normal for the locking detection to show less improvement over the standard version of the algorithm. The results of 20 trials using different orderings of the pattern set are presented in Fig. 17 . The average number of operations without locking was 1,149,094.2 whereas the average number of operations with locking detection was 1,038,254.1. This corresponds to an average improvement of 9.65%. The t-test shows that the improvement is statistically signi®cant for the given con®dence level even for this problem.
Redundancy elimination
As the constraint based decomposition technique is more sensitive to the order of the patterns in the training set than to the initial weight state, 20 trials with different orderings of the patterns in the pattern set were performed with and without checking for redundant hyperplanes. The results are presented in Fig. 18 for the 2-spiral problem. The order of the patterns in the training set was changed randomly before each trial. For each trial, the same random permutation of the patterns in the pattern set was used for both the standard and the enhanced versions of the algorithm. The standard version of the algorithm solved the problem with an average number of 87.65 hyperplanes. The enhanced version of the algorithm with the redundancy check solved the same problem with an average of 58.8 hyperplanes which represents an average improvement of 32.92%.
The t-test shows that the effect of the redundancy elimination upon the number of hyperplanes is signi®cant. The ttest performed on the number of operations shows that there is no evidence that the redundancy elimination affects signi®cantly the training speed.
The algorithm was also tested on a pattern set of the same 2-spiral problem containing 770 patterns. The results are summarized in Fig. 18 . The standard version of the algorithm solved the problem with an average number of 186.50 hyperplanes (over 16 trials). The enhanced version of the algorithm with the redundancy check solved the same problem with an average of 99.19 hyperplanes which represents an improvement of 46.82%. The t-test shows that the improvement is statistically signi®cant for the 5% con®-dence level.
The same comparison was performed for the 2-grid problem (see Fig. 19 ). The standard version of the algorithm solved the problem with an average number of 12.45 hyperplanes (over the 20 trials). The redundancy elimination reduced the number of hyperplanes to an average of 11.05 which represents an improvement of 11.24%. The t-test shows that the improvement is statistically signi®cant for the 5% con®dence level.
The experiments performed above showed that the redundancy elimination is a reliable mechanism that provides more compact architectures on a consistent basis with minimal computational effort. However, the locking detection mechanism proposed is only useful in problems with a low number of dimensions. This is because the computational effort necessary to compute the convex hulls and their intersection depends exponentially on the number of dimensions and becomes quickly more expensive than the computational effort involved in using a time-out limit. Therefore, we propose CBD with redundancy elimination as the main tool for practical use while the locking detection is only an option useful in low dimensional problems.
Generalization experiments
In order to evaluate the generalization properties of the algorithm, we have conducted experiments on a number of classical real-world machine learning data sets. The data sets used included binary, n-ary, class-labeled and realvalued problems (Blake, Keogh & Merz, 1998) . A summary of the data sets used is given in Table 1 .
The experiments aimed at assessing the generalization abilities of the networks constructed by the CBD algorithm were performed with redundancy elimination, but without locking detection. The current implementation is able to deal with multiclass problems and does so using the third approach described in the section dealing with multiclass classi®cation. This approach chooses randomly one pattern from any class for every region in which the function is called. Subsequently, the patterns from the same class as the pattern chosen will be separated from the other patterns. We shall refer to the CBD with redundancy elimination, without locking detection and with the multiclass capabilities as the standard CBD (or simply CBD) for the remainder of this paper.
We have compared the results provided by CBD with the results obtained with several machine learning techniques: CN2 (Clark & Niblett, 1989) , C4.5 (Quinlan, 1993) , CLEF Utgoff & Precup, 1997 , 1998 ) and a symbolic AI system ELEM2 (An & Cercone, 1998) . CN2 and C4.5 are well known techniques for constructing classi®ers from examples. CLEF is a variation of a linear machine combined with a non-linear function approximator that constructs its own features. ELEM2 is a state-of-the-art technique able to assess the degree of relevance of various instances and generate classi®cation rules accordingly. Also, ELEM2 is able to handle inconsistent data sets and uses pruning and post-pruning quality measures to improve the generalization abilities of the model constructed.
A summary of the experimental results comparing CN2, C4.5, ELEM2, CLEF and CBD is given in Table 2 . The accuracy values reported for the CBD were obtained by averaging the accuracies obtained on the validation set over a set of 10 trials for each problem. The weight changing mechanism was the delta rule with a learning rate of 0.9. The values for CN2, C4.5 and ELEM2 are quoted from An and Cercone (1998) . The accuracy values for CLEF are those reported in Precup and Utgoff (1998) . Of the six realworld problems studied, CBD yielded the best generalization results in three of them and second best on two of the remaining three. Even on the glass problem on which CBD performed worst (third best overall), the difference between CBD's performance and the best performing algorithm in this group was only 6%.
The results provided by the CBD algorithm do not depend very much on the initial weight state. Several trials performed with different initial weight states yielded practically the same solutions. Also, CBD seems to be rather insensitive to large variations of the learning rate for many weight changing mechanisms used. For instance, varying the learning rate between 0.25 and 0.9 produced differences of only 2% in the average accuracy. These characteristics of the CBD algorithm can be seen as advantages and show its Fig. 19 . Comparison between the number of hyperplanes (hidden units on the ®rst layer) used by the technique with and without the check for redundancy. The training set is that of the 2-grid problem containing 20 patterns. robustness to parameter variations. The single most important factor for CBD is the order of the patterns in the training set. As shown in Draghici (1995) , this can be used to improve the generalization and to force the CBD to ®nd solutions with certain desired characteristics. In the experiments presented here, this feature of the algorithm was not used. This was done in order to study its performances in those situations when there is no a priori knowledge about the pattern set and/or no bias towards certain types of solutions. In order to study the numerical stability of the algorithm and its sensitivity to the order of the patterns in the training set, each experiment was performed 10 times for each problem and was preceded by a random permutation of the patterns. The number of trials was chosen equal to 10 so that the ®gures obtained for the standard deviation could be compared with the ®gures reported in An and Cercone (1998) . The comparison of these standard deviations (shown in Table 3 ) illustrates the fact that CBD is extremely consistent and reliable. CBD's standard deviation oscillates between 1/10 and 1/2 of that of the next best algorithm.
Another set of experiments further compared CBD with the results of several other machine learning algorithms including C4.5 using classi®cation rules (Quinlan, 1993) , incremental decision tree induction (ITI) (Utgoff, 1989; Utgoff, Berkman & Clouse, 1997) , linear machine decision tree (LMDT) (Utgoff & Brodley, 1991) , learning vector quantization (LVQ) (Kohonen, 1988 (Kohonen, , 1995 , induction of oblique trees (OCI) (Heath & Salzberg, 1993; Murthy, Kasif, Salzberg & Beigel, 1993) , Nevada backpropagation (NEVP) (http://www.scsr.nevada.edu/nevprop/), k-nearest neighbors with k 5 (K5), Q* and radial basis functions (RBF) (Musavi, Ahmed, Chan, Faris & Hummels, 1992; Poggio & Girosi, 1990) . The Q* and RBF are available as options in Tooldiag (Rauber, Barata & Steiger-Garcao, 1993 ). An excellent comparison between these algorithms can be found in Eklund (2000) . Fig. 20 presents the comparison between the average accuracy obtained by CBD and the algorithms mentioned above. For this set of experiments, the data were randomly split into a training set containing 80% of the data and a validation set containing 20% of the data. The average reported was obtained over ®ve trials with the accuracy measured on the validation set only. CBD was used with the delta rule (0.9 learning rate), redundancy and no locking detection. The time-out limit was set at 700 epochs on all experiments.
The comparison presented in Fig. 20 shows that CBD yielded accuracies close to the best accuracy for most individual problems. Standard deviations for the same set of problems and algorithms are given in Fig. 21 . CBD has the second best average accuracy and the best standard deviation. The problem on which CBD performed worst in this set of experiments is TicTacToe on which CBD yielded an accuracy about 24% lower than that of the best algorithm (C4.5 rules with 99.17%). All results were obtained using the standard CBD and default values for all parameters. Better accuracies for this (and any) particular problem may be obtained by tweaking the various parameters that control the training. If the delta rule is used, the maximum number of epochs speci®es the amount of effort that the algorithm should spend in trying to optimize the position of one individual hyperplane. If this value is low (e.g. 50), CBD will produce a network with more hyperplanes. If this value is higher (e.g. 1500), CBD will spend a fair amount of time optimizing individual hyperplanes and the architecture produced will be more parsimonious with hyperplanes. Conventional wisdom based on Occam's razor and the number of free parameters in the model suggests that a more compact architecture is likely to provide better generalization performance. Such expectations are con®rmed on most problems. Fig. 22 presents the variations in the number of hyperplanes and the accuracy as functions of the maximum number of epochs for the balance and iris data sets. Each data point on these curves was obtained as an average of ®ve trials. It is interesting to note that both the accuracy and the number of hyperplanes remain practically constant for a very large range of values of the maximum epochs parameter showing that CBD is very stable with respect to this parameter. It is only at the very low end of the range (maximum number of epochs less than 200) that one can see a noticeable increase in the number of hyperplanes used and a corresponding decrease in the accuracy.
Redundancy elimination and generalization
Another question that one may ask regards the effects of the redundancy elimination upon the generalization performance of the algorithms. This question is particularly important since the redundancy elimination option is on by default in the standard version of CBD.
If reducing the number of hyperplanes used has the consequence of deteriorating the generalization performance, then one may not always want the solution with the fewest hyperplanes. In order to ®nd out the effects of the redundancy elimination mechanism upon the generalization performance of the solution network, a number of experiments have been performed with and without the redundancy elimination. As an example, Fig. 23 presents some results obtained with and without redundancy for several problems from the UCI machine learning repository. No statistically signi®cant Fig. 20 . The generalization performance comparison between CBD and with several existing neural and non-neural machine learning algorithms on various problems from the UCI machine learning repository. The cross stands for unavailable data. CBD provides the second best average accuracy on the problems tested. Fig. 21 . The standard deviations of CBD and the other machine learning algorithms on several problems from the UCI machine learning repository. CBD yielded the lowest standard deviation on the problems tested. differences were observed between the generalization performance obtained with and without redundancy.
Training speed
The training speed is in¯uenced mainly by two factors: the weight changing mechanism and the locking detection mechanism. The default weight changing mechanism is the delta rule. The perceptron rule provides training times slightly shorter. More complex weight changing mechanisms may be expected to yield training times directly proportional to their complexity.
As discussed, the locking detection mechanism is only effective in spaces with a low number of dimensions. In higher dimensional spaces, it is more ef®cient to use a time-out condition on the number of epochs. In general, the shorter the time-out value the faster the training. However, such adjustments need to be made with care since the time-out value also in¯uences the generalization performance through the number of hyperplanes used (see the discussion in the section on generalization). The default value for the time-out condition is 700 epochs. This value has been found to provide a good compromise between the training speed and the generalization results. However, a value as low as 150 epochs is suf®cient to provide good generalization in many cases. Table 4 presents typical training times for 10 problems from the UCI machine learning repository on a modest laptop with a Pentium III processor running at 500 MHz and 256 M of RAM. The values have been averaged over ®ve trials and rounded to the nearest second. Note that each trial is a 10-fold cross-validation experiment which involves training 90% of the patterns 10 times. Such training speed represents an improvement of several orders of magnitude with respect to standard backpropagation and of approximately 300% with respect to comparable constructive algorithms such as divide-and-conquer networks (Romaniuk & Hall, 1993) . A more detailed speed comparison can be found in Draghici (1995) . However, such comparisons are only approximate due to the fact that the speed of most other algorithms is reported only in CPU time on various platforms. Fig. 22 . Number of hyperplanes (left axis) and accuracy (right axis) as functions of the maximum number of epochs for the Balance (left) and Iris (right) data sets. Both curves are very¯at for a large range of the maximum number of epochs showing that CBD is very stable with respect to this parameter. However, as the time-out limit becomes very small the algorithm deploys more hyperplanes than necessary and the accuracy starts to degrade. Fig. 23 . The effects of the redundancy elimination mechanism on the generalization capabilities of the solution.`R' denotes experiments performed with the redundancy elimination mechanism enabled while`NR' denotes experiments performed with the mechanism disabled. No statistically signi®cant differences were observed.
In order to gain a better understanding of the relationship between the maximum number of epochs and the results of the training, we have plotted the number of hyperplanes used and the training time as functions of the maximum number of epochs. In order to identify easily the point where the generalization starts to deteriorate, we have also plotted the generalization accuracy on the same plot. Fig. 24 presents these dependencies for the balance and iris data sets. Each data point on these curves was calculated as an average of ®ve trials. As expected, there is an almost linear dependency between the maximum epochs parameter and the total number of epochs performed. Furthermore, the total number of epochs is directly proportional to the training time. However, in all cases, the accuracy¯uctuates very little for a very large range of the maximum number of epochs. This shows that CBD is very stable with respect to the choice of this parameter. However, if the maximum number of hyperplanes is chosen to be very small, the performance does deteriorate. This is to be expected, since for a very small time-out limit the algorithm does not have the chance to adjust the position of the hyperplane in order to classify correctly the patterns in the given subgoal. In consequence, the algorithm will use more hyperplanes than normally and will over®t the data. This is seen clearly on the graph for a maximum number of epochs less than 100 when the number of hyperplanes starts to increase and the accuracy starts to decrease. This is followed by a more abrupt degradation for values less than 50.
Discussion
This section will present some techniques that are related in various ways with CBD. The main differences and similarities between CBD and each such technique will be summarized brie¯y. This enumeration of related techniques is by no means exhaustive. Some reviews of these and other very good constructive algorithms together with a general review of various constructive approaches can be found in Fiesler (1994); Fiesler and Beale (1996) ; Kwok and Yeung (1997b) ; S Â mieja (1993); Thimm and Fiesler (1997) .
In its simplest form, the CBD algorithm can be seen as building a decision tree. For an excellent review of decision tree techniques see Murthy (1995) . In particular, the entropy nets of Sethi (see Sethi, 1990; Sethi & Otten, 1990 ) use a decision tree to classify the regions and two layers of weights, one for logical AND and one for logical OR. These layers are similar to those used by CBD. However, building the decision tree can be a very lengthy process because it involves testing many candidate questions for Table 4 The training time of CBD on several problems from the UCI machine learning repository. The values reported are averages over ®ve trials using a time-out limit of 700 epochs and 10-fold cross-validation. Note that one such trial actually trains 90% of the patterns 10 times. each node in the tree. For instance, CART (Classi®cation and Regression Trees) uses a standard set of candidate questions with one candidate test value between each pair of data points. A candidate question is of the form {Is x m , c} where x m is a variable and c is the test value for that particular variable. At each node, CART searches through all the variables x m , ®nding the best split c for each. Then the best of the best is found (Breiman et al., 1994) . For a problem in a high dimensionality space and many input patterns, this can be a very time consuming process. On the other hand, the techniques which build a network by converting a decision tree offer some intrinsic optimization. Usually, in the process of building the tree, some measures are taken to ensure that the splits optimize some factors such as the information gain. CBD builds up the desired I/O surface gradually, one region after another. The idea of locally constructing the I/ O shape is present in all radial basis funtion (RBF) algorithms (Broomhead & Lowe, 1988; Moody & Darken, 1989; Musavi et al., 1992; Poggio & Girosi, 1990) . In the RBF case, one unit with a localized activation function will ensure the desired response for a small region of the I/O space. However, there are situations in which a net building piecewise linear boundaries is better than an RBF net. Furthermore, for an RBF net to be ef®cient, a pre-processing stage must be performed and parameters such as radii of the activation functions, their shape and orientation, the clustering, etc. must be calculated. By contrast, CBD is relatively simple.
On the other hand, an RBF network will respond only to inputs which are close to the inputs contained in the training set. For completely unfamiliar inputs, the RBF network will remain silent, automatically signaling its incompetence. In contrast, CBD networks (as any other networks using hyperplanes) automatically extend their trained behavior to in®-nity. This means that they produce some response for any input, no matter how unfamiliar this is. The potential problems induced by such behavior can be eliminated by using techniques for validating individual outputs (Bishop, 1994; Courrieu, 1994) .
A constructive algorithm related both with CBD and RBFs is DistAI presented in Yang, Honavar (1998), Yang, Parekh, Honavar and Dobbs (1999) . DistAI constructs a single layer of hyper-spherical threshold neurons which exclude clusters of training patterns belonging to the same class. However, in DistAI, the weights and thresholds of the neurons are determined directly by comparing the distances between various patterns whereas in CBD the weights are trained in an iterative process.
The ideas of training only one neuron at a time and building the set gradually are present in most constructive algorithms. The upstart algorithm (Frean, 1990 ) builds a hierarchical structure (which can be reduced eventually to a 2-layer net) by starting with a unit and adding daughter units which cater for the misclassi®cations of the parents. Sirat and Nadal (1990) proposed a similar algorithm. Other interesting constructive techniques are sequential learning (Marchand, Golea & Ru Âjan, 1990) , the patch algorithm (Barmeka, Andree & Taal, 1993) , the oil-spot algorithm (Frattale-Mascioli & Martinelli, 1995) and the techniques presented in Muselli (1995); Ru Âjan and Marchand (1989) . Mezard and Nadal (1989) proposed a tiling algorithm which starts by training a single unit on the whole training set. The training is stopped when this unit produces the correct target on as many patterns as possible. This partial-solution weight state is given by Gallant's pocket algorithm (Gallant, 1986) that assumes that if the problem is not linearly separable the algorithm will spend most of its time in a region of the weight space providing the fewest errors. However, all these techniques work for binary units only. Even in its simplest form, the CBD can deal with both binary and real-valued inputs. Furthermore, it can be easily extended in several ways to continuous inputs and outputs.
A recent paper (Parekh, Yang & Honavar, 2000) presents two constructive algorithms able to cope with multiple classes. MPyramid-real and MTiling-real are two algorithms that extend the pyramid and tiling algorithms, respectively, and are able to deal with real inputs and multiple output classes. The problem of how to extend constructive algorithms from two classes to multiclass classi®cation is also thoroughly discussed in Draghici (1995) and Parekh, Yang and Honavar (1995) . Biehl and Opper (1991) present a tiling-like constructive algorithm for a parity-machine. Buhot and Gordon (2000) derive upper and lower bounds for the typical storage capacity of this constructive algorithm.
The Cascade Correlation (CC) net proposed by Fahlman and Labiere (1990)uses the whole pattern set to construct an architecture of cascading units. In general, using the whole training set has the advantage that the solution can be optimized from some point of view. In CC's case, the weights are chosen so that the correlation between the output of the last added unit and the output is maximum. This ensures that the unit is as useful as possible in the given context. Because of this, in general, CC will construct networks that use slightly fewer hidden units than CBD. However, the generalization provided by CBD is comparable with the generalization offered by CC. Various extensions and modi®cations of the original cascade correlation have been proposed. These include improvements of the initialization ( Lehtokangas, 1999a; Liang & Dai, 1998) , improving generalization through avoiding over®tting (Tetko & Villa, 1997a,b) , a projection pursuit perspective (Hwang, You, Lay & Jou, 1996) and many others. Cascade correlation has also been modi®ed for recurrent networks (Fahlman, 1991) , parallel execution (Springer & Gulati, 1995) , use with limited precision weights in hardware implementations (Ho Èhfeld & Fahlman, 1992) and combined with other techniques such as ARTMAP (Tan, 1997 ). An empirical evaluation of six algorithms from the cascade correlation family is presented in Prechelt (1997) .
A technique closely related to cascade correlation is the Cascade Error Projection (CEP) proposed in Duong and Daud (1999) . The architecture generated by CEP is very similar to the original CC architecture and is generated in a similar manner, but using a different criterion. Because of this, the resulting network has several characteristics that makes it suitable for hardware implementation in VLSI. The extentron proposed by Baffes and Zelle (1992) grows multilayer networks capable of distinguishing non-linearly separable data using the perceptron rule for linear threshold units. The extentron looks for the best hyperplane relative to the examples in the training set. The extentron approaches the problem of separating non-linearly separable sets by connecting each hidden unit both to all the inputs and to all the previous units. Thus, the dimension of the problem's space is extended and the problem could become linearly separable. In the worst case, each unit will separate a single pattern, but experiments showed that this does not happen unless the problem is`pathologically dif®cult' (the 2-spiral problem is quoted as such a problem). Experiments showed that CBD is more ef®cient than this even in solving the 2-spiral problem. If the extentron is coupled with an output layer trained by backpropagation (in order to cope with continuous values), the large number of layers is an important disadvantage due to error attenuation across layers. The architecture generated by CBD always contains the same number of layers and does not have this problem if the network is to be subsequently trained with backpropagation. Furthermore, if the extentron architecture were to be implemented in hardware, synchronization problems might arise due to the existence of paths with very different lengths between input and output. This problem is not present in the case of the solution generated by CBD. Romaniuk and Hall (1993) proposed a divide-andconquer net which builds an architecture similar to that of a cascade correlation network. Their divide-and-conquer strategy starts with one neuron and the entire training set. If the problem is linearly inseparable (which is the usual situation), the ®rst training is bound to fail and this is detected by a time-out condition. In comparison, CBD starts with the minimum problem which is guaranteed to have a solution. The divide-and-conquer technique has a more complicated pattern presentation algorithm and requires a pre-processing stage in which the nearest neighbor is found for each pattern in the training set.
The CARVE algorithm (Young & Downs, 1998 ) constructs the network through adding hidden units which carve the patterns of one class out of the whole pattern set. The locking detection mechanism of the CBD technique and the CARVE algorithm are both inspired by and make use of classical computational geometry techniques such as the gift wrapping method of constructing the convex hull. However, the convex hull search is the centerpiece of the CARVE algorithm (thus making it computationally expensive), whereas in CBD it is used only as an optional enhancement (Draghici, 1996) . The connection between linear separability and convex hulls has also been studied extensively by others (see for instance Bennett & Bredensteiner, 1998) .
The CLEF algorithm proposed in Precup and Utgoff (1998) combines a version of a linear machine with a nonlinear function approximation that constructs its own features (Utgoff & Precup, 1997 , 1998 . Kwok and Yeung (1997b) study a number of objective functions for training hidden units in constructive algorithms. Kwok and Yeung (1997a) study the use of constructive algorithms for structure learning in regression problems. Treadgold and Gedeon (1999a) investigate the generalization abilities of constructive cascade algorithms. The Casper algorithm (Treadgold & Gedeon, 1997 , 1998 , 1999b addresses the issue of the amount of regularization necessary in order to obtain good generalization. Hosseini and Jutten (1999) propose a constructive approach in which the target network is constructed by adding small, variablesize accessory networks as opposed to adding simple units.
Campbell and Vicente (1995) present a constructive algorithm that can perform classi®cation of binary or analog input data using only binary weights. Such weights are particularly interesting for a hardware implementation. An adaptation of CBD for similar purposes is discussed in Draghici (1998) and Draghici, Beiu & Sethi (1997) .
A constructive backpropagation algorithm is presented in Lehtokangas (1999a) . This algorithm combines the classical idea of backpropagating the error with the constructive approach of adding units as they are needed. Structure adaptation features of constructive backpropagation include the ability to delete units in order to improve generalization. The algorithm was tested in modeling problems and shown to be better than cascade correlation for the problem studied. A version of this algorithm adapted for recurrent networks is presented in Lehtokangas (1999a) . Thimm and Fiesler (1997) use a Boolean approximation of the given problem to construct an initial neural network topology. Subsequently, this network is trained on the original real-valued data. The resulting topology is shown to exhibit better generalization capabilities than fully connected high order multilayer perceptrons.
In Hammadi, Ohmameunda, Kaneo & Ito (1998) , a dynamic constructive algorithm is used to construct fault tolerant feedforward networks. This dynamic constructive fault tolerant algorithm (DCFTA) estimates a relevance factor for each weight and uses it to update the weights in a selective manner.
Conclusions
This paper presented the Constraint Based Decomposition (CBD) as a constructive algorithm with guaranteed convergence, fast training and good generalization properties. The CBD training algorithm is composed of any weight updating algorithm able to train a single neuron (perceptron, delta rule, etc.), a pattern presentation algorithm and a network construction method. CBD is able to deal with binary, n-ary, class-labeled and real-valued problems as exempli®ed in the experiments presented. Like any constructive algorithm, CBD does not need an a priori guess of the necessary network architecture since it constructs a suf®ciently powerful architecture during the training. Furthermore, CBD can provide a symbolic description found for any classi®cation problem thus being more transparent than other neural network algorithms. For realvalued problems, this symbolic solution is limited to describing the partitioning of the input space.
The paper also presented two enhancements of the CBD approach: the locking detection and redundancy elimination. The locking detection technique uses a computational geometry approach to detect those situations in which the current hyperplane is locked into its current position by some of the patterns in the current subgoal. The elimination of such problems can increase the speed of the training. However, in high dimensional spaces the computational effort required by this detection might offset the speed gain obtained through the elimination of the linearly inseparable problems. Therefore, the use of this enhancement is only recommended for low dimensional spaces (less than ®ve).
The redundancy elimination technique eliminates locally and globally redundant hyperplanes. Thus, the algorithm ensures that the ®nal solution will not contain any useless hyperplanes (neurons). The technique achieves the goal normally accomplished by a pruning technique. However, the redundancy elimination has the added advantages that: (i) the technique is integrated into the convergence process; (ii) the units are eliminated on-line, during the training; and, thus, (iii) no training time is wasted on units that will eventually be eliminated.
The experiments presented showed that the technique is able to cope successfully with a variety of problems ranging from classical toy-problems like XOR, parity and 2-spirals up to real-world problems.
CBD was compared with C4.5, C4.5 with rules, incremental decision trees, oblique classi®ers, linear machine decision trees, CN2, learning vector quantization, backpropagation, nearest neighbor, Q* and radial basis functions on Glass, Ionosphere, Lung cancer, Wine, Pima Indians, Bupa, TicTacToe, Balance, Iris, Lenses and Zoo from the UCI machine learning repository. The cross-validation experiments performed showed that the technique builds fast and reliable solutions that have generalization performances that compare favorably with those of several other machine learning algorithms. The CBD technique may be an argument against the idea that constructive techniques trade generalization for training speed. Perhaps one can have both reliability and good generalization at the same time, after all. By performing comparisons with non-neural techniques, we think we have also shown that modern neural network techniques can compete successfully with any other learning paradigm.
