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1. Introduction
A central question in number theory is to gain an understanding of character sums
Sχ (x) =
∑
nx
χ(n),
where χ is a Dirichlet character modulo q. When q = p is a prime number and χp = ( ·p ) is the
Legendre symbol modulo p, the character sums Sp(x) = Sχp (x) encode information on the distribution
of quadratic residues and non-residues modulo p (see for example Davenport and Erdös [5], and
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2780 Y. Lamzouri, A. Zaharescu / Journal of Number Theory 132 (2012) 2779–2792Peralta [13]). In particular, bounds for the order of magnitude of Sp(x) lead to results on the size
of the least quadratic non-residue modulo p (see the work of Ankeny [2]; Banks, Garaev, Heath-
Brown and Shparlinski [3]; Burgess [4]; Graham and Ringrose [6]; Lau and Wu [10]; Linnik [11]; and
Montgomery [12]).
Quadratic residues and non-residues appear to occur in a rather random pattern modulo p, which
suggests that the values of χp(n) mimic a random variable that takes the values 1 and −1 with equal
probability 1/2. This fact was recently exploited by Granville and Soundararajan [7] while investigat-
ing the distribution of the values of Dirichlet L-functions attached to quadratic characters at s = 1.
Furthermore, a result of Davenport and Erdös [5] shows that short real character sums are indeed
random in some sense. More speciﬁcally, they established that the values Sp(n + H) − Sp(n) are dis-
tributed according to a Gaussian distribution of mean zero and variance H as H → ∞ in the range
log H/ log p → 0 when p → ∞.
In this paper, we investigate a new aspect of the randomness of these character sums. To describe
our results, we ﬁrst need some notation. Let F (X) be a square-free polynomial of degree dF  1 over
the ﬁnite ﬁeld Fp = Z/pZ, and deﬁne
Sp(F ,k) :=
∑
nk
χp
(
F (n)
)
,
for all positive integers k  p. Moreover, let Φp(F ;m,a) be the proportion of positive integers k  p
for which Sp(F ,k) ≡ a mod m; that is
Φp(F ;m,a) = 1
p
∣∣{1 k p: Sp(F ,k) ≡ a modm}∣∣.
Since the values χp(F (n)) are expected to be randomly distributed, one might guess that
Φp(F ;m,a) ∼ 1/m for all a mod m as p → ∞. We show that this is indeed the case in Corollary 1
below, uniformly for all m in the range m = o((log p)1/3) as p → ∞. Our strategy is to introduce a
probabilistic model for the values Sp(F ,k) based on random walks. A simple random walk on Z is a
stochastic process {Sk}k1 where
Sk = X1 + · · · + Xk,
and {X j} j1 is a sequence of independent random variables taking the values 1 and −1 with equal
probability 1/2 (for further reference see Spitzer [14]). We shall model the values Sp(F ,k) mod m by
the stochastic process {Sk mod m} which may be regarded as a simple random walk on the additive
group Z/mZ. To this end we consider the random variable
Φrand(N;m,a) := 1N
∣∣{1 k N: Sk ≡ a mod m}∣∣.
Here and throughout E(Y ) will denote the expectation of the random variable Y . We ﬁrst study the
probabilistic model and prove
Proposition 1. Let m 2 be a positive integer. Then, for all N m we have
m−1∑
a=0
E
((
Φrand(N;m,a) − 1m
)2)
 m
N
.
Using Proposition 1, we establish an analogous estimate for the second moment of the difference
Φp(F ;m,a) − 1/m (which may be regarded as the “variance” of Φp(F ;m,a)).
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Then, for any integer 2m  (log p)1/2 we have
m−1∑
a=0
(
Φp(F ;m,a) − 1
m
)2
dF
m
log p
.
As a consequence, we obtain
Corollary 1. Let p be a large prime number and F (X) ∈ Fp(X) be a square-free polynomial of degree dF  1.
Then, for any integer 2m  (log p)1/3 , we have uniformly for all 0 am− 1
Φp(F ;m,a) = 1
m
+ OdF
(√
m
log p
)
.
Moreover, if m = o(√log p) then for m− o(m) choices of a mod m we have
Φp(F ;m,a) ∼ 1
m
.
Let Rp(F ,k) be the number of positive integers n  k such that F (n) is a quadratic residue mod-
ulo p, and similarly denote by Np(F ,k) the number of n k for which F (n) is a quadratic non-residue
mod p. Using a slight variation of our method we also prove that the values Rp(F ,k) (and Np(F ,k))
are uniformly distributed in residue classes modulo m. In this case, the corresponding probabilistic
model involves random walks on the non-negative integers, where each step is 0 or 1 with equal
probability. Deﬁne
Φ˜p(F ;m,a) = 1
p
∣∣{1 k p: Rp(F ,k) ≡ a modm}∣∣.
Then, using a similar result to Proposition 1 in this case (see Proposition 2.2 below) we establish
Theorem 2. Let p be a large prime number and F (X) ∈ Fp(X) be a square-free polynomial of degree dF  1.
Then, for any integer 2m  (log p)1/2 we have
m−1∑
a=0
(
Φ˜p(F ;m,a) − 1
m
)2
dF
m
log p
.
A similar result holds replacing Rp(F ,k) with Np(F ,k).
An important question in the theory of random walks on ﬁnite groups is to investigate how close
is the distribution of the k-th step of the walk to the uniform distribution on the corresponding
group (see for example Hildebrand [8]). In our case this corresponds to investigating the distribution
of Sk mod m. Deﬁne
Ψrand(k;m,a) = Prob(Sk ≡ a mod m).
Proposition 2. Let m 3 be an odd integer and 0 am− 1. Then
Ψrand(k;m,a) = 1m + O
(
exp
(
−π
2k
3m2
))
.
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k/m2 → ∞. Although this result is classical (see for example Theorem 2 of Aldous and Diaconis [1]),
we chose to include its proof for the sake of completeness.
We now describe an analogous result that we derive for character sums. Let N be large, and for
each prime p  N , we consider the walk on Z/mZ whose i-th step corresponds to the value of
χp(qi) mod m, where qi is the i-th prime number. One might guess that as p varies over the primes
below N , the distribution of the k-th step of this walk will be close to the uniform distribution in
Z/mZ, as N,k → ∞ if m = o(k1/2). Deﬁne
Sk(p) =
∑
jk
χp(q j),
and
ΨN(k;m,a) = 1
π(N)
∣∣{p  N: Sk(p) ≡ a mod m}∣∣.
Here and throughout log j will denote the j-th iterated logarithm, so that log1 n = logn and log j n =
log(log j−1 n) for each j  2. We prove
Theorem 3. Fix A  1. Let N be large, and k A(log2 N)/(log3 N) be a positive integer. Then we have
ΨN(k;m,a) = Ψrand(k;m,a) + O A
(
1
logA N
)
.
Hence, using Proposition 2 we deduce
Corollary 2. Let m be an odd integer such that 3m k1/2 . Then under the same assumptions of Theorem 3
we have uniformly for all 0 am− 1 that
ΨN(k;m,a) = 1
m
+ O A
(
exp
(
−π
2k
3m2
)
+ 1
logA N
)
.
We remark that under the assumption of the Generalized Riemann Hypothesis for Dirichlet
L-functions, we can improve the range of validity of Theorem 3 to k  (logN)/(log2 N).
2. Random walks on the integers modulom
In this section we shall study the distribution of the random walk {Sk mod m}k1 and prove
Propositions 1 and 2. Here and throughout we shall use the notation em(x) = exp( 2π ixm ). Recall the
orthogonal relation
1
m
m−1∑
t=0
em(tn) =
{
1 if n ≡ 0 mod m,
0 otherwise.
(2.1)
We begin by proving Proposition 2 ﬁrst, since its proof is both short and simple.
Proof of Proposition 2. Recall that
Ψrand(k;m,a) = Prob(X1 + · · · + Xk ≡ a mod m) = 1
2k
∑
v=(v1,...,vk)∈{−1,1}k
v +···+v ≡a mod m
1.1 k
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Ψrand(k;m,a) = 1
2km
∑
v=(v1,...,vk)∈{−1,1}k
m−1∑
t=0
em
(
t(v1 + · · · + vk − a)
)
. (2.2)
The contribution of the term t = 0 to the above sum equals 1/m. Moreover, since ∑α∈{−1,1} em(αt) =
2cos(2πt/m), then the contribution of the remaining terms equals
1
2km
m−1∑
t=1
em(−at)
∑
v=(v1,...,vk)∈{−1,1}k
em
(
t(v1 + · · · + vk)
) = 1
m
m−1∑
t=1
em(−at) cos
(
2πt
m
)k

(
max
1tm−1
∣∣∣∣cos(2πtm
)∣∣∣∣)k.
To complete the proof, it suﬃces to show that
max
1tm−1
∣∣∣∣cos(2πtm
)∣∣∣∣ 1− π23m2 . (2.3)
If m 5 is odd, then
max
1tm−1
∣∣∣∣cos(2πtm
)∣∣∣∣= cos(2πm
)
 1− 4π
2
3m2
,
since cos(x)  1 − x2/3 for 0  x  π/2. Now, when m = 3 we have max1t2 | cos(2πt/m)| =
cos(π/m) 1− π2/(3m2) as desired. 
In order to establish Proposition 1, we require the following lemma.
Lemma 2.1. If m 2 is an integer, then
m−1∑
t=1
∑
1 j1< j2N
cos
(
2πt
m
) j2− j1
mN min(m,√N),
and
m−1∑
t=1
∑
1 j1< j2N
(
1+ em(t)
2
) j2− j1
mN min(m,√N).
Proof. We prove only the ﬁrst statement, since the proof of the second is similar. For d ∈ {1, . . . ,
N − 1}, the number of pairs 1 j1 < j2  N such that j2 − j1 = d equals N − d. Therefore, the sum
we are seeking to bound equals
S =
m−1∑ N−1∑
(N − d) cos
(
2πt
m
)d
. (2.4)t=1 d=1
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N−1∑
d=1
(N − d)(−1)d  2N,
we deduce
S  N + N
N−1∑
d=1
k∑
t=1
∣∣∣∣cos(2πtm
)∣∣∣∣d.
Moreover, since | cos(x)| = | cos(π − x)| and cos(x) 1− x2/3 e−x2/3 for 0 x π/2 then
∣∣∣∣cos(2πtm
)∣∣∣∣
⎧⎪⎪⎪⎨⎪⎪⎪⎩
e
−8 t2
m2 if 1 t m/8,√
2
2 ifm/8< t < 3m/8,
e
−8 (
m
2 −t)2
m2 if 3m/8 t  k.
This yields
S  N +mN
N−1∑
d=1
(√
2
2
)d
+ N
N−1∑
d=1
∑
1tm/8
exp
(
−2t
2d
m2
)
mN +mN
N−1∑
d=1
e
− d
m2√
d
,
which follows from
∑
1tm/8
exp
(
−2t
2d
m2
)

m/8∫
1
exp
(
−2x
2d
m2
)
dx  m√
d
exp
(
− d
m2
)
.
To conclude the proof it suﬃces to show that
N−1∑
d=1
e
− d
m2√
d
 min(√N,m). (2.5)
The ﬁrst bound follows easily from the fact that
∑N−1
d=1 1/
√
d = O (√N). To obtain the second bound
note that
N−1∑
d=1
e
− d
m2√
d

m2∑
d=1
1√
d
+
∑
d>m2
e
− d
m2√
d
m+
∞∫
m2
e
− x
m2√
x
dx m,
as desired. 
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Φrand(N;m,a) = 1N
N∑
j=1
Y j where Y j =
{
1 if S j ≡ a mod m,
0 otherwise.
On the other hand, if v = (v1, . . . , vN ) ∈ {−1,1}N , then (2.1) yields
∣∣{1 j  N: v1 + · · · + v j ≡ a mod m}∣∣= 1
m
N∑
j=1
m−1∑
t=0
em
(
t(v1 + · · · + v j − a)
)
.
This implies
E
((
Φrand(N;m,a) − 1m
)2)
= 1
2N
∑
v=(v1,...,vN )∈{−1,1}N
(
1
N
∑
1 jN
v1+···+v j≡a mod m
1− 1
m
)2
= 1
2N(mN)2
∑
v=(v1,...,vN )∈{−1,1}N
∣∣∣∣∣
N∑
j=1
m−1∑
t=0
em
(
t(v1 + · · · + v j − a)
)− N∣∣∣∣∣
2
. (2.6)
Now, expanding the summand on the RHS of (2.6) we derive
∣∣∣∣∣
N∑
j=1
m−1∑
t=0
em
(
t(v1 + · · · + v j − a)
)− N∣∣∣∣∣
2
=
∣∣∣∣∣
N∑
j=1
m−1∑
t=1
em
(
t(v1 + · · · + v j − a)
)∣∣∣∣∣
2
=
∑
1t1,t2m−1
em
(
a(t2 − t1)
) ∑
1 j1, j2N
em
(
t1(v1 + · · · + v j1) − t2(v1 + · · · + v j2)
)
.
Hence, we infer from (2.1) that
m−1∑
a=0
∣∣∣∣∣
N∑
j=1
m−1∑
t=0
em
(
t(v1 + · · · + v j − a)
)− N∣∣∣∣∣
2
=m
m−1∑
t=1
∑
1 j1, j2N
em
(
t
(
(v1 + · · · + v j1) − (v1 + · · · + v j2)
))
=m2N +m
m−1∑
t=1
∑
1 j < j N
(
em
(
t(v j1+1 + · · · + v j2)
)+ em(−t(v j1+1 + · · · + v j2))). (2.7)
1 2
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∑
α∈{−1,1} em(αt) = 2cos(2πt/m), we obtain
m−1∑
a=0
E
((
Φrand(N;m,a) − 1m
)2)
= 1
N
+ 2
mN2
m−1∑
t=1
∑
1 j1< j2N
cos
(
2πt
m
) j2− j1
.
The result follows upon using Lemma 2.1 to bound the RHS of the last identity. 
In order to prove Theorem 2 we require an analogous result to Proposition 1 in the case of a
random walk on the non-negative integers, where each step is 0 or 1 (rather than −1 or 1). To this
end, we take { X˜ j} j1 to be a sequence of independent random variables taking the values 0 and 1
with equal probability 1/2, and deﬁne
S˜k = X˜1 + · · · + X˜k,
and
Φ˜rand(N;m,a) = 1N
∣∣{1 j  N: S˜ j ≡ a mod m}∣∣.
Using a similar approach to the proof of Proposition 1 we establish:
Proposition 2.2. Let m 2 be a positive integer. Then, for all N m we have
m−1∑
a=0
E
((
Φ˜rand(N;m,a) − 1m
)2)
 m
N
.
Proof. We follow closely the proof of Proposition 1. First, a similar analysis used to derive (2.6) allows
us to obtain
E
((
Φ˜rand(N;m,a) − 1m
)2)
= 1
2N(mN)2
∑
v=(v1,...,vN )∈{0,1}N
∣∣∣∣∣
N∑
j=1
m−1∑
t=0
em
(
t(v1 + · · · + v j − a)
)− N∣∣∣∣∣
2
. (2.8)
Hence, using the identity (2.7) in Eq. (2.8) we get
m−1∑
a=0
E
((
Φ˜rand(N;m,a) − 1m
)2)
= 1
N
+ 1
mN2
m−1∑
t=1
∑
1 j1< j2N
((
1+ em(t)
2
) j2− j1
+
(
1+ em(−t)
2
) j2− j1)
= 1
N
+ 2
mN2
m−1∑
t=1
∑
1 j < j N
(
1+ em(t)
2
) j2− j1
, (2.9)1 2
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m−1∑
t=1
(
1+ em(t)
2
)d
=
m−1∑
r=1
(
1+ em(−r)
2
)d
,
by making the simple change of variables r =m− t . Appealing to Lemma 2.1 completes the proof. 
3. Character sums with polynomials: Proof of Theorems 1 and 2
Using the Weil bound for character sums (see Weil [15]) we prove the following key result which
establishes the required link with the random model.
Proposition 3.1. Let p be a large prime number and F (X) ∈ Fp(X) be a square-free polynomial of de-
gree dF  1. Moreover, let L  log p/(3 log2) be a positive integer. Then for any non-negative function
h : {−1,1}L →R+ we have
1
p
p∑
j=1
h
(
χp
(
F ( j)
)
, . . . ,χp
(
F ( j + L − 1)))= E(h(X1, . . . , XL))(1+ OdF (p−1/8)),
where X1, . . . , XL are independent random variables taking the values ±1 with equal probability 1/2.
Proof. For any v= (v1, . . . , vL) ∈ {−1,1}L we deﬁne
Dp,F (v, L) =
{
1 j  p: χp
(
F ( j + k − 1))= vk for all 1 k L}.
Let A be the set of integers 1  j  p such that F ( j + k − 1) 
= 0 for all 1  k  L. Then |A| =
p + OdF (L). Moreover, note that for j ∈A we have
1
2L
L∏
k=1
(
1+ vkχp
(
F ( j + k − 1)))= {1 if j ∈ Dp,F (v, L),
0 otherwise.
(3.1)
This yields
∣∣Dp,F (v, L)∣∣= 1
2L
p∑
j=1
L∏
k=1
(
1+ vkχp
(
F ( j + k − 1)))+ OdF (L).
Expanding the product on the RHS of the previous estimate, we ﬁnd that |Dp,F (v, L)| equals
1
2L
p∑
j=1
(
1+
L∑
k=1
∑
1i1<i2<···<ikL
vi1 · · · vikχp
(
F ( j + i1 − 1) · · · F ( j + ik − 1)
))+ OdF (L)
= p
2L
+ 1
2L
L∑
k=1
∑
1i1<···<ikL
vi1 · · · vik
p∑
j=1
χp
(
F ( j + i1 − 1) · · · F ( j + ik − 1)
)+ OdF (L).
(3.2)
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which F (r−1) 
= 0, . . . , F (r− L+1) 
= 0. This implies that for any 1 i1 < · · · < ik  L, the polynomial
F (X+ i1−1) · · · F (X+ ik−1) is not a square in Fp(X). Therefore, appealing to the classical Weil bound
for complete character sums [15] we deduce that∣∣∣∣∣
p∑
j=1
χp
(
F ( j + i1 − 1) · · · F ( j + ik − 1)
)∣∣∣∣∣ dF L√p.
Inserting this bound in (3.2) we get
∣∣Dp,F (v, L)∣∣= p
2L
+ OdF (L
√
p) = p
2L
(
1+ OdF
(
p−1/8
))
. (3.3)
Therefore we infer from this estimate that
1
p
p∑
j=1
h
(
χp
(
F ( j)
)
, . . . ,χp
(
F ( j + L − 1)))= ∑
v∈{−1,1}L
h(v1, . . . , vL)
1
p
∣∣Dp,F (v, L)∣∣
= 1
2L
∑
v∈{−1,1}L
h(v1, . . . , vL)
(
1+ OdF
(
p−1/8
))
= E(h(X1, . . . , XL))(1+ OdF (p−1/8)),
as desired. 
Proof of Theorem 1. Let
Yp(k,a) =
{
1 if Sp(F ,k) ≡ a mod m,
0 otherwise.
Then Φp(F ;m,a) = 1p
∑p
k=1 Yp(k,a). Also, note that for any integer j  1 we have
Φp(F ;m,a) = 1
p
p∑
k=1
Yp(k + j,a) + O
(
j
p
)
.
Therefore, for any positive integer L  p we get
m−1∑
a=0
(
Φp(F ;m,a) − 1
m
)2
=
m−1∑
a=0
(
1
L
L∑
j=1
(
1
p
p∑
k=1
Yp(k + j − 1,a)
)
− 1
m
)2
+ O
(
Lm
p
)
.
Let L = [log p/(3 log2)]. Then, appealing to the Cauchy–Schwarz inequality we obtain
m−1∑
a=0
(
Φp(F ;m,a) − 1
m
)2
=
m−1∑
a=0
(
1
p
p∑
k=1
(
1
L
L∑
j=1
Yp(k + j − 1,a) − 1
m
))2
+ O
(
log2 p
p
)

m−1∑
a=0
1
p
p∑
k=1
(
1
L
L∑
j=1
Yp(k + j − 1,a) − 1
m
)2
+ O
(
log2 p
p
)
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p
p∑
k=1
m−1∑
a=0
(
1
L
L∑
j=1
Yp(k + j − 1,a) − 1
m
)2
+ O
(
log2 p
p
)
. (3.4)
Moreover, since Sp(F ,k + j − 1) = Sp(F ,k − 1) + χp(F (k)) + · · · + χp(F (k + j − 1)), then
m−1∑
a=0
(
1
L
L∑
j=1
Yp(k + j − 1,a) − 1
m
)2
= h(χp(F (k)), . . . ,χp(F (k + L − 1))),
where
h(v1, . . . , vL) =
m−1∑
b=0
(
1
L
∣∣{1 j  L: v1 + · · · + v j ≡ b modm}∣∣− 1
m
)2
,
for any (v1, . . . , vL) ∈ {−1,1}L . Therefore, combining (3.4) with Proposition 3.1 we derive
m−1∑
a=0
(
Φp(F ;m,a) − 1
m
)2
 1
p
p∑
k=1
h
(
χp
(
F (k)
)
, . . . ,χp
(
F (k + L − 1)))+ O( log2 p
p
)
= E(h(X1, . . . , XL))(1+ OdF (p−1/8))+ O( log2 pp
)
, (3.5)
where X1, . . . , XL are independent random variables taking the values ±1 with equal probability 1/2.
Finally, using Proposition 1 we obtain
E
(
h(X1, . . . , XL)
)= m−1∑
a=0
E
((
Φrand(L;m,a) − 1m
)2)
 m
log p
.
Inserting this bound in (3.5) completes the proof. 
Proof of Theorem 2. We only prove the result for Rp(F ,k), since the proof for Np(F ,k) is similar. We
follow closely the proof of Theorem 1. Deﬁne
δ( j) =
{
1 if χp(F ( j)) = 1,
0 otherwise.
Then Rp(F ,k) =∑kj=1 δ( j). Let
Y˜ p(k,a) =
{
1 if Rp(F ,k) ≡ a mod m,
0 otherwise.
Then similarly to (3.4) we obtain
m−1∑
a=0
(
Φ˜p(F ;m,a) − 1
m
)2
 1
p
p∑
k=1
m−1∑
a=0
(
1
L
L∑
j=1
Y˜ p(k + j − 1,a) − 1
m
)2
+ O
(
log2 p
p
)
, (3.6)
where L = [log p/ log(3 log2)] as before.
2790 Y. Lamzouri, A. Zaharescu / Journal of Number Theory 132 (2012) 2779–2792Note that Rp(F ,k+ j− 1) = Rp(F ,k− 1)+ δ(k)+ · · · + δ(k+ j− 1). Moreover, if F does not vanish
in the interval [k,k + L − 1] then
δ(k + r − 1) = 1+ χp(F (k + r − 1))
2
,
for all 1 r  L. In this case we get
m−1∑
a=0
(
1
L
L∑
j=1
Y˜ p(k + j − 1,a) − 1
m
)2
= h˜(χp(F (k)), . . . ,χp(F (k + L − 1))),
where
h˜(v1, . . . , vL) =
m−1∑
b=0
(
1
L
∣∣∣∣∣
{
1 j  L:
j∑
l=1
(1+ vl)
2
≡ b modm
}∣∣∣∣∣− 1m
)2
,
any (v1, . . . , vL) ∈ {−1,1}L . Combining (3.6) with Proposition 3.1 we deduce
m−1∑
a=0
(
Φ˜p(F ;m,a) − 1
m
)2
 1
p
p∑
k=1
h˜
(
χp
(
F (k)
)
, . . . ,χp
(
F (k + L − 1)))+ O(dF L + log2 p
p
)
= E(h˜(X1, . . . , XL))(1+ OdF (p−1/8))+ OdF( log2 pp
)
,
where X1, . . . , XL are independent random variables taking the values ±1 with equal probability 1/2.
The result follows from Proposition 2.2 which implies that
E
(
h˜(X1, . . . , XL)
)= m−1∑
a=0
E
((
Φ˜rand(L;m,a) − 1m
)2)
 m
log p
. 
4. Character sums of ﬁxed length: Proof of Theorem 3
We shall derive Theorem 3 from the following proposition
Proposition 4.1. Fix A  1. Let N be large, and k  A(log2 N)/(log3 N). Then for any v = (v1, . . . , vk) ∈
{−1,1}k we have
1
π(N)
∣∣{p  N: χp(q j) = v j for all 1 j  k}∣∣= 1
2k
(
1+ O A
(
1
logA N
))
.
Proof. If logN  p  N then
1
2k
k∏
j=1
(
1+ v jχp(q j)
)= {1 if χp(q j) = v j for all 1 j  k,
0 otherwise.
Therefore we deduce that the number of primes p  N such that χp(q j) = v j for all 1 j  k, equals
Y. Lamzouri, A. Zaharescu / Journal of Number Theory 132 (2012) 2779–2792 2791= 1
2k
∑
pN
k∏
j=1
(
1+ v jχp(q j)
)+ O (logN)
= 1
2k
∑
pN
(
1+
k∑
l=1
∑
1i1<···<ilk
vi1 · · · vilχp(qi1 · · ·qil )
)
+ O (logN)
= π(N)
2k
+ 1
2k
k∑
l=1
∑
1i1<···<ilk
vi1 · · · vil
∑
pN
(
qi1 · · ·qil
p
)
+ O (logN). (4.1)
For 1  i1 < · · · < il  k we let Q i1,...,il = qi1 . . .qil . Then it follows from the prime number theo-
rem that Q i1,...,il 
∏
jk q j = ek logk(1+o(1))  (logN)A+o(1) . On the other hand, quadratic reciprocity
implies that (
Q i1,...,il· ) is a character of modulus Q i1,...,il or 4Q i1,...,il . Therefore, appealing to the Siegel–
Walﬁsz Theorem (see Corollary 5.29 of Iwaniec and Kowalski [9]), we deduce
∑
pN
(
Q i1,...,il
p
)
A (Q i1,...,il )1/2
N
log2A N
.
Inserting this estimate in (4.1) completes the proof. 
Proof of Theorem 3. Using (2.1) we obtain
ΨN(k;m,a) = 1
π(N)
∣∣{p  N: Sk(p) ≡ a mod m}∣∣.
= 1
mπ(N)
∑
pN
m−1∑
t=0
em
(
t
(
Sk(p) − a
))
= 1
mπ(N)
m−1∑
t=0
∑
v∈{−1,1}k
em
(
t(v1 + · · · + vk − a)
) ∑
pN
χp(q j)=v j for 1 jk
1. (4.2)
Thus, appealing to Proposition 4.1 along with the identity (2.2) obtained in the random walk setting
we derive
ΨN(k;m,a) = 1
2km
m−1∑
t=0
∑
v∈{−1,1}k
em
(
t(v1 + · · · + vk − a)
)+ O A( 1
logA N
)
= Ψrand(k;m,a) + O A
(
1
logA N
)
,
which completes the proof. 
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