Modern calculation of textual sentiment involves a myriad of choices for the actual calibration. We introduce a general sentiment engineering framework that optimizes the design for forecasting purposes. It includes the use of the elastic net for sparse data-driven selection and weighting of thousands of sentiment values. These values are obtained by pooling the textual sentiment values across publication venues, article topics, sentiment construction methods, and time. We apply the framework to investigate the added value of textual analysis-based sentiment indices for forecasting economic growth in the US. We find that, compared to the use of high-dimensional forecasting techniques based on only economic and financial indicators, the additional use of optimized news-based sentiment values yields significant accuracy gains in forecasting the ninemonth and annual growth rates of the US industrial production.
Introduction
Understanding the current and future state of the economy is crucial for timely and efficient economic policy and business decision-making. Forecasts of economic variables such as the country's gross domestic product, industrial production, consumer spending, and unemployment rate are closely followed by policymakers to assess the state of the economy. It seems self-evident that not only is the readily available quantitative information useful to obtain this assessment, but so is the qualitative information in news reports.
In practice, however, the dominating approach is to exclusively use the available quantitative information for economic growth prediction. In fact, most often, the macroeconomic variables are forecasted using a large panel of macroeconomic indicators which reflects the economic environment; see Stock and Watson (2002) . Additionally, surveys such as the University of Michigan Consumer Sentiment Index or the Conference Board's Consumer Confidence Index for the US, and the European Economic Sentiment Index (ESI) for Europe can contain information about the current and future economic growth. The US survey-based sentiment indices are used in Bram and Ludvigson (1998) and Ludvigson (2004) to forecast US household expenditure and consumer spending, while the ESI is used in Gelper and Croux (2010) to forecast national and aggregated European industrial production growth rates. Finally, financial indicators that reflect economic and financial expectations, as well as credit conditions, are used in Espinoza et al. (2012) to forecast long-term US and Euro area GDP growth.
In this paper, we complement the readily available quantitative information (i.e., macroeconomic, financial, and survey-based indicators) with predictors obtained from a large set of sentiment values expressed by authors of news discussing a country's economy to obtain timely forecasts of the country's economic growth. The approach starts off with a rich (big) data environment of a virtually infinite number of texts. These texts need to be selected, transformed into sentiment values, and then aggregated. The potential high-dimensionality of the data becomes an issue, as we want to only extract the relevant information from the text and create informative indices for predicting economic growth.
To address this challenge, we propose a methodology which first computes thousands of sentiment values capturing the tone expressed by the authors of news discussing topics related to the country's economic growth. It then maps the hordes of sentiment values in a single economic growth prediction using aggregation based on (1) sentiment computation method (e.g., using various lexicons), (2) topic (e.g., "real estate market" or "job creation") and (3) time (e.g., short and long-term sentiment indices). We then use a data-driven calibration approach based on penalized least squares regression to optimally combine the indices to forecast a variable of interest. We refer to the resulting optimized aggregate value of sentiment as a text-based sentiment index. The resulting index is a linear combination of the original sentiment values. This is a choice of design that allows us to perform an attribution analysis of the sentiment prediction to gauge the contribution of the various textual sentiment indices to the prediction.
Besides being flexible, timely, and data-rich, the proposed methodology has the advantage that its design can be backtested. In a real-time setting, its design adapts itself to the changing forecasting environment, that is, the weights attributed to each component of the final sentiment index change according to the economic environment and the targeted variable to forecast. Gelper and Croux (2010) find that letting the aggregation weights of each component of the survey-based ESI be data-driven improve its forecasting performance compared to the adhoc weights set by the European Commission. This feature is, by construction, integrated our textual sentiment index. Furthermore, it also alleviates to a certain degree most of the subjective decisions that a forecaster has to do before the forecasting exercise. Indeed, the optimization process automatically chooses which sentiment computation methods are used for each topic (topic-specific sentiment calculation), which topic is included in the textual-sentiment index (removal of non-predictive topics), and how past values of each component of the textualsentiment index are considered (structured lag per component). This adaptive scheme is thus more flexible than text-based (sentiment) indices with a fixed design, like the Economic Policy Uncertainty (EPU) index of Baker et al. (2016) . Moreover, the latter is not optimized for forecasting and not aimed at extracting sentiment. This paper contributes to the increasing literature on the use of text-and news-based measures as sources of information for forecasting and assessing the economy (see, e.g., Thorsrud, 2016b,a; Baker et al., 2016; Tobback et al., 2018; Shapiro et al., 2018) . We exploit the sentiment information in news articles incrementally to the information included in the macroeconomic indicators. Two approaches exist to deal with the high-dimensionality of the latter. First, via dimensionality reduction through (dynamic) factor models (see, e.g., Stock and Watson, 2011, for a review). In this case one assumes that a small number of unobserved factors drives the economy. Many methods have been developed to tackle the problem of estimating the latent factors (see Stock and Watson, 2002; Doz et al., 2011 Doz et al., , 2012 Bräuning and Koopman, 2014) and choosing the appropriate number of factors (see Bai and Ng, 2002; Alessi et al., 2010) . Second, via penalized regression as a replacement of in conjunction to factor models. Bai and Ng (2008) combines penalized regression with factor models to first select a set of predictors and then constructing the factors from them. Different variants of this approach are tested in Kim and Swanson (2014) , Kim and Swanson (2018) , and Smeekes and Wijler (2018) . The proposed optimization of textual sentiment can be applied in conjunction to those traditional methods for a wide set of forecasting problems.
We illustrate the methodology in the case of forecasting the economic growth for the United States. We find that, for an out-of-sample evaluation window ranging from January 2001 to December 2016, the text-based sentiment indices computed from news in major US newspapers provide additional predictive power for the nine-month and annual growth rates of the US industrial production index, controlling for standard use of macroeconomic, sentiment-survey, and financial variables. Moreover, we test to which extent each dimension of the sentiment index (sentiment calculation method, topic, and time) matters. We find that the optimization of all dimensions is important to achieve a high forecasting accuracy but, in order, the most important is the time dimension followed by the topic and then the sentiment calculation method. Our result is shown to be robust to various choices of implementation.
In a wish to disseminate the methodology, and render the results reproducible, we have released the R package sentometrics (Ardia et al., 2018 (Ardia et al., , 2017 , which implements all the steps described in this paper in the R statistical language with efficient C++ code. We hope that this paper and the accompanying package will encourage practitioners such as government institutions and academics to use and test our framework for optimizing the use of textual sentiment for forecasting their variable(s) of interest.
The rest of the paper proceeds as follows. Section 2 introduces the methodology. Section 3 presents the empirical study. Section 4 concludes.
Methodology
The variable to predict is the h-period logarithmic change in the variable Y t , expressed in percentage points:
where t = 1, 2, . . . , T is a time index. We require y h t to be covariance stationary. This is typically the case when Y t represents a country's economic activity (e.g., its gross domestic product or industrial production), its price level (e.g., the consumer price index or the exchange rate), and similarly for corporate variables, like the firm's sales or stock price. In our application, y h t is the logarithmic growth in industrial production of the US over horizons ranging from one to twelve months. Note that, due to the publication lag, it may be that Y t is not known at time t.
Let T be the day for which we need a prediction of y h T . Specifically, we want to estimate the expected value of y h T given the information available at time T , that is, E(y h T | I T ). This is a common problem in time-series forecasting, where typically the information set I T consists of the typical available quantitative information, such past values of Y t as well as macroeconomic and financial metrics (see, e.g., Stock and Watson, 2002; Espinoza et al., 2012) . We expand the information set by also including various sentiment values extracted from a corpus of texts published up to date T . We describe below the methodology, as depicted in Figure 1 . 
Data preparation
Step 1: Classify texts by topic and use expert opinion to choose a subset of topics to select the potentially relevant texts. We assume that all texts are categorized by a set of topic-markers.
These topic-markers are usually provided by the publishers of the texts or extracted directly from the texts. In our application, we use the corpus of major US newspaper from LexisNexis for which topics are readily available using LexisNexis' proprietary SmartIndexing™ technology.
Alternative techniques for topic identification include the use of likelihood-based techniques using probabilistic models such has the latent Dirichlet allocation (see Liu et al., 2016 , for a recent review). Latent Dirichlet allocation has, for example, been used recently by Thorsrud (2016a) in conjunction with a dynamic factor model developed in Thorsrud (2016b) to nowcast the Norwegian GDP growth. It also includes keywords-based identification such as those keywords used to identify EPU related text in Baker et al. (2016) , or, if topic-labelled news are available for a training set, identification via a support vector machine classifier such as in Tobback et al. (2018) .
1 Expert opinion is then used to exclude the topics that, beforehand, can be qualified as being irrelevant for forecasting the variable of interest y h T . The resulting topic-markers for our application on forecasting economic growth are reported in Table 1 . The corpus consists of the texts that discuss at least one of the selected topics. The corpus is organized in terms of publication date t, with t = 1, . . . , T , where N t is the number of texts in the corpus of texts published at time t. We use n to index the text available at time t, with n = 1, . . . , N t .
[Insert Table 1 about here.]
Step 2: Compute for each text n of corpus t the sentiment using L methods. For each text, we compute the underlying sentiment using L different textual sentiment computation methods. For a general review of available methods, we refer the reader to Ravi and Ravi (2015) . Methods can differ from each other in terms of the item classified (e.g., word, sentence, paragraph), the method of classification (e.g., supervised or unsupervised), the aggregation method used to obtain a single value per text (e.g., equal-weighting, inverse frequency weighting), among others.
In our application, we use the simple bag-of-words approach to compute the net sentiment using L different lexicons to classify the words as positive, negative, or neutral. We thus obtain for each text document n = 1, . . . , N t , published at time t = 1, . . . , T , L different sentiment values, which we denote by s n,t,l , where l = 1, . . . , L.
Aggregating sentiment into a prediction
At this stage, we have for each day t and for each of the N t texts, L textual sentiment computation methods and thus L vectors s t,l ≡ (s 1,t,l , . . . , s N t ,t,l ) of size N t × 1. The next steps aim at reducing the high-dimensionality of the available texts (i.e., the total of texts is N 1 + . . . + N T ). To that end, we first compute the daily sentiment per topic-markers by aggregating across the sentiment of texts published on a given day. We then aggregate over time. We choose a linear mapping as this allows us to perform sentiment attribution. We do not use aggregation to reduce the dimensionality of the number of methods L, as it is small compared to the cross-section and time-series dimensions, and can be handled at the estimation stage through penalized regression.
Step 3: For each corpus n and method l, obtain K topic-based sentiments. We compute sentiment values for each topic-marker by aggregating across the sentiment values of the texts associated with each topic-marker. Formally, we define for each day t the text-to-topic aggre-
K×1 capture the daily sentiment for each of the K topics. In the application, each row of W t is divided by its total sum, which corresponds to equally weighting the texts for each topic. The equal-weighting approach has the advantage of simplicity. An alternative approach for calibrating the text-to-topic aggregation matrix W t could be to use expert opinion or a data-driven procedure to overweight the sources of news (i.e., type of journal or publisher) that are deemed more informative for predicting economic growth.
Step 4: For each topic k and method l, obtain time-series aggregated values. Next, we aggregate through time. We take a maximum time-aggregation lag τ (0 ≤ τ < T ), and, for a given l, we stack the vectors column-by-column into K ×(τ + 1) matrices as follows:
We do this for l = 1, . . . , L, and then stack the matrices row-by-row into the LK × (τ + 1) matrix:
Given V t and a suitable time aggregation matrix B of size (τ + 1)×B, we then construct the final vector of size LKB ×1 of textual sentiment predictors s t as:
where vec(·) is the vectorization operator.
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We use a data-driven calibration of the aggregation matrix B to strike a balance between a strong decay in weights to obtain timeliness on the one hand, and, on the other hand, an equal-weighting approach to obtain efficiency when all time-lags are equally informative. To do so, we rely on the Beta weighting function, often used in the mixed-data sampling literature (see Ghysels et al., 2007) . The approach requires two parameters a > 0 and b > 0:
where
is the Beta density function and Γ(·) is the Gamma function.
, the (τ + 1)×B aggregation matrix is given by:
Step 5: Calibration to optimize forecast precision. The next and final aggregation step is to aggregate these textual sentiment indices optimally given a variable of interest. To this end, we define the following model:
where α is an intercept, x t is a M ×1 vector of (non-textual sentiment) variables available at time t, γ is the corresponding vector of parameters, β ≡ (β 1 , . . . , β P ) is a vector of parameters associated with the P textual-sentiment indices (P = LKB), and ε t is an error term at time t.
Typically, x t includes y s where y s is the dependent variable up to time t, that is s ≤ t. In practice,
we often have that s < t in economics due to the release lag faced by economic indicators. It is also common to include macroeconomic and financial metrics, or the information obtained from surveys.
We use a penalized least squares criterion to estimate regression (7). Penalization is needed to regularize the estimation of the high-dimensional parameters γ and β. Given the high correlation between the sentiment variables, we use the elastic net regularization of Zou and
Hastie (2005) to deal with both the high degree of collinearity in the regressors and the need for variable selection.
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To ease the presentation, let us define z t ≡ (x t , s t ) and θ ≡ (γ , β ) , both of size (M +P )×1.
In our context, the optimization problem of the elastic net can then be expressed as:
where · p is the L p -norm, λ 1 ≥ 0 is the parameter that sets the level of regularization and 0 ≤ λ 2 ≤ 1 is the weight between the two types of penalties. The elastic net regularization nests both the Ridge regularization of Hoerl and Kennard (1970) (when λ 2 = 0) and LASSO regularization (when λ 2 = 1) introduced by Tibshirani (1996) . The variable z t is the standardized version of z t with components z i,t ≡ (z i,t − av i )/std i , where av i and std i are the sample mean and standard deviation of {z i,t ; t = 1, . . . , T }, respectively. The standardization is crucial in penalized regressions as the penalty depends on the scale of the components of θ.
Once the estimation is done, θ is rescaled to give the corresponding optimal unstandardized vector θ. The unstandardized regression parameter can be recovered by rescaling each compo-
An additional value must then be subtracted from the regression intercept to account for the centering of the series:
The implementation of the elastic net in (8) 
where σ 2 is defined as the variance of the forecast error given by the largest df ( y
). In (10),
) is an estimator of the number of degree-of-freedom of the elastic net given y h λ 1 ,λ 2 (see Tibshirani and Taylor, 2012) . In the special case where λ 2 = 1 (i.e., LASSO regularization),
) is equal to the number of non-zero parameters.
5 sparsity features exist, such as the adaptive elastic net of Zou and Zhang (2009) . However, in our application to forecasting US growth, we find that these methods do not increase significantly the forecasting performance. 4 In our study, the low sample size and cross-correlation generated by the overlapping data when h > 1 make the cross-validation calibration methodology unstable. We also test for other BIC-type criterion such as the extended BIC of Chen and Chen (2008) and the high-dimensional BIC of Wang and Zhu (2011) . Performance does not increase significantly in our empirical application. 5 We use grid-search to find the pair (λ 1 ,λ 2 ) that minimize BIC λ 1 ,λ 2 . More specifically, we use the elements in the vector λ 2 ≡ (0, 0.1, 0.3, 0.5, 0.7, 0.9, 1) as candidate values of λ 2 and, for each value in λ 2 , a vector λ 1,λ 2,i , where λ 2,i is the i-th element of λ 2 , of size 100 is generated using the strategy outlined in Friedman et al. (2010) . This gives 100 pairs per candidate λ 2 for a total of 700 pairs (λ 2 is of size 7). The pair (λ 1 ,λ 2 ) that gives the largest degree-of-freedom used to compute σ 2 is found by computing the degree-of-freedom given by each pair.
Then, the pair (λ 1 ,λ 2 ) is the pair that minimize BIC λ 1 ,λ 2 .
Step 6: Forecasting. As the estimator θ contains the vectors γ and β, our forecast at time T is then given by:
Forecast precision and attribution
Given the predicted values of y h T , it is critical to evaluate whether the computational cost of text-based prediction pays off in terms of a higher out-of-sample precision than when the forecast is obtained using a simpler time-series model. Another step in validating the outcome is to attribute the contribution of each topic to the predicted value.
Step 7: Forecast precision evaluation. is the forecast. The RMSFE and MAFE measures of model i at horizon h are defined by:
where T is the size of the estimation sample and T F is the number of out-of-sample observations.
Statistical techniques like the Diebold and Mariano (1995) (DM) test or the Model Confidence
Set (MCS) procedure of Hansen et al. (2011) can then be used to evaluate the significance of the difference in forecasting precision between models. 6 When comparing nested models, as we do in the application, the p-value of the DM test has a non-standard distribution. We recommend to use the critical values obtained using the bootstrap approach of Clark and McCracken (2001) .
Step 8: Attribution. Until now, our exposition has been a bottom-up story of aggregating the sentiment of individual texts through cross-sectional, time-series, and elastic net weighting into a prediction of economic growth. Once this prediction is obtained, it is important to top-down attribute the obtained prediction to the individual texts at various granularity levels. In fact, thanks to the linearity of the methodology, it is straightforward to retrieve the forecast as a function of the individual text sentiment s n,t,l :
where e l,k,b is basis vector of size LKB ×1, which extracts the relevant regression parameter in β given l, k and b, W t,k,n is the (k, n)-element of W t , and B T −t,b is the (T − t, b)-element of matrix B. It is easy to see from (13) that the weight ω n,t,l attributed to the sentiment s n,t,l is equal to:
such that:
Clearly, it is unfeasible to analyze all (n, t, l)-combinations. We thus proceed by grouping them by common attributes, like time or topic. For example, to obtain the attribution of topic g
(1 ≤ g ≤ K), we can fix k = g and compute the attribution by integrating the other dimensions:
Application to forecasting US economic growth
We illustrate the complete optimized sentiment calibration framework to forecast economic growth in the United States. Our corpus consists of all articles published in major US newspapers documents available in LexisNexis. 7 We quantify the economic value of the sentiment calibration by evaluating the forecasting gains compared to benchmark approaches that use only the readily available quantitative macroeconomic and financial information in the merged datasets of McCracken and Ng (2016) and Goyal and Welch (2008) . We first introduce the data and the models that we compare. We then present our main results and interpret the attribution that we obtain.
3.1. Data and descriptive statistics 3.1.1. Quantitative data
We aim at forecasting the log-growth in the US industrial production at the one-month (h = 1), three-month (h = 3), six-month (h = 6), nine-month (h = 9), and twelve-month (h = 12) horizons. We transform the level of industrial production into the h-month log-growth in percentage points: y h t ≡ 100 × (ln IP t+h − ln IP t ), where IP t is the industrial production realized at time t. The workhorse approach to forecasting economic growth is the factor model proposed by Stock and Watson (2002) . It consists of predicting economic growth using the most important principal components of a large panel of macroeconomic variables. We thus retrieve all economic related time series of in the FRED-MD historical vintage databases for every month from August 1999 to December 2016 (see McCracken and Ng, 2016) . For vintages before August 1999, we use the data as of August 1999. FRED-MD is a large publicly available database of economic variables that satisfy the filtering criteria established in Stock and Watson (1996) . The number 7 LexisNexis provides an easy way to search and collect relevant news from over 26,000 news sources including online content. Their SmartIndexing™ technology classifies each text for a wide range of meta-information such as subject, company, person, and country, thus simplifying the collection process and reducing the chance of false positive inclusion of news in the dataset or in a particular subject. More information can be found at https://www.nexis.com.
of variables contained in the databases ranges from 105 to 128 for our time period. These variables are divided into various categories; see Table A .7 of the Appendix for an example with the FRED-MD 2016-12 dataset. Using past vintages allows us to get rid of the look-ahead bias.
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In addition to the macroeconomic variables, we also consider financial indicators. We use the dataset of Goyal and Welch (2008) which consists of 16 financial metrics such as dividend ratios, long/short term yields, stock variances, etc. We add to this dataset the Chicago Board of Exchange's forward-looking volatility index (VIX).
9 Finally, we add to the list of variables the media-attention EPU index as well as six survey-based Conference Board indices (CB).
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We apply standard transformations to render the variables stationary; see Table A .7 of the Appendix for details.
Qualitative data -corpus
To compute textual sentiment indices for the US, we retrieve the set of news consisting of all • We use the geographic location such that we select only news relevant to the US (relevance score greater or equal to 85 in LexisNexis).
• We use the topic filter and filter out non-economic related topics.
• To be assigned to a topic, the news must have a major reference to the topic (relevance score greater or equal to 85 in LexisNexis).
• Article must have at least 200 words. Table 1 presents the topics selected, the number of documents associated with them and a cluster categorization of each topic for a cluster-based attribution analysis. The final corpus amounts to a total of 338,408 articles and 44 topics over six clusters. The six clusters of topics, which have been manually constructed by identifying economic concepts that are closely related, are namely: "GDP Output", "Job Market", "Prices & Interest Rate", "Real Estate", "Surveys", and "Others". The latter is composed of the remaining topics. Note that a news article might refer to more than one topic as the average number of topics per article is 1.50. 14 Another aspect of sentiment analysis is valence-shifting words (see Polanyi and Zaenen, 2006) . Valence-shifting words are words such as "very" or "barely" that affect the context of nearby words. We only consider words that deal with negativity by inverting the sentiment of the first word following it from positive to negative and vice versa.
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Once the list of positive and negative words is established, we then calculate the (net) sentiment of each text document as the relative spread between the number of positive and negative words:
where N + n,t,l is the number of positive words each word in document n at day t for lexicon l, N − n,t,l is the number of negative words, and N 0 n,t,l is the number of neutral words. N + n,t,l and N − n,t,l can also be defined as the sum of the positive and negative score respectively in case where the lexicon weight the words according to the degree positiveness and negativeness in contrast to classifying them as positive or negative.
16 This use of the net sentiment measure, computed as the difference in the frequency of the positive words (positive sentiment) and the frequency of the negative words (negative sentiment) normalized by the total number of words, is widespread in the literature (see, e.g., Arslan-Ayaydin et al., 2016, and the references therein).
In our application, we use the net sentiment measure from seven lexicons, thus leading to L = 7 the text discusses which topic. Ideally, one would have a single topic per text allowing for non-contaminated sentiment index. 12 The Harvard General Inquire lexicon is available at http://www.wjh.harvard.edu/~inquirer/homecat.htm. 13 The Loughran & McDonald lexicon is available at https://sraf.nd.edu/textual-analysis/resources. 14 The four lexicons are available through the R package lexicons (Rinker, 2018) . SentiWordNet, SenticNet, and SO-CAL are weighted lexicons, where words are weighted according to their degree of positiveness or negativeness. 15 The list of negative valence-shifting words considered is: ain't, aren't, can't, couldn't, didn't, doesn't, don't, hasn't, isn't, mightn't, mustn 't, neither, never, no, nobody, nor, not, shan't, shouldn't, wasn't, weren't, won't, wouldn't. 16 This is, for example, the case for the SentiWordNet, SenticNet, and SO-CAL lexicon.
sentiment calculation methods. This indicates that each topic has possibly different informational contents. Therefore, not considering the topic dimension by simply letting all news be part of an overarching topic could be sub-optimal, as we would lose important cross-sectional information.
[Insert Figure 5 about here.]
Models
The forecasting models that we consider are nested in the linear framework (7). The benchmark models M 1a and M 2a include the lagged value of the dependent variable and the macroeconomic, survey-based, and financial indicators (x t ), or factors derived from those variables (f t ). The alternative specifications M 1b and M 2b include in addition the 4,928 textual-based sentiment indices (s t ).
17 Sentiment values are standardized (i.e., we subtracted the mean and divided the series by their standard deviation) for readability purposes. 18 We observe the same pattern for other lexicons.
More precisely, we study the following specifications:
and:
for t = 1, . . . , T months where f t are factors extracted from x t using the IC p1 criterion of Bai and Ng (2002) . This criterion performs well compared to the other candidate information criteria in the various Monte Carlo experiments of Bai and Ng (2002) . More detail about the construction of the factors is described in Appendix A.1.
19 Note that we are now dealing with a monthly frequency as opposed to the daily frequency used in the construction of the sentiment indices.
All models are estimated using the elastic net procedure in (8). We enforce the inclusion of the lagged dependent variable in the model specification and therefore exclude it from the penalization of the elastic net. Each model is estimated on a rolling window basis of 60 months.
Because of the overlapping nature of y h t when h > 1, we evaluate each model using the hmonth-ahead observations. That is, if the sample window ranges from months t = 1 to t = 60, we evaluate the out-of-sample performance with the observation for month t = 60 + h.
Out-of-sample forecasting performance is evaluated using the RMSFE and MAFE measures.
We evaluate M 1b (M 2b ) against M 1a (M 2a ) using the Diebold and Mariano (1995) test with the approach of Clark and McCracken (2001) for nested models at the 5% significance level. 
Main results
3.3.1. Model's forecasting performance comparison Table 2 presents the RMSFE and MAFE measures for the four model specifications and the five forecasting horizons over the four time-windows. We focus our analysis on comparing the added value of using sentiment information when forecasting economic growth controlling for readily available predictors, either used as raw inputs (i.e., M 1b vs M 1a ) or through factors 19 We justify the use of principal component in conjunction to the Bai and Ng (2002) information criterion by noting that this method has shown to perform well at forecasting the growth in the US industrial production in Smeekes and Wijler (2018) compared to more complex factor and penalized regression models. 20 The bootstrapped distribution is computed using 5,000 block bootstrap samples with the optimal block length determined from the fit of an autoregressive model. The variance of the mean loss difference is computed using the HAC standard error estimator of Andrews (1991) and Andrews and Monahan (1992) .
(M 2b vs M 2a ). A gray cell indicates that the outperformance is statistically significant according to the DM test at the 5% significance level.
[Insert Table 2 about here.] For the full sample, we see that textual sentiment-related specifications do not add forecasting power over the macroeconomic, surveys-based, and financial indicators at the one-to six-month horizons. However, at the nine-to twelve-month horizons, they exhibit the best performance and results are significant according to the DM test for both the RMSFE and MAFE measures.
This gain in outperformance as the forecasting horizon grows is also observed in Ulbricht et al. (2017) for news-derived economic sentiment indices in the context of forecasting the German industrial production. It is consistent with the "time-lag" effect in economics. While financial markets can react (quasi) instantaneously to the sentiment expressed in the economic news, it takes time for that sentiment to affect economic behaviors (consumption, production, investments) and thus to become visible in the published economic growth figures (see George et al., 1999) . This may explain why the sentiment becomes more predictive for economic growth over longer horizons.
Looking at the pre-crisis period, we can observe that the textual-sentiment related specifications outperform their benchmark according to the DM test at the twelve-month horizon. The post-crisis period, however, shows outperformance for the nine-and twelve-month horizons. To the contrary of the other periods, sentiment-related specification only shows outperformance during the crisis period at the six-month and nine-month horizon and that is only according to the RMSFE measure.
Overall, we observe that textual-sentiment related specifications provide additional forecasting power over traditional macroeconomic, financial, and survey indicators at long-term horizons.
Attribution
A common criticism for big data approaches to economic forecasting is that their results seem to come from a "black box". In our setting, this criticism can be easily countered, since the attribution analysis described in
Step 8 predicted growth when compare to the other clusters. They dominate the prediction at different times. In the pre-crisis period, texts published about "GDP Output" are the main predictors.
During the crisis, the texts discussing the surveys are selected and weighted to have the biggest impact on the predictions. Finally, post-crisis the "Price & Interest Rates"-related texts are dominating the predictions.
[Insert Figure 6 about here.]
Importance of the optimization of each dimension
We now proceed to analyze the impact of some of the modeling choices employed in our study.
We analyze to which extent the optimization of the lexicon-, topic-and time-dimensions are relevant in predicting the industrial production growth. To that aim, we compare the extended specifications M 1b and M 2b with four alternatives in which we (equally-weighted)
aggregate: (i) the lexicon-dimension (denoted LEX), (ii) the topic-dimension (denoted TOPIC),
(iii) the time-dimension (denoted TIME), and (iv) all dimensions (denoted ALL). The last approach is, therefore, the naive way of calculating a sentiment index and adding it to the set of macroeconomic, surveys, and financial variables. Note that these dimension reductions are only special cases of the methodology. Results are reported in Table 3 for the full out-ofsample period. We can observe that, on a lower RMSFE and MAFE basis, the optimization of all dimension is preferable. This is principally the case at the nine-month and particularly the twelve-month horizons The time dimension seems to be the most important to optimize, followed by the topic and the lexicon dimensions.
[Insert Table 3 about here.]
Conclusion
Do textual sentiment indices provide any added value to the prediction accuracy of economic growth when compared to the use of information contained in macroeconomic, financial, or survey-based variables? To answer this question, one needs to first capture the relevant sentiment-based growth prediction from a textual analysis of news releases. The latter is a big data problem, given the large number of texts published every day, the number of possible historical dates at which news releases may have predictive value for the future economic activity, and the various methods of calculating sentiment. We show how to overcome this dimensionality issue by introducing a framework that optimizes sentiment aggregation for predicting economic growth using both topics-based aggregation, time-series aggregation, and predictive regressions using the elastic net regularization.
We test the predictive power of text-based sentiment indices by forecasting the growth in US industrial production using major newspapers from the news database LexisNexis over the period January 2001 to December 2016. We find that the proposed optimized text-based sentiment analysis can significantly improve the forecasting performance for predicting the nine-month and annual growth rates.
To help practitioners and academics implementing our methodology in practice, we have released the open-source R package sentometrics (Ardia et al., 2018 (Ardia et al., , 2017 . The package is designed in a way that each step of the methodology, from sentiment calculation to time-series aggregation, can be configured for specific needs. It thus not only allows one to replicate the configuration used in our empirical application but also allows for extensions and modifications.
The scope of applications of the proposed optimized textual sentiment analysis framework goes beyond forecasting economic growth. In future work, we will consider applying the framework to quantify brand reputation when forecasting firm sales, and studying spillover effects between types of news media. A gray cell indicates that the extended model is superior to the benchmark model (i.e., M 1b against M 1a and M 2b against M 2a ) for a given horizon at the 5% significance level. Testing is based on the Diebold and Mariano (1995) test statistic implemented with the heteroscedasticity and autocorrelation robust (HAC) standard error estimators of Andrews (1991) and Andrews and Monahan (1992) and with p-values computed by bootstrap following Clark and McCracken (2001) . 
