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Abstract— To increase mobile batteries’ lifetime and improve
quality of experience for computation-intensive and latency-
sensitive applications, mobile edge computing has received sig-
nificant interest. Designing energy-efficient mobile edge comput-
ing systems requires joint optimization of communication and
computation resources. In this paper, we consider energy-efficient
resource allocation for a multi-user mobile edge computing system.
First, we establish on two computation-efficient models with neg-
ligible and non-negligible base station (BS) executing durations,
respectively. Then, under each model, we formulate the overall
weighted sum energy consumption minimization problem by
optimally allocating communication and computation resources.
The optimization problem for negligible BS executing duration
is convex, and we obtain the optimal solution in closed-form to
this problem. The optimization problem for non-negligible BS
executing duration is NP-hard in general, and we obtain a sub-
optimal solution with low-complexity to this problem, by connect-
ing it to a three-stage flow-shop scheduling problem and wisely
utilizing Johnson’s algorithm. Finally, numerical results show that
the proposed solutions outperform some baseline schemes.
Index Terms— Mobile edge computing, computation offloading,
resource allocation, optimization, flow-shop scheduling problem.
I. INTRODUCTION
With the support of on-device cameras and embedded sen-
sors, new applications with advanced features, e.g., naviga-
tion, Augmented Reality, interactive online gaming and multi-
media transformation like Speech2Text, have been developed.
These applications are both computation-intensive and latency-
sensitive. Mobile edge computing (MEC) is a promising
technology providing an IT service environment and cloud-
computing capabilities at the edge of the mobile network,
within the Radio Access Network and in close proximity to
mobile users to improve quality of experience. In an MEC
system, computation tasks of mobile users are uploaded to the
base station (BS) and executed at the MEC servers. Then, the
computation results are transmitted back to the mobiles. With
the drastic demands of applications with crucial computation
and latency requirements, the finite battery lifetime and limited
communication and computation resources pose challenges for
designing future energy-efficient MEC systems [1], [2].
Designing of energy-efficient MEC requires the joint allo-
cation of communication and computation resources among
distributed mobiles and MEC servers at BSs. Emerging research
toward this direction considers optimal resource allocation
for various types of MEC systems [3]–[7]. For example, [3]
and [4] consider single-user MEC systems with one BS and
multiple elastic tasks, and study optimal offloading control and
resource allocation (such as CPU-cycle frequency allocation
and power allocation) to minimize the average execution delay
of all tasks under power constraints. In [5] and [6], the
authors consider single-user MEC systems with one BS and a
single inelastic task, and study optimal offloading control and
resource allocation to minimize the total energy consumption
under a hard deadline constraint. In particular, [5] obtains an
optimal threshold-based offloading policy and optimal CPU-
cycle frequency and power allocation. In [6], optimal CPU-
cycle frequency allocation and time division between mi-
crowave power transfer and offloading are derived. Reference
[7] considers a multi-user MEC system with one BS and an
inelastic task for each user, and studies optimal task splitting
and resource allocation to minimize the weighted sum mobile
energy consumption under a hard deadline constraint. It is
shown in [7] that the optimal task splitting policy is of a
threshold-based structure.
Note that all the aforementioned papers have the following
limitations. (i) All these papers assume that the size of the
computation result for each task is negligible, and fail to
take account of the resource consumption for downloading
the computation results back to mobiles. Thus, the obtained
solutions are not suitable for the applications with large-size
computation results, such as Augmented Reality, interactive
online gaming and multi-media transformation. (ii) All these
papers assume that BS executing duration is negligible, and
hence do not consider the processing order of tasks for of-
floading and executing. This assumption is not reasonable when
multiple users simultaneously offload computation-intensive
and latency-sensitive tasks to the same BS for executing. Note
that offloading and executing operations can be conducted in
parallel, and the processing order and total completion time
of tasks greatly affect the energy consumption. In summary,
further studies are required to design energy-efficient multi-
user MEC systems to ultimately provide satisfactory quality
of experience for computation-intensive and latency-sensitive
applications.
In this paper, we shall address the above issues. We consider
energy-efficient resource allocation for a multi-user MEC sys-
tem with one BS of computing capability and multiple users
each with an inelastic task. First, we propose a more practical
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task model, specifying each task using three parameters, i.e.,
size of the task before computation, workload and size of
the computation result. We establish on two computation-
offloading models with negligible and non-negligible BS exe-
cuting durations, respectively. Under each model, we formulate
the overall weighted sum energy consumption minimization
problem by optimally allocating communication and com-
putation resources. The optimization problem for negligible
BS executing duration is convex, and we obtain the optimal
uploading and downloading duration allocation for each task
in closed-form. The optimization problem for non-negligible
BS executing duration is NP-hard in general, and we obtain
a sub-optimal processing order for all tasks and the optimal
uploading and downloading duration allocation for each task
under this order, by connecting the problem to a three-stage
flow-shop scheduling problem and wisely utilizing Johnson’s
algorithm. We show that the sub-optimal solution has promising
performance and low-complexity. Finally, numerical results
show that the proposed solutions outperform some baseline
schemes.
II. SYSTEM MODEL
As illustrated in Fig. 1, we consider a multi-user MEC
system consisting of one single-antenna base station (BS) and
K single-antenna mobiles, denoted by set K , {1, 2, ...,K}.
The BS has powerful computing capability by running IT based
servers of a constant CPU-cycle frequency (in number of CPU-
cycles per second) at the network edge. Each mobile has a
computation-intensive and latency-sensitive (computation) task,
which is offloaded to the BS for executing.1
(a) Multi-user MEC system. (b) Three operations.
Fig. 1: System model.
We first propose a more practical computation task model.
The computation task at mobile k ∈ K, referred to as task k,
is characterized by three parameters, i.e., the size of the task
before computation Lu,k > 0 (in bits), workload Nk > 0 (in
number of CPU-cycles), and the size of the computation result
1We assume that all tasks have to be executed at the BS due to crucial
computation and latency requirements. The optimization results obtained in this
paper can be used to study optimal offloading control (to determine the sets of
tasks executed locally and offloaded to the BS for executing) by considering a
discrete optimization problem. This is beyond the scope of this paper
Ld,k > 0 (in bits). The computation of each task k has to be
accomplished within T seconds.
Remark 1 (Task Model): Note that this computation task
model generalizes those in [3]–[7] in the sense that the size
of the computation result is taken into consideration.
Offloading task k to the BS for executing comprises three
sequential operations: 1) uploading task k of Lu,k bits from
mobile k to the BS; 2) executing task k at the BS (which
requires Nk BS CPU-cycles); 3) downloading the computation
result of Ld,k bits from the BS to mobile k. Let tu,k ≥ 0,
te,k ≥ 0 and td,k ≥ 0 denote the uploading, executing and
downloading durations in the three operations, respectively. Let
F > 0 denote the fixed CPU-cycle frequency at the BS. The
BS executing duration (in seconds) is given by:
te,k =
Nk
F
. (1)
Since F is usually large, te,k is small. In the following, we
first consider a computation-offloading model with negligible
BS executing duration (i.e., te,k ≈ 0). In Section IV, we will
consider a computation-offloading model with non-negligible
BS executing duration. We consider Time Division Multiple
Access (TDMA) with Time-Division Duplexing (TDD) opera-
tion. The processing order of K tasks does not matter when the
BS executing duration is negligible, since the total completion
time is always the sum of the uploading and downloading
durations for all tasks. Thus, the uploading and downloading
duration allocation satisfies:
0 ≤ tu,k ≤ T, k ∈ K, (2)
0 ≤ td,k ≤ T, k ∈ K, (3)∑
k∈K
(tu,k + td,k) ≤ T. (4)
Similar to [7] and [8], we consider low CPU voltage at
the BS, and model the energy consumption for BS executing
as follows.2 At the BS, the amount of energy consumption
for computation in a single CPU-cycle with frequency F is
µF 2, where µ is a constant factor determined by the switched
capacitance at the MEC servers. Then, the energy consumption
for executing task k at the BS is given by:
Ee,k , µNkF
2. (5)
We now introduce the energy consumption model for task
uploading and downloading operations. Let hk denote the
channel power gain for mobile k which is assumed to be
constant during the T seconds. Let pk denote the transmission
power of mobile k for uploading task k. Then, the achievable
transmission rate (in bit/s) for uploading task k is given by:
rk = B log2
(
1 +
pk|hk|
2
n0
)
, (6)
2The circuit power is omitted here for simplicity but can be accounted for
by adding a constant [7], [8].
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where B and n0 are the bandwidth (in Hz) and the variance
of complex white Gaussian channel noise, respectively. On
the other hand, the transmission rate for uploading task k
is fixed as rk = Lu,k/tu,k, since this is the most energy-
efficient transmission method for transmitting Lu,k bits in
tu,k seconds. Define g(x) , n0
(
2
x
B − 1
)
. Then, we have
pk =
1
|hk|2
g
(
Lu,k
tu,k
)
. Thus, the energy consumption at mobile
k for uploading task k to the BS is given by:
Eu,k(tu,k) , pktu,k =
tu,k
|hk|2
g
(
Lu,k
tu,k
)
. (7)
Similarly, the energy consumption at the BS for transmitting
the computation result of task k to mobile k is given by:
Ed,k(td,k) ,
td,k
|hk|2
g
(
Ld,k
td,k
)
. (8)
Thus, the energy consumption at the BS for executing and
transmitting task k is given by:
EBS,k(td,k) = Ee,k + Ed,k(td,k). (9)
The weighted sum energy consumption for executing task k by
offloading to the BS is given by:
Ek(tu,k, td,k) = Eu,k(tu,k) + βEBS,k(td,k), (10)
where β ≥ 0 is the corresponding weight factor. Therefore, the
overall weighted sum energy consumption for executing the K
tasks by offloading to the BS is given by:
E(tu, td) =
∑
k∈K
Ek(tu,k, td,k), (11)
where tu , (tu,k)k∈K and td , (td,k)k∈K.
Remark 2 (Energy Consumption Model): Note that the
computation-offloading model with negligible BS executing
duration considered in this paper is a generalization of
those in [3]–[7] in the sense that task downloading and the
corresponding resource consumption are considered.
III. MULTI-USER MEC WITH NEGLIGIBLE BS EXECUTING
DURATION
In this section, we first formulate the energy minimization
problem for the multi-user MEC system with negligible BS
executing duration. Then, we obtain the optimal solution.
A. Problem Formulation
We would like to minimize the overall weighted sum energy
consumption under the uploading and downloading duration
allocation constraints. Specifically, we have the following op-
timization problem.
Problem 1 (Negligible BS Executing Duration):
E∗ , min
tu,td
E(tu, td)
s.t. (2), (3), (4).
B. Optimal Solution
We can easily verify that Problem 1 is convex and Slater’s
condition is satisfied, implying that strong duality holds. Thus,
Problem 1 can be solved using KKT conditions.
Lemma 1 (Optimal Solution to Problem 1): The optimal
solution (t∗u, t∗d) to Problem 1 is given by:

t∗u,k =
Lu,k ln 2
B
(
W
(
λ∗|hk|
2−n0
n0e
)
+1
)
t∗d,k =
βLd,k ln 2
B
(
W
(
λ∗|hk|
2−n0
n0e
)
+1
)
, k ∈ K, (12)
where W (·) denotes the Lambert function and λ∗ satisfies:
∑
k∈K
(Lu,k + βLd,k) ln 2
B
(
W
(
λ∗|hk|2−n0
n0e
)
+ 1
) = T. (13)
Note that, λ∗ in (13) can be easily obtained using the
bisection method. Thus, using Lemma 1, we can compute
(t∗u, t
∗
d) efficiently.
Remark 3 (Interpretation of Lemma 1): The optimal solu-
tion adapts to the operations and the channel conditions.
In particular, for given λ∗, the uploading and downloading
durations of a task increase with the size of the task and the
size of the computation result, respectively, and both decrease
with the channel power gain.
IV. MULTI-USER MEC WITH NON-NEGLIGIBLE BS
EXECUTING DURATION
In this section, we consider a more practical scenario where
the BS executing duration is non-negligible. We first elaborate
on the computation-offloading model in this scenario. Then,
we formulate the energy minimization problem for the multi-
user MEC system with BS executing duration. Finally, we
characterize the optimal solution and propose a low-complexity
sub-optimal solution with promising performance.
A. Computation-Offloading Model with Non-negligible BS Ex-
ecuting Duration
In this part, task executing duration at the BS is considered.
In addition, note that the execution of one task and the
transmission of another task can be conducted at the same
time. These make the computation-offloading model with non-
negligible BS executing duration sufficiently different from the
one without BS executing duration, as illustrated in Fig. 2(a).
In the following, we introduce new notations and constraints
to specify this model.
Let su,k, se,k and sd,k denote the starting times for up-
loading, executing and downloading task k, respectively. Let
cu,k, ce,k and cd,k denote the completion times for uploading,
executing and downloading task k, respectively. As each of
the three operations cannot be interrupted, we first have the
4(a) Arbitrary processing sequences and starting time.
(b) Same processing sequence for uploading,executing
and downloading operation.
(c) Completing the uploading operations of all tasks
before starting the downloading operation of any task.
Fig. 2: Illustration example of three operations of all tasks at the
BS, i.e., K = {1, 2, 3}. For each task, the required duration of each
operation is represented by the length of the corresponding rectangle.
following constraints:

su,k + tu,k = cu,k
se,k + te,k = ce,k
sd,k + td,k = cd,k
, k ∈ K. (14)
To ensure that the uploading, executing and downloading
operations of task k are conducted sequentially, we require:

su,k ≥ 0
se,k ≥ cu,k
sd,k ≥ ce,k
, k ∈ K. (15)
To ensure that the downloading operation of task k can be
completed before deadline T , we have:
cd,k ≤ T, k ∈ K. (16)
Based on su,k, se,k and sd,k for all k ∈ K (or cu,k, ce,k and
cd,k for all k ∈ K), we can obtain three orders (sequences)
for uploading, executing, and downloading of the K tasks,
respectively. Following the proof of Lemma 3 in [9], we can
show that the three sequences can be made the same without
increasing the total completion time for processing all tasks,
as illustrated in Fig. 2(b). Thus, without loss of generality,
we consider the same sequence for uploading, executing and
downloading operations for the K tasks, denoted by S ∈ S,
where S denotes the set of the K! different permutations of
all tasks in K. We let subscript [k] denote the task index at
position k in sequence S. From Lemma 1 in [10], we know
that, completing the uploading operations of all K tasks before
starting the downloading operation of any task will not increase
the total completion time, as illustrated in Fig. 2(c). To ensure
that at any time, there are at most one task under execution
and at most one task under transmission, we have the following
constraints:

su,[k] ≥ cu,[k−1]
se,[k] ≥ ce,[k−1]
sd,[k] ≥ cd,[k−1]
, k = 2, 3, ...,K, (17)
sd,[1] ≥ cu,[K]. (18)
The energy consumption model remains the same as that in
Section IV.
Remark 4 (Non-negligible BS Executing Duration): Note
that the computation-offloading model further generalizes
with non-negligible BS executing duration in Section III in
the sense that task offloading and the corresponding resource
consumption are considered. Under this model, offloading and
executing operations can be conducted in parallel, and the
processing order and total completion time of all tasks greatly
affect the energy consumption.
B. Problem Formulation
We would like to minimize the overall weighted sum energy
consumption for the multi-user MEC with non-negligible BS
executing duration under the uploading and downloading dura-
tion allocation constraints. Specifically, we have the following
optimization problem.
Problem 2 (Non-negligible BS Executing Duration):
min
S∈S,su,se,sd,tu,td
E(tu, td)
s.t. (2), (3), (14), (15), (16), (17), (18),
where su , (su,k)k∈K, se , (se,k)k∈K and sd , (sd,k)k∈K.
Problem 2 is a mixed discrete-continuous optimization prob-
lem with two main challenges. One is the choice of the
operation sequence selection (discrete variable), and the other
is the choice of the uploading and downloading duration al-
location (continuous variables). We thus propose an equivalent
alternative formulation of Problem 2 which naturally subdivides
Problem 2 according to these two aspects.
Problem 3 (Sequence Selection):
E˜∗ , min
S
E∗seq(S)
s.t. S ∈ S.
Let S∗ denote the optimal solution. E∗seq(S) is given by the
following sub-problem.
Problem 4 (Duration Allocation): For any S ∈ S, we have
E∗seq(S) , min
su,se,sd,tu,td
E(tu, td)
s.t. (2), (3), (14), (15), (16), (17), (18).
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C. Optimal Solution
First, we obtain an optimal solution to Problem 4 for given
S ∈ S. Problem 4 is a convex optimization problem. The
number of variables in Problem 4 is 5K , which is huge
for large K . Thus, the complexity for solving Problem 4 is
very high when K is large. We would like to reduce the
computational complexity. By exploiting structural properties
of the constraints in Problem 4, we first obtain the minimum
total completion time for all tasks under given S ∈ S, tu and
td, denoted by TF (S, tu, td).
Lemma 2 (Minimum Total Completion Time): For given
S ∈ S, tu and td, the minimum total completion time is given
by (19) (at the top of the next page).
We now introduce another convex optimization problem, by
replacing the constraints in Problem 4 with a deadline constraint
on the minimum total completion time TF (S, tu, td) in (19).
Problem 5 (Equivalent Problem of Problem 4): For any
S ∈ S, we have
E∗seq(S) , min
tu,td
E(tu, td)
s.t. TF (S, tu, td) ≤ T,
(2), (3).
Let (t∗u(S), t∗d(S)) denote the optimal solution.
Theorem 1 (Relationship Between Problems 4 and 5):
Problem 4 and Problem 5 are equivalent.
Note that Problem 5 is convex with 2K variables and can
be solved more efficiently. Thus, for given S ∈ S, we solve
Problem 5 instead of Problem 4 to obtain E∗seq(S). Finally,
we can solve Problem 3 by evaluating all possible choices for
S ∈ S using exhaustive search.
D. Sub-optimal Solution
Note that obtaining an optimal solution to Problem 3 requires
solving Problem 5 K! times. The complexity is not acceptable
when K is large. In this part, by exploiting more structural
properties, we obtain a low-complexity sub-optimal solution
to Problem 3. Specifically, we connect Problem 3 to the
conventional three-stage flow-shop scheduling problem [9] and
solve it by utilizing Johnson’s algorithm in [9]. Obtaining
the sub-optimal solution to Problem 3 only requires solving
Problem 1 once and solving Problem 5 at most once.
First, we introduce some background on M -stage flow-
shop scheduling problems. In an M -stage flow-shop scheduling
problem, all tasks have to be processed on M machines
following the same machine order. Each task requires certain
fixed processing time on a machine. The objective is to find a
sequence for processing the tasks on each machine so that a
given criterion is optimal. The criterion that is most commonly
studied in the literature is the total completion time. When
M ≥ 3, an M -stage flow-shop scheduling problem is NP-hard
in general. When M = 3, the three sequences for processing the
tasks on the three machines can be set to be the same without
losing optimality, and the optimal sequence can be obtained by
Johnson’s algorithm in a special case [9].
We now connect Problem 3 to a three-stage flow-shop
scheduling problem. First, we transform Problem 3 to an
equivalent problem.
Problem 6 (Equivalent Problem of Problem 3):
E∗ , min
tu,td
E(tu, td)
s.t. T ∗F (tu, td) ≤ T,
(2), (3),
Let (t∗u, t∗d) denote the optimal solution. T ∗F (tu, td) is the
optimal value of the following problem.
Problem 7 (Three-Stage Scheduling Problem): For any tu
and td, we have
T ∗F (tu, td) , min
S∈S
TF (S, tu, td)
s.t. (14), (15), (16), (17), (18).
By treating tu, te and td as the processing times for three
separate machines (i.e., uploading machine, executing machine
and downloading machine), Problem 7 can be regarded as a
three-stage flow-shop scheduling problem with an additional
constraint in (18) (i.e., the uploading machine and downloading
machine cannot operate at the same time). By relaxing the
additional constraint in (18) and using the minimum total
completion time (without the additional constraint), we can
transform Problem 7 into a standard three-stage flow-shop
scheduling problem [9].
Problem 8 (Three-Stage Flow-Shop Scheduling Problem):
For any tu and td, we have
T˜ ∗F (tu, td) , min
S∈S
T˜F (S, tu, td)
s.t. (14), (15), (16), (17),
where the minimum total completion time (without the addi-
tional constrain) T˜F (S, tu, td) is given by (20) (at the top of
next page) [9]. Let S∗(tu, td) denote an optimal solution.
It can be easily verified that Problem 8 is a three-stage flow-
shop scheduling problem. We now establish the relationship
between Problem 7 and Problem 8.
Lemma 3 (Relationship Between Problems 7 and 8):
Given tu and td, an optimal solution S∗(tu, td) to
Problem 8 is also an optimal solution to Problem 7, i.e.,
T ∗F (tu, td) = TF (S
∗(tu, td), tu, td).
By Lemma 3, instead of solving Problem 7, we can focus
on solving Problem 8. Johnson’s algorithm [9] can guarantee to
find an optimal sequence for a three-stage flow-shop problem
in the special case where:
min
k∈K
{tu,k} ≥ max
k∈K
{te,k}. (21)
In our case, (21) usually holds, as executing duration for each
task at the BS is usually small due to the strong computing
6TF (S, tu, td) = max
{
max
1≤i≤j≤K
((
j∑
k=1
te,[k] −
j−1∑
k=1
td,[k]
)
+
(
i∑
k=1
tu,[k] −
i−1∑
k=1
te,[k]
))
,
K∑
k=1
tu,[k]
}
+
K∑
k=1
td,[k]. (19)
T˜F (S, tu, td) = max
1≤i≤j≤K
((
j∑
k=1
te,[k] −
j−1∑
k=1
td,[k]
)
+
(
i∑
k=1
tu,[k] −
i−1∑
k=1
te,[k]
))
+
K∑
k=1
td,[k]. (20)
capability at the MEC servers. Thus, we use Johnson’s al-
gorithm to solve Problem 8 approximately. If (21) holds, the
obtained solution is optimal; otherwise, it is usually a sub-
optimal solution with good performance.
However, even though we can efficiently solve Problem 7,
we cannot find a simple closed-form expression for T ∗F (tu, td).
Thus, it is difficult to solve Problem 6 efficiently. To reduce
the complexity for solving Problem 6, we first neglect the BS
executing duration of each task, and use Lemma 1 to obtain the
optimal uploading and downloading duration allocation with
negligible BS execution duration, denoted as (t†u, t†d), as an
approximation of the optimal solution (t∗u, t∗d) to Problem 6.
Then, under (t†u, t†d), we solve Problem 8 by Johnson’s algo-
rithm to obtain a sub-optimal sequence S†(t†u, t
†
d). We have the
following theorem.
Theorem 2 (Optimality of (t†u, t†d)): If
TF (S
†(t†u, t
†
d), t
†
u, t
†
d) ≤ T , then (t†u, t
†
d) is optimal to
Problem 6.
Note that TF (S†(t†u, t
†
d), t
†
u, t
†
d) ≤ T indicates that the
executing operations of all tasks can be conducted within the
uploading and downloading durations, and hence do not take
extra time.
In the worst case, TF (S†(t†u, t
†
d), t
†
u, t
†
d) just slightly ex-
ceeds T , as the BS executing duration of each task is small.
Thus, we can infer that S†(t†u, t
†
d) is close to the optimal
sequence S∗(t∗u, t∗d). Under S†(t†u, t
†
d), we solve Problem 5 to
obtain (t∗u(S†(t†u, t
†
d)), t
∗
d(S
†(t†u, t
†
d))) as an approximation of
(t∗u, t
∗
d). Therefore, (t∗u(S†(t†u, t
†
d)), t
∗
d(S
†(t†u, t
†
d))) serves as
a sub-optimal solution to Problem 6. The details for obtaining
this sub-optimal solution are summarized in Algorithm 1.
Algorithm 1 : Sub-optimal Solution to Problem 6
1: Calculate t†u, t†d by Lemma 1.
2: Treat t†u, te and t†d as the processing times on the three machines
and use Johnson’s algorithm to obtain S†(t†u, t†d).
3: if TF (S†, t†u, t†d) ≤ T then
4: (t†u, t
†
d) is optimal to Problem 6
5: else
6: Obtain a sub-optimal solution (t∗u(S†(t†u, t†d)), t
∗
d(S
†(t†u, t
†
d)))
by solving Problem 5 under S†(t†u, t†d)
7: end if
E. Comparison Between Optimal and Sub-optimal Solutions
Now, we use a numerical example to compare the opti-
mal solution and the proposed sub-optimal solution in both
overall weighted sum energy consumption and computational
complexity. From Fig. 3(a), we can see that the performance
of the proposed sub-optimal solution is very close to that of
the optimal solution. From Fig. 3(b), we can see that the
computation time for computing the sub-optimal solution grows
at a much smaller rate than the optimal solution with respect
to the number of users. This numerical example demonstrates
the applicability and efficiency of the sub-optimal solution.
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Fig. 3: Comparison between optimal and sub-optimal solutions.
V. SIMULATION RESULTS
In this section, we show the performance of the proposed
optimal and sub-optimal solutions for the multi-user MEC sys-
tem with negligible and non-negligible BS executing durations
using numerical results. Similar to [6] and [7], we consider
the following simulation settings. We let β = 0.1, T = 80ms,
µ = 10−29, and F = 6 × 109. Channel power gain hk for
mobile k is modeled as Rayleigh fading with average power
loss 10−3. The variance of complex white Gaussian channel
noise is n0 = 10−9 W. For each task k, Lu,k and Ld,k follow
the uniform distribution over [1× 105, 5× 105] (bits), and Nk
follows the uniform distribution over [0.5 × 107, 1.5 × 107]
(CPU-cycles). All random variables are independent.
A. Multi-user MEC with Negligible BS Executing Duration
In this part, we consider the multi-user MEC system with
negligible BS executing duration. We compare the proposed
optimal solution (given in Lemma 1) with a baseline policy.
The baseline policy allocates the total time T equally to the
uploading and downloading operations of all tasks [6], [7], i.e.,
tu,k = tu,k =
T
2K for all k ∈ K.
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Fig. 4: The overall weighted energy consumption versus the number
of users and the time duration for the multi-user MEC system with
negligible BS executing duration.
Fig. 4(a) and Fig. 4(b) illustrate the overall weighted sum
energy consumption versus the number of users K and the
time duration T , for the optimal solution and the baseline
policy. From Fig. 4(a) and Fig. 4(b), we can observe that as
the number of users increases or the time duration decreases,
the overall weighted sum energy consumption increases. The
optimal solution significantly outperforms the baseline policy,
as it can optimally make use of task and channel information
in reducing the overall weighted sum energy consumption.
B. Multi-user MEC with Non-negligible BS Executing Duration
In this part, we compare the proposed sub-optimal solution
(using Algorithm 1) with two baseline policies. Both baseline
policies assume that the transmission and execution durations
cannot be paralleled, and consider T −
∑K
k=1 te,k as the total
transmission time
∑K
k=1(tu,k + td,k). In particular, Baseline 1
allocates the total transmission time T −
∑K
k=1 te,k equally
to the uploading and downloading operations of all tasks,
i.e., tu,k = tu,k = T−
∑
K
k=1 te,k
2K for all k ∈ K [6], [7].
Baseline 2 optimally allocates the total time to uploading and
downloading operations to minimize the overall weighted sum
energy consumption, using Lemma 1.
Fig. 5(a) and Fig. 5(b) illustrate the overall weighted sum
energy consumption versus the number of users and the time
duration, for the sub-optimal solution and the baseline policies.
From Fig. 5(a) and Fig. 5(b), we can observe that as the number
of users increases or the time duration decreases, the overall
weighted sum energy consumption increases. The sub-optimal
solution greatly outperforms Baseline 2, as it approximately
maximizes the time duration over which the transmission
and execution are conducted in parallel, hence maximizes the
total transmission time. The sub-optimal solution significantly
outperforms the baseline policies.
VI. CONCLUSION
In this paper, we consider energy-efficient resource allocation
for a multi-user mobile edge computing system. First, we
establish on two computation-offloading models with negligible
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Fig. 5: The overall weighted energy consumption versus the number
of users and the time duration for the multi-user MEC system with
non-negligible BS executing duration.
and non-negligible BS executing durations, respectively. Then,
under each model, we formulate the overall weighted sum
energy consumption minimization problem. The optimization
problem for negligible BS executing duration is convex, and
we obtain the closed-form optimal solution for each task. The
optimization problem for non-negligible BS executing duration
is NP-hard in general, and we obtain a low-complexity sub-
optimal solution, by connecting the problem to a three-stage
flow-shop scheduling problem and wisely utilizing Johnson’s
algorithm. Finally, numerical results show that the proposed
solutions outperform some baseline schemes.
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