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Résumé – Dans cet article est présentée une nouvelle approche au problème de l’identification aveugle de canaux SISO de communications
pour les modulations de type PSK. L’intérêt majeur de cette approche issue de la géométrie algébrique réside dans l’obtention rapide d’une
description exhaustive de l’espace des solutions permettant ainsi d’éviter les problèmes de minima locaux liés aux algorithmes adaptatifs. De
plus, l’algorithme proposé requiert un faible coût de calcul on-line puisque, fondamentalement, il se réduit à l’isolation des racines d’un polynôme
univarié; le pré-calcul symbolique d’une représentation paramétrique plus efficace du système étant réalisé off-line une fois pour toutes.
Abstract – In this paper, a new algorithm for the blind identification of SISO communication channels is introduced. Based on methods
from computational algebraic geometry, the approach achieves a full description of the solution space and thus avoids the local minima issue of
adaptive algorithms. Furthermore, unlike most symbolic methods, the computational cost is kept low by a split of the problem into two stages.
First, a symbolic pre-computation is done offline, once for all, to get a more convenient parametric representation of the problem. The solutions
of the problem are then easily obtained from this representation by solving a single univariate polynomial equation.
Introduction
Un des problèmes essentiels en communications numériques,
en particulier cellulaires, est la minimisation de l’influence du
canal de communication. Un moyen usuel [19, ch.10] de ré-
soudre ce problème consiste, dans un premier temps à estimer
le canal, et ensuite à l’égaliser à l’aide d’un égalisateur (ty-
piquement à boucle fermée afin de garantir la stabilité). Cette
approche repose ainsi fortement sur la qualité de l’estimation,
appelée aussi identification, du canal de communication.
Dans ce papier, nous nous restreignons au cas d’un canal
de communication scalaire (SISO), linéaire et invariant dans le
temps. Il peut alors être décrit comme le filtrage convolutif du
signal émis x[n] par un filtre h[n] que nous supposons, de plus,
à réponse impulsionnelle finie. Schématiquement, le modèle de
canal envisagé est ainsi donné par :
x[n] - h[n] - y[n] =
∑N−1
k=0 h[k]x[n− k].
La plupart des algorithmes d’identification repose sur la con-
naissance du signal reçu y[n] pour un signal émis x[n] donné
[7, 12, 22] (utilisation de séquences pilotes comme dans le
standard GSM ou d’un canal parallèle comme pour l’UMTS).
Nous nous intéressons ici au problème plus général de l’iden-
tification aveugle où seul le signal reçu est connu. Actuelle-
ment, la plupart des algorithmes d’identification aveugle re-
posent sur une approche adaptative avec les limitations bien
connues liées à la présence de minima locaux et à la lenteur de
convergence. Diverses améliorations de ces algorithmes sont
cependant possibles soit en utilisant les diversités spatiale, tem-
porelle ou de bande-passante [26, 1, 4], soit par une approche
par blocs mettant à profit les propriétés du signal x[n] [27, 25],
comme par exemple en communications numériques, où le si-
gnal émis x[n] suit en général une loi de modulation connue
(BPSK, MSK, QPSK, pi4 -DQPSK, 8-PSK ou 3pi8 -D8PSK, et les
diverses QAM pour les plus courantes). L’utilisation de cette
information va ainsi nous permettre de reformuler le problème
dans un cadre de géométrie algébrique et d’estimer efficace-
ment et de façon exhaustive h[0], . . . , h[N − 1] à partir des
seules observations {y[n]}.
Formulation polynomiale du problème
En effet, pour les modulations de type PSK, les symboles
sont des racines de l’unité. L’utilisation de statistiques non-
circulaires sur le signal reçu y[n] permet d’écrire le problème
sous forme d’un système d’équations polynômiales en h[n].
BPSK, QPSK, 8-PSK
Dans le cas BPSK, x[n] est iid uniformément distribué
sur {−1, 1}. On obtient alors pour p = 0, . . . , N − 1,
γp := E(y[n]y[n− p]) =
N−1∑
m=p
h[m]h[m− p] (1)
Pour le cas QPSK, x[n] est iid uniformément distribué
sur {1, j,−1,−j} où j2 = −1, ce qui donne
E(y[n]y[n− p1]y[n− p2]y[n− p3]) =
N−1∑
m=max(p1,p2,p3)
h[m]h[m− p1]h[m− p2]h[m− p3].
Ce cas se ramène au cas BPSK en prenant p1 = 0, p3 =
p2 et en posant g[n] := h2[n]. De la même façon, les
modulations 8-PSK et en général de type 2M -PSK se ré-
duisent au cas BPSK.
MSK, pi4 -DQPSK, 3pi8 -D8PSK
Dans le cas MSK [8], on a x[n] = jnb[n]x[0], avec b[n]
BPSK et donc pour p = 0, . . . , N − 1,
γp := E(y[n]y[n− p]|x[0]) =
N−1∑
m=p
(−1)n−mh[m]h[m− p].
(2)
De même que précédemment, les modulations pi4 -DQPSK
et 3pi8 -D8PSK se ramènent aisément au cas MSK.
Ainsi, pour une modulation MSK avec N = 3, on obtient le
système d’équations polynômiales paramétriques en γ0, γ1, γ2
suivant : 
γ0 − h[0]2 + h[1]2 − h[2]2 = 0
γ1 − h[0]h[1] + h[1]h[2] = 0
γ2 − h[0]h[2] = 0.
(3)
D’après le théorème de Bézout [23], ce système a soit une in-
finité de solutions, soit au plus huit solutions (en comptant les
multiplicités).
Il nous reste maintenant à décrire une méthode efficace et
robuste de résolution pour ce type de système d’équations po-
lynômiales. A titre d’illustration, nous allons détailler dans le
reste de l’article l’approche proposée pour le système (3). Cette
approche se généralise (et a été implémentée avec succès) pour
N = 2, . . . , 7 dans le cadre des deux familles de modulations
décrites ci-dessus (BPSK, QPSK, 8-PSK et MSK, pi4 -DQPSK,
3pi
8 -D8PSK).
Représentation rationnelle univariée
Récemment, diverses méthodes issues de la géométrie algé-
brique ont été appliquées avec succès à la résolution effective
de systèmes d’équations polynômiales liés à des problèmes de
traitement du signal [17, 3, 10, 9, 11, 13]. Ces approches al-
gébriques présentent l’avantage d’une description exhaustive
de l’espace des solutions et évite ainsi tout problème de mi-
nima locaux. De plus, depuis peu, diverses méthodes issues de
la géométrie algébrique ont rendu possible et très compétitive
la résolution effective de systèmes d’équations polynomiales
[5, 2, 15, 18, 23]. Les approches les plus populaires que sont
le calcul par bases de Gröbner, les méthodes de continuation
homotopique et la résolution par résultants, présentent cepen-
dant dans leur implémentation classique, diverses limitations
au niveau du coût de calcul et de la gestion de paramètres
non rationnels dans les équations [6, 9]. Cela les rend relati-
vement inadaptées à des cadres tels que ceux du traitement du
signal ou des communications numériques où l’on ne dispose
a priori que d’une faible puissance de calcul (typiquement le
DSP d’un téléphone portable) avec de fortes contraintes tem-
porelles (environnement évoluant rapidement, tel qu’un canal
de communications mobiles). En témoigne le fait que, jusqu’à
présent, l’utilisation de méthodes algébriques en traitement du
signal a été essentiellement cantonnée à des problèmes de de-
sign de filtres, pour la plupart liés à la construction d’ondelettes
[17, 3, 10, 9, 11, 13] ; les contraintes calculatoires et tempo-
relles dans ces problèmes étant minimes. Également, dans la
majorité des problèmes de traitement du signal et de communi-
cations numériques, les données sont essentiellement bruitées
puisque obtenues par estimation statistique de moments. L’ap-
plication directe de méthodes formelles pour la résolution des
systèmes polynomiaux peut alors se révéler délicate (en parti-
culier, la réduction à zéro dans le calcul de bases de Gröbner).
De nouvelles approches [24, 6] permettant de mieux prendre
en compte les aspects numériques dans les calculs algébriques,
sont en train d’apparaître. C’est ainsi que nous avons été ame-
nés à développer une nouvelle méthode adhoc [8] où l’on ef-
fectue un pré-calcul très coûteux, mais réalisé off-line, d’une
forme normale paramétrique associée au système [24]. Le but
de cette première étape est la réécriture de notre problème sous
une forme paramétrique économique (stockage minimal), aisé-
ment exploitable (les solutions sont aisément obtenues) et ro-
buste (une faible perturbation ne modifie pas trop les solutions).
Dans une seconde étape, les solutions du système s’obtiennent
alors aisément on-line après évaluation des paramètres ; ici, à
partir d’une représentation univariée rationnelle (RUR) [5] du
système (3), on a l’ensemble des solutions par un simple calcul
des racines d’un polynôme univarié.
En effet, par le changement générique de variables h[0] :=
x1, h[1] := x1 + x2, h[2] := x1 + x2 + x3, on peut réécrire le
système (3) sous une nouvelle forme :
(P )

γ0 − x21 − 2x1x3 − 2x2x3 − x23,
γ1 − x1x2 − x22 − x1x3 − x2x3,
γ2 − x21 − x1x2 − x1x3.
(4)
Les monômes x21, x22 et x23 peuvent désormais être décomposés
dans la base monomiale B = {ω1, . . . , ωd} donnée par
B := {1, x1, x2, x3, x1x2, x1x3, x2x3, x1x2x3}.
On montre aisément que B est une base linéaire de l’algèbre
quotient (de dimension d) A := Q[x1, . . . , xN ]/〈P 〉 où 〈P 〉
est l’idéal engendré par le système (P ). Ré-écrites dans cette
base, les équations du système (P ) nous donnent une forme
normale [24, 8] de Q[x1, . . . , xN ] dans l’algèbre quotient A
qui à tout polynôme u associe le vecteur [u] ∈ Cd de décom-
position dans la base B de la classe de u dans l’algèbre quotient
A. On est ainsi dans un cadre où la résolution du système (P )
se réduit en fait à un problème d’algèbre linéaire. En effet, en
introduisant pour tout polynôme u, l’opérateur de multiplica-
tion Mu[v] := [uv] sur A représenté par sa matrice Mu dans
la base B (la k-ième colonne de cette matrice est obtenue en
exprimant [uωk] dans la base monomiale B), le théorème de
Stickelberger nous donne alors [14, 23]
χu(t) := det(tI−Mu) =
∏
α∈ZC(〈P〉)
(t− u(α))µ(α)
où ZC(〈P 〉) est l’ensemble des solutions complexes α du sys-
tème (P ) et µ(α) leurs multiplicités respectives. C’est à dire
que pour un u bien choisi, i.e. un polynôme séparant les solu-
tions, on a ainsi construit une bijection des solutions du sys-
tème de polynômes multivariés (P ) sur les racines du poly-
nôme univarié χu(t). En introduisant désormais les polynômes
gu(v, t) :=
∑
α∈ZC(〈P〉)
µ(α)v(α)
∏
β∈ZC(〈P〉)\{α}
(t− u(β)),
pour α ∈ ZC(I) et t = u(α), on obtient
gu(v, u(α)) = µ(α)v(α)
∏
β∈ZC(I)\{α}
(u(α)− u(β)),
FIG. 1 – Matrice de trace paramétrique TRM pour le cas MSK avec N = 3.
et le résultat central d’une représentation univariée rationnelle
gu(v, u(α))
gu(1, u(α))
= v(α).
En prenant successivement v = x1, . . . , xN , on a donc un
moyen rapide d’exprimer les coordonnés des solutions de (P )
en fonction des racines de χu(t) puisque
α =
[
gu(x1, u(α))
gu(1, u(α))
,
gu(x2, u(α))
gu(1, u(α))
, ...,
gu(xN , u(α))
gu(1, u(α))
]
.
D’où le théorème suivant :
Théorème. Si α est une solution du système (P ), alors u(α)
est une racine du polynôme univarié χu(t) avec la même mul-
tiplicité et réciproquement, si ζ est une racine de χu(t), alors[
gu(x1, ζ)
gu(1, ζ)
,
gu(x2, ζ)
gu(1, ζ)
, ...,
gu(xN , ζ)
gu(1, ζ)
]
est une solution du système (P ) de même multiplicité.
Il nous reste enfin à montrer que l’on peut calculer facile-
ment χu(t) et gu(v, t). Introduisons χu(t) =
∑d
k=0 bkt
d−k
(b0 = 1) et χ′u(t) sa dérivée, on a alors
χ′u(t)
χu(t)
=
∑
α∈ZC(I)
µ(α)
t− u(α) =
∑
α∈ZC(I)
1
t
µ(α)
1− u(α)t
=
∑
α∈ZC(I)
∑
k≥0
1
t
µ(α)uk(α)t−k =
∑
k≥0
trace(Muk)t
−(k+1).
Ainsi, χ′u(t) = χu(t)
∑
k≥0 trace(Muk)t
−(k+1)
, et comme
χ′u(t) =
∑d−1
k=0(d − k)bktd−1−k, on obtient donc pour k =
0, . . . , d,
(d− k)bk =
k∑
l=0
trace(Mul)bk−l.
Ce système triangulaire d’équations linéaires permet de calcu-
ler aisément χu(t) à partir des valeurs trace(Muk) pour k =
0, . . . , d [20, 5, 8]. En introduisant maintenant le polynôme mi-
nimal deMu,
χ˜u(t) :=
∏
α∈ZC(I)
(t− u(α)) = χu(t)
gcd(χu(t), χ′u(t))
,
et sa représentation de Hörner Hk(χ˜u)(t) =
∑k
l=0 alt
k−l où
χ˜u(v, t) =
∑r
k=0 akt
r−k
, on obtient de la même façon
gu(v, t) =
r−1∑
k=0
trace(Mukv)Hr−1−k(χ˜u)(t).
Les polynômes gu(v, t) se déduisent donc aisément de χ˜u(t) et
des valeurs trace(Mukv) pour k = 0, . . . , r. Enfin, ces traces
de matrices de multiplication sont facilement obtenues en re-
marquant que trace(Mfg) = TR(f)[g] où
TR(f) :=
[
trace(Mfω1), . . . , trace(Mfωd)
]
.
Et comme TR(uk+1) = TR(uk)Mu, on obtient les récurrences
trace(Muk+1) = TR(uk)[u] et trace(Mukv) = TR(uk)[v].
Ainsi, tous les calculs reposent sur l’obtention de la matrice
de trace TRM définie par :
[TRM]k,l := trace(Mωkωl) (5)
Enfin, comme deg(χ˜u) = rank(TRM) = #ZC(I) =: r si et
seulement si u est séparant et puisque l’ensemble
{x1 + kx2 + . . .+ kN−1xN | 0 ≤ k ≤ (N − 1)
(
r
2
)
}
contient au moins un polynôme séparant [20, 5], on a égale-
ment un moyen rapide de trouver un u séparant et par-là même
occasion de valider l’ensemble des solutions trouvées.
Algèbre linéaire dans l’algèbre quotient
Dans cette approche, l’essentiel du coût de calcul d’une RUR
{χu(t), gu(1, t), gu(x1, t), . . . , gu(xN , t)} du système (P ) ré-
side donc dans le pré-calcul de la matrice de trace paramé-
trique :
TRM(γ0, γ1, γ2) :=
 trace(Mω1ω1 ) ... trace(Mω1ωd ).
.
.
.
.
.
trace(Mωdω1 ) ... trace(Mωdωd )
 . (6)
Ce pré-calcul est réalisé une fois pour toutes, i.e. ∀(γ0, γ1, γ2),
de façon symbolique (dans notre cas grace au logiciel MuPAD
[16]). Une RUR du système est alors aisément obtenue en éva-
luant la matrice de trace, donnée en Fig. 1, pour le jeu de para-
mètres estimés par les statistiques non-circulaires. Par exemple,
pour le système (P ) avec γ0 = 3, γ1 = 0 et γ2 = 1, on obtient
TRM(3, 0, 1) =

8 0 0 0 −10 8 −4 0
0 10 −10 8 0 0 0 −6
0 −10 6 8 0 0 0 −2
0 8 −4 6 0 0 0 4
−10 0 0 0 14 −6 −2 0
8 0 0 0 −6 4 4 0
−4 0 0 0 −2 4 −12 0
0 −6 −2 4 0 0 0 −10
 .
On vérifie alors que le polynôme u := x1 + 2x2 + 4x3 est
séparant, ce qui nous donne la RUR suivante pour (P ) :
χu(t) = (t− 52 − 32
√
5)(t− 52 + 32
√
5)(t+ 52 − 32
√
5)
(t+ 52 +
3
2
√
5)(t− 3− 2j)(t− 3 + 2j)
(t+ 3− 2j)(t+ 3 + 2j)
et gu(1, t) = 90t6 − 2176t4 + 36990t2 − 33800,
gu(x1, t) = 22t7 − 776t5 + 8450t3 − 20800t,
gu(x2, t) = −14t7 + 600t5 − 11890t3 + 23400t,
gu(x3, t) = 24t7 − 650t5 + 13080t3 − 14950t.
On a ainsi huit solutions pour le système (3) en [h[0], h[1], h[2]] :
{[− 12 + 12
√
5, 0, 12 +
1
2
√
5], [− 12 − 12
√
5, 0, 12 − 12
√
5],
[ 12 +
1
2
√
5, 0,− 12 + 12
√
5], [ 12 − 12
√
5, 0,− 12 − 12
√
5],
[−1,−j,−1], [−1, j,−1], [1,−j, 1], [1, j, 1]}.
Cette seconde étape de l’algorithme est réalisée sous Scilab
[21] et ne nécessite pas de calcul symbolique. La sélection fi-
nale de la meilleure solution peut finalement se faire en calcu-
lant les statistiques circulaires [6] sur y[n]
cp := E(y[n]y∗[n− p]) =
N−1∑
m=p
h[m]h∗[m− p], (7)
ou en utilisant des statistiques d’ordre supérieur [8].
Conclusion
Dans la continuation de travaux précédents [6], un nouvel
algorithme de résolution basé sur le calcul de matrices de mul-
tiplications dans l’algèbre quotient et d’une représentation uni-
variée rationnelle des solutions a ainsi été développé. L’intérêt
majeur de cette méthode réside dans l’obtention rapide d’une
description exhaustive de l’espace des solutions. L’algorithme
proposé requiert en effet un faible coût de calcul on-line puisque
essentiellement, il se réduit à l’isolation des racines d’un poly-
nôme univarié de degré le nombre de solutions du système (le
pré-calcul symbolique de la matrice de trace étant réalisé off-
line une fois pour toute) ainsi qu’un faible coût de stockage
puisque la matrice de trace paramétrique TRM s’avère être
creuse. Cette approche a été appliquée avec succès à l’iden-
tification aveugle SISO dans le cadre des modulations de type
BPSK et MSK (et leurs généralisations). On voit de plus ai-
sément que cette méthode se généralise à tout problème décrit
par un système d’équations du type (1) ou (2). De nombreuses
autres applications en communications numériques sont ainsi
envisageables.
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