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Abstract
This thesis is an investigation of the moduli spaces of instanton bundles on the
Fano threefold Y5 (a linear section of Gr(2,5)). It contains new proofs of classical
facts about lines, conics and cubics on Y5, and about linear sections of Y5.
The main original results are a Grauert–Mu¨lich theorem for the splitting type
of instantons on conics, a bound to the splitting type of instantons on lines and an
SL2-equivariant description of the moduli space in charge 2 and 3.
Using these results we prove the existence of a unique SL2-equivariant instan-
ton of minimal charge and we show that for all instantons of charge 2 the divisor
of jumping lines is smooth. In charge 3, we provide examples of instantons with
reducible divisor of jumping lines. Finally, we construct a natural compactification
for the moduli space of instantons of charge 3, together with a small resolution of
singularities for it.
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Introduction
The goal of this thesis is an investigation of instanton vector bundles on a Fano threefold
of index 2 and degree 5, a natural generalization of instanton vector bundles on P3.
Definition. An instanton on P3 is a µ-stable vector bundle E of rank 2 such that
c1(E) = 0 and H1(E(−2)) = 0. Its second Chern class c2(E) is called the charge of E.
The standard approach [AHDM78] (see also [OSS80]) to the description of instantons
on P3 and of their moduli space is via the Beilinson spectral sequence. Using this
approach one can write any instanton E of charge n as the middle cohomology of a
complex
0→ OP3(−1)⊕n → O⊕2n+2P3 → OP3(1)⊕n → 0 (1)
such that the first map is fiberwise injective and the last map is surjective. Such a
complex is usually called a monad for E and is determined by E up to the action of a
group. This leads to a description of the moduli space of instantons as a GIT quotient.
This description turns out to be too complicated for large n to provide answers to the
natural questions about the moduli space of instantons: smoothness, irreducibility and
rationality. In the end, some of these questions were solved in recent works of Verbitsky,
Jardim, Markushevitch and Tikhomirov by a different technique (see [JV11], [MT10],
[Tik12]).
On the other hand, for small values of n one can give a more explicit description of
the moduli space of instantons (see [ES81]) by analyzing the loci of jumping lines.
Definition. A line L is jumping for an instanton E if E restricted to L is not trivial.
We will say that a line L is k-jumping for E if E restricted to L is isomorphic toOL(−k)⊕OL(k).
By Grauert–Mu¨lich theorem the locus of jumping lines for an instanton E is a hy-
persurface SE of degree n in the Grassmannian Gr(2,4) parameterizing lines in P3. It
comes with a rank one torsion free sheaf LE and one can show that an instanton E
can be reconstructed from the pair (SE ,LE). However, it turns out to be quite hard to
characterize which pairs (SE ,LE) give rise to instantons, at least for higher values of
the charge. One of the reasons for this is the high dimension of SE and its singularities.
Recently, the definition of instanton bundle was extended from P3 to other Fano
threefolds of Picard number 1.
Definition ([Fae11]). A rank 2 vector bundle E with c1(E) = 0 or 1 on a Fano threefold
X is an instanton if there is a twist E ⊗OX(t) = F such that
F ≅ F ∗ ⊗ ωX , H1(X,F ) = 0
Faenzi proved some general results about instantons on Fano threefolds, such as the
existence of a good component of arbitrary charge (see [Fae11]). On the other hand,
Kuznetsov investigated in greater detail the case of Fano threefolds of index 2. In
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particular, in [Kuz12] the locus of jumping lines DE was defined together with a theta-
sheaf LE on it. Moreover, motivated by the Grauert–Mu¨lich theorem, the following
conjecture was suggested.
Conjecture 1 ([Kuz12]). For an instanton E on a Fano threefold of index 2 the generic
line is not jumping. An instanton E can be reconstructed from its theta-sheaf LE .
In the case of Fano threefolds of index 2 and degree 4 or 5, [Kuz12] provides more
concrete descriptions of the moduli spaces of instantons.
Namely, in the case of the degree 4 threefold the moduli spaces of instantons were
shown to be related to the moduli spaces of self dual vector bundles on a curve of
genus 2. Using this, the first part of conjecture 1 was reinterpreted and the second part
was proved.
The degree 5 case is that of a triple linear section of Gr(2,5).
Definition. The variety Y is the transverse intersection of the Plu¨cker embedding
Gr(2,5) ⊂ P9 with a P6.
It turns out that Y is similar to P3 in many respects. For example, both admit an
action of SL2 with an open orbit and both admit a full exceptional collection for their
derived category.
Again in [Kuz12], these similarities with P3 were used to show that every instanton
on Y can be represented as the middle cohomology of the monad
0→ U⊕n → O⊕4n+2Y → U∗⊕n → 0,
where U is the restriction of the tautological bundle to Y , in analogy with (1). As a
corollary a GIT description of the moduli space of instantons via special nets of quadrics
was found, a reinterpretation of the first part of conjecture 1 was given and the second
part was proved.
The goal of this thesis is an extension of the results of [Kuz12] on moduli spaces of
instantons on Y and a detailed study of moduli spaces of small charge, namely charge 2
(minimal instantons) and charge 3.
We start with an exposition of various facts about the geometry of Y , some of which
are known to experts. The references for these facts are scattered in the literature and
some of them do not explicitly refer to the SL2-structure, so that we prefer providing
complete proofs for most of them. In particular, we describe several useful exceptional
collection in Db(Y ), the bounded derived category of coherent sheaves on Y , show that
the Hilbert scheme of lines on Y identifies with P2 and that the Hilbert scheme of conics
on Y identifies with P4. We also write down explicit SL2-equivariant resolutions for
the structure sheaves of lines and conics, discuss the natural stratification of the Hilbert
scheme of conics and describe the natural incidence correspondences on the products of
these Hilbert schemes. Finally, we apply the same methods to cubic curves in Y . In all
these constructions we pay special attention to the induced action of SL2.
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In section 3 we introduce the following construction of Y : we show that the blowup
of the Veronese surface in P4 identifies naturally with the projectivization of the vector
bundle U on Y . This description turns out to be very useful later, when we discuss the
geometry of hyperplane sections of Y and their relation to the Grassmannian of planes
in P4. Again, all the results of this section are SL2-equivariant.
In section 4 we start discussing instantons on Y . We remind the necessary definitions
and constructions from [Fae11] and [Kuz12], in particular the monadic description and
some results about jumping lines. We state here the first new result of the thesis, which
will be of great use in the description of the moduli space of minimal instantons.
Theorem (4.17, 4.18). If E is an instanton of charge n then E has no k-jumping lines
for k ≥ n.
A direct consequence of theorem 4.17 is the following proposition providing an explicit
description of instantonic theta-characteristics of degree 2.
Proposition (5.2). If E is an instanton of charge 2 then the curve of jumping lines DE
is a smooth conic and the sheaf LE is isomorphic to ODE(−1). In particular, conjecture 1
holds true for instantons of charge 2.
We also introduce the notion of a jumping conic for an instanton. Of course one can
just say that a conic C is jumping for E if the restriction of E to C is nontrivial, but
it is not clear how to encode nontriviality of E on C in a sheaf on the Hilbert space of
conics. We show that a reducible conic C = L1 ∪L2 (resp. nonreduced conic C = 2L) is a
jumping conic for an instanton E if and only if the restriction of E to either of the lines
L1 and L2 (resp. to L) is nontrivial. Moreover, we show that
Proposition (4.22). If E is an instanton and C is a conic then C is a jumping conic
if and only if H i(C,E ⊗ U ∣C) ≠ 0 for some i.
By means of proposition 4.22, we also show that an analogue of the Grauert–Mu¨lich
theorem holds for conics.
Theorem (4.24, 4.29). For an instanton E of charge n the scheme of jumping conics of
E is a divisor of degree n in P4 which comes with a natural sheaf of rank 2. In particular,
the generic conic is non-jumping.
So, in some sense, conics behave better than lines, but as the dimension of the space
of conics is higher, the information we get is harder to use.
In section 5 we discuss in detail the moduli space of minimal instantons. This moduli
space is also known in the literature as the moduli space of aCM bundles (see [BF09]).
We show that the moduli space MI2 identifies with an explicit open subset of P5.
Theorem (5.8). The moduli space MI2 of charge 2 instantons on Y can be represented
as MI2 ≅ P(S2C3) ∖ (∆ ∪H),
where ∆ is the symmetric determinantal cubic and H is the unique SL2-invariant hy-
perplane.
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A consequence of the description of theorem 5.8 is the following.
Corollary (5.9). There is a unique instanton E0 of charge 2 on Y with an SL2-
equivariant structure.
In section 6 we consider the moduli space of instantons of charge 3. We construct
a natural map β ∶ MI3 → B ∶= Gr(3,5) and show that its flattening stratification on
B consists of only two strata: the closed stratum Bs ⊂ B identifies with the image of
the projective plane parameterizing lines on Y under a special embedding κ ∶ P2 → B
constructed in section 3, and the open stratum Bn ∶= B ∖Bs is its complement.
After constructing β, we also construct a natural compactification MI3 of MI3 and
describe it.
Theorem (6.23). There is a natural compactification MI3 of MI3 such that the map
β ∶ MI3 → B extends to a regular map β¯ ∶ MI3 → B which is a P3-fibration over Bn
and a Gr(2,5)-fibration over Bs.
We show that instantons E such that β(E) ∈ Bs form a divisorial family and have
many special properties (because of this we call them special). One of the characterizing
properties is the following
Proposition (6.24). An instanton E is special if and only if it has a 2-jumping line L.
For a special instanton E there is a unique 2-jumping line L and κ(L) = β(E).
In section 7, the results of section 6 are used to show how singular the theta-sheafLE of jumping lines can be for an instanton E of charge 3. While in the case of minimal
instantons the theta-characteristics admit the simple description of corollary 5.2, for
c2(E) = 3 we prove the following propositions
Proposition (7.2). The theta-sheaf of E is not locally free if and only if E is special.
Proposition (7.3). If the plane β(E) ⊂ P4 is a generic tangent plane to the Veronese
surface in P4, then the theta-sheaf of E is supported on a reducible curve.
It turns out that the compactified moduli space MI3 is singular on a closed subset
of codimension 3 which is contained in MI3 ∖MI3 and in β−1(Bs).
The last section is devoted to the construction and the description of an explicit
desingularization
p̃i ∶ M̃I3 →MI3
We construct M̃I3 by blowing up the (non-Cartier) divisor of special instantons insideMI3 and we identify M̃I3 with a P3-fibration over the blowup B̃ of B in Bs.
Theorem (8.4). There is a small contraction
p̃i4 ∶ M̃I3 →MI3
which is a resolution of the singularity of MI3. Moreover, the pushforward of the struc-
ture sheaf of M̃I3 is the structure sheaf of MI3.
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1 Some preliminary facts
We work over C. All schemes are assumed to be Noetherian and separated. In this
section we set the notation which we will use for derived categories and we state a few
more results (Beilinson spectral sequence, Grauert–Mu¨lich theorem, Hoppe’s criterion)
to which we will refer in the rest of the thesis.
1.1 Semi-orthogonal decompositions
In any triangulated category T the shift is denoted by [1]. For any two objects F,G of T ,
the space Hom(F,G[p]) is denoted by Extp(F,G) and the cohomology of RHom(F,G),
that is to say ⊕p Extp(F,G)[−p], is denoted by Ext●(F,G).
We work with triangulated categories T which are Ext-finite, that is to say that for
any pair of objects F,G the graded vector space Ext●(F,G) is finite dimensional. In other
words, Hom(F,G) is always finite dimensional and Hom(F,G[i]) vanishes for almost all
integers i ∈ Z.
We usually think of Ext●(F,G) as a non-symmetric scalar product with values in the
category of graded finite dimensional vector spaces. When a subcategory A ⊂ T is given,
the subcategory A⊥ = {T ∈ T s.t. ∀A ∈ A Ext●(A,T ) = 0}
is called the right orthogonal of A in T . Respectively, the subcategory
⊥A = {T ∈ T s.t. ∀A ∈ A Ext●(T,A) = 0}
is called the left orthogonal of A in T .
Definition 1.1. A full triangulated subcategory A of T is admissible if the inclusion
functor has a left and a right adjoint.
If the inclusion functor of A has only a left or right adjoint, the category A is called
respectively left or right admissible. By [Kuz07, sec. 2.2/2.3] (which summarizes results
and definitions from [Bon90] [BK90] [BVdB03]), in the case T is the derived category of
a smooth variety, the following theorem holds.
Theorem 1.2 ([BK90]). For X smooth projective variety over a field k, any left or right
admissible subcategory of Db(X) is admissible.
Definition 1.3. A semiorthogonal decomposition of a triangulated category T is an
ordered set of full triangulated subcategories ⟨A1, . . . ,An⟩ such that the following two
conditions hold:
• For all i > j and all Ai ∈ Ai and Aj ∈ Aj
Hom(Ai,Aj) = 0
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• For any object T ∈ T there exist objects Ti and maps fi
0 = Tn fnÐ→ Tn−1 fn−1ÐÐ→ . . . f2Ð→ T1 f1Ð→ T0 = T
such that the cones of fi ∶ Ti → Ti−1 lie in Ai.
A sequence of maps as in definition 1.3 is usually called a filtration for T .
Definition 1.4. Given an object T in T , a filtration for T is a set of objects Ti and
maps fi such that
0 ≅ Tm fmÐ→ Tm−1 fm−1ÐÐÐ→ . . . fn+2ÐÐ→ Tn+1 fn+1ÐÐ→ Tn ≅ T (2)
If we denote by Li[−i] the cone of fi+1, there is an induced sequence in the opposite
direction
0→ Ln gnÐ→ Ln+1 gn+1ÐÐ→ . . . gm−2ÐÐÐ→ Lm−1 → 0 (3)
such that gi+1 ○ gi = 0. Sequences (3) and (2) fit in a diagram
0
fm - Tm−1 fm−1 - . . . fn+2 - Tn+1 fn+1 - T⋆ ⋆ ⋆ ⋆
Lm−1[−m + 1] ﬀ
gm−2
ﬀ
ﬀ
Lm−2[−m + 2]ﬀ
ﬀ
. . . Ln+1[−n − 1] ﬀ
gn
ﬀ
ﬀ
Ln[−n]ﬀ
ﬀ
(4)
where all bottom triangles are commutative and those marked with ⋆ are distinguished.
Dashed arrows denote maps of degree one. The diagram (4) is usually called Postnikov
tower (or Postnikov system). One also usually says that T is the convolution of the
Postnikov tower (4).
The following is a simple and classical fact, but it is fundamental.
Theorem 1.5 ([Bon90]). The Postnikov tower induced by a semi-orthogonal decompo-
sition is functorial.
Proof. By definition of semi-orthogonal decomposition it is enough to prove the theorem
for a decomposition ⟨A1,A2⟩ and then proceed by induction.
Choose a filtration for each object T in T . Given a map ϕ ∶ S → T we will show that
it extends uniquely to a map of distinguished triangles
S1 - S - L - S1[1]
T1
ϕ1
?
- T
ϕ
?
- M
ψ
?
- T1[1]
ϕ1[1]
?
The fact that ψ commutes with both ϕ and ϕ1[1] comes from the axiom of triangu-
lated category which says that there is at least one such ψ.
Functoriality follows from uniqueness of ϕ1 and ψ.
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An object E ∈ A is called exceptional if Ext●(E,E) = C. A set of exceptional objects
E1, . . . ,En is called an exceptional collection if Ext
k(Ei,Ej) = 0 for i > j. If moreover
Extk(Ei,Ej) = 0 whenever k ≠ 0 the exceptional collection is called a strong exceptional
collection.
A way to induce semiorthogonal decompositions is to look for exceptional objects
in T , as the following theorem shows. Note that, when included in a semiorthogonal
decomposition, Ei stands for the category generated by Ei.
Theorem 1.6. Given an exceptional collection E1, . . . ,En in T , there are induced
semiorthogonal decompositions
⟨E1, . . . ,En, ⊥⟨E1, . . .En⟩⟩
and ⟨⟨E1, . . .En⟩⊥,E1, . . . ,En⟩
If the left or the right orthogonal of ⟨E1, . . . ,En⟩ (i.e. the minimal triangulated sub-
category containing E1, . . .En) is 0, the collection is called a full exceptional collection.
In this case both the left and the right orthogonal to ⟨E1, . . . ,En⟩ vanish.
Given a semiorthogonal decomposition, one can obtain other semiorthogonal decom-
positions via functors which are called left and right mutations.
Let j ∶ A → T be an admissible subcategory, so that T = ⟨A⊥,A⟩ and ⟨A, ⊥A⟩ are
semiorthogonal decompositions. Denote the left and right adjoint functors to j by j∗ and
j!. Denote the embedding functors of ⊥A and A⊥ in T by l and r, and their (respectively
right and left) adjoint functors by l! and r∗. It is easy to check that for T ∈ T we have
l!(T ) = Cone(T → jj∗T )[−1]
and
r∗(T ) = Cone(jj!T → T )
Definition 1.7. The functor ll! ∶ T → T is called right mutation through A and is
denoted by RA. The functor rr∗[−1] ∶ T → T is called left mutation through A and is
denoted by LA.
To spell out definition 1.7, we point out that the left and right mutation functors are
characterized by the fact that there are distinguished triangles
LA(T ) - jj!T - T - LA(T )[1]
and
RA(T )[−1] - T - jj∗T - RA(T )
The functors RA and LA return zero on A, but they are isomorphisms when restricted
to the (respectively right and left) orthogonals. More precisely
l!r = l!RAr ∶ A⊥ → ⊥A
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and
r∗l = r∗LAl ∶ ⊥A→ A⊥
are equivalences of triangulated categories as it is easy to check that the functor l! ⋅r ⋅r∗ ⋅ l
is equivalent to the identity of ⊥A and that the functor r∗ ⋅ l ⋅ l! ⋅ r is equivalent to the
identity of A⊥.
A special case of the above setting is when A is Db(k), with k a field. In this
case j sends k to an exceptional object E, and the functors j∗ and j! are respectively
Ext●(−,E)∗ and Ext●(E,−). In this case the unit and the counit of the adjunction are
respectively the evaluation and coevaluation maps for E, i.e. the universal
Ext●(E,T )⊗E → T
and
T → Ext●(T,E)∗ ⊗E
Now, let T = ⟨A1, . . . ,An⟩ be a semiorthogonal decomposition into admissible sub-
categories. Denote the collection (A1, . . . ,An) by A; we are going to construct two
collections which we will denote by RiA and LiA.
Definition 1.8 (Lemma 2.3 [Kuz06]). Given A = (A1, . . . ,An) semiorthogonal decom-
position, assume that each Ai is admissible. Then for each i ∈ [1, n − 1] there is a
semiorthogonal decomposition
(RiA)j = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Aj if j ≠ i, i + 1Ai+1 if j = i
RAi+1Ai = ⊥⟨A1, . . . ,Ai−1,Ai+1⟩ ∩ ⟨Ai+2, . . . ,An⟩⊥ if j = i + 1.
called the i-th right mutation of A and a semi-orthogonal decomposition
(LiA)j = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Aj if j ≠ i, i + 1
LAiAi+1 = ⊥⟨A1, . . . ,Ai−1⟩ ∩ ⟨Ai,Ai+2, . . . ,An⟩⊥ if j = iAi if j = i + 1
called the i-th left mutation of A.
We are now going to introduce two semiorthogonal decompositions related to A: they
are called the left dual and the right dual to A due to the vanishing of the entries of the
matrices RHom(∨Ai,Aj) and RHom(Ai,A∨j ) such that i + j ≠ n + 1.
Definition 1.9. The right dual decomposition of A is
A∨ = (L1 . . .Ln−1) ○ . . . ○ (L1L2) ○ (L1)(A)
The left dual decomposition of A is
∨A = (Rn−1 . . .R1) ○ . . . ○ (Rn−1Rn−2) ○ (Rn−1)(A)
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In the case the categories Ai are generated by an exceptional element, one can refine
the idea of dual decomposition to that of dual collection.
Definition 1.10. Let T = ⟨E1, . . . ,En⟩ be a full exceptional collection for T . Set
E∨i = LE1LE2⋯LEn−1En−i+1
and ∨Ei = REnREn−1⋯REn−i+2En−i+1
The full exceptional collections ⟨E∨n , . . . ,E∨1 ⟩ and ⟨∨En, . . . , ∨E1⟩ are called respectively
right dual collection and left dual collection.
With the above choices, the right and left dual collections are characterized by the
following property (see [GK04, sec.2.6]).
Extk(∨Ei,Ej) = Extk(Ei,E∨j ) = {C if i + j = n + 1 and i = k + 10 otherwise (5)
1.2 Beilinson spectral sequence
Given a filtration for an object A in Db(X), one can construct a spectral sequence
analogous to the one induced by a filtered complex. Recall that the filtration induces
a Postnikov tower whose convolution is A. In the notation of diagram (4), we have the
following proposition.
Proposition 1.11 (e.g. [GM03] ex. IV.2.2). Given a filtration Ti, fi for an object A in
Db(X), there is a natural spectral sequence
Ep,q1 =Hq(Lp)
with differential dp =Hq(gp) and converging to Hp+q(A).
Proof. Replace the Li to reduce to the case where fi are actual morphisms of complexes,
then use the double complex spectral sequence.
As we will often use proposition 1.11, let us clarify in the following remarks what we
mean by natural and what the direction of differentials in the spectral sequence is.
Remark 1.12. By naturality of the induced spectral sequence we mean that given two
Postnikov towers whose convolution is A1 and A2, and given a map between the two
towers (i.e. a collection of maps between the objects in the tower commuting with all
maps in the tower), then there is an induced map of spectral sequences. Moreover, such
maps of spectral sequences depend functorially on the maps between Postnikov towers.
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Remark 1.13. The spectral sequence can be thought of as the spectral sequence induced
by a bicomplex whose columns are Li and whose horizontal arrows are gi. Entries Ep,q1
with p ∉ [n,m − 1] vanish.
Hj+1(Ln) Hj+1(gn)- Hj+1(Ln+1)
Hj+1(gn+1)- . . . Hj+1(gm−2)- Hj+1(Lm−1)
Hj(Ln) Hj(gn)- Hj(Ln+1)
Hj(gn+1)- . . . Hj(gm−2)-
d2
-
Hj(Lm−1)
Hj−1(Ln) Hj−1(gn)- Hj−1(Ln+1)
Hj−1(gn+1)- . . . Hj−1(gm−2)-
d2
-
Hj−1(Lm−1)
It follows that the last non trivial differential is at most at page En−m+1.
A common situation where a filtration for an object in Db(X) is available is when
there is a semi-orthogonal decomposition of Db(X). The archetype of such a situation is
X = Pn: its derived category admits several full exceptional collections, the most notable
being ⟨OPn(−n), . . . ,OPn⟩. Together with its dual collection, it gives rise to a resolution
of the diagonal inside Pn × Pn.
The point in having a resolution for the diagonal of a scheme X is that one can always
rewrite the identity functor of Db(X) as the Fourier–Mukai transform with kernel the
structure sheaf of the diagonal. As on Pn there is such a resolution, one can take
any object A in Db(Pn), pull it back to Pn × Pn, tensor it by the resolution of the
diagonal, push it forward to the other copy of Pn and finally recover the initial A. The
Grothendieck spectral sequence is in this case a spectral sequence converging to H●(A),
which is known as the Beilinson spectral sequence.
Theorem 1.14 ([OSS80]). For any A in Db(Pn) there are spectral sequences
′
Epq1 =Hq(A⊗Ω−p(−p))⊗O(p)
and ′′
Epq1 =Hq (A(p))⊗Ω−p(−p)
converging to Hp+q(A).
The existence of a Beilinson-type spectral sequence on a variety X is a more general
fact, depending only on the choice of a full exceptional collection on X. As we will need
to decompose families of sheaves with respect to a full exceptional collection, we will
state a relative version of the Beilinson spectral sequence.
Assume a scheme X has a full exceptional collection E1, . . . ,En. Then there is an
induced left dual collection ∨E1, . . . , ∨En and a full exceptional collection for X ×X
Db(X ×X) = ⟨Ei ⊠ (∨Ej)∗⟩i=1...n,j=1...n
The filtration of the diagonal of X with respect to the above exceptional collection takes
a very simple form.
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Theorem 1.15 ([Kuz09]). The structure sheaf of the diagonal ∆∗OX has a filtration
whose i-th shifted successive cone Li is Ei+1 ⊠ (∨En−i)∗[n − 1].
Remark 1.16. The statement in [Kuz09, Prop. 3.8] only says that the subquotients
belong to the subcategory generated by Ei+1 ⊠ ∨(En−i)∗. To check that the cones are
the ones in the statement of theorem 1.15, use the filtration of the diagonal to induce
a filtration of Ei, and afterwards use the spectral sequence of proposition 1.11 on the
filtration for Ei.
One of the consequences of theorem 1.15 is the following result, which can be seen
as an analogue of the Beilinson spectral sequence in a category where a full exceptional
decomposition is available.
Theorem 1.17. Let X be a smooth projective variety and let Db(X) be generated by
an exceptional sequence of pure objects E1, . . . ,En. Then for any A in D
b(X) there is a
spectral sequence
Ep,q1 = Extn+q−1(∨En−p,A)⊗Ep+1
converging to Hp+q(A).
The statement and its proof can be found both in [GK04, sec 2.7.3] and in [Rud90,
cor. 3.3.2]. A more general form can be found in [Bo¨h06, thm 2.1.14].
With theorem 1.17 in mind, we write a spectral sequence for a family of objects in
Db(X) parametrized by a scheme S. First, choose a notation for the projections between
products of X and S
X ×X × S p2- X × S
X × Sp1 ?
q
- S
q
?
Next, construct the diagonal of X ×X × S relative to S, namely ∆X × S. Finally, by
pulling back the filtration for the diagonal of X ×X to X ×X ×S, we obtain a filtration
for ∆X × S whose successive cones are Ei ⊠ (∨En−i+1)∗ ⊠OS .
Theorem 1.18. Let X be a projective variety having a full exceptional collection. Let
S be any scheme. For any F ∈Db(X × S) there is a spectral sequence
Ep,q1 = Ep+1 ⊠Rn+q−1q∗RHomX×S(∨En−p ⊠OS ,F) (6)
converging to Hp+q(F) which is functorial in F .
Proof. The main step in the proof is rewriting the identity functor of Db(X × S) as the
composition of the following functors: first pullback via p2, then tensor by the structure
sheaf of the relative diagonal ∆X × S, finally pushforward via p1. This is the same as
saying that the identity of Db(X × S) is the Fourier–Mukai transform with kernel the
structure sheaf of ∆X × S.
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Pullback the filtration for O∆X of theorem 1.15 to get a filtration of the relative
diagonal O∆X×S with successive cones Ei+1 ⊠ (∨En−i)∗ ⊠OS . Then, for any F ∈Db(X ×
S) we can tensor the filtration of the relative diagonal by p∗2F to get a filtration of
p∗2F ⊗O∆X×S .
Next, push the filtration for p∗2F ⊗O∆X×S forward via p1. By the first paragraph of
this proof, the result is a filtration for F . Finally, the spectral sequence (6) is induced
by using 1.11 for the filtration of F which we have just obtained.
The functoriality in F follows from the fact that the Postnikov tower (4) associated
with a semiorthogonal decomposition is functorial in F by 1.5 and from the fact that
the spectral sequence associated with a Postnikov tower depends functorially on the
Postnikov tower by 1.11.
1.3 Flatness and families of sheaves
We will often need to check flatness of families of sheaves. Most of the times such sheaves
will not be coherent over the base of the family, so that it is useful to state the following
classical local criterion for flatness [Eis95, thm. 6.8], where M is not assumed to be
finitely generated over R.
Theorem 1.19 ([Eis95, thm 6.8]). Suppose (R,m) is a local noetherian ring and let(S,n) be a local noetherian R-algebra such that mS ⊂ n. If M is a finitely generated
S-module, then M is flat over R if and only if TorR1 (R/m,M) = 0.
We will use the following generalization of criterion 1.19. Let
f ∶X → Y
be a finite type flat map of noetherian schemes. Let
Xy
j- X◻
y
?
- Y
f
?
be a cartesian diagram where y is a closed point in Y .
Corollary 1.20. Let F ∈D−coh(X), fix m ∈ Z and assume that for any y → Y the pullback
Lj∗F is a sheaf shifted by m. Then F is the shift by m of a coherent sheaf on X which
is flat over Y .
Proof. The statement is invariant under shift, so we assume that m = 0. It is local on
the stalk both in X and Y because taking the cohomology of a complex of sheaves and
flatness are so.
We want to check that H i(F) = 0 for i ≠ 0: this can be done locally around closed
points of X and Y . We also want to check that H0(F) is flat over Y : by flatness of f ,
this can be checked locally around closed points of X. As f is of finite type, it sends
15
closed points of X into closed points of Y , so that one can localize at closed points of Y
and the mS ⊂ n assumption in theorem 1.19 holds.
In this way the statement reduces to a statement about (S,n) local ring of a closed
point of X, (R,m) local ring of a closed point of Y and f a map between them sending
the closed point of X into the closed point of Y . The complex of coherent sheaves F
becomes a complex of modules F which are finitely generated over S.
There is a spectral sequence whose entries are Lqj∗(Hp(F)) and converging to
Lp+qj∗(F). Note that H>0(F) = 0, as otherwise the top nonvanishing cohomology
cannot be killed by any of the next differentials and would contribute non-trivially to
L>0j∗(F), which we assumed is zero. As a consequence, the spectral sequence has a
page
. . . H−1(F)⊗S S/mS H0(F)⊗S S/mS 0
. . . TorS1 (H−1(F), S/mS) TorS1 (H0(F), S/mS) 0
. . . TorS2 (H−1(F), S/mS) TorS2 (H0(F), S/mS)
ﬀ
0
(7)
where we have substituted H>0(F) = 0.
As we assumed that only L0j∗(F) is non zero, TorS1 (H0(F), S/mS) = 0. As S is flat
over R, there is an isomorphism
TorSi (H0(F), S/mS) = TorRi (H0(F),R/mR) (8)
so that by 1.19 for i = 1, H0(F) is flat over R.
Using (8) in the other direction, we get that TorSi (H0(F), S/mS) = 0 for all i > 0.
This in turn implies by spectral sequence (7) that H−1(F) ⊗S S/mS = 0. As F has
coherent cohomology, we can use Nakayama’s lemma and obtain H−1(F) = 0.
Finally, note that if H i(F) = 0 for some i ∈ [i0,−1], by spectral sequence (7) also
H i0−1(F) = 0, so that by induction we obtain F ≅H0(F).
1.4 Stability of vector bundles
Throughout section 1.4, X will be an integral locally factorial scheme whose Picard
group is Z. Moreover we always require that the unique ample generator OX(1) has
global sections. As there is a unique ample generator of Pic(X), we will talk about the
degree of a line bundle, meaning the degree with respect to OX(1).
Let us recall the definition of normalization of a vector bundle E.
Definition 1.21. The normalization Enorm of a vector bundle E of rank r is its unique
twist such that −r < c1(Enorm(k)) ≤ 0.
Equivalently, one can also say that Enorm is the unique twist of E with slope
µ(Enorm) = deg c1(E)
rank(E)
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in the interval (−1,0]. The degree of c1(E) is taken with respect to the unique ample
generator of Pic(X).
The following criterion for Mumford stability goes under the name of Hoppe’s crite-
rion. It is proved in [Hop84] for vector bundles on projective spaces, but the same proof
works more generally.
Theorem 1.22 (Hoppe’s criterion, [Hop84]). Assume OX(1) has global sections and let
E be a vector bundle of rank r on X such that for each 1 ≤ s ≤ r − 1 the vector bundle(ΛsE)norm has no global sections. Then E is µ-stable.
Proof. Assume E is not Mumford stable, i.e. that there is a sheaf F of rank s < r and a
sequence
0→ F → E → Q→ 0
with µ(F ) ≤ µ(E) and Q pure. As X is integral, E and Q are torsion free, so that F is
reflexive [Har80, prop 1.1].
As X is locally factorial, we can define ΛsF by removing the non-locally free locus
of F (which has at least codimension 2), taking the determinant on the remaining open
subset of X and finally extending the line bundle back to X.
As a consequence, we have a section
OX → ΛsE ⊗OX(−c1(F ))
As OX(1) has sections and X is integral, such a section induces non zero sections of
ΛsE ⊗OX(−c1(F ) + k) for any k ≥ 0.
Now we check that
(ΛsE)norm ≅ ΛsE ⊗OX(−c1(F ) + k)
for some k ≥ 0. To prove it, it is enough to check that
µ (ΛsE ⊗OX(−c1(F ))) ≤ 0
The left hand side of the above inequality is
s(µ(E) − µ(F )) (9)
As F destabilizes E, (9) is not positive, so that we have constructed sections for a twist
of E with non-positive slope. As OX(1) has sections, also the normalized s-th exterior
power of E has sections.
Again, let X be an integral locally factorial scheme whose Picard is generated by
an ample line bundle OX(1). Under these assumptions, the following lemma shows
the equivalence, in the case of rank 2 bundles, of Gieseker–Maruyama stability and
Mumford–Takemoto stability.
Lemma 1.23. A vector bundle E of rank 2 on X is µ-stable if and only if it is Gieseker
stable.
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Proof. Assuming that E is Gieseker stable, we prove it is µ-stable. It is enough to prove
the statement for normalized rank 2 bundles, so we replace E by Enorm. As E has rank
2, if it is not µ-stable there is a reflexive rank 1 sheaf which destabilizes it. Assume E
has a section
0→ OX → E → Q→ 0
If the section vanishes on a codimension 1 subset, as the scheme is locally factorial it
vanishes on a Cartier divisor. As OX(1) generates the Picard group, we can factor the
section as
0→ OX(n)→ E
for some positive n, which is impossible by µ-semistability of E.
It follows that we have an exact sequence
0→ OX → E → Q∗∗ → F → 0
with F supported in codimension at least 2, showing that c1(Q) = 0. Finally, the reduced
Hilbert polynomial of E satisfies
pE(n) = pOX (n) − PF (n)/2
which contradicts the Gieseker stability of E.
The other direction is standard.
Remark 1.24. As explained in [Har80, sec.3], we have actually proved that the only
strictly µ-semistable rank 2 vector bundles with µ = 0 are extensions of OX by itself.
As H1(OX) is the tangent space to Pic(X) at the identity and as we assumed that
Pic(X) = Z, the only extension of OX by itself is OX ⊕OX , which is therefore the only
strictly µ-semistable rank 2 vector bundle with µ = 0 on X.
1.5 The Grauert–Mu¨lich theorem
When a scheme X contains enough rational curves, one can try to recover a stable vector
bundle E on X by looking at its behaviour on such curves. As all vector bundles on
P1 split into a direct sum of line bundles, there is the following standard definition (e.g.
[OSS80]).
Definition 1.25. The splitting type of a vector bundle E on a rational curve L ≅ P1 is
the unique sequence of integers a1 ≤ . . . ≤ ar such that
E∣L ≅ OL(a1)⊕ . . .⊕OL(ar)
In this case, we will also write
STL(E) ≅ (a1, . . . , ar)
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The classical Grauert–Mu¨lich theorem [GM75] says that for a stable vector bundle
on Pn the generic splitting type has no gaps. The proof mainly relies on the irreducibility
of the family of lines through a point.
Among the generalizations of the Grauert–Mu¨lich theorem, we are going to state
and use the one proved by Hirschowitz in [Hir81]. Let X be a smooth projective variety
of dimension n with a fixed ample line bundle OX(1). Let Z ⊂ X × S be a non-empty
proper flat family of subvarieties of X of dimension m.
Z
X ﬀ
p
ﬀ
X × S?
∩
- S
q
-
Denote by TZ/X the relative tangent bundle of Z over X. Denote by [Zs] the class of
the general fiber of q in H2n−2m(X,Q), i.e. p(q−1(s)) for a general point s in S.
Theorem 1.26 ([Hir81]). Assume the following conditions hold:
1. p is flat out of some set of codimension at least 2 in Z.
2. the generic fiber of p is irreducible.
3. the classes c1(OX(1))n−1 and [Zs].c1(OX(1))m−1 are proportional in H2n−2(X,Q).
Let E ≠ 0 be a torsion free sheaf on X and (µ1 ≥ . . . ≥ µk) the slopes of the Harder–
Narasimhan filtration of p∗E restricted to the general fiber of q.
If E is semistable, then
µi − µi+1 ≤ −µmin(TZ/X) for i = 1, . . . , k − 1
where µmin(TZ/X) is the minimal slope in the Harder–Narasimhan filtration of TZ/X
relative to S.
Note that in theorem 1.26 the role of the splitting type is played by the slopes in the
Harder-Narasimhan filtration of E restricted to subvarieties of X.
1.6 Koszul complexes
In this section X is a Cohen-Macaulay scheme. Given a section of a vector bundle E∗,
the same latter will be used to denote it and to denote the dual map from E to OX .
Let s be a section of a vector bundle E∗ on a scheme X. There is a complex
det(E)→ ⋯→ Λ2E → E sÐ→ OX (10)
where all maps are contractions between exterior powers induced by the section s. Com-
plex (10) is called the Koszul complex and is denoted by Kosz(E , s).
Remark 1.27. The Koszul complex Kosz(E , s) is a DG-algebra. It follows that also its
cohomology has the structure of a DG-algebra.
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When X is Cohen-Macaulay it makes sense to talk about codimension, as all the
local rings of X and all associated points of X have the same dimension. In this case, if
the zero-locus Z of s has codimension equal to the rank r of E , there is an exact sequence
0→ det(E)→ ⋯→ Λ2E → E sÐ→ OX → OZ → 0
showing that Kosz(E , s) is quasi isomorphic to OZ .
In the case the codimension of Z is not the expected one, Kosz(E , s) is not anymore
quasi isomorphic to a sheaf. It is nonetheless possible sometimes to describe its coho-
mology in terms of exterior powers of an excess bundle related to the conormal bundle
of Z in X. Proposition 1.28 shows how to do it.
Assume that Z is a local complete intersection of codimension c inside X, i.e. that
dim(X) − dim(Z) = c and that locally around any point of Z the ideal IZ of Z in
X is generated by c elements. Then, as X is Cohen-Macaulay, a minimal set of local
generators for IZ is a regular sequence, so that the conormal sheaf IZ/I2Z is locally free
(see for example [Ful98, A.6.1, A.7.1]). We will denote it by N ∗Z/X .
Proposition 1.28. Let X be a Cohen-Macaulay scheme and Z a local complete inter-
section of codimension c in X.
There is a vector bundle LZ on Z sitting in an exact sequence
0→ LZ → EZ → N ∗Z/X → 0
such that the cohomology of the Koszul complex Kosz(E , s) is isomorphic as a DG-algebra
to the exterior algebra Λ●LZ .
Proof. As the schematic zero-locus of s is Z, the map s factors as
E -- IZ - OX
Restricting to Z surjectivity is preserved and IZ becomes the conormal bundle, so that
we find an exact sequence
0→ LZ → EZ → N ∗Z/X → 0 (11)
defining a sheaf LZ . As Z is l.c.i. inside X, N ∗Z/X is a vector bundle on Z, so that LZ
is a vector bundle as well.
Trivialize E on an open affine subset U ⊂ X. Possibly after restricting to a smaller
open subset (still denoted by U), we can split sequence (11) and lift the splitting to a
commutative diagram LZ∩U - EZ∩U ﬀ- N ∗Z∩U/U
L̃Z∩U
66
- EU
66
ﬀ- Ñ ∗Z∩U/U
66 (12)
where both L̃Z∩U and Ñ ∗Z∩U/U are trivial bundles on U . This is possible as the obstruc-
tion to all the liftings we want to find depends only on H1(IZ∩U/U), which vanishes as
U is affine.
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Denote the components of s with respect to the splitting (12) by sL and sN . In this
notation the splitting (12) induces an isomorphism of DG-algebras
Kosz (EU , s) ≅ Kosz (L̃Z , sL)⊗Kosz (Ñ ∗Z/X , sN)
As X is Cohen-Macaulay and sN is locally around any point of Z a system of parameters
for Z, the Koszul complex of sN is quasi isomorphic to OZ∩U . As s and sN restrict to
0 on Z ∩U , so does sL. It follows that there is a quasi-isomorphism of DG-algebras
Kosz (EU , s) ≅ Kosz (LZ∩U ,0) ≅ Λ●LZ∩U (13)
Now we prove the global statement. We will setHi ∶=H−i(Kosz(E , s))
First, we prove that H1 ≅ LZ by constructing a morphism and checking locally that it
is an isomorphism.
Denote by K the kernel of s, i.e.
0→K → E sÐ→ IZ → 0
is exact. The canonical projection from K to E ∣Z factors via LZ . Moreover, by definition
of K and of LZ , the map from K to LZ is surjective. By the exact sequence
Λ2E ∣Z →K ∣Z →H1∣Z → 0
and as the differentials of Kosz(E , s) restrict to 0 on Z, the surjective map from K ∣Z
to LZ factors surjectively via H1∣Z . We have checked locally that the cohomology of
Kosz(E , s) is supported on Z, so that H1∣Z ≅ H1. We have therefore constructed a
surjective map from H1 to LZ . Note that we know that locally both H1 and LZ are the
pushforward of vector bundles on Z of rank equal to rank(E)− codim(Z). It follows the
map H1 → LZ
is an isomorphism as it is surjective.
Finally, we prove the isomorphism of the rest of the cohomology. The diagramH1 ⊗ . . .⊗H1 - Hk
LZ ⊗ . . .⊗LZ
≅6
- ΛkLZ
6
(14)
can be completed to a commutative square uniquely by the universal property of exterior
powers, as the multiplication of the cohomology of a DG-algebra is graded commutative.
When we restrict to an arbitrary affine subscheme U , the diagram (14) still enjoys the
property that there is a unique arrow from ΛkLZ ∣U to Hk∣U making it commutative.
The quasi-isomorphism (13) is a map of DG-algebras, so that the induced map in
cohomology is compatible with multiplication. As a consequence it coincides with the
restriction of the dashed arrow of (14) to U , finally proving that
Λ●LZ ≅H●
as DG-algebras on the whole X.
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1.7 Base change
Given a commutative square σ
X ′ v- X
σ
Y ′
g
?
u
- Y
f
?
(15)
of schemes, there is an induced natural transformation
BCσ ∶ Lu∗Rf∗ → Rg∗Lv∗ (16)
called the base change map. It can be defined as the composition
Lu∗Rf∗ Lu∗Rf∗(ηv)ÐÐÐÐÐÐ→ Lu∗Rf∗Rv∗Lv∗ ≅Ð→ Lu∗Ru∗Rg∗Lv∗ u(Rg∗Lv∗)ÐÐÐÐÐÐ→ Rg∗Lv∗
where ηv is the counit of the adjunction for Rv∗, Lv∗, while u is the unit for the
adjunction Ru∗, Lu∗.
By interchanging the roles of f and u (and of g and v) we get another natural
transformation
BC′σ ∶ Lf∗Ru∗ → Rv∗Lg∗
defined analogously.
We are interested in diagrams σ such that BCσ is an isomorphism. Theorem 1.31
describes such cartesian diagrams. In order to state it, we will need the following defi-
nition.
Definition 1.29. A cartesian diagram σ is Tor-independent if for any pair of points
y′, x such that u(y′) = f(x) = y one has
Tor
Oy,Y
i (Ox,X ,Oy′,Y ′) = 0
for all i > 0.
Remark 1.30. Any cartesian diagram where u or f is flat is Tor-independent.
Theorem 1.31 ([Lip09, thm 3.10.3]). Assume a cartesian diagram σ is given. Then
the following properties are equivalent.
1. The natural transformation BCσ is a functorial isomorphism.
2. The natural transformation BC′σ is a functorial isomorphism.
3. The diagram σ is Tor-independent.
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Remark 1.32. Note that given two adjacent cartesian squares σ and τ
X ′′ - X ′ - X
σ τ
Y ′′? - Y ′? - Y?
satisfying any of the equivalent conditions of theorem 1.31, it is easy to see that the
outer square also satisfies them.
Next, we provide a class of Tor-independent squares.
Lemma 1.33. Assume X,Y,Y ′ are smooth and irreducible and that the fiber product
X ′ has expected dimension. Then diagram (15) is Tor-independent.
Proof. First, we will reduce to the case where f and u are closed embeddings. Consider
the diagram
X ′ ⊂(g,v)- Y ′ ×X pX- X
Y ′
g
?⊂
Γu
- Y ′ × YY
′×f
?
pY
- Y
f
?
(17)
where Γu is the graph of u. By remark 1.30 and as pY is smooth, the square on the
right is Tor-independent. It follows by remark 1.32 that in order to show that σ is
Tor-independent it is enough to show that the left square in (17) is so.
Note that
X ′ ⊂(g,v)- Y ′ ×X
Y ′
g
?⊂
Γu
- Y ′ × YY
′×f
?
has expected dimension if and only if
X ′ ⊂ v- X
σ
Y ′
g
?⊂
u
- Y
f
?
has expected dimension.
Repeating the construction with the graph of f we reduce to the case of f, u closed
embeddings of smooth irreducible varieties with intersection of expected dimension. We
now proceed to the computation of
Tor
Oy,Y
i (Ox,X ,Oy′,Y ′) (18)
which is clearly local on the stalk of X,Y,Y ′.
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As Y ′ is smooth and as X is integral, the structure sheaf of OX has a Koszul res-
olution KoszX/Y by free OY -modules which can be used to compute (18). The tensor
product
KoszX/Y ⊗OY ′
is itself a Koszul complex with Y ′, which we denote by KoszX′/Y ′ as by definition of fiber
product it has 0-th cohomology isomorphic to OX′ .
Restrict around a point x′ of X ′. As the fiber product X ′ has expected dimension
dim(Y ) − dim(X) = dim(Y ′) − dim(X ′)
we have that the dim(Y ) − dim(X) generators of the Koszul complex are a system of
parameters for X ′ in Y ′, which is smooth. It follows that KoszX′/Y ′ has non-trivial
cohomology only in degree 0, that is to say that all higher Tor groups (18) vanish.
1.8 Families of subschemes of codimension at least 2
As we will work with families of curves inside threefolds, we will need lemma 1.34. Note
that S is not assumed to be reduced.
Let X be smooth and projective of dimension dX . Let Z,W be families of subschemes
of X
Z ⊂ ϕ- S ×X
S
piS
?µS -
W ⊂ ψ- S ×X
S
piS
?νS -
of dimension dZ , dW and flat over S.
Lemma 1.34. Let Z,W be flat families of subschemes of X. If the ideal sheaves I,J
of Z,W in S ×X are isomorphic to each other as OS×X-modules, then Z and W are
isomorphic families.
Proof. We begin by proving that given a diagram
0 - I ⊂ - OS×X - OZ - 0
0 - J≅ ?⊂ - OS×X
t
?
- OW
t
?
- 0
(19)
one can choose the dashed arrows to make it into a commutative diagram. Note that
for this purpose it is enough to find t.
By long exact sequence, it is enough to show that
Exti(OZ ,OS×X) = 0
for i = 0,1. For this to happen, it is enough that
R≤1piS∗RHomS×X (ϕ∗OZ ,OS×X) = 0
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As ϕ is a proper morphism, we can rewrite the above condition as
R≤1µS∗RHomZ (OZ , ϕ!OS×X) = R≤1piS∗ϕ∗RHomZ (OZ , ϕ!OS×X) = 0 (20)
via Grothendieck duality.
As X is smooth, pi!SOS = ωX[dX] is a shifted line bundle. As X is smooth and µS is
flat, ϕ has finite Tor-dimension, so that ϕ! commutes with tensor product (see [Nee96,
Ex. 5.2]). As a consequence, we can rewrite condition (20) as
R≤1−dXµS∗RHomZ (ϕ∗ωX , µ!SOS) = 0
which by Grothendieck duality for the proper map µS is equivalent to
R≤1−dXHomZ(RµS∗ (ϕ∗ωX),OS) = 0
The hypercohomology spectral sequence yields for dimensional reasons that this last
condition is true whenever dX − dZ > 1, which is one of our hypotheses.
Now that we have lifted the isomorphism between I and J to a morphism t in
diagram (19), we want to show that t is an isomorphism. If this is true, then it induces
an isomorphism t from OZ to OW and the lemma is proved.
By snake lemma, the kernel and the cokernel of
t ∶ OZ → OW
are isomorphic respectively to ker(t) and coker(t). We want to check that there are no
non-zero morphisms from OW to coker(t).
Assume on the contrary that there is a morphism
OW → coker(t) (21)
which is non-zero. Then there is an associated point of coker(t) where it is non-zero.
This contradicts the fact that all associated points of W have height at least 2, while
the associated primes of coker(t) have height at most 1.
As coker(t) = 0, also ker(t) has to vanish (as OS×X is locally free), so that t is an
isomorphism.
1.9 Closed embeddings
Given a proper map of schemes
f ∶ Y →X
we will often use the following criterion in order to determine whether f is a closed
embedding or not.
Lemma 1.35. Assume f is proper of relative dimension 0 and assume that the naturalOX → f∗OY is surjective. Then f is a closed embedding.
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Proof. If f is proper of relative dimension 0, then it is affine by [GD67, prop. 4.4.2]. As
f is affine and as being a closed embedding is local in Y , we reduce to the case of
f ∶ Spec(B)→ Spec(A)
In this case the natural OX → f∗OY becomes A → B. As we assume that OX → f∗OY
is surjective, so is A→ B. It follows that f is a closed embedding.
1.10 A classical fact about (possibly nonreduced) curves in Pn
Let Z ⊂ Pn be a closed subscheme such that the Hilbert polynomial PZ(t) of OZ is
dZt + c. Then Z has dimension 1. We want to say that we can find a projection
piZ ∶ Pn → Pd
which is an isomorphism out of a finite number of points of Z. If we denote by X the
scheme-theoretic image of Z, then this is equivalent to the fact that the adjunction map
OX → pi∗OZ
extends to an exact sequence
0→ OX → piZ∗OZ →M → 0
where M is supported in dimension 0.
The following proposition is analogous to the classical fact that any reduced curve is
birational to an affine plane curve, but works for possibly non-reduced curves.
Proposition 1.36. Let Z ⊂ Pn be a closed subscheme. Assume that at each generic
point of Z the tangent space has dimension less or equal than d, with d > 1. Then for
the generic linear projection piZ to Pd there is an exact sequence
0→ OX → piZ∗OZ →M → 0
where M is supported in dimension 0.
Remark 1.37. If the Hilbert polynomial of Z is PZ(t) = dZt + c with dZ ≤ d, then the
assumptions of proposition 1.36 are satisfied.
Proof. As the statement we want to prove is up to finitely many points, we can assume
that Z has no components of dimension 0, i.e. it is locally Cohen-Macaulay. We will
show that if n > d then we can find a projection to Pn−1 as in the statement. We will
denote by Zi the components of Z, each of degree di.
First note that there for the general point P in Pn the projection from P satisfies
the following properties.
1. For each component Zi there is a point Qi such that the line through P and Qi
does not intersect Z in any other point.
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2. For each component Zi there is a point Q
′
i such that the line through P and Q
′
i
does not lie in the tangent space to Z at Q′i.
As for property (1), note that for any point Qi the set of lines through Qi which intersect
Z in another point forms a surface. As the components are finitely many and n > d ≥ 2,
property (1) holds for the generic point in Pn.
As property (1) holds for any Qi ∈ Zi, we will look for Q′i among the Qi and we will
suppress the prime in Q′i. Note that the tangent space TQiZi to Zi at a general point
Qi has dimension at most di. It follows that the general di-codimensional linear space
Hi ⊂ Pn containing Qi is transversal to TQiZi inside TQiPn, and that through the general
point P ∈ Pn there is such an Hi. Any line contained in Hi is not contained in TQiZi and
each Hi contains lines as di < n. As a consequence, property (2) holds for the general
point P ∈ Pn.
Let pi be the linear projection from P satisfying properties (1) and (2). It restricts
to a regular map Z → X which in affine coordinates in suitable neighborhoods of each
pi(Qi) becomes
AX → AZ (22)
Note that (22) is injective by definition of schematic image. Moreover, possibly after
restricting further the affine chart in X, the map Z →X is injective on closed points by
property (1). Finally, that (22) is surjective can be checked on cotangent spaces at each
closed point. By property (2) we know that the map is injective on tangent spaces at
each closed point, which is equivalent. It follows that (22) is an isomorphism.
As pi is affine, the map (22) is the restriction of
0→ OX → piZ∗OZ →M → 0
around general points of each component of X. It follows that M is not supported on
any of the components of X, so that it is supported on points.
Corollary 1.38. Let Z ⊂ Pn be a closed subscheme with PZ(t) = dZt + c. Denote by δ
the length of M and by  the sum of the lengths of the embedded points of X.
1. There is no Z such that dZ = 1 and c < 1. If c = 1, Z is a line.
2. There is no Z such that dZ = 2 and c < 1. If c = 1, Z is a plane conic.
3. There is no Z such that dZ = 3 and c < 0. If c = 0, Z is a plane cubic. If c = 1, the
following are equivalent
• Z contains a plane cubic.
• Z has an embedded point.
• h1(OZ) ≠ 0.
Proof. Note that δ = 0 if and only if pi is an isomorphism between Z and X.
Case (1) is clear as proposition 1.36 gives PZ = t+ 1+ + δ, so that c ≥ 1 and equality
holds if and only if δ =  = 0.
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Case (2) is clear as proposition 1.36 gives PZ = 2t+ 1+ + δ. It follows that c ≥ 1 and
equality holds if and only if  = δ = 0.
In case (3) again by 1.36 one has PZ = PX + δ for X ⊂ P3. If the dimension of
the tangent space to X is greater than 2 at each point, than X is, up to finitely many
points, a triple spatial line (i.e. cut by the square of the ideal of a line). In this case
PZ = 3t + 1 +  + δ, so that c ≥ 1 and equality holds if and only  = δ = 0, i.e. if and only
if both X and Z are triple spatial lines.
If the dimension of the tangent space to X is generically less than 3, project to P2
and obtain PZ = 3t +  + δ, so that c ≥ 0 with equality if and only if Z is a plane cubic.
Finally, assume c = 1. Note that by the above part of the corollary, Z contains an
embedded point if and only if it contains a plane elliptic curve. If Z contains a plane
elliptic curve, then h1(OZ) = 1 by long exact sequence. If h1(OZ) ≠ 0, then h0(OZ) > 1,
so that there is a non-surjective non-zero section of OZ , which implies that there is a
non surjective
ϕ ∶ OZ → OZ
with cokernel OW1 . The ideal sheaf of W1 in Z is a quotient of OZ , so that it is also the
structure sheaf of a closed subscheme W2 of Z. By parts (1) and (2) and additivity of
the Hilbert polynomial, the degree of W1 cannot be 1 or 2. It follows that either W1 or
W2 has Hilbert polynomial 3t and is therefore an elliptic plane curve in Z.
Let Y5 be the Fano threefold introduced in the next section. As we are interested in
Hilbdt+1(Y5), we also give the following corollary.
Corollary 1.39. Let d ∈ {1,2,3}, then Hilbdt(Y5) is empty. Any curve Z ⊂ Y5 repre-
senting a point in Hilbdt+1(Y5) has no embedded points and satisfies h1(OZ) = 0.
Proof. As for Hilbdt(Y5), the only non-trivial case is d = 3. By part (3) of 1.38, all
subschemes of P6 with Hilbert polynomial 3t are plane cubics. As Y5 is cut by quadrics,
if it contains a plane cubic it contains the whole plane which it spans, against Lefschetz
hyperplane theorem.
As for Hilbdt+1(Y5), it follows directly from part (3) of 1.38 and from the fact that
Y5 contains no plane cubics, as we have just pointed out.
2 The setting
Let V be a complex vector space of dimension 5. Let A ⊂ Λ2V ∗ be a 3-dimensional space
of 2-forms on V , and let YA denote the triple linear section of Gr(2, V ) cut by A.
The following lemma is classical and its proof can be found for example in [Isk80,
ch.II, thm 1.1], where one can find the full classification of Fano threefolds of index 2.
The proof which we give here is ad hoc for triple linear sections of Gr(2, V ), but it is
simpler.
Lemma 2.1. YA is a smooth threefold if and only if all forms in A have rank 4. Moreover
all smooth threefolds YA are in the same GL(V )-orbit.
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Proof. For the first part, it is a classical fact that Gr(2, V ∗) ⊂ P(Λ2V ∗) is the projective
dual of Gr(2, V ) ⊂ P(Λ2V ). A very short proof is for example in [Tev05, thm 2.1] and is
the following one.
The action of GL(V ) on P(Λ2V ) and P(Λ2V ∗) has only one closed orbit, i.e. re-
spectively Gr(2, V ) and Gr(2, V ∗). As the projective dual is closed and preserved by
the action of GL(V ), the two orbits are projectively dual to each other.
Once we know that Gr(2, V ∗) is the projective dual of Gr(2, V ), it is enough to note
that Gr(2, V ∗) is the locus of forms of rank 2 and that YA is a smooth threefold if and
only if it has 3-dimensional tangent space at any of its points, that is to say if and only
if all linear sections in A are smooth.
For the second part, note that PSL(V ) has dimension 24, while Gr(3,Λ2V ∗) has
dimension 21, so that for a general point we expect a 3-dimensional stabilizer. Denote
by SLA(V ) the stabilizer of A under the action of SL(V ) on Gr(3,Λ2V ). As the
Grassmannian is irreducible, if there are points with a 3-dimensional stabilizer, then
they all belong to a unique open orbit under the action of PSL(V ). We will prove that,
for any smooth YA, SLA(V ) is 3-dimensional. From this fact, it follows that all smooth
3-dimensional YA are projectively equivalent.
By its definition SLA(V ) acts on A, so that there is a map
SLA(V )→ SL(A) (23)
As all forms in A have rank 4, define a SLA(V )-equivariant map
A
Ver2ÐÐ→ S2A S2Ð→ S2Λ2V ∗ ∧Ð→ Λ4V ∗ ≅ V
The kernel of the projection from S2A to V is generated by a non-degenerate SLA(V )-
invariant quadratic form on A∗, as one can show as follows.
Assume the kernel contains a degenerate quadratic form a1 ⋅a2 ∈ S2A, i.e. a1∧a2 = 0.
Fix a basis v1, . . . , v5 for V
∗ such that a1 = v1 ∧ v2 + v3 ∧ v4 and denote the span of
v1, . . . , v4 by V
∗
4 . It follows that
a2 ∈ Λ2V ∗4
As a consequence, the pencil of 2-forms spanned by a1 and a2 inside P(Λ2V ∗4 ) intersects
Gr(2, V ∗4 ), against the assumption that all forms in A have rank 4.
Assume now that the kernel has dimension greater than 1: then there would be a
degenerate quadric in it, as the set of degenerate quadrics is a divisor in P(S2A). We
have therefore proved that the kernel of the projection from S2A to V is generated by a
non-degenerate quadric.
As a consequence, map (23) factors as
SLA(V )→ SLq(A)→ SL(A) (24)
where SLq(A) is the subgroup of SL(A) of transformations fixing a smooth conic, that
is to say SL(2,C).
Finally, note that, as the kernel of the SLA(V )-equivariant projection from S2A to
V is non-degenerate, there is a well defined regular map from P(A) to P(V ) factoring via
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P(S2A). The image of this map is not contained in any hyperplane of P(V ) as the image
of Ver2 is not contained in any hyperplane of P(S2A). As the connected components of
the fixed locus of an automorphism of P(V ) are linear subspaces, an element of PSLA(V )
fixing all points in the image of P(A) in P(V ) has to be the identity of P(V ). It follows
that the kernel of (24) is at most discrete, so that SLA(V ) is at most 3-dimensional.
Lemma 2.1, together with the fact that the generic triple hyperplane section of
Gr(2, V ) is smooth by Bertini, justifies the following definition.
Definition 2.2. Y is the unique (up to projective equivalence) smooth threefold ob-
tained as the intersection of Gr(2, V ) and P(A⊥) inside P(Λ2V ∗).
While proving lemma 2.1 we have introduced a map which plays an important role
in the geometry of Y . We point it out in the next definition, and explain in a remark
that it is an embedding.
Definition 2.3. The map σ is the compostion
P(A) Ver2- P(S2A) - P(V )
where the first map is the Veronese embedding of degree 2 and the second one is projec-
tivization of the composition
S2A - S2Λ2V ∗ ∧- Λ4V ∗ ≅ V
Remark 2.4. In 2.1 we have proved that the kernel of the projection from S2A to V is
a non-degenerate form. As the variety of bisecants to the image of Ver2 is the variety of
degenerate quadratic forms, σ is a closed embedding.
The following lemma describes the (co-)homology of Y .
Lemma 2.5. Let M an abelian group, then
Hodd(Y,M) = 0
and
H0(Y,M) =H2(Y,M) =H4(Y,M) =H6(Y,M) =M
and the same holds for homology.
Proof. The statement is true for H i(Y,Z) and Hi(Y,Z) when i ≠ 3 by Lefschetz hyper-
plane theorem and by Poincare´ duality over Z. For i = 3, note that by Euler characteristic
Hi is torsion and by universal coefficients a non-trivial Hi would give a torsion subgroup
of H4(Y,Z).
For arbitrary M the statement follows from universal coefficients and from the result
for M = Z.
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As a consequence of lemma 2.5, we will often refer to classes of the Chow group of
Y as to integers. For example, we will usually say that Chern classes on Y are integers.
We will denote the generators of cohomology groups of Y respectively by H (the class of
a hyperplane section), L (the class of a line, which is Poincare´ dual to H), P (the class
of a point).
On a Fano variety X, Kodaira vanishing implies
H i(X,OX) = 0
for i > 0. It follows that the exponential sequence induces an isomorphism
c1 ∶ Pic(X)→H2(X,Z)
As a consequence, Pic(Y ) has a unique ample generator OY (1) induced by the unique
ample generator of Gr(2, V ). As all ample line bundles are positive multiples of OY (1),
stability of a sheaf on Y will always mean stability with respect to OY (1).
Remark 2.6. As OY (1) comes from the ambient P6 via pullback, it has global sections.
Moreover, we have just shown that Pic(Y ) = Z and Y is smooth by definition. Summing
up, we have just said that Y satisfies the hypotheses of theorem 1.22 and lemma 1.23.
Vector bundles on Gr(2, V ) induce vector bundles on Y by restriction: we will denote
the rank 2 tautological subbundle by U , so that we have the following exact sequence
0→ U → V ⊗OY → V /U → 0 (25)
and its dual
0→ U⊥ → V ∗ ⊗OY → U∗ → 0 (26)
The decomposition of the cohomology of Y is actually a shadow of a more general
decomposition on Y , that of Db(Y ) into subcategories generated by exceptional vector
bundles. More precisely, there is a semiorthogonal decomposition induced by a full
exceptional collection (see [Orl91]) of the formDb(Y ) = ⟨U ,U⊥,OY ,OY (1)⟩ (27)
We will see in proposition 2.15 that triangles (25) and (26) compute some of the muta-
tions of the above collection, yielding other useful collections.
We will need the Chern polynomials and characters of these bundles, so we write
them in the following lemma for future reference.
Lemma 2.7. The following equalities hold in the cohomology of Y .
ch(U) = 2 −H + L
2
+ P
6
ch(U⊥) = 3 −H − L
2
+ P
6
ch(S2U∗) = 3 + 3H + 9L
2
− P
6
c(U) = 1 −H + 2L
c(U⊥) = 1 −H + 3L − P
(28)
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Moreover, H3 = 5P and ωY = OY (−2).
Proof. Once the Chern character of U is known, all the other equalities follow from
additivity of the Chern character or by multiplicativity of the Chern class with respect
to exact sequences (25) and (26). On the ambient Gr(2, V ) we have that −c1(U) is
the ample generator of the Picard group, so that the same holds by Lefschetz on Y .
Moreover, on Gr(2, V ) we can easily compute c1(U)4c2(U) = 2PGr, where PGr is the
class of a point on Gr(2, V ), so that, by functoriality of Chern classes, on Y we have
c1(U)c2(U) = 2P , which implies c2(U) = 2L.
The fact that H3 = 5P follows by the computation of H6Gr on Gr(2, V ). The fact
that ωY = OY (−2) follows from adjunction formula and from ωGr = OGr(−5).
The cohomology of the equivariant bundles in sequences (25) and (26) and the maps
between them can be computed using Borel–Bott–Weil on the ambient Gr(2, V ) and the
resolution for the structure sheaf of Y inside it.
0→ OGr(−3)→ A∗ ⊗OGr(−2)→ A⊗OGr(−1)→ OGr → OY → 0 (29)
We will compute all of them in lemma 2.14.
The natural bundles on Y which we have just introduced are all µ-stable. The proof
is an easy application of Hoppe’s criterion 1.22 and is carried out in 2.16.
2.1 The SL2-action on Y
When working on Y , one should be aware that there is an action of SL2 on Y with
an open orbit, as explained for example in [MU83]. The SL2-action can be induced by
choosing a vector space W with dimW = 2, and identifying V with S4W . Then, we get
a canonical decomposition
Λ2V ∗ ≅ S2W ⊕ S6W
and we can choose A = S2W . With this choice Gr(2, V ) ∩ P(A⊥) is smooth and the
natural action of SL2(W ) on Λ2V restricts to an action on Gr(2, V ) ∩ P(A⊥), as it is
defined as the intersection of two SL2(W ) invariant varieties.
Lemma 2.8. Let YA = Gr(2, V ) ∩ P(A⊥) where A ⊂ Λ2V ∗ is SL2-equivariant. Then YA
is smooth.
Proof. To see that the above SL2-equivariant construction returns a smooth variety, we
will show that all forms in A have rank 4 and then we will use lemma 2.1.
To show that all forms in A have rank 4, consider the SL2-equivariant projection
S2A
S2Ð→ S2Λ2V ∗ ∧Ð→ Λ4V ∗ ≅ V (30)
Note that a form in A has rank 2 if and only if it is in the kernel of (30).
By decomposing it into SL2-irreducibles, we find
S4W ⊕C→ S4W
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It follows that the kernel of (30) is either a line or the whole S2A.
If it is a line, then there is at most one degenerate form in P(A), which gives an
irreducible non-trivial SL2-subrepresentation of A.
If it is the whole S2A, then all forms in A are degenerate, so that they share a
common kernel, which gives a non-trivial SL2-subrepresentation of V .
As V and A are by definition SL2-irreducible, all forms in A have rank 4, so that YA
is smooth.
Remark 2.9. We have proved in 2.1 that for a smooth Gr(2, V ) ∩ P(A⊥) the kernel of
(30) is a non-degenerate conic. By lemma 2.8, this holds also for Y constructed in the
SL2-equivariant way.
A more direct argument is the following: if the kernel of (30) is degenerate as a
symmetric form on A∗, then its kernel (as a form on A∗) is SL2-invariant, against the
fact that A is SL2-irreducible.
Remark 2.10. As SL2 acts as a subgroup of GL(V ), sequences (25), (26) and (29) are
SL2-equivariant.
One can describe explicitly the vector space A ⊂ Λ2S4W . Let us fix the notation for
the SL2 (and sl2) action. Denote by x, y a basis for W and by x
n−iyi a basis for SnW .
Then the linear operators
X = x∂y Y = y∂x H = [X,Y ] = x∂x − y∂y
are the standard basis for sl2. In this notation A is spanned by
3x3y ∧ x2y2 − x4 ∧ xy3, 2x3y ∧ xy3 − x4 ∧ y4, 3x2y2 ∧ xy3 − x3y ∧ y4
and A⊥ is spanned by
x4 ∧ x3y, x4 ∧ x2y2, 2x3y ∧ x2y2 + x4 ∧ xy3, 8x3y ∧ xy3 + x4 ∧ y4,
2x2y2 ∧ xy3 + x3y ∧ y4, x2y2 ∧ y4, xy3 ∧ y4
The form
x4 ∧ x2y2 + x2y2 ∧ y4 (31)
is decomposable and belongs to A⊥. It follows that it belongs to Y . Under the identifi-
cation of A⊥ with S6W , the form (31) corresponds to
xy(x4 − y4)
Note that xy(x4−y4) has 6 distinct roots and that its stabilizer under the action of SL2
is therefore discrete (it is a discrete group of order 48 known as the binary octahedral
group). The well-known proposition 2.13 is a specialization of the following lemma to
the case f = xy(x4 − y4).
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Lemma 2.11 ([MU83, lemma 1.5]). Let f be a homogeneous polynomial of degree n in
two variables. If the stabilizer of [f] ∈ P(SnW ) is a finite group and if all the roots of
f = 0 are distinct, then the closure of the SL2-orbit generated by [f] is decomposed into
the disjoint union of SL2-orbits
(SL2 ⋅ f) ∪ (SL2 ⋅ x5y) ∪ (SL2 ⋅ x6)
Remark 2.12. The 2-dimensional orbit is the span of tangent lines to the rational normal
curve of degree 6. One can check it at the point x6 and then argue by SL2-equivariance.
Proposition 2.13. The action of SL2 on Y has the following orbit decomposition:
• A unique open orbit, isomorphic to SL2/Γ, where Γ is the binary octahedral group.
• A unique 2-dimensional orbit, whose closure is linearly equivalent to 2H. More-
over, it is the union of the tangent lines to the 1-dimensional orbit.
• A unique 1-dimensional orbit, which is a rational normal curve of degree 6.
Proof. Using lemma 2.11 and the fact that xy(x4 − y4) has 6 distinct roots one immedi-
ately gets the decomposition into orbits, while remark 2.12 provides the description in
terms of tangent lines.
That the 2-dimensional orbit is linearly equivalent to 2H, it follows from the de-
composition into SL2-irreducible representations of H
0(OY (2)). The reason is that the
SL2-equivariant Koszul complex (29) provides us with an exact sequence
0→ A∗ → A⊗Λ2V ∗ →H0(OY (2))→ 0
which is SL2 isomorphic to
0→ S2W → (. . .)⊕ S0W →H0(OY (2))→ 0
and implies the existence of an SL2-invariant divisor linearly equivalent to 2H. As there
are no SL2-invariant divisors linearly equivalent to H, the zero locus of the SL2-invariant
section of OY (2) is the unique 2-dimensional orbit.
Via Borel–Bott–Weil, Serre duality and the sequences (25), (26) and (29) one can
describe thoroughly the cohomology of the bundles on Y which come from the ambient
Grassmannian (see also [Orl91]).
Lemma 2.14. There are canonical SL2-equivariant isomorphisms
• U(1) = U∗
• H●(U) =H●(U(−1)) =H●(U⊥) =H●(U⊥(−1)) =H●(OY (−1)) = 0;
• H●(V /U(−1)) = Hom(U⊥, V /U(−1)) = 0;
• H●(V /U) = V and H●(U∗) = V ∗;
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• Hom(U ,U⊥) = A;
• H●(OY (1)) = Λ2V ∗/A.
Moreover, under the above identifications the composition pairing
A⊗ V ≅ Hom(U ,U⊥)⊗Hom(U⊥,OY )→ Hom(U ,OY ) ≅ V ∗
is the natural evaluation of a skew form in A on a vector of V .
Proof. The isomorphism of U(1) = U∗ follows from rank(U) = 2 and Λ2U = O(−1). The
vanishing of H●(U), H●(U(−1)), H●(U⊥), H●(U⊥(−1)) and H●(OY (−1)) comes from
Borel–Bott–Weil and from the Koszul resolution (29). The vanishing of H●(V /U(−1))
and Hom(U⊥, V /U(−1)) follows from the above vanishings and from the tautological
sequences (25) and (26).
Again by Borel–Bott–Weil there is an SL2-equivariant isomorphism
HomY (U ,U⊥) = A⊗ Ext1(U(1),U⊥) = A
The long exact sequences of (25) and (26) induce the other two isomorphisms, to-
gether with their SL2-equivariance. In the same way, one checks that H
●(OY (1)) =
Λ2V ∗/A.
To compute the composition, note that there is a unique non-zero SL2-equivariant
map from A⊗ V to V ∗ and that the natural pairing is SL2-equivariant. To understand
why the pairing is non-trivial, note that it can be induced by the diagram
0 - A⊗ U - A⊗ V ⊗OY - A⊗ V /U - 0
0 - U⊥evU ? - V ∗ ⊗OY
a(−,−)
?
- U∗evV /U ? - 0 (32)
where it is always possible to draw the dashed arrow as by definition of Y the pairing
a(u1, u2) vanishes at any point [U] and for any u1, u2 ∈ U .
In the next proposition we use lemma 2.14 to compute some mutations of the excep-
tional collection (27).
Proposition 2.15. The following equalities hold
ROY (U) = V /U , ROY (U⊥) = U∗, RU(V /U(−1)) = U⊥. (33)
The collections ⟨U ,OY ,U(1),OY (1)⟩, ⟨OY , V /U ,U∗,OY (1)⟩ (34)
are full and exceptional.
The collection ⟨OY (−1),U ,U⊥,OY ⟩ (35)
is full and exceptional. Its left dual collection is⟨OY ,U(1),U⊥(1),OY (1)⟩ (36)
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Proof. By Borel–Bott–Weil and resolution (29), (V /U)∗ = U⊥ is acyclic on Y , that is
to say that V /U ∈ ⊥OY . As a consequence, sequence (25) is the mutation sequence ofU through OY , so that ROY (U) = V /U . The dual of a mutation triangle is again a
mutation triangle, so that ROY (U⊥) = U∗.
As for RU(V /U(−1)) = U⊥, by lemma 2.14 there is an evaluation map
V /U(−1)→ A⊗ U
We are now going to show that the cone of the evaluation map is U⊥. Note that by
Borel–Bott–Weil and Serre duality the cone lies in the right orthogonal to OY andOY (1). Moreover, by definition of the evaluation map, it lies in the left orthogonal toU , so that by fullness of the collection (27) it is in ⟨U⊥⟩. It follows that the cone of the
evaluation map is a direct sum of shifted copies of U⊥. As there are no maps from U⊥
to V /U(−1), the evaluation map is injective and its cokernel is U⊥, that is to say that
there is an exact sequence
0→ V /U(−1)→ A⊗ U → U⊥ → 0 (37)
showing that RU(V /U(−1)) = U⊥.
As a consequence of (33), the collections in (34) are full and exceptional because
they are mutations of (27).
The fact that (35) is exceptional follows from the more general fact that every time
that there is a Serre functor S for a triangulated category T and an admissible subcat-
egory A is given, there is an isomorphism
S(⊥A) = A⊥
In our setting,
⟨U ,U⊥,OY ⟩⊥ = S(⊥⟨U ,U⊥,OY ⟩) = S(⟨OY (1)⟩) = ⟨OY (−1)⟩
The left dual of collection (35) is characterized by equations (5), which hold for
collections (35) and (36), as one can easily check with the aid of lemma 2.14.
Via Hoppe’s criterion 1.22 and lemma 2.14 we can easily check that all tautological
bundles we have introduced so far are µ-stable.
Lemma 2.16. The tautological vector bundles U ,U∗,U⊥, V /U are µ-stable.
Proof. By remark 2.6 we can use Hoppe’s criterion 1.22. As rank(U) = 2 and c1(U) = −1,U is a normalized bundle. To prove that U is stable it is enough to check that H0(U) = 0,
which is true by lemma 2.14.
The bundle U⊥ has rank 3, so that there is an isomorphism Λ2U⊥ ≅ O(−1) ⊗ V /U .
By Hoppe’s criterion, it is enough to check H0(U⊥) ≅ H0(V /U(−1)) = 0, which holds
true again by lemma 2.14.
As for the other two bundles, it is enough to point out that V /U = (U⊥)∗ and that
the dual of a µ-stable bundle is µ-stable.
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2.2 Lines in Y
As Y has a canonical choice of a very ample line bundle OY (1), we will call line any
subscheme L with Hilbert polynomial hL(t) = 1+ t. It is well known that L is an actual
line linearly embedded in Pn, without any embedded points. We will need analogous
statements for conics and cubics in Y : they are collected in corollary 1.39.
The Fano scheme of lines in Y is canonically identified with P(A). Before describing
the identification, we characterize the restriction to any line of the tautological bundles
coming from Gr(2, V ).
In order to do it, recall that any vector bundle on P1 splits as a direct sum of line
bundles and that we have already defined the splitting type of a vector bundle E on a
line L in 1.25.
Lemma 2.17. The splitting types of U , V /U ,U⊥,U∗ on any line L are as follows:
STL(U) = (−1,0)
STL(V /U) = (0,0,1)
STL(U⊥) = (−1,0,0)
STL(U∗) = (0,1)
Proof. Both U and U⊥ embed in a trivial bundle by sequence (25), so that their splitting
type contains no OL(n) with n > 0. As c1(U) = c1(U⊥) = −1 we have the splitting types
in the thesis. The other two splitting types follow by dualization.
Now we are going to describe the identification of the Fano scheme of lines in Y with
P(Hom(U ,U⊥)), which by 2.14 is canonically isomorphic to P(A).
Lemma 2.18. The schematic zero locus of v ∈H0(V /U) ≅ V is either a point or a line.
It is a line if and only if v = ker(a) for some a ∈ A.
Proof. On the ambient Gr(2, V ), consider the dual map
v ∶ U⊥ → V ∗ ⊗OGr evvÐÐ→ OGr
The zero locus Z of v is isomorphic to P(V /v), where the embedding of P(V /v) into
Gr(2, V ) sends w ∈ V to w ∧ v ∈ Gr(2, V ).
Denote by ZY the zero locus of v on Y , and note that it is the intersection of P(V /v)
and P(A⊥) inside P(Λ2V ∗), namely
ZY = P(V /v) ∩ P(A⊥) = P(A(v,−)⊥/v)
It follows that if v = ker(a) for some a ∈ A, then A(v,−)⊥ is 3-dimensional and ZY is a
line, otherwise A(v,−)⊥ is 2-dimensional and ZY is a point.
Corollary 2.19. Any map a ∶ U → U⊥ is injective and has cokernel isomorphic to the
ideal of a line.
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Proof. Any non-zero map from U to U⊥ is injective. Indeed, the two bundles are stable
by lemma 2.16 and have slope respectively −1/2 and −1/3, so that, if a non-zero map is
not injective, either the kernel destabilizes U or the image destabilizes U⊥.
Extend the map a to a complex
{U a- U⊥ ker(a)- OY - OL} (38)
By lemma 2.18 U⊥ ker(a)- OY - OL - 0
is exact. As a ∶ U → U⊥ is injective, the complex (38) is equivalent to the shift of a sheaf.
By table (28), the Chern character of (38) vanishes, so that it is an exact sequence.
Not only we can associate a line with any map from U to U⊥, but also the converse
is true. Moreover, the correspondence works in families and gives rise to the universal
family of lines in Y .
Proposition 2.20. P(A), P(Hom(U ,U⊥)) and the Hilbert scheme of lines HilbL(Y ) on
Y are isomorphic. Moreover, the exact sequence
0→ OP(A)(−3) ⊠ U → OP(A)(−2) ⊠ U⊥ → OP(A)×Y → OL → 0 (39)
is a resolution of the structure sheaf of the universal family L of lines on Y .
Proof. First, we construct a family of lines on P(A) × Y , later on we will prove it is the
universal family.
By lemma 2.14, over P(A) × Y there is a universal map from U to U⊥
OP(A)(−3) ⊠ U → OP(A)(−2) ⊠ U⊥
The twist by OP(A)(−3) is chosen for compatibility with future notation. The above
map extends to an SL2-equivariant complex
OP(A)(−3) ⊠ U → OP(A)(−2) ⊠ U⊥ → OP(A)×Y (40)
By corollary 2.19 the restriction of (40) to any point of P(A) is a pure object on Y , so
that by criterion 1.20 the complex (40) is equivalent to a pure object flat over P(A).
As a consequence we have an exact sequence
0→ OP(A)(−3) ⊠ U → O(−2)P(A) ⊠ U⊥ → OP(A)×Y → OL → 0 (41)
where L is a closed subscheme in P(A)×Y flat over P(A). By (38) it is a family of lines.
Now, assume a flat family of lines pi ∶ L → S over a base S is given. We want to
construct a map f ∶ S → P(A) associated to L. By theorem 1.18 there is a relative
Beilinson spectral sequence
Rqpi∗(OL ⊗ (∨En−p)∗) ⊠Ep+1 Ô⇒ OL
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with respect to the full exceptional collection OY (−1),U ,U⊥,OY and its left dual collec-
tion OY ,U∗,U⊥(1),OY (1) (see proposition 2.15).
We will now discuss the vanishing of most of the entries of the relative Beilinson
spectral sequence. Note that we can substitute R>1pi∗(OL ⊗ −) = 0 as the relative
dimension of L over S is 1. It follows that the first page of the spectral sequence is
R1pi∗OL(−1)⊗OY (−1) - R1pi∗V /U(−1)∣L ⊗ U - R1pi∗U ∣L ⊗ U⊥ - R1pi∗OL ⊗OY
pi∗OL(−1)⊗OY (−1) - pi∗V /U(−1)∣L ⊗ U - pi∗U ∣L ⊗ U⊥ -
d2
-
pi∗OL ⊗OY
d2
-
(42)
As OL(−1) is acyclic, the column p = 0 vanishes. By base change and lemma 2.17,
we can use theorem 1.20 on Rpi∗(OL ⊗ V /U(−1)) and deduce that it is equivalent to a
line bundle LU . Analogously, Rpi∗(OL ⊗ U) ≅ LU⊥ and Rpi∗(OL) ≅ OS . The spectral
sequence (42) becomes
0 0 0 0
0 pi∗V /U(−1)∣L ⊗ U - pi∗U ∣L ⊗ U⊥ - pi∗OL ⊗OY
Altogether, we have an exact sequence
0→LU ⊠ U →LU⊥ ⊠ U⊥ → OS×Y → OL → 0 (43)
on S × Y .
Take Hom(U ,−) of the first map of sequence (43) and push it forward to S. The
result is a map
LU → A⊗LU⊥ (44)
As OL is flat over S, when we base change to s × Y the sequence (43) is still exact, so
that the map (39) is an injection of vector bundles, and therefore defines a unique map
f ∶ S → P(A) such that the pullback of the universal
OP(A)(−1)→ A⊗OP(A)
is (44) twisted by L ∗U⊥ .
So far we have constructed two correspondences: one associates a map S → P(A)
with a family pi ∶ L → S, the other associates a family to a map S → P(A) by pulling
back L. We need to check that they are natural and that they are mutually inverse.
The naturality follows easily from their definitions and from the functoriality of the
Beilinson spectral sequence, which is discussed in theorem 1.18.
The fact that if we start from a map from S → P(A), pullback the universal L and use
it to induce a map from S → P(A), then we recover the initial map is also a consequence
of the functoriality of the Beilinson spectral sequence.
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The fact that if we start from a family of lines pi ∶ L→ S, induce a map S → P(A) and
pullback the universal L via this map, then we recover the initial map can be explained
in the following way. By definition of the two correspondences we recover the ideal sheaf
of the family L ⊂ S ×Y . As codim(L) = 2 and by lemma 1.34, the ideal sheaf determines
the subscheme L.
Remark 2.21. In proposition 2.20 we have established an SL2-equivariant isomorphism
between the Hilbert scheme of lines on Y and P(A). Under the action of SL2, P(A) has
two orbits: the open one and the conic Q which is the zero locus of unique invariant
form q ∈ S2A∗.
The lines corresponding to points on Q are known in the literature as special lines,
and we will see in proposition 2.27 that they are characterized by the fact that their
normal bundle in Y is not trivial.
The following definition sets the notation which we are going to use for the identifi-
cation of the Hilbert scheme of lines and of P(A).
Definition 2.22. Given an element a ∈ A, denote by La the corresponding line in
Y . Given a line L in Y , denote by aL any element in A such that L corresponds to[aL] ∈ P(A).
We are now going to state and prove a few consequences of proposition 2.20. We will
denote the projections from the universal line L to P(A) and Y by rA and by rY , as in
the following diagram L
P(A)
rA
ﬀ
Y
rY
-
In what follows, given a point P ∈ Y , UP is the fiber of U at P . All lines in Y arise
by the following simple construction.
Corollary 2.23. Given two points P,Q ∈ Y , there is a line connecting them if and only
if UP and UQ have non-trivial intersection. In this case the line is given by
P(UP +UQ
kera
) ⊂ Gr(2, V )
Proof. By proposition 2.20, for P and Q to belong to a line L it is equivalent that
there exists a ∈ A such that kera = 0 in both V /UP and V /UQ. Therefore, if P and Q
belong to L, the intersection UP ∩UQ is not trivial. In the other direction, if there exists
v ∈ UP ∩ UQ, then A(v,UP + UQ) = 0 inside V ∗, so that P((UP + UQ)/v) is a line which
embeds in Y and contains P,Q.
Corollary 2.24. The map rY ∶ L→ Y is a 3 to 1 cover. The multiplicity of preimages is(1,1,1) over the open orbit, (2,1) over the divisorial orbit and (3) over the closed orbit.
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Proof. It is enough to prove that the family of lines through any point is finite and that
the rank of rA∗OL is 3.
The family of lines through any point is finite by the following argument. Assume
there are infinitely many lines through P ∈ Y . By proposition 2.20 all lines have a
resolution of the form (38), so that each vector in UP is the kernel of some a ∈ A. It
follows that P(UP ) ⊂ σ(A), against the fact that the σ(A), being a surface of degree 2,
does not contain lines.
As for rA∗OL, it is easily computed by pushing forward the resolution (39). The
resulting spectral sequence shows that rA∗OL ≅ O ⊕ U .
By proposition 2.20, the ramification divisor of rY is linearly equivalent to r
∗
AOP(A)(2).
As it is SL2-invariant, it has to be the preimage of special lines r
−1
A (Q). For the same
reason the ramification type over the 2-dimensional orbit in Y is (2,1).
Finally, lines intersecting the closed orbit span an SL2-invariant divisor, so that by
lemma 2.11 and remark 2.12 they are all tangent to the closed orbit.
Remark 2.25. By corollary 2.24, the family of lines through a general point in Y is not
connected, so that condition (2) of theorem 1.26 is not verified.
We will now describe the intersection pairing between lines in Y . Given two distinct
lines L1 and L2 with ideals I1 and I2 there are several equivalent ways to check whether
they intersect or not. We look for a condition which is minimal among the ones which
cut the closure of the locus of intersecting distinct lines inside P(A) × P(A).
Let SL2 act on P(A) × P(A) componentwise. Then the space H0(O(1,1)) contains
a unique SL2-invariant line. Indeed, by Littlewood–Richardson it is SL2-isomorphic to
A∗⊗A∗ = V ⊕A⊕C. Under the decomposition A∗⊗A∗ ≅ Λ2A∗⊕S2A∗, the SL2-invariant
element is symmetric as Λ2A∗ ≅ A.
As a consequence, we have selected an SL2-invariant effective divisor inside P(A) ×
P(A). We will denote it by IQ. Note that, by means of the SL2-invariant quadric q,
we can identify A and A∗, so that we find an SL2-equivariantly embedded flag variety
Fl(1,2;A) inside P(A) × P(A). Moreover the flag variety is an effective divisor of type(1,1), so that by uniqueness of such a divisor we have
IQ = Fl(1,2;A) ⊂ P(A) × P(A) (45)
Proposition 2.26. IQ is the closure of the locus of distinct intersecting lines.
Proof. The SL2-invariant conic in S
2A∗ induces an SL2-invariant sectionOP(A)(−2) ⊠OP(A)(−2)→ V ⊠ V → A∗ ⊗OP(A)×P(A) (46)
over P(A) × P(A). The composition of (46) with the SL2-invariant surjection
A∗ ⊗OP(A)×P(A) → OP(A)(1) ⊠OP(A) ⊕OP(A) ⊠OP(A)(1) (47)
vanishes: one can check it fiberwise at (a1, a2), where the composition of (46) and (47)
becomes
a21 ⊗ a22 ↦ kera1 ⊗ kera2 ↦ kera1 ∧ kera2 ↦ a1(kera1,kera2)⊕ a2(kera1,kera2) = 0
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As a consequence, map (46) factors via the kernel of (47). This provides us with an
SL2-invariant OP(A)(−2) ⊠OP(A)(−2)→ OP(A)(−1) ⊠OP(A)(−1)
which vanishes at (a1, a2) if and only if A(kera1,kera2) = 0, that is to say if and only if
kera1 ∧ kera2 ∈ Y . By description 2.23 and for a1 ≠ a2, this happens if and only if La1
and La2 intersect.
Proposition 2.27. A line L = La has normal bundle OL(−1) ⊕ OL(1) if and only if(a, a) ∈ IQ, otherwise its normal bundle is trivial.
Proof. The derived tensor product OL L⊗ OL
is equivalent to OL[2]⊕N ∗L/Y [1]⊕OL. By resolution (43), it is also equivalent to
OL(−1)⊕OL → OL(−1)⊕OL ⊕OL → OL
By removing the Tor0 and Tor2 components, we are left with an exact sequence
0→ OL(−1)→ OL(−1)⊕OL ⊕OL → N ∗L/Y [1]→ 0
which shows that the normal bundle is nontrivial if and only if the OL(−1) component
of the leftmost map in the above sequence vanishes. By the description of lemma 2.14
for the maps from U to U⊥, this condition is equivalent to the fact that
A(κ(a), κ(a)) = 0
Note that this condition is equivalent to the vanishing of the composition
OP(A)(−1)→ A⊗OP(A) → Λ2V ∗ ⊗OP(A) → Λ2κ∗K∗ (48)
Moreover, as A(σ(a), κ(a)) = 0 and σ(a) ∈ κ(a), the composition (48) factors via
OP(A)(1) ≅ Λ2(κ∗K/σ∗OP(V )(−1))∗ → Λ2κ∗K∗
where the isomorphism on the left follows from lemma 3.1. As a consequence, the set of
lines with nontrivial normal bundle correspond to the zero-locus of a section of OP(A)(2).
As the unique SL2-invariant quadric is IQ, it follows that the normal bundle to La is
non-trivial if and only if (a, a) is in IQ.
Remark 2.28. In other words, two distinct lines intersect if and only if they are polar
with respect to the unique SL2-invariant conic Q ⊂ P(A). Proposition 2.27 says that(a, a) lies on IQ if and only if there is an infinitesimal deformation of La fixing a point
of La.
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The resolution (43) for the structure sheaf of the universal line allows us to compute
the action of the Fourier–Mukai functor
ΦL ∶Db(Y )→Db(P(A))
with kernel the structure sheaf of L. We compute the transforms of a few bundles which
we will need later.
Lemma 2.29. The following equalities hold
ΦL(U(−1)) = OP(A)(−3)[1], ΦL(U⊥(−1)) = OP(A)(−2)[1] (49)
Moreover,
ΦL ∶ A ≅ Hom(U(−1),U⊥(−1))→ Hom(OP(A)(−3),OP(A)(−2)) ≅ A∗ (50)
is the unique (up to scalar) SL2-equivariant isomorphism.
Proof. Both equalities in (49) are proved by means of the Grothendieck spectral sequence
and using the resolution (43). The entries in the spectral sequence can be computed via
Ku¨nneth formula and Borel–Bott–Weil formula and in both cases there is only one non-
vanishing entry.
As for the isomorphism (50), apply ΦL on the mutation triangle (37)
0→ V /U(−1)→ A⊗ U evUÐÐ→ U⊥ → 0
By (49) we find a distinguished triangle
ΦL(V /U(−1))[−1]→ A⊗OP(A)(−3)→ OP(A)(−2)
If (50) is zero, then ΦL(V /U(−1)) is the direct sum of two line bundles with different
shifts. As we know by lemma 2.17 and by base change that ΦL(V /U(−1)) restricts to any
point a ∈ P(A) as C⊕C, this is not possible, so that (50) has to be an isomorphism.
Remark 2.30. Actually, we have also proved that ΦL(V /U(−1)) is ΩP(A)(−2)[1].
2.3 Conics in Y
We will prove in proposition 2.32 that the Hilbert scheme of conics in Y is canoni-
cally identified with P(V ∗). By conic on Y we mean any subscheme C ⊂ Y such that
χ(OC(n)) = 2t + 1.
Remark 2.31. Note that the only such subschemes in projective spaces are plane conics
(corollary 1.38 part (2)). It follows that they satisfy h1(OC) = 0 and they have no
embedded points.
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When the conic C is smooth, it makes sense to talk about splitting type of a vector
bundle on it. Still, when C is singular the splitting type on components (or on the line
supporting the non-reduced conic) does not characterize uniquely the vector bundle. In
these cases it is better to have cohomological properties, which in the smooth case allow
to recover the splitting type. We pack such properties in the decomposition of OC with
respect to the full exceptional collection (35).
With some help from lemmas 2.36 – 2.39, we prove proposition 2.32, which describes
the universal conic C ⊂ P(V ∗)×Y as the zero locus of a regular section of OP(V ∗)(1)⊠U∗,
as PY (U⊥) and as the restriction of Fl(2,4;V ) ⊂ P(V ∗) ×Gr(2, V ) to P(V ∗) × Y .
Proposition 2.32. The Hilbert scheme of conics Hilb2t+1Y is canonically isomorphic to
P(V ∗) ≅ P(H0(U∗)). The universal conic C has a resolution
0→ OP(V ∗)(−2) ⊠OY (−1)→ OP(V ∗)(−1) ⊠ U → OP(V ∗)×Y → OC → 0 (51)
on P(V ∗) × Y . The schemes
C ≅ P(U⊥) ≅ Fl(2,4, V )∣P(V ∗)×Y ⊂ Fl(2,4, V ) ⊂ P(V ∗) ×Gr(2, V ) (52)
are isomorphic as subschemes of P(V ∗) × Y .
Proof. Given a flat family C → S ×Y of conics in Y , take the relative Beilinson spectral
sequence 1.18 with respect to the full exceptional collection (35), i.e. O(−1),U ,U⊥,O.
Denote by piS the projection from C → S and by piY the projection C → Y . As
the relative dimension of piS is 1, when computing the entries of the relative Beilinson
spectral sequence for OC we will restrict to R0piS∗ and R1piS∗.
We start from RpiS∗(OC): by remark 2.31, H1(OCs) = 0 for any s ∈ S, so that by
base change R1piS∗(OC) = 0. As a consequence, R0piS∗(OC) is locally free of rank 1. As
it has a never vanishing section induced by the 1 section of OC , it is OS .
The entries in the second column are the cohomology of RpiS∗(OC⊗pi∗Y U). By lemma
2.38, for any conic Cs the cohomology H
●(Cs,U) vanishes, so that also RpiS∗(OC⊗pi∗Y U)
vanishes.
The entries in the third column are the cohomology of RpiS∗(OC ⊗pi∗Y V /U(−1)). By
lemma 2.36 and by Serre duality, for any conic Cs
H●(V /U(−1)∣Cs) =H●(U⊥∣Cs[3])∗
By lemma 2.37, for any conic Cs we find H
●(Cs, V /U(−1)) = C[−1]. By lemma 1.20,
RpiS∗(OC ⊗ pi∗Y V /U(−1)) is quasi isomorphic to the shift of a line bundle. Denote it by
LU .
The entries of the last column are the cohomology of RpiS∗(OC(−1)). By lemma
2.36 and remark 2.31, for any conic Cs we find H
●(Cs,OY (−1)) = C[−1]. Again, by
lemma 1.20, RpiS∗(OC(−1)) is quasi isomorphic to the shift of a line bundle. Denote it
by LO(−1).
As the Beilinson spectral sequence 1.18 converges to OC , there is an exact sequence
0→LO(−1) ⊠OY (−1)→LU ⊠ U → OS×Y → OC → 0 (53)
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Twisting by OY (1) and pushing forward to S, we get an exact sequence
0→LO(−1) →LU ⊗ V ∗ → OS ⊗Λ2V ∗/A→ pi∗(OC(1))→ 0 (54)
To get a map from S to P(V ∗) we still need to prove that the first map in (54) is an
injection of vector bundles. To prove it, we base change to s ∈ S by first twisting (53)
by OY (1), then restricting the resulting complex to s×Y and finally pushing forward to
s. By flatness of OC over S, we find an exact sequence
0→ C→ V ∗ → Λ2V ∗/A→H0(OY (1)∣C)→ 0
which shows that
LO(−1) →LU ⊗ V ∗
is an injection of vector bundles. In the above way, given a family of conics C, we have
constructed a map from S to P(V ∗)
We will now construct a family which will be the universal family of conics. The
structure sheaf of the subscheme
PY (U⊥) ⊂ P(V ∗) × Y
is cut by the Koszul complex
0→ OP(V ∗)(−2) ⊠OY (−1)→ OP(V ∗)(−1) ⊠ U → OP(V ∗)×Y
of the SL2-invariant section of OP(V ∗)(1) ⊠ U∗.
All fibers of the projection
PY (U⊥)→ P(V ∗)
have dimension 1 as there is no map from U to OY vanishing on a divisor. It follows
that PY (U⊥) is flat over P(V ∗) and that therefore
0→ OY (−1)→ U → OY
is exact for each v × Y inside P(V ∗) × Y . By table (28), PY (U⊥) is a family of conics.
What is still left to prove is that the two constructions are functorial and that they
are inverse to each other: both facts can be proved in the same way they were proved
for lines in proposition 2.20, again by means of lemma 1.34.
As for the isomorphism of PY (U⊥) and the restriction of the flag variety Fl(2,4, V ) to
P(V ∗)× Y , this is a direct consequence of the fact that Fl(2,4, V ) embeds into P(V ∗)×
Gr(2, V ) as PGr(U⊥) and that restriction commutes with projectivization.
Note that by proving proposition 2.32 we have also proved the following corollary.
Corollary 2.33. Any section of U∗ is regular and fits in a Koszul complex
0→ OY (−1)→ U → OY → OC → 0 (55)
where C is a conic in Y .
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Proof. In 2.32 we have shown that given U → OY the cokernel is always a conic, so that
any section of U∗ is regular. Then the Koszul complex is exact.
The following definition sets the notation which we are going to use for the identifi-
cation of the Hilbert scheme of conics and of P(V ∗).
Definition 2.34. Given an element w ∈ V ∗, denote by Lw the corresponding conic in
Y . Given a conic C in Y , denote by wC any element in V
∗ such that C corresponds to[wC] ∈ P(V ∗).
Actually, proposition 2.32 also says that any conic is obtained by choosing a non zero
vector v ∈ V ∗ and taking Gr(2,ker v) ∩ P(A⊥) inside P(Λ2V ). Viceversa, every time we
choose v ∈ V ∗ and intersect Gr(2,ker v) embedded via Plu¨cker with P(A⊥), we find a
conic in Y , just because Gr(2,4) itself is a quadric in P5.
Corollary 2.35. The zero locus of any section of U∗ is a conic.
Proof. The last map in the resolution (51) is the universal map from U to OY .
Here are the lemmas we have used in the proof of 2.32. Recall that a conic is
any subscheme C of Y whose Chern character is 2L − P , or equivalently whose Hilbert
polynomial is 2t + 1.
Lemma 2.36. The canonical bundle of any conic C is the restriction of OY (−1) to C.
Proof. As OY (−1) is the restriction of O(−1) from a projective space, it is enough to
prove the same statement for a conic C embedded in Pn. Moreover, any C ∈ Pn factors
via a P2 spanned by H0(OC(1))∗ by remark 2.31.
A conic in P2 is a Cartier divisor (as it has no embedded points by remark 2.31), so
that by adjunction
ωC ≅ ωP2 ⊗OP2(2)∣C ≅ OP2(−1)∣C
which is the thesis.
Lemma 2.37. The following relations hold on Y for any conic C:
χ(U⊥∣C) = 1
h0(U⊥∣C) = 1
h1(U⊥∣C) = 0
χ(U∗∣C) = 4
h0(U∗∣C) = 4
h1(U∗∣C) = 0
Proof. To compute χ(U⊥∣C) use Riemann–Roch.
To check h0(U⊥∣C) = 1 it is then enough to check h0(U⊥∣C) ≤ 1. Assume this is not the
case, i.e. that there is B ⊂ H0(U⊥∣C),dim(B) = 2. This implies that C is schematically
contained in Y ′ = Gr(2,B⊥)∩Y ⊂ Gr(2, V ). As Y is a linear section of Gr(2, V ), Y ′ ⊂ Y
is a linear section of Gr(2,B⊥) = P2 linearly embedded in P(Λ2V ∗). Moreover, we know
by Lefschetz that Y contains no P2, so that Y ′ is either a line or a point. As C is a
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conic and Y ′ is a line or a point, C can’t be a subscheme of Y ′, so that it must be
h0(U⊥∣C) ≤ 1.
As for h1(U⊥∣C) = 0, it follows by subtracting the other two results and using
dim(C) = 1 to get the vanishing of higher cohomology.
The results for U∗∣C follow using the defining sequence (26) restricted to C and the
results for U⊥∣C which we have just proved.
Lemma 2.38. The following relations hold on Y for any conic C:
χ(U ∣C) = 0
h0(U ∣C) = 0
h1(U ∣C) = 0
χ(V /U ∣C) = 5
h0(V /U ∣C) = 5
h1(V /U ∣C) = 0
Proof. To compute χ(U ∣C) use Riemann–Roch.
To check h0(U ∣C) = 0, assume U ∣C has a section. By remark 2.31 we can think of it
as v ∈ V . Then C embeds in the zero locus of some v ∈ H0(Y,V /U), which by 2.18 is
either a line or a point.
The other results follow as in 2.37.
Lemma 2.39. The following relations hold on Y for any conic C:
ext1(U ,IC) = 0
hom(U ,IC) = 1
Proof. In order to prove ext1(U ,IC) = 0, we will prove the surjectivity of
H0(U∗)→H0(U∗∣C)
Take the diagram
0 U⊥ V ∗ ⊗OY U∗ 0
0 U⊥∣C V ∗ ⊗OC U∗∣C 0
(56)
After applying H0 it becomes
0 - 0 - V ∗ ≅- H0(U∗) - 0
0 - H0(U⊥∣C)? - V ∗
1V ∗
?
-- H0(U∗∣C)? - 0
where we have used 0 =H1(U⊥∣C) from 2.37, and the rows are exact. Surjectivity follows
by commutativity of the diagram.
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To check hom(U ,IC) = 1 use the long exact sequence of
0→ U∗∣C ⊗ IC → U∗ → U∗∣C → 0
together with h0(U∗∣C) = 4 from 2.37 and with ext1(U ,IC) = 0, which we have just
proved.
Now we want to use the above cohomological properties to recover the splitting type
of the tautological bundles on conics.
Corollary 2.40. The splitting types of U , V /U ,U⊥,U∗ on any smooth conic C are as
follows:
STC(U) = (−1,−1)
STC(V /U) = (0,1,1)
STC(U⊥) = (−1,−1,0)
STC(U∗) = (1,1)
Proof. The vector bundle embedding of U⊥ into V ∗ ⊗ OY implies that U⊥∣C cannot
have direct summands of strictly positive degree. Moreover, by lemma 2.37, we have
h1(U⊥∣C) = 0, which yields
STC(U⊥) = (−1,−1,0)
as only possible splitting. Dualizing we also obtain the splitting type of V /U .
To compute the splitting of U , recall that by lemma 2.38 U ∣C has no sections, which
implies
STC(U) = (−1,−1)
Dualize to get the splitting type of U∗.
For any pair of points in P3 there is a line connecting them, and the space of lines
through each point is irreducible. These properties are used in [OSS80] to prove that
the splitting type of a stable bundle on a generic line has no gaps. As we would like to
recover analogous results for instantons on Y , we prove now some properties for conics
in Y which are analogous to properties of lines in P3 that we have just mentioned.
Recall from proposition 2.32 that the universal conic C has two natural projectionsC
P(V ∗)
qA
ﬀ
Y
qY
-
which are naturally identified with the projections from PY (U⊥) and from Fl(2,4, V )∣Y
to P(V ∗) and Y .
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This last fact has a few straightforward consequences. Denote by Hilb2t+1Y,P the Hilbert
scheme of conics passing through a point P ∈ Y and by CP the universal conic passing
through P ∈ Y . There is a cartesian square
Hilb2t+1Y,P - C◻
P(V ∗) × P?
∩
- P(V ∗) × Y?
∩
as one can check by comparing the universal properties of the fiber product
C ×P(V ∗)×Y (P(V ∗) × P )
and of Hilb2t+1Y,P .
Corollary 2.41. The Hilbert scheme of conics passing through a point P ∈ Y5 is canon-
ically isomorphic to P(U⊥P )→ P(V ∗) under the identification of P(V ∗) and Hilb2t+1Y .
Proof. By isomorphism (52) and by its definition, Hilb2t+1Y,P is the fiber of P(U⊥), that is
to say P(U⊥P )→ P(V ∗).
Remark 2.42. By corollary 2.41, condition (2) of theorem 1.26 holds for the universal
family of conics in Y .
Another consequence of 2.32 is the following description of the space of conics through
two points.
Corollary 2.43. Given any two points P,Q ∈ Y there is at least one conic C connecting
them. Moreover the conic C is unique if and only if P,Q do not lie on a line.
Proof. The Hilbert scheme of conics through P and Q is by definition the fiber product
of P(U⊥P )→ P(V ∗) and P(U⊥Q)→ P(V ∗), that is to say P((UP +UQ)⊥).
By corollary 2.23, P((UP +UQ)⊥) is a point if and only if P and Q do not line on a
line. In the case P and Q lie on a line, by the same corollary, there is a P1 of conics via
P and Q. All of them contain the line through P and Q (and are therefore singular) as
otherwise there would be a plane elliptic curve. As Y is cut by quadrics, if it contains a
plane elliptic curve, it contains the whole plane, which is against Lefschetz hyperplane
section theorem.
The following proposition describes the locus of singular conics.
Proposition 2.44. The locus of singular conics in Y is the image of a degree 2 map
from IQ to P(V ). It is a divisor of degree 3 which is singular along a rational normal
curve of degree 4 representing double lines.
Proof. Over the space
IQ ⊂ P(A) × P(A)
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of intersecting pairs of lines there is a family of conics. This is clearly true for points
corresponding to distinct lines, while it follows from the normal bundle description 2.27
in the case of points on the diagonal of P(A) × P(A).
This family of lines induces a regular map
IQ→ P(V ∗) (57)
which by proposition 2.26 and corollary 2.41 has degree (1,1). The variety IQ has an
involution interchanging the two factors, and the map (57) factors through this involu-
tion. Keeping this in mind and using projection formula, one can compute the degree
of the image of (57) by intersecting it with a line in P(V ∗).
Finally, one can check that the quotient by the involution of the map (57) is a closed
embedding, so that its singular locus is the fixed locus of the involution, namely the
curve of double lines. As there is only one orbit of dimension 1 for the action of SL2 on
P(V ∗), the curve of double lines is a rational normal curve of degree 4 in P(V ∗).
We will also discuss the intersection pairing of a line and a conic in lemma 3.5.
2.4 Cubics
The Beilinson spectral sequence approach works in the case of cubics in the same way
as in the cases of lines and conics. As we have dealt with these other two cases in great
detail in proposition 2.20 and proposition 2.32, we will only sketch the proofs in the case
of cubics.
Remark 2.45. By cubic we mean a subscheme T of Y whose Hilbert polynomial is 3t+1.
By corollary 1.39 such subschemes have no embedded points and satisfy h1(OT ) = 0.
Proposition 2.46. The Hilbert scheme of cubics in Y is isomorphic to Gr(2, V ). The
universal family of cubics Cub has a resolution
0→ U(−1) ⊠OY (−1)→ OGr(−1) ⊠ V /U(−1)→ OGr ⊠OY → OCub → 0
inside Gr(2, V ) × Y .
Proof. First we construct a family of cubics. Via Borel–Bott–Weil one can construct on
Gr(2, V ) × Y a complex
U(−1) ⊠OY (−1)→ OGr(−1) ⊠ V /U(−1)→ OGr ⊠OY
where U is as usual the rank 2 tautological bundle on Gr(2, V ). One can then prove that
it has a unique non-vanishing cohomology and that its cohomology is flat over Gr(2, V ).
The Chern character computation proves that it is a family of cubics in Y .
Given a family of cubics T ⊂ S ×Y , compute the relative Beilinson spectral sequence
1.18 with respect to the dual collections
⟨OY (−1), V /U(1),U ,OY ⟩⟨OY , V /U ,U∗,OY (1)⟩
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which one can obtain by dualizing collections (35) and (36).
From remark 2.45 we can deduce several other vanishings about the tautological
bundles on Y restricted to T , which yield an exact sequence
0→MO(−1) ⊠OY (−1)→LV /U(−1) ⊠ V /U(−1)→ OS ⊠OY → OT → 0
By corollary 1.20 the sheafMO(−1) is a vector bundle of rank 2, while LV /U(−1) is a line
bundle.
The proof that the two correspondences between families of cubics and maps to
Gr(2, V ) are inverse to each other is analogous to that of lines in proposition 2.20.
Remark 2.47. A more geometric construction for the universal family of cubics is the
following. We will see later that there is a diagram
PY (U)≅ Blσ(A)P(V )
Y
ﬀ
P(V )b -
By proposition 3.10, the Fourier–Mukai transform functor with kernel the structure sheaf
Blσ(A)P(V ) of a line in P(V ) is a cubic in Y . The Koszul complex for the universal line
P(T2) ⊂ Gr(2, V ) × P(V )
yields a resolution
0→ OGr(−1) ⊠ U(−1)→ V /T2 ⊠OY (−1)→ OGr ⊠OY → OCub → 0
One can also obtain the above resolution by using the relative Beilinson spectral
sequence with respect to the collection ⟨OY (−1),U(−1),OY ,U⟩.
3 More on the geometry of Y
In this section we rely on the results of section 2 to investigate further the geometry of
Y . In 3.1 we construct an embedding of P(A) in Gr(3, V ) and some exact sequences
related to it. In 3.2 we show that the projectivization PY (U) is naturally isomorphic to
a blow up of P(V ). This leads to the construction of a family of linear sections of Y
parametrized by Gr(3, V ), which we describe in 3.3. Finally, in 3.4 we study a Fourier–
Mukai transform in relation to the family of linear sections which we constructed.
3.1 Embeddings of P(A)
First, recall that by definition 2.3 and by remark 2.4, the map σ is an embedding of
P(A) in P(V ) associating to a form a ∈ A its unique kernel vector a∧a ∈ Λ4V ∗ ≅ V . The
image of P(A) via σ is denoted by σ(A).
51
We can also embed P(A) in Gr(3, V ) by mapping a ∈ A to the kernel of the natural
composition
V ÐÐ→ A∗ ⊗ V ∗ keraÐÐ→ A∗
which we will denote by A(ker(a),−)⊥. We denote this embedding by κ and the tauto-
logical bundle on Gr(3, V ) by K. The proof that κ is an embedding is part of proposition
3.6 and is carried out with the help of lemma 3.1. The image of P(A) via κ is denoted
by κ(A).
Lemma 3.1. Let K be the tautological bundle on Gr(3, V ). There is an exact sequence
0→ κ∗K → V ⊗OP(A) → A⊗OP(A)(2)→ OP(A)(3)→ 0 (58)
The degree of κ is 3.
Proof. Define the middle map as the dual of the composition
A⊗OP(A)(−2) A⊗σÐÐ→ A⊗ V ⊗OP(A) evÐ→ V ∗ ⊗OP(A)
Using the fact 2.1 that each form in A has rank 4, the exactness of
0→ OP(A)(−3)→ A⊗OP(A)(−2)→ V ∗ ⊗OP(A)
can be checked pointwise, showing at the same time that the cokernel of
A⊗OP(A)(−2)→ V ∗ ⊗OP(A)
is a vector bundle. The rank 3 quotient bundle of V ∗ ⊗OP(A) induces the map κ from
P(A) to Gr(3, V ). The degree of κ is the degree of −c1(κ∗K): by exact sequence (58)
we find deg(κ) = 3.
Under the canonical identification of Gr(3, V ) with Gr(2, V ∗), which is the space of
pencils of conics in Y5, this embedding maps a ∈ P(A) into the unique pencil of conics
sharing the line La as a component.
Lemma 3.2. The scheme of conics containing a line L ∶= La is the line in P(V ∗)
corresponding to κ(a) ∈ Gr(2, V ∗).
Proof. Let La be the line corresponding to a ∈ A and Cw the conic corresponding to
w ∈ V ∗ under the identifications of proposition 2.20 and 2.32. By corollary 2.23, La
embeds in Gr(2, V ) as P(κ(a)/kera), while by proposition 2.32 for any conic Cw we
have
Cw = P(A⊥) ∩Gr(2,kerw) ⊂ P(Λ2V )
It follows that La is contained in Cw if and only if κ(a) ⊂ kerw, which means that w
belongs to the line in Gr(2, V ∗) corresponding to the 3-dimensional space κ(a) ⊂ V .
The schematic structure on the scheme of conics containing L is the reduced one as
by corollary 2.41 it is the intersection of projective planes in P(V ).
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Lemma 3.3 also provides us with another description of κ(A) ⊂ Gr(3, V ). Note that
a general projective plane P(K) in P(V ) intersects κ(A) in a finite number of points.
The locus in Gr(3, V ) where this property fails is κ(A).
Lemma 3.3. The intersection P(K) ∩ σ(A) inside P(V ) is not of expected dimension
if and only if K ∈ κ(A) ⊂ Gr(3, V ).
Proof. Restrict the exact sequence
K⊥ ⊗OP(V )(−1)→ OP(V ) → OP(K) → 0
to P(A) via σ to find
K⊥ ⊗OP(A)(−2)→ OP(A) → OP(K)∩σ(A) → 0 (59)
The intersection P(K)∩σ(A) is not of expected dimension if and only if all conics in
the pencil given by K⊥ share a common component L. This on the other hand happens
if and only if the map (59) factors as
K⊥ ⊗OP(A)(−2)→ OP(A)(−1) a∗Ð→ OP(A)
that is to say that there is a commutative diagram
K⊥ - V ∗
A∗? ⊗a∗- S2A∗?
(60)
Note that A∗ ⊗ a∗ is never contained in V ∗, as V ∗ is cut inside S2A∗ by the SL2-
equivariant quadric q ∈ S2A and q is non-degenerate. It follows that there is a regular
map from P(A) to Gr(2, V ∗) which sends a∗ to the fiber product of
A∗ ⊗a∗ÐÐ→ S2A∗
and of the canonical injection V ∗ → S2A∗. Moreover, the locus of K⊥ having 1-
dimensional intersection with σ(A) is the image of P(A) under that map, so that it
is at most 2-dimensional and it is irreducible.
We will prove that all planes in P(V ) corresponding to points of κ(A) have 1-
dimensional intersection with σ(A). Given a conic C, the set of lines which intersect it
is a conic in P(A). More precisely, by lemma 3.5, the SL2-equivariant linear map from
V ∗ to S2A∗ associates with a conic C the set of lines which intersect it, so that in order
to show that P(K)∩P(A) is not finite it is enough to show that there are infinitely many
lines intersecting all conics of the pencil K⊥ ⊂ V ∗. But for K ∈ κ(A) this last fact is
true, as by lemma 3.2 all conics in the pencil contain a fixed line, which by proposition
2.26 intersects infinitely many other lines.
Finally, as κ(A) has dimension 2, it is the whole locus of planes which intersect σ(A)
in a 1-dimensional scheme.
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Remark 3.4. What we have actually proved is that if K ∈ κ(A), then the intersection
P(K) ∩ σ(A) ⊂ P(A)
is the extension of the structure sheaf of a line by that of a point. Furthermore, one can
check that the point and the line are polar with respect to the intersection quadric Q.
Denote by ILC the subvariety of P(A) × P(V ∗) which is the closure of the locus of
pairs L, C where L is a line and C is a conic intersecting L but not containing it.
Lemma 3.5. The variety
ILC ⊂ P(A) × P(V ∗)
of intersecting pairs of a line and a conic is cut by the SL2-equivariant
OP(A)(−2) ⊠OP(V ∗)(−1)→ OP(A) ⊠OP(V ∗)
Moreover, ILC is irreducible.
Proof. Given a ∈ A and w ∈ V ∗ let La be the corresponding line and Cw the corresponding
conic under the identifications of propositions 2.20 and 2.32. Arguing as in lemma 3.2
one gets to
La ∩Cw = P(κ(a)/kera) ∩Gr(2,kerw) ⊂ P(Λ2V )
As the intersection of κ(a) and kerw inside V is always at least 2-dimensional, we find
that La intersects Cw if and only if kera ∈ kerw.
This last condition cuts a divisor inside P(A) × P(V ∗) which is isomorphic to the
following zero locus. Restrict the tautological
OP(V )(−1) ⊠OP(V ∗)(−1)→ OP(V ) ⊠OP(V ∗)
to P(A) × P(V ) via (σ × Id) in order to find an SL2 invariant divisor cut by
OP(A)(−2) ⊠OP(V ∗)(−1)→ OP(V ) ⊠OP(V ∗) (61)
The above map vanishes at (a,w) if and only if w(kera) = 0.
Note that over P(A) the zero locus of (61) is the projectivization of the rank 4 vector
bundle given by the kernel of the composition
V ∗ ⊗OP(A) → S2A∗ ⊗OP(A) → OP(A)(2)
so that it is clearly irreducible. It follows that the zero locus of (61) is the variety ILC
of intersecting pairs of lines and conics.
We can also map P(A) into Gr(3, V ) by sending a ∈ A to the embedded tangent
space Tσ(a)σ(A). We denote this map by τ and the image of P(A) via τ by τ(A).
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Proposition 3.6. The map κ is an embedding. There are exact sequences
0→ A⊗OP(V )(−3)→ ΩP(V )(−1)→ OP(V ) → Oσ(A) → 0 (62)
0→ OP(V )(−1)⊕OP(V )(−2)→ V ⊗OP(V ) → A∗ ⊗OP(V )(1)→ σ∗OP(A)(3)→ 0 (63)
and
A⊗K d1Ð→ V ∗ ⊗OGr Ð→ κ∗OP(A)(2)→ 0 (64)
Proof. First, note that the exact sequence (63) can also be written as
0→ OP(V )(−2)→ TP(V )(−1)→ A∗ ⊗OP(V )(1)→ σ∗OP(A)(3)→ 0
The above sequence can be obtained dualizing and twisting (62) as the dualizing sheaf of
σ is the determinant of the normal bundle Nσ(A)/P(V ), which has odd degree. It follows
that in order to prove (63) it is enough to prove (62).
We will prove the exactness of (63) by decomposing the ideal Iσ(A) of σ(A) inside
P(V ) with respect to the full exceptional collection
⟨OP(V )(−3),ΩP(V )(−1),OP(V )(−2),OP(V ),OP(V )(1)⟩
As both OP(V ) and Oσ(A) lie in the left orthogonal of OP(V )(1), so does Iσ(A). It is also
clear that the ideal of σ(A) is in the left orthogonal of OP(V ).
In order to check that Iσ(A) is in the left orthogonal of OP(V ) we can argue as follows.
Assume there is a quadric in P(V ) containing σ(A), then its pullback to P(S2A) is a
quadric containing the image of Ver2. As the ideal of Ver2 does not contain quadrics,
so does that of σ(A). Moreover, the defining exact sequence for σ(A) shows that
h>1(σ(A)(2)) vanishes and that h1 ≠ 0 if and only if h0 ≠ 0, so that we have proved
that H●(σ(A)(2)) = 0.
Summing up we have proved that Iσ(A) belongs to⟨OP(V )(−3),ΩP(V )(−1)⟩
By Beilinson spectral sequence it follows that OP(V )(−3) and ΩP(V )(−1) can contribute
non-trivially only in one degree. As their Chern characters are independent this leaves
the unique possibility of a resolution
0→ A⊗OP(V )(−3)→ ΩP(V )(−1)→ Iσ(A) → 0
which can be extended to (62).
The next part of the statement is that κ is an embedding. First, note that as σ is an
embedding also the product map (κ,σ) from P(A) to Gr(3, V )×P(V ) is an embedding.
We are now going to prove that the image of (κ,σ) is the zero locus of the composition
A⊗K ⊠OP(V )(−1)→ A⊗ V ⊗OGr(3,V ) ⊠ V ⊗OP(V ) → OGr(3,V ) ⊠OP(V ) (65)
of the tautological subbundles of Gr(3, V ) and P(V ) with the natural pairing between
A and V ⊗ V . To prove it, we are going to show that the natural projection from
55
Gr(3, V ) ×P(V ) to P(V ) induces an isomorphism between the zero locus Z of (65) and
the degeneracy locus D of the SL2-equivariant
V ⊗OP(V ) → V ⊗ V ⊗OP(V )(1)→ A∗ ⊗OP(V )(1) (66)
The map from Z to D is constructed as follows. By definition of Z, the commutative
diagram K ⊠OP(V )
V ⊗OGr ⊠OP(V )?
∩
- A∗ ⊗OGr ⊠OP(V )(1)-
(67)
restricts to K∣Z
V ⊗OZ?
∩
- A∗ ⊗OP(V )(1)∣Z
0
-
(68)
so that we have a rank 3 subbundle of the kernel of
V ⊗OZ → A∗ ⊗OP(V )(1)∣Z
showing that the map from Z to P(V ) factors via D.
The map from D to Z is constructed as follows. First note that over D there is an
exact sequence
0→ KerD → V ⊗OD → A∗ ⊗OD(1)→ CokerD → 0
where OD(1) is the restriction of OP(V )(1). Note moreover that the rank of (66) never
drops by 2 as the map σ is injective. It follows that CokerD is a line bundle on D, so
that KerD is a rank 3 subbundle of V ⊗OD. We now prove that the induced map from
D to Gr(3, V ) × P(V ) factors via Z. Over Gr(3, V ) × P(V ) there is a diagram
K ⊠OP(V ) - V ⊗OGr ⊠OP(V )
A∗ ⊗OGr ⊠OP(V )(1)?-
(69)
encoding both the tautological injection of Gr(3, V ) and that of P(V ). By definition of
the map from D to Gr(3, V ) × P(V ), the diagram (69) restricts as
KerD - V ⊗OD
A∗ ⊗OD(1)?
0
- (70)
with the diagonal map from KerD to A
∗ ⊗OD(1) being the zero map. By definition of
Z, we have a map from D to Z.
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The two maps between D and Z that we have just constructed are mutually inverse,
as we are about to prove. There are commutative diagrams (69) (restricted to Z) and
(70) which, under the two maps which we have just defined, pull back one to the other.
As a consequence the map Z → D → Z pulls the tautological injection of K ⊂ V ⊗OZ
back to itself, so that the is IdZ . Analogously, the map D → Z → D pulls the universal
KerD back to itself, so that it is IdD.
Now that we know that the schematic zero-locus of (65) is P(A), we can pushforward
Kosz(A⊗K⊠OP(V )(−1)) to Gr(3, V ) using proposition 1.28. Note that, by lemma 1.35,
in order to prove that P(A) embeds into Gr(3, V ) via κ it is enough to check that κ has
relative dimension 0 and that OGr(3,V ) → κ∗OP(A) is surjective.
That κ is a finite map is clear for the following reason. As P(A) is proper, it is
enough to show that κ has finite fibers. If this is not the case, κ contracts a divisor,
which implies in turn that κ is a constant map. As kera ∈ κ(a), if κ(a) is constant then
σ(A) ⊂ κ(a), which is impossible.
The first spectral sequence for the derived pushforward of a complex has second page
RipiGr∗ (Λ−j (A⊗K ⊠OP(V )(−1)))
It might have several non-vanishing entries, but the only ones interfering with the coho-
mology in degree 0 are those with −j = i− 1, i, i+ 1. As dimP(V ) = 4, i ranges from 0 to
4. As OP(V )(−i) is acyclic for i ∈ [1,4], the cohomology in degree 0 is the cokernel of
Λ5 (A⊗K) d5Ð→ OGr
Note that the composition (65) cuts a 2-dimensional scheme inside the 10-dimensional
scheme Gr(3, V )×P(V ). It follows by proposition 1.28 and by the fact that a smooth sub-
variety of a smooth variety is a local complete intersection that Kosz(A⊗K⊠OP(V )(−1))
has non vanishing cohomology only in degrees −1 and 0. If we denote by LP(A) the ex-
cess bundle from proposition 1.28, then the second page of the other spectral sequence
for the pushforward of Kosz(A⊗K ⊠OP(V )(−1)) is
RipiGr∗ (LP(A)) RipiGr∗ (OP(A))
As we have already pointed out in this proof, κ is finite, so that the only non-vanishing
entries are
κ∗ (LP(A)) κ∗ (OP(A))
with the spectral sequence degenerating at this page. As a consequence the sequence
Λ5 (A⊗K) d5Ð→ OGr Ð→ κ∗OP(A) → 0
is exact and κ is an embedding.
The last part of the statement is the sequence (64). Take the Koszul complex of
(65), twist it by OP(V )(1) and push it forward to P(V ). As in the previous step of the
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proof, we will find two spectral sequences: by comparing them and by Ku¨nneth formula
we find an exact sequence
A⊗K d1Ð→ V ∗ ⊗OGr Ð→ κ∗OP(A)(2)→ 0
which finally proves (64).
3.2 Identification with blow up
The map U → V ⊗OY induces a diagram
PY (U)
Y
pY
ﬀ
P(V )
pV
-
In the next lemma we will prove that the above diagram is isomorphic to another natural
correspondence between Y and P(V ).
Proposition 3.7. There is an isomorphism
f ∶ PY (U)→ Blσ(A)P(V )
commuting with the natural projections to P(V ).
Remark 3.8. As a consequence of lemma 3.7, from now on we will denote also the
projections in
Blσ(A)P(V )
Y
pY
ﬀ
P(V )
pV
- (71)
by pY and pV .
Proof. Over the ambient Grassmannian Gr(2, V ) there are natural identifications
PGr(2,V )(U) ≅ Fl(1,2, V ) ≅ PP(V )(TP(V )(−2))
relative to Gr(2, V ). The last space is by definition
ProjP(V ) (Sym●(ΩP(V )(2)))
When we restrict to Y , we are intersecting the above space with
ProjP(V ) (Sym●(A⊗OP(V )))
inside P(V ) × P(Λ2V ).
58
The result is the projectivization of the symmetric algebra of
coker (A⊗OP(V ) → ΩP(V )(2)) (72)
By exact sequence (62) and SL2-equivariance of the whole construction, the cokernel
(72) is isomorphic to a twist of the ideal of σ(A) in P(V ), so that its Proj is by definition
the blowup of P(V ) in σ(A).
Definition 3.9. Denote by H the pullback of the ample generator from Y , by h the
pullback of the ample generator from P(V ), and by E the exceptional divisor of the
blow-up.
Since the Picard number of PY (U) is 2, we look for a relation between H, h and E.
We will use the relative tautological sequence
0→ O(−h)→ p∗Y U → O(H − h)→ 0 (73)
on PY (U).
Proposition 3.10. The relative canonical class of PY (U) over Y is OPY (U)(h − E).
Moreover,
H = 3h −E (74)
Proof. Compute the canonical class of PY (U) in two different ways. On one hand, using
the blow-up description, it is −5h+E. On the other hand, on PY (U) there’s a tautological
injection
0→ OPY (U)(−h)→ p∗Y U (75)
which gives as relative cotangent bundle ωpY = OPY (U)(H−2h). Together with ωY = −2H
this gives ωP(U) = −H − 2h, so that in the end H = 3h −E.
We can use propositions 3.7 and 3.10 to describe how lines transform via the corre-
spondence PY (U).
Proposition 3.11. Let L be a line in P(V ), L̃ be its strict transform in P(U) and
L+ = pY (L̃). Then
3 − `(σ(A) ∩L) = deg(L+)
where ` denotes the length of the structure sheaf of a scheme.
Proof. First, note that it makes sense to talk about length, as there is no line inside
P(A). Then, by projection formula deg(L+) = H ⋅ L̃. Moreover H = 3h −E by equation
(74), and again by projection formula l(σ(A) ∩L) = l(E ∩ L̃).
Given a point y ∈ Y , its transform pV p−1Y (y) in P(V ) is a line. More precisely,
the projective bundle PY (U) gives a family of lines in P(V ) parametrized by Y . By
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proposition 3.11 all lines pV p
−1
Y (y) are trisecants to σ(A), so that we choose the following
notation for the induced map from Y to Gr(2, V ):
tri ∶ Y - Tri ⊂ Gr(2, V )
y - pV p
−1
Y (y)
where Tri is the space of trisecant lines to σ(A) ⊂ P(V ). The following corollary was
already known to Castelnuovo [Cas91].
Corollary 3.12. The map tri is an isomorphism from Y to the space Tri of lines in
P(V ) which are trisecant to σ(A).
Proof. The map tri is defined by the family PY (U), so that it is regular. For a line L in
P(V ), let L̃ be its strict transform in Blσ(A)(P(V )). Define the inverse of tri as
tri−1 ∶ Tri - Y
L - pY (L̃)
Note that tri−1 is well defined on Tri by proposition 3.11. Also tri−1 can be defined in
families, and it is easy to check that the two morphisms are inverse to each other.
3.3 A map from Gr(3, V ) to P(Λ2V ∗/A)
Given P(K) ⊂ P(V ), dim(K) = 3, there are two natural ways to obtain a point in
P(Λ2V ∗/A). We define a map α in (76) and we prove in proposition 3.16 that there is
another description for it.
Definition 3.13. The map α is the composition of
Gr(3, V ) ≅- Gr(2, V ∗) ⊂- P(Λ2V ∗) - P(Λ2V ∗/A) (76)
where the second map is the Plu¨cker embedding and the third is the linear projection
from P(A).
The map α is regular on Gr(2, V ∗), as P(A)∩Gr(2, V ∗) = ∅ by lemma 2.1. It provides
us with a family of linear sections of Y parametrized by Gr(3, V ). As we will often use
the total preimage p−1V (P(K)), we introduce the following notation.
Definition 3.14. Recall that K denotes the tautological bundle over Gr(3, V ). The
scheme S is the fiber product S ⊂ - Gr(3, V ) × PY (U)◻
PGr(3,V )(K)? ⊂ - Gr(3, V ) × P(V )
IdGr×pV
?
(77)
We denote the fiber of S over a point K ⊂ V of Gr(3, V ) by SK , and its image pY (SK)
by YK .
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Remark 3.15. We will see in proposition 3.16 that YK is a linear section of Y and that,
under the canonical identification of the space of linear sections of Y with P(Λ2V ∗/A),
YK corresponds to α(K).
Denote by ΦBl the Fourier–Mukai functor with kernel OBlσ(A)P(V ), that is to say
ΦBl ∶= RpV ∗Lp∗Y ∶Db(P(V ))→Db(Y5) (78)
where pY and pV are the projections from Blσ(A)P(V ) to Y and V , as defined in diagram
(71). For K ⊂ V a 3-dimensional subspace, proposition 3.16 shows that ΦBl(OP(K)) is
the structure sheaf of a linear section of Y .
Proposition 3.16. Let K be a 3-dimensional subspace of V . In the notation of definition
3.14 and remark 3.15
ΦBl(OP(K)) = OYK
Moreover, YK is the linear section of Y corresponding to α(K) under the natural iden-
tification of the space of linear sections of Y with P(Λ2V ∗/A).
Proof. First, note that the fiber product (77) has expected dimension because for each
K we have P(K) /⊂ σ(A) and because the relative dimension of pV over P(V ) is 1. It
follows by lemma 1.33 that the diagram is Tor-independent and that Lp∗VOP(K) ≅ OS .
Now, let K ⊂ V ⊗OGr(3,V ) be the tautological injection. Over PGr(V ⊗OGr) there is
a universal Koszul resolution
OP(K) ≅ {Λ2K⊥(−2h)→ K⊥(−h)→ OP(V )×Gr(3,V )}
for the structure sheaf of PGr(3,V )(K).
Pulling back via IdGr × pV we get
OS ≅ {Λ2K⊥(−2h)→ K⊥(−h)→ OPY (U)×Gr(3,V )} (79)
As O(h) is the relative O(1) of pY , we can use this resolution to compute Φ(OP(K))
as the limit of a spectral sequence. The only page with non vanishing differentials is
det(K⊥) ⊠OY (−H) 0 0
0 0 OGr(3,V )×Yd2 -
where in order to compute the entries we have used relative Serre duality for the pro-
jection from Gr(3, V ) × PY (U) to Gr(3, V ) × Y and the fact that det(U) = O(−H).
Twist d2 by OY (H) and push it forward to Gr(3, V ) to obtain
det(K)→ (Λ2V ∗/A)⊗OGr(3,V ) (80)
where we have substituted det(K) = det(K⊥) and H0(OY (1)) = (Λ2V ∗/A).
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We will now check that the quotient of (80) is locally free by base-changing to points
of Gr(3, V ). Let K be a 3-dimensional subspace of V , then diagram (77) restricts to
S ⊂ - PY (U)◻
P(K)? ⊂ - P(V )pV? (81)
Once more, the fiber product has expected dimension, so that Lp∗VOP(K) ≅ p∗VOP(K) and
p∗VOP(K) ≅ OS . As a consequence there is a quasi isomorphism between
OY (−H) d2∣[K]×YÐÐÐÐÐ→ OY (82)
and RpY ∗OS . If d2 restricted to [K] × Y were 0, then there would be a nontrivial
R−1pY ∗OS . It follows that d2∣[K]×Y ≠ 0 and therefore (80) is an injection of vector
bundles.
Finally, (80) induces a regular map from Gr(3, V ) to P(Λ2V ∗/A) which is SL2-
equivariant as ΦBl is SL2-equivariant. We claim that this map is α. By SL2-equivariance,
it is enough that the degree of the map which associates ΦBl(OK) with K is 1. This last
fact is a straightforward consequence of (80) and of det(K) = OGr(3,V )(−1).
We are now going to describe the preimage via α of the branching locus of α in
P(Λ2V ∗/A). If we think of P(Λ2V ∗/A) as of the space of hyperplane sections of Y , by
projective duality the branching locus of α corresponds to singular hyperplane sections
of Y . It follows that the preimage via α of the branching locus of α parametrizes
subspaces K ⊂ V such that the transform p∗V pY ∗OP(K) is the structure sheaf of a singular
hyperplane sections.
Proposition 3.18 is stated in terms of two subschemes of Gr(2, V ): we will denote
them by Dtri and by Dfat.
Definition 3.17. The closed subscheme Dtri ⊂ Gr(3, V ) is the locus of K ⊂ V which
contain a trisecant to σ(A). The closed subscheme Dfat ⊂ Gr(3, V ) is the locus of K ⊂ V
such that the intersection with σ(A) has a non-trivial tangent space.
Note that Dfat contains all K ⊂ V such that the intersection is a non-reduced sub-
scheme or is positive dimensional. We have already seen in lemma 3.3 that κ(A) ⊂Dfat.
In the proof of 3.3 we have seen that if K ∈ κ(A), then the intersection is the union of a
conic and a point lying on the plane spanned by the conic: it follows that κ(A) ⊂Dtri.
Proposition 3.18. The ramification locus of α is linearly equivalent to OGr(3,V )(2).
Dtri and Dfat are irreducible divisors in Gr(3, V ). Their union is the preimage via α of
the branching locus.
Proof. The ramification divisor is linearly equivalent to the relative canonical bundle of
α. As α is a linear projection we have
α∗OP(Λ2V ∗/A)(1) = OGr(3,V )(1)
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It follows that the relative canonical bundle of α is OGr(3,V )(2).
Let K ⊂ V be a vector subspace of dimension 3. The next step we are going to prove
is the following: whenever K ∉Dtri∪Dfat, the linear section of Y corresponding to α(K)
is regular.
By proposition 3.16, the structure sheaf of the linear section corresponding to α(K)
is OYK = ΦBl(OP(K)). By proposition 3.10, the projection pY from Blσ(A)P(V ) to Y
is given by the complete linear system 3h −E. As K ∉ Dfat, the total preimage SK of
P(K) under pV is the blow-up of P(K) in 4 distinct points. As K ∉ Dtri any triple of
blown up points does not lie on a line. It is easy to check that in this case 3h−E is very
ample on SK . For example we can first check that 3h −E does not contract curves and
after that, using RpY ∗OSK = ΦBl(OP(K)) = OYK , we can conclude that
pY ∶ SK → YK
is an isomorphism on its image by lemma 1.35. It follows that the preimage via α of the
branch locus is Dtri ∪Dfat.
Now we prove that Dtri and Dfat are distinct irreducible divisors in Gr(3, V ). First,
we check that they are distinct.
Given a point y in the open orbit of Y , by corollaries 2.24 and 3.12 we have that
tri(y) is a trisecant to σ(A) intersecting it in 3 distinct points, corresponding to the 3
distinct lines L1, L2, L3 through y. Call Ka,y the plane spanned by a and tri(y), where
we choose a ∈ σ(A) such that La does not intersect the 3 lines L1, L2, L3 through y (i.e.
the lines in P(V ) through a and any point in tri(y) ∩ σ(A) are not trisecants).
If P(Ka,y) contains tangent vectors to σ(A), then its intersection with σ(A) has
length at least 5 and is therefore 1-dimensional. In this case remark 3.4 says that
P(Ka,y) ∩ σ(A) is the union of a point and of a conic (in P(Ka,y)). But then any line
(in P(Ka,y)) through the point is a trisecant, against our choice of a and tri(y) ∩ σ(A).
To show that Dtri is an irreducible divisor, construct the universal space D̃tri of pairs
given by a plane P(K) in P(V ) and a trisecant to σ(A) contained in the plane. As Y is
the space of trisecants to σ(A) (see corollary 3.12), there is a diagram
D̃tri
Y
ﬀ
Dtri
ptri
-
Moreover, for each trisecant line to σ(A) there is a P2 of planes in P(V ) containing it.
More precisely, D̃tri is PY (V /U), which is clearly irreducible and 5-dimensional.
Finally, the generic fiber of ptri is one point, as we are about to show. Take a plane
P(K) in P(V ) intersecting σ(A) with expected dimension and containing 2 trisecants.
Each one cuts a scheme of length 3 inside P(K) ∩ σ(A), which has length 4. It follows
that the 2 trisecants intersect in a scheme of length at least 2 and that, being lines,
they coincide. As a consequence Dtri is 5-dimensional and irreducible, as it is the image
under the generically finite map ptri of a 5-dimensional irreducible scheme.
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As for Dfat, construct the universal space D̃fat of pairs given by a plane P(K) in
P(V ) and a tangent direction contained in the intersection P(K) ∩ σ(A). The space of
tangent directions to σ(A) is the projectivization of the tangent bundle to P(A), which
we denote by PP(A)(TP(A)), so that there is a diagram
D̃fat
Dfat
pfat
ﬀ
PP(A)(TP(A))-
The space D̃fat is a P2-fibration over PP(A)(TP(A)), so that it is 5-dimensional and
irreducible.
Moreover the fiber of pfat over the generic point of Dfat is finite for the following
reason. Assume a plane P(K) has 0-dimensional intersection with σ(A), then if P(K)
contains a 1-dimensional family of tangent directions to σ(A) there is a point a in
P(K) ∩ σ(A) such that P(K) contains a 1-dimensional family of tangent directions to
σ(A) at a. As σ(A) has dimension 2 and is smooth, this is enough to deduce that P(K)
is the tangent space to σ(A) at a. The locus of tangent planes to σ(A) and tangent
directions is a 3-dimensional subvariety of D̃tri, so that the generic point of D̃fat is not
contained in it. It follows that Dfat is 5-dimensional and irreducible as it is the image
under the generically finite map pfat of a 5-dimensional irreducible scheme.
Remark 3.19. One can also check that the branch locus has degree 10, and that the
components of the fiber over its the generic point have multiplicities (2,1,1,1), with the
non-reduced fiber, which corresponds to a ramification point, belonging to Dtri.
We will use the description of the ramification locus of proposition 3.18 to prove the
following result about smooth linear sections containing a fixed line.
Lemma 3.20. For any line L and for the generic plane P(K) ⊂ P(V ) containing σ(L),
the linear section YK is smooth. Moreover, for any line L in Y , the generic hyperplane
section YK ⊂ Y containing L is smooth.
Proof. The second assertion clearly follows from the first as if σ(L) ∈ P(K) then L ⊂ YK .
By proposition 3.18 the set of planes P(K) ⊂ P(V ) inducing singular sections of Y is
the union of Dtri and Dfat. For any L there is a 4-dimensional family of planes in P(V )
containing σ(L), namely Gr(2, V /σ(L)) and by smoothness of σ(A) the generic one is
not in Dfat.
We still need to prove that the generic P(K) through σ(L) does not contain any
trisecant. First, we prove that the generic bisecant through σ(L) is not a trisecant.
This is true as trisecants through σ(L) correspond via the maps tri and tri−1 of corollary
3.12 to points of L, so that there is a one dimensional family of trisecants through σ(L)
(corresponding to points in L).
Now, choose two other points L1, L2 ∈ P(A) such that the three bisecants connecting
σ(L), σ(L1) and σ(L2) are not trisecants and consider the plane P(K) spanned by σ(L),
σ(L1) and σ(L2). Then clearly P(K) ∉Dtri.
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Lemma 3.21. κ(A) is contained in Dtri.
Proof. By lemma 3.3 if K ∈ κ(A) then the intersection of P(K) with σ(A) is the union
of a conic and a point (possibly lying on the conic). It follows that any line in P(K)
passing through the extra point is a trisecant contained in P(K).
3.4 Linear sections of Y and the Fourier–Mukai transform ΦBl
In proposition 3.16 we have given an interpretation of the map α in terms of a Fourier–
Mukai transform functor. In this section we use the Fourier–Mukai transform
ΦBl ∶= RpY ∗Lp∗V ∶Db(P(V ))→Db(Y )
to relate the incidence properties of planes in P(V ) and σ(A) with the properties of
certain sheaves supported on linear sections of Y .
Recall from definition 3.14 that for any K ∈ Gr(3, V ) we denote by SK the total
preimage of P(K) via pV and that we denote by YK the image of SK via pY , as in the
following diagram.
P(K) ﬀpK SK pYK- YK◻
P(V )iK ?
∩
ﬀ
pV
PY (U)
iS
?
∩
pY
- Y
iYK
?
∩
(83)
We will often need to compute the cohomology of sheaves on SK which come by pullback
from P(K). This can be easily done via projection formula, provided one has already
computed RpK∗Lp∗KOP(K)
Lemma 3.22. The projection pK ∶ SK → P(K) is such that the canonical mapOP(K) → RpK∗OSK (84)
is an isomorphism.
Proof. The map pK is defined via the following cartesian diagram
SK
iS- BlP(A)P(V )
P(K)pK ?
iK
- P(V )pV? (85)
The fiber product in the cartesian diagram (85) has expected dimension and P(K), P(V ),
PY (U) are smooth. It follows by lemma 1.33 that the diagram (85) is Tor-independent,
so that the base change map is an isomorphism. As a consequence
RpK∗OSK ≅ RpK∗Li∗SOBlP(A)P(V ) ≅ Li∗KRpV ∗OBlP(A)P(V ) (86)
As the RpV ∗OBlP(A)P(V ) is OP(V ), so that the right hand side of (86) is OP(K).
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The following lemma holds.
Lemma 3.23. For any K ⊂ V 3-dimensional vector subspace, ΦBl(OP(K)(2h)) is a pure
object concentrated in degree 0. Moreover it is equivalent to
{OY → U∗⊕2 → S2U∗} (87)
Proof. By arguing as in 3.16 we get
p∗VOP(K)(2h) ≅ {OPY (U) → OPY (U)(h)⊕2 → OPY (U)(2h)}
AsOPY (U)(h) is the relativeO(1) of pY , we can use this resolution to get ΦBl (OP(K)(2h))
as the limit of a spectral sequence. The page with horizontal differentials is the last one
with non-trivial maps and is
0 - 0 - 0OY - U∗⊕2 - S2U∗
as pY has relative dimension 1. This shows that R
1pY ∗OP(K)(2h) = 0 (i.e. that
ΦBl(OP(K)(2h)) is equivalent to a sheaf) and that the sequence
0→ OY → U∗⊕2 → S2U∗ → ΦBl(OP(K)(2h))→ 0 (88)
is exact.
We can use the resolution for ΦBl(OP(K)(2h)) to compute several things about it.
Recall that by proposition 3.16 with any K ∈ Gr(3, V ) we associate a linear section
YK = ΦBlOP(K) of Y .
Lemma 3.24. The following facts about ΦBl(OP(K)(2h)) hold:
(a) ch (ΦBl(OP(K)(2h))) =H + 7L/2 − P /6.
(b) ΦBl(OP(K)(2h)) is the pushforward of the sheaf RpYK∗p∗KOP(K)(2h) from YK .
(c) ΦBl(OP(K)(2h)) has no associated points of codimension 3.
(d) ΦBl(OP(K)(2h)) has associated points in codimension 2 if and only if K ∈ κ(P(A)).
(e) If K ∉ κ(P(A)) in Gr(3, V ), then ΦBl(OP(K)(2h)) is torsion free on its support YK .
Proof. To check associated primes we check
Torp (OZ ,ΦBl(OP(K)(2h)))
for p = codim(Z) and Z any irreducible closed subset of Y .
(a) Use additivity of the Chern character and formulas (28).
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(b) For our claim to hold, it is enough to check that the base change map for the leftmost
square of diagram (83) is an isomorphism. This follows from lemma 1.33 as PY (U),
P(K) and P(V ) are smooth and SK has expected dimension.
(c) Any Tor3(ΦBl(OP(K)(2h)),−) vanishes as resolution (87) has length 2.
(d) Each map from OY to U∗ vanishes on a conic, so the first map in (87) vanishes on
the intersection of a pencil of conics, which has codimension 2 if and only if all conics
in the pencil are singular and share a component. By lemma 3.2 this implies that
there is Tor2 only with OL and if and only if K ∈ κ(P(A)).
(e) The computation of ch(ΦBl(OP(K)(2h))) shows that Supp(ΦBl(OP(K)(2h))) = YS .
Moreover, as K ∉ κ(P(A)), all associated primes have codimension 1, so that the
sheaf ΦBl(OP(K)(2h)) is torsion free on its support by definition.
The following lemma describes further the correspondence between properties of
P(K) in P(V ) and properties of its transform ΦBl(OP(K)(2h)).
Lemma 3.25. For a plane P(K) ⊂ P(V ) and a point P ∈ Y the following conditions are
equivalent
(a) Tor2 (OP ,ΦBl(OP(K)(2))) ≠ 0.
(b) The line p−1Y (P ) is contained in SK .
(c) The line pV p
−1
Y (P ) is contained in P(K).
(d) All the conics in the pencil corresponding to K ∈ Gr(3, V ) ≅ Gr(2, V ∗) contain P .
Proof. Clearly, condition (b) is equivalent to condition (c). We will show that condition
(a) is equivalent to conditions (c) and (d).
By adjunction formula
OP ⊗RpY ∗p∗VOP(K)(2h) ≅ RpY ∗ (Op−1Y (P ) ⊗ p∗VOP(K)(2h))
The cohomology in degree −2 of the left hand side can be computed via the Grothendieck
spectral sequence, so that
Tor2 (OP ,ΦBl(OP(K)(2h))) = 0
if and only if
Tor2 (Op−1Y (P ), p∗VOP(K)(2h)) (89)
has sections. The sheaf (89) can be computed via the Koszul complex for P(K). The
result is the kernel of Op−1Y (P ) → (V /K)∗ ⊗Op−1Y (P )(1)
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which can be either 0 or Op−1Y (P ). The second case occurs if and only if
pV p
−1
Y (P ) /⊂ P(K)
so that we have proved the equivalence of conditions (a) and (c).
As for the equivalence of conditions (a) and (d), note that in order to compute
Tor2 (OP ,ΦBl(OP(K)(2)))
it is enough to restrict the locally free resolution (88) to P , so that condition (a) is
equivalent to the fact that
0→ OY → (V /K)∗ ⊗ U∗
is 0 at P , i.e. that P belongs to all conics in the pencil given by (V /K)∗ ⊂ V ∗.
The last part of the statement follows by letting P vary in Y and by corollary
3.12.
In the description of the moduli space of instantons with c2 = 3 we will need the right
adjoint Φ!Bl to ΦBl. We discuss it in the following lemma.
Lemma 3.26. Let Φ!Bl be the right adjoint to ΦBl. Then the following facts hold.
1. Φ!Bl(−) = RpV ∗(Lp∗Y (−)⊗OPY (U)(h −E)[1])
2. Φ!Bl(OY ) ≅ Iσ(A)(1)[1]
3. There is an exact sequence
0→ Iσ(A)(1)→ Φ!Bl(U)[−1]→ OP(V )(−h)→ 0
Proof. 1. Since ΦBl = RpY ∗ ○ Lp∗V , its right adjoint Φ!Bl is RpV ∗ (Lp∗Y (−)⊗ ωpY )[1].
We have already computed ωpY in 3.10, so by substitution we find
Φ!Bl(−) = RpV ∗(Lp∗Y (−)⊗OPY (U)(h −E)[1])
2. The sequence
0→ OPY (U)(h −E)→ OPY (U)(h)→ OE(h)→ 0
is exact. Pushing it forward to P(V ) we find
Φ!Bl(OY ) = RpV ∗OPY (U)(h −E)[1] = Iσ(A)(1)[1]
3. Recall that by proposition 3.10 on PY (U) there is a tautological extension
0→ OPY (U)(−h)→ p∗Y U → OPY (U)(−2h +E)→ 0
Twisting it by OPY (U)(h −E) and pushing it forward we find that Φ!Bl(U) is con-
centrated in degree 1 and that it sits in an exact sequence
0→ Iσ(A) → Φ!Bl(U)[−1]→ OP(V )(−h)→ 0 (90)
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Recall from definition 3.14 that we denote by SK the total preimage of P(K) via pV ,
and that SK it fits in diagram (83).
Lemma 3.27. For any K ∈ Gr(3, V )
RpYK∗OSK ≅ OYK
Proof. As Lp∗YKOYK ≅ OSK , we only need to compute RpYK∗OSK . Note that in 3.16
we have checked that iYK∗RpYK∗OSK and OYK are isomorphic, so that by exactness of
iYK∗ we find that RpYK∗OSK is equivalent to a complex with cohomology concentrated
in degree 0 and isomorphic to OYK .
Lemma 3.28. For K ∉Dtri, the map pYK ∶ SK → YK is an isomorphism.
Proof. First, we prove that pYK has relative dimension 0. Clearly, the only irreducible
curves which pY contracts are the fibers of points of Y . By lemma 3.12 such curves are
the strict transforms of trisecants to σ(A) inside P(V ). As K ∉ Dtri, P(K) does not
contain trisecants, so that SK does not contain the strict transform of any trisecant.
Finally note that pYK is proper as pY is proper and that the canonical mapOYK → pYK∗OSK
is an isomorphism by 3.27. By lemma 1.35, pYK is an isomorphism.
4 Instantons
In section 4.1 we introduce instantons on Fano 3-folds and state the main results that
are already known about them. Section 4.2 is devoted to instantons on Y and does not
contain new results, but it contains a detailed discussion about the description of MIn
as a geometric quotient of an affine variety. Section 4.3 contains the main new results
about the splitting type of instantons on lines and conics.
4.1 Instantons on Fano 3-folds
Let X be a smooth projective variety of dimension dimX. One says that X is Fano when
its anti-canonical class −ωX is ample. Assume that Pic(X) = Z and denote the ample
generator by OX(1). The index ιX of X is the maximal integer dividing the canonical
class ωX .
By [KO73], we have ιX ≤ dimX + 1. Moreover, the only Fano variety of index
dimX + 1 is the projective space and the only Fano variety of index dimX is the non-
singular quadric hypersurface inside the projective space of dimension dimX + 1. In
dimension 3 the classification is complete [Isk80] [MU83]. A list of the deformation
classes of Fano 3-folds can be found for example in [IP99].
In analogy with P3, where the twist by O(−2) is the twist by a square root of the
canonical class, Kuznetsov gives the following definition [Kuz12] of instanton on a Fano
3-fold of index 2.
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Definition 4.1. An instanton E on a Fano 3-fold X of index 2 is a rank 2 µ-stable vector
bundle such that c1(E) = 0 and H1(E(−1)) = 0. The second Chern class c2(E) = n is
called the charge of E.
Remark 4.2. One can easily check that
ch(E) = 2 − c2(E) = 2 − n ⋅L (91)
Moreover, it follows from the stability (and from the anti-selfduality) of E that
h1(E) = c2(E) − 2 = n − 2
and that h2(E) = h3(E) = 0. It follows that there are no instantons with c2(E) < 2.
In the more general setting of a Fano 3-fold of arbitrary index, Faenzi gives a defini-
tion of instanton bundle in [Fae11].
Definition 4.3. An instanton E on a Fano 3-fold X is the normalization of a rank 2
Gieseker-stable vector bundle F such that F ≅ F ∗ ⊗ ωX and H1(F ) = 0.
In the next sections we will work on the Fano 3-fold Y defined in section 2, but in
this section we will recall a few results that are already known about instantons on Fano
3-folds, starting from the following remark.
Remark 4.4. For Fano 3-folds of index 2 the definitions 4.1 and 4.3 are equivalent. This
follows directly from lemma 1.23.
We will denote by MIX,k the moduli space of instantons of charge k on X. When
working with X = Y5 = Y we omit the X in the index, so that MIk stands for MIY,k.
There are some simple constraints on the values of k and of some discrete parameters
of X which guarantee non-emptiness of MIX,k and generic smoothness of at least an
irreducible component of it.
Theorem 4.5 ([Fae11]). The emptiness of MIX,k depends only on k and on discrete in-
variants of X. If it is non-empty, MIX,k has a generically smooth irreducible component
of dimension depending only on k and on discrete invariants of X.
A classical result about instantons on P3 is the existence of a monadic description
for them. More precisely, for any instanton E of charge k on P3 there is an anti-selfdual
complex (called monad)
OP3(−1)⊕n → O⊕2n+2P3 → OP3(1)⊕n
such that the first map is injective, the last is surjective and the middle cohomology is
E. From this point of view, the istantonic condition H1(E(−2)) and the stability of E
provide the orthogonality of E to OP3(2), and the monad is the decomposition of E with
respect to the selfdual semi-orthogonal decomposition for OP3(2)⊥ inside Db(P3).
This point of view generalizes to all X Fano threefolds of Picard number 1 having a
full exceptional collection. Such X are completely classified and they are:
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• P3;
• Q, a smooth quadric inside P4;
• Y ⊂ Gr(2,5), the intersection of 3 linear sections of Gr(2,5)
• X22 ⊂ Gr(3,7), the zero locus of three sections of Λ2U∗3 , where U3 is the rank 3
tautological bundle.
For any X in the above list and for any integer k, one can imitate the monadic description
on P3. The identification of the moduli spaces of instantons on the above Fano threefolds
with geometric quotients of spaces of linear forms is carried out in [Fae11, thm. B].
In all other cases, only a partial decomposition is available for Db(X). When the
index of X is 2, the derived category of X decomposes as
Db(X) = ⟨BX ,OX ,OX(1)⟩
where BX is called the non-trivial part of Db(X).
The instantonic condition H1(E(−1)) and the stability of E imply the orthogonality
of E with respect to OX(1). The projection Ẽ of an instanton E to BX sits in an exact
sequence
0→ E → Ẽ →H1(E)⊗OX → 0 (92)
as the universal extension of OX by E. Conversely, given Ẽ with the appropriate Chern
character and H0, if Ẽ is self dual with respect to a certain anti-autoequivalence of⟨OX ,OX(1)⟩⊥, it is proved in [Kuz12, thm 3.10] that one can reconstruct uniquely an
instanton E such that Ẽ is its universal extension.
4.2 Instantons on Y
In the case of instantons on Y , one can write an anti-selfdual monad in terms of the
exceptional collection U ,OY ,U∗,OY (1). It is often convenient to work with the decom-
position of an instanton with respect to collection (27), that is to say U ,U⊥,OY ,OY (1).
Fix a positive integer n and an n-dimensional vector space H. Recall that A is both
the space of linear sections which cut Y inside Gr(2, V ) and the space of maps from U
to U⊥ by lemma 2.14. As a consequence, given γ ∈ A ⊗ S2H∗ one can associate to it a
map γ′ from H ⊗ U to H∗ ⊗ U⊥ and a map γˆ as in the following definition.
Definition 4.6. Given γ ∈ A⊗ S2H∗, we denote by γ′ the composition
γ′ ∶H ⊗ U γÐ→ A⊗H∗ ⊗ U H∗⊗evÐÐÐÐ→H∗ ⊗ U⊥
and by γˆ the map
γˆ ∶H ⊗ V →H∗ ⊗ V ∗
obtained by polarizing γ with respect to V .
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Remark 4.7. Note that γˆ = Hom(γ′,OY ) under the canonical isomorphisms Hom(U⊥,OY ) ≅
V and Hom(U ,OY ) ≅ V ∗. Moreover, we will often write
γ ∶ A→ S2H∗
by means of the canonical SL2-invariant identification between A
∗ and A.
It turns out ([Kuz12], [Fae11]) that every instanton E on Y is isomorphic to the
middle cohomology of a 3-term complex
0→H ⊗ U →H∗ ⊗ U⊥ →H ′ ⊗OY → 0 (93)
with dim(H ′) = dim(H) − 2 = n − 2 and such that the first map is fiberwise injective
and the last is surjective. Complex (93) is usually called a monad for E. The following
theorem is an improvement of this description.
Theorem 4.8 ([Fae11], [Kuz12]). Let H∗ be a vector space of dimension n and let
G ∶= GL(H)/{±1}. Denote by Mn(Y ) the set of all γ ∈ A ⊗ S2H∗ which satisfy the
following conditions
(i) the map γ′ ∶H ⊗ U →H∗ ⊗ U⊥ is a fiberwise monomorphism of vector bundles,
(ii) the rank of the map γˆ ∶H ⊗ V →H∗ ⊗ V ∗ equals 4n + 2.
Then the coarse moduli space MIn(Y ) of instantons of charge n on Y is the GIT-
quotient Mn(Y )/G.
Remark 4.9 (Scheme structure). More precisely, Mn ∶= Mn(Y ) should be given the fol-
lowing scheme structure. Consider the polarized tautological map
OA⊗S2H∗ ⊗H ⊗ V → OA⊗S2H∗ ⊗H∗ ⊗ V ∗ (94)
on A⊗ S2H∗. Take the degeneration locus of rank 4n + 2, i.e. the locus where the map
(94) has rank exactly 4n + 2. This is a locally closed subscheme in A⊗ S2H∗.
Next, consider over A⊗ S2H∗ × Y the universal composition
OA⊗S2H∗ ⊗H ⊠ U → OA⊗S2H∗ ⊗H∗ ⊠A⊗ U → OA⊗S2H∗ ⊗H∗ ⊠ U⊥ (95)
It is a map of vector bundles of rank 2n and 3n and it is fiberwise a monomorphism out
of a closed subset. As Y is proper, the image of this subset in A⊗S2H∗ is again closed,
so that the condition that the map (95) is injective at all points of Y defines an open
subscheme of A⊗ S2H∗.
The intersection of the two subschemes which we have just defined, provides Mn with
a natural scheme structure, which is the one used in theorem 4.8.
Remark 4.10 (Geometric quotient). Even though theorem 4.5 says that for each n ≥ 2
there is a generically smooth irreducible component of MIn, nothing is known about
possible other components when n ≥ 4. It is not even known whether in general Mn is
reduced or not.
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On the other end, in the case n = 2 or n = 3, condition 4.8 (ii) is open. It follows that
M2 and M3 are smooth.
For arbitrary n, it is straightforward to check that the orbits of G in Mn are closed
and that all stabilizers are trivial (i.e. that all points of Mn are GIT-stable with respect
to the action of G). It suffices to note that if an orbit is not closed, then there are
two non-isomorphic monads mapping to the same point in the coarse moduli space of
instantons, which is impossible by the naturality of the Beilinson spectral sequence. It
follows that MIn is a geometric quotient of Mn by G, so that MI2 and MI3 are
smooth.
Remark 4.11 (Coarse moduli space). Denote by MIn the functor associating with a
scheme S the set of families of instantons on Y up to twists by line bundles on S. In
order to check that Mn/G is the coarse moduli space for MIn one has to check a few facts,
namely that there is a natural transformation from MIn to Mn/G which is bijective on
closed points and that it corepresents MIn.
The key point in the proof of the above facts is that over Mn ×Y there is a universal
monad, as we are about to see. Note that over A⊗ S2H∗ there is a map
0→H ⊠ U →H∗ ⊠ U⊥ → 0 (96)
called the universal short monad.
By property 4.8 (i), the cohomology of the universal short monad (96) on Mn ⊂
A⊗ S2H∗ is locally free of rank n.
By property 4.8 (ii) over Mn there is a universal complex
H ⊠ U →H∗ ⊠ U⊥ → D∗ ⊠OY (97)
where D is a vector bundle of rank n− 2 sitting in an exact anti-selfdual exact sequence
0→ D →H ⊗ V ⊗OA⊗S2H∗ →H∗ ⊗ V ∗ ⊗OA⊗S2H∗ → D∗ → 0 (98)
We will call the object in (97) the universal monad, as its restriction to each point of
A⊗ S2H∗ is isomorphic to
0→H ⊗ U →H∗ ⊗ U⊥ →H ′ ⊗OY → 0 (99)
The universal monad (97) is GL(H)-equivariant but not G-equivariant, as −1 acts
non-trivially on it. When n is odd, one can twist the GL(H) action by the character
det and make it G-equivariant. When n is even all characters of GL(H) are trivial on−1, so that one cannot use the same method. We will discuss the behaviour for n = 2 in
proposition 5.12.
In order to prove that Mn/G is a coarse moduli space, one should first provide a
natural transformation from the functor MIn to Mn/G. This can be done in the same
way as in theorem [OSS80, 4.1.12]. Given a family of instantons parametrized by S, use
the Beilinson spectral sequence to get a monad for it, restrict to open subsets Si where
the bundles in the monad trivialize to get maps from Si to Mn and finally show that the
induced maps to Mn/G are compatible and therefore glue to a map from S to Mn/G.
73
The proof that this natural transformation is bijective on closed points can be carried
out exactly in the same way of [OSS80, 4.1.12].
As we do not know whether Mn is reduced or not, we have to be a bit more careful
while proving that Mn/G corepresents MIn. The proof in [OSS80, 4.1.12] uses the fact
that the space of monads is reduced, and we want to avoid using it. The main problem
is in the construction of a commutative diagram
MIn
Ψ - Hom(−,N)
Hom(−,Mn)
E
6
pi- Hom(−,Mn/G)
6
once a natural transformation Ψ is given. Here E is the map from Mn to MIn cor-
responding to the cohomology of the universal monad (97). Note that it is not clear
that the map Ψ ○ E descends to a map from Mn/G, as the universal E is not necessarily
G-equivariant, but only GL(H)-equivariant.
On the other hand, if we want to check that the diagram
G ×Mn - Mn
Mn
?
- N
?
(100)
is commutative, we can replace G × Mn by a flat cover. As a flat cover we choose
GL(H) ×Mn, so that by GL(H)-equivariance of E we can deduce the commutativity of
GL(H) ×Mn - Mn
Mn
?
- N
?
and therefore of (100).
In the above way one can avoid referring to closed points and complete the proof of
the fact that Mn/G is a coarse moduli space following the lines of [OSS80, 4.1.12].
4.3 Jumping lines and conics
We are now going to discuss the restriction of E to rational curves in Y . By rational
curve C we mean a scheme of pure dimension 1 with h1(OC) = 0 and h0(OC) = 1. Let
us first recall the following definition.
Definition 4.12. A rational curve C is jumping for an instanton E if E∣C is not trivial.
If C is smooth we will say that C is n-jumping for E if E∣C ≅ OC(−n)⊕OC(n). In this
case we will call n the order of jump of E at C.
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Recall that in proposition 2.20 and 2.32 we have constructed the universal families
of lines L
Y
rY
ﬀ
P(A)
rA
- (101)
and of conics C
Y
qY
ﬀ
P(V ∗)
qV
- (102)
Definition 4.13. The Fourier–Mukai transforms from Db(Y ) to Db(P(V ∗)) with kernelOL and OC are denoted by
ΦL ∶= RrA∗Lr∗Y ∶Db(Y )→Db(P(A)) (103)
ΦC ∶= RqV ∗Lq∗Y ∶Db(Y )→Db(P(V ∗)) (104)
Theorem 4.14 and corollary 4.16 clarify the relation between jumping lines and the
Fourier–Mukai transform ΦL(E(−1)).
Theorem 4.14 ([Kuz12]). Let E be an instanton on Y and
γE ∈ A⊗ S2H∗ ≅ A∗ ⊗ S2H∗
via the canonical identification of A and A∗. Then there is a distinguished triangle
ΦL(E(−1))→H ⊗OP(A)(−3) γEÐ→H∗ ⊗OP(A)(−2)
We include a sketch of a proof of theorem 4.14 different from the one which is given
in [Kuz12].
Proof. First, as OL(−1) is acyclic,
ΦL(E(−1)) = ΦL(Ẽ(−1))
where Ẽ is the acyclic extension of E defined by (92). By theorem 4.8 we have a
resolution
0→H ⊗ U →H∗ ⊗ U⊥ → Ẽ → 0
By lemma 2.17, ΦL(U(−1)) and ΦL(U⊥(−1)) are line bundles over P(A) shifted by −1.
By means of the resolution for OL given in proposition 2.20 one can check that they areOP(A)(−3) and OP(A)(−2). Finally, by computing ΦL(OL(−1)) one can also check that
ΦL ∶ Hom(U(−1),U⊥(−1))→ Hom(OP(A)(−3),OP(A)(−2))
is an isomorphism.
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We introduce a shorthand notation for ΦL(E(−1))[1].
Definition 4.15. We will call ΦL(E(−1))[1] the object of jumping lines of E and we
will denote it by JLE . If the generic line is not jumping for E, then by theorem 4.14 it
is equivalent to a sheaf and we will therefore call it the sheaf of jumping lines of E.
Corollary 4.16. Let L ⊂ Y be a line, then E∣L = (−n,n) if and only if the corank of γE
at aL is n.
Proof. The integer n such that E∣L = (−n,n) is the dimension of H1(E(−1)). By flat
base change at the point representing L for the diagram
L - L
aL
?
- P(A)?
we have that the derived restriction of ΦL(E(−1)) at aL is the cohomology H●(E(−1)).
By theorem 4.14 the dimension of H1(E(−1)) is the corank of γE at aL.
In the following theorem we will prove that for an instanton E of charge n the order
of jump at a line is strictly less than n. This theorem is a key step in the description 5.8
of instantons of charge 2. It is also useful in higher charge as it shows that the map
γ ∶ A∗ → S2H∗
associated with a monad for an instanton E induces a regular map from P(A∗) to
P(S2H∗).
Theorem 4.17. Let E be an instanton and
γ′ ∶H ⊗ U →H∗ ⊗ U⊥ (105)
the initial part of a monad for E. Let γ ∶ A∗ → S2H∗ the map associated to the monad.
Then γ is injective.
Proof. Assume there is a such that γ(a) = 0. By base change γ(a) is H1 of
γ′∣La ∶H ⊗ U ∣L →H∗ ⊗ U⊥∣L
which by lemma 2.17 is isomorphic to
γ′∣La(−1) ∶H ⊗ (OL(−1)⊕OL(−2)) 0Ð→H∗ ⊗ (OL(−1)⊕OL(−1)⊕OL(−2))
As γ′ represents an instanton, by theorem 4.8 it is fiberwise injective, so that it induces
a fiberwise injection
H ⊗OL(−2) 0Ð→H∗ ⊗ (OL(−1)⊕OL(−2)) (106)
which becomes 0 when we apply H1. It follows that the map (106) is a fiberwise injection
factoring via H∗ ⊗ OL(−1). As there is no fiberwise injection from H ⊗ OL(−2) to
H∗ ⊗OL(−1), we conclude that it is impossible to have γ(a) = 0.
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Corollary 4.18. The order of jump of E at a line L is at most c2(E) − 1.
Proof. By corollary 4.16 the order of jump at a line L is the corank of γ(aL). By theorem
4.17 the rank of γ(aL) is at least 1, so that the corank is at most c2(E) − 1.
It is not known whether JLE is supported on the whole P(A) or not (see e.g. [Kuz12,
conj. 3.16]. The reason is that the usual Grauert–Mu¨lich theorems, such as theorem
1.26, can only be used provided the family of lines through a general point is irreducible.
By corollary 2.24 this is clearly not the case for Y .
If we turn our attention to conics, the situation changes completely: by corollary
2.41 the family of conics passing through a point of Y is parametrized by P2, so that the
assumptions of theorem 1.26 are satisfied.
Recall that by definition 4.12 a conic is jumping for E if and only if E∣C is not trivial.
We are now going to construct an analogue of JLE in the case of conics.
Remark 4.19. If L is a line, then the restriction E(−1)∣L is acyclic if and only if L is
not jumping for E. Analogously, by corollary 2.40, if C is a smooth conic, then the
restriction E ⊗ U ∣C is acyclic if and only if C is not jumping for E.
The above remark suggests that a possible analogue of JLE in the case of conics could
be a shift of ΦC(E ⊗ U). We will now check that the restriction of E ⊗ U to singular
conics detects whether C is jumping or not for E, that is to say whether E∣C is trivial
or not.
Recall that by conic we mean a subscheme C of Y with Hilbert polynomial 2t + 1
and that this implies that C has pure dimension 1 and h1(OC) = 0 (see remark 2.31).
Let C be a singular conic and denote by L1, L2 its components (in the case C is a
double line, take L1 = L2). Then, we lemma 4.21 and proposition 4.22 provide us with
a cohomological way to check whether a conic is jumping or not.
As some conics in Y are non-reduced, we will need the following remark.
Remark 4.20. For each singular conic C (possibly non-reduced) the ideal I1 of L1 in C
is isomorphic to OL2(−1). The reason is that by additivity the Hilbert polynomial of I1
is t, which shows that it is schematically supported on a component of C. Moreover it
has no associated points of dimension 0 because it is a subsheaf of OC . This is enough
to conclude that it is isomorphic to OL2(−1), so that there is an exact sequence
0→ OL2(−1)→ OC → OL1 → 0 (107)
both in the case L1 ≠ L2 and in the case L1 = L2
Lemma 4.21. Let F be a vector bundle of rank r on a singular conic C with (possibly
coinciding) components L1, L2. If F is trivial on L1 and L2 then F is trivial on C.
Proof. As F is trivial on L1, we can choose an isomorphism
s1 ∶ O⊕rL1 → F ∣L1
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Tensor the exact sequence (107) by F . As F is trivial on L2, the restriction F (−1)∣L2 is
acyclic, so that s1 lifts to
s ∶ O⊕rC → F
As O⊕rC and F are vector bundles of the same rank, in order to check that s is an
isomorphism it is enough to check that s is surjective. This is equivalent to surjectivity of
s1 and s2 = s∣L2 . As F is trivial on each Li and Li is irreducible, it is enough to check that
each si is surjective at some closed reduced point Pi ∈ Li. Choose P1 = P2 = P ∈ L1 ∩L2,
then
s1∣P ≅ s2∣P
and the first one is an isomorphism by definition.
Proposition 4.22. A conic C is jumping for an instanton E if and only if
H●(E ⊗ U ∣C) ≠ 0
Proof. Assume E∣C is trivial on C. Then there is an isomorphism between E ⊗ U ∣C andU ∣⊕2C . By lemma 2.38 we have H●(E ⊗ U ∣C) = 0.
In the other direction, for C smooth conic, H●(E ⊗ U ∣C) = 0 implies E∣C trivial by
2.40. For C singular conic, by lemma 4.21 it is enough to prove that H●(E ⊗ U ∣C) = 0
implies E∣L trivial for L component of C. Tensoring sequence (107) by E ⊗U we find is
an injection
H0(E ⊗ U ⊗OL(−1))→H0(E ⊗ U ∣C) = 0
so that also H0(E ⊗ U ⊗OL(−1)) vanishes. By lemma 2.17 and c1(E) = 0 we deduce
that E∣L is trivial.
The following remark is analogous to remark 4.19, but concerns also singular conics.
Remark 4.23. By proposition 4.22 a conic C is jumping for E if and only if, in the
notation of definition 2.34, vC ∈ P(V ∗) lies in the support of ΦC(E ⊗ U).
While the family of lines through a point in Y is disconnected, we have proved in
2.41 that the family of conics through a point P in Y is an irreducible variety. This
allows us to use 1.26 in order to state and prove the following theorem.
Theorem 4.24. For an instanton E on Y , the generic conic is not jumping. Moreover,
ΦC(E ⊗ U)[1] is the cokernel of an injection
H ⊗ (O(−2)⊕ (A⊗O(−1)) )→H∗ ⊗ ( (A∗ ⊗O(−1))⊕O) (108)
and is equivalent to a sheaf supported on a divisor.
Proof. We will use theorem 1.26 on the family of smooth conics in Y . The flatness
condition (1) holds as the projection from C to Y is the projection from PY (U⊥) to Y by
proposition 2.32. The condition (2) about the irreducibility of the generic fiber follows
from corollary 2.41. The proportionality condition (3) is always true on Y as each even
cohomology group is isomorphic to Z.
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We are now interested in the splitting type of an instanton E on the generic smooth
conic. By theorem 1.26 we have that if STC(E) = (−j, j) with j ≥ 0, then
2j ≤ −µmin (TC/Y /(C/P(V ∗)) (109)
where the right hand side is the minimal slope in the Harder-Narasimhan filtration of
the relative tangent bundle restricted to the general fiber of C → P(V ∗).
This minimal slope can be computed as follows. First, by proposition 2.32, identify
the universal conic (together with its two projections to Y and P(V ∗)) with PY (U⊥).
It follows that there is a relative Euler exact sequence
0→ OC → U⊥ ⊗ p∗VOP(V ∗)(1)→ TC/Y → 0
which by corollary 2.40 restricts to any smooth conic C as
0→ OC → OC ⊕OC(−1)⊕OC(−1)→ TC/Y ∣C → 0
This is enough to conclude that STC(TC/Y ) = (−1,−1), so that inequality (109) becomes
2j ≤ 1, that is to say j = 0.
In order to show that ΦC(E⊗U) is equivalent to a shifted sheaf, note that as ΦC(U) = 0
we have
ΦC(E ⊗ U) ≅ ΦC(Ẽ ⊗ U)
where Ẽ is the acyclic extension defined in (92). Moreover, for ΦC(Ẽ ⊗ U) we have a
distinguished triangle
H ⊗ΦC(U ⊗ U)→H∗ ⊗ΦC(U⊥ ⊗ U)→ ΦC(E ⊗ U)
Via Borel–Bott–Weil and the resolution for OC of proposition 2.32, the above distin-
guished triangle becomes
H ⊗ (O(−2)⊕ (A⊗O(−1)) )→H∗ ⊗ ( (A∗ ⊗O(−1))⊕O)→ ΦC(E ⊗ U)[1]
where we write O instead of OP(V ∗) for brevity. By the first part of this proof, ΦC(E⊗U)
vanishes at the generic point of P(V ∗), so that the map
H ⊗ (O(−2)⊕ (A⊗O(−1)) )→H∗ ⊗ ( (A∗ ⊗O(−1))⊕O) (110)
is injective at the generic point of P(V ∗). By looking at the determinant of (110), it
follows that ΦC(E ⊗ U)[1] is equivalent to a sheaf supported on a divisor.
In analogy with definition 4.15, we give the following definition.
Definition 4.25. We will call ΦC(E ⊗ U)[1] the sheaf of jumping conics of E and we
will denote it by JCE .
Remark 4.26. By corollary 4.24 the object JCE is equivalent to a sheaf supported on a
divisor. By remark 4.23 a point vC ∈ P(V ∗) is in the support of JCE if and only if C is
jumping for E.
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The next corollary is a consequence of 4.22 and 4.24 and allows to translate state-
ments about jumping lines into statements about jumping conics. Hopefully, this can
be a step towards a proof of the following conjecture.
Conjecture 4.27. For an instanton E on Y the generic line is not jumping.
Corollary 4.28. For an instanton E the following conditions are equivalent.
1. The generic line is jumping for E.
2. JCE contains the divisor of singular conics.
Proof. To prove that condition 2 implies condition 1 we can argue as follows. Assume
that the generic line is not jumping for E, so that the support of JLE is a curve. It
follows that JLE × JLE is a surface, while by 2.26 the variety of intersecting lines IQ is
3-dimensional. As a consequence, there is at least a pair of intersecting lines L1, L2 such
that E restricts trivially to both of them. By lemma 4.21, E is trivial on the conic which
is the union of L1 and L2, so that the support of JCE not contain the locus of singular
conics.
Condition 1 implies condition 2 by lemma 4.21.
Proposition 4.29. The divisor of jumping conics for an instanton E of charge n has
degree n (counted with multiplicity).
Remark 4.30. By counted with multiplicity we mean the following. The support of JCE
can be reducible and have many components Ji: n will be the sum of deg(Ji) ⋅Oi where
Oi is the order of jump of E at the generic curve of Ji.
If a component Ji is the divisor of reducible conics, then by corollary 4.28 the generic
line is jumping for E. In this case Oi is 2k − 1, where k the order of jump of E at the
generic line.
Proof. By resolution (108), the leading term of the Chern character of JCE is n times
the class of a quadric in P(V ∗). This shows that the sum
∑
i
deg(Ji) ⋅ rank(JCE , Ji) = 2n
where rank(JCE , Ji) is the rank of JCE at the generic point of Ji. Our claim will be that
for any component J of JCE we have
rank(JCE , Ji) = 2 ⋅Oi
Note that by base change we always have the equality
rank(JCE , Ji) = h1(E ⊗ U ∣C)
where C is a general conic in Ji.
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Assume now that the generic conic C in Ji is smooth. Then by corollary 2.40 we
have
rank(JCE , Ji) = h1(E ⊗ U ∣C) = 2 ⋅ h1(E∣C) = 2 ⋅Oi
The only case which is left is that in which Ji is the divisor of reducible conics. Let
C be a general reducible reduced conic with components L1, L2. By lemma 4.31
h0(E ⊗ U ∣C) = 4k − 2
where k is the order of jump of E at Li. Finally as χ(E ⊗ U ∣C) = 0 we deduce
rank(JCE , Ji) = h1(E ⊗ U ∣C) = 2 ⋅Oi
Lemma 4.31. If the generic line is k-jumping for E, k > 0, then h0(E ⊗ U ∣C) = 4k − 2.
Proof. Denote the intersection point of L1 and L2 by P . Tensor the exact sequence
0→ OC → OL1 ⊕OL2 → OP → 0
by E ⊗ U and take the long exact sequence for sheaf cohomology.
h0(E ⊗ U ∣C) = 4k + 2 − d
where d ∈ [0,4] is the dimension of the image of
H0(E ⊗ U ∣L1)⊕H0(E ⊗ U ∣L2)→H0(E ⊗ U ∣P ) (111)
The following argument shows that d = 4 for the generic pair of intersecting L1 and
L2. First, each point P not in the closed orbit lies is the intersection of at least two
distinct lines (lemma 2.24). For each such point P and each pair L1, L2 intersecting at
P , we get two vectors e1, e2 in the fiber of E at P : the images of the canonical
OLi(k)→ E∣Li
Note that U ∣Li(k)→ E ⊗ U ∣Li
is surjective on global sections as k > 0. It follows that the map (111) is actually the
restriction
e1 ⊗H0(U ∣L1(k))⊕ e2 ⊗H0(U ∣L2(k))→ EP ⊗UP
As U ∣Li(k) is generated by global sections for k > 0, (111) becomes(e1 ⊕ e2 → E)⊗UP
so that its image is not 4-dimensional if and only if e1 = e2.
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Finally, we are going to prove that if for the generic pair of lines the induced e1, e2
are equal, then there is a section of E defined on the complement of a curve.
The locus of lines whose order of jump is at least k + 1 is at most a curve, so that its
preimage inside the universal line L is at most a surface SE . On the complement of SE
we can define a section of r∗YE which (by flatness of rY ) descends to a section of E on
rY (L ∖ SE), which is an open subvariety of Y as rY is flat.
Note that if Y ∖ rY (L ∖ SE) contains a surface, then its preimage in L is saturated
with respect to both rY and rA, contradicting the fact that for each two points we can
find a chain of lines connecting them (as for any two lines there is a third one intersecting
both of them by proposition 2.26).
To conclude, note that note that a section of E defined on a complement of a curve
extends to a global section of E, contradicting the stability of E.
5 Minimal instantons
In this section we provide a complete description of the moduli space on instantons on
Y in the case of c2 = 2.
As explained in remark 4.2, for any instanton E we have
h1(E) = c2(E) − 2 = n − 2
As a consequence, there are no instantons with c2(E) < 2.
Definition 5.1. Instantons such that c2(E) takes the minimal possible value, i.e.
c2(E) = 2 are called minimal instantons.
The first result that we prove about minimal instantons is the following consequence
of theorem 4.17.
Proposition 5.2. For a minimal instanton E the generic line is not jumping. Moreover,
the support of JLE is a smooth conic.
Proof. We prove directly the second part of the statement, which includes the first.
From [Kuz12, Prop. 4.10] we know that the support of JLE is γ
−1(∆H), where ∆H is
the discriminant inside P(S2H∗) and
γ ∶ A ≅ A∗ → S2H∗
is any preimage of E via the projection from Mn to MI2.
By 4.17 γ is injective. In the case of minimal instantons
dim(A) = dim(S2H∗) = 3
so that γ is also surjective. As γ is an isomorphism and ∆H is a smooth conic in
P(S2H∗), the jumping divisor of a minimal instanton is a smooth conic.
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The main result in this section is theorem 5.8. It provides an SL2-equivariant open
embedding of MI2 inside P(S2(A∗)) and a complete SL2-equivariant description of the
complement P(S2A∗) ∖MI2.
One of the key steps in the proof of theorem 5.8 is that in the case of minimal
instantons, the conditions of theorem 4.8 specialize to a simpler single condition, as
explained in lemma 5.3.
Lemma 5.3. In the case n = 2, condition 4.8 (i) is equivalent to condition 4.8 (ii).
Proof. Assume that γ is a fiberwise monomorphism. Then the quotient
0→H ⊗ U γ′Ð→H∗ ⊗ U⊥ → F → 0
is a vector bundle of rank 2 with c1(F ) = 0. Moreover H●(F ) = 0 as the other two
bundles are acyclic.
We dualize and we find
0→ F →H ⊗ V /U −γ′∗ÐÐ→H∗ ⊗ U∗ → 0
Taking long exact sequence in cohomology and substituting H●(F ) = 0 we find that γ′
induces an isomorphism
H ⊗ V −γˆÐ→H∗ ⊗ V ∗
which is condition (ii).
The other way round, assume rank(γˆ) = 10, i.e. assume γˆ is an isomorphism, and
restrict diagram
0 H ⊗ U H ⊗ V ⊗OY
0 H∗ ⊗ U⊥ H∗ ⊗ V ∗ ⊗OY
γ′ γˆ
to any closed point U to find
0 H ⊗U H ⊗ V
0 H∗ ⊗U⊥ H∗ ⊗ V ∗γ
′∣U γˆ (112)
As the map γˆ is injective, the map γ′∣U is injective as well, so that condition (i) holds.
The correspondence between instantons and curves with theta-characteristics takes
a very simple form in the minimal case, as on smooth conics there’s a unique choice of a
theta-characteristic. We want to use this correspondence to give a complete description
of MI2 inside P(S2A∗).
Let us first recall that, by theorem 4.14, MI2 embeds in P(S2A∗) by sending an
instanton E to its curve of jumping lines, which is a conic in P(A) and can be therefore
thought of as an element of P(S2A∗).
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Proof. (Sketch) Given a minimal instanton E one can obtain a conic in P(A) via theorem
4.14. Conversely, given a conic C
iC ∶ C → P(A)
which comes from an instanton via theorem 4.14, take the pushforward iC∗OC(−1) and
decompose it with respect to the exceptional collection
⟨OP(A)(−2),OP(A)(−1),OP(A)⟩
This will provide a resolution
0→H ⊗OP(A)(−2)→H∗ ⊗OP(A)(−1)→ iC∗OC(−1)→ 0
Finally, one checks that such a resolution is symmetric in H and recovers in this way an
element in A∗ ⊗ S2H∗ corresponding to an instanton.
In section 2.1 we have discussed an SL(W )-equivariant construction of Y : its first
step is the choice of an SL(W )-invariant 3-dimensional A ⊂ Λ2V ∗. As SL(W ) acts on
A, it also acts on A⊗ S2H∗. In the case of minimal instantons there is another copy of
SL2 acting on A⊗ S2H∗, namely SL(H).
As the two actions of SL(W ) and SL(H) on A ⊗ S2H∗ commute, they induce an
action of SL(W )×SL(H). The description of the complement of the locus of instantonic
γ in A⊗ S2H∗ involves the two SL(W ) × SL(H)-invariant divisors which we are about
to introduce.
Definition 5.4. We denote the degree 3 divisor in P(A ⊗ S2H∗) of degenerate maps
from A∗ to S2H∗ by Q3.
There is a unique divisor of degree 2 in P(A ⊗ S2H∗) which is invariant under the
action of SL(W ) × SL(H). We denote it by Q2.
Remark 5.5. Let us show that Q2 is well defined. It is easy to determine the irreducible
components of each direct summand of
S2(A∗ ⊗ S2H) = (S2A∗ ⊗ S2S2H)⊕ (Λ2A∗ ⊗Λ2S2H)
with respect to the action of SL(W ) × SL(H). They are all the products of irreducible
components of the factors. It follows that there is only one 1-dimensional SL(W ) ×
SL(H) irreducible representation, which shows that Q2 is well defined. Note moreover
that, as there are clearly no SL(W )×SL(H) invariant elements in A∗⊗S2H, the divisor
Q2 is irreducible.
Proposition 5.6. The complement ∂M2 = A⊗ S2H∗ ∖M2 is the union of Q2 and Q3.
Proof. By lemma 5.3 we know that γ ∈ M2 if and only if it satisfies condition (ii). As
γˆ is a 10 by 10 antisymmetric matrix, it has rank 10 if and only if its Pfaffian does not
vanish. As the entries of γˆ are linear in the coordinates of A ⊗ S2H∗, ∂M2 is cut by a
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degree 5 equation. Moreover, by 4.17 we know that for γ to be in M2 it is necessary that
it induces an isomorphism from A∗ to S2H∗, so that Q3 is contained in ∂M2.
As Q3 has degree 3, we are left with the task of finding a missing quadric, which we
claim is Q2. To prove it, we use the joint action of SL(W ) and SL(H). The instantonic
conditions (i), (ii) are clearly invariant under the action of both copies of SL2, so that
also the missing quadric has the same property. By remark 5.5, having degree 2 and
being SL(W )×SL(H)-invariant uniquely determine Q2, so that finally ∂M2 is the union
of Q2 and Q3.
Theorem 5.8 completes the description of MI2 inside P(S2A∗). In order to state
it, we need to choose a notation for two divisors in P(S2A∗). We do it in the following
definition.
Definition 5.7. We denote the degree 3 divisor in P(S2A∗) of degenerate conics in
P(A) by ∆A.
There is a unique hyperplane in P(S2A∗) which is invariant under the action of
SL(W ). We denote it by Hq as under the canonical S2A∗ ≅ S2A it is cut by q.
Denote by F the rational surjection
F ∶ P(A⊗ S2H∗) P(S2A∗)
sending γ to γ−1(∆H). Note that F has degree 2 and that by the decomposition of
S2(A ⊗ S2H∗) and S2A∗ into SL(W ) × SL(H)-irreducibles it is the unique SL(W ) ×
SL(H)-equivariant map of degree 2 from P(A ⊗ S2H∗) to P(S2A∗). Another way to
describe F is to say that
F (γ) = γT ⋅ qH ⋅ γ (113)
where γT is the transpose of γ and qH ∈ S2H∗ is the unique SL(H)-invariant.
We are now ready to state and prove theorem 5.8.
Theorem 5.8. The map which associates with an instanton E of charge 2 its conic of
jumping lines is an SL2-equivariant isomorphismMI2 → P(S2A∗) ∖ (∆A ∪Hq)
where ∆A and Hq are defined in 5.7.
Proof. As F is surjective, it is enough to show that
F −1(Hq) = Q2 F−1(∆A) = Q3
The first one holds as F is SL(H)-equivariant of degree 2 and Hq is SL(W )-equivariant,
so that F −1(Hq) is invariant under the action of both SL(W ) and SL(H). By remark
5.5, the only such quadric is Q2.
As for the second one, by equation (113) we have
det(F (γ)) = det(γ)2 det(qH)
so that F (γ) is degenerate if and only if γ is degenerate.
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A straightforward consequence of theorem 5.8 is the existence of a unique minimal
instanton E0 with an SL2-equivariant structure.
Corollary 5.9. There is a unique minimal instanton E0 with an SL2-equivariant struc-
ture.
Proof. We have already discussed the existence and uniqueness of an SL2-invariant point
in q ∈ P(S2A∗). By theorem 5.8, to show that q comes from an instanton it is enough
to check that
q ∉Hq ∪∆A
By definition of irreducible component, q ∉ Hq. To conclude the proof, recall that ∆A
is the locus of degenerate conics in A while q is non-degenerate, as its kernel is an
SL2-submodule of A.
Remark 5.10. It is interesting to play the 2-rays game on the projectivization PY (E0)
(see for example [Cor00]).
Remark 5.11. It is possible to combine proposition 4.29 and proposition 2.44 into another
proof of the fact that for each minimal instanton the generic line is not jumping.
The argument is the following: if there is a minimal instanton E such that the generic
line is jumping for it, then the support of JCE contains the divisor of singular conics.
This contradicts the fact that the degree of the support of JCE is 2, while the degree of
the locus of singular conics is 3.
The last fact we prove about MI2 is that it is not a fine moduli space.
Proposition 5.12. There is no universal family of minimal instantons.
Proof. Assume on the contrary there is a universal family E of minimal instantons. Then,
by theorem 4.14 there is a family ΦL(E(−1)) of smooth conics with a theta-characteristic.
This means that if we consider over P(A)×P(S2A∗) the incidence divisor I, there is an
open subset I○ with a line bundle restricting to O(−1) on each fiber of the projection to
P(S2A∗).
As I is a smooth divisor of degree (2,1), by Lefschetz hyperplane section theorem
Pic(I) is generated by the restrictions of O(1,0) and O(0,1) from the ambient space.
As I○ is open in I, the same holds for I○. It follows that the restriction of any line
bundle on I○ to a fiber of the projection to P(S2A∗) has even degree. This provides a
contradiction with the existence of E .
6 Instantons of charge 3
In this section we are going to describe the moduli space MI3 of instantons of charge
3. More precisely, in 6.1 we construct a natural dominant map β from MI3 to Gr(3, V )
and we introduce a class of instantons which we call special. After this, in 6.2 we lift the
map β to an embedding into a relative Grassmannian. The embedding provides MI3
with a natural compactification. Finally, in 6.3 and 6.4 we treat the cases of special and
of non-special instantons separately, focussing on the properties of their jumping lines.
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6.1 A map from MI3 to Gr(3, V )
It turns out that there is a surjective map from MI3 to Gr(3, V ), which we will denote
by β. Its fibers are either projective spaces or Grassmannians and it is convenient to
stratify Gr(3, V ) with respect to their type. More precisely, there will be two strata and
β will be smooth on each of them. This will correspond to a distinction between two
kinds of instantons: the special ones and the non-special ones.
Notation 6.1. We will denote Gr(3, V ) by B. We will also denote κ(A), that is to say
the image of κ in Gr(3, V ), by Bs and its complement B ∖Bs by Bn.
Notation 6.2. When c2(E) = 3, the space H ′ in monad (93) is 1-dimensional. For this
reason we will write
H ⊗ U →H∗ ⊗ U⊥ → OY (114)
for any monad associated with an instanton E of charge 3. The first map in the complex
H
γÐ→H∗ ⊗A→ V ∗ (115)
obtained by applying Hom(U ,−) to (114) is denoted by γ.
Lemma 6.3. For a charge 3 instanton the following properties are equivalent
• ext1(U ,E) ≠ 0
• hom(U ,E) ≠ 1
Proof. We can compute both Hom(U ,E) and Ext1(U ,E) using the monad (99): they
are the cohomology of the complex (115). Note that γ is injective as its kernel would
contribute to Ext−1(U ,E).
It follows from (115) that
hom(U ,E) − ext1(U ,E) = 1
showing the equivalence of the two conditions.
The above lemma motivates the following definition.
Definition 6.4. An instanton E of charge 3 is special if Ext1(U ,E) ≠ 0. Equivalently,
an instanton is non-special if Hom(U ,E) = C.
We will see that special instantons are special in many ways. Essentially by definition
they do not have a canonical map into U∗, while most of instantons have one. They
are the only instantons having 2-jumping lines (see proposition 6.24). They are the only
instantons whose associated theta-characteristic is not locally free (see proposition 7.3).
We are now going to introduce the main character in the description of MI3.
Definition 6.5. The map
β ∶MI3 → B
sends E to Ext1(−,E) of the tautological map V ∗ ⊗OY → U∗.
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So far it is not clear that
Ext1(U∗,E)→ Ext1(V ∗ ⊗OY ,E) ≅ V ⊗H1(E) ≅ V
is a 3-dimensional subspace of V and that β is regular: we prove it in proposition 6.7 by
means of lemma 6.6.
Lemma 6.6. If E is an instanton with c2(E) ≥ 3, then Hom(U⊥,E) = 0.
Proof. Both E and U⊥ are µ-stable (see lemma 2.16) of slope respectively µ(E) = 0 and
µ(U⊥) = −1/3. It follows that there is no map of rank 1 from U⊥ to E, as otherwise
µ(E) > µ(Im) > µ(U⊥)
which contradicts the fact that the slope of the image µ(Im) is an integer.
As E is torsion-free, there are no maps of rank 0, so that we only have to check that
there are no maps of rank 2. To prove it, assume there is such a map and complete it
to an exact sequence.
0→ L→ U⊥ → E → Q→ 0
Then L is reflexive of rank 1 and therefore it is a line bundle. Moreover, c1(L) ≤ −1 by
stability of U⊥ and c1(L) ≥ −1 by stability of E, so that L ≅ O(−1). To conclude the
proof, we use equations (28) and (91) to compute ch(Q) and derive a contradiction:
ch(Q) = ch(E) − ch(U⊥) + ch(O(−1))
yields
ch(Q) = (3L − c2(E)) − P
so that the leading term is negative when c2(E) ≥ 3.
The bound in lemma 6.6 is sharp as instantons of charge 2, by monadic description,
always have a 2-dimensional space of maps from U⊥.
Proposition 6.7. β is a regular map from MI3 to B.
Proof. By self duality of E, ext1(U∗,E) = ext1(E,U), and by monadic description (93)
we have ext1(E,U) = 3. Moreover the kernel of Ext1(U∗,E) → V ⊗H1(E) sits inside
Hom(U⊥,E), which vanishes by lemma 6.6, so that
Ext1(U∗,E) ⊂ V ⊗H1(E)
gives a point in B.
We prove that the map β is regular by constructing it in families. Take any flat
family E of instantons of charge 3 over a base scheme S. Take the tautological map
V ∗ ⊗OY → U∗ and out of it construct
Hom(U∗,E)→ V ⊗Hom(OY ,E)
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Push it forward to S. By cohomology and base change, we obtain a (shifted by 1)
rank 3 subbundle of V ⊗H1(E), where H1(E) is a line bundle. By twisting the subbundle
by H1(E)∗ we finally get a rank 3 subbundle of V ⊗OS , which by defining property of
B gives a map from S to B. By the universal property for the coarse moduli space of
instantons, we induce a unique map from MI3 to B.
Lemma 6.8 and proposition 6.9 deal with different descriptions of β.
Lemma 6.8. β(E) is the 3-dimensional subspace of V given by Ext1(E,−) applied to
the tautological U → V ⊗OY .
Proof. By self-duality of E, there is a functorial isomorphism between Ext1(−,E) and
Ext1(E,−∗) inducing a commutative square
Ext1(E,V ⊗O) ﬀ Ext1(E,U)
Ext1(V ∗ ⊗O,E)≅? ﬀ Ext1(U∗,E)≅? (116)
Proposition 6.9. Let (114) be a monad for E. β(E) is the image of the injective map
H∗ ≅ Hom(U⊥,H∗ ⊗ U⊥)→ Hom(U⊥,OY ) ≅ V
obtained from (114) by applying Hom(U⊥,−).
Proof. Under the canonical identification of B with the Grassmannian of 2-dimensional
quotients of V , β(E) is the bottom row the the following commutative diagram.
Hom(U⊥,H∗ ⊗ U⊥) ≅- Hom(U⊥, Ẽ) ﬀ
0
0 = Hom(OY , Ẽ)
Hom(U⊥,OY )? ﬀ ≅- V ⊗H0(OY )
0
?
Ext1(U⊥,E)? ﬀ
β(E) V ⊗H1(E)
≅
?
(117)
The upper left triangle is induced by the monad (114), the middle and right column are
induced by the acyclic extension sequence (92). The horizontal maps are induced byU⊥ → V ∗ ⊗OY . The commutativity of (117) shows that
Hom(U⊥,H∗ ⊗ U⊥)→ Hom(U⊥,OY )
is the kernel of β(E).
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Notation 6.10. By proposition 6.9, for a family of instantons E over a base S we will
write H ⊠ U → β∗K ⊠ U⊥ → OS×Y (118)
for its decomposition with respect to the usual collection (35).
Next, we characterize the special instantons in terms of their image under β. Recall
that we have introduced a stratification {Bs,Bn} for B = Gr(3, V ), and that the close
stratum Bs is the image under κ of P(A).
Proposition 6.11. An instanton E is special if and only if β(E) ∈ Bs.
Proof. E is special if and only if in the sequence (115) the map
H∗ ⊗A Ð→ V ∗
is not surjective. Instead of computing Ext1(−,E) only on U , compute it on the universal
map U → A∗ ⊗ U⊥. The result is a commutative diagram
A⊗H∗

- V ∗
A⊗H∗Id ≅
6
A⊗β(E)- A⊗ V
a(v,−)6
showing that  has a cokernel if and only if there is v ∈ V such that A(β(E), v) = 0. As
dimβ(E) = 3, this can happen if and only if dimA(v,−) ≤ 2, which is the case if and
only if there is av ∈ A such that v = kerav. Finally, if v = kerav, there’s a unique choice
for β(E) and it is κ(av).
The following is a more accurate description of the moduli space MIs3 of special
instantons. Note that so far we have defined what a single special instanton is, but we
do not have a notion of family of special instantons.
Let S be a scheme and denote the projections from Y × S to Y and S respectively
by piY and piS .
Definition 6.12. We will denote by MIs3 the functor which associates with S the set
of families of instantons E such that the schematic support R1piMI3∗Hom(pi∗Y U ,E) is
the whole S.
Remark 6.13. The formation of R1piMI3∗Hom(pi∗Y U ,E) commutes with arbitrary base
changes T → S. The reason is that by monad (114) all higher pushforwards
R>1piMI3∗Hom(pi∗Y U ,E)
vanish.
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Remark 6.14. Also the formation of the support of R1piMI3∗Hom(pi∗Y U ,E) commutes
with arbitrary base change. This is true as the rank of R1piMI3∗Hom(pi∗Y U ,E) is never
greater than 1, so that its the schematic support is the first degeneracy locus of the
vector bundle map
A⊗ β∗K → V ∗ ⊗OS (119)
To conclude, note that the formation of the above map commutes with arbitrary base
change by functoriality of the decomposition with respect to a full exceptional collection.
Proposition 6.15. There is a cartesian diagramMIs3 ⊂- MI3◻
P(A)β
s
? ⊂ κ- B
β
?
(120)
where the embedding of MIs3 in MI3 is the natural one.
Proof. Given a family of special instantons E on a scheme S, consider its associated
monad (118). Recall that β(E) is by definition β∗K → V ⊗OS , whose cokernel is, by
definition of family of special instantons, supported everywhere on S. It follows that the
map from S to B factors uniquely via the degeneracy locus of (119), which by proposition
3.6 is Bs. As a consequence, we have constructed the maps in (120).
In the other direction, given a family of instantons E over S such that β(E) factors
via Bs, we clearly have that
R1piMI3∗Hom(pi∗Y U ,E)
is supported on the whole S as it comes by pullback from Bs, where by 3.6 it is a line
bundle.
By definition 6.4, any non-special instanton has a canonical map E → U∗. By stability
of E and U∗, this map is injective, so that we have an exact sequence
0→ E → U∗ → QE → 0
where QE is by definition the cokernel of E → U∗. The Chern character computation
yields
ch(QE) =H + 7L
2
− P
6
(121)
so that QE is supported on a linear section of Y . Later on, in theorem 6.34, we will
prove that for any non-special E such a QE is always of the form ΦBl (OP(K) (2)). In
view of this, we prove that if QE is isomorphic to ΦBl (OP(K) (2)), then β(E) =K.
Proposition 6.16. For every short exact sequence
0→ E → U∗ → ΦBl (OP(K) (2))→ 0
where E is an instanton and K ∈ B ∖Dtri, it is true that β(E) =K.
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Proof. We will compute β(E) using the slight modification of definition 6.5 which is
described in lemma 6.8.
We need to compute Ext1(E,−) on the tautological sequence
0→ U → V ⊗OY → V /U → 0
As U∗ lies in the left orthogonal to all bundles in the sequence, we get isomorphisms
Ext1(E,−) = Ext2 (ΦBl (OP(K) (2)) ,−) = Ext2(OP(K)(2),Φ!Bl(−)) (122)
Our next goal is to check that the image of
Ext2(OP(K)(2),Φ!Bl(U))→ V ⊗ Ext2(OP(K)(2),Φ!Bl(OY )) (123)
is K. We will apply Φ!Bl to the tautological injection U → V ⊗OY . In order to do it, recall
the identifications of lemma 3.26. Note also that over PY (U) there is a commutative
diagram OPY (U)(−E)
p∗Y U(h −E) -ﬀ V ⊗OPY (U)(h −E)
eV (−E)
?
where the diagonal map is the twisted relative tautological injection on PY (U) and the
horizontal map is the pullback of the tautological injection on Y . If we push the diagram
forward to P(V ) we find another commutative diagram
Iσ(A)
Φ!Bl(U)[−1] -ﬀ V ⊗Φ!Bl(OY )[−1]
eV (−E)
?
(124)
To find the map (123), apply the functor Ext2(OP(K)(2),−)[1] to the above diagram.
By Grothendieck duality
Ext2(OP(K)(2),−)[1] ≅H1P(K)(Lj∗K(−))
Applying H1P(K)(Lj∗K(−)) to diagram (124). The result is
H1(Lj∗KIσ(A))
H1(Lj∗KΦ!Bl(U)[−1]) β(E)-
≅
ﬀ
V ⊗H1(Lj∗KIσ(A)(h))
H1(eV )
?
(125)
where the diagonal arrow is an isomorphism as its cokernel is O(−h) is acyclic on P(K).
It follows that the image of β(E) coincides with the image of H1(eV ).
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As we assumed K ∉Dtri, we know by lemma 3.3 and lemma 3.21 that the intersection
of P(K) with σ(A) has expected dimension, so that Iσ(A) pulls back to an ideal sheaf
on P(K). More precisely, Lj∗KIσ(A) is the ideal of a length 4 subscheme of P(K). We
will denote P(K) ∩ σ(A) by K4 and its ideal in P(K) by I4, so that the vertical arrow
in the diagram (125) becomes
H1P(K)(eV ) ∶H1(I4)→ V ⊗H1(I4(h)) (126)
Note hat the restriction to P(K) of the Euler map eV factors via the Euler map eK
of K:
H1(I4)
K ⊗H1(I4(h))
H1(eK)
?
jK
- V ⊗H1(I4(h))
H1(eV )
-
In order to conclude the proof, we only need to check that H1(eK) is an isomorphism.
As the cokernel of the Euler map is TP(K), if
H1(TP(K) ⊗ I4) =H2(TP(K) ⊗ I4) = 0 (127)
then H1(eK) is an isomorphism.
To check this last vanishing, we use a resolution for I4. Using the fact that P(K) ∉
Dtri, we will prove that K4 is always cut by two conics, so that I4 has a Koszul resolution
0→ O(−4)→ O(−2)⊕2 → I4 → 0
For any scheme of length 4 in P(K) there is at least a pencil of conics containing it. Take
a pencil of conics in P(K) containing K4: if they do not have common components, then
the intersection is K4, otherwise the conics in the pencil share a component. If they
share a component, K4 is contained in a line with an embedded point, and therefore
intersects the line in a scheme of length at least 3, against the fact that P(K) ∉Dtri.
Finally,
H●(TP(K)(−2)) =H●(TP(K)(−4)) = 0
imply that (127) is true.
6.2 An embedding of MI3 in a relative Grassmannian
The monadic data for the construction of an instanton of charge 3 consist of two maps:
one from H ⊗ U to H∗ ⊗ U⊥, the other from H∗ ⊗ U⊥ to OY . When we constructed the
map β in section 6.1 we used only the second one. By taking also the first one into
account we expect to construct an embedding of MI3.
Recall that we are using notation 6.1, so that B is Gr(3, V ) and {Bn,Bs} is a
stratification of B. We will construct a map Γ from MI3 to GrB(3,A ⊗K) which will
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fit in a commutative diagram
MI3 Γ- GrB(3,A⊗K)
B
piB
?β -
where piB is the canonical projection.
Let E be a family of instantons parametrized by S. Denote by piS and piY the
projections from S ×Y to S and Y . Denote by βE the composition of the map S →MI3
corresponding to E with β. The relative Beilinson spectral sequence provides us with a
monad for E : H ⊠ U γEÐ→ β∗EK ⊠ U⊥ βEÐ→ OS×Y (128)
where K is the tautological bundle on B (see notation 6.2).
Remark 6.17. In order to construct a map Γ from MI3 to GrB(3,A⊗K) which is relative
to B, it is enough to associate naturally to any family of instantons E a rank 3 subbundle
of β∗EK ⊗A.
Lemma 6.18. Given a family of instantons E parametrized by S,
piS∗Hom(pi∗Y U ,H ⊠ U) piS∗Hom(p∗Y U ,γ)ÐÐÐÐÐÐÐÐÐ→ piS∗Hom(pi∗Y U , β∗EK ⊠ U⊥) (129)
is a rank 3 subbundle of β∗EK ⊗A.
Proof. First, note that by Ku¨nneth formula the map (129) becomesH⊗OS → β∗EK ⊗A
Next, let s ∈ S be a closed reduced point and Es the corresponding instanton. By base
change and flatness of pS , it is enough to check that for each closed reduced point of S
the map
Hom(U ,H ⊗ U)→ Hom(U , β(Es)⊗ U⊥) (130)
is injective. This holds as a non-trivial kernel of (130) contributes to Hom−1(U ,Es),
which vanishes.
Definition 6.19. Γ takes a family of instantons E to the rank 3 subbundle (129).
Our next goal is to describe the closure of the image of Γ. Denote by Z3 the zero
locus on GrB(3,A⊗K) of the compositionT rel3 → A⊗K → A⊗ V ⊗OGrB(3,A⊗K) → V ∗ ⊗OGrB(3,A⊗K) (131)
where the first map is the relative tautological injection, the second one is the pullback
of the tautological injection from B tensored by A and the third one is the evaluation
of forms in A on V .
First, we describe Z3. By proposition 3.6 there is an exact sequence
0→ Ker→ A⊗K → V ∗ ⊗OB → κ∗ (OP(A)(2))→ 0 (132)
which defines a reflexive sheaf Ker.
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Definition 6.20. The restriction of Ker to Bn, that is to say the kernel of
A⊗K∣Bn → V ∗ ⊗OBn
is a rank 4 vector bundle over Bn denoted by Kern. The kernel of
A⊗K∣Bs → V ∗ ⊗OBs
is a rank 5 vector bundle over Bs denoted by Kers.
Lemma 6.21. The restriction of Z3 to B
n is PBn(Kern∗). The restriction of Z3 to Bs
is GrBs(3,Kers).
Proof. The formation of zero loci of maps of vector bundles commutes with arbitrary
base change.
Lemma 6.22. Z3 is the zero locus of a regular section of T rel∗3 ⊗ V ∗. Moreover, Z3 is
irreducible and Γ factors via Z3.
Proof. Z3 is schematically cut by a section of the rank 15 vector bundle
T rel3 ⊗ V
by its definition in (131). We only need to check that the section is regular, i.e. that
codim(Z3) = 15. As dim(GrB(3,A⊗K)) = 24, it is enough to check that dim(Z3) ≤ 9.
In the notation of definition 6.20 and by lemma 6.21
Z3 = PBn(Kern∗) ⊔GrBs(3,Kers)
This gives a stratification of Z3 into an open 9-dimensional subscheme and a closed
8-dimensional subscheme, so that dim(Z3) ≤ 9.
The 9-dimensional open subscheme is irreducible and its complement is 8-dimensional,
so that, if Z3 were reducible, one of its components would be at most 8-dimensional. This
is impossible as Z3 is cut by 15 equations inside a Cohen-Macaulay scheme of dimension
24. It follows that Z3 is irreducible.
Finally, by definition of Γ, the pullback of Hom(U ,−) of
T rel3 → A⊗K → V ∗ ⊗OGrB(3,A⊗K)
is the relative monad (128). As the relative monad is a complex, Γ factors via Z3.
We are now going to prove that the map Γ is an embedding ofMI3 intoGrB(3,A⊗K)
and to show that the closure of its image is Z3.
Theorem 6.23. Γ is an embedding and the closure of its image is Z3.
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Proof. Over GrB(3,A⊗K) × Y there are canonical mapsT rel3 ⊠ U → K ⊠ U⊥ → OGrB(3,A⊗K) ⊠OY (133)
The first map is the composition
T rel3 ⊠ U → A⊗K ⊠ U → K ⊠ U⊥
where the first map is the relative tautological injection and the second is the unique
SL2-equivariant one. The second map is the unique SL2-invariant element of
HomGrB(3,A⊗K)(K ⊠ U⊥,OGrB(3,A⊗K) ⊠OY ) = V ∗ ⊗ V
By definition of Z3 we have that the restriction of (133) to Z3 × Y is a complex. By
theorem 4.5, the moduli space MI3 is non-empty. Given an instanton E, by definition
of Γ the restriction of (133) to Γ(E)×Y is a monad for E. It follows that on a non-trivial
open subset Zo3 ⊂ Z3, the only non-trivial cohomology of the complex (133) is the middle
one, and that it is a family of instantons.
Summarizing, for any family of instantons E over a base S, there is an induced map
to Zo3 given by Γ(E). Conversely, for any map from S to Zo3 the pullback of (133) is a
family of instantons.
6.3 Special instantons
By proposition 6.15, the moduli spaceMIs3 of special instantons embeds inGrBs(3,Kers).
In this section we are going to provide an instantonic interpretation for the projection
to Bs and we are going to show that such a projection is surjective.
Proposition 6.24. Given an instanton E and a line L, the order of jump of E at L is
2 if and only if β(E) = κ(aL). In particular, E has a 2-jumping line if and only if it is
special.
Proof. Note that by corollary 4.18 there are no jumping lines of order greater than 2, so
that L is a 2-jumping line for E if and only if H1(E∣L) ≠ 0.
Recall from corollary 2.23 that
L = P (κ(aL)/ker(aL))
so that U⊥∣L ≅ (A(keraL,−)⊗OL)⊕OL(−1)
It follows that if we restrict a monad (93) for E to L we get
H ⊗ (OL ⊕OL(−1))→ β(E)⊗ (A(keraL,−)⊗OL ⊕OL(−1))→ OL
The only contribution to H1(E∣L) comes from the rightmost term, so that H1(E∣L) is
not zero if and only if the composition
β(E)⊗A(keraL,−)→ V ⊗ V ∗ → C
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vanishes.
As β(E) is 3-dimensional and A(keraL,−) is 2-dimensional, this happens if and only
if κ(aL) = β(E).
Next, we will prove that for each line L there is an instanton E such that β(E) = κ(L).
By proposition 6.24 it is enough to show that L is a 2-jumping line for E.
Let L be a line in Y and let K ⊂ V be a 3-dimensional space such that κ(L) ∈ P(K).
By lemma 3.20, we can choose K such that YK , the linear section of Y induced by K, is
smooth. Note that in this case, by lemma 3.28, YK is the blow up of P(K) in 4 distinct
points such that no 3 of them lie on a line. Denote the 4 components of the exceptional
divisor by L,L1, L2, L3. In this notation, the following proposition holds.
Proposition 6.25. Given a surjective map
U → OYK(h − 2L) (134)
denote its kernel by E(−1). Then E is an instanton and L is a 2-jumping line for E.
Proof. We need to prove that H●(E(−1)) = 0, that ch(E) = 2−3L, that E is locally free
and that it is µ-stable.
The vanishing of H●(E(−1)) follows from 2.17 and from the exact sequence
0→ OYK(−L)→ OYK(h − 2L)→ Oh−L(−1)→ 0
which shows that OYK(h − 2L) is acyclic.
The Chern character computation follows from (28) and from the fact that it is easy
to compute the Euler characteristic of several twists of OYK(h − 2L) by means of the
identification of YK with the blow up of P(K) in 4 points such that no 3 of them are
collinear.
The fact that E is locally free follows from the isomorphism
Tori(E,−) ≅ Tori+1(OYK(h − 2L),−)
and from the fact that locally OYK(h− 2L) is the structure sheaf of a Cartier divisor, so
that Tor>1(OYK(h − 2L),−) = 0.
The stability of E can be checked via Hoppe’s criterion 1.22. In order to do it, it is
enough to check that H0(E) vanishes. This is equivalent to the fact that
H0(U∗)→H0(OYK(h − 2L)) (135)
is surjective. Note that the restriction map U∗ → UYK is an isomorphism in cohomology,
as its kernel U is acyclic, so that the surjectivity of (135) is equivalent to that of
H0(U∗∣YK)→H0(OYK(h − 2L)) (136)
Finally, as U∗YK → OYK(h − 2L) is surjective, its kernel is a line bundle. More precisely,
it is determined by its c1, which is
H − h − 2L = 2h +L −L1 −L2 −L3
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It follows that (136) is surjective if and only if H1(OYK(2h+L−L1 −L2 −L3)) vanishes.
To conclude note that
H1(OYK(2h +L −L1 −L2 −L3)) =H1(2h −L1 −L2 −L3) = 0
Our last claim is that L is a 2-jumping line for E. Let us prove it. Note that the
Euler characteristic of the derived tensor product of OYK(h − 2L) with a line does not
depend on the choice of the line, so that it is always 1. In the case of our line L we haveOL ⊗OYK(h − 2L) = OL(2)
which implies
Tor1(OL,OYK(h − 2L)) = OL(1)
It follows that the Tor(OL,−) exact sequence for the defining sequence (134) of E(−1)
begins with an injection OL(1)→ E(−1)∣L
which shows that L is 2-jumping for E.
Lemma 6.26. For any L there is a smooth linear section YK of Y such that σ(aL) ∈
P(K) and that the generic map from U to OYK(h − 2L) is surjective.
Proof. First, note that by lemma 3.20 the generic plane P(K) in P(V ) through σ(aL) is
transverse to σ(A) and contains no trisecants, so that the induced section YK is smooth.
The space of maps from U to OYK(h − 2L) is a C4. This can be shown by noting
that by adjunction
Hom(U ,OYK(h − 2L)) ≅ Hom(p∗Y U ,OSK(h − 2L))
and that the relative tautological sequence (73) induces an exact sequence
0→H0(OSK(3h −E − 2L))→ Hom(U ,OYK(h − 2L))→H0(OSK(2h − 2L))→ . . .
By lemma 3.22, RpV ∗OSK ≅ OP(K), so that the cohomology groups in the above sequence
are easily computed via projection formula.
Note that as YK is smooth K ∉Dtri, so that by lemma 3.28 a map in Hom(U ,OYK(h−
2L)) is surjective if and only if the correpsonding one in Hom(p∗Y U ,OSK(h − 2L)) is
surjective. Recall that SK was defined in definition 3.14 and is p
−1
V P(K). We will show
that the space of non-surjective maps is 2-dimensional inside the P3 of maps from p∗Y U toOSK(h− 2L). Denote by φ a map from p∗Y U to OSK(h− 2L). Consider the compositionOPY (U)(−h)→ p∗Y U φÐ→ OSK(h − 2L) (137)
If it is zero, then φ factors via OPY (U)(−2h+E). As h0(OPY (U)(3h−E−2L)) = 1, we can
assume that (137) is non-zero, so that, as SK is irreducible, it is also injective. Consider
the diagram OPY (U)(−h) - p∗Y U - OPY (U)(−2h +E)
OSK(h − 2L)? 1- OSK(h − 2L)
φ
?
- 0
?
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By snake lemma, the cokernel of φ is isomorphic to the cokernel of
OPY (U)(−2h +E)→ OZ(h − 2L)
where Z is the zero locus of a section of OSK(2h − 2L). It follows that Z contains a
P1 ⊂ SK linearly equivalent to h −L. As a consequence, φ factors via OSK(h −L). One
can finally check that there is a P1 of maps from U to OSK(−L) and that there is a P1
of maps from OSK(−L) to OSK(h− 2L), so that the space of non-surjective maps is the
image of P1 × P1, showing eventually that the generic φ is surjective.
6.4 Non-special instantons
The aim of this section is to construct a family of instantons corresponding to an open
dense subset of MI3. We will also prove that this family is the universal family for non-
special instantons. Consistently with notation 6.1 and definition 6.12, we will denote
the moduli space of non-special instantons by MIn3.
Note that, by lemma 6.21 and theorem 6.23, we already have a description of the
moduli space of non-special instantons as an open subset of PBn(Kern∗). We want to
improve this description in two ways: by finding the image β(MIn3) inside Bn and by
describing the complement of MIn3 inside PBn(Kern∗).
In the next proposition we will construct non-special instantons as kernels of surjec-
tive maps from U∗ to ΦBl(OP(K)(2h)).
Proposition 6.27. If K ∉ Dtri, then the kernel E of a surjective map from U∗ to
ΦBl(OP(K)(2h)) is a non-special instanton of charge 3.
Proof. Assume the kernel E of a surjective map from U∗ to ΦBl(OP(K)(2h)) is given.
To prove that E is an instanton of charge 3, we need to prove that it is locally free,
that it is stable, that H1(E(−1)) = 0 and that ch(E) = 2 − 3L. We will denote the mapU∗ → ΦBl(OP(K)(2h)) by φ. After that, we will check that it is non-special.
E is locally free if and only if the Tor-dimension of E is 0, i.e. if for any i > 0 and
any y closed point Tori(Oy,E) = 0 . The defining sequence
0→ E → U∗ φÐ→ ΦBl(OP(K)(2h))→ 0
gives an isomorphism between Tori(Oy,E) and Tori+1(Oy,ΦBl(OP(K)(2h))). We com-
pute the latter via resolution (88), so that for i > 1 we always get 0, while for i =
1 there might be a non-trivial result. More precisely, by lemma 3.25 the condition
Tor2(Oy,ΦBl(OP(K)(2h))) ≠ 0 is equivalent to K ∈ Dtri, so that under the assumption
K ∉Dtri we have that E is locally free.
By Hoppe’s criterion 1.22, E is stable if and only if H0(E) = 0. To check H0(E) = 0,
we check that the map
H0(U∗) H0(φ)ÐÐÐ→H0 (ΦBl(OP(K)(2h))) (138)
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is injective. By the Grothendieck spectral sequence for the composition of two pushfor-
wards, we get that the above map is the same as
H0(p∗Y U∗) H0(φad)ÐÐÐÐÐ→H0 (p∗VOP(K)(2)) (139)
induced by the adjoint map φad to φ, so that it is enough to check that H0(φad) is
injective.
As φ is surjective, so is φad by lemma 6.30. Now we claim that the restriction map
p∗Y U∗ → p∗Y U∗∣SK (140)
is an isomorphism in cohomology. By Koszul resolution (79) this follows if we show that
p∗Y U∗(−2h) and p∗Y U∗(−h) are acyclic. By twisting the tautological sequence
0→ OPY (U)(2h −E)→ p∗Y U∗ → OPY (U)(h)→ 0
by OPY (U)(−2h) we get immediately that p∗Y U∗(−2h) is acyclic. By twisting it byOPY (U)(−h) we get a non trivial extension of OPY (U) by OPY (U)(h−E), so that p∗Y U∗(−h)
is acyclic if and only if h1 (OPY (U)(h −E)) = 1 and its other cohomology groups vanish.
The short exact sequence
0→ OPY (U)(h −E)→ OPY (U)(h)→ OE(h)→ 0
is SL2-equivariant and induces an SL2-equivariant cohomology long exact sequence
0→H0 (OPY (U)(h −E))→ S4W → S4W ⊕C→H1 (OPY (U)(h −E))→ 0 (141)
so that h1 (OPY (U)(h −E)) = 1. Summing up, we have proved that (140) is an isomor-
phism in cohomology.
In order to prove stability of E, we still need to prove that if
p∗Y U∗∣SK φad∣SKÐÐÐÐ→ p∗VOP(K)(2h)
is surjective, then H0(φad∣SK) is injective, that is to say that its kernel has no global
sections. As we have just proved that φad∣SK surjective, its kernel is locally free of
rank one, and is determined by its c1. As c1(U∗) = H = 3h −E, our claim is now thatOSK(h −E) has no global sections. This last fact can be reduced via resolution (79) to
some vanishing in the cohomology of
OPY (U)(−h −E), OPY (U)(−E), OPY (U)(h −E)
It is easy to check that the first two line bundles are acyclic, and that h0(OPY (U)(h−E)),
so that finally also OSK(h −E) has no global sections.
The vanishing of H1(E(−1)) follows from
H1(U) = 0, H0(ΦBl(OP(K)(2h))(−H)) = 0
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While the vanishing of H1(U) is trivial, we check that
H0(ΦBl(OP(K)(2h))(−H)) = 0
Recall that ΦBl(OP(K)(2h)) has a resolution (87). Twist it byOY (−H) and note that the
only nontrivial vanishing is that of H●(S2U∗(−H)). On the other hand, the vanishing
of the cohomology of S2U∗(−H) is equivalent to the fact that U is exceptional, which is
in proposition 2.15. It follows that E(−1) is acyclic.
The Chern character of E is ch(U∗)−ch(ΦBl(OP(K)(2h))). To check that it is 2−3L
it is enough to substitute the Chern characters which are computed in table (28) and
lemma 3.24.
Finally, the fact that E is non-special directly follows from proposition 6.16 and
criterion 6.11, which tell us that β(E) =K and that E is special if and only if β(E) ∈ Bs.
By assumption β(E) ∉ Dtri, while by lemma 3.21 Bs ⊂ Dtri, so that we have that E is
not special.
Lemma 6.28. For i = 1,2, let Ei be the instanton associated (via proposition 6.27) to
φi ∶ U∗ → ΦBl(Ki), Ki ∉Dtri. If E1 ≅ E2, then K1 =K2 and φ1 = φ2 up to rescaling.
Proof. As E1 ≅ E2, we have K1 = β(E1) = β(E2) = K2. As for φ1 and φ2, there is a
canonical arrow from E1 ≅ E2 to U∗, so that (up to rescaling f), we can find a diagram
E1 - U∗ φ1- ΦBl(K1)
E2
f
?
- U∗1 ? φ2- ΦBl(K2)?
showing that φ1 and φ2 have the same kernel.
Moreover, by lemma 3.28 and as Ki ∉ Dtri, the sheaf ΦBl(Ki) is a line bundle on
its support. As its support is irreducible, the identity is its only automorphism up to
rescaling.
We should also check that our construction produces at least one instanton. We will
check it in lemma 6.31.
The next lemma, together with 6.31, will give us the dimension of the family of
instantons which we have just constructed.
Lemma 6.29. For any K, there is an exact sequence
0→K∗ → Hom(U∗,ΦBl(OP(K)(2h)))→ C→ 0 (142)
Proof. Let Φ∗ be the left adjoint functor to ΦBl. Then by definition there is a natural
isomorphism
HomY (U∗,ΦBl(OP(K)(2h))) ≅ HomP(V )(Φ∗(U∗),OP(K)(2))
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As ΦBl = RpY ∗○Lp∗V , its left adjoint Φ∗ is RpV ∗(−⊗ωpV )○Lp∗Y . Substituting ωpV = O(E)
and using the tautological sequence (73) we get a distinguished triangle
RpV ∗OPY (U)(2h)→ Φ∗(U∗)→ RpV ∗O(h +E) (143)
The leftmost term is OP(V )(2h) by projection formula. The rightmost is computed by
pushing forward the exact sequence
0→ O(h)→ O(h +E)→ OE(h +E)→ 0 (144)
to P(V ). Note that for every point v in σ(A), the sheaf OE(h + E) is acyclic on the
fiber p−1V (v), as it is isomorphic to Op−1V (v)(−1), so that
RpV ∗O(h +E) ≅ RpV ∗O(h)
In the end, by taking the long exact sequence for (143) we have shown that there is a
canonical exact sequence on P(V )
0→ OP(V )(2h)→ Φ∗(U∗)→ OP(V )(h)→ 0 (145)
which after the application of Hom(−,OP(K)(2h)) becomes sequence (142).
Now we want to identify surjective maps inside Hom(U∗,ΦBl(OP(K)(2h))). The next
lemma allows us to do it without discussing the possible singularities of SK and YK . Note
that for any K there is an isomorphism
HomY (U∗,ΦBl(OP(K)(2h))) ≅Ð→ HomSK (p∗YKU∗,OSK(2h)) (146)
given by adjunction with respect to pullback and pushforward via the composition
SK
pYKÐÐ→ YK → Y (147)
Lemma 6.30. Let K ∉ Dtri. A map in HomY (U∗,ΦBl(OP(K)(2h))) is surjective the
corresponding one in HomSK (p∗YKU∗,OSK(2h)) via (146) is surjective.
Proof. By lemma 3.28, if K ∉ Dtri then the composition (147) is a closed embedding.
Adjunction with respect to pullback and pushforward via closed embeddings clearly
preserves surjectivity.
Lemma 6.31. If K ∉ Dtri, then the general map in HomY (U∗,ΦBl(OP(K)(2h))) is
surjective. The locus of non-surjective maps is a union of at most 5 hyperplanes.
Proof. We will classify non-surjective maps and show that they form a divisor inside
P (HomY (U ,ΦBl(OP(K)(2h)))). By lemma 6.30, a map in P (HomY (U ,ΦBl(OP(K)(2h)))
is surjective if and only if the corresponding one in HomPY (U)(p∗Y U∗, p∗VOP(K)(2h)) is
surjective.
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Take any map f ∈ HomPY (U)(p∗Y U∗, p∗VOP(K)(2h)): the composition with the tauto-
logical map OPY (U)(2h − E) → U∗ is either 0 or not. If it vanishes, then f factors viaOPY (U)(h). In this case f vanishes on a linear section of SK , so that it is never surjective.
To check how many such maps there are, we compute hom(OSK(h),OSK(2h)) =
h0(OSK(h)). By lemma 3.22, the blow-up projection pK ∶ SK → P(K) is such that
the coevaluation map (84) is an isomorphism. Therefore, by projection formula for pK ,
H●(OSK(h)) ≅ H●(OP(K)(h)) =K∗, which means that maps factoring via O(h) form a
hyperplane.
By lemma 3.3, whenever K ∉ Bs the fiber product SK is irreducible. It follows that
if the composition OPY (U)(2h −E)→ U∗ fÐ→ p∗VOP(K)(2h)
does not vanish, then it is injective. As a consequence, on SK there is a commutative
diagram OPY (U)(2h −E) - p∗Y U∗ - OPY (U)(h)
p∗VOP(K)(2h)? 1- p∗VOP(K)(2h)
f
?
- 0
?
By the snake lemma, there is an exact sequence
O(h)→ OE(2h)→ Cokerf → 0
As h restricts trivially to E, we have
OE → OE → Cokerf → 0
E might be reducible or non-reduced, but in any case, if Cokerf ≠ 0 then there is a P1
denoted by e such that Cokerf → Oe.
We want to show that for each such e there is a P2 of maps from p∗Y U∗ to p∗VOP(K)(2h)
which are not surjective on ei, and thus factor via the twisted ideal Ie(2h) of e in SK .
Note that ei might not be a Cartier divisor inside SK , so that we will write Ie instead ofOSK(−e) for the ideal of e. To check hom(p∗Y U∗, Ie(2h)) = 3, use the long exact sequence
induced by
0→ Ie(2h)→ OSK(2h)→ Oe → 0
We can easily check that hom(p∗Y U∗,Oe) = 1 via the tautological sequence on SK and
using the fact that E restricts to e as -1. Then we need to check that ext1(p∗Y U∗, Ie(2h)) =
0. Again by tautological sequence it is enough to show thatH1(Oe(2h−E)) =H1(Oe(h)) =
0, which is true as h restricts trivially to e, while E restricts as Oe(−1).
Finally, we have proven that the set of non-surjective maps is a union of at most 5
hyperplanes, such that each one represents maps that are non surjective on a divisor.
The divisor where surjectivity fails can be either linearly equivalent to h or to one of the
(at most 4) irreducible components ei of E on SK .
On the other hand, there are no surjective maps from U∗ to ΦBl(OP(K)(2h)) for
K ∈Dtri, as proved in the following lemma.
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Lemma 6.32. For K ∈Dtri there are no surjective maps from U∗ to ΦBl(OP(K)(2h))
Proof. We will show that if P(K) contains a trisecant L to σ(A), then the fiber of
ΦBl(OP(K)(2h)) at the point y ∈ Y correpsonding to the trisecant via 3.12 is 3-dimensional.
By base change and as pY has relative dimension 1, the dimension of the restriction
of ΦBl(OP(K)(2h)) to y is greater than the dimension of
H0 (p−1Y (y), p∗VOP(K)(2h)∣p−1Y (y))
which is isomorphic to H0(OL(2)). As the rank of U∗ is 2, it follows that there are no
surjective maps from U∗ to ΦBl(OP(K)(2h)).
By performing the construction in 6.27 in families, we are now going to construct a
9-dimensional family of instantons and to prove that it is the universal family for the
moduli space of non special istantons.
First, recall from definition 3.14 that over B, one can construct a universal family S
for SK .
By lemma 6.29 the pushforward of HomB×Y (U∗,RpY ∗OS(2h)) to B is a rank 4
vector bundle. Denote it by G. It turns out that we have already discussed this vector
bundle (or at least its restriction to the complement of Dtri): it is the bundle
Lemma 6.33. There is an isomorphism of vector bundles
KerB∖Dtri ≅ G∗∣B∖Dtri
up to a twist by a line bundle on B ∖Dtri.
Proof. First, note that by Grothendieck duality for the embedding of YK in Y there is
an isomorphism
Hom(U∗,OYK(2h)) ≅ Ext1(OYK(h −E),U)
which can be constructed in family, up to a twist by a line bundle on the base of the
family. Recall also that by lemma 3.28, the map pYK is an isomorphism between SK and
YK whenever K ∉Dtri.
Next, compute the decomposition of OYK(h − E) with respect to the collectionU ,U⊥,OY ,OY (H). As H = 3h −E, OYK(h −E) lies in the right orthogonal to OY (H).
Also the component with respect to OY is easily computed:
RHom(OY ,OYK(h −E)) = C[−1]
so that there is a non trivial extension
0→ OYK(h −E)→ LOYOYK(h −E)→ OY → 0 (148)
To compute the U⊥ component of LOYOYK(h −E), use the defining sequence (148):
0→ V /U ⊗OYK(h −E)→ V /U ⊗LOYOYK(h −E)→ V /U → 0
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Note that the connection morphism
V ≅H0(V /U)→H1(V /U ⊗OYK(h −E))
is isomorphic to the second map in the exact sequence
0→H1(U ⊗OYK(h −E))→ V ⊗H1(OYK(h −E))→H1(V /U ⊗OYK(h −E))→ 0
induced by the tautological sequence on Y . Let us now prove that the above sequence
is isomorphic to
0→K → V → V /K → 0
For each component ei of the exceptional locus, get the commutative diagram
H0(Oei)
H1(OYK(−E))?
∩
- V ⊗H1(OYK(h −E))
⊂
-
The diagonal map is the natural injection of a component of the intersection P(K) ∩
σ(A) into V , so that as i varies among all components, the images span K ⊂ V . As
h1(OYK(−E)) = 3, we have proved that the mutation ofOYK(h−E) across U⊥,OY ,OY (H)
is the cone of OYK(h −E)→ {K ⊗ U⊥ → OY }
As this last cone is isomorphic to a direct sum of shifts of U , the computation of the
rank yields the following decomposition for OYK(h −E){Ker(K ⊗A→ V ∗)⊗ U →K ⊗ U⊥ → OY } (149)
Finally, we can use decomposition (149) to show that
Ker(K ⊗A→ V ∗) ≅ Ext1(OYK(h −E),U)
This is clear as the U⊥ and O part of (149) do not contribute to Hom(−,U).
The same isomorphisms, performed in families over B ∖Dtri, show thatKerB∖Dtri ≅ G∗∣B∖Dtri
up to a twist by a line bundle on B ∖Dtri.
Our claim is that the moduli space of non-special instantons of charge 3 is the open
subset of PB(G) parametrizing surjective maps from U∗ to OSK . We will denote it by
P(G)○. By lemma 6.32 there are no such maps if K ∈ Dtri, so that the image of P(G)○
in B does not intersect Dtri. By lemma 6.31 and lemma 6.32, the image of P(G)○ in B
is exactly the complement of Dtri.
Theorem 6.34. The moduli space MIn3 of non-special instantons of charge 3 is iso-
morphic to P(G)○.
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Proof. First we prove that P(G)○ has a natural identification with an open subscheme
of MIn3. There is a natural map from P(G)○ to MIn3 induced by the relative version of
lemma 6.27.
The diagram
P(G)○ - MIn3
B
β
?-
(150)
is commutative by proposition 6.16. By lemma 6.28 the map is injective on closed points.
Moreover the two varieties have the same dimension and are smooth, as explained in
remark 4.10 about the GIT construction. It follows from Zariski’s main theorem that
the map is an open embedding.
Now we prove that the map from P(G)○ to MIn3 is surjective by proving that every
non-special instanton is the kernel of a surjective map from U∗ to Φ(K) for some K.
First, note that by proposition 6.11 the diagram (150) factors as
P(G)○ - MIn3
Bn
β
?-
(151)
Over Y × (Bn) we can consider the sheaf
ΦBl (OP(K)(2h)) (152)
and think of it as of a family of Gieseker semistable pure sheaves. The fact that the
sheaves ΦBl(OP(K)(2h)) are pure follows from lemma 3.24. Their stability follows from
the fact that they have rank 1 on their support (which is irreducible, by 3.3), so that
they have no non-trivial saturated subsheaves. It follows that (152) defines a regular
map
Bn →Mch(ΦBl(OP(K)(2h)))
into the moduli space of Giesecker semistable pure sheaves with the same Chern character
as ΦBl(OP(K)(2h)).
One can also define a family of such sheaves over MIn3 by taking the cokernel of the
coevaluation map
0→ E → U∗
Note that this family of cokernels restricts to P(G)○ as
0→ E ∣P(G)○ → U∗ → ΦBl(OP(K)(2h))→ 0
where the surjective map is the universal one on P(G)○ from U∗ to ΦBl(OP(K)(2h)).
What we have proved so far is that there is a diagram
P(G)○ ⊂ - MIn3
Bn
?
δ
-
β
ﬀ Mch(ΦBl(OP(K)(2h)))
ck=coker(E→U∗)
?
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and that the square in it is commutative. As P(G)○ is an open Zariski dense subvariety
of MIn3 and as the moduli space Mch(ΦBl(OP(K)(2h))) is separated, the two maps δ ○ β
and ck coincide. In particular, for any non-special instanton E of charge 3 we have an
exact sequence
0→ E → U∗ → ΦBlOβ(E)(2h)→ 0
that is to say that E is in the image of P(G)○.
As a corollary, we get the following relation between jumping lines for E and bisecants
to σ(A) contained in P(β(E)).
Corollary 6.35. Given a bisecant L to σ(A) and a non-special instanton E such that
L ⊂ β(E), the image L+ = pY (L̃) of the strict transform L̃ of L in PY (U) is a 1-jumping
line for E.
Proof. By theorem 6.34 for any non-special instanton there is an exact sequence
0→ E → U∗ → OYβ(E)(2h)→ 0
By twisting it by OY (−H) and restricting it to L+ we get a long exact sequence
0→ Tor1(OYβ(E)(2h −H),OL+)→ E∣L+(−1)→ OL+ ⊕OL+(−1)→ OL+∩Yβ(E)(2h −H)→ 0
(153)
As L+ lies in Yβ(E) and h restricts to L as OL(1), sequence (153) becomes
0→ OL+ → E∣L+(−1)→ OL+ ⊕OL+(−1)→ OL+(1)→ 0 (154)
which shows that L+ is 1-jumping for E
Remark 6.36. For K ∉ Dtri ∪ Dfat there are 6 bisecants to σ(A) contained in P(K),
corresponding to lines in P(K) via the 4 points P(K) ∩ σ(A). If K ∈ Dfat ∖Dtri there
will be in general less and less bisecants to σ(A), as long as K ∉ τ(P(A)).
When K ∈ τ(P(A)), i.e. when P(K) is the tangent plane to σ(A) at some point
aL ∈ P(A), there are infinitely many bisecants to σ(A) contained in P(K), namely all
lines in P(K) through aL. It follows that for instantons E such that β(E) ∈ τ(P(A))∖Dtri
there is a P1 ⊂ P(A) of jumping lines which is the P1 of lines intersecting L.
In other words, corollary 6.35 says that the family of instantons with a fixed β(E)
induces a linear system of cubic plane curves (the supports of the associated theta
characteristics) whose base locus corresponds in the dual P(A) to the intersection of
P(K) and σ(A).
7 An example: degenerate theta-characteristics
In this section we will discuss the possible singularities of the theta-characteristic asso-
ciated with a charge 3 instanton. We will prove that the instantons whose associated
theta-characteristic is not locally free are the special instantons, and we will provide a
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geometric description of a family of instantons whose associated theta-characteristic is
supported on a reducible curve.
Classically, a theta-characteristic on a smooth curve is a line bundle such that
M⊗M ≅ ωC (155)
Unfortunately, condition (155) forces M to be a line bundle, while a family of smooth
curves with theta-characteristic can degenerate flatly to a singular curve with a torsion
sheaf on it. On a Gorenstein curve one can still make sense of the condition
M ≅ RHom(M, ωC) (156)
which in the smooth case is equivalent to (155).
Definition 7.1. A generalized theta-characteristic on a Gorenstein curve C is a sheafM on C such that condition (156) holds.
Generalized theta-characteristics can be not locally free and can have rank greater
than one (as condition (156) is for example invariant under direct sums). Given an
instanton E and provided that it is trivial on the generic line, theorem 4.14 associates
a theta-characteristic θE with E. Moreover, all theta-characteristics θE arising from
instantons satisfy H0(θE) = 0: such generalized theta-characteristics are called non-
degenerate.
There are several open questions about how degenerate can θE be for an instanton
E: can the support of θE be singular? Can it be reducible? Can the sheaf θE be not
locally free? It turns out the answer to all the above questions is positive, as it is proved
in the next propositions.
Proposition 7.2. Let E be an instanton of charge 3, then θE is not locally free if and
only if E is special.
Proof. By corollary 6.24 an instanton of charge 3 is special if and only if it has a line L
where its order of jump is greater than 1. By proposition 4.16 this is equivalent to θE
having rank 2 at some point of its support, i.e. to the fact that θE is not locally free on
its schematic support.
Proposition 7.3. Let E be a non-special instanton such that β(E) ⊂ P(V ) is a tangent
plane to σ(A). Then the support of θE is reducible.
Proof. First, note that by 4.17 the support of θE is the intersection of P(A) and of the
symmetric discriminant cubic fourfold ∆H inside P(S2H). More precisely, the sheaf θE
is the pullback of the sheaf of cokernels of a symmetric form in H, which is a sheaf of
rank 1 over the generic point of ∆H and of rank 2 over a surface. If P(A) ⊂ ∆H , then
it intersects the locus of corank 2 symmetric forms, so that the rank of θE is 2 at least
at one point of P(A). As the instanton is non-special, this is impossible by proposition
6.24, so that the support of θE is not the whole P(A).
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By corollary 6.35, all tangent lines to σ(A) which are contained in β(E) are jumping
lines for E. As β(E) is a tangent plane to σ(A) at some point a, the P1 of lines in β(E)
through a corresponds to a P1 of lines in Y all of them intersecting La. By proposition
2.26, the family of lines intersecting La is a line in P(A), so that we have shown that
the support of θE contains a line.
Remark 7.4. One can construct explicitly a theta-characteristic coming from an instan-
ton and supported on a reducible curve. This can be done by taking coordinates x, y, z
on P(A) of weight −2,2,0 with respect to the action of SL2. Then the object
{OP(A)(−2)⊕3 ΘÐ→ OP(A)(−1)⊕3} (157)
where Θ is given by the matrix
Θ = ⎛⎜⎝
0 x y−x y z−y −z 0
⎞⎟⎠
The object (157) is C∗-equivariant, and this fact allows to prove that the conditions of
theorem 4.8 hold for it.
8 A desingularization of MI3
The compactification of MI3 which we have constructed in section 6 is singular on a
subvariety of codimension 3. We will show it by constructing a desingularization for it,
which we will denote by M̃I3, and a small contraction from M̃I3 to MI3.
There is a commutative diagram
FlB(3,4,K ⊗A) p̃i3- GrB(4,K ⊗A)
GrB(3,K ⊗A)
p̃i4
?
pi3
- B
pi4
?
(158)
On the relative Grassmannians there are relative tautological injectionsT rel3 → pi∗3K ⊗A (159)
and T rel4 → pi∗4K ⊗A (160)
The bundle K⊗A is a subbundle of V ⊗A⊗OB, so that the natural evaluation of A on
V induces a map K ⊗A→ V ∗ ⊗OB (161)
extending to an exact sequence
0→ Ker→ K ⊗A→ V ∗ ⊗OB → κ∗OP(A)(2)→ 0
which is discussed in proposition 3.6.
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Lemma 8.1. There is a unique SL2-equivariant line subbundleOB(−1)→ A⊗K (162)
and it is factors via Ker→ A⊗K.
Proof. Note that K(1) is isomorphic to Λ2K∗. The space of sections of Λ2K∗ is Λ2V ∗
and it contains a unique SL2-invariant subspace of dimension 3. It follows that there is
a unique SL2-invariant choice of the map (162).
In order to check that it factors viaKer→ A⊗K
we check that the compositionOB(−1)→ A⊗K → V ∗ ⊗OB
vanishes. This last fact holds because there are no non-zero SL2-invariant elements in
V ∗ ⊗Λ2V .
Denote by F the rank 8 vector bundle which is the quotient (162). There is a natural
embedding of relative Grassmannians
GrB(3,F)→ GrB(4,A⊗K)
and a tautological embedding T relF → pi∗FF
where T relF is the rank 3 tautological vector bundle and piF is the canonical projection
to B.
By lemma 8.1 the map (161) factors via the natural projection from A ⊗ K to F .
Denote by σF the composition
σF ∶ T relF → pi∗FF → V ∗ ⊗OB (163)
and its zero locus by ZF . Analogously there are maps
σ3 ∶ T rel3 → V ∗ ⊗O
σ4 ∶ T rel4 → V ∗ ⊗O
over GrB(3,K ⊗A) and GrB(4,K ⊗A), whose zero loci will be denoted by Z3 and Z4.
By its definition, MI3 is the zero locus Z3 of σ3. Moreover, we will denote by Z̃F , Z̃4
the pullbacks of ZF , Z4 via p̃i3.
Lemma 8.2. The section σF is regular. Its zero locus ZF is irreducible and is isomorphic
to BlBsB. The intersection of pi
−1
4 (Bs) and ZF in GrB(4,A ⊗K) embeds into pi−14 (Bs)
as
GrBs (3,Kers/OBs(−3)) ⊂ GrBs (4,A⊗K)
and into ZF as
E ⊂ BlBsB
where E is the exceptional divisor of the blow up.
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Proof. First, the zero locus ZF has a stratification into ZsF and ZnF induced by pulling
back the stratification Bs,Bn. Note that ZnF is isomorphic to Bn, as the kernel of
pi∗FF → V ∗ ⊗OB (164)
is locally free of rank 3 over Bn. On the other hand, for the same reason, ZnF is a P3
fibration over Bs, so that its dimension is 5. It follows that ZF is 6-dimensional inside a
21-dimensional space where it is cut by a section σF of a rank 15 vector bundle. As the
ambient space is smooth, the section is regular and ZF is irreducible.
Next, let us construct a map from ZF to the blow up BlBsB. Note that by the
definition of ZF the map (163) vanishes over ZF , so that there is an induced
F/T relF → V ∗ ⊗OGrF (165)
By proposition 3.6 its cokernel is a line bundle supported on pi−1F (Bs), so that the rank
of (165) drops at most by 1. It follows that the schematic support of the cokernel of
(165) is cut by the determinant of (165). This shows that pi−1F (Bs) is a Cartier divisor
and by universal property induces a unique map to the blow up of B in Bs.
In the other direction, again by proposition 3.6 and by definition of blow up, the
cokernel of the pullback to BlBsB of (161) is a line bundle supported on a Cartier
divisor. It follows by Tor-dimension that the kernel of the pullback of (161) is a rank 4
subbundle of A⊗K. Moreover, by lemma 8.1, the line subbundle
pi∗4OB(−1)→ A⊗K
factors via this kernel, inducing a rank 3 subbundle of F such that the composition with
pi∗FF → V ∗ ⊗OB
vanishes. By universal property of ZF this induces a map from BlBsB to it.
Moreover, by their construction, these two maps are relative to B and are isomor-
phisms out of the preimage of Bs. Note that there is a unique map from BlBsB to itself
which is relative to B and it is the identity. It follows that
BlBsB → ZF (166)
is a closed embedding. Note that ZF is generically reduced and that it cannot have
embedded components as it is cut by a regular section. It follows that ZF is reduced, so
that (166) is a closed embedding of irreducible reduced varieties of the same dimension.
This is enough to conclude that it is an isomorphism.
As for the embedding statements, they follow directly from the definitions of ZF and
of BlBs .
Lemma 8.3. The section σ4 is regular and its zero locus Z4 has 2 components: ZF and
Zv4 ∶= GrBs(3,Kers)
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Proof. As in lemma 8.2 one can check that σ4 is regular. Clearly there is an inclusion
of ZF in Z4 which is an isomorphism out of the preimage of Bs. On the other hand the
restriction of Z4 to B
s is by definition GrBs(3,Kers).
Recall that Z̃F is the result of the fiber product
Z̃F p̃i3- ZF
MI3
p̃i4
?
pi3- B
pi4
?
(167)
where we abuse the notation of (158) and use the same letters for the restricted projec-
tions.
Our next claim is that MI3 is singular on a 6-dimensional locus and that Z̃F is a
small resolution of singularities for it. We also show that Z̃F is isomorphic to the blow
up of MI3 in the (non-Cartier) divisor MIs3, which is the closure of MIs3 inside MI3.
Theorem 8.4. There is an isomorphism
φ ∶ Z̃F → BlMIs3MI3
fitting in a commutative diagram
M̃I3 ∶= Z̃F p̃i3 - BlBsB∗
BlMIs3MI3
-
φ -
MI3
p̃i4
?
pi3=β -
ﬀ
B
pi4=b
?-
(168)
The singular locus of MI3 is
GrBs(2,Kers/OBs(−3)) ⊂ GrBs(3,Kers) ≅MIs3
and the map p̃i4 is a small resolution of singularities for MI3 such thatOMI3 → Rp̃i4∗OM̃I3
is an isomorphism, i.e. the singularity of MI3 is rational.
Proof. First, we construct the map
BlMIs3MI3 → BlBsB
By universal property of the blow-up, given a map from BlMIs3MI3 to B it is enough to
show that the pullback of Bs is a Cartier divisor. As the rightmost square is cartesian
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by proposition 6.15 and as the composition of cartesian squares is cartesian, the outer
square of
BlMIs3MI3 ×MI3 MIs3 - MIs3 - P(A)◻ ◻
BlMIs3MI3? - MI3? - B
κ
?
(169)
is cartesian. Moreover, by definition of the blow up of MIs3 ⊂MI3, the leftmost vertical
arrow is the embedding of the exceptional divisor, which is always a Cartier divisor.
Now we construct the map
φ ∶ Z̃F → BlMIs3MI3
Again, by universal property of blow up we want to check that the leftmost vertical
arrow in
Z̃F ×MI3 MIs3 - MIs3 - P(A)◻ ◻
Z̃F? p̃i4 - MI3? β- B
κ
?
is the embedding of a Cartier divisor. By commutativity of square (168), this is equiva-
lent to the fact that the leftmost vertical arrow in
Z̃F ×BlBsB E - E - P(A)◻ ◻
Z̃F? p̃i3 - BlBsB
?
b
- B
κ
?
is the embedding of a Cartier divisor. This last fact is true as E is a Cartier divisor in
BlBsB and as p̃i3 is a dominant map from an irreducible scheme.
Next, we prove commutativity of all triangles in (168). The triangles which are
not marked with ∗ are commutative by construction. The triangle marked with ∗ is
commutative because by universal property of the blow up there is a unique map from
Z̃F to BlBsB which commutes with the projections to B, and both p̃i3 and
Z̃F φÐ→ BlMIs3MI3 → BlBsB
commute with the projections pi3 ○ p̃i4 and pi4.
We still have to prove that φ is an isomorphism. As MI3 is integral, also its blow-
up in MIs3 is integral. As both Z̃F and BlMIs3MI3 are integral proper schemes of
dimension 9, so that in order to check that φ is an isomorphism it is enough to check
that it is a closed embedding. By their definition, the maps p̃i3 and p̃i4 induce a closed
embedding
Z̃F (p̃i3,p̃i4)ÐÐÐÐ→ Gr(3,K ⊗A) ×B Gr(4,K ⊗A)
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As we have just proved that diagram (168) is commutative, there is an induced map
from BlMIs3MI3 to the fiber product of pi3 and pi4 such that the triangle
Z̃F
BlMIs3MI3
φ
?
- Gr(3,K ⊗A) ×B Gr(4,K ⊗A)
⊂
-
commutes. As φ is the first factor of a closed embedding, it is itself a closed embedding,
and therefore an isomorphism.
As for the last part of the statement, p̃i3 is a smooth map as it is the projection
associated with the projectivization of a vector bundle, so that Z̃F is smooth as BlBsB
is smooth.
To describe the singular locus of MI3, recall that by lemma 8.1 there is an SL2-
equivariant exact sequence
0→ OB(−1)→ A⊗K → F → 0
inducing an embedding
GrBs(2,Kers/OBs(−3))→ GrBs(3,Kers) ≅MIs3
Over points in GrBs(2,Kers/OBs(−3)) the fiber of p̃i4 is P1, while over the complement
of GrBs(2,Kers/O(−3)) inside MI3 it has relative dimension 0.
As a consequence, each point in GrBs(2,Kers/O(−3)) is in the singular locus, as
otherwise, by choosing a small enough neighborhood of the point, one would find a
non-trivial small contraction between smooth varieties, which is impossible.
Now we are going to check that over the complement of GrBs(2,Kers/O(−3)) in MI3
the map p̃i4 is an isomorphism. Note that the restriction of
p̃i4 ∶ M̃I3 →MI3
to MI3 ∖GrBs (2,Kers/O(−3))
is proper of relative dimension 0. If we prove that
OMI3 ≅ Rp̃i4∗OM̃I3
then by lemma 1.35 we have proved that the restricted projection p̃i4 is an isomorphism.
This will prove at the same time that the singularity of MI3 is rational and is the
content of lemma 8.5 and lemma 8.6.
Lemma 8.5. The adjunction map
OZ3 → Rp̃i4∗OZ̃4 (170)
is an isomorphism.
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Proof. Take the locally free resolution of OZ4 given by the Koszul complex of
V ⊗ T rel4 σ4Ð→ OGrB(4,K⊗A) (171)
Pull it back via the flat map p̃i3 to find a Koszul resolution for OZ̃4 .
We are now going to pushforward the Koszul resolution for OZ̃4 via p̃i4. Clearly,
Rp̃i4∗OFlB(3,4,A⊗K) ≅ OGrB(3,A⊗K)
The tautological flag fits in an exact sequence
0→ p̃i∗4T rel3 → p̃i∗3T rel4 → Op̃i4(−1)→ 0 (172)
so that
Rp̃i4∗p̃i∗3T rel4 ≅ Rp̃i4∗p̃i∗4T rel3
By projection formula
Rp̃i4∗p̃i∗4T rel3 ≅ T rel3
As the projections p̃i4 and p̃i3 are SL2-equivariant, the SL2-invariant section (171) is
transformed into the unique SL2-invariant section
V ⊗ T rel3 σ3Ð→ OGrB(3,K⊗A)
In order to prove (170), it is enough to prove that
Rip̃i4∗p̃i∗3 Λi(T rel4 ⊗ V )
vanish for i > 0. The exterior powers
Λi(T rel4 ⊗ V )
admit a filtration (see e.g. [Wey03]) with subquotients
ΣαT rel4 ⊗ΣαT V (173)
where Σα is the Schur functor associated with a Young diagram α such that ∣α∣ = i. Note
that (173) is not zero only when α is contained in a 5-by-4 rectangle, as the ranks ofT rel4 and V are respectively 4 and 5.
The Schur powers of T rel4 can be rewritten in terms of Schur powers of T rel3 andOp̃i4(−1). This can be done via a natural filtration for
ΣαT rel4
induced by the tautological flag (172). The associated graded object of this natural
filtration is ⊕
β⊆α (ΣβT rel3 ⊗Σα/βOp̃i4(−1)) (174)
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where Σα/β are the skew Schur functors. As α is contained in a 5-by-4 rectangle
Σα/β(Op̃i4(−1)) = Op̃i4(−j) (175)
for j ∈ [0,5]. As p̃i4 is the projectivization of a rank 6 vector bundle, the line bundles
have vanishing higher pushforward. Finally, by projection formula the pushforward of
summands of (174) is
ΣβT rel3 ⊗Rp̃i4∗Op̃i4(−j)
which is always concentrated in degree 0.
Lemma 8.6. The adjunction mapOMI3 → Rp̃i4∗OZ̃F (176)
is an isomorphism.
Proof. On Z̃4 there are exact sequences
0→ IZ̃F /Z̃4 → OZ̃4 → OZ̃F → 0
and
0→ IZ̃v4∩Z̃F /Z̃v4 → OZ̃v4 → OZ̃v4∩Z̃F → 0
By lemma 8.5
Rp̃i4∗OZ̃4 ≅ OZ3
so that our claim becomes that Rp̃i4∗IZ̃F /Z̃4 vanishes, or equivalently
Rp̃i4∗IZ̃v4∩Z̃F /Z̃v4 = 0 (177)
We are now going to prove that (177) is an isomorphism. To this purpose, recall
that the intersection of Zv4 and ZF inside GrBs(4,Kers) is described in lemma 8.2 and
8.3. As a consequence, the commutative diagram
Z̃v4 ∩ Z̃F ⊂ - Z̃v4
MIs3?-
is isomorphic to the commutative diagram
FlBs(3,OBs(−3) ⊂ 4,Kers) ⊂- FlBs(3,4,Kers)
GrBs(3,Kers)?-
(178)
where the projections are the natural ones to GrBs(3,Kers) and where the upper left
corner is the flag variety of subbundles of Kers such that the injection (162) restricted
to Bs factors via the 4-dimensional subbundle.
The ideal of the top left corner of diagram (178) is the pullback of O(−1) from
Gr(4,Kers) (possibly with a twist by a line bundle on Bs). It follows that it is acyclic
on the fibers of the projection to GrBs(3,Kers), so that (177) holds.
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