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Prediction-Based Super Twisting Sliding Mode Load Frequency 
Control for Multi Area Interconnected Power Systems with State and 
Input Time Delays using Disturbance Observer 
A shift in paradigm from dedicated to open communication channels in power 
systems have made them prone to constant and time varying delays. This paper 
tackles a novel load frequency control (LFC) problem in the presence of constant 
and time varying delays in state and control input under load disturbances. The 
presence of time delays can deteriorate the performance of the controller or even 
destabilize the system. The above problem is addressed through a prediction-based 
super twisting sliding mode control (ST-SMC) using a state and disturbance 
observer. The proposed design achieves finite time convergence of frequency and 
tie line power deviation. The said design is validated under ramp and random step 
disturbance, with nonlinearities like generation rate constraints and governor 
deadband, with an integration of renewable energy and also with IEEE 39 bus power 
system. The closed loop stability is proven thanks to candidate Lyapunov function 
and verified by simulations.  
Keywords: Delay system, disturbance observer, robust control, super twisting control, load 
frequency control, predictive-based control. 
1. Introduction 
Time delay is a common phenomenon in many engineering problems such as biological 
systems, chemical processes, communication networks, metallurgical processes, fluid 
transmission systems and network control systems (NCS). A system is said to be delayed 
in time when the rate of variation in system state depends on the past state (Zhong, 2006; 
Wu et al., 2010). Time delay systems (TDS) are often known as systems with aftereffect 
or deadtime or hereditary systems. Multi area interconnected power systems are classic 
example of NCS.  
Ever increasing demand of energy has led to the modernization of power systems. With 
advantages like high efficiency, reliability and sustainability of supply and distribution 
also lies their disadvantages. Modernization of power systems have made the control and 
transmission unit more computer dependent. Use of open communication channels in 
NCS have resulted in time delays. The presence of time delays in power systems can also 
be attributed to intruders, cyber-attacks, communication latencies, computational delays, 
  
delays due to sensor measurements and even sometimes naturally (Li et al., 2018; 
Sargolzaei et al., 2016). Systems with time delays exhibit oscillations, poor performance 
and often are difficult to stabilize and control. Thus, the presence of time delays and their 
effects are inevitable and cannot be ignored during the modelling of physical systems. In 
power systems, time delays can be present in sensing loop or control loop or both. To the 
best knowledge of authors, LFC with time delays in both state and control input is still 
open for research. Therefore, in this article, a novel LFC problem is formulated with time 
delays present in both state and control input.   
There exists a considerable amount of work reported on the control of time delay 
systems. Stability analysis of linear time varying delay system based on linear matrix 
inequalities (LMI) using Bessel-Legendre inequalities is reported in Seuret and 
Gouaisbaiut (2018). Fridman E. (2014) reported a tutorial on Lyapunov based methods 
for time delay systems. Lechappe et al. (2015) proposed a new predictive scheme for the 
control of linear time invariant (LTI) system with constant and known delays in the input 
and unknown disturbances. Predictive control with an application to a DC motor in the 
presence of external disturbance, unknown uncertainties and an unknown input delay is 
proposed in Lechappe et al. (2016). Design of sliding mode predictor observer for state 
estimation and fault reconstruction for output time delay systems using a novel time shift 
approach is presented in Pinto et al.  (2018a). Loukianov et al. (2017) reported a predictor 
based robust control for uncertain linear delay systems via sliding mode control (SMC) 
with delays in both state and control loop. A predictor-based observer using a partial 
differential equation backstepping method for linear systems with output time varying 
delay is reported in Pinto et al.  (2018b). In the field of LFC, the presence of state and 
input delays are very challenging and has attracted the attention of research community 
over the last few decades. Most of the articles reported on LFC have either ignored the 
presence of time delays or have considered a controller that is robust against time delays. 
Ignorance of time delays in the field of LFC can have a catastrophic effect on the 
controller design. 
Delay dependent stability for LFC with constant and time varying delays based on 
calculation of delay margin using Lyapunov theorem and LMI is reported in Jiang et al. 
(2012). Delay dependent robust LFC for time delay power systems using proportional 
integral derivative controller is reported in Zhang et al. (2013). H-infinity based nonlinear 
SMC in interconnected power system with constant and time varying delays using delay 
dependent stability criteria is reported in Prasad et al. (2016). Wen et al. (2015) reported 
  
event triggered LFC for power systems with communication delays via an event triggered 
control method. LFC for two area thermal power systems based on estimated time delays 
and packet loss probability using the markovian approach is proposed in Singh et al. 
(2016). A novel sliding mode estimation-based controller to predict time delays and state 
estimation and to reject the disturbance of estimation error is reported in Yan et al. (2017).  
Sliding mode LFC for multi area time delay power systems with wind power integration 
is proposed in Mi et al. (2017). Robust H-infinity sliding mode LFC of multi area power 
systems with time delays taking into account stochastic disturbances induced by 
integration of renewable energies is proposed in Sun et al. (2018).   
The main objective of the LFC scheme is to maintain the system frequency and the 
interchange power between control areas at the scheduled level (Pandey et al., 2013; 
Pappachen and Fathima, 2017). In this article, load frequency problems with time delays 
in state and control loop under uncertain load conditions is investigated using prediction-
based ST-SMC. It is also well known that the design of any state feedback controller 
requires information of all the system states. However, not all the system states are 
available or are easily measurable. In such cases, system states are estimated using a 
process called observation. This is done by observers which act a replacement to physical 
sensors in practice. It should be noted that differentiating a state to obtain other should be 
avoided as it leads to low signal to noise ratio. The prediction-based ST-SMC is based on 
estimated state and disturbance. The higher order sliding mode observer (HOSMO) with 
inherent advantages of robustness, finite time convergence and insensitivity to 
disturbances estimate system states from the output and control signal. Compared to 
modern state of the art, observer-based controller designs are advantageous in practice as 
they minimise the use of physical sensors, unwanted noise, design cost etc. Another 
component of the proposed design is the disturbance observer (DO). The DO based 
controller mitigates wide deviations in the frequency under load disturbances. This is 
done by estimating the unknown disturbance and designing a sliding surface dependent 
on the estimated disturbance (Li et al., 2014). 
The prediction-based ST-SMC uses the estimated system states and ensures finite time 
convergence of frequency and tie line power deviation under load disturbance with time 
delays. Unlike higher order SMC, the supremacy of super twisting control (STC) lies in 
the fact that it only acts on the first-time derivative of sliding surface to counter chattering 
without any loss in control accuracy. This eliminates the need of increased information 
demand and also memory to store the information about the higher order time derivatives 
  
of sliding surface to attenuate chattering.  Furthermore, the robustness of the proposed 
design is validated under ramp and random step load disturbances, power system 
nonlinearities, integration of renewable energy resource and also with IEEE 39 bus large 
power system popularly known as New England 39 bus power system. To summarise, 
the main contributions of this work are: 
• Formulation of a novel LFC problem with time delays in state and control input 
under uncertain load conditions.  
• A prediction based chattering free controller is designed to compensate the effect 
of time delays and to confirm finite time convergence of frequency and tie line 
power deviations under load disturbance. 
• To guarantee robustness of the proposed design under time varying delays, wide 
range of uncertainties, typical nonlinearities of power systems, with an integration 
of renewable energy resource and with IEEE 39 bus large power system. 
The remainder of the article is outlined as follow: Section 2 deals with the dynamic 
model of multi area power systems with time delays in state and control loop. Section 3 
investigates the design of state and disturbance observers. In section 4, prediction-based 
ST-SMC is designed based on estimated state and disturbance. In section 5, simulation 
results are discussed. Finally, the article ends with conclusion and scope for future work 
in section 6. 
2. Dynamic model of multi area power systems with time delays 
 
Figure 1. Load frequency control model of power systems with time delays 
The foremost step in the design and analysis of a control system is the mathematical 
modelling of the system. In LFC, linearized model of multi area power system is 
permissible as only small changes in load are expected during its normal operation 
  
(Sarkar et al., 2018; Prasad et al., 2017; Mi et al., 2013). Each control area is an assembly 
of its own governor, turbine, generator and load. The Load frequency model of multi area 
power systems with time delays in system state and control input is depicted in fig. 1. 
The dynamic model for the 
thi area is given as, 
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where ( ) inix t  represents state vector, ( ) j
n
jx t   is the neighbouring state vector of 
( )ix t  and ( ) i
m
iu t  is the control vector. Matrices
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 depict system matrix, delay matrix, input matrix and interconnection gain 
matrix.   
In equation (1), ( ) ( )
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w t F P t=  , ( ) ( )i it t d t t t = −    and ( ) ( )i it t h t t t = −    
where i in kiF
  and ( ) i
i
k
dP t   (p.u. MW) depict disturbance matrix and vector of 
load disturbance respectively. Variables ( )id t  and ( )ih t  are the delays in system state 
and control input respectively.  
The state variable vector is defined as,                                    
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where ( )if t  is the change in frequency (Hz); ( )
ig
P t is the change in power output (p.u. 
MW); ( )
ig
X t is the change in governor valve position (p.u. MW); ( )iE t is the change 
in integral control (p.u. MW) ; ( )i t  is the change in rotor angle deviation (radian). In 
equation (1), the matrices iA , diA , iB , iC , ijE  and iF  are represented as follow, 
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sijK (p.u. MW) is the interconnection gain between area i and j (i≠j) and if there is no 
exchange of power between i and j, 0.sijK =   
For the above defined time delay system, following assumptions are made: 
Assumption 1: The incremental change of load disturbance ( )diP t in system (1) is slow 
changing and bounded such that ( )i ow t   , where o  is a positive constant, and its 
time derivative is also bounded and satisfies ( )lim 0i
t
w t
→
= (Liao et al., 2017).  
Assumption 2: The function ( )i t  is differentiable and bounded, i.e. there exist 0i  , 
such that, 
( )0 , 0
ii
t t     .                                                                                                   (5) 
Assumption 3: The time varying delays ( )id t  and ( )ih t  are bounded, so there exist  
max
0id   and max 0ih   such that, 
( )
max
0 i id t d                                                                                                                    (6)
( )
max
0 i ih t h                                                                                                                     (7) 
Remark 1: Assumption 2 also implies that ( )i t  is strictly increasing then the function 
( )i t  is invertible and its inverse ( )
1
i t
−
 is computable (Barragan et al., 2018). 
The proposed control scheme for the time delay system (1) consist of dividing ( )iu t  
into two components with each term having a specific purpose (Loukianov et al., 2017). 
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i ii o d
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The component ( )
id
u t  is used to cancel the time delay in state ( )( )
id i i
A x t  in order to 
enable the design of a predictor. Using ( )
id
u t  results a system which is free from state 
  
time delay. The component ( )
io
u t  is the prediction based STC that compensates the time 
delay in the control loop. 
Substituting equation (8) in (1) results,
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Selecting a matrix i i
i
m n
dA
  such that 
i id i d
A B A= and substituting it in equation (9), 
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Now, selecting ( ) ( )( )
i id d i i
u t A x t= − , where ( ) ( )( )1i i it t  −=  and substituting it in 
equation (10) yields (Barragan et al., 2018),  
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3. Design of state and disturbance observer  
As discussed earlier, design of any multivariable state feedback control requires 
information of all the system states. However, not all the system states are available or 
are easily measurable. In such cases, estimation of unmeasurable state variables is done 
by observer and this process is commonly known as observation. State observers serve as 
a replacement for physical sensors for obtaining unavailable quantities (Liu et al., 2018). 
In practice, observer-based control design is advantageous as it minimizes the number of 
sensors required, unwanted noise with the sensors and also design cost. However, 
observation of system states in the presence of unknown input is very challenging 
problem in modern control theory. The design of such observers is based on a condition 
that only output is available without its derivatives (Fridman et al., 2007). In this article, 
state estimation is done using HOSMO. The HOSMO provide global observation of the 
states and the output under sufficient and necessary condition of strong observability or 
strong detectability (Fridman et al., 2008; Fridman et al., 2006). The sliding mode 
observer (SMO) based on step by step state vector reconstruction require filters at each 
step due to imperfections of analog devices. However, the use of HOSMOs eliminates 
the use of filters at each step (Fridman et al., 2008). 
The following assumption is necessary for the design of state observer which is 
discussed in the sequel. 
  
Assumption 4: The pair ( ),i iC A  is observable.  
 The estimated states are used for the design of prediction-based ST-SMC. Transforming 
equation (11) using i i iz T x , where 
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where 
1
i i i iT AT
− = , i i iT B = , 
1
ij i ij jT E T
− =  , ( ) ( )i i it T w t =  and 
1
i i iC T
−= . The 
HOSMO takes the form of a fundamental Luenberger observer plus higher order sliding 
mode differentiator (Fridman et al., 2007; Mohamed et al., 2016) 
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where ( )ˆiz t  is the estimation of ( )iz t , iL  is the designed gain matrix, ( ) ( ) ( )ˆi i ie t x t x t= −  
and ( )ˆ iw t  is the estimated disturbance whose dynamics will be given in the sequel. Using 
( )ie t , one selects the correction term ( )( )i ie t  as follows (Chalanga et al., 2016), 
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It should be noted that choice of constant gains 1 5,.......,i i   are not unique, however in 
in this work they have been selected as positive constants. System states can be recovered 
back using same transformation now in the form 
1ˆ ˆi i ix T z
−=  as, 
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Considering ( )iw t  as a state vector, the augmented model of system (11) can be rewritten 
in the following form (Wang et al., 2016), 
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The HOSMO along with disturbance observer in the matrix form can be written as, 
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Reminding that ( ) ( ) ( )ˆi i ie t x t x t= −  and defining ( ) ( ) ( )ˆi i iw t w t w t= − , the observer 
error system is obtained as, 
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 and based on assumption 4, the observer gain matrices iL  
and i  are selected such that there exist a matrix 
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 which is the solution of 
Lyapunov equation (19), with positive definite matrices 0iS  and 0i  .  
T
i i i i iA H H A R+ = −  where 0iR  .                                                                                   (19) 
In the following, using a candidate Lyapunov function, we ensure that the error dynamic 
equation (18) is asymptotically stable and is independent of the unknown disturbance
( )iw t . 
Theorem 1:  The error dynamic equation (18) is asymptotically stable and is independent 
of the unknown disturbance ( )iw t  provided the roots of iA  have negative real parts or lie 
at the left half of complex plane.  
Proof: Combining the state and disturbance estimation error as ( )
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consider a candidate Lyapunov function as, 
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Taking the derivative of (20) along the trajectories of (18), 
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Substituting ( )i t  from equation (18) in (21), 
  
( ) ( )
( )
( )( )
( )
( ) ( )
( )
( )( )
0
0
0
0
TT
i iT T
i i i i i
i
i iT
i i i i
i
e t
V t t A H t
w t
e t
t H A t
w t

 

 
    
= + −    
     
    
+ + −    
     
                                                     (22)              
Based on assumption 1, equation (22) can be rewritten as follow, 
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i i i i i i i i i i i
e t e t
V t t A H H A t H t t H
 
   
   
= + − −   
      
      (23) 
Using (19), equation (23) can be rewritten as, 
( ) ( ) ( ) ( )
( )( )
2
0
i iT T
i i i i i i
e t
V t t R t t H

  
 
= − −  
  
                                                                      (24) 
Reminding ( )
( )
( )
i
i
i
e t
t
w t

 
=  
 
 and 
0
0
i
i
i
S
H

 
=  
 
, equation (24) can be reduced to the 
following form, 
( ) ( ) ( ) ( ) ( )( )2Ti i i i i i i iV t t R t e t S e t  = − −                                                                             (25) 
By the proper selection of constant gains of the correction term ( )( )i ie t which in this 
case are positive constants, we can confirm that, ( ) 0iV t  . This shows that the 
observation error is asymptotically stable. This completes the proof.                                                                                                                   
4. Prediction based super twisting controller using disturbance observer  
 
Figure 2. Block diagram of prediction-based ST-SMC using DO 
  
The proposed prediction based STC using estimated states and disturbance is shown in 
fig. 2. The said control scheme results in equation (15) which is perfectly free from state 
time delays. In order to compensate the time delay in the control input i.e. ( )( )
io i
u t
which can also be written as ( )( )
io i
u t h t− , a delay predictor is designed of the form 
(Loukianov et al., 2017; Lechappe et al., 2018, 2015), 
( ) ( ) ( ) ( ) ( )
( )
ˆi i i
i
i
t
A h t A t
i i i o
t h t
t e x t e B u d

  
−
−
= +                                                                (26) 
where ( ) ini t  depicts the predictor state compensating input delay. The computation 
of ( )i t is generally difficult to perform because of an integral term. The integral in (26) 
can be approximated in real time by various numerical quadrature rules like rectangular, 
trapezoidal, Simpson’s 1/3rd rules etc. In this case, the integral is discretised in finite 
number of points using backward rectangular rule which can be referred from Zhong, 
2006.  
The derivative of (26) is obtained as, 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )
( ) ( )
( )
ˆ ˆ 1i i i i i i
i i
i
i
i
A h t A h t A h t
i i i i i i o i i o i
t
A t
i i o
t h t
t e x t A h t e x t B u t h t e B u t h t
A e B u d


 
−
−

= + + − − −
+
   (27) 
Substituting ( )ˆix t  from equation (15) in equation (27) and solving further, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )
( )( ) ( ) ( )( ) ( ) ( )
( )
ˆ ˆ
ˆ ˆ
1
i i i i i i i i
i
i i i i i i
i
i i i
i i
i
A h t A h t A h t A h t
i i i i o i ij j i i i
j N
j i
A h t A h t A h t
i i i i i i i o
t
A h t A t
i i o i i i o
t h t
t A e x t e B u t h t e E x t e L C e t
e e t e w t A h t e x t B u t
h t e B u t h t A e B u d



 


−
−


= + − + +
+ + + +
− − − +
      (28) 
Substituting ( ) ( ) ( ) ( ) ( )
( )
ˆi i i
i
i
t
A h t A t
i i i i i i o
t h t
A t Ae x t A e B u d

  
−
−
= +  in the above equation 
(28), 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
ˆ
ˆ ˆ
i i i i i i
i
i i i i i i
i
A h t A h t A h t
i i i i o ij j i i i i i
j N
j i
A h t A h t A h t
i i i i i i o i
t A t B u t e E x t e L C e t e e t
e w t A h t e x t h t e B u t h t
  


= + + + +
+ + + −
        (29) 
Design of SMC involves two fundamental steps: first is the design of sliding surface and 
second is the design of control law that drives the system states from any initial condition 
to the sliding surface in finite time and forces the system states to remain on it thereafter. 
  
In this work, a PI type sliding surface based on predictor state ( )i t  and an estimated 
disturbance ( )ˆ iw t  is used to improve the overall dynamic performance under mismatched 
uncertainties and nonlinearities (Mi et al., 2013). The following assumption is necessary 
for the design of controller which is discussed in the sequel. 
Assumption 5: The pair ( ),i iA B  is controllable. It implies there exists a matrix iK  such 
that ( )i i iA B K−  is Hurwitz and this ensures existence of a symmetric positive matrix iP , 
which is the solution of Lyapunov equation, 
 ( ) ( )
T
i i i i i i i i iA B K P P A B K Q− + − = −  where 0iQ  .                                                        (30) 
A PI type sliding surface based on predictor state and estimated disturbance is selected as 
follow, 
( ) ( ) ( ) ( ) ( )
0
ˆ
t
i i i i i i i i it G t G A B K d w t    = − − +                                                        (31) 
where ( )i t  is the 
thi  area sliding surface, matrix iG  is selected such that i iG B  is non-
singular. In this work, we select iG  for the 
thi  area as,  0 0 1 0 0
ii G
G T =   .  
Based on assumption 1, differentiating equation (31) and solving further, 
( ) ( ) ( ) ( )i i i i i i i it G t G A B K t  = − −                                                                             (32) 
Substituting equation (29) in (32),
( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( )
ˆ ˆ
ˆ
i i i i i i
i
i i i i i i
i
A h t A h t A h t
i i i o ij j i i i i
j N
j i
i i
A h t A h t A h t
i i i i i i i o i
i i i i i
A t B u t e E x t e L C e t e w t
t G
e e t A h t e x t h t e B u t h t
G A B K t






 + + + +
 
=  
 
+ + + − 
− −
   (33)   
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( )
( ) ( ) ( )( )
ˆ
ˆ ˆ
i i i i
i
i i i i i i
i i
i
A h t A h t
i i i i i i i o i ij j i i i i
j N
j i
A h t A h t A h t
i i i i i i i i i
A h t
i i i o i
t G B K t G B u t G e E x t G e L C e t
G e w t G e e t G A h t e x t
G h t e B u t h t
 



= + + +
+ + +
+ −
                (34)                                   
The equivalent control law on the sliding mode is obtained by substituting ( ) 0i t =  in 
the above equation (34), 
  
( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
ˆ
1
ˆ ˆ
i i i i i i
i
i i i i i i
i
A h t A h t A h t
i i i i i ij j i i i i i i i
j Neq
j i
o
i i A h t A h t A h t
i i i i i i i i i o i
G B K t G e E x t G e L C e t G e e t
u t
G B
G e w t G A h t e x t G h t e B u t h t
 


 + + +
 −
=  
 
+ + + − 
           
                                                                                                                                      (35) 
The above formulated equivalent control compensates the time delay in the input loop 
and also ensures finite time convergence of the system states. The prediction based-STC
( )
io
u t  in equation (8) which is main focus of this article to achieve chattering free control 
and also to overcome the uncertainties in the system consist of three parts namely, the 
equivalent control law ( )
i
eq
o
u t  designed by substituting ( ) 0i t = , the continuous state 
function and the discontinuous input with an integrator (Chalanga et al., 2016; Heng et 
al., 2017). Thus, ( )
io
u t  in equation (8) is achieved as, 
( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( )( ) ( )( )
0.5
1 2
0
ˆ
1
ˆ ˆ
i i i i i i
i
i i i i i i
i
A h t A h t A h t
i i i i i ij j i i i i i i i
j N
j i
o
i i A h t A h t A h t
i i i i i i i i i o i
t
i i i
G B K t G e E x t G e L C e t G e e t
u t
G B
G e w t G A h t e x t G h t e B u t h t
t sign t sign t d
 
     




 + + +
 −
=  
 
+ + + − 
− −
  
                                                                                                                                      (36) 
where 1  and 2  are the positive constants. Reminding ( )i ow t   , we select 
1 1.5 o =   and 2 1.1 o =  . Now, using (8), the proposed prediction based chattering 
free control signal compensating both state and input delays and also the uncertainties 
can now be given as, 
 
( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( )( ) ( )( ) ( )( )
0.5
1 2
0
ˆ
1
ˆ ˆ
ˆ
i i i i i i
i i i i i i
i
i
A h t A h t A h t
i i i i i ij j i i i i i i i
j N
j i
i
i i A h t A h t A h t
i i i i i i i i i o i
t
i i i d i i
G B K t G e E x t G e L C e t G e e t
u t
G B
G e w t G A h t e x t G h t e B u t h t
t sign t sign t d A x t
 
      




 + + +
 −
=  
 
+ + + − 
− − −
                           
                                                                                                                                      (37) 
Rewriting the closed loop equation of system in terms of predictive states by substituting 
( )
io
u t  from equation (36) in equation (29). Upon solving, ( )i t  is reduced to the 
following form, 
( ) ( ) ( ) ( ) ( )( ) ( )( )
0.5
1 2
0
t
i i i i i i i i i it A B K t B t sign t B sign t d       = − − −                   (38) 
  
Rewriting the dynamics of (32) after substituting (38) we get, 
( ) ( ) ( )( ) ( )( )
0.5
1 2
0
t
i i i i i i i it G B t sign t G B sign t d      = − −                                     (39)                                            
It should be noted that the proposed prediction-based control scheme results in a closed 
loop system (38) which is free from any state and input time delays. Therefore, unlike 
delay dependent stability conditions for closed loop systems with time delays, in this 
article the asymptotic stability of the closed loop system can be proved by delay 
independent Lyapunov functional candidate.  
Theorem 2: If Assumptions 2 and 3 hold true, the trajectory ( )ix t  of the 
thi  area tends 
to zero provided i iG B  is non-singular and the super twisting controller gains 
1 20, 0   . 
Proof: Considering a candidate Lyapunov function as, 
( ) ( )
2
0.5i iV t t=                                                                                                             (40) 
Taking the time derivative of (40), 
( ) ( ) ( )i i iV t t t =                                                                                                            (41) 
Substituting equation (39) in (41), 
( ) ( ) ( ) ( )( ) ( )( ) 0.51 2
0
t
i i i i i i i i iV t t G B t sign t G B sign t d      = − −                          (42) 
With proper selection of matrix iG  as mentioned in section 4 of the article and also 
ensuring that i iG B  is non-singular which in this article is 1i iG B = , we can conclude that,  
( ) 0iV t  .                                                                                                                        (43) 
Equation (43) means that the sliding surface ( )i t  is asymptotically stable and thus tends 
to zero. Since the sliding surface ( )i t  is a function of predictor state ( )i t , thus it can 
be deduced that ( )i t  also tends to zero. This implies that ( )ˆix t  tends to zero and since 
the error dynamic equation is stable (from theorem 1), we can conclude that ( )ix t  tends 
to zero. 
This completes the proof.                                                                                                    
5. Results and Discussion 
In order to illustrate the effectiveness and feasibility of the proposed control design, 
three area interconnected power system model is considered with time delays in state and 
  
control loop. The basic parameters of three area interconnected power systems are given 
in Table 1 (Mi et al., 2013). 
TABLE 1 POWER SYSTEM PARAMETER VALUES 
Area 
iP
T  
iP
K  
iT
T  
iG
T  iR  iEK  iB
K  
sijK  
1 20 120 0.3 0.08 2.4 10 0.41 0.55 
2 25 112.5 0.33 0.072 2.7 9 0.37 0.65 
3 20 115 0.35 0.07 2.5 7.1 0.4 0.545 
 
A. Performance analysis with constant time delays  
In this case the proposed control scheme is validated with different constant time delays 
in the system state and control input. The time delays considered in system state in area 
1, 2 and 3 are 0.05 second, 0.1 second and 0.15 second respectively. The input time delays 
considered in area 1, 2 and 3 are 0.03 second, 0.08 second and 1 second respectively.   
Scenario 1:  A three-area interconnected power system model is considered with initial 
condition ( )  0 0.01 0.01 0.01 0.01 0.01
T
ix = . The frequency deviation is found to 
be within acceptable limit in each area with chattering free control signal (see figs. 3(a) 
& (b)). The HOSMO estimates the system states from the output and control signal (see 
figs. 4(a), (b), (c) & (d)). In practice, observer-based controller design is advantageous as 
system states are not always available for measurement or are difficult to measure. In that 
case observers act a replacement for the physical sensors.  
 
                                  (a) ( )if t                                                               (b) Control signal 
Figure 3. Response using proposed design with initial condition 
  
  
                                        (a) ( )1fˆ t                                                                       (b) ( )1
ˆ
gP t  
  
                                        (c) ( )
1
ˆ
gX t                                                                   (d) ( )1Eˆ t  
Figure 4. Comparison of actual and estimated state 
Scenario 2: In this case, step load disturbance of ( )
1d
P t =0.02 p.u. MW, ( )
2d
P t =0.015 
p.u. MW and ( )
3d
P t =0.01 p.u. MW is applied in area 1, 2 and 3 respectively. The load 
disturbances are applied at time t=5 sec. The proposed design confirms finite time 
convergence of frequency and tie line power deviation with chattering free control signal. 
The presence of time delays in the system produces oscillations in the response, however 
it perishes out in finite time (see figs. 5(a), (b) and (c)). The disturbance observer 
estimates the disturbance over wide range and ensures frequency deviations under load 
disturbance to be within acceptable limit (see fig. 5(d)). 
 
                                         (a) ( )if t                                                                     (b) ( )itieP t  
  
 
                                 (c) Control signal                                                   (d) Estimated disturbance 
Figure 5. Response using proposed design under step load disturbance 
B. Performance analysis with time varying delays 
In practical applications, the assumption of constant time delays become too restrictive. 
In this case, the proposed control design is validated in the presence real time operating 
conditions. This is achieved by incorporating time varying delays in each area of power 
systems. These time varying delays have a chance of varying from area to area. However, 
with same network protocols and measurement technique in different areas and the 
transmission medium together with the physical transmission distance to be almost same, 
this would guarantee all delays vary in the same manner in each area (Yang et al. 2018). 
The time varying delays in state and input considered in each area can be seen from figs. 
6(a) & (b). A step load disturbance of ( )
1d
P t =0.02 p.u. MW, ( )
2d
P t =0.015 p.u. MW 
and ( )
3d
P t =0.01 p.u. MW is applied in area 1, 2 and 3 respectively at time 0t =  
seconds.   
    
                                       (a) ( )id t                                                                         (b) ( )ih t  
Figure 6. Time varying state and input delays 
Scenario 1: The proposed design ensures finite time convergence of frequency and tie 
line power deviation with chattering free control signal under step load disturbance (see 
figs. 7(a), (b) & (c)). The disturbance observer estimates the disturbance over wide range 
and ensures frequency deviations under load disturbance to be within acceptable limit 
  
(see fig. 7(d)). From the simulation results it can be seen that the oscillations in the 
response due to the presence of time delays perishes out in finite time. 
 
                                        (a) ( )if t                                                                (b) ( )itieP t  
     
                                  (c) Control signal                                               (d) Estimated disturbance 
  Figure 7. Response using proposed design under step load disturbance 
Furthermore, the proposed design is also validated under disturbance which is 
combination of ramp signals. A ramp disturbance is considered till 1.5t =  seconds and 
1t =  second in area 1 and 3 respectively. Further, there is a slope change in the 
disturbance at 1.5t =  seconds and 1t =  second in area 1 and 3 respectively. In area 2, no 
load disturbance is considered till 10t   seconds. At 10 seconds, there is a step load 
disturbance of 0.01 p.u. MW. The disturbances, estimated disturbances and 
corresponding frequency deviations can be seen from figs. 8(a) & (b). From the 
simulation results, it can be observed that frequency deviations though affected by 
oscillations are found to be within acceptable limit under ramp disturbances. 
 
                           (a) ( )
id
P t  and  ( )ˆ
id
P t                                                       (b) ( )if t  
  Figure 8. Response using proposed design under ramp disturbance 
  
Scenario 2: In order to test the robustness of the proposed control design, random step 
load disturbance is considered in each area. The random step load disturbance in area 1, 
2 and 3 is illustrated in figs. 9(a), 10(a) & 11(a) respectively. The frequency deviations 
are found to within acceptable limit under random step load disturbance in the presence 
of time delays (see figs. 9(b), 10(b) & 11(b)). This is achieved using chattering free 
control signal, furthermore the DO also gives a finite time estimation of random step load 
disturbance with minimum deviations (see figs. 12(a) & (b)).  
 
                                       (a) 
1
(t)dP                                                                   (b) ( )1f t  
Figure 9. Response using proposed design under random step load disturbance 
 
                                     (a) 
2
(t)dP                                                                  (b) ( )2f t  
Figure 10. Response using proposed design under random step load disturbance 
 
                                        (a) 
3
(t)dP                                                                     (b) ( )3f t  
Figure 11. Response using proposed design under random step load disturbance 
  
 
                                 (a) Control signal                                                   (b) Estimated disturbance 
Figure 12. Response using proposed design under random step load disturbance 
Scenario 3: In this case, constraints handling ability of the proposed design is validated 
in the presence of governor deadband (GDB) and generation rate constraints (GRC). A 
GRC is a physical constraint that limits the rate of change of generator output due to 
physical limitations of turbine. GDB can be defined as a band of input signal for which 
governor may not immediately react. In this case GRC is modelled using closed loop 
modelling method as shown in fig. 13(a) and can also be referred from Tan et al. (2017). 
The value of GDB and GRC considered are 0.0006 per unit or 0.06% and 0.8 p.u. 
MW/sec respectively. From figs. 13(b), (c) & (d) it can be observed that the dynamic 
performance of the proposed design is affected by larger overshoot due to the presence 
of nonlinearities. However, the proposed design still ensures a satisfactory performance 
in the presence of nonlinearities.  
 
(a) Nonlinear model with GRC and GDB   
 
 
                                        (b) ( )1f t                                                                  (c) ( )2f t  
  
 
               (d) ( )3f t  
Figure 13. Response with nonlinearities under step load disturbance 
Scenario 4: In this case, fluctuation in frequency is observed with the integration of 
renewable energy resources in particular wind energy. Wind energy is one of the cleanest, 
cheapest and eco-friendly resources of energy. However, wind power is usually 
dependent on the speed of the wind. Fluctuation in wind speed results in frequency 
deviation from its schedule value. The output of the wind turbine depends on the wind 
speed and is proportional to the cube of the wind speed (Mi et al., 2017). Neglecting 
nonlinearities in wind turbine system involving pitch control mechanism, the transfer 
function of wind turbine can be approximated by first-order lag function as in Lee and 
Wang (2008), 
                                                   
1
WG W
W
W W
P K
G
P sT

= =
 +
                                                (44)          
WGP  is the change in wind energy output power, WP is the change in output power, 
WK is the gain of wind generator, WT is the time constant of wind generator. The values 
of the parameter can be referred from (Lee and Wang, 2008). The frequency deviation 
with the integration of renewable energy resource is found to be satisfactory and within 
acceptable limit (see figs. 14(a) & (b)). 
   
                   (a) Wind disturbance                                                              (b) ( )if t  
Figure 14. Response with an integration of wind energy under step load disturbance 
  
Scenario 5: In this case, the proposed method is validated with IEEE 39 bus large power 
system. It is a combination of 10 generators, 19 loads, 34 transmission lines and 12 
transformers. The single line diagram of IEEE 39 bus system is illustrated in fig. 15(a). 
The 39-bus system can be sub grouped in 3 areas. Generators G1, G2 and G3 in area 1, 
Generators G8, G9 and G10 in area 2 and generators G4, G5, G6 and G7 are grouped in 
area 3 (Sarkar et al., 2018; Bevrani et al., 2010). However, only one generator in each 
area is responsible for load frequency task; generator G1, G9 and G4 in area 1, 2 and 3 
respectively (Sarkar et al., 2018; Bevrani et al., 2010). The loads connected in area 1, area 
2 and area 3 are 263 MW, 230 MW and 126 MW respectively. The other parameter values 
can be referred from Bevrani et al. (2010). The frequency deviation is affected by 
oscillations; however, the response is found to be satisfactory and within acceptable limit 
with IEEE 39 bus large power system (see fig. 15(b)). 
 
(a) Single line diagram of IEEE 39 bus system.  
 
          (b) (t)if  
Figure 15. Response with IEEE 39 bus system under step load disturbance 
  
6. Conclusion 
In this article, prediction-based ST-SMC with state and input time delays is reported. 
The proposed prediction-based control scheme is used to compensate the effects of time 
delays in the state and input loop. The design of STC is based on the estimated state and 
load disturbance. The design is carried out on three area interconnected power systems 
under step load disturbance, ramp and random step load disturbances, with power system 
nonlinearities, with an integration of renewable energy resource and also with IEEE 39 
bus large power system. The system response: frequency and tie line power deviations 
have been evaluated and found to be within acceptable limits. This is achieved with 
chattering free control signal which is important during experimental implementations. 
Based on the present work, future work will focus LFC in the presence of multiple time 
delay. Control in the presence of multiple time delays is challenging and is still open for 
research. 
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