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Abstract
Orey suggested the definition of an index for Gaussian process with stationary increments
which determines various properties of the sample paths of this process. We provide an
extension of the definition of the Orey index towards a second order stochastic process which
may not have stationary increments and estimate the Orey index towards a Gaussian process
from discrete observations of its sample paths.
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1 Introduction
Fractional Brownian motion (fBm) is a popular model in financial mathematics, economics and
natural sciences. It is well known that the fBm BH is the only continuous Gaussian process
which is self-similar with stationary increments and that depends only on index 0 < H < 1.
Moreover, a fBm with Hurst index H is Ho¨lder up to order H .
For a real zero-mean Gaussian process with stationary increments, Orey suggested the
following definition of the index.
Definition 1 (see [16], [13]) Let X be a real-valued zero-mean Gaussian stochastic process
with stationary increments and continuous in mean-square sense. Let σX be the incremental
variance of X given by σ2X(h) = E[X(t+ h)−X(t)]
2 for t, h > 0. Define
β̂∗ := inf
{
β > 0: lim
h↓0
hβ
σX(h)
= 0
}
= lim sup
h↓0
ln σX(h)
lnh
(1)
and
β̂∗ := sup
{
β > 0: lim
h↓0
hβ
σX(h)
= +∞
}
= lim inf
h↓0
ln σX(h)
lnh
. (2)
If β̂∗ = β̂
∗ then X has the Orey index β̂∗ = β̂
∗ = βX .
If a Gaussian process with stationary increments has Orey index then almost all sample paths
satisfy a Ho¨lder condition of order γ for each γ ∈ (0, βX) (see Section 9.4 of Cramer and
Leadbetter [5]). For fBm BH with the Hurst index 0 < H < 1 the Orey index βBH = H .
So we have a class of Gaussian processes with stationary increments depending on the Orey
index βX .
Recently there have been two extensions of fBm which preserve many properties of fBm,
but have no stationary increments except for particular parameter values. One of them is a
so called sub-fractional Brownian motion (sfBm) (see [1]) and another one is a bifractional
Brownian motion (bifBm) (see [9], [17]). Thus it is very natural to extend the definition of
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the Orey index for Gaussian processes so that it would be possible to consider processes which
may not have stationary increments and have the Orey index.
We will provide such extension of the Orey index. As will be shown later, processes sfBm
and bifBm satisfy this extended definition of the Orey index and are Ho¨lder up to the Orey
index. Moreover, for fBm, sfBm, and bifBm, the Orey index coincides with their self-similarity
parameter. Therefore it is enough to construct and consider the asymptotic behavior of an
estimate of the Orey index instead of estimating parameters of each of the processes under
consideration.
Many authors have already considered the asymptotic behavior of the first- and second-
order quadratic variations of Gaussian processes (see [2], [3], [8], [10], [11], [12], [14]). The
conditions in those papers are expressed in terms of covariance of a Gaussian process and
depend on some parameter γ ∈ (0, 2). If a Gaussian process has the Orey index then conditions
on a covariance function may be expressed in its terms. As it will be shown below, the Orey
index can be obtained for some well-known Gaussian processes. Moreover, in order to consider
stochastic differential equations (SDE) driven by processes with a bounded p-variation, we
should know when the Riemann-Stieltjes (RS) integral is defined. For Gaussian processes the
Orey index helps to obtain these conditions.
The purpose of this paper is to give an extension of the definition of the Orey index for the
second order stochastic processes which may not have stationary increments and to estimate
the Orey index for a Gaussian process from discrete observations of its sample paths.
Norvaiˇsa [15] extends the definition of the Orey index for the second order stochastic
processes which may not have stationary increments. He showed that sfBm and bifBm satisfy
this extended definition of the Orey index. In this paper we give a different extension of the
definition of the Orey index as it is more convenient for our purposes. Moreover, it is given in
an explicit form.
The paper is organized in the following way. Section 2 contains the definition of the Orey
index for a second order stochastic process. The conditions when the second order stochastic
process has the Orey index are also given. Moreover, for some well-known Gaussian processes
which do not have stationary increments the Orey index is obtained. Section 3 contains the
results on an almost sure asymptotic behavior of the second-order quadratic variations of
a Gaussian process. We also verify the obtained conditions for some well-known Gaussian
processes.
2 Generalized Orey index for the second order stochas-
tic processes
Let X = {X(t) : t ∈ [0, T ]} be a second order stochastic process with the incremental variance
function σ2X defined on [0, T ]
2 := [0, T ]× [0, T ] with values
σ2X(s, t) := E[X(t)−X(s)]
2, (s, t) ∈ [0, T ]2.
Denote by Ψ a class of continuous functions ϕ : (0, T ]→ [0,∞) such that limh↓0 ϕ(h) = 0
and limh↓0[h · L
3(h)] = 0, where L(h) = ϕ(h)/h → ∞, h ↓ 0. For example, we can take
ϕ(h) = h · | lnh|α or ϕ(h) = h1−β , where α > 0, 0 < β < 1/3. Set
γ∗ := inf
{
γ > 0: lim
h↓0
sup
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
= 0
}
, (3)
γ˜∗ := inf
{
γ > 0: lim
h↓0
hγ
σX(0, h)
= 0
}
(4)
and
γ∗ := sup
{
γ > 0: lim
h↓0
inf
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
= +∞
}
, (5)
γ˜∗ := sup
{
γ > 0: lim
h↓0
hγ
σX(0, h)
= +∞
}
, (6)
where ϕ ∈ Ψ. Note that 0 6 γ˜∗ 6 γ˜∗ 6 +∞ and 0 6 γ
∗
6 γ∗ 6 +∞.
We give the following extension of the Orey index.
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Definition 2 Let X = {X(t) : t ∈ [0, T ]} be a second order stochastic process with the
incremental variance function σ2X such that sup06s6T−h σX(s, s + h) → 0 as h → 0. If
γ∗ = γ˜∗ = γ
∗ = γ˜∗ for any function ϕ ∈ Ψ, then we say that the process X has the Orey index
γX = γ∗ = γ˜∗ = γ
∗ = γ˜∗.
Remark 3 If we consider a real-valued mean zero Gaussian stochastic process with stationary
increments and continuous in mean square then the Orey indices in Definition 1 and Definition
2 coincide.
Let us introduce the notions
γ̂∗ := lim sup
h↓0
sup
ϕ(h)6s6T−h
ln σX(s, s+ h)
ln h
and γ∗ := lim sup
h↓0
lnσX(0, h)
ln h
, (7)
γ̂∗ := lim inf
h↓0
inf
ϕ(h)6s6T−h
lnσX(s, s+ h)
ln h
and γ ∗ := lim inf
h↓0
lnσX(0, h)
ln h
. (8)
It follows from Remark 3 and (1), (2) that γ˜∗ = γ∗ and γ˜
∗ = γ ∗. Now we compare the
values of γ̂∗ and γ̂∗ with γ
∗ and γ∗, respectively, for a second order stochastic process X.
Lemma 4 Let X = {X(t) : t ∈ [0, T ]} be a second order stochastic process with the incre-
mental variance function σ2X such that
sup
ϕ(h)6s6T−h
σX(s, s+ h) −→ 0 as h ↓ 0. (9)
If 0 < γ˜∗ 6 γ˜∗ < +∞, then γ̂
∗ = γ∗ and γ̂∗ = γ∗.
Proof. The proof of the lemma follows the outlines of calculation of limits of the log-
arithmic ratios (see Annex A.4 in [18]). For completeness we give this proof in Appendix.
For (s, t) ∈ [0, T ]2, s 6= t, set
b(s, t) :=
σX(s, t)
κ|t− s|γ
− 1.
Assume that for some γ ∈ (0, 1) the second order stochastic process X satisfies the condi-
tions:
(C1) σX(0, δ) ≍ δ
γ , i.e., σX(0, δ) and δ
γ are of the same order as δ ↓ 0;
(C2) there exists a constant κ > 0 such that
Λ(δ) := sup
ϕ(δ)6t6T−δ
sup
0<h6δ
∣∣b(t, t+ h)∣∣ −→ 0 as δ ↓ 0
for every function ϕ ∈ Ψ.
For (s, t) ∈ [0, T ]2, s 6= t, set
c(s, t) :=
σ2X(s, t)
κ2|t− s|2γ
− 1. (10)
It follows from (C1) and (C2) that for any ϕ ∈ Ψ
sup
06s6T−h
σ2X(s, s+ h) 6 sup
06s6ϕ(h)
σ2X(s, s+ h) + sup
ϕ(h)6s6T−h
σ2(s, s+ h)
64 sup
06δ6ϕ(h)+h
σ2X(0, δ) + κ
2h2γ
(
sup
ϕ(h)6s6T−h
|c(s, s+ h)|+ 1
)
6O
(
(ϕ(h))2γ
)
+ κ2h2γ
[
Λ2(h) + 2Λ(h) + 1
]
−→ 0 as h ↓ 0. (11)
Thus the process X is continuous in quadratic mean for all s ∈ [0, T − h].
Theorem 5 Assume that for some constant γ ∈ (0, 1) the second order stochastic process X
satisfies conditions (C1) and (C2). Then it has the Orey index that equals γ.
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Proof. Due to Lemma 4 it is sufficient to show that γ̂∗ = γ̂
∗ = γ and γ∗ = γ
∗ = γ.
We first note that condition (C1) implies γ∗ = γ
∗ = γ. Since σX(0, δ) ≍ δ
γ , then there
exist constants 0 < m < M <∞ and δ0 such that
m <
σX(0, δ)
δγ
< M for all δ < δ0.
Thus
γ +
lnM
ln δ
=
ln(Mδγ)
ln δ
<
lnσX(0, δ)
ln δ
<
ln(mδγ)
ln δ
= γ +
lnm
ln δ
as δ < 1,
and we obtain equality γ∗ = γ
∗ = γ.
It remains to prove that γ̂∗ = γ̂∗. It follows from conditions (C1) and (C2) that there
exists δ0 such that for δ 6 δ0 < 1 inequalities σX(s, s + δ) 6 1/2 for all 0 6 s 6 T − δ0 and
Λ(δ) < 1/2 hold. In what follows we suppose that inequalities hold for δ 6 δ0 < 1.
We fix some function ϕ ∈ Ψ. Assume that −1/2 < b(s0, s0 + δ0) 6 0 for some fixed
s0 ∈ [ϕ(δ0), T − δ0]. Furthermore, it is known that −2x 6 ln(1 − x) 6 −x for 0 6 x 6 1/2.
From this inequality we get
ln σX(s0, s0 + δ0) = ln(κδ
γ
0 ) + ln(1 + b(s0, s0 + δ0)) = ln(κδ
γ
0 ) + ln(1− (−b(s0, s0 + δ0)))
6 ln(κδγ0 ) + b(s0, s0 + δ0) 6 ln(κδ
γ
0 ) + Λ(δ0)
and
ln σX(s0, s0 + δ0) > ln(κδ
γ
0 ) + 2b(s0, s0 + δ0) = ln(κδ
γ
0 )− 2|b(s0, s0 + δ0)|
> ln(κδγ0 )− 2Λ(δ0).
It is known that | ln(1 + x)| 6 x for x > 0. Assume that 0 6 b(s0, s0 + δ0) < 1/2 for some
fixed s0 ∈ [ϕ(δ0), T − δ0], then
lnσX(s0, s0 + δ0) = ln(κδ
γ
0 ) + ln(1 + b(s0, s0 + δ0)) 6 ln(κδ
γ
0 ) + b(s0, s0 + δ0)
6 ln(κδγ0 ) + Λ(δ0)
and
ln σX(s0, s0 + δ0) = ln(κδ
γ
0 ) + ln(1 + b(s0, s0 + δ0)) > ln(κδ
γ
0 )− 2|b(s0, s0 + δ0)|
> ln(κδγ0 )− 2Λ(δ0).
Thus for every s ∈ [ϕ(δ0), T − δ0] we obtain
ln(κδγ0 )− 2Λ(δ0) 6 lnσX(s, s+ δ0) 6 ln(κδ
γ
0 ) + Λ(δ0).
Consequently,
γ +
lnκ
ln δ0
−
Λ(δ0)
| ln δ0|
6 inf
ϕ(δ0)6s6T−δ0
lnσX(s, s+ δ0)
ln δ0
6 sup
ϕ(δ0)6s6T−δ0
ln σX(s, s+ δ0)
ln δ0
6γ +
ln κ
ln δ0
+ 2
Λ(δ0)
| ln δ0|
.
and both sides of the above inequality approach γ as δ0 → 0. Thus γ̂∗ = γ̂
∗ = γ.
2.1 Subfractional Brownian motion
We shall prove that sfBm satisfies conditions (C1) and (C2).
Definition 6 ([1]) A sub-fractional Brownian motion with index H, H ∈ (0, 1), is a
zero-mean Gaussian stochastic process SH = (SHt , t > 0) with covariance function
GH(s, t) := s
2H + t2H −
1
2
[
(s+ t)2H + |s− t|2H
]
.
4
The incremental variance function of sfBm is of the following form
σ2SH (s, t) = E|S
H
t − S
H
s |
2 = |t− s|2H + (s+ t)2H − 22H−1(t2H + s2H). (12)
Since for any 0 6 s 6 t 6 T inequalities (see [1])
(t− s)2H 6 σ2SH (s, t) 6 (2− 2
2H−1)(t− s)2H , if 0 < H < 1/2, (13)
(2− 22H−1)(t− s)2H 6 σ2SH (s, t) 6 (t− s)
2H , if 1/2 < H < 1 (14)
hold, then condition (C1) is satisfied.
We get from (12) that
σ2SH (s, s+ h) = h
2H + fs(h),
where
fs(h) := (2s+ h)
2H − 22H−1
[
s2H + (s+ h)2H
]
.
Note that
fs(0) = f
′
s(0) = 0.
By Taylor formula we obtain
fs(h) =fs(0) + f
′
s(0)h+
∫ h
0
f ′′s (x)(h− x) dx =
∫ h
0
f ′′s (x)(h− x) dx
=2H(2H − 1)
∫ h
0
[
(2s+ x)2H−2 − 22H−1(s+ x)2H−2
]
(h− x) dx.
From inequality
[
22H−1(s+ x)2H−2 − (2s+ x)2H−2
]
=
1
(s+ x)2−2H
[
22H−1 −
(
s+ x
2s+ x
)2−2H]
=
1
(s+ x)2−2H
[
22H−1 −
(
1−
s
2s+ x
)2−2H]
6
1
(s+ x)2−2H
[
22H−1 − 2−1
]
,
it follows that for s > 0
|fs(h)| 6 (2
2H − 1)
∫ h
0
h− x
(s+ x)2−2H
dx 6
1
2
(22H − 1)s2H−2h2
and
sup
ϕ(δ)6s6T−δ
sup
0<h6δ
∣∣∣∣σ2SH (s, s+ h)h2H − 1
∣∣∣∣ = sup
ϕ(δ)6s6T−δ
sup
0<h6δ
|fs(h)|
h2H
6 sup
ϕ(δ)6s6T−δ
22H−1δ2−2H
s2−2H
6
22H−1
(L(δ))2−2H
for every ϕ ∈ Ψ, where L(h) = ϕ(h)/h. So we get condition (C2) with κ = 1.
Remark 7 The function ϕ(δ) could not be replaced by δ or 0 in condition (C2). Indeed, e. g.,
H > 1/2. Then
sup
06s6T−δ
sup
06h6δ
|h−2Hfs(h)| > sup
δ6s6T−δ
sup
06h6δ
|h−2Hfs(h)|
= 2H(2H − 1) sup
δ6s6T−δ
sup
06h6δ
∫ h
0
[ 22H−1
h2H(s+ x)2−2H
−
1
h2H(2s+ x)2−2H
]
(h− x) dx
> 2H(2H − 1) sup
δ6s6T−δ
sup
06h6δ
∫ h
0
22H−1 − 1
h2H (2s+ x)2−2H
(h− x) dx
> H(2H − 1) sup
δ6s6T−δ
sup
06h6δ
(22H−1 − 1)h2−2H
(2s + h)2−2H
= H(2H − 1)(22H−1 − 1) sup
δ6s6T−δ
δ2−2H
(2s+ δ)2−2H
= H(2H − 1)(22H−1 − 1)32H−2.
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2.2 Bifractional Brownian motion
Definition 8 ([9]) A bifractional Brownian motion BHK = (BHKt , t > 0) with parameters
H ∈ (0, 1) and K ∈ (0, 1] is a centered Gaussian process with covariance function
RHK(t, s) = 2
−K
(
(t2H + s2H)K − |t− s|2HK
)
, s, t > 0.
The incremental variance function of bifBm is of the following form
σ2BH,K (s, t) = E|B
H,K
t −B
H,K
s |
2 = 21−K
[
|t− s|2HK − (t2H + s2H)K
]
+ t2HK + s2HK .
Let H ∈ (0, 1) and K ∈ (0, 1]. Then
2−K |t− s|2HK 6 σ2BH,K (s, t) 6 2
1−K |t− s|2HK (15)
for all s, t ∈ [0,∞) (see [9]). Thus condition (C1) holds.
Since
σ2BH,K (s, s+ h) = 2
1−K(h2HK − fs(h))
with
fs(h) :=
[
s2H + (s+ h)2H
]K
− 2K−1
[
s2HK + (s+ h)2HK
]
,
then fs(0) = f
′
s(0) = 0 and by Taylor formula we obtain
σ2BHK (s, s+ h)
21−Kh2HK
− 1 = −h−2HK
∫ h
0
f ′′s (x)(h− x) dx,
where
f ′′s (x) =4K(K − 1)H
2[s2H + (s+ x)2H]K−2(s+ x)2(2H−1)
+ 2HK(2H − 1)
[
s2H + (s+ x)2H
]K−1
(s+ x)2H−2
− 2KHK(2HK − 1)(s+ x)2HK−2.
Note that for H > 1/2
(s+ x)2(2H−1)
[s2H + (s+ x)2H ]2−K
=
[
(s+ x)2H
s2H + (s+ x)2H
]2−K
(s+ x)2HK−2 6 (s+ x)2HK−2.
Thus for s > 0
sup
06x6h
|f ′′s (x)| 6
4
s2−2HK
1{H>1/2} +
4
(2s2H)2−Ks2(1−2H)
1{H<1/2}
+
2
(2s2H)1−Ks2−2H
+
2
s2−2HK
6
8
s2−2HK
and
sup
ϕ(δ)6s6T−δ
sup
0<h6δ
∣∣∣∣σ2BHK (s, s+ h)21−Kh2H − 1
∣∣∣∣ 6 sup
ϕ(δ)6s6T−δ
8δ2−2HK
s2−2HK
6
8
(L(δ))2−2HK
for every ϕ ∈ Ψ. So condition (C2) holds.
2.3 Ornstein-Uhlenbeck process
The fractional Ornstein-Uhlenbeck (fO-U) process of the first kind is the unique solution of
the following stochastic differential equation
Xt = x0 − µ
∫ t
0
Xs ds+ θB
H
t , t 6 T, (16)
with µ, θ > 0, where BH , 0 < H < 1, is a fBm. This equation has an explicit solution
Xt = x0e
−µt + θ
∫ t
0
e−µ(t−u)dBHu ,
where the integral exists as a Riemann-Stieltjes integral for all t > 0 (see, e.g., [4]).
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First check condition (C1) for this process. From [4] we know that∫ t
0
eµudBHu = e
µtBHt − µ
∫ t
0
eµuBHu du.
Thus
X2t =
(
x0e
−µt + θ
∫ t
0
e−µ(t−u)dBHu
)2
=
(
x0e
−µt + θBHt − θµe
−µt
∫ t
0
eµuBHu du
)2
63x20 + 3θ
2(BHt )
2 + 3θ2e−2µt
(∫ t
0
BHu de
µu
)2
63x20 + 3θ
2(BHt )
2 + 3θ2e−µt
∫ t
0
(BHu )
2deµu
and
sup
t6T
EX2t 6 3x
2
0 + 6θ
2T 2.
The incremental variance function of X has the following form
σ2X(t, t+ h) =µ
2E
(∫ t+h
t
Xs ds
)2
− 2µθE
(
[BH(t+ h)−BH(t)]
∫ t+h
t
Xs ds
)
+ θ2σ2BH (t, t+ h).
Cauchy-Schwarz inequality yields
E
(∫ t+h
t
Xs ds
)2
6 h2 sup
t6s6t+h
EX2s
and
E
(
[BH(t+ h)−BH(t)]
∫ t+h
t
Xs ds
)
6 E1/2[BH(t+ h)−BH(t)]2
(
h
∫ t+h
t
EX2s ds
)1/2
6 hH+1
(
sup
t6s6t+h
EX2s
)1/2
.
Note that∣∣σ2X(0, h)− θ2h2H ∣∣ = ∣∣σ2X(0, h) − θ2E(BHh )2∣∣ 6 µ2h2 sup
t6h
EX2t + 2µθh
1+H
√
sup
t6h
EX2t .
Condition (C1) follows from these calculations since σ2X(0, h) ≍ h
2H is equivalent to the
requirement that σ2X(0, h)/h
2H converges to some finite non-zero limit as h ↓ 0.
Next, for every ϕ ∈ Ψ
sup
ϕ(δ)6t6T−δ
sup
0<h6δ
∣∣∣∣σ2X(t, t+ h)θ2h2H − 1
∣∣∣∣ 6 θ−2δ1−H[δ1−Hµ2 sup
t6T
EX2t + 2µθ
(
sup
t6T
EX2t
)1/2]
−→ 0
as δ ↓ 0. It follows from the inequality∣∣∣∣σX(t, t+ h)θhH − 1
∣∣∣∣ =
∣∣∣∣σ2X(t, t+ h)θ2h2H − 1
∣∣∣∣/
∣∣∣∣σX(t, t+ h)θhH + 1
∣∣∣∣ 6
∣∣∣∣σ2X(t, t+ h)θ2h2H − 1
∣∣∣∣
that condition (C2) is satisfied.
2.4 Fractional Brownian bridge
The fractional Brownian bridge is defined in [0, T ] as
XHt = B
H
t −
t2H + T 2H − |t− T |2H
2T 2H
BHT , (17)
where BH , 0 < H < 1, is a fBm on the interval [0, T ] (see [7]).
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Now we verify condition (C1). The incremental variance function of XH has the following
form
σ2XH (t, t+ h) = h
2H −
1
4T 2H
f2t (h),
where
f2t (h) :=
[
(t+ h)2H − t2H − |t+ h− T |2H + |t− T |2H
]2
.
It is easy to verify that
f20 (h)
h2H
=
[h2H − |T − h|2H + T 2H ]2
h2H
−→ 0 as h ↓ 0.
Thus
σ2XH (t, t+ h) ≍ h
2H .
So condition (C1) is satisfied.
Assume that H < 1/2. Since∣∣(t+ h)2H − t2H ∣∣ 6 h2H and ∣∣(T − t− h)2H − (T − t)2H ∣∣ 6 h2H ,
then for every ϕ ∈ Ψ
sup
ϕ(δ)6t6T−δ
sup
0<h6δ
∣∣∣∣σ2XH (t, t+ h)h2H − 1
∣∣∣∣ = 14T 2H supϕ(δ)6t6T−δ sup0<h6δ f
2
t (h)
h2H
6 T−2Hδ2H .
Assume that H > 1/2. Then ft(0) = 0 and we obtain from Taylor formula that
σ2XH (t, t+ h)
h2H
− 1 = −
1
4T 2Hh2H
(∫ h
0
f ′t(x) dx
)2
,
where
f ′t(x) = 2H
[
(t+ x)2H−1 − (T − t− x)2H−1
]
.
Thus for every ϕ ∈ Ψ and H > 1/2 we get
sup
ϕ(δ)6t6T−δ
sup
0<h6δ
∣∣∣∣σ2XH (t, t+ h)h2H − 1
∣∣∣∣ 6 δ2−2H4T 2H · 4H2T 4H−2 = H2T 2H−2δ2−2H .
3 The convergence of the second order quadratic
variation of process X along arbitrary partition
Let πn = {0 = t
n
0 < t
n
1 < · · · < t
n
Nn = T}, T > 0, be a sequence of partitions of the interval
[0, T ], where (Nn) is an increasing sequence of natural numbers. Define
mn = max
16k6Nn
∆nk t, pn = min
16k6Nn
∆nk t, ∆
n
k t = t
n
k − t
n
k−1.
Definition 9 A sequence of partitions (πn)n∈N is regular if mn = pn = TN
−1
n for all n ∈ N
or, equivalently, tnk =
kT
Nn
for all n ∈ N and all k ∈ {0, . . . , Nn}.
Usually in practice observations of the process are available at discrete regular time inter-
vals. However, it may happen that the part of observations is lost, resulting in observations at
arbitrary time intervals. Therefore we define the second order quadratic variations of Gaussian
processes along arbitrary partitions.
Definition 10 The second order quadratic variations of Gaussian processes X with Orey
index γ along the partitions (πn)n∈N is defined by
V (2)pin (X, 2) = 2
Nn−1∑
k=1
∆nk+1t(∆
(2)n
ir,k X)
2
(∆nk t)
γ+1/2(∆nk+1t)
γ+1/2[∆nk t+∆
n
k+1t]
,
where
∆
(2)n
ir,k X
n
k = ∆
n
k tX(t
n
k+1) + ∆
n
k+1tX(t
n
k−1)− (∆
n
k t+∆
n
k+1t)X(t
n
k ).
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If the sequence (πn)n∈N is regular then one has
V
(2)
Nn
(X, 2) = (T−1Nn)
2γ−1
Nn−1∑
k=1
(
∆
(2)
n,kX
)2
, ∆
(2)
n,kX = X(t
n
k+1)− 2X(t
n
k ) +X(t
n
k−1) .
To study the almost sure convergence of the second order quadratic variation of X we need
additional assumptions on the sequence (πn)n∈N.
Definition 11 (see [2]) Let (ℓk)k>1 be a sequence of real numbers in the interval (0,∞). We
say that (πn)n∈N is a sequence of partitions with asymptotic ratios (ℓk)k>1 if it satisfies the
following assumptions:
1. There exists c > 1 such that mn 6 cpn for all n.
2. limn→∞max16k6Nn−1
∣∣∣∣ ∆nk t∆n
k+1
t
− ℓk
∣∣∣∣ = 0.
The set L = {ℓ1; ℓ2; . . . ; ℓk; . . .} will be called the range of the asymptotic ratios of the
sequence (πn)n∈N.
It is clear that if the sequence (πn)n∈N is regular, then it is a sequence with asymptotic ratios
ℓk = 1 for all k > 1.
Definition 12 (see [2]) The function g : (0,∞) → R is invariant on L if for all ℓ, ℓˆ ∈ L,
g(ℓ) = g(ℓˆ).
Definition 13 (see [6]) A function f : [a, b]→ R is called regulated provided there is a sequence
(fn)n>1 of step functions which converges uniformly to f .
Proposition 14 Let X = {X(t) : t ∈ [0, T ]}, T > 0, be a zero mean second order process
satisfying conditions (C1) and (C2). Let (πn)n∈N be a sequence of partitions with asymptotic
ratios (ℓk)k>1 and range of the asymptotic ratios L. If the function
g(λ) =
1 + λ2γ−1 − (1 + λ)2γ−1
λγ−1/2
is invariant on L or if the sequence of step functions ℓn(t), i.e. ℓn(t) = ℓk on (t
n
k , t
n
k+1),
0 6 k 6 Nn − 1 and ℓ0 = ℓ1, converges to regulated function ℓ(t) on the interval [0, T ], then
EV (2)pin (X, 2) −→ 2κ
2
∫ T
0
g(ℓ(t))dt as n→∞.
Proof. Rewrite the expectation of each increment from the second order variation in the
following way
E(∆
(2)n
ir,k X)
2 =(∆nk t)
2σ2X(t
n
k , t
n
k+1) + (∆
n
k+1t)
2σ2X(t
n
k−1, t
n
k )
+ ∆nk t ·∆
n
k+1t
[
σ2X(t
n
k , t
n
k+1)− σ
2
X(t
n
k−1, t
n
k+1) + σ
2
X(t
n
k−1, t
n
k )
]
=[∆nk t+∆
n
k+1t]
[
∆nk t · σ
2
X(t
n
k , t
n
k +∆
n
k+1t) + ∆
n
k+1t · σ
2
X(t
n
k−1, t
n
k−1 +∆
n
k t)
]
−∆nk t ·∆
n
k+1t · σ
2
X(t
n
k−1, t
n
k−1 +∆
n
k t+∆
n
k+1t)
=I
(1)
k − I
(2)
k + I
(3)
k ,
where
I
(1)
k :=[∆
n
k t+∆
n
k+1t]
{
∆nk t
[
σ2X(t
n
k , t
n
k+1)− κ
2(∆nk+1t)
2γ
]
+∆nk+1t
[
σ2X(t
n
k−1, t
n
k )− κ
2(∆nk t)
2γ]},
I
(2)
k :=∆
n
k t ·∆
n
k+1t
[
σ2X(t
n
k−1, t
n
k+1)− κ
2(∆nk t+∆
n
k+1t)
2γ
]
,
I
(3)
k :=κ
2[∆nk t+∆
n
k+1t]∆
n
k t ·∆
n
k+1t
{
(∆nk+1t)
2γ−1 + (∆nk t)
2γ−1 − (∆nk t+∆
n
k+1t)
2γ−1
}
.
Set
µnk = [∆
n
k t+∆
n
k+1t](∆
n
k+1t)
γ+1/2(∆nk t)
γ+1/2 and ℓnk =
∆nk t
∆nk+1t
.
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Then
I
(1)
k =κ
2[∆nk t+∆
n
k+1t]∆
n
k t ·∆
n
k+1t
[
(∆nk+1t)
2γ−1c(tnk , t
n
k+1) + (∆
n
k t)
2γ−1c(tnk−1, t
n
k )
]
=κ2µnk
[
(ℓnk )
1/2−γc(tnk , t
n
k+1) + (ℓ
n
k )
γ−1/2c(tnk−1, t
n
k )
]
,
I
(2)
k =κ
2µnk (∆
n
k t)
1/2−γ(∆nk+1t)
1/2−γ(∆nk t+∆
n
k+1t)
2γ−1c(tnk−1, t
n
k+1)
=κ2µnk (ℓ
n
k )
1/2−γ(1 + ℓnk )
2γ−1c(tnk−1, t
n
k+1)
and
I
(3)
k = κ
2µnk
(
(ℓnk )
1/2−γ + (ℓnk )
γ−1/2 − (ℓnk )
1/2−γ(1 + ℓnk )
2γ−1
)
= κ2µnk g(ℓ
n
k),
where the function c(s, t) is defined in (10). Further, we note that
EV (2)pin (X, 2) =2
τn+1∑
k=1
∆nk+1t ·E(∆
(2)n
ir,k X)
2
µnk
+ 2
Nn−1∑
k=τn+2
∆nk+1t ·E(∆
(2)n
ir,k X)
2
µnk
=2
τn+1∑
k=1
∆nk+1t ·E(∆
(2)n
ir,k X)
2
µnk
+ 2κ2
Nn−1∑
k=τn+2
∆nk+1t · Jk
+ 2κ2
Nn−1∑
k=τn+2
∆nk+1t · g(ℓ
n
k ), (18)
where τn = [ϕ(mn)Nn], [a] is an integer part of a real number a,
Jk = (ℓ
n
k )
1/2−γ
[
c(tnk , t
n
k+1) + (ℓ
n
k )
2γ−1c(tnk−1, t
n
k )− (1 + ℓ
n
k )
2γ−1c(tnk−1, t
n
k+1)
]
.
Now we estimate the first term in the right-hand side of (18). Note that
τn 6
ϕ(mn)
pn
T 6 cL(mn)T, 2p
2γ+2
n 6 µ
n
k 6 2m
2γ+2
n , (19)
τn+1∑
k=1
∆tnk+1 6ϕ(mn)
mn
pn
T +mn 6 cTϕ(mn) +mn 6 c(T + 1)ϕ(mn) if L(mn) > 1. (20)
We get from (C1), (C2) and inequalities (19), (20) that
2
τn+1∑
k=1
∆nk+1t ·E(∆
(2)n
ir,k X)
2
µnk
6
4c3(T + 1)ϕ(mn)
p2γn
max
16k6τn+2
σ2X(t
n
k−1, t
n
k ) 6
16c3(T + 1)ϕ(mn)
p2γn
sup
16k6τn+2
σ2X(0, t
n
k )
=
16c3(T + 1)ϕ(mn)
p2γn
O
(
L2γ(mn)m
2γ
n
)
6 16c3(T + 1)ϕ(mn)O
(
L2γ(mn)
)
as mn ↓ 0. We obtain from the properties of function ϕ that the right hand side of the above
inequality tends to zero as mn ↓ 0.
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Next, since [ϕ(mn)Nn] + 1 > ϕ(mn), we get that the second term of equality (18) can be
estimated as
Nn−1∑
k=τn+2
∆nk+1t · Jk
6 max
τn+16k6Nn−1
∣∣c(tnk , tnk+1)∣∣ Nn−1∑
k=τn+2
∆nk+1t
[
(ℓnk )
1/2−γ + (ℓnk )
γ−1/2
]
+ max
τn+26k6Nn−1
∣∣c(tnk−1, tnk+1)∣∣ Nn−1∑
k=τn+2
∆nk+1t · (ℓ
n
k )
1/2−γ(1 + ℓnk )
2γ−1
6 T sup
ϕ(mn)6t6T−mn
sup
0<h6mn
∣∣c(t, t+ h)∣∣ max
16k6Nn
[
(ℓnk )
1/2−γ + (ℓnk )
γ−1/2]
+ T sup
ϕ(mn)6t6T−2mn
sup
0<h6mn
∣∣c(t, t+ 2h)∣∣ max
16k6Nn
[
(ℓnk )
1/2−γ(1 + ℓnk )
2γ−1
]
6 T
[
Λ2(mn) + 2Λ(mn)
]
max
16k6Nn
[
(ℓnk )
1/2−γ + (ℓnk )
γ−1/2]
+ T
[
Λ2(2mn) + 2Λ(2mn)
]
max
16k6Nn
[
(ℓnk )
1/2−γ(1 + ℓnk )
2γ−1
]
6 2Tc
[
Λ2(mn) + 2Λ(mn)
]
+ T (1 + c)c
[
Λ2(2mn) + 2Λ(2mn)
]
.
Thus the second term of equality (18) tends to zero as n→∞.
It still remains to investigate asymptotic behavior of the third term of equality (18). If the
function g is invariant on L, then
2κ2
Nn−1∑
k=τn+2
∆nk+1t · g(ℓ
n
k) =2κ
2
Nn−1∑
k=τn+2
∆nk+1t · [g(ℓ
n
k)− g(ℓk)]
+ 2κ2Tg(ℓ1)− 2κ
2g(ℓ1)
τn+1∑
k=0
∆nk+1t.
Assumption 1 of Definition 11 implies that (ℓk)k>1 ⊂ [c
−1, c]. Since the derivative of the
function g is bounded on [c−1, c] by 2c3/2, then
|g(ℓnk )− g(ℓk)| 6 2c
3/2|ℓnk − ℓk| .
Thus
2κ2
Nn−1∑
k=τn+2
∆nk+1t · g(ℓ
n
k) −→ 2κ
2g(ℓ1)T as n→∞
by assumption 2 of Definition 11 and the inequality (20).
Assume that the sequence of step functions ℓn(t) converges uniformly to ℓ(t) on the interval
[0, T ]. Then ℓn(t), ℓ(t) ∈ [c
−1, c] and
|g(ℓn(t))− g(ℓ(t))| 6 2c
3/2 sup
06t6T
|ℓn(t)− ℓ(t)| −→ 0 as n→∞,
i.e. the sequence g(ℓn(t)) converges uniformly to g(ℓ(t)) on [0, T ] and g(ℓ(t)) is regulated
function. Thus
2κ2
Nn−1∑
k=τn+2
∆nk+1t · g(ℓ
n
k ) =2κ
2
Nn−1∑
k=τn+2
∆nk+1t · [g(ℓ
n
k )− g(ℓk)] + 2κ
2
∫ T
0
g(ℓn(t)) dt
− 2κ2
τn+1∑
k=0
∆nk+1t · g(ℓk) −→ 2κ
2
∫ T
0
g(ℓ(t))dt
since regulated functions are Riemann integrable and
Nn−1∑
k=τn+2
∆nk+1t · |g(ℓ
n
k )− g(ℓk)| 6 2c
3/2T max
16k6Nn−1
|ℓnk − ℓk| ,
g(ℓk) 6 c
1/2(1 + c) for all k > 1.
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Consequently, in both cases we obtain that
EV (2)pin (X, 2) −→ 2κ
2
∫ T
0
g(ℓ(t))dt as n→∞.
Corollary 15 Let (πn)n∈N be a sequence of regular partitions of the interval [0, T ], T > 0, and
let X = {X(t) : t ∈ [0, T ]}, T > 0, be a zero mean second order process satisfying conditions
(C1) and (C2). Then
EV
(2)
Nn
(X, 2) −→ κ2(4− 22γ)T as n→∞.
Proof. For regular subdivision we have that ℓk = 1. Thus g(λ) = 2−2
2γ−1 and the statement
of the corollary follows immediately from Proposition 14.
Now we formulate a slightly more general version of Corollary 15.
Proposition 16 Let (πn)n∈N be a sequence of regular partitions of the interval [0, T ], T >
0. Assume that condition (C1) is fulfilled for some constant γ ∈ (0, 1) and there exists a
continuous bounded function g0 : (0, T )→ R such that
lim
h→0+
sup
ϕ(h)6t6T−h
∣∣∣∣E
(
Xt+h − 2Xt +Xt−h
)2
h2γ
− g0(t)
∣∣∣∣ = 0. (21)
Then
EV
(2)
Nn
(X, 2) −→
∫ T
0
g0(t) dt as n→∞.
Proof. Note that∣∣∣∣EV (2)Nn (X, 2) −
∫ T
0
g0(t) dt
∣∣∣∣
6
(
T
Nn
)1−2γ τn∑
k=1
E(∆
(2)
n,kX)
2 +
T
Nn
Nn−1∑
k=τn+1
∣∣∣∣E(∆
(2)
n,kX)
2
T 2γN−2γn
− g0
( kT
Nn
)∣∣∣∣
+
∣∣∣∣
∫ T
0
g0(t) dt−
T
Nn
Nn−1∑
k=τn+1
g0
( kT
Nn
)∣∣∣∣ , (22)
where τn = [ϕ(TN
−1
n )Nn]. We get from condition (C1) that
max
16k6τn+1
σ2(tnk−1, t
n
k ) 62 sup
16k6τn+1
σ2(0, tnk ) = O
(
(TN−1n (τn + 1))
2γ
)
= O
(
(ϕ(TN−1n ))
2γ
)
.
Thus (
T
Nn
)1−2γ τn∑
k=1
E(∆
(2)
n,kX)
2
64T
(
T
Nn
)−2γ
ϕ
(
T
Nn
)
max
16k6τn+1
σ2(tnk−1, t
n
k )
=4T
(
T
Nn
)−2γ
ϕ
(
T
Nn
)
O
((
ϕ
(
T
Nn
))2γ)
and the first term in inequality (22) tends to zero as n→∞.
Assumption (21) yields
max
τn+16k6Nn−1
∣∣∣∣E(∆
(2)
n,kX)
2
T 2γN−2γn
− g0
( kT
Nn
)∣∣∣∣
6 sup
ϕ(TN−1n )6t6T−TN
−1
n
∣∣∣∣E
(
X
t+TN−1n
− 2Xt +Xt−TN−1n
)2
(TN−1n )2γ
− g0(t)
∣∣∣∣ −→ 0 as n→∞.
The third term of the right hand side of (22) also converges towards 0 as n → ∞ that is a
consequence of classical results for Riemann sums and inequality
T
Nn
τn∑
k=1
∣∣∣∣g0( kTNn
)∣∣∣∣ 6 sup
06t6T
|g0(t)|ϕ
(
T
Nn
)
.
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Theorem 17 Assume that conditions of Proposition 14 are satisfied and the partition πn is
such that pn = o(ln
−1 n). Moreover assume that X is a Gaussian process with the Orey index
γ and
max
16k6Nn−1
Nn−1∑
j=1
|d
(2)n
jk | 6 Cp
2+2γ
n , (23)
for some constant C and every sequence of partitions (πn) of the interval [0, T ], where d
(2)n
jk =
E(∆
(2)n
ir,j X∆
(2)n
ir,k X), 1 6 j, k 6 n. Then
V (2)pin (X, 2) −→ 2κ
2
∫ T
0
g(ℓ(t))dt a.s. as n→∞.
Proof. The proof of the theorem follows the outlines of the proof of Theorem 4 in [2].
Corollary 18 Let (πn)n∈N be a sequence of regular partitions of the interval [0, T ], T > 0.
Assume that X is a Gaussian process satisfying conditions (C1) and (C2) and having the Orey
index γ. Moreover, assume that
max
16k6Nn−1
Nn−1∑
j=1
|d
(2)n
jk | 6 C
(
T
Nn
)2γ
(24)
for some constant C, and every sequence of partitions (πn) of the interval [0, T ], where d
(2)n
jk =
E(∆
(2)
n,jX∆
(2)
n,kX), 1 6 j, k 6 Nn − 1. Then
V
(2)
Nn
(X, 2) −→ κ2(4− 22γ)T a.s. as n→∞.
Proof. For regular partition πn condition (23) transforms to (24).
Theorem 19 Assume that conditions of Proposition 16 are satisfied. Moreover, assume that
inequality (24) holds, then
V
(2)
Nn
(X, 2) −→
∫ T
0
g0(t) dt a.s. as n→∞.
Proof. The proof of the theorem evidently follows from Proposition 16 and arguments used
to prove Theorem 17.
Remark 20 Generally speaking, the function ϕ(h) could not be replaced by h in assumption
(21). Indeed, let us consider sfBm X with H 6= 1/2. Observe that following equality
E
(
Xt+h − 2Xt +Xt−h
)2
=(4− 22H )h2H − 22H−1(t+ h)2H − 3 · 22H t2H
− 22H−1(t− h)2H + 2(2t+ h)2H + 2(2t− h)2H
holds. Set
λt(h) := E
(
Xt+h − 2Xt +Xt−h
)2
− (4− 22H )h2H
and note that λt(0) = λ
′
t(0) = λ
′′
t (0) = λ
(3)
t (0) = 0. The Taylor formula yields
λt(h) =
∫ h
0
(h− x)3
3!
λ
(4)
t (x) dx, ∀ h 6 t 6 T − h,
where
λ
(4)
t (x) =CH
(
2
[
(2t+ x)2H−4 + (2t− x)2H−4
]
− 22H−1
[
(t+ x)2H−4 + (t− x)2H−4
])
,
CH =2H(2H − 1)(2H − 2)(2H − 3).
Note that
sup
h6t6T−h
∣∣∣∣E
(
Xt+h − 2Xt +Xt−h
)2
h2H
− (4− 22H)
∣∣∣∣
= sup
h6t6T−h
∣∣∣∣
∫ h
0
(h− x)3
3!h2H
λ
(4)
t (x) dx
∣∣∣∣ >
∣∣∣∣
∫ h
0
(h− x)3
3!h2H
λ
(4)
h (x) dx
∣∣∣∣ .
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After a change of variable y = h−x
ah+bx
with certain constants a and b, we obtain equality
h−2H
∫ h
0
(h− x)3λ
(4)
h (x) dx =2 · 3
2HCH
∫ 1/2
0
y3(1 + y)−2H−1dy + 2CH
∫ 1/2
0
y3(1− y)−2H−1dy
− 24H−1CH
∫ 1
0
y3(1 + y)−2H−1dy − 22H−2H−1CH .
All these integrals are finite and don’t depend on h. Moreover,
lim
h→0+
sup
h6t6T−h
∣∣∣∣E
(
Xt+h − 2Xt +Xt−h
)2
h2H
− (4− 22H )
∣∣∣∣ > 0. (25)
On the other hand, assumption (21) is satisfied for sfBm. From inequality
sup
ϕ(h)6t6T−h
∣∣∣∣E
(
Xt+h − 2Xt +Xt−h
)2
h2H
− (4− 22H )
∣∣∣∣
6 h−2H sup
ϕ(h)6t6T−h
sup
06x6h
|λ
(4)
t (x)|
∫ h
0
(h− x)3 dx
6 |CH | · h
4−2H sup
ϕ(h)6t6T−h
(
2
(2t)4−2H
+
2
(2t− h)4−2H
+
22H−1
t4−2H
+
22H−1
(t− h)4−2H
)
6 |CH | · h
4−2H
(
2
(2ϕ(h))4−2H
+
2
(2ϕ(h)− h)4−2H
+
22H−1
ϕ(h)4−2H
+
22H−1
(ϕ(h)− h)4−2H
)
6 |CH | ·
[(
h
ϕ(h)
)4−2H
+
2
(2L(h) − 1)4−2H
+ 22H−1
(
h
ϕ(h)
)4−2H
+
22H−1
(L(h) − 1)4−2H
]
we obtain the required assertion.
3.1 Bifractional Brownian motion
We shall prove that the conditions of Theorem 17 are satisfied for bifBm. The bifBm satisfies
conditions (C1) and (C2). So it suffices to verify the inequality (23).
Following the outlines of the proof of Theorem 4 of Begyn [2], we divide the study of the
asymptotic properties of d
(2)n
jk into three steps, according to the value of k − j.
If j = k then (15) yields
d
(2)n
kk 62
[
(∆nk t)
2E(∆nk+1B
HK)2 + (∆nk+1t)
2E(∆nkB
HK)2
]
622−K
[
(∆nk t)
2|tk+1 − tk|
2HK + (∆n,k+1t)
2|tk − tk−1|
2HK
]
623−Km2+2HKn . (26)
By using the Cauchy-Schwarz inequality we get∣∣d(2)njk ∣∣ 6 E1/2∣∣(∆(2)nir,j BHK)∣∣2 · E1/2∣∣(∆(2)nir,k BHK)∣∣2 6 23−Km2+2HKn (27)
for 1 6 k − j 6 2 and
d
(2)n
j1 62
3−Km2+2HKn for 1 6 j 6 Nn − 1, (28)
d
(2)n
1k 62
3−Km2+2HKn for 1 6 k 6 Nn − 1. (29)
Now consider the case |j − k| > 3. By symmetry of d
(2)n
jk one can take j − k > 3. Note
that for j 6= 1 and k 6= 1 equality
d
(2)n
jk =
∫ tnj+1
tn
j
du
∫ tnj
tn
j−1
dv
∫ u
v
dw
∫ tnk+1
tn
k
dx
∫ tnk
tn
k−1
dy
∫ x
y
∂4RHK
∂s2∂t2
(w, z) dz
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holds. The fourth order mixed partial derivative of the covariance function RHK(s, t) is of the
following form
∂4RHK
∂s2∂t2
(s, t) =−
2HK(2H − 1)(2HK − 2)(2HK − 3)
2K |s− t|2(2−KH)
+
K(K − 1)(K − 2)(K − 3)(2H)4
2K
(st)4H−2
(
s2H + t2H
)K−4
+
K(K − 1)(2H)2(2H − 1)
2K
[
(K − 2)(2H) + (2H − 1)
]
(st)2H−2
(
s2H + t2H
)K−2
for each s, t > 0 such that s 6= t. Since 2sHtH 6 s2H + t2H and K−2 < 0, K−4 < 0 it follows
that
(st)2H−2
(
s2H + t2H
)K−2
62K−2(st)KH−2
(st)4H−2
(
s2H + t2H
)K−4
62K−4(st)KH−2.
Thus ∣∣∣∣∂4RHK∂s2∂t2 (s, t)
∣∣∣∣ 6 C1|s− t|2(2−KH) + C2(st)2−KH
and
|d
(2)n
jk | 6
∫ tnj+1
tn
j
du
∫ tnj
tn
j−1
dv
∫ u
v
dw
∫ tnk+1
tn
k
dx
∫ tnk
tn
k−1
dy
∫ x
y
C1
|w − z|2(2−KH)
dz
+
∫ tnj+1
tn
j
du
∫ tnj
tn
j−1
dv
∫ u
v
dw
∫ tnk+1
tn
k
dx
∫ tnk
tn
k−1
dy
∫ x
y
C2
(wz)2−KH
dz
=:In,1jk + I
n,2
jk , (30)
where constants C1 and C2 depends on H and K. Inequality
|w − z| > tnj−1 − t
n
k+1 =
j−1∑
i=k+2
∆n,it > (j − k − 2)pn
on the integration set imply
In,1jk 6
4C1m
6
n
(j − k − 2)2(2−HK)p
2(2−HK)
n
6
4C1c
6p2+2HKn
(j − k − 2)2(2−HK)
, (31)
where c is a constant defined in Definition 11. Moreover,
n−1∑
j−k>3
1
(j − k − 2)2(2−HK)
6
∞∑
j=1
1
j2(2−KH)
<∞. (32)
Now we estimate In,2jk . By modifying the computations above we similarly find that
In,2jk 6
4C2m
6
n
(tj−1tk−1)2−KH
=
4C2m
6
n
(tk−1
∑j−1
i=k ∆it+ t
2
k−1)
2−KH
6
4C2m
6
n
p2−KHn ((tj−1 − tk−1) + tk−1)2−KH
6
4C2c
6p4+KHn
(tj−1 − tk−1)2−KH
64C2c
6 p
2+2KH
n
(j − k)2−KH
. (33)
Note that
Nn−1∑
j−k>3
1
(j − k)2−KH
6
∞∑
j=1
1
j2−KH
<∞. (34)
The inequality (23) follows from inequalities (30)-(34).
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3.2 Subfractional Brownian motion
We recall that conditions (C1) and (C2) are satisfied for sfBm. So the statement of Theorem
17 is satisfied if inequality (23) holds. To prove inequality (23), we apply similar arguments
as for bifBm.
If j = k or 1 6 k − j 6 2 then (13) and (14) yields
d
(2)n
jk 6 8m
2+2H
n .
The same inequality holds for d
(2)n
j1 , 1 6 j 6 Nn − 1 and d
(2)n
1k , 1 6 k 6 Nn − 1.
The fourth order mixed partial derivative of the covariance function GH(s, t) is of the
following form
∂4GH
∂s2∂t2
(s, t) = −H(2H − 1)(2H − 2)(2H − 3)
[
1
|s− t|2(2−H)
+
1
(s+ t)2(2−H)
]
.
for each s, t > 0 such that s 6= t. Note that (s+ t)2(2−H) > |s− t|2(2−H) if s 6= t.
Thus ∣∣∣∣ ∂4GH∂s2∂t2 (s, t)
∣∣∣∣ 6 2H(2H − 1)(2H − 2)(2H − 3)|s− t|2(2−H)
and
|d
(2)n
jk | 6
4CHm
6
n
(j − k − 2)2(2−H)p
2(2−H)
n
6
4CHc
6p2+2Hn
(j − k − 2)2(2−H)
for j − k > 3, 2 6 k 6 Nn − 1, where CH = 2H(2H − 1)(2H − 2)(2H − 3), c is a constant
defined in Definition 11. So, we have
max
26k6Nn−1
∑
j−k>3
d
(2)n
jk 64CHc
6p2+2Hn max
26k6Nn−1
∑
j−k>3
1
(j − k − 2)2(2−H)
64CHc
6p2+2Hn
∞∑
j=1
1
j2(2−H)
6 Cp2+2Hn (35)
for some constant C. This proves (23).
3.3 Ornstein-Uhlenbeck process
Before to proof the inequality (23) we give an auxiliary lemma. In its formulation we shall use
the notion Or. Let (an) be a sequence of real numbers. The notion of symbol Yn = Or(an),
an ↓ 0, means that there exists a.s. finite r.v. ς with the property |Yn| 6 ς · an.
Lemma 21 Let X be the solution of equation (16). Then∣∣V (2)pin (X, 2)− θ2V (2)pin (BH , 2)∣∣ = Or(m1−2εn )
for every 0 < ε < 1/2 ∧H.
Proof. It is evident that
∆
(2)n
ir,k X = −µ
(
∆nk t
∫ tnk+1
tn
k
Xs ds−∆
n
k+1t
∫ tnk
tn
k−1
Xs ds
)
+ θ∆
(2)n
ir,k B
H .
For simplicity, we denote Xk = X(t
n
k ) and B
H
k = B
H(tnk ). After simple calculations we get
the estimate
sup
tn
k
6s6tn
k+1
|Xs −Xk| 6µ(∆
n
k+1t) sup
t6T
|Xt|+ θ sup
tn
k
6s6tn
k+1
|BHs −B
H
k |
6µmn sup
t6T
|Xt|+ θG
H,H−ε
T m
H−ε
n ,
where
GH,H−εT := sup
s6=t
s,t6T
|BHt −B
H
s |
|t − s|H−ε
<∞ for every 0 < ε < H. (36)
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Thus (
∆nk t
∫ tnk+1
tn
k
(Xs −Xk) ds−∆
n
k+1t
∫ tnk
tn
k−1
(Xs −Xk) ds
)2
6 2m3n
∫ tnk+1
tn
k
(Xs −Xk)
2 ds+ 2m3n
∫ tnk
tn
k−1
(Xs −Xk)
2 ds
6 2m4n
(
sup
tn
k
6s6tn
k+1
(Xs −Xk)
2 + sup
tn
k−1
6s6tn
k
(Xk −Xs)
2
)
6 8m4+2H−2εn
(
µ2m2−2H+2εn sup
t6T
X2t + θ
2(GH,H−εT )
2
)
and ∣∣∣∣
(
∆nk t
∫ tnk+1
tn
k
Xs ds−∆
n
k+1t
∫ tnk
tn
k−1
Xs ds
)
∆
(2)n
ir,k B
H
∣∣∣∣
=
∣∣∣∣
(
∆nk t
∫ tnk+1
tn
k
(Xs −Xk) ds−∆n,k+1t
∫ tnk
tn
k−1
(Xs −Xk) ds
)
∆
(2)n
ir,k B
H
∣∣∣∣
6 2m2+H−εn
(
µm1−H+εn sup
t6T
|Xt|+ θG
H,H−ε
T
)
· 2mnG
H,H−ε
T m
H−ε
n
= 4m3+2H−2εn
(
µm1−H+εn sup
t6T
|Xt|+ θG
H,H−ε
T
)
·GH,H−εT .
We get from the obtained inequalities and definition of V
(2)
pin (·, 2) that∣∣V (2)pin (X, 2)− θ2V (2)pin (BH , 2)∣∣ 68c2+2Hm2−2εn (µ2m2−2H+2εn sup
t6T
X2t + 2θ
2(GH,H−εT )
2
)
T
+ 4c2+2Hm1−2εn
(
µm1−H+εn sup
t6T
|Xt|+ θG
H,H−ε
T
)
·GH,H−εT T
=Or(m
1−2ε
n ).
As in previous cases it is enough to verify condition (23) of Theorem 17 for fBm BH . The
following inequality ∣∣∣∣ ∂4FH∂s2∂t2 (s, t)
∣∣∣∣ 6 H |(2H − 1)(2H − 2)(2H − 3)||s− t|2(2−H) ,
holds for the covariance function FH(s, t) of B
H . Applying similar arguments as for sfBm we
obtain
max
16k6Nn−1
Nn−1∑
j=1
|d
(2)n
jk | 6 Cp
2+2H
n .
From Lemma 21 and inequality above we get the statement of Theorem 17.
3.4 Fractional Brownian bridge
For brevity, we rewrite the fractional Brownian bridge XHt given by (17) as follows:
XHt = B
H
t − g(t, T ),
where
g(t, T ) =
t2H + T 2H − |t− T |2H
2T 2H
BHT .
It is evident that
∆
(2)n
ir,k X
H = ∆
(2)n
ir,k B
H −∆
(2)n
ir,k g(·, T ),
where
∆
(2)n
ir,k g(·, T ) =∆kt
(t2Hk+1 − t
2H
k )− (|T − tk+1|
2H − |T − tk|
2H )
2T 2H
BHT
−∆k+1t
(t2Hk − t
2H
k−1)− (|T − tk|
2H − |T − tk−1|
2H)
2T 2H
BHT .
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Since
|∆
(2)n
ir,k g(·, T )| 6
4m1+2Hn
2T 2H
2(2H−1)∨0 |BHT | 6
4m1+2Hn
T 2H
|BHT |,
then
V (2)pin (g(·, T ), 2) 6 2T
16m2+4Hn
T 4H2p2+2Hn
|BHT | = 16T
1−4Hc2+4Hp2Hn |B
H
T | .
We get from the obtained inequalities and definition of V
(2)
pin (·, 2) that
∣∣V (2)pin (XH , 2) − V (2)pin (BH , 2)∣∣ =
∣∣∣∣V (2)pin (g(·, T ), 2) − 4
Nn−1∑
k=1
∆nk+1t∆
(2)n
ir,k B
H∆
(2)n
ir,k g(·, T )
(∆nk t)
H+1/2(∆nk+1t)
H+1/2[∆nk t+∆
n
k+1t]
∣∣∣∣
6V (2)pin (g(·, T ), 2) + 2
4m1+2Hn G
H,H−ε
T m
1+H−ε
n
T 2Hp2+2Hn
|BHT |
6V (2)pin (g(·, T ), 2) + 8c
2+2H G
H,H−ε
T m
H−ε
n
T 2H
|BHT | = Or(m
H−ε
n )
for 0 < ε < H , where GH,H−εT is defined in (36). By using similar arguments as in previous
subsection we get the statement of Theorem 17.
4 On the estimation of Orey index for arbitrary par-
tition
Let (πn)n>1 be a sequence of partitions of [0, T ] such that 0 = t
n
0 < t
n
1 < · · · < t
n
m(n) = T for
all n > 1. Assume that we have two sequences of partitions (πi(n))n>1 and (πj(n))n>1 of [0, T ]
such that πi(n) ⊂ πj(n) ⊆ πn, i(n) < j(n) 6 m(n), for all n ∈ N, where πi(n) = {0 = t
n
0 <
tni(1) < t
n
i(2) < · · · < t
n
i(n) = T} and πj(n) = {0 = t
n
0 < t
n
j(1) < t
n
j(2) < · · · < t
n
j(n) = T}. Set
∆ni(k)t = t
n
i(k) − t
n
i(k−1), mi(n) = max
16k6i(n)
∆ni(k)t, pi(n) = min
16k6i(n)
∆ni(k)t.
Moreover, assume that pj(n) 6= mi(n) and mi(n) 6 cpi(n), for all i(n), n > 1, c > 1. Note that
pj(n) 6 pi(n).
Let X be a Gaussian process with Orey index γ ∈ (0, 1). Set
V (2)pii(n)(X, 2) = 2
i(n)−1∑
k=1
∆ni(k+1)t(∆
(2)n
ir,k X)
2
(∆ni(k)t)
γ+1/2(∆ni(k+1)t)
γ+1/2[∆ni(k)t+∆
n
i(k+1)t]
,
where
∆
(2)n
ir,i(k)X = ∆
n
i(k)t ·X(t
n
i(k+1)) + ∆
n
i(k+1)t ·X(t
n
i(k−1))− (∆
n
i(k)t+∆
n
i(k+1)t)X(t
n
i(k)).
Denote
V
(2)
i(n)(X, 2) =
i(n)−1∑
k=1
(∆
(2)n
ir,k X)
2 and µnk = (∆t
n
i(k))
γ+1/2(∆ni(k)t)
γ+1/2[∆ni(k)t+∆
n
i(k+1)t].
Define
γ̂n = −
1
2
+
1
2 ln(pj(n)/mi(n))
ln
V
(2)
j(n)
(X, 2)
V
(2)
i(n)(X, 2)
.
Theorem 22 Assume that conditions of Proposition 14 are satisfied for two sequences of
partitions (πi(n))n>1 and (πj(n))n>1 of [0, T ] with the properties mentioned above. Then
V (2)pik(n)(X, 2) −→ 2κ
2
∫ T
0
g(ℓ(t))dt a.s. as n→∞ (37)
for k(n) = i(n) and for k(n) = j(n). If sequences of partitions {πi(n)} and {πj(n)}, i(n) <
j(n), are regular or such that pj(n)/pi(n) → 0 as n→∞, then
γ̂n
a.s.
−→ γ.
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Proof. Proposition 14 yields the limit (37). It is evident that
1
2m2γ+1n
6
∆tni(k)
µnk
6
1
2p2γ+1n
and (
pi(n)
mj(n)
)2γ+1 V (2)j(n)(X, 2)
V
(2)
i(n)
(X, 2)
6
V
(2)
pij(n) (X, 2)
V
(2)
pii(n)(X, 2)
6
(
mi(n)
pj(n)
)2γ+1 V (2)j(n)(X, 2)
V
(2)
i(n)
(X, 2)
.
Next, since ln(pj(n)/mi(n)) 6 0 and
m2γ+1i(n) V
(2)
j(n)(X, 2)
p2γ+1
j(n)
V
(2)
i(n)
(X, 2)
/V (2)pij(n)(X, 2)
V
(2)
pii(n)(X, 2)
> 1,
we have
γ̂n =−
1
2
+
1
2 ln(pj(n)/mi(n))
(
(2γ + 1) ln(pj(n)/mi(n)) + ln
m2γ+1i(n) V
(2)
j(n)(X, 2)
p2γ+1j(n) V
(2)
i(n)(X, 2)
)
=γ +
1
2 ln(pj(n)/mi(n))
ln
m2γ+1i(n) V
(2)
j(n)(X, 2)
p2γ+1j(n) V
(2)
i(n)(X, 2)
=γ +
1
2 ln(pj(n)/mi(n))
ln
V
(2)
pij(n) (X, 2)
V
(2)
pii(n) (X, 2)
+
1
2 ln(pj(n)/mi(n))
ln
(
m2γ+1i(n) V
(2)
j(n)(X, 2)
p2γ+1
j(n)
V
(2)
i(n)
(X, 2)
/V (2)pij(n) (X, 2)
V
(2)
pii(n)(X, 2)
)
6γ +
1
2 ln(pj(n)/mi(n))
ln
V
(2)
pij(n) (X, 2)
V
(2)
pii(n) (X, 2)
.
In the same way we get
γ̂n =−
1
2
+
1
2 ln(pj(n)/mi(n))
(
(2γ + 1) ln(mj(n)/pi(n)) + ln
p2γ+1i(n) V
(2)
j(n)(X, 2)
m2γ+1
j(n)
V
(2)
i(n)
(X, 2)
)
=−
1
2
+
(
γ +
1
2
)
ln(mj(n)/pi(n))
ln(pj(n)/mi(n))
+
1
2 ln(pj(n)/mi(n))
ln
p2γ+1i(n) V
(2)
j(n)(X, 2)
m2γ+1j(n) V
(2)
i(n)(X, 2)
=γ +
(
γ +
1
2
)
ln(mj(n)/pi(n))− ln(pj(n)/mi(n))
ln(pj(n)/mi(n))
+
1
2 ln(pj(n)/mi(n))
ln
V
(2)
pij(n) (X, 2)
V
(2)
pii(n) (X, 2)
+
1
2 ln(pj(n)/mi(n))
ln
(
p2γ+1
i(n)
V
(2)
j(n)
(X, 2)
m2γ+1j(n) V
(2)
i(n)(X, 2)
/V (2)pij(n) (X, 2)
V
(2)
pii(n) (X, 2)
)
>γ +
(
γ +
1
2
)
ln(mj(n)/pi(n))− ln(pj(n)/mi(n))
ln(pj(n)/mi(n))
+
1
2 ln(pj(n)/mi(n))
ln
V
(2)
pij(n) (X, 2)
V
(2)
pii(n) (X, 2)
,
(38)
since
1
2 ln(pj(n)/mi(n))
ln
(
p2γ+1i(n) V
(2)
j(n)(X, 2)
m2γ+1j(n) V
(2)
i(n)(X, 2)
/V (2)pij(n) (X, 2)
V
(2)
pii(n)(X, 2)
)
> 0
and (
γ +
1
2
)
ln(mj(n)/pi(n))− ln(pj(n)/mi(n))
ln(pj(n)/mi(n))
6 0.
If sequences of partitions {πi(n)} and {πj(n)}, i(n) < j(n), are regular then the second term
in the inequality (38) is equal to 0 and
|γ̂n − γ| 6
1
2 ln(mi(n)/pj(n))
∣∣∣∣ ln V
(2)
pij(n) (X, 2)
V
(2)
pii(n) (X, 2)
∣∣∣∣ .
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Under conditions of the theorem in the regular case of partitions the statement of the theorem
holds. For arbitrary partitions we obtain inequalities
∣∣∣∣γ̂n − γ − 12 ln(pj(n)/mi(n)) ln
V
(2)
pij(n)(X, 2)
V
(2)
pii(n)(X, 2)
∣∣∣∣ 6
(
γ +
1
2
)
ln(mj(n)/pj(n)) + ln(mi(n)/pi(n))
ln(mi(n)/pj(n))
and
|γ̂n − γ| 6
∣∣∣∣γ̂n − γ − 12 ln(pj(n)/mi(n)) ln
V
(2)
pij(n) (X, 2)
V
(2)
pii(n) (X, 2)
+
1
2 ln(pj(n)/mi(n))
ln
V
(2)
pij(n)(X, 2)
V
(2)
pii(n)(X, 2)
∣∣∣∣
6
3
2
ln(mj(n)/pj(n)) + ln(mi(n)/pi(n))
ln(mi(n)/pj(n))
+
1
2 ln(mi(n)/pj(n))
∣∣∣∣ ln V
(2)
pij(n) (X, 2)
V
(2)
pii(n)(X, 2)
∣∣∣∣.
For arbitrary partitions {πi(n)} and {πj(n)}, i(n) < j(n), the second term in above in-
equality goes to 0 as ln(pi(n)/pj(n)) → ∞, n → ∞. Thus the statement of the theorem
holds.
5 Appendix
5.1 Proof of Lemma 4
Assume, without lost of generality, that 0 < h < 1. We first prove that γ̂∗ 6 γ∗, where
γ̂∗ := lim sup
h↓0
sup
ϕ(h)6s6T−h
lnσX(s, s+ h)
ln h
, γ∗ := inf
{
γ > 0: lim
h↓0
sup
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
= 0
}
.
Let γ > γ∗. It suffices to show that γ > γ̂∗. By definition of the infimum, there exists a real
number α such that γ > α > γ∗, and
sup
ϕ(h)6s6T−h
hα
σX(s, s+ h)
−→ 0 as h ↓ 0.
But
sup
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
= hγ−α sup
ϕ(h)6s6T−h
hα
σX(s, s+ h)
−→ 0 as h ↓ 0 (39)
as the product of two functions tending to 0. Under the statement
sup
ϕ(h)6s6T−h
σX(s, s+ h) −→ 0 as h ↓ 0 (40)
and relation (39) there exists an h0 such that for all h 6 h0 < 1
sup
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
=
hγ
infϕ(h)6s6T−h σX(s, s+ h)
< 1 and sup
06s6T−h
σX(s, s+ h) < 1.
Moreover,
hγ < inf
ϕ(h)6s6T−h
σX(s, s+ h)
for all h 6 h0 < 1. So
lnhγ < ln
(
inf
ϕ(h)6s6T−h
σX(s, s+ h)
)
6 ln
(
sup
ϕ(h)6s6T−h
σX(s, s+ h)
)
and
γ >
ln
(
supϕ(h)6s6T−h σX(s, s+ h)
)
ln h
= sup
ϕ(h)6s6T−h
lnσX(s, s+ h)
ln h
> lim sup
h↓0
sup
ϕ(h)6s6T−h
ln σX(s, s+ h)
ln h
= γ̂∗ .
Thus γ̂∗ 6 γ∗.
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Next we prove that γ̂∗ > γ∗. Let γ > α > γ̂∗. It suffices to show that γ > γ∗. Under the
condition α > γ̂∗ and statement (40) there exists h0 such that for h 6 h0 < 1
inf
ϕ(h)6s6T−h
ln σX(s, s+ h)
lnh
< α, sup
06s6T−h
σX(s, s+ h) < 1.
This implies the inequality
ln
(
inf
ϕ(h)6s6T−h
σX(s, s+ h)
)
> ln hα
and
inf
ϕ(h)6s6T−h
σX(s, s+ h) > h
α.
Thus
sup
ϕ(h)6s6T−h
hα
σX(s, s+ h)
< 1.
So
sup
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
< hγ−α −→ 0 as h→ 0.
Therefore γ > γ∗.
Now we prove that γ̂∗ = γ∗, where
γ̂∗ := lim inf
h↓0
inf
ϕ(h)6s6T−h
ln σX(s, s+ h)
ln h
, γ∗ := sup
{
γ > 0: lim
h↓0
inf
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
= +∞
}
.
We first prove γ̂∗ > γ∗. By definition of supremum, there exists a real number γ such that
γ∗ > γ, and
lim
h↓0
inf
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
= +∞ (41)
It suffices to show that γ̂∗ > γ. Under the condition γ∗ > γ and statements (40)-(41) there
exists h0 such that for h 6 h0 < 1
inf
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
> 1, sup
06s6T−h
σX(s, s+ h) < 1.
Moreover,
hγ > sup
ϕ(h)6s6T−h
σX(s, s+ h) > inf
ϕ(h)6s6T−h
σX(s, s+ h)
and
γ ln h > ln inf
ϕ(h)6s6T−h
σX(s, s+ h), inf
ϕ(h)6s6T−h
lnσX(s, s+ h)
ln h
> γ.
So γ̂∗ > γ.
We show that γ∗ > γ̂∗. Assume that γ̂∗ > α > γ. It sufficient to show that γ∗ > γ. Under
the condition γ̂∗ > α and statement (40) there exists h0 such that for h 6 h0 < 1
inf
ϕ(h)6s6T−h
ln σX(s, s+ h)
lnh
> α, sup
06s6T−h
σX(s, s+ h) < 1.
Moreover,
sup
ϕ(h)6s6T−h
lnσX(s, s+ h)
ln h
> α
and
ln
(
sup
ϕ(h)6s6T−h
σX(s, s+ h)
)
< lnhα.
Thus
sup
ϕ(h)6s6T−h
σX(s, s+ h) < h
α and inf
ϕ(h)6s6T−h
hα
σX(s, s+ h)
> 1.
Then
inf
ϕ(h)6s6T−h
hγ
σX(s, s+ h)
> hγ−α →∞
and γ∗ > γ.
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