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OPTIMAL STOPPING OF STOCHASTIC TRANSPORT MINIMIZING
SUBMARTINGALE COSTS
NASSIF GHOUSSOUB, YOUNG-HEON KIM AND AARON ZEFF PALMER
Abstract. Given a stochastic state process (Xt)t and a real-valued submartingale cost process (St)t, we
characterize optimal stopping times τ that minimize the expectation of Sτ while realizing given initial and
target distributions µ and ν, i.e., X0 ∼ µ and Xτ ∼ ν. A dual optimization problem is considered and
shown to be attained under suitable conditions. The optimal solution of the dual problem then provides a
contact set, which characterizes the location where optimal stopping can occur. The optimal stopping time
is uniquely determined as the first hitting time of this contact set provided we assume a natural structural
assumption on the pair (Xt, St)t, which generalizes the twist condition on the cost in optimal transport
theory. This paper extends the Brownian motion settings studied in [15, 16] and deals with more general
costs.
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1. Introduction
Given a state process (Xt)t valued in a complete metric space O, an initial distribution µ, and a target
distribution ν on O, we consider the set T (µ, ν) of -possibly randomized- stopping times τ that satisfy
X0 ∼ µ and Xτ ∼ ν,
where here, and in the sequel, the notation Y ∼ λ means that the law of the random variable Y is the
probability measure λ. The problem of finding such stopping times (i.e., when T (µ, ν) is non-empty) is
known as the Skorokhod embedding problem and has a long history ever since it was initiated by Skorokhod
[27] in the early 1960s in the case where (Xt)t is Brownian motion (Wt)t and O = R, and followed by
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important contributions from Root [25], Rost [26], Chacon-Walsh [8] and others. In this case, the set T (µ, ν)
of embedding stopping times is empty unless µ and ν satisfies a certain order:
µ ≺ ν that is
∫
R
φ(x)µ(dx) ≤
∫
R
φ(y)ν(dy), for all subharmonic functions φ (∆φ ≥ 0).
This condition is indeed sufficient and illustrates a duality principle of embedding stopping times, which is
given here as Corollary 3.1 to the duality Theorem 2.3 (see [3] as well as [13]). Since then, the problem and
its variants were investigated by a large number of researchers, and have led to several important results in
probability theory and stochastic processes. We refer to Ob loj [24] for an excellent survey of the subject.
For our present purpose, we note that no special role is played here by O = R or by (Xt)t being Brownian
motion, and the Skorokhod embedding theorem was eventually extended to more general state spaces and
Markov processes (see the previously related works of Baxter-Chacon [1], Falkner [11], Strassen [28], Rost
[26], Dellacherie-Meyer [9], etc). For example, the result holds generally when ∆ is the infinitesimal generator
of a diffusion process (Xt)t. Our analysis here will distinguish between two cases: processes that are absorbed
into a ‘cemetery’ state, and those that are ergodic. We shall detail the absorbing case in the main body of
the paper and repeat the results for ergodic processes in Appendix A.
Given now a real valued cost process (St)t, the optimal Skorokhod embedding problem is to minimize the
expected cost over all such embedding stopping times, cf. [3],
PS(µ, ν) := inf
τ
{
E
[
Sτ
]
; X0 ∼ µ, Xτ ∼ ν
}
.(1.1)
The optimization problem (1.1) and its variants have been considered in mathematical finance, for ex-
ample, with applications to option-pricing by Hobson [19], Beiglbo¨ck and Juillet [4], Ghoussoub-Kim-Lim
[14, 13], Beiglbo¨ck-Cox-Huesmann [3]. Many applications consider processes beyond Brownian motion, and
the cost processes possessing a variety of structural properties. A starting point for our work is that the
cost should be a submartingale, in other words, a process that increases in conditional expectation for each
increment. There are two particular cases of submartingale costs that have already been analyzed:
• St =
∫ t
0
L(s,Ws)ds, where the Lagrangian L is non-negative was analyzed in [15, 16];
• St = c(W0,Wt) where y → c(x, y) is subharmonic, i.e., ∆yc(x, y) ≥ 0, which was analyzed in [16]
Note that the first case is Markovian, while the second is not though it depends only on initial/final position.
The dual problem to PS(µ, ν) has been expressed in [3], as
DS(µ, ν) = sup
(ψ,(Mt)t)∈AS
{∫
O
ψ(y)ν(dy) − EP
µ[
M0
]}
,(1.2)
where Pµ is the distribution of (Xt)t with initial X0 ∼ µ, and AS consists of the end potential, ψ : O → R,
and a martingale (Mt)t that satisfies Mσ ≥ ψ(Xσ) − Sσ for any stopping time σ almost surely on the
probability space.
In general, the dual maximization problem can be reduced to a maximization of ψ, as M0 can be deter-
mined from ψ using the Snell envelope of (ψ(Xt)−St)t, which we denote by (G
ψ
t )t. In other words, G
ψ
t is the
conditional expected value of the optimal stopping problem that maximizes ψ(Xσ)−Sσ over stopping times
σ ≥ t. The martingale (Mψt )t such that (ψ, (M
ψ
t )t) ∈ AS can be recovered from (G
ψ
t )t by the Doob-Meyer
decomposition. These results are covered by Lemma 2.2 and Theorem 2.3.
The optimizer ψ of the dual problem characterizes an optimal embedding stopping time, τ ∈ T (µ, ν), by
the following ‘verification’ principles of Theorem 2.4:
i. The value process does not change predictably before τ ((Gψt∧τ )t is a martingale);
ii. The terminal value is given by the end potential minus the cost (Gψτ = ψ(Xτ )− Sτ ).
The first focus of this paper is on the attainment of the dual maximization problems, DS(µ, ν), which
so far has been elusive. In one-dimension, dual attainment has been achieved for Brownian motion in [6]
and [18], and has been extended to the multi-dimensional case in [15] and [16]. We also note an alternate
approach to attainment has been undertaken by weakening the dual formulation in [5]. Our analysis identifies
natural structural situations that yield bounds, hence compactness in suitable function spaces, on the end
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potential ψ. Some structure is required, since if the cost is (the supermartingale!) St = −|W0 −Wt|, then
the dual maximizer ψ does not exist [4] (see also [14] for related results).
In §3 we prove bounds on ψ under the following set of assumptions:
• The state process (Xt)t is a stationary Feller process with an absorbing state C ∈ O;
• The initial and target distribution are in the order prescribed by (Xt)t, µ ≺ ν, i.e.∫
O
φ(x)µ(dx) ≤
∫
O
φ(y)ν(dy),whenever φ is X-subharmonic (or ∆φ(x) ≥ 0),
where we abuse the notation and let ∆ denote the generator of X .
• E[τC] < ∞ for τC = inf{t | Xt = C} and Sτ = SτC for τ ≥ τC. (This is naturally satisfied when the
process is either killed exponentially or by an absorbed state).
• The cost process (St)t is a submartingale with S0 = 0 and SτC ≤ K < +∞.
Proposition 3.3 provides the essential normalization for absorbing processes, which shows that the end
potential ψ can be restricted to values in [−K, 0]. This procedure also restricts ψ to have 0 value on C and
any absorbing state of the Markov process. These bounds are sufficient for dual attainment if O is discrete
(Theorem 4.1). To illustrate the generality of our approach, we shall also handle the case where the time is
discrete.
In §5, we aim for a more refined bound and make the following assumptions:
• The state process (Xt)t is symmetric with Dirichlet form E that satisfies a Poincare´ inequality,
‖f‖22 :=
∫
O
|f(x)|2m(dx) ≤ Cp‖f‖
2
H,
where ‖f‖2H := E(f, f) =
∫
O
f(x)
(
−∆f(x)
)
m(dx).
• We also assume E satisfies a regularity property that makes the viscosity and variational formulations of
supersolutions equivalent.
• The initial distribution µ lies in the dual space H∗;
• The cost process (St)t is such that (Dt− St)t is also a submartingale for some D > 0. In other words,
E
[
Sr|Ft]− St ≤ D(r − t) for r > t.
We then obtain a uniform superharmonic estimate on the end potentials of the form
∆ψ(x) ≤ D for all x ∈ O,
which translates to a uniform bound of ‖ψ‖H, by combining Lemma 2.5 with viscosity and weak solution
theory in Proposition 5.6, and prove semi-continuity of the dual value with respect to the topology of BD in
Proposition 5.5. With these results, we prove attainment of optimal ψ∗ in the Hilbert space.
For ergodic processes the situation is different. The dual potentials are no longer bounded above and are
no longer limited to the Hilbert space H. We still however prove dual attainment in a suitable space B′D,
where the truncated potentials min{ψ(x),M} live in the Hilbert space for each M > 0; see Theorem A.11.
The differences between the absorbing and ergodic processes can be better understood by examining the
case of minimizing the expectation of embedding stopping times. In the absorbing case, the expectation of
the stopping time is determined solely by µ and ν as long as it has finite expectation (Proposition 5.8). For
ergodic processes, the minimum expected time is given by a remarkable duality; see Theorem A.12. The dual
is obtained as the potential of a point mass (which does not belong to the underlying Hilbert space), which
characterizes the optimal stopping times by requiring that their local time at that point is zero (Corollary
A.13).
Finally, a novel result of [16] was to identify a stochastic twist condition on cost processes of the form
St = c(X0, Xt), which guarantees that the optimal stopping time is a hitting time of a barrier in the
product space of the current and initial position. We provide in Section 6 a new and more general twist
condition on the pair (St, Xt) to consolidate these previous results. We suppose that the cost decomposes as
St = Λ(At, Xt), where (A,X) is a U ×O-valued stationary Feller process, U being an auxiliary differentiable
manifold, and Λ : U × O → R is measurable and differentiable in the first variable. Then, we say that the
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cost is (A,X)-twisted if a stopping time σ is 0 whenever
E
a,x
[
∇aΛ(Aσ, Xσ)
]
= ∇aΛ(a, x) for any a ∈ U and any x ∈ O.
We note how the previously known examples fall into this class. For example the Root and Rost embeddings
are optimizers if At = t and the cost is an increasing, strictly convex, or concave function of time. The
Monge costs considered in [16], and the stochastic twist condition considered there also fits in this context
with At = X0. Further generalizations of the Root embedding of [12] can also be considered here. We shall
prove that a unique optimizer is then given by the hitting time of a barrier in the space U × O, given an
additional regularity assumption on the processes and possibly µ and ν. Under these assumptions, we have
that the stopping time is unique and given by the hitting time of a set in the product space of U ×O, which
is determined by the dual problem.
2. Weak Duality and Dynamic Programming
2.1. Notation and Definitions. We mostly follow the general formulation of [17] and introduce more
detailed assumptions later. We let R+ be the nonnegative real numbers, O be complete metric space, and
OC = O ∪ {C} be the space with a cemetery state C that is distance 1 from all other points. We suppose
(Ω,F , (Ft)t∈R+ ,P
µ) = (Ω,F,Pµ) is a filtered probability space with Ω a Polish space and Pµ a Borel measure
such that X : Ω→ D(R+;OC) is a continuous map onto the Skorokhod space of ca´dla´g paths equipped with
the Skorokhod path space metric, i.e. the paths (Xt(ω))t∈R+ are continuous from the right with limits from
the left. We suppose the filtration F is right continuous and F0 contains the null sets of P
µ. We suppose
that X is adapted to F.
For a probability measure γ on a Polish space A and γ-integrable f , we use the notation
E
γ [f ] =
∫
A
f(a)γ(da)
and for a σ-algebra Σ contained in the σ-algebra of γ-measurable sets, we take the conditional expectation
E
γ [f |Σ] to be the unique Σ-measurable function on A such that∫
B
E
γ [f |Σ](a)γ(da) =
∫
B
f(a)γ(da)
for all sets B ∈ Σ.
We let
τC = inf{t;Xt = C}
denote the killing time of the process. We suppose that EP
µ
[τC] <∞, and for any τ ∈ R
+, Xτ = C holds for
P
µ-a.e. ω such that τ ≥ τC(ω), i.e. the path remains in the cemetery state after being killed with probability
one. We let
S denote the set of (nonrandomized) stopping times
and suppose also that for every open set Q ⊂ O there exists σ ∈ S such that
E
P
µ[
1{Xσ ∈ Q}
]
> 0.
We suppose the source distribution, µ a Borel probability measure on O, is the initial marginal of Pµ, i.e.
µ = X0#P
µ.
We consider a target distribution ν, a Borel probability measure on OC, and the set of randomized stopping
times T (µ, ν) that embed ν into the process X . These correspond to measures P˜ on Ω˜ = R+ × Ω (we let
ω˜ = (τ, ω), T (ω˜) = τ , and XT (ω˜) = Xτ (ω), and F˜ be the extended filtration with F˜t containing B × Ω for
Borel subsets B ⊂ [0, t]), such that
i. πΩ#P˜ = P
µ for the projection πΩ(ω˜) = ω;
ii. The process σ 7→ g(Xσ) is uniformly integrable over all stopping times σ ∈ S for all g ∈ Cb(O).
iii. We assume that T ≤ τC holds with probability 1.
iv. XT#P˜ = ν, equivalently XT ∼P˜ ν.
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Without loss of generality we will also assume that T ≤ τC holds P˜ almost surely. We will always consider
the topology given by weak* convergence of the distribution of T on R+ and the distribution of XT on OC,
for which T (µ, ν) is compact [2].
We also denote by T (µ) the randomized stopping times with initial distribution µ and free stopping
distribution, i.e. satisfying i., ii., and iii. but not necessarily iv., and Tt(µ) the randomized stopping times
with T ≥ t ∧ τC almost surely.
We let LSCb(OC) be the set of bounded lower-semicontinuous functions on OC, and we let
• B(Ω˜) to be the processes that are jointly measurable with the Borel σ algebra on R+ and the Borel
σ algebra completed with Pµ null sets on Ω, and uniformly integrable with respect to Pµ for all
stopping times.
We always assume the cost process S ∈ B(Ω˜) is adapted to the filtration F˜ . Even if S were not adapted,
it would not change the problem by replacing S with its optional projection with respect to the filtration.
Remark 2.1. All of our results can be easily adapted to discrete time, where the statements and proofs are
the same with less technicalities. In Appendix A, we see that the uniform integrability can be easily relaxed
to allow for unbounded costs.
2.2. Dual formulation. We define
AS =
{
(ψ,M) ∈ Cb(OC)×B(Ω˜);(2.1)
ψ(Xσ)−Mσ ≤ Sσ ∀ σ ∈ S and P
µ − a.e. ω,
M is a (Ω,F,Pµ)−martingale
}
.
The martingale condition is simply
E
P
µ[
Mσ
∣∣Fs] =Ms, Pµ − a.s.
for all stopping times
σ ∈ Ss =
{
σ ∈ S; σ ≥ s
}
.
The dual problem is
DS(µ, ν) = sup
(ψ,M)∈AS
{∫
O
ψ(y)ν(dy)− EP
µ[
M0
]}
.(2.2)
We note that if X is Markov, then the set AS does not depend on the initial distribution µ, which will only
appear in the cost of (2.2).
We consider the following assumptions to make the optimization problem well posed. First, we require
lower-semicontinuity
(A0) We suppose that t 7→ St is right-lower-semicontinuous for P
µ-a.e. ω, and its predictable projection
is left-lower-semicontinuous, and S is bounded below.
(A1) We suppose that St = SτC for t > τC holds P
µ-a.s. and S is class D (i.e. uniformly integrable over
stopping times, which implies EP
µ
[SτC ] <∞).
The assumption (A0) is made in [7] (with upper semicontinuity) and can be considered as a lower-
semicontinuous version of ca´dla´g processes. The assumption (A1) is standard and includes two important
general cases and restricts us to a compact set of stopping times, T ∧ τC. One case is that the domain is an
open set of a larger space O ⊂ O˜ for which τC is the exit time, at which time the process enters the cemetery
state C. In some cases the problem on O˜ can be reduced to this by noting that there are states that cannot
be reached with finite cost; see [15] where Xt is Brownian motion and O ⊂ R
d is a bounded convex set.
The second case is that the process is killed exponentially at rate β > 0. We let Pˆµ be the distribution of
the process on O without killing. Then we have
E
P
µ[
1{Xt ∈ O}At
]
= e−βtEPˆ
µ[
At
]
,
for all processes At, and thus
E
[
τC] =
∫
R+
tβe−βtdt = β−1 < +∞.
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The cost St is uniformly integrable with respect to P
µ if e−βtSt is uniformly integrable with respect to Pˆ
µ.
The admissible target measures will be restricted as the constraint becomes for f ∈ Cb(OC) with f(C) = 0,
E
P˜
[
f
(
XT
)]
= E
ˆ˜
P
[
e−βTf
(
XT
)]
=
∫
O
f(x)ν(dx),
and in particular if µ 6= ν we require
∫
O
ν(dx) < 1 (equivalently, ν({C) > 0).
2.3. Dynamic programming dual formulation. This section employs the dynamic programming prin-
ciple in a manner analogous to the double ‘convexification’ procedure of optimal transportation. We first
note that the problem DS(µ, ν) may be reduced to a concave maximization problem of ψ. We define the
value process Gψ to be the Snell envelope of (ψ(Xt)− St)t∈R+ , given by
G
ψ
t (ω) := sup
σ∈St
{
E
P
µ[
ψ(Xσ)− Sσ
∣∣Ft](t, ω)
}
(2.3)
= sup
P˜∈Tt(µ)
{
E
P˜
[
ψ(XT )− ST
∣∣F˜t](t, ω)
}
.
Given ψ, we can now define Mψ by the Doob-Meyer decomposition of Gψ , that is
G
ψ
t =M
ψ
t −A
ψ
t ,(2.4)
where Aψt is an increasing process with A
ψ
0 = 0. This theory has been developed in [22], for which we refer
also to [7]. Unfortunately, the theory is stated with slightly different assumptions, so we reproduce the
results we need.
Lemma 2.2. We suppose (A0) and (A1). The dual problem has the equivalent expression:
DS(µ, ν) = sup
ψ∈LSCb(OC)
{∫
OC
ψ(y)ν(dy) − EP
µ[
G
ψ
0
]}
.(2.5)
In particular, for every ψ ∈ Cb(OC), we have that (ψ,M
ψ) ∈ AS, and P
µ almost surely Gψσ ≤ Mσ for all
(ψ,M) ∈ AS and σ ∈ S.
Moreover, Gψσ = ψ(C)− SτC holds P
µ almost surely whenever σ ≥ τC.
Proof. We fix ψ ∈ LSCb(OC) and consider an increasing sequence ψ
i ∈ Cb(OC) that converges pointwise to
ψ. For each ψi, the process (ψi(Xt)− St)t∈R+ satisfies the assumptions of [7] in view of (A0), making G
ψi
a regular supermartingale, i.e.
E
P
µ[
G
ψi
σk
]
→ EP
µ[
Gψ
i
σ
]
whenever σk → σ from the right. We clearly have that Gψ ≥ Gψ
i
. For σ ∈ S, there is τ ≥ σ that attains
the value of Gψ, such that
E
P
µ[
Gψσ
]
= EP
µ[
ψ(Xτ )− Sτ
]
,
and
E
P
µ[
Gψσ −G
ψi
σ
]
≤ EP
µ[
ψ(Xτ )− ψ
i(Xτ )
]
,
which converges to zero by the dominated convergence theorem. In particular, we have
inf
x∈OC
ψ(x) − EP
µ[
Sσ
]
≤ EP
µ[
Gψσ
]
≤ sup
x∈OC
ψ(x)− inf
t,ω
St(ω),
so Gψ is uniformly integrable. Also, that Gψ is a supermartingale property follows from simply from noting
that Gψt ≥ E
P
µ
[Gψσ |Ft] for any σ ∈ St. By setting σ = t we see that G
ψ
t ≥ ψ(Xt)− St.
We takeMψt to be defined as the unique martingale of the Doob-Meyer decomposition (2.4) andM
ψ
t ≥ G
ψ
t ,
and it follows (ψ,Mψ) ∈ AS with M
ψ
0 = G
ψ
0 when ψ ∈ Cb(OC). Finally, we may find ψˆ ∈ Cb(OC) with
ψˆ ≤ ψ and arbitrarily close cost by lower-semicontinuity of ψˆ, which implies the inequality ≥ of (2.5).
For each M with (ψ,M) ∈ As and for all P˜ ∈ Tt(µ), we have
Mt(ω) = E
P˜
[
MT |F˜t
]
(t, ω) ≥ EP˜
[
ψ(XT )− ST
∣∣F˜t](t, ω),
thus Mt ≥ G
ψ
t , which completes the proof of (2.5).
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That Gψt = ψ(C)− SτC holds P
µ almost surely whenever t ≥ τC follows directly from (2.3), (A1) and the
assumptions on X . 
We now state the duality that is central to our analysis, which slightly extends the duality of [3] in some
ways although is simplified by our assumption of bounds from the killing time (A1) (see also a similar proof
in a more specific setting in [15]).
Theorem 2.3. We suppose (A0) and (A1). Then, including the possible value of +∞,
DS(µ, ν) = PS(µ, ν),
and if PS(µ, ν) < +∞, there is P˜
∗ ∈ T (µ, ν) such that PS(µ, ν) = E
P˜
∗
[ST ].
Proof. The proof is a standard application of convex duality, which we sketch for completeness. We let
V (ν) = PS(µ, ν), and we have that V (ν) is convex since if P˜
0 ∈ T (µ, ν0) and P˜1 ∈ T (µ, ν1) then a
(1 − λ)P˜0 + λP˜1 ∈ T (µ, (1 − λ)ν0 + λν1), and the cost is linear in P˜. Furthermore, ν 7→ V (ν) is lower-
semicontinuous because the randomized stopping times with T ≤ τC is compact, and the cost is lower-
semicontinuous by (A0). We can express the Legendre transform as
V ∗(ψ) = sup
ν∈M(OC)
{∫
OC
ψ(y)ν(dy) − V (ν)
}
= sup
P˜∈T (µ)
{
E
P˜
[
ψ(XT )− ST
]}
,
and
V ∗∗(ν) = sup
ψ∈Cb(OC)
{∫
OC
ψ(y)ν(dy) − sup
P˜∈T (µ)
{
E
P˜
[
ψ(XT )− ST
]}
= sup
ψ∈Cb(OC)
{∫
OC
ψ(y)ν(dy) − EP
µ[
G
ψ
0
]}
,
where the second line follows from Lemma 2.2. Since V ∗∗(ν) = V (ν) by convexity and lower-semicontinuity,
this completes the proof that that DS(µ, ν) = PS(µ, ν) as relaxing to ψ ∈ LSCb(OC) does not change the
cost as in Lemma 2.2.
When PS(µ, ν) < +∞, by compactness of T (µ, ν) and (A0), we have the existence of a minimizer P˜
∗. 
We have the following ‘verification’ type result for the dual optimizer.
Theorem 2.4. Suppose (A0) and (A1) and that ψ ∈ LSCb(OC) attains the maximum of DS(µ, ν), and
P˜
∗ ∈ T (µ, ν) minimizes (1.1). Then P˜∗ maximizes
E
P˜
[
ψ(XT )− ST
]
(2.6)
over P˜ ∈ T (µ).
Furthermore, for any maximizer P˜ ∈ T (µ) of (2.6), we have
(1) GψT = ψ(XT )− ST holds P˜ almost surely,
(2) Gψt∧T is a (Ω˜, F˜, P˜) martingale, i.e., M
ψ
t∧T = G
ψ
t∧T holds P˜ almost surely for all t ∈ R
+.
Proof. We note that
sup
P˜∈T (µ)
{
E
P˜
[
ψ(XT )− ST
]}
= EP
µ[
G
ψ
0
]
= EP˜
∗[
ψ(XT )− ST
]
by the duality of Theorem 2.3, thus P˜∗ is a maximizer of (2.6).
For any maximizer P˜ ∈ T (µ) of (2.6), by definition of Gψ , with P˜ probability 1, we have
G
ψ
T ≥ ψ(XT )− ST ,
and by the supermartingale property of Gψ we have
E
P˜[GψT ] ≤ E
P
µ
[Gψ0 ] = E
P˜
[
ψ(XT )− ST
]
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where the last equality is due to the fact that P˜ the maximum. Thus we have GψT = ψ(XT ) − ST holds P˜
almost surely since ≥ holds almost surely and ≤ holds in expectation. This proves (1). It also implies that
E
P˜[GψT ] = E
P
µ
[Gψ0 ]. Then, for t ∈ R
+, from the supermartingale property we have
E
P˜[Gψt∧T ] ≥ E
P˜[GψT ] = E
P˜[Gψ0 ]
yielding EP˜[Gψt∧T ] = E
P˜[Gψ0 ]. Since t 7→ G
ψ
t∧T is a supermartingale, this last property implies that it is a
martingale. Since MψT ≥ G
ψ
T it immediately follows that they are equal P˜ almost surely, proving (2). 
The final lemma in this section selects a maximal ψ given ψ, which also does not decrease the value.
This will play an important role later for attainment of the problem (2.5). At this point ψ is not necessarily
bounded above, but when we apply the Lemma we will have a natural upper bound of 0.
Lemma 2.5. We suppose (A0), (A1) and ψ ∈ LSCb(OC). We let
ψ(y) := sup
φ∈Cb(OC)
{
φ(y); φ(Xσ(ω)) ≤ G
ψ
σ (ω) + Sσ(ω), ∀ σ ∈ S, P
µ − a.e. ω
}
.
Then we have the following:
i. ψ(y) ≥ ψ(y) for all y ∈ OC;
ii. Gψσ = G
ψ
σ , ∀ σ ∈ S, P
µ − a.e. ω.
Proof. We immediately note that ψ is bounded below and lower-semicontinuous as the supremum of con-
tinuous functions. Furthermore, ψ can be expressed as the supremum of continuous functions which satisfy
φ(Xσ) ≤ Gσ + Sσ thus ψ¯ ≥ φ and i. follows.
The inequality Gψ ≥ Gψ is obvious from i.. The pointwise inequality ψ(Xσ) ≤ G
ψ
σ + Sσ is maintained in
the limit so in particular, thus
G
ψ
t = sup
σ∈St
E
P
µ[
ψ(Xσ)− Sσ
∣∣Ft]
≤ sup
σ∈St
E
P
µ[
Gψσ
∣∣Ft] ≤ Gψt ,
using the supermartingale property of Gψ , so ii. follows. 
3. Pointwise Bounds
We establish in this section pointwise bounds on the dual functions, which will be crucial in dual at-
tainment in the later sections. We first introduce some additional structure to the processes. We recall
that a stationary Feller process is given by a probability transition semigroup, such that for each t > 0 the
distribution of Xt given X0 = x is given by P (t, x, ·), satisfying for 0 < s < t,
P (t, x, ·) =
∫
OC
P (t− s, y, ·)P (s, x, dy),
and that limt→0
∫
OC
f(y)P (t, ·, dy) = f uniformly for all f ∈ Cb(OC).
We note that the processes beginning at Xt = x, are independent processes in a fixed probability space
(Ω,F,Px). We let Ex denote expectation with respect to this probability space. We let Sx denote the
(nonrandomized) stopping times given in this probability space. For additional references on optimal stopping
in this setting see [20] chapter 2 and therein, as well as [10].
We define ψ˘ to be the re´duite of ψ. This function corresponds to the superharmonic envelope when the
process is Brownian motion. For ψ ∈ LSCb(OC),
ψ˘(x) := sup
σ∈Sx
E
x
[
ψ(Xσ)
]
.(3.1)
We say that balayage holds, or µ ≺ ν if∫
OC
ψ(y)ν(dy) ≤
∫
OC
ψ(x)µ(dx)
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for all supermedian functions, i.e. whenever ψ = ψ˘.
We first show a uniform pointwise bound assuming the following additional assumptions.
(B0) X is a stationary Feller process. Furthermore, we suppose that for all ψ ∈ Cb(OC) the re´duite
function of (3.1) is continuous and bounded, ψ˘ ∈ Cb(OC). (The second assumption holds for all
Feller processes if OC is compact; see [10].)
(B1) We suppose that S0 = 0 and S is a (Ω,F,P
µ)-submartingale.
The following corollary of Theorem 2.3 recovers a result of Rost [26].
Corollary 3.1. Given (B0), there exists P˜ ∈ T (µ, ν) if and only if µ ≺ ν.
Proof. We fix S = 0, in which case Gψt = ψ˘(Xt). If µ ≺ ν then for any ψ ∈ LSCb(OC), by Lemma 2.2 and
the definition of ψ˘ and the balayage we have∫
O
ψ(y)ν(dy) − EP
µ[
G0
]
≤
∫
O
ψ˘(y)ν(dy) −
∫
O
ψ˘(x)µ(dx) ≤ 0.
It follows from Theorem 2.3 that PS(µ, ν) = 0 and there exists P˜ ∈ T (µ, ν).
If µ 6≺ ν, then there exists a supermedian function φ, which satisfies∫
O
φ(y)ν(dy) −
∫
O
φ(x)µ(dx) > 0,
in which case Gλφt = λφ(Xt) for any λ > 0. Taking λ to +∞ we see that
DS(µ, ν) = +∞
and from Theorem 2.3 we have that T (µ, ν) is empty. 
The next lemma in this section verifies a mean value type property for the re´duite ψ˘, which asserts that
ψ˘(Xt) is a martingale up until the set where it touches the obstacle ψ, which is an extension of Theorem 2.4
in the case that S = 0.
Lemma 3.2. Assume (B0) and that ψ ∈ Cb(OC). Then the first hitting time,
η := inf{t; ψ
(
Xt
)
= ψ˘
(
Xt
)
},
attains the supremum of (3.1) with
E
x[ψ(Xη)] = ψ˘(x) and ψ(Xη) = ψ˘(Xη).(3.2)
Moreover, for any randomized stopping time P˜ ∈ T (δx), we have the mean value property
E
P˜
[
ψ˘(XT∧η)
]
= ψ˘(x).(3.3)
Proof. The proof is standard, but we give it here for completeness. First, by continuity of ψ and ψ˘ from
(B0), and right-continuity of the paths of Xt, we have that ψ˘(Xη) = ψ(Xη). To check that η attains the
supremum of (3.1), notice that if P˜ ∈ T (δx) is an optimal randomized stopping time for (3.1), then, P˜ almost
surely, ψ(XT ) = ψ˘(XT ), by the dynamic programming principle as in the proof of Theorem 2.4, hence T ≥ η.
Therefore, the supermedian property implies EP˜[ψ˘(XT )] ≤ E
x[ψ˘(Xη)], showing η attains the supremum of
(3.1), namely, ψ˘(x) = Ex[ψ˘(Xη)]. Using the supermedian property again we get for any randomized stopping
time P˜ ∈ T (δx),
ψ˘(x) ≥ EP˜
[
ψ˘(XT∧η)
]
≥ Ex
[
ψ˘(Xη)
]
= ψ˘(x),
proving (3.2) and (3.3). 
We now normalize the value process Gψ by the re´duite of ψ. The following provides a key ingredient in
our dual attainment argument, which generalizes Proposition 4.6 of [16] with essentially the same proof in
this more general setting.
Proposition 3.3. Suppose (A0), (A1), (B0), (B1), and ψ ∈ Cb(OC). If we let ψ˜ = ψ − ψ˘ then we have
G
ψ˜
t = G
ψ
t − ψ˘(Xt).
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Proof. First, we show ≥, which is an easy step and does not require S to be a submartingale. We let
P ∈ Tt(µ) attain the supremum of the definition of G
ψ
t , (2.3), i.e.
G
ψ
t = E
P
[
ψ(XT )− ST
∣∣Ft],
thus by the supermedian property of ψ˘ and the definition of Gψ˜t ,
G
ψ
t − ψ˘(Xt) ≤ E
P
[
ψ(XT )− ST − ψ˘(XT )
∣∣Ft] ≤ Gψ˜t .
For the other direction we let η := inf{s ≥ t; ψ(Xs) = ψ˘(Xs)} as in Lemma 3.2. We have that η is a Ft
stopping time because X is adapted to Ft. We let P˜ ∈ Tt(µ) attain the supremum of the definition of G
ψ˜
t ,
then
G
ψ˜
t = E
P˜
[
ψ˜(XT )− ST
∣∣Ft]
= EP˜
[
ψ˜(XT∧η)− ST∧η
∣∣Ft]
+ EP˜
[
ψ˜(XT )− ψ˜(XT∧η)
∣∣Ft]
− EP˜
[
ST − ST∧η
∣∣Ft]
≤ Gψt − ψ˘(Xt)
using the results of Lemma 3.2 that EP˜[ψ˘(XT∧η)|Ft] = ψ˘(Xt) and E
P˜
[
ψ˜(Xη)|Ft
]
= 0, as well as EP˜
[
ψ˜(XT )|Ft
]
≤
0, and that S is a submartingale. 
4. Dual Attainment in the Discrete Setting
We illustrate the results in the previous section in the simple case of discrete Markov process.
Theorem 4.1. Suppose that O is a discrete set (i.e. with at most countable elements) and that S satisfies
(A0), (A1), (B1), and (B0) holds (i.e. X is Markov). Furthermore, we assume that SτC is uniformly
bounded, i.e. SτC(ω) ≤ K for P
µ-a.e. ω. Then the dual problem is attained at ψ∗ ∈ Cb(OC) with −K ≤ ψ
∗ ≤ 0
and ψ∗(C) = 0.
Proof. Given ψ ∈ Cb(OC) we let ψ˜ be as in Proposition 3.3. From ψ˜ ≤ 0 and submartingale property of S,
we have
G
ψ˜
t = sup
P˜∈Tt(µ)
E
P˜
[
ψ˜(XT )− ST
∣∣∣Ft
]
≤ −St.
On the other hand,
G
ψ˜
t + St ≥ E
P
µ
[
ψ˜(Xη)− Sη + St
∣∣∣Ft
]
≥ −EP
µ
[
Sη − St
∣∣∣Ft
]
where η := inf{s ≥ t; ψ(Xs) = ψ˘(Xs)} as in Lemma 3.2. Notice that
E
P
µ[
Sη − St
∣∣Ft] ≤ K
from the boundedness assumption on S with respect to stopping times. These show that −K ≤ Gψ˜+S ≤ 0.
We now follow the maximization procedure of Lemma 2.5 to obtain ψ. Then −K ≤ ψG
ψ˜
≤ 0 follows
from −K ≤ Gψ˜ + S ≤ 0, and that fact that for any open neighborhood Q of y, there is σ ∈ S such Xσ ∈ Q
has finite probability. Finally, Proposition 3.3 combined with Lemma 2.5 implies that the dual value for
ψ is greater than or equal to the value for ψ. We have restricted the optimization problem to the set of
ψ ∈ Cb(OC) where −K ≤ ψ ≤ 0 and ψ(C) = 0.
This subset of Cb(OC) is compact since either [−K, 0]
N ⊂ RN or [−K, 0]∞ ⊂ R∞ is compact.
The dual value is upper-semicontinuous as the infimum of continuous linear functionals, in particular
−EP
µ[
G
ψ
0
]
= inf
P˜∈T (µ)
{
− EP˜
[
ψ(XT )− ST
]}
,
and dual attainment follows as the maximization of an upper-semicontinuous function on a compact set. 
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5. Dual Attainment in Hilbert Space
This section gives attainment of the dual problem (2.5), which is equivalent to (1.2). The dual optimizer
is found in a Hilbert space, which we define using a Dirichlet form as follows.
Let O be equipped with a positive finite Borel measure m. (We ignore the cemetery state C as we will
assume from here on out that all functions have value 0 on C.) Assume that there is a symmetric semi-definite
(Dirichlet) form
E : L2(O;m) × L2(O;m)→ R ∪ {+∞}.
We let
H := {u ∈ L2(O;m); E(u, u) < +∞}.
Note H is in general a Hilbert space with the inner product E(u, v)+
∫
O
u(x)v(x)m(dx), but we will consider
when the Dirichlet form defines a Hilbert space without the additional L2 product, i.e. the Poincare´ inequality
holds. We let H∗ denote the dual space of linear functionals with respect to the L2 inner product. In
particular, we will say a measure γ belongs to H∗, if there exists Uγ ∈ H such that∫
O
f(x)γ(dx) = E(f, Uγ), ∀ f ∈ Cb(O) ∩H,
in which case ‖γ‖H∗ = ‖U
γ‖H. We abuse the notation and let ∆ denote the generator of the Dirichlet form,
and H0 be the set of f ∈ Cb(O) ∩ H such that ∆f ∈ Cb(O) ∩ L
2(O;m). In other words, for f ∈ H0 and
g ∈ H we have
E(f, g) =
∫
O
g(x)
(
−∆f(x)
)
m(dx).
We suppose that ∆ generates Xt in the sense that for each f ∈ H0 and σ ∈ S
x,
f(x) = Ex
[
f(Xσ)−
∫ σ
0
∆f(Xt)dt
]
.(5.1)
We say that g ∈ LSCb(O) is a supersolution to ∆g ≤ h for h ∈ LSCb(O) in the viscosity sense if whenever
f ∈ H0 touches g from below at x ∈ O, i.e. f(x) = g(x) and f(y) ≤ g(y) ∀ y ∈ O, then
∆f(x) ≤ h(x).
We say that g ∈ H is a supersolution to ∆g ≤ h for h ∈ L2(O;m) in the weak sense if
E(f, g) ≥ −
∫
O
h(x)f(x)m(dx)
for all f ∈ H0 with f ≥ 0.
We list the assumptions we need for our main results.
(C0) [Poincare´ inequality] ∃ Cp > 0 such that E(u, u) ≥ C
−1
p
∫
O
|u(x)|2m(dx) for all u ∈ H. In
particular, we take the norm and inner product on H to be given solely by E .
(C1) [Continuity/Variational Equivalence] For h ∈ LSCb(O) ∩ L
2(O,m), we have ψ ∈ LSCb(O)
satisfies ∆ψ ≤ h in the viscosity sense if and only if ψ ∈ H is bounded above and satisfies ∆ψ ≤ h
in the weak sense.
(C2) [Semi-supermartingale] There is D ≥ 0, such that the cost satisfies EP
µ[
Sσ
∣∣Ft]−St ≤ EPµ[D(σ−
t)
∣∣Ft] for all σ ∈ St and Pµ almost surely.
(C3) [Balayage] We have µ ∈ H∗ and µ ≺ ν.
Example 5.1.
(1) O = Rd.
(2) The state process, Xt, is a d-dimensional diffusion process generated by a smooth uniformly elliptic
operator ∆ =
∑d
i=1
∑d
j=1 ∂iaij∂j − β, with killing rate β > 0.
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(3) E(u, v) =
∫
Rd
( d∑
i=1
d∑
j=1
aij(x)∂iu(x) ∂jv(x)+βu(x)v(x)
)
dx, where m is Lebesgue measure on Rd and
H ≡ H1(Rd).
(4) The cost process, St :=
∫ t
0 L(t,Xt)dt where L is continuous and
0 ≤ L(t, x) ≤ D.
The killing rate that enforces the Poincare´ inequality also causes EP
µ
[τC] < +∞.
Example 5.2.
(1) O a geodesically convex bounded domain in a non positively curved Riemannian manifold.
(2) Xt is the Riemannian Brownian motion
(3) ∆ is the Laplace-Beltrami operator with Dirichlet boundary conditions on ∂O.
(4) E(u, v) =
∫
O
g
(
∇u(x),∇v(x))volg(dx) where g is the Riemannian metric and volg is the correspond-
ing volume form.
(5) The cost process, St = c(X0, Xt) where
0 ≤ ∆yc(x, y) ≤ D
for all x, y ∈ O.
In both of these examples one can check the non-trivial (C2) by viscosity solution theory as in [16].
Example 5.3. In example 5.1, the uniformly elliptic operator can be replaced with the fractional Laplacian,
yielding fractional Brownian motion on Rd.
In this section we prove the main result of the paper on the attainment of the dual problem DS . We
recall that DS(µ, ν) is defined as a supremum over the class AS ⊂ Cb(OC)×B(Ω˜), however, by Lemma 2.2,
is equal to the supremum over ψ ∈ LSCb(OC) of the concave functional
U(ψ) :=
∫
O
ψ(y)ν(dy) − EP
µ[
G
ψ
0
]
.(5.2)
We first introduce a subset BD ⊂ LSCb(O)∩H, which plays a key role in our method. We always extend
these functions to LSCb(OC) by 0 on C.
Definition 5.4. We say that ψ ∈ BD, if the following properties hold:
(1) ψ ∈ LSCb(O) ∩H.
(2) ψ(y) ≤ 0 for all y ∈ O.
(3) ∆ψ(x) ≤ D in the weak sense.
Note that with assumption (C1), the last condition follows if ∆ψ(x) ≤ D in the sense of viscosity. Notice
that
BD is compact in the weak topology of H
because of the uniform bound given by (C0),
E(ψ, f) ≤ D
∫
O
|f(x)|m(dx) ≤ Dm(O)‖f‖L2(O;m) ≤ Dm(O)Cp‖f‖H,
and the Banach-Alaoglu theorem. We now prove that U : BD → R is concave and upper-semicontinuous.
Proposition 5.5. We suppose (A0), (A1), (B0), (B1), (C0)-(C3). The map ψ 7→ U(ψ) is concave and
upper-semicontinuous on BD with the weak topology of H.
Proof. Concavity and upper-semicontinuity follow from the structure as the supremum over linear function-
als. Since EP
µ
[Gψ0 ] = supP˜∈T (µ) E
P˜[ψ(XT )− ST ], it suffices to show that the map
ψ 7→ EP˜[ψ(XT )]
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is a continuous linear functional on BD for any P˜ ∈ T (µ). This fact follows from the fact that µ ≺ ρ ∼ XT and
that µ ≺ ρ implies ‖ρ‖H∗ ≤ ‖µ‖H∗ . Indeed, for φ ∈ Cb(O) ∩H with ‖φ‖H = 1, we have that φ˘ ∈ Cb(O) ∩H
with
‖φ˘‖H = E(φ˘, φ˘) ≤ E(φ, φ) ≤ ‖φ‖H∗
by (C0) and (C1), thus ∫
O
φ(y)ρ(dy) ≤
∫
O
φ˘(y)ρ(dy) ≤
∫
O
φ˘(x)µ(dx) ≤ ‖µ‖H∗.
Upper-semicontinuity follows from µ ∈ H∗, cf. (C3). 
Proposition 5.6. We suppose (A0), (A1), (B0), (B1), (C0)-(C3). Given ψ ∈ LSCb(OC) with ψ(y) ≤ 0
for all y ∈ O and ψ(C) = 0, we consider ψ as in Lemma 2.5. Then in the sense of viscosity,
∆ψ(y) ≤ D,(5.3)
and ψ ∈ BD.
Consequentially, the dual problem DS(µ, ν) is reduced to BD, that is,
DS(µ, ν) = sup
ψ∈BD
U(ψ).
for the functional U(ψ) of (5.2).
Proof. From Proposition 3.3, we can always normalize ψ to ψ˜ ≤ 0 with ψ˜(C) = 0, after which we normalize
to ψ as in Lemma 2.5. We note that, as in Theorem 4.1, we have ψ(y) ≤ 0 for all y ∈ O. Suppose that
φ ∈ H0 touches ψ from below at x. Then for any ǫ > 0 and δ > 0 there is σ ∈ S and a set A ⊂ Fσ with
nonzero probability and d(Xσ, x) < δ, such that
φ
(
Xσ(ω)
)
+ ǫ ≥ Gψσ (ω) + Sσ(ω)
for Pµ-a.e. ω ∈ A. Then we have for all s > 0, using (C2) that for Pµ-a.e. ω ∈ A
E
P
µ[
φ(Xσ+s)
∣∣Fσ] ≤ EPµ[Gψσ+s + Sσ+s∣∣Fσ]
≤ Gψσ + Sσ +Ds
≤ φ
(
Xσ
)
+ ǫ+Ds.
Because X is a stationary Feller process with generator ∆,
E
P
µ
[ ∫ σ+s
σ
∆φ(Xr)dr
∣∣∣Fσ
]
≤ Ds+ ǫ
for all s > 0 and Pµ a.e. ω ∈ A. Let ǫ, δ → 0 then continuity of ∆φ implies that ∆φ(x) ≤ D, and ∆ψ(x) ≤ D
in the sense of viscosity. By (C1) we have that ψ ∈ BD, and the dual value has not decreased. This
completes the proof. 
We now state our main theorem on attainment of the dual problem, which follows immediately from the
two preceding propositions.
Theorem 5.7. We assume (A0), (A1), (B0), (B1), (C0)-(C3). Then there is ψ∗ ∈ BD that is a
maximizer of DS(µ, ν), that is, ∫
O
ψ∗(y)ν(dy)− EP
µ[
G
ψ∗
0
]
= DS(µ, ν).
Proof. By Proposition 5.6 we may restrict to a maximizing sequence ψi ∈ BD. As noted above, BD is compact
in the weak topology of H, and the result of Proposition 5.5 implies that for a subsequence ψ
ik
⇀ ψ∞ ∈ BD
and
U(ψ∞) ≥ lim
k→∞
U(ψik) = DS(µ, ν)
completing the proof. 
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5.1. When the cost is the expected stopping time. The case that St = t ∧ τC is critical for under-
standing this problem. For a thorough exposition of related results for Brownian motion beginning at the
origin in 1D see [23].
Proposition 5.8. We assume (A0), (B0), (C0)-(C3). There is a unique function (up to an additive
constant) h ∈ H0 with ∆h = 1 in the weak sense on O such that for any P˜ ∈ T (µ, ν) we have
E
P˜
[
T
]
=
∫
O
h(x)ν(dx) −
∫
O
h(x)µ(dx).
In particular, any such P˜ is optimal for cost St = t ∧ τC, and the dual problem is solved by ψ = h and
Mt = G
h
t = h(Xt)− St.
Proof. Existence and uniqueness (up to additive constant) of such h in H with ∆h = 1, is immediate by the
property of the generator ∆ of a stationary Feller process. From ∆h = 1, clearly, ∆h ∈ Cb(O) ∩ L
2(O,m)
and that h ∈ Cb(O) follows from (C1). We then calculate simply that
E
P˜
[
T
]
= EP˜
[ ∫ T
0
∆h(Xt)dt
]
=
∫
O
h(x)ν(dx) −
∫
O
h(x)µ(dx).
Taking ψ = h, we find that Ght = h(Xt)− St, and since∫
O
h(x)ν(dx) − EP
µ[
Gh0
]
=
∫
O
h(x)ν(dx) −
∫
O
h(x)µ(dx) = EP˜
[
T
]
,
ψ = h is optimal for the dual problem. 
6. The General Twist Condition
We suppose now that the pair (A,X) is a stationary Feller process with generator ∆a,x, and the cost
decomposes as St = Λ(At, Xt). We assume that A takes values in R
d and a 7→ Λ(a, x) is differentiable with
(a, x) 7→ ∇aΛ(a, x) continuous.
We interpret A as an auxiliary parameter, which will provide structure for the optimal solutions. In the
examples below A might be the time At = t, the initial position At = X0, or a stochastic process coupled
with X .
The form of the cost is inherited by the value process Gψ .
Lemma 6.1. We suppose (A0), (A1), (B0) and the cost is given by St = Λ(At, Xt) as above. Then for
any ψ ∈ LSCb(O), the value process decomposes as
G
ψ
t = H
ψ(At, Xt),
where H : Rd ×O → R is the (A,X)-re´duite of ψ − Λ.
Proof. This lemma is simply a restatement of the definition of Gψ under the additional structure given by
St = Λ(At, Xt). Indeed,
G
ψ
t = sup
σ∈St
E
P
µ[
ψ(Xσ)− Λ(Aσ, Xσ)|Ft
]
= sup
σ∈SAt,Xt
E
At,Xt
[
ψ(Xσ)− Λ(Aσ, Xσ)
]
,
which is the definition of the re´duite of ψ − Λ. 
We assume that Λ satisfies a (A,X)-twist condition, namely, we suppose that:
D0 For σ ∈ Sa,x, the equation
E
a,x
[
∇aΛ(Aσ, Xσ)
]
= ∇aΛ(a, x)(6.1)
implies σ = 0.
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If ψ is continuous then H is the continuous viscosity solution of the quasivariational inequality:
max
{
∆a,xH
ψ(a, x), ψ(x) − Λ(a, x)−Hψ(a, x)
}
≤ 0.(6.2)
Rather than giving details on the processes, we make an assumption directly on solutions of (6.2):
D1 For any ψ ∈ BD and P˜ ∈ T (µ) that maximizes
E
P˜
[
ψ(XT )− Λ(AT , XT )
]
,
we have that the map for h ∈ Rd,
h 7→ Hψ(AT + h,XT ),
is differentiable P˜-almost surely. We also suppose that the stopping time given by
τ∗ = inf
{
t; Hψ(At, Xt) = ψ(Xt)− Λ(At, Xt)
}
,
satisfies
Hψ(A∗τ , X
∗
τ ) = ψ(X
∗
τ )− Λ(At, Xt), P
µ almost surely.
Examples:
• The Lagrangian case is when At = t. We set LΛ(t, x) = ∆a,xΛ(t, x) = ∂tΛ(t, x) + ∆Λ(t, x) to be
the Lagrangian. Then Λ is (A,X)-twisted if t 7→ LΛ(t, x) is either strictly increasing or decreasing
because
E
t,x
[
∂tΛ(t+ σ,Xσ)
]
− ∂tΛ(t, x) = E
t,x
[ ∫ σ
t
∂tLΛ(t+ r,Xr)dr
]
is either strictly positive or strictly negative if σ 6= 0. This has been studied in [15] for the case when
Xt = Wt is d-dimensional Brownian motion. In the case that t 7→ LΛ is decreasing to obtain the
result we must assume that µ and ν are disjoint otherwise D1 would fail.
• The recent work [12] provides a manner to generalize the previous example to the case where A is
an additive function of X , and a 7→ LΛ(a,X) is strictly increasing.
• Considering costs where At = X0 and thus St = c(X0, Xt) generalizes the study in [16] where
Xt =Wt is d-dimensional Brownian motion.
Here, we list additional possible cases:
• The previous cases can be mixed with A = (t,X0). This makes it easier to satisfy D0, although it
may be difficult to check differentiability D1 in general.
• Suppose (A,X) is generated by a uniformly elliptic operator, and suppose that a 7→ ∆a,x∇aΛ(a, x)
is strictly monotone. Then D0 holds, and we expect differentiability D1 from elliptic regularity.
• (Possible Example) Taking the process At = sups∈[0,t]{Xs} possibly generalizes the Aze´ma-Yor
embedding (Λ(a, x) = a and Xt = Wt is one-dimensional Brownian motion). It is clear that D0
holds if a 7→ Λ(a, x) is increasing and strictly concave or convex. However, satisfying D1 is highly
nontrivial in this case, and the assumption (C2) on the cost will not hold, so more work is needed
to understand these problems.
We now state and prove our final theorem.
Theorem 6.2. We suppose all the assumptions of the paper, (A0), (A1), (B0), (B1), (C0)-(C3), and in
particular D0 that S is (A,X)-twisted and D1 hold. Then there is a unique minimizer to PS(µ, ν) given by
τ∗ = inf
{
t; Hψ(At, Xt) = ψ(Xt)− Λ(At, Xt)
}
,
where ψ ∈ BD is a dual maximizer.
Proof. We let ψ be a dual maximizer, cf. Theorem 5.7. For any P˜ ∈ T (µ) that maximizes
E
P˜
[
ψ(XT )− Λ(AT , XT )
]
(6.3)
we have
Hψ(AT , XT ) = ψ(XT )− Λ(AT , XT )
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holds P˜ a.s. by the dynamic programming principle of Theorem 2.4. Since Hψ(a, x) ≥ ψ(x) − Λ(a, x) it
follows that
∇aH
ψ
(
AT , XT
)
= −∇aΛ
(
AT , XT
)
at points of differentiability, which occur P˜ a.s. by D1. Also from D1 we have that
Hψ(Aτ∗ , Xτ∗) = ψ(Xτ∗)− Λ(Aτ∗ , Xτ∗),
and τ∗ ≤ T holds P˜ almost surely so since Hψ(At, Xt) is a supermartingale,
ψ(Xτ∗)− Λ(Aτ∗ , Xτ∗) ≥ E
P˜
[
ψ(XT )− Λ(AT , XT )
∣∣F˜τ∗],
and τ∗ is also a maximizer of (6.3). We also have that from the supermartingale property of Hψ,
Hψ(Aτ∗ + h,Xτ∗) ≥ E
P˜
[
Hψ(AT + h,XT )
∣∣F˜τ∗],
and equality holds at h = 0. Therefore, taking a derivative by D1, we get P˜-almost surely
−∇aΛ
(
Aτ∗ , Xτ∗
)
= ∇aH
ψ
(
Aτ∗ , Xτ∗
)
= EP˜
[
∇aH
ψ(AT , XT )
∣∣F˜τ∗] = EP˜[−∇aΛ(AT , XT )∣∣F˜τ∗].
It then follows from D0 that any such maximizer is given by T = τ∗.
Since the optimal stopping time P˜∗ ∈ T (µ, ν) to PS(µ, ν) is a maximizer of (6.3) by Theorem 2.4, it is
uniquely given by τ∗. 
Appendix A. Recurrent Processes
We will repeat the results of our paper under alternate assumptions for ergodic processes. Under these
assumptions there is no cemetary state, and instead of (A1) we require an assumption of coercivity of the
cost.
(A1’) We suppose that for any T¯ ≥ 0, S is uniformly integrable over stopping times τ ≤ T¯ , and
lim inf
T¯→∞
inf
τ∈S, E[τ ]≥T¯
E
[
Sτ
]
= +∞.
We first recover Lemma 2.2, the proof is similar but we mention the details that change.
Lemma A.1. We suppose (A0) and (A1’). For every ψ ∈ LSCb(O), we have that (ψ,M
ψ) ∈ AS and
DS(µ, ν) = sup
ψ∈LSCb(O)
{∫
O
ψ(y)ν(dy) − EP
µ[
G
ψ
0
]}
.(A.1)
In particular, Pµ-almost surely Gψσ ≤Mσ for all (ψ,M) ∈ AS and σ ∈ S.
Proof. When verifying the properties of Gψ we must first cut off at a finite time so that the cost is uniformly
integral. We introduce the approximation for T¯ ≥ t,
G
ψ,T¯
t = sup
σ∈St
{
E
P
µ[
ψ(Xσ∧T¯ )− Sσ∧T¯ ]
]}
.
It is clear from the argument of Lemma 2.2 that Gψ,T¯ is a regular supermartingale and Gψ,T¯t ≥ ψ(Xt)− St
for t ≤ T¯ . We clearly have that Gψ ≥ Gψ
i,T¯ since σ ∧ T¯ is an admissible stopping time. For σ ∈ S, there is
τ ≥ σ that attains the value of Gψ using assumption (A1’), such that
E
P
µ[
Gψσ
]
= EP
µ[
ψ(Xτ )− Sτ
]
.
Then we have that
E
P
µ[
Gψσ −G
ψi,T¯
σ
]
≤ EP
µ[
ψ(Xτ )− ψ
i(Xτ∧T¯ )− Sτ + Sτ∧T¯
]
,
which converges to zero as i → ∞ and T¯ → ∞ by (A0) and the dominated convergence theorem. The
remainder of the proof is the same as Lemma 2.2. 
We continue to adapt the proof of Theorem 2.3 with (A1’).
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Theorem A.2. We suppose (A0) and (A1’). If PS(µ, ν) < +∞,
DS(µ, ν) = PS(µ, ν),
and there is P˜∗ ∈ T (µ, ν) such that PS(µ, ν) = E
P˜
∗
[ST ].
Proof. The proof is identical to that of Theorem 2.3, except that the set T (µ, ν) is no longer compact.
However, (A1’) implies that if PS(µ, ν) < +∞ then we can restrict to P˜ ∈ T (µ, ν) with E
P˜[T ] ≤ T¯ for a
constant T¯ , which is compact. This implies in particular that ν 7→ PS(µ, ν) is lower-semicontinuous and
that if PS(µ, ν) < +∞ then the minimum is attained. 
We also repeat the following ‘verification’ type result for the dual optimizer.
Theorem A.3. Suppose (A0) and (A1’) and that ψ ∈ LSCb(O) attains the maximum of DS(µ, ν), and
P˜
∗ ∈ T (µ, ν) minimizes (1.1). Then P˜∗ maximizes
E
P˜
[
ψ(XT )− ST
]
(A.2)
over P˜ ∈ T (µ).
Furthermore, for any maximizer P˜ ∈ T (µ) of (A.2), we have
(1) GψT = ψ(XT )− ST holds P˜ almost surely,
(2) Gψt∧T is a (Ω˜, F˜, P˜) martingale, i.e., M
ψ
t∧T = G
ψ
t∧T holds P˜ almost surely for all t ∈ R
+.
Proof. The proof is identical to the proof of Theorem 2.4. 
We finally repeate Lemma 2.5.
Lemma A.4. We suppose (A0), (A1’) and ψ ∈ LSCb(O). We let
ψ(y) := sup
φ∈Cb(O)
{
φ(y); φ(Xσ(ω)) ≤ G
ψ
σ (ω) + Sσ(ω), ∀ σ ∈ S, P
µ − a.e. ω
}
.
Then we have the following:
i. ψ(y) ≥ ψ(y) for all y ∈ O;
ii. Gψσ = G
ψ
σ , ∀ σ ∈ S, P
µ − a.e. ω.
Proof. The proof is identical to Lemma 2.5. 
A.1. Dual attainment. We now assume m = γ is the invariant distribution O of the process Xt. The
invariant measure γ satisfies ∫
O
∆ψ(x)γ(dx) = 0(A.3)
for all ψ ∈ H0. The results of Section 3 hold and Theorem 4.1 follows if we assume the discrete Markov
chain has finite recurrent time between any two points. We replace assumption (C0) with the following:
(C0’) [Poincare´ inequality’] ∃ Cp > 0 such that
E(u, u) ≥ C−1p
∫
O
∣∣u(x)∣∣2γ(dx)
for all u ∈ H with
∫
O
u(x)γ(dx) = 0.
Equation (A.3) implies that the superharmonic functions are all constant make the balayage assumption of
(C3) trivial. We need a stronger assumption on ν:
(C3’) We suppose that µ ∈ H∗ and that dν
dγ
∈ Cb(O).
We also assume a maximum principle type property:
(C4’) We suppose there is a constant λ such that if ∆u ≤ 1 for u ∈ LSCb and
∫
O
u(x)γ(dx) = 0 then
u(x) ≥ −λ for all x ∈ O.
We list a few examples of ergodic processes:
Example A.5.
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(1) O ⊂ Rd is open and bounded with smooth boundary.
(2) X is reflecting Brownian motion. The generator, ∆, is the Laplacian with Neumann boundary
conditions, i,e, the set H0 are the functions with ∆h ∈ C(O) and ∇h · n = 0 on ∂O, where n is the
normal vector.
(3) The Dirichlet form is
E(u, v) =
1
2
∫
O
∇u(x) · ∇v(x) dx,
and γ(dx) = 1|O|dx is proportional to Lebesgue measure.
Example A.6.
(1) O is a closed Riemannian manifold with unit volume.
(2) X is Brownian motion with the generator as the Lablace Beltrami operator
(3) The Dirichlet form is
E(u, v) =
∫
O
g
(
∇u(x),∇v(x)
)
γ(dx),
where γ is the volume form.
Here is a possible additional case:
Example A.7.
(1) O = Rd.
(2) Xt is Brownian motion with confining potential V that is smooth and coercive (i.e., the Ornstein-
Uhlenbeck process for V (x) = 12 |x|
2). The generator, ∆, is the Laplacian with drift, i,e,
∆h =
d∑
i=1
∂2h
∂x2i
−∇V · ∇h.
(3) The Dirichlet form is
E(u, v) =
∫
O
∇u(x) · ∇v(x) γ(dx),
where γ(dx) = m(dx) = Ce−V (x)dx.
(4) This example violates (C1) and (C4’), and would require more careful handling of the behavoir as
|x| → ∞.
When we address dual attainment in general, we will not be able to use the upper bound as we did in
Section 5. To circumvent this we will use a truncation procedure by defining
ψM (x) = min
{
ψ(x),M
}
.
It is clear that if ψ is lower semicontinuous, bounded below, and a viscosity supersolution, then so is ψM .
We give an analogy to the space BD.
Definition A.8. We say that ψ ∈ B′D, if the following properties hold:
(1) ψ is lower semi-continuous and ψM ∈ H for all M .
(2)
∫
O
ψ(x)γ(dx) = 0.
(3) ∆ψ(x) ≤ D in the sense of viscosity.
We define the ‘weak’ topology on B′D to be the topology of weak convergence in H for ψ
M for all M .
Assumption (C4’) is necessary for this space to be compact. If ψ ∈ B′D then ψ ≥ −Dλ so ‖ψ
M‖L1(O,γ) is
uniformly bounded, and
E(ψM , ψM ) =
∫
O
∆ψM (x)
(
M − ψM (x)
)
γ(dx)
= DM
∫
O
γ(dx) + λD2.
By the uniform bound above, B′D is compact with this topology.
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We make use of a second regularization of the process by introducing a killing term with rate β > 0. As
Xt is generated by the Dirichlet form E(u, v), the modified process with the killing rate β, is generated by
the Dirichlet form Eβ(u, v) defined as
Eβ(u, v) = E(u, v) + β
∫
O
u(x) v(x) γ(dx).
For X that satisfies (C0’), Xβ satisfies (C0). We let Sβ be the cost that is left-continuous and constant on
C.
For a probability measure σ on O with dσ
dγ
= s ∈ Cb(O), we let U
σ
γ ∈ H0 denote the potential function
that satisfies ∫
O
Uσγ (x)γ(dx) = 0
and
∆Uσγ (x) = 1− s(x).(A.4)
We now give an analogy of Proposition 5.5.
Proposition A.9. We suppose (A0), (A1’), (B0), (B1), (C0’), (C1), (C2), and (C3’). The map
ψ 7→ U(ψ) :=
∫
O
ψ(y)ν(dy) − EP
µ[
G
ψ
0
]
is concave and upper-semicontinuous on B′D with the weak topology.
Proof. Concavity and upper-semicontinuity follow from the structure as the supremum over linear function-
als. We first note that
E
P
µ
[Gψ0 ] = sup
M≥0
sup
β>0
sup
P˜∈T β(µ)
E
P˜[ψM (XβT )− S
β
T ],
where T β(µ) is the set of stopping times of the process Xβt , starting from the distribution µ. The inequality
≥ is obvious. For the other inequality we note that because (A1’) the stopping time that acheives the value
of EP
µ
[Gψ0 ] has finite expectation and thus is approximated well when β is small.
By exactly the same reason as in the proof of Proposition 5.5,
u 7→ EP˜[u(XβT )]
is a continuous linear functional on B′D for any P˜ ∈ T
β(µ). This shows that the map B′D ∋ ψ 7→ E
P˜[ψM (XβT )−
S
β
T ] is continuous, thus the map ψ 7→ E
P
µ
[Gψ0 ] is upper continuous in B
′
D. Finally, continuity of
ψ 7→
∫
O
ψ(x)ν(dx) = −
∫
O
∆ψ(x)Uνγ (x)γ(dx)
follows from (C3’). 
Proposition A.10. We suppose (A0), (A1’), (B0), (B1), (C0’), (C1), (C2), and (C3’). Given ψ ∈
LSCb(O), we consider ψ as in Lemma A.4. Then in the sense of viscosity,
∆ψ(y) ≤ D,(A.5)
and ψ −
∫
O
ψ(x)γ(dx) ∈ B′D.
Consequentially,
DS(µ, ν) = sup
ψ∈B′
D
U(ψ).
Proof. The proof is the same as Proposition 5.6. 
We now restate our main theorem on attainment of the dual problem, which follows immediately from
the two preceding propositions.
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Theorem A.11. We assume (A0), (A1’), (B0), (B1), (C0’), (C1), (C2),(C3’), and (C4’). Then there
is ψ∗ ∈ B′D that maximizes DS(µ, ν), that is,∫
O
ψ∗(y)ν(dy)− EP
µ[
G
ψ∗
0
]
= DS(µ, ν).
Proof. Again the proof is essentially identical to that of Theorem 5.7. 
A.2. When the cost is the expected stopping time. We now give a counterpart of Proposition 5.8. A
similar result has appeared in [1, Theorem 4.7].
Theorem A.12. We assume (B0), (C0’), (C1), and (C3’). We have that
inf
P˜∈T (µ,ν)
E
P˜
[
T
]
= sup
x∈O
{
Uνγ (x)− U
µ
γ (x)
}
.(A.6)
If we assume additionally (C4’), then the value of A.6 is finite.
Proof. By Proposition A.10, for the case St = t we can restrict the dual potential to ψ ∈ B
′
D with D(x) = 1.
As a consequence of (A.3) we have that ∆ψ(x) = 1 − s(x) for s = dσ
dγ
for some probability measure σ. We
have thus found that the dual problem can be restricted to potential functions, ψ = Uσγ for any probability
measure σ. Also, as ∆ψ ≤ 1, the value process is always given in this case by Gψt = ψ(Xt)− t.
We then have that for each ψ = Uσγ ,∫
O
ψ(x)ν(dx) − EP
µ[
G
ψ
0
]
=
∫
O
Uσγ (x)ν(dx) −
∫
O
Uσγ (x)µ(dx)
=
∫
O
(
Uνγ (x) − U
µ
γ (x)
)
σ(dx)
≤ sup
x∈O
{
Uνγ (x)− U
µ
γ (x)
}
.
From this (A.6) follows.
Finally, given (C4’), we have that Uµγ is bounded below and U
ν
γ is bounded above (as U
ν
γ ∈ Cb) thus the
supremum is bounded. 
Furthermore, the point where the maximum is attained on the righthand side of (A.6) defines a halting
point, which characterizes the stopping times that minimize the expected time. This result first appears in
[21, Theorem 5.1] and we give a short proof for completeness.
Corollary A.13. We assume (B0), (C0’), (C1), (C3’), and (C4’), and we suppose P˜ ∈ T (µ, ν) and
x˜ ∈ O. Then we have optimality of P˜ and x˜ in (A.6) if and only if P˜-almost surely the local time of Xt at x˜
before T is 0. P˜ almost surely.
Proof. We let ψǫ = Uσ
ǫ
γ as defined in (A.4) for σ
ǫ a probability measure with dσ
ǫ
dγ
= sǫ ∈ Cb(O), approxi-
mating δx˜ as ǫ→ 0. Then we use the definition of ψ
ǫ and the generator to obtain
E
P˜
[
T
]
= EP˜
[ ∫ T
0
(
∆ψǫ(Xt) + s
ǫ(Xt)
)
dt
]
=
∫
O
ψǫ(x)ν(dx) −
∫
O
ψǫ(x)µ(dx) + EP˜
[ ∫ T
0
sǫ(Xt)dt
]
.
Taking the limit as ǫ→ 0 we have
E
P˜
[
T
]
= Uνγ (x˜)− U
µ
γ (x˜) + lim
ǫ→0
E
P˜
[ ∫ T
0
sǫ(Xt)dt
]
.
The final term can be identified as the local time of Xt at x˜ for t ≤ T . It follows from Theorem A.12 that
for the optimizers P˜ and x˜, we have zero local time. Conversely, if the local time is 0 then equality holds in
(A.6) so that optimality of P˜ and x˜ follows. 
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Appendix B. Path Monotonicity
The value function and dynamic programming principle is closely related the path-monotonicity principle
of [3], analagous to the relationship between convex functions and cylic-monotonicity. Indeed, the dual
attainment and verification results of our paper recover the result that the support of the minimizing stopping
time satisfies the path monotonicity principle. More precisely, the set
R = {(ω, t); ψ(Xt(ω)) = G
ψ
t (ω)− St(ω)}
satisfies the path-monotonicity property; Definition 1.5 of [3]. The following is an extension of [16, Theorem
B.1], where it was proved for the case Xt = Bt the Brownian motion.
To show that R satisfies the path-monotonicity property, we prove that there is no a stop-go pair in the
sense of Definition 1.4 of [3]. For this, we suppose there is a path ω1 that continues optimally at (ω1, t1)
(i.e., (ω1, t1) ∈ R
< in the notation of [3]), that is, there is a stopping-time σ ∈ St, with σ 6= 0, so that
E
P
µ[
St1+σ
∣∣Ft1](ω1) = −Gψt1(ω1) + EPµ
[
ψ(Xt1+σ)
∣∣Ft1](ω1),
and another pair (ω2, t2) ∈ R that stops optimally so that
St2(ω2) = −G
ψ
t2
(ω2) + ψ(Xt2(ω2)),
and
Xt1(ω1) = Xt2(ω2).
On the other hand, from the definition of Gψt we have the inequalities
St1(ω1) ≥−G
ψ
t1
(ω1) + ψ(Xt1(ω1))
and
E
P
µ[
St2+σ
∣∣Ft2](ω2) ≥−Gψt2(ω2) + EPµ
[
ψ(Xt2+σ)
∣∣Ft2](ω2).
Notice that from the Markov property of Xt and Xt1(ω1) = Xt2(ω2),
E
P
µ[
ψ(Xt1+σ)
∣∣Ft1](ω1)− ψ(Xt1(ω1)) = EPµ[ψ(Xt2+σ)∣∣Ft2](ω2)− ψ(Xt2(ω2)).
Combining all these we get that
E
P
µ[
St1+σ
∣∣Ft1](ω1) + St2(ω2) ≤ St1(ω1) + EPµ[St2+σ∣∣Ft2](ω2).
Since σ 6= 0, this shows that (ω1, t1) and (ω2, t2) cannot be a stop-go pair, which implies the path-monotinicity
principle for R.
References
[1] John R Baxter and Rafael V Chacon. Stopping times for recurrent Markov processes. Illinois Journal of Mathematics,
20(3):467–475, 1976.
[2] John R Baxter and Rafael V Chacon. Compactness of stopping times. Probability Theory and Related Fields, 40(3):169–181,
1977.
[3] Mathias Beiglbo¨ck, Alexander MG Cox, and Martin Huesmann. Optimal transport and Skorokhod embedding. Inventiones
mathematicae, 208(2):327–400, 2017.
[4] Mathias Beiglbo¨ck and Nicolas Juillet. On a problem of optimal transport under marginal martingale constraints. The
Annals of Probability, 44(1):42–106, 2016.
[5] Mathias Beiglbo¨ck, Marcel Nutz, and Florian Stebegg. Fine properties of the optimal skorokhod embedding problem. arXiv
preprint arXiv:1903.03887, 2019.
[6] Mathias Beiglbo¨ck, Marcel Nutz, and Nizar Touzi. Complete duality for martingale optimal transport on the line. The
Annals of Probability, 45(5):3038–3074, 2017.
[7] Jean-Michel Bismut. Potential theory in optimal stopping and alternating processes. In Stochastic Control Theory and
Stochastic Differential Systems, pages 285–293. Springer, 1979.
[8] Rafael V Chacon and John B Walsh. One-dimensional potential embedding. Lecture Notes in Math, 511:19–23, 1976.
[9] Claude Dellacherie and Paul-Andre´ Meyer. Probabilities and potential, volume 29 of North-Holland Mathematics Studies.
North-Holland Publishing Co., Amsterdam-New York; North-Holland Publishing Co., Amsterdam-New York, 1978.
[10] N El Karoui, JP Lepeltier, and A Millet. A probabilistic approach to the reduite in optimal stopping. Probabability and
Mathematical Statistics, 13(1):97–121, 1992.
[11] Neil Falkner. On Skorohod embedding in n-dimensional Brownian motion by means of natural stopping times. In Se´minaire
de Probabilite´s XIV 1978/79, pages 357–391. Springer, 1980.
22 NASSIF GHOUSSOUB, YOUNG-HEON KIM AND AARON ZEFF PALMER
[12] Paul Gassiat, Harald Oberhauser, and Christina Z Zou. A free boundary characterisation of the Root barrier for Markov
processes. arXiv preprint arXiv:1905.13174, 2019.
[13] Nassif Ghoussoub, Young-Heon Kim, and Tongseok Lim. Optimal brownian stopping between radially symmetric marginals
in general dimensions. Arxiv e-prints, https://arxiv.org/abs/1711.02784, 2018.
[14] Nassif Ghoussoub, Young-Heon Kim, and Tongseok Lim. Structure of optimal martingale transport plans in general
dimensions. Annals of Probability, 47(1):109–164, 2019.
[15] Nassif Ghoussoub, Young-Heon Kim, and Aaron Zeff Palmer. PDE methods for Skorokhod embeddings. Calculus of
Variations and Partial Differential Equations volume, 58. Article number: 113.
[16] Nassif Ghoussoub, Young-Heon Kim, and Aaron Zeff Palmer. A solution to the Monge transport problem for Brownian
martingales. 2019.
[17] Gaoyue Guo, Xiaolu Tan, and Nizar Touzi. On the monotonicity principle of optimal Skorokhod embedding problem.
SIAM J. Control Optim., 54(5):2478–2489, 2016.
[18] Pierre Henry-Labordere and Nizar Touzi. An explicit martingale version of the one-dimensional brenier theorem. Finance
and Stochastics, 20(3):635–668., July 2016.
[19] David Hobson. The Skorokhod embedding problem and model-independent bounds for option prices. In Paris-Princeton
Lectures on Mathematical Finance 2010, pages 267–318. Springer, 2011.
[20] Damien Lamberton. Optimal stopping and American options. Ljubljana Summer School on Financial Mathematics,
https://www.fmf.uni-lj.si/finmath09/ShortCourseAmericanOptions.pdf, 2009.
[21] La´szlo´ Lova´sz and Peter Winkler. Efficient stopping rules for Markov chains. In Proc. 27th ACM Symp. on the Theory of
Computing. Citeseer, 1995.
[22] Jean-Franc¸ois Mertens. The´orie des processus stochastiques ge´ne´raux applications aux surmartingales. Probability Theory
and Related Fields, 22(1):45–68, 1972.
[23] Itrel Monroe. On embedding right continuous martingales in brownian motion. The Annals of Mathematical Statistics,
pages 1293–1311, 1972.
[24] Jan Ob lo´j. The Skorokhod embedding problem and its offspring. Probability Surveys, 1:321–392, 2004.
[25] David H Root. The existence of certain stopping times on brownian motion. The Annals of Mathematical Statistics,
40(2):715–718, 1969.
[26] Hermann Rost. The stopping distributions of a Markov process. Inventiones mathematicae, 14(1):1–16, 1971.
[27] Anatoliy V Skorokhod. Studies in the theory of random processes. Translated from the Russian by Scripta Technica, Inc.
Addison-Wesley Publishing Co., Inc., Reading, Mass., 1965.
[28] Volker Strassen. The existence of probability measures with given marginals. The Annals of Mathematical Statistics, pages
423–439, 1965.
* Nassif Ghoussoub, Young-Heon Kim, and Aaron Zeff Palmer
Department of Mathematics, University of British Columbia, Vancouver, V6T 1Z2 Canada
E-mail address: nassif@math.ubc.ca, yhkim@math.ubc.ca, azp@math.ubc.ca
