1 F 1 (a; c; z) and the Riemann Ξ-function is considered. It generalizes a class containing some integrals of S. Ramanujan, G.H. Hardy and W.L. Ferrar and gives as by-products, transformation formulas of the form F (z, α) = F (iz, β), where αβ = 1. As particular examples, we derive an extended version of the general theta transformation formula and generalizations of certain formulas of Ferrar and Hardy. A one-variable generalization of a well-known identity of Ramanujan is also given. We conclude with a generalization of a conjecture due to Ramanujan, Hardy and J.E. Littlewood involving infinite series of Möbius functions.
Introduction
For αβ = π, Re α 2 , β 2 > 0, the well-known transformation formula for the theta function ϕ(q) = ∞ n=−∞ q n 2 , where |q| < 1, is given by [3, p. 43 
, Entry 27(i)]
√ αϕ e −α 2 = βϕ e −β 2 .
It can also be written alternatively, for αβ = 1, in the form Now the invariance of the integral on the left side of (1.5) under the map α → β proves (1.1). Such integrals involving the Riemann Ξ-function, which are invariant under certain maps, can be used to prove a variety of transformation formulas. A beautiful example illustrating this phenomenon is found on page 220 in Ramanujan's lost notebook [27] , with the first proofs being given in [6] . This formula which Ramanujan describes as 'curious' is given below. t log α 1 + t 2 dt, where γ denotes Euler's constant.
Ramanujan [26] was the first one to employ the idea of using integrals involving the Riemann Ξ-function to prove transformation formulas. After Ramanujan, N.S. Koshliakov made a fruitful use of this technique in several of his papers. Recently, this technique was further explored and extended by the author in [9, 10, 11, 12 ] to obtain more general transformation formulas of the form F (z, α) = F (z, β) or their character analogues F (z, α, χ) = F (−z, β, χ) = F (−z, α, χ) = F (z, β, χ), where αβ = 1, in addition to the transformation formulas of the above type, i.e., of the form F (α) = F (β).
This paper focuses on formulas of the type F (z, α) = F (iz, β), where αβ = 1. This work was motivated by the search for an integral representation, similar to (1.2), for both sides of the following generalization of (1.1), valid for αβ = 1 and z ∈ C, √ α e 
which is of the form F (z, α) = F (iz, β). In [2, p. 252-253, Entry 7] , this identity can be found in a slightly different form. Another version of (1.7), given in terms of √ αf e −α 2 +izα , e −α 2 −izα = βf e −β 2 +zβ , e −β 2 −zβ .
For more details, see [5] . Formulas of the type F (z, α) = F (iz, β) are generated through a one-variable generalization of integrals of the form
t log α dt, whose special cases were studied by Ramanujan, Koshliakov, G.H. Hardy and W.L. Ferrar. See [9] for some examples. This one-variable generalization is of a different kind than those studied in [11, 12] in that, the variable z does not occur in the argument of the Riemann Ξ-function but rather in a function which generalizes the cos 1 2 t log α term. This function, which we denote by ∇(x, z, s), involves the confluent hypergeometric function 1 F 1 (a; c; z) [1, p. 188] , and is defined by
with (a) n being the rising factorial defined by
for a ∈ C. It is easy to see that
The general form of the integrals giving rise to transformation formulas of the type 10) where f (t) is of the form f (t) = φ(it)φ(−it) and φ is analytic in t as a function of a real variable. To see this, recall Kummer's first transformation for the confluent hypergeometric function [1, p. 191 , Equation (4.1.11)]
1 F 1 (a; c; z) = e Using (1.11) in the second equality below and the fact that αβ = 1, we see that
(1.12)
Then (1.10) and (1.12) imply that F (z, α) = F (iz, β).
We explicitly evaluate the integrals in (1.10) for several choices of the function f (t). These give rise to new analogues of the general theta transformation formula (1.7). We begin by stating the general theta transformation formula itself obtained through such an integral. Its extended version is as follows. Theorem 1.2. Let z ∈ C. If α and β are positive numbers such that αβ = 1, then
(1.13)
At the end of his short note [15] , Hardy obtained an identity, whose corrected form (see for example, [9] ), is
(1.14) where n is real and ψ(x) is defined in (1.6).
Later, Koshliakov [21, Equations (14) , (20) ] expressed the above identity in a compact and symmetric form, which we rephrase in the following form, valid for αβ = 1:
This is seen at once by letting n = [7, p. 198-199] for the genesis of the monograph [19] written under Koshliakov's patronymic name 'N. S. Sergeev'.)
Here, we obtain the following new generalization of (1.15), again of the form F (z, α) = F (iz, β). 1 The formula here contains a typo, as the factor 1 2 log 2π should be 1 2 log π. Theorem 1.3. Let z ∈ C and let ψ(x) be defined as in (1.6). If α and β are two positive numbers such that αβ = 1, then
In [13] , Ferrar obtained some transformation formulas of the form F (α) = F (β), of which one is rephrased in the form given below.
Let K 0 (z) denote the modified Bessel function of order 0. If α and β are positive numbers such that αβ = 1, then
This also admits the following new generalization, which is the third example of the form F (z, α) = F (iz, β). Theorem 1.4. Let z ∈ C and let K 0 (z) be defined above. If α and β are positive numbers such that αβ = 1, then
(1.18)
For real n, Ramanujan [26] showed that e −n −4πe
As noted in [9] , letting n = 1 2 log α in the above identity and noting that the resulting integral on the left side is invariant under α → β, where αβ = 1, gives
For more details on the first equality in (1.20), see [9] . Interestingly, this identity does not admit a generalization of the form F (z, α) = F (iz, β), as can be seen from the following new generalization of (1.19).
Theorem 1.5. Let z ∈ C and let ρ(x, z, s) be defined in (1.9). Then,
Obviously, the presence of
destroys the invariance property under the simultaneous application of the maps α → β and z → iz. Regarding the special case when z = 0 of the integral on the right-hand side of (1.21) (i.e., the integral on the right-hand side of (1.20)), Hardy says in [15] , "The integral has properties similar to those of the integral by means of which I proved recently that ζ(s) has an infinity of zeros on the line σ = /ζ ′ (ρ) a ρ converges, where ρ runs through the non-trivial zeros of ζ(s) and a denotes a positive real number, and that the non-trivial zeros of ζ(s) are simple. Then
The original formulation, slightly different in [16] , can be easily seen to be equivalent to (1.22) . See also [24, p. 143] and [29, p. 219, Section 9.8] for discussions of this identity. The above conjecture admits the following generalization, also of the form
Theorem 1.6. Let µ(n) denote the Möbius function. Let z ∈ C and let α and β be two positive numbers such that αβ = 1. Assume that the series ρ
converges, where ρ runs through the non-trivial zeros of ζ(s) and a denotes a positive real number, and that the non-trivial zeros of ζ(s) are simple. Then
This paper is organized as follows. In Section 2, we discuss preliminary results which are subsequently used in the later sections. In Section 3, we obtain a line integral representation for the integral in (1.10). Then in Sections 4, 5, 6 and 7, we prove Theorems 1.2, 1.3, 1.4 and 1.5 respectively. In Section 8, we give proof of Theorem 1.6. Finally, we conclude the paper with some remarks on further developments that may be possible.
Preliminary results
The Riemann zeta function ζ(s) is defined for Re s > 1 by the absolutely convergent Dirichlet series
It can be analytically continued first to 0 < Re s < 1 by an elementary argument and then to the whole complex plane, except for a simple pole at s = 1, by means of the following functional equation [29, p. 22 
which can also be written in the form
where ξ(s) is the Riemann ξ-function defined in (1.4). We also need some basic properties of the Gamma function Γ(s). The reflection formula for the Gamma function [28, p. 46 ] is given by
for s / ∈ Z. Further, Legendre's duplication formula [28, p. 46 ] gives
Stirling's formula for Γ(s), s = σ + it, in a vertical strip α ≤ σ ≤ β is given by 
Its asymptotic expansion [14, p. 1026, formula 9.228] is given by and replacing z by z 2 /4 in (2.9) and using (2.8), we obtain, upon simplification,
as |λ| → ∞.
A line integral representation
Here we give a line integral representation for the integral in (1.10) that will allow us to use the residue theorem and Mellin transforms for its evaluation.
, where φ is analytic in t as a function of a real variable. Let ∇(x, z, s) and ρ(x, z, s) be defined as in (1.8) and (1.9). Assume that the integral on the left side below converges. Then,
Proof. Let I(z, α) denote the left-hand side of (3.1). Then using the facts that f (t), Ξ(t) and ∇ α, z, 1 2 + it are all even functions of t, we have
where
and in the penultimate step in (3.2), we have performed a change of variable s =
Hence, substituting (3.3) in (3.2), we obtain (3.1).
For our purposes, we will use the following alternative form of (3.1), which is easily obtained by replacing t by t/2 on the left-hand side of (3.1): 
. Substituting this in (3.4) and using (1.4) and (1.9), we have
To evaluate the last integral, we shift the line of integration from Re s = 1/2 to Re s = 1 + δ, δ > 0, so that we can use (2.
+ iT ], where T is any positive real number. While shifting, we encounter the pole of the integrand at s = 1. Hence, using the residue theorem, we have
Using (2.6), one easily sees that the integrals on the horizontal segments [
Therefore, letting T → ∞ in (4.2), using (4.3) and (2.1) in the integral over [1 + δ − i∞, 1 + δ + i∞], we have
where in the last step, we have interchanged the order of summation and integration, which is valid because of absolute convergence. Letting a = 1, x = √ παn, b = z in (2.7), we see that
(4.5) Now (4.1), (4.4) and (4.5) imply that
Finally, replacing z by iz and α by β in (4.6), noting that the integral on the left-hand side remains invariant in this process, and then combining the result with (4.6), we arrive at (1.13).
Generalization of Hardy's formula
, so that
Applying (2.4) twice, we easily see that f
πt). Using these facts along with (1.3), (1.4), (1.8), (1.9), (2.6) and (2.10), we find that the integral on the extreme right-hand side of (1.16) converges. Substituting this in (3.4) and using (1.4) and (1.9), we have
where in the last step, we used (2.5) as well as (2.4). To evaluate the last integral, we shift the line of integration from Re s = 1/2 to Re s = 1 + δ, δ > 0, so that we can use (2.1). Consider a positively oriented rectangular contour with sides [
+ iT ], where T is any positive real number. While shifting the line of integration, we encounter the pole of order two of the integrand (due to ζ(s) and sin πs) at s = 1. Hence, using the residue theorem, we have
Using (5.12) from [9] , (1.4) and (2.4), we observe that
· 2 F 2 (1, 1; 3/2, 2; z 2 /4) so that, by (5.3) and (5.4),
As before, using (2.6), one easily sees that the integrals on the horizontal segments [ + iT ] tend to zero as T → ∞. Thus it remains to evaluate
where we have interchanged the order of summation and integration, which is valid because of absolute convergence. Another application of the residue theorem yields, for 0 < c = Re s < 1, 
Thus, (5.8), (5.11) and (5.12) imply that J(z, n, α) = 4ie
Rewriting e −z 2 /4 as an integral, we have
Now (5.13) along with (5.14), (5.7) and (1.6) give
where in the second step we made the change of variable x → √ παx and in the third step, we interchanged the order of summation and integration, which is valid because of absolute convergence. Thus from (5.1), (5.2), (5.6) and (5.15), we have
Finally, replacing z by iz and α by β in (5.16), noting that the integral on the left-hand side remains invariant in this process, and then combining the result with (5.16), we arrive at
We can rewrite (5.17) in a more compact form by means of the integral evaluation 
along with the fact that
which in turn can be proved by reversing the steps in (5.5) and using (1.11). Combining (5.18) with (5.17), we obtain (1.16).
Generalization of Ferrar's formula
Using (1.3), (1.4), (1.8), (1.9), (2.6) and (2.10), we easily see that the integral on the extreme right-hand side of (1.18) converges. Let φ(s) =
To evaluate the last integral, we wish to shift the line of integration from Re s = 1/2 to Re s = 1 + δ, 0 < δ < 2, so that we can use (2.1). Consider a positively oriented rectangular contour with sides [
+ iT ], where T is any positive real number. While shifting the line of integration, we encounter the pole of order two at s = 1 (due to Γ 1−s 2 and ζ(s)).
Using the residue theorem, we have
with
Now L 1 can be easily computed, or from [9, Equation (4.12)], we readily have
Also, from (5.5) and the fact that Γ(1/2) = √ π, we find that
Finally, from (6.3), (6.4) and (6.5), we have
− iT, 1 + δ − iT ] and [1 + δ + iT, 1 2 + iT ] tend to zero as T → ∞. Thus it remains to evaluate
Here B(s, z − s) is the Euler beta function given by
Another application of the residue theorem yields, for 0 < c = Re s < 1,
(6.9)
From (6.8), we have for 0 < c = Re s < 1,
Now using (4.5), (6.10) and (5.10), we see that
Hence, from (6.7), (6.9) and (6.11), we deduce that
Substituting (5.14) in (6.12) and then employing the change of variable x = αt/(2 √ π), we have
Now from [30, Equation 6 ], we have, for Re z > 0,
From (6.13) and (6.14), we have
However, from [14, p. 488, formula 3.896, no. 4]
2α (−γ + log 4π) (6.16) and by using (5.18), we find that
Thus, from (6.1), (6.2), (6.6), (6.15), (6.16) and (6.17), we deduce that
Finally, replacing z by iz and α by β in (6.18), noting that the integral on the lefthand side remains invariant under this replacement, and then combining the result with (6.18), we arrive at (1.18).
Remark. The special case (1.17) of (1.18) can be derived as follows. Let z = 0 in (1.18). Then,
From the invariance of the integral under the map α → β, it suffices to show the equality of the extreme left and right expressions in (1.17) . To that end, observe that using (6.14) in the extreme left and right sides of (6.19) and using (6.16) and (6.17), we have 4π
γ − log 4π 2π 
valid for | arg b| < π, Re ν > 0, Re µ > 0 and then letting ν = Now replace α by β in (6.22) and note the invariance of the integral on the right-hand side under this transformation. This gives (1.17).
Since the above steps are reversible, (6.19 ) is equivalent to (1.17).
Generalization of a formula of Ramanujan
Let
where ρ is defined in (1.9). Using (1.3), (1.4), (1.9), (2.6) and (2.10), we see that K(z, α) converges. Converting K(z, α) into a complex integral by the change of variable s = As before, using (2.6), one easily sees that the integrals on the horizontal segments [ (7.6)
