Error propagation in Runge-Kutta methods.
Runge-Kutta (RK) methods are used to approximate the solution of initial value ODEs:
(1.1) U (t) = F (t, U (t)),
often resulting from the semidiscretization of partial differential equations (PDEs). An s-stage RK method approximates the solution of (1.1) as follows:
Here U n is a numerical approximation to U (t n ), τ = t n+1 − t n is the step size, and the stage values Y j are approximations to the solution at times t n + c j τ . a ij F (t n + c j τ, Y j ) +r i
(1 ≤ i ≤ s) (1.3a)
The internal errors (or stage residuals)r j include errors due to
• roundoff, • finite accuracy of an iterative algebraic solver (for implicit methods). The perturbed equations (1.3) are also used to study accuracy by taking Y , U to be exact solution values to the ODE or PDE system, in which case the stage residuals include
• temporal truncation errors,
• spatial truncation errors,
• perturbations due to imposition of boundary conditions. Such analysis is useful for explaining the phenomenon of order reduction due to stiffness [8] or imposition of boundary conditions [4, 1] . The theory of BSI-stability and B-convergence has been developed to understand these phenomena, and the relevant method property is usually the stage order [8] .
The study of both kinds of residuals (due to roundoff or truncation errors) is referred to as internal stability [26, 24, 23, 22, 29] . We focus on the issue of amplification of roundoff errors in explicit RK (ERK) schemes, although we will see that some of our results and techniques are applicable to other internal stability issues. Since roundoff errors are generally much smaller than truncation errors, their propagation within a single step is not usually important. However for ERK methods with a large number of stages, the constants appearing in the propagation of internal errors can be so large that amplification of roundoff becomes an issue [27, 26, 28] . Amplification of roundoff errors in methods with many stages is increasingly important because there now exist several classes of practical RK methods that use many stages, including Runge-Kutta-Chebyshev (RKC) methods [29] , extrapolation methods [10] , deferred correction methods [5] , some strong stability preserving (SSP) methods [9] , and other stabilized ERK methods [19, 20] . Furthermore, these methods are naturally implemented not in the Butcher form (1.2) but in a modified Shu-Osher form [7, 12, 9] :
As we will see, propagation of roundoff errors in these schemes should be based on the perturbed equations
(1 ≤ i ≤ s + 1), (1.5)
rather than on (1.3), because internal error propagation (in contrast to traditional error propagation) depends on the form used to implement the method. Through an Downloaded 11/03/14 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php example in section 1.2 we will see that even when methods (1.2) and (1.4) are equivalent, the corresponding perturbed methods (1.3) and (1.5) may propagate internal errors in drastically different ways. Thus the residuals in (1.5) and in (1.3) will in general be different. In section 2, we elaborate on this difference and derive, for the first time, completely general expressions for the internal stability polynomials.
We emphasize here that the difference between (1.4) and (1.2) is distinct from the reordering of step sizes that was used to improve internal stability in [26] . Methods (1.4) and (1.2) can have different internal stability properties even when they are algebraically equivalent stage for stage.
In section 2.2, we introduce the maximum internal amplification factor, a simple characterization of how a method propagates internal errors. Although we follow tradition and use the term internal stability, it should be emphasized that this topic does not relate to stability in the usual sense, as there is no danger of unbounded blow-up of errors, only their substantial amplification. In this sense, the maximum internal amplification factor is similar to a condition number in that it is an upper bound on the factor by which errors may be amplified. In section 2.4 we show that for a fixed ERK method, essentially any set of internal stability polynomials can be obtained by modifying the implementation.
In sections 3 and 4, we analyze internal error propagation for SSP and extrapolation methods, respectively. Theorem 3.1 shows that SSP methods exhibit no internal error amplification when applied under the usual assumption of forward Euler contractivity. Additional results in these sections provide bounds on the internal amplification factor for general initial value problems. Much of our analysis follows along the lines of what was done in [29] for RKC methods. First we determine closed-form expressions for the stability polynomials and internal stability polynomials of these methods. Then we derive bounds and estimates for the maximum internal amplification factor. Using these bounds, we prove error bounds in the presence of roundoff error for whole families of methods where the number of stages may be arbitrarily large.
Preliminaries.
In this subsection we define the basic setting and notation for our work. We consider the initial value problem (1.1), where U :
To shorten the notation, we will sometimes omit the first argument of F , writing F (U ) when there is no danger of confusion.
The RK method (1.2) and its properties are fully determined by the matrix A = [a ij ] ∈ R s×s and column vector b = [b j ] ∈ R s , which are referred to as the Butcher coefficients [3] .
Let us define where 1 is the column vector of length s+1 with all entries equal to unity, and I k is the k × k identity matrix. We always assume that (I s − α 1:s ) −1 exists; methods without this property are not well defined [9] . The methods (1.2) and (1.4) are equivalent under the conditions
We assume that all methods satisfy the conditions for stage consistency of order one, i.e.,
where ⊗ denotes the Kronecker product. Method (1.4) can also then be written
Recall that m denotes the dimension of U and s denotes the number of stages; boldface symbols are used for vectors and matrices with dimension(s) of size m(s+1) whenever m ≥ 2. When considering scalar problems (m = 1), we use nonbold symbols for simplicity. When studying internal error amplification over a single step, we will sometimes omit the tilde over U n to emphasize that we do not consider propagation of errors from previous steps. Remark 1.1. The Butcher representation of an RK method is the particular Shu-Osher representation obtained by setting α ij to zero for all i, j and setting
An example.
Here we present an example demonstrating the effect of internal error amplification. We consider the following initial value problem (problem D2 of the nonstiff DETEST suite [13] ), whose solution traces an ellipse with eccentricity 0.3:
We note that very similar results would be obtained with many other initial value problems. We first compute the solution at t = 20 using which is not afflicted by any significant internal amplification of error. Results, shown in Figure 1 , are typical and familiar to any student of numerical analysis. As the tolerance is decreased, the step size controller uses smaller steps and achieves smaller local-and global-errors, at the cost of an increased amount of work. Eventually, the truncation errors become so small that the accumulation of roundoff errors is dominant and the overall error cannot be decreased further.
Next we perform the same computation using a 12th-order extrapolation method based on the first-order explicit Euler method [15] ; this method has 67 stages. The (embedded) error estimator for the extrapolation method is based on the 11th-order diagonal extrapolation entry. This pair is naturally implemented in a certain ShuOsher form (see Algorithm 1 in section 4). The results, also shown in Figure 1 , are similar to those of Fehlberg's method for large tolerances, although the number of steps required is much smaller for this 12th-order method. However, for tolerances less than 10 −9 , the extrapolation method fails completely. The step size controller rejects every step and continually reduces the step size; the integration cannot be completed to the desired tolerance in a finite number of steps-even though that tolerance is six orders of magnitude larger than roundoff of 32 bit calculation! Finally, we perform the same computation using an alternative implementation of the 12th-order extrapolation method. The Butcher form (1.2) is used for this implementation; it seems probable that no extrapolation method has ever previously been implemented in this (unnatural) way. The results are again shown in Figure 1 ; for large tolerances they are identical to the Shu-Osher implementation. For tolerances below 10 −9 , the Butcher implementation is able to complete the integration, albeit using an excessively large number of steps, and with errors much larger than those achieved by Fehlberg's method at the same tolerance.
What is the cause for the surprising behavior of the extrapolation method? We will return to and explain this example after describing the relevant theory.
Internal error amplification.

Internal stability functions.
Internal stability can be understood by considering the linear, scalar (m = 1) initial value problem We will consider the application of an RK method in Shu-Osher form (1.11); recall that the Butcher form (1.2) is included as a special case. Application of the RK method (1.11) to the test problem (2.1) yields
where z = τλ. By solving (2.2a) for Y and substituting into (2.2b) we obtain
where P (z) is the stability function, which in Shu-Osher variables takes the form
If the stage equations are satisfied exactly, then P (z) completely determines the behavior of the numerical scheme for linear problems. However, it is known that RK methods with many stages may exhibit loss of accuracy even when |P (z)| ≤ 1, due to propagation of errors within a single time step [27, 26, 28] . In order to investigate the internal stability of an RK method we apply the perturbed scheme (1.5), which for problem (2.1) yields
By solving (2.6) for d and substituting the resulting expression in (2.7), one arrives at the error formula
The stability function P (z) has already been defined in (2.4), and the internal stability functions Q(z; α, β) are (2.9)
Note that for convenience we have omitted the last component, Q s+1 (z), which is always equal to 1. We will often suppress the explicit dependence of Q on α, β to keep the notation simple. Using (1.7), we can obtain the expression
We will refer to as "error," though its exact interpretation depends on what U and U refer to. Ifr represents roundoff error, then (2.8) indicates the effect of roundoff on the overall solution. The one-step error is given by the sum of two terms: one governed by P (z), accounting for propagation of errors committed in previous steps, Downloaded 11/03/14 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and one governed by Q(z), accounting for propagation of the internal errors within the current step. In particular, Q j (z) governs the propagation of the perturbatioñ r j , appearing in stage j. Clearly we must have |P (z)| ≤ 1 for stable propagation of errors, but if the magnitude of |Q j (z)|r j is larger than the magnitude of the desired tolerance, then the second term is also important.
Note that Q j (z) herein is denoted by Q sj (z) in [29] . We are mostly interested in ERK methods, for which Q j (z) is a polynomial of degree at most s − j and the first component ofr is zero, since no error is made in setting Y 1 = U n .
Remark 2.1. For a method in Butcher form (i.e., with α = 0), (2.10) reads
Formulas (2.10) and (2.11) differ in an important way: we have Q B (z) → 0 as z → 0, so that the effects of internal errors vanish in the limit of infinitesimal step size. On the other hand, (2.10) does not have this property, so internal errors may still be amplified by a finite amount, no matter how small the step size is. As we will see, this explains the different behavior of the two extrapolation implementations in section 1.2.
2.1.1. Local defects. Equation (2.8) can also be used to study the discretization error. If we take
, then n+1 is the global error and (2.8) describes how the stage errors contribute to it. We havẽ
where
Note that here c ∈ R s+1 with c s+1 = 1 and c k denotes the vector with jth entry equal to c k j . Substituting the above into (2.8), we obtain
, where p is the classical order of the method, so the expected rate of convergence will be observed in the limit z → 0. On the other hand, in problems arising from semidiscretization of a PDE, it often does not make sense to consider the limit z → 0 but only the limit τ → 0. In that case, it can be shown only that
, wherep is the stage order of the method; for all explicit methods,p = 1. This difference is responsible for the phenomenon of order reduction [23] .
If the stage equations are solved exactly, then the stage and solution values computed using the Shu-Osher form (1.5) are identically equal to those computed using the Butcher form (1. 
Herer
B ,r SO denote the residuals in (1.3) and (1.5), respectively. Thus if the stage equations are solved exactly, the product of Q(z) with the residuals is independent of the form used for implementation.
If we wish to study the overall error in the presence of roundoff (i.e., the combined effect of discretization error and roundoff error), we may take U n to be the solution given by the RK method in the presence of roundoff and U n = U (t n ). This leads to
for a method of order p, where nowr denotes only the roundoff errors. The effect of roundoff becomes significant when the last two terms in (2.14b) have similar magnitude.
Internal stability polynomials and implementation: An example.
A given RK method can be rewritten in infinitely many different Shu-Osher forms; this rewriting amounts to algebraic manipulation of the stage equations and has no effect on the method if one assumes the stage equations are solved exactly. However, the internal stability of a method depends on the particular Shu-Osher form used to implement it.
For example, consider the two-stage, second-order optimal SSP method [9] . It is often written and implemented in the following modified Shu-Osher form:
Applying (2.15) to the test problem (2.1) and introducing perturbations in the stages we have
Substituting the equation for Y 2 into that for U n+1 yields
from which we can read off the stability polynomial P (z) = 1 + z + z 2 /2 and the second-stage internal stability polynomial
However, in the Butcher form, the equation for U n+1 is written as 
More generally, the equation for U n+1 can be written
with an arbitrary parameter β 31 ∈ R. By choosing a large value of β 31 , the internal stability of the implementation can be made arbitrarily poor. For this simple method it is easy to see what a reasonable choice of implementation is, but for methods with very many stages it is far from obvious. In section 2.4 we study this further. Note that the stability polynomial P (z) is independent of the choice of Shu-Osher form.
Bounds on the amplification of internal errors.
We are interested in bounding the amount by which the residualsr may be amplified within one step, under the assumption that the overall error propagation is stable. In the remainder of this section, we introduce some basic definitions and straightforward results that are useful in obtaining such bounds. It is typical to perform such analysis in the context of the autonomous linear system of ODEs [29] :
Results based on such analysis are typically useful in the context of more complicated problems, whereas analyzing nonlinear problems directly does not usually yield further insight [26, 22, 29, 4] .
Application of the perturbed RK method (1.5) to problem (2.16) leads to (2.14b) but with z = τL. Taking norms of both sides one may obtain
It is thus natural to introduce the following.
Definition 2.2 (maximum internal amplification factor). The maximum internal amplification factor of an s-stage RK method (1.4) with respect to a set S ⊂ C is
where Q j (z) is defined in (2.10). When the set S is not specified, it is taken to be the absolute stability region of the method S = {z ∈ C : |P (z)| ≤ 1} with P (z) given by (2.4).
In order to control numerical errors, the usual strategy is to reduce the step size. To understand the behavior of the error for very small step sizes, it is therefore useful to consider the value
To go further, we need to make an assumption about σ(L), the spectrum of L. 
Remark 2.4. Combining the above with analysis along the lines of [29] , one obtains error estimates for application to PDE semidiscretizations. The amplification of spatial truncation errors does not depend on the implementation, as can be seen by working out the product Q(Z)β.
As an example, in Table 1 we list approximate maximum internal amplification factors for some common RK methods. All these methods, like most RK methods, have relatively small factors so that their internal stability is generally not a concern.
Understanding the example from section 1.2.
Using the theory of the last section, we can fully explain the results of section 1.2. First, in Table 2 , we give the values of M and M 0 for the three methods. Observe that Fehlberg's method, like most methods with few stages, has very small amplification constants. Meanwhile, the Euler extrapolation method, with 67 stages, has a very large M. However, when implemented in Butcher form, it necessarily has M 0 = 0.
For the extrapolation method in Shu-Osher form, the local error will generally be at least M 0 · machine ≈ 10 −10 for double precision calculations. Therefore, the pair will fail when the requested tolerance is below this level, which is just what we observe. Table 1 Approximate maximum internal amplification factors for some RK methods. For RK pairs, the amplification factor of the higher-order method is listed.
Three-stage, third-order SSP [25] 1.7 0 Three-stage, third-order Heun [11] 3.2 0 Classic four-stage, fourth-order method [17] 1.7 0 Merson 4(3) pair [18] 5.6 0 Fehlberg 5(4) pair [6] 5.4 0 Bogacki-Shampine 5(4) pair [2] 7.0 0 Prince-Dormand order 8 [21] 138.8 0 10-stage, fourth-order SSP [14] 2.4 0.6 10-stage, first-order RKC [29] 10.0 10.0 18-stage, second-order RKC [29] 27.8 22.6 The extrapolation method in Butcher form also begins to be afflicted by amplification of roundoff errors at this point (since it has a similar value of M). Reducing the step size has the effect of reducing the amplification constant, but only at a linear rate (i.e., in order to reduce the local error by a factor of 10, roughly 10 times as many steps are required). This is observed in Figure 1(b) . Meanwhile, the global error does not decrease at all, since the number of steps taken (hence the number of roundoff errors committed) is increasing just as fast as the local error is decreasing. This is observed in Figure 1(a) .
Effect of implementation on internal stability polynomials.
In section 2.1.2, we gave an example showing how the internal stability functions of a method could be modified by the choice of Shu-Osher implementation. It is natural to ask just how much control over these functions is possible.
Given an s-stage ERK method, let Q .11), it is clear that, except for the constant terms, the internal stability polynomials corresponding to a given ShuOsher implementation are linear combinations of the internal stability polynomials of the Butcher implementation:
Here γ = (I − α 1:s ) −1 can be any lower-triangular matrix with unit entries on the main diagonal. Given Q B (z), one can choose γ to obtain the desired polynomials Q SO (z) except for the constant terms and then choose α s+1 to obtain the desired constant terms. We have added the qualifier typically above because it is necessary that successive subsets of the Q B j span the appropriate polynomial spaces.
3. Internal amplification factors for explicit strong stability preserving methods. In this section we prove bounds on and estimates of the internal amplification factors for optimal explicit SSP RK methods of orders 2 and 3. These methods have extraordinarily good internal stability properties.
We begin with a result showing that no error amplification occurs when an SSP method is applied to a contractive problem. Recall that an SSP RK method with SSP coefficient C can be written in the canonical Shu-Osher form, where α = Cβ, α ij ≥ 0 for all i, j, and the row sums of α are no greater than 1 [9] . Theorem 3.1. Suppose that F is contractive with respect to some seminorm · :
Let an ERK method with SSP coefficient C > 0 be given in canonical Shu-Osher form α, β and applied with step size τ ≤ Cτ 0 . Then 
Taking the difference of these two equations, we have
where d and are defined in section 2.1. Applying · and using convexity, (3.1), and (1.8a), we find
Applying the last inequality successively for i = 1, 2, . . . , s + 1 shows that d i ≤ n + i j=1 r j . In particular, for i = s + 1 this gives (3.2). The above result is the only one in this work that applies directly to nonlinear problems. It is useful since it can be applied under the same assumptions that make SSP methods useful in general. On the other hand, SSP methods are very often applied under circumstances in which the contractivity assumption is not justifiedfor instance, in the time integration of WENO semidiscretizations. In the remainder of this section, we develop bounds on the amplification factor for some common SSP methods. Such bounds can be applied even when the contractivity condition is not fulfilled.
Optimal second-order SSP methods.
Here we study the family of optimal second-order SSP RK methods [9] , corresponding to the most natural implementation. For any number of stages s ≥ 2, the optimal method is 
Then the stability and internal stability functions are
(For brevity, we omit the details of the derivation here, but we will give a detailed proof of the analogous SSP3 case in Lemma 3.3.) We have
Let z ∈ S s be given; we will show that |Q j (z)| ≤ 
For |ν| ≤ 1 the desired result is immediate. 
Some scaled and shifted stability regions are depicted in Figure 2 .
Combining the above result with Theorem 2.3, one obtains full error estimates for application to linear systems and linear PDEs. 
Optimal third-order SSP methods.
In this section we give various upper and lower bounds on the maximum internal amplification factor for the optimal third-order SSP RK methods with s ≡ s n := n 2 (n ≥ 2) stages that were proposed in [14] . The optimal third-order SSP RK method with s = n 2 stages can be written as follows:
where n ≥ 2, k n := n(n+1) 2 + 1 and m n := (n−1)(n−2) 2 + 1. Just as in the proof of Theorem 3.2, it is convenient to apply some normalization and introduce the scaling and shift
The following lemma (with a proof in [16] ) shows that the stability polynomial and the internal stability polynomials of this method can simply be expressed in terms of ν n .
Lemma 3.3. For any n ≥ 2, the stability function of the optimal third-order SSP RK method with s = n 2 stages is
while the internal stability functions are
This means that
(n ≥ 2) and
First, the triangle inequality shows that {z ∈ C : |ν n (z)| ≤ 1} ⊂ S s ; the set {z ∈ C : |ν n (z)| ≤ 1} appears as the unit disk in Figure 3 . By taking into account the explicit forms of the Q j polynomials provided by Lemma 3.3, we see, again by the triangle inequality, that |Q j (z)| ≤ 1 for all z ∈ C with |ν n (z)| ≤ 1. The following trivial corollary is established. Downloaded 11/03/14 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Fig. 3 . Scaled and shifted stability regions (see (3.6) ) of the optimal third-order SSP RK methods with n 2 stages for n ∈ {2, 3, 5, 8}. The boundary curves on the plot are given by ν ∈ C :
For any n, the corresponding region has (2n − 1)-fold rotational symmetry. 
where C = n 2 − n and D C is the disk {z ∈ C : |z + C| ≤ C}. As a consequence, in order to obtain estimates of M SSP3 s (S s ), it is enough to bound |Q j | only on the "petals" in Figure 3 , that is, for z ∈ S s with |ν n (z)| ≥ 1. In the rest of this section, we just summarize our results: most of the proofs are technical; hence, due to space limitations, they are given in [16] .
For any ≥ 1 and n ≥ 2 we define
and denote by ν * n the unique root of μ − n in the interval [1, +∞). Then we prove that
By computing ν * n numerically, M SSP3 s can easily be determined for small values of n; see Table 3 .
For larger n values the following inequalities hold. 
. Remark 3.6. As a trivial consequence, for s = n 2 with n ≥ 4 we see that
We illustrate the chain of inequalities in Theorem 3.5 for s = 10 2 , s = 10 4 , and s = 10 12 : 
Internal amplification factors of extrapolation methods.
In this section we give values, estimates, and bounds for the maximum internal amplification factor (2.18) for two classes of extrapolation methods: explicit Euler (EE) extrapolation and explicit midpoint (EM) extrapolation, both of which can be interpreted as ERK methods. These methods are described in section 4.1. The internal stability polynomials are given explicitly in section 4.2. A brief summary of our findings and techniques is presented in section 4.3. Detailed bounds are provided in sections 4.4 and 4.5. Again, due to space limitations, in this work we only list the main theorems. For complete proofs of all results, see [16] .
Throughout this section, we write M EE p (M EM p ) to denote the maximum internal amplification factor of the order p EE (EM) extrapolation method.
The extrapolation algorithm.
The extrapolation algorithm [10, section II.9] consists of two parts. In the first part, a base method and a step-number sequence are chosen. In general, the step-number sequence is a strictly monotone increasing sequence of positive integers n j (j = 1, 2, . . .). The base method is applied to compute multiple approximations to the ODE solution at time t n+1 based on the solution value at t n : the first approximation, denoted by T 1,1 , is obtained by dividing the interval Downloaded 11/03/14 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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The analysis and bounds given in this work can be used to accurately estimate at what tolerance roundoff will become important in a given computation. More generally, the maximum internal amplification factor that we have defined provides a single useful metric for deciding whether internal stability may be a concern in a given computation.
We have emphasized that internal amplification depends on implementation and that the choice of implementation can be used to modify the internal stability polynomials. However, it is not yet clear whether dramatic improvements in internal stability can be achieved in this manner for methods of interest.
For implicit RK methods, internal stability may become important even when the number of stages is moderate. The numerical solution of the stage equations is usually performed iteratively and stopped when the stage errors are estimated to be "sufficiently small." If the amplification factor is large, then the one-step error also may be large even if the stage errors (and truncation error) are driven iteratively to small values. A study of the amplification of solver errors for practical implicit methods constitutes interesting future work.
