Abstract. In the framework of (vector valued) quantized holomorphic functions defined on non-commutative spaces, "quantized hermitian symmetric spaces", we analyze what the algebras of quantized differential operators with variable coefficients should be. It is an emediate point that even 0th order operators, given as multiplications by polynomials, have to be specified as e.g. left or right multiplication operators since the polynomial algebras are replaced by quadratic, non-commutative algebras. In the settings we are interested in, there are bilinear pairings which allows us to define differential operators as duals of multiplication operators. Indeed, there are different choices of pairings which lead to quite different results. We consider three different pairings. The pairings are between quantized generalized Verma modules and quantized holomorphically induced modules. It is a natural demand that the corresponding representations can be expressed by (matrix valued) differential operators. We show that a quantum Weyl algebra Weyl q (n, n) introduced by T. Hyashi ([2]) plays a fundamental role. In fact, for one pairing, the algebra of differential operators, though inherently depending on a choice of basis, is precisely matrices over Weyl q (n, n).
Introduction
Suppose given 2 quadratic algebras A + q and A − q and a non-degenerate bilinear form (·, ·) X : A + q ×A − q → C. We will say that (·, ·) X gives a pairing between the two algebras; the label X reflects that there will be several different pairings. A pairing displays the algebras as duals of each other, or more correctly, sets up identifications between one algebra and the dual of the other. While the dual space is unique, there may be considerable interest and usefulness in exhibiting the duals concretely in such manners. Even when the two algebras are given in advance, one may examine different pairings between them to optimize certain properties.
An algebra A is of course a left and a right module over itself. Thus, one has left multiplication operators a M and right multiplication operators M b for all a, b ∈ A. Clearly, the algebra generated by the operators a M is isomorphic to A while the algebra determined by the operators M b is isomorphic to A o ; the opposite algebra.
In the case with two algebras in a pairing such as the previously mentioned algebras A ± q , we can define left and right "constant coefficient" differential operators c ∂ X , X ∂ c , on, say, A + q , as the operators obtained as the duals, via the pairing, of left and right multiplication operators on A − q . These operators, which depend upon the pairing X, may then be put together with the left and right multiplication operators to form an algebra D + X,F ull of differential operators. Instances of such (left) operators are the Kashiwara derivations ( [9] ). In specific examples it is interesting to determine if D + X,F ull , for a specific index X, is generated by fewer operators, eg by left differential operators and left multiplication operators; D The algebras A ± q we consider are quadratic algebras that are specific subalgebras of U q (su(n, n) C ). As quadratic algebras they are actually isomorphic. They are the algebras of the quantized generalized unit disk. Furthermore, they are modules for U q (k C ), where k is a maximal compact subalgebra of su(n, n), but as such, they are non-isomorphic; and not necessarily dual modules, either.
There is a further structure we need to include in our discussions: To each finite-dimensional U q (k C ) module V Λ there is a quantized generalized Verma module over U q (su(n, n) C ). As a U q (k C ) module it is given as M(V Λ ) = A − q ⊗ V Λ . This extra structure leads to natural demands on the bilinear pairing. In this connection it is not profitable to consider a pairing between a Verma module and its "opposite" (interchanging positive and negative roots). The right notion of a dual of a generalized Verma module, in our context, is a holomorphically induced module.
It is natural to demand that an algebra of differential operators is rich enough that the operators in the holomorphically induced modules belong to it. To have any hope of that, one will of course need to include in the algebra the homomorphisms hom C (V Λ , V Λ ), or, rather, the duals thereof.
About pairings: In the classical situation, the Killing form on a real semisimple Lie algebra g, extended to U (g C ) × U (g C ), gives the wanted pairing. M Rosso constructed the quantum analogue of this. After that, G. Lusztig ([14] ) and M. Kashiwara ([9] ) made valuable extensions and simplifications, and Kashiwara defined some derivations as duals of left or right multiplications. The history of this subject is very rich and we hope that we are not being too unfair in this sketchy summary. One should definitely also consult [8] and [19] . We follow here the book by J.C. Jantzen ( [7] ), not only for notation, but actually to the extent of copying directly several of his constructions and results.
We will study three bilinear forms, indexed by X = J, K, L. (·, ·) J is the form considered by Jantzen, though he actually studies an additional form towards the end of his book. They reflect the three standard ways of quantizing integers:
[[a]] q = 1 + q 2 + · · · + q 2a−2 (J), {{a}} q = 1 + q −2 + · · · + q −(2a−2) (K), and
[a] q = q −a+1 + · · · + q a−1 (L).
Using fixed PBW bases, we define an auxiliary algebra Weyl q (n, n) -a quantization of the classical Weyl algebra in n 2 variables -as the algebra generated by n 2 commuting variables D i,j and n 2 commuting variables M i,j , and where also D i,j commutes with M s,t if (i, j) = (s, t) so that the only non-trivial relations are at fixed nodes. Here the relations are
, and
This is a very interesting algebra which was introduced by T. Hyashi ( [2] ). There has recently been renewed interest in it, see [11] .
It turns out that there is a big difference between the three cases, where especially the case (J) leads to unpleasant results. The simplest case, on the other hand, is the case (L) where
For the case (K) there is a big subalgebra KWeyl q (n, n) of Weyl q (n, n) with many pleasing properties such that
In both of the cases (K), (L), these algebras, augmented by (constant value) matrices, contain the generators of the holomorphically induced representations. To prove such a statement it suffices to determine the action of E β , where β is the unique non-compact root and prove the statement in this special case. The mentioned action is given in Corollary 7.2.2 to Theorem 7.2.1; our first main result.
There is one related important study, namely that by L. Vaksman and his group [17] . In it, they extend substantially the quantized exterior derivative introduced in [1] and which already leads to derivatives. Vaksman et al. discovered a fundamental symmetry. Their method uses induction from the trivial U q (k C ) module. Here, the classically holomorphically induced module is annihilated by first order differential operators. In the quantized situation, there is a natural pairing and a natural algebra structure obtained from the tensor product. Proceeding like this, they have frozen the algebras at a specific weight which means that they do obtain interesting results, but not the general picture that we obtain. The extra symmetry is related to the fact that our algebras are bi-modules. Furthermore, their pairing is degenerate, though "mildly".
Quantized differential operators were also studied in [4] , [5] , [18] .
In §2 we introduce the quantized Hermitian symmetric spaces (the case of su(n, n)) via the Lusztig operators. In §3 we study these spaces as U q (k C ) modules and for this purpose, Weyl q (n, n) is introduced. §4 contain many direct quotes from Jantzen's book. The bilinear pairing is introduced, the duals to left and right multiplication operators are determined, and the left action of E α (α a simple root) in U − q is given. Duality considerations are continued in §5 where the various pairings we wish to study, are introduced. We also discuss various change-of-basis maps. One such is needed because Jantzen's form has a singularity at q = 1. In §6 we introduce the generalized Verma modules and the quantized holomorphically induced modules, and pairings between them.
Then, in §7 we obtain the dual of the action of E β , β the unique noncompact simple root. This is given in Theorem 7.2.1. It should be observed how simple the result actually is and that it is given, essentially, by left and right multiplication operators. We also obtain the limit of the operator as q → 1 and make sure that it agrees with the known "classical" operator.
Finally, in §8 we obtain the other main results about the algebras of polynomial coefficient differential operators; Theorem 8.6.3 and Theorem 8.6.5. As a bonus we obtain that Weyl q (n, n), though manifestly defined via a PBW basis, actually is intrinsic.
The main technical part involves computing explicitly the multiplication operators c M, M d which can be done using the defining quadratic relations. If we let D i,j and M i,j denote the generators of Weyl q (n, n), i, j ∈ {1, 2, . . . , n}, and similarly let H ±1 i,j denote the operators H
±1
at the node i, j then in all cases (J), (K), (L) the following holds: At each node we obtain from the left and right operators along with their duals, operators D i,j ψ i,j and M i,j φ i,j for some elements ψ i,j and φ i,j which are Laurent monomials in the elements H 1,1 , H 2,1 , . . . , H n−1,n , H n,n . The appearance of these factors is just one of the interesting consequences of working with a quantized Weyl algebra.
In the cases (L) and (K) we get sufficiently many such elements to find some simple generators. In the case (J), however, the generators remain complicated.
Quantized Hermitean Symmetric spaces.
2.1. Basic definitions. We consider g = su(n, n); g C is a simple complex Lie algebra of type A 2n−1 . We choose below a set of simple roots Π in the root space Ψ. The Weyl group is equal to S 2n . We denote the generators of the Weyl group by s γ , γ ∈ Π and denote by E γ , F γ , K ±1 γ for γ ∈ Π the generators of U q (g C ) is standard notation. The weight lattice is denoted by L and we further extend the notation K ξ to hold for any weight ξ ∈ L in the usual fashion.
The roots Ψ may be represented in R 2n by the set (1) Ψ = {±e i ∓ e j | i, j = 1, 2, . . . , 2n and i = j}, where {e 1 , e 2 , . . . , e 2n } is the standard basis of R
2n
. We then have (2) Π = {e i − e i+1 | i = 1, 2, . . . , 2n − 1}. Throughout, we let β = e n − e n+1 denote the unique non-compact simple root. The roots ν i = e n−i − e n−i+1 , i = 1, . . . , n − 1 and the roots µ j = e n+j − e n+j+1 , j = n + 1, . . . , 2n are the compact simple roots of type A n−1 ; Π = {µ 1 , . . . , µ n−1 } ∪ {β} ∪ {ν 1 , . . . , ν n−1 }. We also set Π c = {µ 1 , . . . , µ n−1 } ∪ {ν 1 , . . . , ν n−1 }; the compact simple roots, and set Π L = {µ 1 , . . . , µ n−1 }, Π R = {ν 1 , . . . , ν n−1 }. Let k C L and k C R denote the subalgebras defined by the simple roots {µ 1 , . . . , µ n−1 } and {ν 1 , . . . , ν n−1 }, respectively.
Finally, for k = 1, . . . , n − 1, let δ µ k and δ ν k , respectively, denote the fundamental dominant weights for the roots {µ 1 , . . . , µ n−1 } and {ν 1 , . . . , µ n−1 }, respectively.
, where ζ is the center of k C and is generated by an element h β of the compact Cartan subalgebra. We have furthermore on the classical level
where p ± are abelian k C modules, and
We have that U (p
) are polynomial algebras. On the quantized level we have
There is an analogue of (5) for U q (g C ),
Here, A ± q are quadratic algebras which are furthermore U q (k C ). We will describe these later.
We
denote the Laurent polynomials generated by the elements K α for α ∈ Π c , and let U 0 q (k C ) denote the analogue where also α = β is allowed.
For use in the construction of the algebras A ± q we now consider some elements in the Weyl group.
Let I = (1, 2, . . . , n, n + 1, . . . , 2n). Consider the following elements in S 2n : ω 0 (I) = (2n, 2n − 1, . . . , n + 1, n, . . . , 2, 1)
We have that ω 0 is the longest element, and
, and many more similar identities. We shall later use
since this puts the elements from Π c to the right according to the construction in [7, p. 163 -168] . However, it is convenient first to consider
We shall in all cases use the following choice for a reduced expression for ω . In the book ( [7] ), J. C. Jantzen describes, among many other things, these operators. We will throughout use the notation and choices from this book. ( [7] 
If α, γ are not adjacent, then
Lusztig has further shown that if s α s β has order m then
There is an important construction of a PBW type basis in U ± for any reduced decomposition of ω 0 = s α 1 s α 2 . . . s α i . . . s n(2n−1) . It is also due to Lusztig and is given as follows: Set,
We now introduce some intermediary bases. Set
Set a = (a 11 , . . . , a 1,n . . . , a nn ) ∈ N n 2 0 , and set
There is a basis
, and a basis
Proof. This follows from Lusztig (see Jantzen §8.24) by using the following extra observations which are easily deduced from, in particular, Lemma 2.2.2.
While these bases have many good properties, it is more natural to have k + to the right. To this end we employ ω 0 = ω
Let the roots γ ij be defined by
Lemma 2.2.5.
In particular, (40)
Proof. Since all steps are similar, it suffices to prove that (41)
this follows from the above formulas, especially (22) in the form 
These are the bases we will use.
It follows easily from the quantized Serre relations that these elements generated the usual quantized 3 × 3 matrix algebra with "q relations" (see the Definition below).
The quadratic algebras
Definition 2.3.1. We let A + q and A − q denote the algebras generated by the elements Z ij , i, j ∈ {1, 2, . . . , n} and W ij , i, j ∈ {1, 2, . . . , n}, respectively. Proposition 2.3.2. ∀i, j, k, s, t ∈ {1, 2, . . . , n}: . In ( [6] ) the methods were not related to the Lusztig operators.
Proof. This follows easily by induction from Prop 2.3.2.
The quantized Weyl algebra. We wish to describe the natural left actions of U q (k C ) in these spaces in terms of some simple operators given by their matrix representation with respect to a given PBW basis. Specifically, introduce, for all i, j ∈ {1, 2, . . . , n}:
(Notice in particular (64).) Lemma 3.1.2. We have the following formulas for all i, j ∈ {1, 2, . . . , n}:
Operators belonging to different nodes commute.
Definition 3.1.3. We define Weyl q (n, n) to be the algebra generated by the operators
Remark 3.1.4. This algebra was first studied bu T. Hiashi ( [2] ). Recently it was studied again in ( [11] ).
The left actions of
. We denote the natural left action of a root vector X µ on A ± q , with X = E, F , and µ ∈ Π, by X ± µ . We see this action as taking place in U ± q and for this reason introduce right multiplication operators
Proof. We have the equations
and
The first equation is clear if k > j and if k < j we can move E µ k past those T ℓ for which ℓ > k and this reduces easily the case to k = j. Here it follows directly from the defining relations of the quantum group.
The other equation follows analogously. After that we get
This leads to
Notice that the q exponents arise from the rearranging of terms (e.g.
There are analogous considerations for F µ k .
The case of the Z ij s is similar: First observe the very useful formula
This follows from a lengthy computation based on the Serre relations. Then observe that
The form of the operators follow easily from this, in a way similar to the case of A − q . We have then proved Proposition 3.2.2.
We use the antipode S = S J from ( [7] , p.34). Specifically
We shall later study dual modules. Here we recall the definition
With this in mind, we observe that we have, modulo right actions by E µ and F µ , Corollary 3.2.3.
Of course, there are similar formulas for the actions of E ± ν and F ± ν . We omit those as they are entirely similar, easily deducible, and since, for our purposes, they do not add anything new.
4. Duality 4.1. The q Killing form d'après Jantzen. The q version of the Killing form was introduced by M. Rosso ([16] ). Here we follow the comprehensive study offered in ( [7] ); a study that relies on the approaches offered in ( [19] ) and ( [8] ).
We cite:
, all µ, ν ∈ ZΨ, and all α, β ∈ Π, (y, xx
The form is extended to tensor products in the natural way). Remark 4.1.2. The form is unique for the given △.
The following follows easily: 
extends to a non-degenerate bilinear form on U
According to our definitions, the following is immediate: Corollary 4.1.9.
More formulas from Jantzen.
§6.14). We here define the important operators r α and r
There are analogous operators r α and r
From this we easily get the following special cases:
(118)
and r
Jantzen's formulas in Corollary 4.1.9 follows readily from these.
Remark 4.2.6. The bilinear form (·, ·) J has a singularity at q = 1. We will renormalize it later in a fixed PBW basis, but for now we keep it because of ( 115) and ( 116). Towards the end of his book, in §10.16, Jantzen introduces a renormalized bilinear form. This we will not use, since it, for our purposes, is more difficult to use. 
Duality reconsidered, especially the
We consider here non-singular pairings between a (highest weight) module and some other module. By this we mean in general a complex valued non-degenerate bilinear form taking inputs from two modules such that the second module is the dual module of the first according to the pairing. On some level, there is of course only one dual module, but they may be given in different realizations. 
We will use this version of the pairing because there are some very simple formulas for the duals of the operators r α , r ′ α to be studied later. However, there will also be modified pairings:
[
[a] q = q −a+1 + · · · + q a−1 , and (124)
If a = (a 11 , a 12 
Corresponding to these forms we introduce two more families of differential operators (we include the old one for convenience):
Of course, we have formulas analogous to (65-68):
We assume ∀i, j ∈ {1, 2, . . . , n} :
holds, where κ is a complex constant.
Proof. We need to compare terms in (86) and (92). It follows easily, by looking at the operators involving E Remark 5.3.2. J.C. Jantzen introduces in §6.20 an altered bilinear form < ·, · > on U q in which ad is self dual (his Proposition 6.20). This form does not restrict to (·, ·) J . It is not clear that self-duality of restrictions of ad to be desired. There is also a non-uniqueness in the sense that the co-product △ may be altered. Furthermore, notice that
defines an automorphism of the quantized enveloping algebra (preserves the q-Serre relations).
The following is straightforward: 
In other words, the form above is essentially the form (·, ·) J .
We shall see in later sections that there are difficulties with the form (·, ·) J , whereas the two other forms indexed by L and K, respectively, behave very nicely. 
Change of basis. Let
Suppose we are given T J in terms of sums of monomials in the operators L, M, H, then, to get T L , we just need to make the replacements, in the given expression,
Of course,
Lemma 5.4.1. The prescriptions ( 146 -147) above extend to an automorphism of Weyl q (n, n). This is the change-of-basis automorphism.
Proof: This follows immediately from (65 -68).
Remark 5.4.2. The change-of-basis map A on A + q can also be viewed as a change-of-variable transformation, albeit in an enlarged algebra: Let
In a scalar module (where Λ(ξ) = 0 for all ξ ∈ Π c and Λ(β) = λ ∈ R) one may set H ij v Λ = q 1 2n v Λ to enlarge the representation to these elements. Of course, further modifications will have to be added to our algebras for this to make sense -all operators of the form D i,j M o i+1,j should also be included. This idea will be persued elsewhere.
The full pairing
We are interested in studying duals of generalized Verma modules. 
Highest Weights. A highest weight vector of a module of U q (k C
The condition (154) is an integrality condition and gives rise to a finitedimensional U q (k) module V Λ in the following usual way:
The dual module V ′ Λ is the highest weight module V −ω 0 (Λ) . However, it is also convenient to view V 
The following is elementary 
k ) mod such that the finite-dimensional modules V Λ and V o Λ ′ occur naturally as duals in this setting. Furthermore, it holds in the same generality as above that
Generalized Verma modules. Consider a finite dimensional module
We extend such a module to a U q (k 
with the natural action from the left. We denote the corresponding representation by L Λ (u) for u ∈ U q .
As a vector space, even as a U q (k
We now consider pairings between M(V Λ ) and A
Here, (v ′ , v) Λ denotes the natural pairing between a module and its dual, and, as usual, the definition is extended by bilinearity to the full spaces.
Remark 6.2.3. There seems to be some bias with this notation when X = J. However, we use the new form only when considering dual modules. Otherwise, it is the form (·, ·) J in Proposition 4.1.1 that is considered. Furthermore, the two forms agree on A − q × A + q . Hence we use the symbol J for both forms.
By symmetry, the vector space A + q V o Λ ′ is also a left module for U q (g). We will, however, consider another module structure on this space.
We extend the notation from Subsection 5.3 as follows:
Recall that S denotes the antipode. We then define
In other words,
The pairings we consider result in duals of multiplication operators of the general form :
Notice that γ J = 1, γ L = 0, and γ K = −1.
Relation to holomorphically induced modules. Let us agree to write (169)
is invariant under left action, and this module is equivalent to our dual module. The second condition can be interpreted as saying that the function should be annihilated by all anti-holomorphic (quantized) vector fields.
The actions in the module and its dual
We consider M(V Λ ) and its dual. We only consider E β , but a similar approach will work for any E γ , γ ∈ Π c .
Technical material.
For use in the computation of the dual representation, we need to analyze in greater detail the commutator between Z 11 = E β and an element of
This leads to a PBW basis based on the ordered elements
. We are interested in terms of the form u + L E β , where we want to move E β to the left.
In a straightforward manner, using Lemma 2.2.1 repeatedly, the right most element in our basis can be seen to be E µ 1 . Indeed, the right hand tail of the basis can is (174)
We begin our computation by observing the equation
Using the Serre relations and using that the operators T α are automorphisms, one easily obtains, cf. a similar computation below,
i . From the Serre-relations we get (as in (84)):
From this it follows thať
There are many more formulas that can be derived in the same manner:
It follows that, setting
Above, we interpret q −a 1 −···−a i−1 as 1 when i = 1. The expression (⋆ ⋆ ⋆) in (187) is well behaved under q → 1 and each monomial term in it is of the same total degree 1 + k i=1 a i with exactly one factor of the form Z r,1 for some r = 2, . . . , n. For use in Corollary 7.2.5 we observe that it thus will be unaffected by the change of basis.
We letY j denote the analogous terms in U
We have in particular obtained a description of, to what extent ad(
q . This will be useful later.
Another easy result, which we will need later, is
by the same recipe as above. The symbol a, and similarly for the others, as usual stands for an n − 1 touple of non-negative integers. We will often denote the n − 1 touple with all zeros as 0 and the corresponding term X a ν will simply be denoted X 0 ν -which is a complicated, but convenient, way of writing 1.
We maintain the identification E β = Z 11 . To compute the dual action of left multiplication by E β in U 192) [
The summation is over all multiindices a, b and all integers k (though it is clear that only k = −1, 0, 1 will give rise to something non-zero). It will turn out below that if some p a,b,k = 0 then, up to multiplication by a non-zero constant, p a,b,k = K ℓ β for some integer ℓ = ℓ(a, b, k). We make this choice and thereby remove the ambiguity in (192) . Then, noting that r β and r 
In (196) it follows from Corollary 7.1.1 that for this to be non-zero, X c RY d L =X iYj for some i, j ≥ 0. Using the same Corollary, we obtain
On the other hand, 
Recall that that
where the operators X T i and Y T j are the dual operators to X i , Y j as acting in V Λ .
We now address the issues of rescaling to avoid the singularity of the form at q = 1.
We let B(W
β . This has a well-defined limit at q = 1. 
, the infinitesimal action is given as
Here, dπ is the dual of the finite-dimensional representation of U q (k We now cite a special case of a result which will be proved in §8.1.1:
) and some term T 2 proportional to at least γ 2 .
It follows easily that
If we let Z a 1 denote the limit as q → 1 then
Observation 7.3.3. If we agree to write our matrix Z representing the elements Z ij as ij Z ij E n+1−i,j , the matrix W representing the W ij as ij W ij E i,n+1−j and X 3 = E 1,n , then we get that the formula in Corollary 7.3.2 is the same as ( 214): Recall that we work with the dual representation on the k level. Specifically, X i = E n,n−i and Y j = −E j+1,1 are exactly the correct expressions, bearing in mind the way the elements W ij are defined, cf. ( 16) and ( 39) . Also notice that (222) − Z 11 λ = (Z 11 (−Λ(β)), as must be the case in the dual module.
Differential operators
8.1. Multiplication operators and their duals. We now introduce the fundamental multiplication operators. Together with their duals they form the foundation of any reasonable algebra of differential operators. Here we will be interested in examining how the different pairings may lead to different algebras. It should be noted that we use the "bare duality" to define differential operators. By this we mean that we do not use the antipode from any Hopf algebra that may be otherwise naturally affiliated with the situation. Definition 8.1.1. We define linear operators
Likewise, we define linear operators
Recall ( 126 -128).
We define the linear operator
The linear operator W ij M X is defined analogously.
We also use the notation
Similarly, of course, for all the others. From the behavior of the bilinear form, it follows that
the algebra of quantized right-left differential operators. Similarly,
with analogous names.
8.3.
Explicit formulas for the left multiplication operators. We will now compute W i,j M and M W i,j explicitly. We do so by using (52 -55) repeatedly. Notice that A + q has the same relations as A − q , so that we by the same computations also compute Z i,j M and M Z i,j .
Specifically, we wish to expand W ij W W xj W iy . Let us focus on the second term: W xj is already in its right row and can be placed in its correct position using (52). W iy however, may be in a wrong row and, if so, to bring it into its correct position we will have to use (55) again. This means that we have to keep track of the number of times we use either of the equations (52, 53), and (55). We omit the details of this cumbersome bookkeeping. The result we obtain is: Lemma 8.3.1. Let i, j be given. Let r ∈ N, and let
We say that (a, b) is a NW-partition of (i, j) if
and we let P N W r denote the set of all such. In the following formulas we use the convention that ( j∈∅ F j ) = 1. The following formula holds:
).
We also set
When we analyze further on (240), the terms in (241) 
We say that (a, b) is an SE-partition of (i, j) if
We denote by P SE r the set of all such.
) and (244)
where each H o r (a, b) is a Laurent monomial in some of the elements H o s,t . Furthermore
and α X depends on the case (as well as on (a,b) ). In the following analysis, the exact value is of no importance. 
Suppose that Φ distinguishes elements in the following sense: k ij = k ii whenever j / ∈ {1, . . . , i}.
Let A 0 be a subspace of Weyl q (n, n) which is invariant under right and left multiplication by φ x ; x = 0, 1, . . . , N . Suppose that O = N j=0 O j belongs to A 0 , then
Proof. We have by assumption that (255)
Up to irrelevant complex factors, we have thus removed the summand O 1 .
By the further assumptions we can continue to remove summands until only O 0 remains.
Remark 8.5.3. We will use Proposition 8.5.2 repeatedly in the sequel. Here, A 0 will even be a subalgebra, but we are not assuming that the inverses φ −1
x , x = 1, . . . , N stabilize A 0 , so we have to keep the factor
Now we are ready for the algebras:
Here we have all operators Z ij M and
First observe the following simple fact which follows from formulas (65-66):
The signs in (256) is the source of an ambiguity which we try to control somewhat by the specific choices below (262).
We now begin to prove that for all i, j ∈ {1, 2, . . . , n}, D(∂ X , Z M) indeed does contain elements φ ij M o i,j and ψ ij D o i,j and φ ij , ψ ij may be explicitly given in LM.
First observe, for use here and later, that by definition,
and RM
and then, immediately from Lemma 8.5.4,
There are 2 covariant first order elements in our quadratic algebra, namely Z 1,n and Z n,1 . We have chosen to construct elements working out from position (1, n), but of course one may as well use position (n, 1), or a mix of the two.
We use an ordering (259)
(1, n) < (2, n) < · · · < (n, n) < (1, n − 1) < (2, n − 1) < · · · · · · < (n, 1), but we still need some definitions before we get to a precise statement:
Definition 8.5.5. Introduce the following elements in LM:
, and (261)
More generally, set
In particular, 
For this purpose we need to assume α X = 2. With γ X as in ( 168), we have α X = γ X ± 1, so this only poses restrictions in case X = J where we must pick α X = 0. In the other cases there is the previously mentioned ambiguity at each position i, n. This means that the elements constructed in the following lemmas are not unique, but they suffice for our purposes. Furthermore, it does not seem to give simplifications in the end results by allowing more general vales. The above choices are then made for the sake of specificity.
Lemma 8.5.7. It holds that
where
Hence, in particular, the elements V i,n belong to
Proof. This is proved by induction. The case i = 1 is just (257) and (258) with special choices. Now look at a position (i, n) with i ≥ 2. We have at our disposal V kn , k = 1, . . . , i − 1. Here we have that (267) (
Observing that the operators V kn are monomials in the operators V ℓ,n , ℓ ≤ k, we notice that we could use the operators V kn , k = 1, . . . , i − 1 as in Proposition 8.5.2 to remove the elements inÕ such that the element V N W in M o in is obtained. Specifically, one could easily use V 1,n , V 2,n , . . . to eliminate terms O j for which V k,n O j = qO j V k,n (here we must insist that α J = 2 as in (262). This procedure works because each relevant row has a pair D, M as remarked after Lemma 8.4.1. First use V 1,n then use V 2,n on the remaining elements not distinguished by V 1,n , then V 3,n and so forth. The difference between the elements V a,n and the (correct) elements V an is thus inconsequential, hence the latter elements also work.
,n , and using Lemma 8.5.4 the induction step is completed.
In complete analogy we get Lemma 8.5.8.
Proof. This follows analogously while using the already established results. We can use V 1,j , V 2,j . . . , V i−1,j for Z ij M and V i,j+1 , . . . , V i,n−1 , V i,n for M W ij .
Remark: We could also use V i1 , V i,2 , . . . , V i,j−1 for Z ij M and, independently, V i+1,j , . . . , V n−1,j , V n,j for M W ij . . We obtain a result analogous to the previous case, but for reasons that should become clear, we find it more reasonable to treat the 3 cases one by one.
The case J is quite complicated and is considered later. However, we get a clean result for each of the cases K, L: Proposition 8.5.10. We have the following:
Proof: The induction again follows the ordering In particular, Y ij ∈ D J (∂ J , M J ).
Proof: This is again by induction using the ordering (269).
To begin with, at (n, n), we have M This element together with the previous can now be used to attack a position n − 2, r using Observation 8.4.2 and Proposition 8.5.2. We use elements with 0 in the upper left corner since they do not affect the top term, and in general, we need one element per row. The result follows. We further remark that one can equally well use constructions based on columns instead of rows. and left and right multiplication operators. We remark here that for the general expression in Corollary 7.2.2 we need to introduce End(V ′ Λ ) (which is generated by the operators from U 1 (k C ). We then only need to consider the representation restricted to U 1 (k C ), and we can here, by similar arguments, restrict to consider the scalar case and we may as well just consider the expressions in Proposition 3.2.2 and easily get, up to factors of (H Since these expressions are in the algebra, we are done.
We finish with the following result which of course is immediate from the way these alebras are invariantly defined from left and right actions: Theorem 8.6.6. Weyl q (n, n) as well as the various constructed subalgebras, though given manifestly in a fixed PBW basis, are intrinsically invariant.
