Simulation of Qubit Quantum Circuits via Pauli Propagation by Rall, Patrick et al.
Simulation of Qubit Quantum Circuits via Pauli Propagation
Patrick Rall, Daniel Liang, Jeremy Cook, and William Kretschmer
Quantum Information Center, University of Texas at Austin
(Dated: March 19, 2019)
We present novel algorithms to estimate outcomes for qubit quantum circuits. Notably, these
methods can simulate a Clifford circuit in linear time without ever writing down stabilizer states
explicitly. These algorithms outperform previous noisy near-Clifford techniques for most circuits.
We identify a large class of input states that can be efficiently simulated despite not being stabilizer
states. The algorithms leverage probability distributions constructed from Bloch vectors, paralleling
previously known algorithms that use the discrete Wigner function for qutrits.
I. INTRODUCTION
Simulating quantum circuits on classical hardware re-
quires large computational resources. Near-Clifford sim-
ulation techniques extend the Gottesmann-Knill theorem
to arbitrary quantum circuits while maintaining polyno-
mial time simulation of stabilizer circuits. Their runtime
analysis gives rise to measures of non-Cliffordness, such
as the robustness of magic [4], magic capacity [8], sum-
negativity [11]. These algorithms evaluate circuits by
estimating the mean of some probability distribution via
the average of many samples, a process with favorable
memory requirements and high parallelizability.
Previous work [1, 4] gives an algorithm based on
quasiprobability distributions over stabilizer states; we
refer to this algorithm as ‘stabilizer propagation’. In
contrast to techniques based on stabilizer rank [5, 6], sta-
bilizer propagation is appealing for simulation of NISQ-
era hardware [26] because it can simulate noisy chan-
nels. Moreover, depolarizing noise decreases the number
of samples required, measured by robustness of magic
and the magic capacity. However, bounding the number
of required samples can be expensive: For example, the
magic capacity of a 3-qubit channel is defined as a convex
optimization problem over 315,057,600 variables [8, 20].
Pashayan et al. [2] showed that in qutrit systems, the
discrete Wigner function provides a simpler simulation
strategy. This strategy takes linear time to sample, and
the number of samples required (measured by the sum-
negativity) is tractable to compute for small systems.
However, discrete Wigner functions do not yield efficient
simulation of qubit Clifford circuits [13].
Our main result is that Bloch vectors yield simulation
strategies for qubit circuits, similar to those in Pashayan
et al. We present two algorithms, which we individu-
ally call Schro¨dinger propagation and Heisenberg
propagation, and collectively call Pauli propagation
techniques. They have several surprising properties:
1. They yield linear time simulation for qubit Clifford
circuits without writing down stabilizer states.
2. Schro¨dinger propagation can efficiently simulate
a new family of quantum states called ‘hyper-
octahedral states’ which is significantly larger than
the set of stabilizer mixtures in terms of the
Hilbert-Schmidt measure.
3. The runtime of Heisenberg propagation does not
depend on the input state at all.
4. Non-Cliffordness in both algorithms is measured
via the stabilizer norm, which is a lower bound to
the robustness of magic. This gives Pauli propaga-
tion techniques a strictly lower runtime than sta-
bilizer propagation for all input states and most
channels.
Table: Circuit components that can be simulated efficiently
Previous work [1, 4] This work: Pauli propagation algorithms
Stabilizer propagation Heisenberg propagation Schro¨dinger propagation
What input states
Stabilizer mixtures
Any separable state, Hyper-octahedral states,
are efficient to simulate? Stabilizer mixtures Noisy states reduce runtime
Depolarized T gate Efficient when fidelity / 0.551 Efficient when fidelity ≤ 2−1/2 ≈ 0.707
Reset channels Pauli reset channels efficient All reset channels efficient
Generally inefficient
Adaptive gates Adaptive Cliffords efficient Generally inefficient
Marginal observables
Efficient Efficient Generally inefficient
Pauli observables
Summary of the results of Section III. All algorithms take polynomial time to sample, but the number of samples
scales exponentially in the number of inefficient circuit components. Efficient components do not increase runtime.
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2We describe these algorithms in Section II. In Sec-
tion III we perform a detailed comparison of Schro¨dinger,
Heisenberg and stabilizer propagation which we summa-
rize in the table below. In Section IV we briefly discuss
the implications of the algorithms for resource theories of
Cliffordness. This work is intended to supersede quant-
ph/1804.05404.
II. ALGORITHMS
In this section we describe two algorithms for es-
timating the expectation value of observables at the
end of a quantum circuit. Schro¨dinger propagation in-
volves propagating states forward though the circuit
and taking inner products with the final observables.
Heisenberg propagation involves propagating observables
backward though the circuit and taking inner products
with the initial states. At every step, both procedures
sample from an unbiased estimator for the propagated
state/observable that is distribution over Pauli matrices.
A. Sampling Pauli Matrices
The workhorse of both protocols is a subroutine that
samples a random scaled tensor product of Pauli matrices
as a proxy for an arbitrary n-qubit Hermitian matrix
A. Let Pn = {σ1 ⊗ · · · ⊗ σn : σi ∈ {I, σX , σY , σZ}}
denote the set of n-qubit Pauli matrices. We define a
pair of completely dependent random variables σˆ ∈ Pn
and cˆ ∈ R that satisfy E [cˆ · σˆ] = A:
σˆ(A) = σ with prob.
|Tr(σA)|
2n · D(A) for each σ ∈ Pn, (1)
cˆ(A) = sign (Tr(σˆ(A)A)) · D(A). (2)
The quantity D(A) is a normalization constant that
makes |Tr(σA)|2n·D(A) for σ ∈ Pn a probability distribution.
Definition 2.1. The stabilizer norm D(A) is:
D(A) = 1
2n
∑
σ∈Pn
|Tr(σA)| . (3)
The product of the random variables cˆ(A) · σˆ(A) is an
unbiased estimator for A because the Pauli matrices form
an operator basis for Hermitian matrices:
E[cˆ(A) · σˆ(A)] =
∑
σ∈Pn
|Tr(σA)|
2n · D(A) · sign (Tr(σA)) · D(A) · σ
=
∑
σ∈Pn
Tr(σA)
2n
· σ = A. (4)
The time to compute the probabilities and sample from
the distributions scales exponentially with the number of
qubits of A. We say A has tensor product structure if
it can be written as a tensor product of several operators,
each of which acts on a constant number of qubits:
A = A1 ⊗A2 ⊗ · · ·
Then one can observe that:
σˆ(A) = σˆ(A1)⊗ σˆ(A2) · · · and cˆ(A) = cˆ(A1) · cˆ(A2) · · ·
Since each Ai acts on a constant number of qubits, each
of the probability distributions for σˆ(Ai), cˆ(Ai) can be
computed and sampled from in constant time. So σˆ(A)
and cˆ(A) can be sampled from in linear time if A has
tensor product structure, even if A acts on many qubits.
B. Schro¨dinger Propagation
Suppose we want to apply a sequence of channels
Λ1, . . . ,Λk to an n-qubit state ρ0. These operations
are given as a quantum circuit, so ρ0 has tensor prod-
uct structure and each of the Λi non-trivially act on a
constant-size subset of the qubits. Let ρi be the state
after applying the first i channels:
ρi = Λi(Λi−1(· · ·Λ1(ρ0))) (5)
We are given an observable E which also has tensor
product structure. We want to estimate the expectation
of E on the final state:
〈E〉 = Tr (Eρk) = Tr (EΛk(Λk−1(· · ·Λ1(ρ0)))) (6)
We apply the sampling procedure defined by (1) and
(2) to ρ0. We define σˆ(ρ0) = σˆ0 and cˆ(ρ0) = cˆ0. Their
product cˆ0 · σˆ0 is an unbiased estimator for ρ0.
Given an unbiased estimator cˆi ·σˆi for ρi, we will obtain
an unbiased estimator cˆi+1 · σˆi+1 for ρi+1. Apply Λi+1 to
cˆi · σˆi and use linearity of Λi+1:
E [Λi+1(cˆi · σˆi)] = Λi+1(E [cˆi · σˆi]) = ρi+1
We have Λi+1(cˆi · σˆi) = cˆi · Λi+1(σˆi). Since Λi+1
acts non-trivially on a constant-size subset of the qubits,
Λi+1(σˆi) has tensor product structure and we can sample
using (1) and (2) again. Let:
σˆi+1 = σˆ (Λi+1(σˆi)) and cˆi+1 = cˆi · cˆ (Λi+1(σˆi)) (7)
Now we have cˆi+1 · σˆi+1, an estimator for ρi+1, and
can recursively obtain cˆk · σˆk for ρk. Since E and σˆk have
tensor product structure, we can efficiently obtain their
trace inner product. The protocol yields a sample from
the distribution in time linear in k + n:
Output: sample from cˆk · Tr(σˆkE) (8)
This distribution estimates the target quantity:
E [cˆk · Tr(σˆkE)] = Tr(E [cˆk · σˆk]E) = Tr (ρkE) = 〈E〉
3We estimate the mean of cˆk · Tr(σˆkE) by taking the
average of N samples. The Hoeffding inequality [27] pro-
vides a sufficient condition on N for an additive error ε
with probability 1− δ in terms of the range of the distri-
bution:
N ≥ 1
2ε2
· ln 2
δ
· (range)2 (9)
The range of the output distribution is bounded by twice
the maximum magnitude of the output distribution (8).
range ≤ 2 · |cˆk · Tr(σˆkE)| ≤ 2 · |cˆk| · max
σ∈Pn
|Tr(σE)| (10)
Observe that cˆ(A) = ±D(A), so:
|cˆi+1| = |cˆi| · |cˆ (Λi+1(σˆi)) |
= |cˆi| · D(Λi+1(σˆi))
≤ |cˆi| · max
σ∈Pn
D(Λi(σ)) (11)
Intuitively, D measures the “cost” of a Hermitian matrix
in this algorithm. The above motivates a corresponding
notion of the “cost” of a channel:
Definition 2.2. The channel stabilizer norm D(Λ)
is defined by:
D(Λ) = max
σ∈Pn
D(Λ(σ)) (12)
Expanding the recursion in (11) we obtain the bound:
|cˆk · Tr(σˆkE)| ≤ D(ρ0)︸ ︷︷ ︸
(1)
·
k∏
i=1
D(Λi)︸ ︷︷ ︸
(2)
·
∣∣∣∣maxσ∈Pn Tr(σE)
∣∣∣∣︸ ︷︷ ︸
(3)
(13)
The number of samples N scales with the square of the
above quantity. Thus, the cost of Schro¨dinger propaga-
tion on a circuit breaks into three parts: (1) the cost of
the initial state, (2) the cost of each channel, and (3) the
cost of the final observable.
Here are two observations:
• Say ρ0 = ρ⊗m, so D(ρ0) = D(ρ)m. For many ρ with
short Bloch vectors, the cost D(ρ) can be strictly
less than 1, meaning more copies of ρ result in an
exponential runtime improvement from cost term
(1).
• Often we are interested in observables Elocal that
act only on a small subset of the output qubits.
Then E is a tensor product of linearly many iden-
tity matrices and Elocal, resulting in an exponential
runtime blowup from cost term (3).
Loosely speaking, Schro¨dinger propagation works well
when the input qubits are noisy and all output qubits are
measured, like some supremacy circuits [30].
C. Heisenberg Propagation
Heisenberg propagation involves propagating the ob-
servable E backwards through the circuit and taking the
inner product with the initial state ρ0. To do so we utilize
the channel adjoint Λ† which satisfies:
Tr(EΛ(ρ)) = Tr(Λ†(E)ρ) (14)
Applying this to (6), our goal is to estimate:
〈E〉 = Tr
(
ρ0Λ
†
1(· · ·Λ†k−1(Λ†k(E)))
)
= Tr (ρ0E1)
where Ei = Λ
†
i (Λ
†
i+1(· · ·Λ†k−1(Λ†k(E)))) (15)
For Heisenberg propagation we will define cˆi, σˆi dif-
ferently from Schro¨dinger propagation. We use the sam-
pling procedure defined by (1) and (2) and obtain σˆ(E) =
σˆk+1 and cˆ(E) = cˆk+1. Then cˆk+1 · σˆk+1 is an unbiased
estimator for E.
With an unbiased estimator cˆi+1 · σˆi+1 for Ei+1 we
can obtain an unbiased estimator cˆi · σˆi for Ei from
Λ†i (cˆi+1 · σˆi+1) = cˆi+1 · Λ†i (σˆi+1). Since Λ†i (σˆi+1) has
tensor product structure we can sample using (1) and
(2), and obtain:
σˆi = σˆ(Λ
†
i (σˆi+1)) and cˆi = cˆi+1 · cˆ(Λ†i (σˆi+1)) (16)
This operation is iterated until we obtain cˆ1 · σˆ1, an
unbiased estimator for E1. Since ρ0 has tensor product
structure we can compute the trace inner product and
produce a sample, again in time linear in k + n:
Output: sample from cˆ1 · Tr(σˆ1ρ0) (17)
This estimates the target quantity:
E [cˆ1 · Tr(σˆ1ρ0)] = Tr(E [cˆ1 · σˆ1] ρ0) = Tr (E1ρ0) = 〈E〉
To bound the number of samples N we bound the max-
imum magnitude of (17) and utilize Hoeffding’s inequal-
ity (9). Since ρ0 is a quantum state, we always have
maxσ∈Pn |Tr(σρ0)| = 1 since the eigenvalues of σ are ±1.
This leaves the recursion relation:
|cˆ1 · Tr(σˆ1ρ0)| ≤ |cˆ1| = |cˆi+1| ·
∣∣∣cˆ(Λ†i (σˆi+1))∣∣∣
= |cˆi+1| · D(Λ†i (σˆi+1))
≤ |cˆi+1| · max
σ∈Pn
D(Λ†i (σ))
= |cˆi+1| · D(Λ†i ) (18)
Expanding the recursion we obtain the bound:
|cˆ1 · Tr(σˆ1ρ0)| ≤ D(E)︸ ︷︷ ︸
(1)
·
k∏
i=1
D(Λ†i )︸ ︷︷ ︸
(2)
(19)
4The number of samples N scales with the square of the
cost of the observable (1) and the cost of channel adjoints
(2), and is independent of the initial state.
Loosely speaking, Heisenberg propagation is efficient
for any separable input state or stabilizer mixture and
supports a wider range of observables than Schro¨dinger
propagation. However, it cannot capitalize on particu-
larly noisy input states for a runtime improvement.
A version of Heisenberg propagation appears in [3],
where they restrict operations to Clifford unitaries. Our
work generalizes the technique to arbitrary quantum
channels.
III. EFFICIENT CIRCUIT COMPONENTS
In this section we study which input states, channels
and observables (collectively ‘circuit components’) can
be simulated by Schro¨dinger, Heisenberg and stabilizer
propagation without increasing runtime. This viewpoint
helps address the practical question: “Given a particular
quantum circuit, which near-Clifford algorithm is best?”
Straightaway, if the quantum circuit is unitary then
stabilizer rank techniques [6] are the best choice due to
their superior accuracy and runtime. The primary advan-
tage of propagation algorithms is their ability to support
arbitrary circuit components with noise, measurement,
and adaptivity. Despite their flexibility, the propagation
algorithms vary significantly in their performance.
Since the number of samples scales as the product of
the square of the cost of the components, a component
occurring linearly many times with cost > 1 demands
exponential runtime. In the following, when we say an
algorithm supports or can handle a component, we
mean that the cost of the component is ≤ 1, although
the protocols can be applied to any component possibly
inefficiently.
A. Efficiency of Stabilizer Propagation
For a self-contained description of stabilizer propaga-
tion see [1, 4, 8]. Just as the algorithms in section II de-
compose input states into a weighted sum of Pauli matri-
ces, stabilizer propagation decomposes input states into
a weighted sum of stabilizer states. A sampling process
identical to equations (1) and (2) results in the number
of samples required to be proportional to the square of
the following normalization constant:
Definition 3.1. The robustness of magic R(ρ) of an
n-qubit state ρ is the outcome of a convex optimization
program over real vectors ~q:
R(ρ) = min
~q
∑
i
|qi| s.t. ρ =
∑
i
qi |φi〉 〈φi| and
∑
i
qi = 1,
where {|φi〉} are the n-qubit stabilizer states.
When R(ρ) = 1 (the minimum value) then ρ is a sta-
bilizer mixture, since then the vector ~q is a probability
distribution.
Due to the sheer number of stabilizer states, evaluating
R(ρ) for even small n is very expensive. As stated in
[1], evaluating the cost function for 3-qubit unitaries is
impractical, although the performance can be improved
for diagonal gates [8].
The performance of stabilizer propagation gives a lens
for the non-Cliffordness of channels, studied extensively
in [8]. In the appendix, we expand on this work by
modifying the protocol to support all postselective
channels which include all trace preserving channels
and all ‘reasonable’ non-trace-preserving channels.
There, we prove the following theorem:
Theorem 3.2. Let Λ be a postselective channel and let
φ¯Λ be the channel’s normalized Choi state. Λ does not in-
crease the number of samples required for stabilizer prop-
agation if and only if R(φ¯Λ) = 1.
This establishes simple and flexible criteria for when a
circuit component does not increase the runtime of sta-
bilizer propagation: states ρ are cheap when R(ρ) = 1
and channels Λ are cheap if R(φ¯Λ) = 1.
B. Observables
Observables encountered in practice are usually
computational basis measurements, or operators with
bounded norm that can be expressed as sums of not
too many Pauli matrices. Sometimes these observables
are marginal: many of the qubits are not measured and
traced out. Tracing out corresponds to measuring the
identity observable, a kind of Pauli observable.
Stabilizer propagation outputs the inner product of the
final observable with a stabilizer state. For all of the
observables above, calculating inner products with stabi-
lizer states is efficient: inner products with Pauli matrices
can be obtained in n2 time and marginal inner products
with other stabilizer states in n3 time [25]. Crucially,
these inner products remain bounded by the eigenvalues
of the observable and thereby do not exponentially in-
crease the range of the distribution.
Schro¨dinger propagation, which outputs the inner
product with a Pauli matrix, does not have this prop-
erty: although inner products between Pauli matrices are
trivial to compute, the maximum inner product grows
like 2n. Therefore, Schro¨dinger propagation is only vi-
able when we are interested in the probability of mea-
suring a particular state and only a constant number of
discarded qubits. On the other hand, there exist con-
trived observables that only Schro¨dinger propagation can
handle. If the observable is the tensor product of many
non-stabilizer states, then neither Heisenberg propaga-
tion nor stabilizer propagation runs efficiently. (Indeed,
calculating inner products of stabilizer states with tensor
products of many non-stabilizer states is a key slow step
in stabilizer rank techniques [5, 6].)
5Heisenberg propagation applies the sampling method
(1) (2) to the observable E, so cost is measured by D(E).
The following facts, proven in [4], show that Heisenberg
propagation can handle the observables most common in
quantum circuits.
Proposition 3.3. D(σ) = 1 for σ ∈ Pn.
Proposition 3.4. If |φ〉 is a stabilizer state, then
D(|φ〉 〈φ|) = 1.
Proposition 3.5. D is multiplicative: D(A ⊗ B) =
D(A) · D(B).
C. Hyper-Octahedral States
A central observation of this work is that Pauli matrix
decompositions can produce similar simulational power
as decompositions over stabilizer states. Here we show
that despite their simplicity, Pauli matrix decompositions
are more powerful with regards to the input state of the
circuit. The number of samples required for Heisenberg
propagation does not depend at all on the input state
(19). For Schro¨dinger propagation we observe:
A. there exist states supported by Schro¨dinger propa-
gation unsupported by stabilizer propagation, and
B. sufficiently depolarized states can actively decrease
the number of samples required.
From the definition of the stabilizer norm, D can be
viewed as the L1 norm of the Bloch vector ~x of ρ. The
equation ||~x||1 ≤ 1 defines the surface and interior of a
hyper-octahedron, motivating the following definition.
Definition 3.6. Hyper-octahedral states ρ satisfy
D(ρ) ≤ 1. These states do not increase the number of
samples for Schro¨dinger propagation.
To see (B), we simply observe that the interior of the
octahedron satisfies D(ρ) = ||~x||1 < 1. D is minimized
at the n-qubit maximally mixed state where D(I/2n) =
1/2n. The following result, proved in [4], shows that all
stabilizer mixtures are hyper-octahedral.
Proposition 3.7. For states ρ, D(ρ) ≤ R(ρ).
This fact classifies mixed states into three cat-
egories: stabilizer mixtures, non-stabilizer hyper-
octahedral states, and magic states. For the single qubit,
the first two categories coincide (the qubit stabilizer poly-
tope is an octahedron). We plot a cross-section of the
two-qubit Bloch sphere in FIG. 1, showing that all of
these categories are non-empty. FIG. 2 shows the rel-
ative quantity of these states according to the Hilbert-
Schmidt measure. Stabilizer mixtures occupy a tiny frac-
tion of all mixed states, whereas more than half are
hyper-octahedral.
From the standpoint of quantum resource theories,
hyper-octahedral states are interesting because they are
Stabilizer
Mixtures
Hyper-
Octahedral
Magic
⍴(x,y)
x
y
FIG. 1: Visualization of a cross section of the
two-qubit Bloch sphere, given by:
ρ(x, y) = σII4 + x(σXX + σZZ − σY Y ) + y(σZI + σIZ)
Two-Qubit States
Non-Stabilizer
Hyper-Octahedral
Magic
Stabilizer Mixtures
0.8%
43.6%
55.6%
FIG. 2: Relative quantity of two-qubit mixed states,
based on one million samples via the Hilbert-Schmidt
measure. Hyper-octahederal states are plentiful for
two-qubits, despite not existing for the single qubit.
similar to the ‘bound’ states discussed in [10, 12, 18, 19]:
they contain non-stabilizer mixed states that can be effi-
ciently simulated. But unlike R, tracing out qubits can
increase D. Hadamard eigenstates |H〉 are magic states
that let Clifford circuits attain universal quantum com-
putation, but |H〉 ⊗ (I/2) is hyper-octahedral. Hyper-
octahedral states are not bound for magic state distil-
lation in the same sense as those in [10]: there are op-
erations that can be simulated efficiently by stabilizer
propagation that increase D. Schro¨dinger propagation
cannot simulate operations that increase D.
D. Channel Classification
While the classification of states gave rise to only three
categories, the classification of channels is not so simple.
FIG. 3 shows eight categories, all of which are non-empty.
Here are examples of each:
M: Non-Clifford unitaries, such as the T gate.
CSH: Clifford unitaries, measuring a qubit in a Pauli
basis (without discarding it), and very depolarized
6R(φ¯Λ) = 1
Stabilizer
Propagation
D(Λ) ≤ 1
Schro¨dinger
Propagation
D(Λ†) ≤ 1
Heisenberg
Propagation
S
CS
C
CSH
SH
CH
H
M
FIG. 3: A Venn Diagram of quantum channels that
illustrates our naming convention. The channels not
efficient under any strategy are category M.
non-Clifford unitaries.
SH: Mildly depolarized non-Clifford unitaries, e.g. the
T gate with fidelity 0.551 / f ≤ 2−1/2 (FIG. 5).
C: Most adaptive Clifford gates: gates performed
based on the outcome of a measurement (Propo-
sition 3.13).
H: Any non-Pauli reset channel (Proposition 3.12).
CH: Pauli reset channels [1].
S, CS: Channels adjoints for H, HC, respectively.
To obtain the relative proportions of these categories
akin to FIG. 2 we leverage channel-state duality. Our def-
inition of postselective channels in the appendix is specif-
ically chosen to make the correspondence between two-
qubit mixed states and qubit-to-qubit channels a bijec-
tion. We sample states according to the Hilbert-Schmidt
measure and classify their corresponding channels. Most
channels in practice are either unital, trace preserving
or both. It is not obvious how to restrict sampling to
these measure-zero subspaces. Instead, we sample from
the full Hilbert Schmidt measure, and then project onto
the Bloch-subspaces corresponding to unital and/or trace
preserving channels.
FIG. 4 shows the resulting proportions. For qubit-
to-qubit channels, Pauli propagation techniques permit
simulation of a significant fraction of the circuit compo-
nents which are a superset of those simulable by stabilizer
propagation. As before, it is not clear that this demon-
strates that Pauli propagation is significantly more useful
in practice, since most quantum circuits are dominated
by a few specific types channels.
In the following we give evidence for the above exam-
ples. To do so, we phrase D(Λ) in terms of the Pauli
transfer matrix of Λ.
Definition 3.8. The Pauli Transfer Matrix (PTM) of
a quantum channel Λ taking n qubits to m qubits has
elements (RΛ)ij = 2
−m Tr(σiΛ(σj)) such that Λ(ρ) =
2−n
∑
i,j(RΛ)ijσi Tr(ρσj). We take σ1 = I.
Intuitively, the columns of RΛ are the Bloch vectors of
Λ(σi). The following observations are useful and trivial
to prove.
Proposition 3.9. D(Λ) = ‖RΛ‖1, where ‖·‖1 is the in-
duced L1-norm, i.e. the largest column L1-norm.
Proposition 3.10. RTΛ = RΛ†
Corollary 3.11. D(Λ†) = ‖RΛ‖∞, where ‖·‖∞ is the
induced L∞-norm, i.e. the largest row L1-norm.
The PTM of a Clifford gate is a signed permutation
matrix and the PTMs of Pauli basis measurements are
signed permutations of diag(1, 1, 0, 0). Their Choi states
are also readily shown the be stabilizer mixtures, so
these channels are CSH as claimed.
Relative Quantity of Qubit-To-Qubit Channels
   All Channels
 
Trace Preserving ChannelsUnital Channels
Schrödinger
Magic
22%
77%
Magic
Heisenberg
CH
6%
39%
55%
Magic
  5%
Schrödinger
88%
CS
7%
CS
1%
Heisenberg
Magic
Schrödinger
CSH
SH
25%
54%
 8%
 8%
  5%
Unital and TP Channels
FIG. 4: Relative quantity of of qubit-to-qubit quantum channels, based on 100 000 random two-qubit density
matrices obtained via the Hilbert-Schmidt measure. After obtaining the PTM we optionally set the first column or
row to [1,0,0,0] to enforce unitality or trace preservation respectively [29]. We utilize the cvxpy library [32] to
compute R and use a tolerance of 10−6 throughout.
7E. Depolarized Rotations
Many useful unitaries take the form e−iθσ/2 with σ ∈
Pn. Via some Clifford transformations these can be ob-
tained from the qubit unitary e−iθσZ/2. In this section we
consider composing this unitary with depolarizing noise,
obtaining a family of channels Λθ,f where f is the fidelity.
The PTMs of the unitary e−θσZ/2 and depolarizing
noise are respectively:
Rθ =
1 0 0 00 cos θ − sin θ 00 sin θ cos θ 0
0 0 0 1
 Rf =
1 0 0 00 f 0 00 0 f 0
0 0 0 f

Composing these two channels simply involves multi-
plying the two PTMs, resulting in:
RΛf,θ =
1 0 0 00 f cos θ −f sin θ 00 f sin θ f cos θ 0
0 0 0 f
 (20)
D(Λf,θ) = D(Λ†r,θ) = max
(
1, f |cos θ|+ f |sin θ|) (21)
We plot the family in FIG. 5, showing that there are
channels simulable by Pauli propagation methods that
are not simulable by stabilizer propagation. The bound-
ary of D ≤ 1 given by |cos θ| + |sin θ| = 1 forms a
diamond. The depolarized T gate becomes SH when
f ≤ 2−1/2 ≈ 0.707, and becomes CSH when f / 0.551.
f
θ
Λf,θ
depolarizing channels I
T
S
Z
SZ
CSH
SH
M
FIG. 5: Qubit quantum channels Λf,θ obtained by an
application of the unitary e−iθσZ/2 followed by
depolarizing noise with fidelity f . The region simulable
by Pauli propagation (SH) is larger than that simulable
by stabilizer propagation (CSH).
F. Reset Channels
Pauli reset channels can be described as projecting into
the +1 eigenspace of some σ ∈ Pn as in [1]. Alternatively
we can use Clifford transformations to convert σ to σZ ,
converting the channel to tracing out a single qubit and
replacing it with |0〉. We generalize the notion of a reset
channel Λρ to tracing out n qubits and replacing them
with an n-qubit state ρ. To make the channel trace pre-
serving we write Λρ(σ) = Tr(σ) · ρ.
Proposition 3.12. If Λρ is a reset channel, D(Λ†) = 1.
Proof. The entries of the PTM of Λρ are the following:
(RΛρ)ij = 2
−n Tr(σiΛρ(σj)) =
{
2−n Tr(σiρ) σj = I
0 σj 6= I
All rows except for the first are zero. The entries are
bounded −1 ≤ 2−n Tr(σiρ) ≤ 1 and the top left entry is
1. Thus the maximum column L1 norm is 1, and Propo-
sition 3.11 tells us that D(Λ†) = 1.
Observe that the first row is actually the Bloch vec-
tor of ρ (including the identity component) scaled by
2n. So unless ρ is the maximally mixed state the first
row’s L1 norm is > 1, so the channel is not simulable by
Schro¨dinger propogation, and its adjoint is not simulable
by Heisenberg propogation.
The Choi state of Λρ is
I
2n ⊗ ρ, so Λρ is simulable by
stabilizer propagation when ρ is a stabilizer mixture.
G. Adaptive Channels
Adaptive channels consist of making a σZ measure-
ment, and then conditionally applying a channel based
on the measurement outcome. While Pauli propaga-
tion techniques are stronger than stabilizer propagation
in many respects, adaptive channels are their key weak
point. This remains true even if the measured qubit is
not discarded, so we are not conflating the cost of tracing
out qubits with the cost of adaptivity.
Proposition 3.13. Let Λ be a quantum channel with
PTM RΛ. Let A(Λ) be the adaptive channel that condi-
tionally applies Λ based on a σZ measurement on some
qubit that is not discarded post-measurement. Then:
D(A(Λ)) = 1 + max
i
∑
i 6=j
|Rij | ≤ 1 +D(Λ†) (22)
D(A(Λ)†) = 1 + max
j
∑
i 6=j
|Rij | ≤ 1 +D(Λ) (23)
Corollary 3.14. A(Λ) is supported by Pauli propagation
methods if and only if the PTM of Λ is diagonal.
So Pauli propagation methods are not ‘closed under
adaptivity’: A(Λ) can be non-simulable even if Λ is sim-
ulable. Stabilizer propagation on the other hand is closed
under adaptivity.
8Proof of Proposition 3.13. Let Λ take n qubits to m
qubits. The measurement of the first qubit projects into
the space spanned by I, σZ on the first qubit.
A(Λ)(I ⊗ σj) =
(
σj 0
0 Λ(σj)
)
=
(
σj 0
0
∑
k Rkjσk
)
A(Λ)(σZ ⊗ σj) =
(
σj 0
0 −Λ(σj)
)
=
(
σj 0
0 −∑k Rkjσk
)
The output remains in the space spanned by I, σZ on the
first qubit, so the only nonzero entries of the PTM are:
1
2m+1
Tr ((I ⊗ σi) ·A(Λ)(I ⊗ σj)) = 1
2
(δij +Rij)
1
2m+1
Tr ((σZ ⊗ σi) ·A(Λ)(I ⊗ σj)) = 1
2
(δij −Rij)
1
2m+1
Tr ((I ⊗ σi) ·A(Λ)(σZ ⊗ σj)) = 1
2
(δij −Rij)
1
2m+1
Tr ((σZ ⊗ σi) ·A(Λ)(σZ ⊗ σj)) = 1
2
(δij +Rij)
Applying the definition of channel stabilizer norm:
D(A(Λ)) = 1
2
max
i
∑
j
(|δij +Rij |+ |δij −Rij |)
= 1 + max
i
∑
i 6=j
|Rij | 
IV. NUMERICAL RESULTS
Algorithms based on Monte Carlo averages have favor-
able memory requirements and admit massive paralleliza-
tion. We demonstrate these practical advantages via the
performance of a GPU implementation written in CUDA
[33].
Following previous tests of near-Clifford algorithms [6]
we simulate the Quantum Approximate Optimization Al-
gorithm (QAOA) on E3LIN2 [31]. We generate m ran-
dom independent linear equations acting on three qubits
a, b, c ∈ [n] of the form xa ⊕ xb ⊕ xc = dj for j ∈ [m].
Each qubit appears in at most m/10 equations. Let
σ
(j)
Z = σZ,a ⊗ σZ,b ⊗ σZ,c be σZ acting on the qubits
corresponding to equation j. Our goal is to estimate the
observable
C =
1
2
∑
j∈[m]
(−1)djσ(j)Z
since C + m/2 is the number of satisfied equations. We
estimate the expectation of this observable with the state
|γ, β〉 = e−iβBe−iγC |+⊗n〉
where B =
∑
i∈[n] σX,i and β = pi/4.
Heisenberg propagation is most appropriate for
this problem, with performance D(C) = m/2 and
D(e±iγσ(j)Z ) = | sin γ| + | cos γ|. Although the unitary
e±iγσ
(j)
Z appears m times in the circuit, at most 3(m/10−
1) + 1 can act non-trivially on any term in C. Thus the
accuracy of the simulation is given by:
εHeis =
m√
2N
·
√
ln
2
δ
· (| sin γ|+ | cos γ|)3(m/10−1)+1
As pointed out by [6], a protocol by van den Nest [21]
gives an efficient Monte Carlo protocol for estimating
〈C〉 with error εNest = m√N ·
√
ln 2δ . We utilize the van
den Nest estimate 〈C〉Nest to verify the Heisenberg prop-
agation estimate 〈C〉Heis.
Writing effective CUDA applications demands careful
memory management. Implementing stabilizer propa-
gation via the Aaronson-Gottesman tableau algorithm
would be a serious computer engineering task. In con-
trast, the increased simplicity of Pauli propagation al-
gorithms permits a very simple implementation. We fur-
thermore utilize bitwise operations to express the logic in
a compact and efficient manner. Despite the better scal-
ing it was ultimately necessary to also implement the van
den Nest protocol in CUDA due to the sheer performance
improvement over a Python implementation.
For every data point we collected 230 ≈ 1 billion
samples in 25 minutes using a laptop GPU (GeForce
GTX 1050 Ti). We fix n = 32 qubits and δ = 0.01
throughout, and vary γ for a single instance with
m = 40 equations (Figure 6, top). Then we set γ = pi/8,
maximizing D(e±iγσ(j)Z ) at √2, and perform a scaling
analysis with instances up to m = 80 (Figure 6, bottom).
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FIG. 6: Comparison of Hoeffding error bound εHeis to
error as estimated by the van den Nest protocol
|〈C〉Nest − 〈C〉Heis| for 32 qubits. Top: m = 40 and
varying γ. Bottom: γ = pi/8 and varying m.
9Hoeffding’s inequality gives a worst-case upper bound
for the accuracy of the estimate, potentially very far from
the actual error. This is the case here: for m ' 60 we
have εHeis ≥ 1 predicting that 〈C〉Heis is useless, but we
observe that the actual error is ≤ 0.01. Furthermore the
actual accuracy does not seem to scale proportionally
with εHeis as we vary γ and m.
CONCLUSION
Recent interest in near-Clifford simulation [1, 2, 5, 6]
and the (non-)contextuality of Clifford circuits [12–15]
demonstrates that there is still much to be learned about
embedding symmetry into Hilbert space. The qubit Clif-
ford group appears different from the Clifford group in
odd dimensions, where the discrete Wigner function [9]
has led to well-behaved resource theories [4, 10, 11] and
associated simulation algorithms [3]. We observe that the
qubit analogue of the Wigner function is just a Bloch vec-
tor, and our analysis of the resulting algorithms sheds fur-
ther light into the differences between the even and odd-
dimensional cases. Furthermore, the simplicity of Pauli
propagation algorithms along with their improved per-
formance for many quantum channels make them a com-
pelling addition to near-Clifford simulation techniques.
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Appendix A: Postselective Quantum Channels
In this section we define postselective quantum chan-
nels. These include all trace preserving channels, and all
‘sensible’ non-trace-preserving channels. Furthermore,
there is a bijection between postselective channels tak-
ing HA to HB and density operators on HB⊗HA, which
is essential for FIG. 5 and Theorem 3.2.
Completely positive maps Λ with 0 ≤ Tr(Λ(ρ)) ≤
Tr(ρ) have an operational interpretation: the associated
channels can ‘fail’ or ‘abort’ the computation by yield-
ing 0. For example, let Λ be the channel that measures
in the σZ basis and postselects on obtaining |0〉. Then
Λ(|1〉 〈1|) = 0, and Λ(|+〉 〈+|) = 12 |0〉 〈0|.
Definition A.1. Let Λ be a completely positive map
from HA to HB . Let |BellA〉 ∈ HA ⊗HA be a Bell state
for HA, i.e. if {|i〉} are a basis for HA then:
|BellA〉 = 1√
dim(HA)
∑
i
|i〉 ⊗ |i〉 (A1)
The un-normalized Choi state φΛ of Λ is the re-
sulting state when Λ is applied to one half of |BellA〉.
φΛ = (Λ⊗ I)(|BellA〉 〈BellA|) ∈ HB ⊗HA (A2)
Tr(φΛ) of Λ can be less than 1 if Λ is not trace pre-
serving. Let φ¯Λ = φΛ/Tr(φΛ) be the normalized Choi
state with trace 1. This distinction is crucial.
To calculate the output of a channel Λ(ρ) given its
Choi state φΛ we compute:
Λ(ρ) = dim(HA) · TrA
(
φΛ(I ⊗ ρT )
)
(A3)
Crucially we use φΛ, not φ¯Λ. To explain why, consider
a Choi state φ¯Λ = |00〉 〈00|. If we apply the equation
above to φ¯Λ we obtain Λ(ρ) = 2 · |0〉 〈0| · 〈0| ρT |0〉, so
Λ(|0〉 〈0|) = 2 |0〉 〈0| which makes no sense. The fact that
φΛ is under-normalized takes care of this constant.
Given a normalized Choi state φ¯Λ, e.g. |00〉 〈00|, how
do we determine φΛ? In general, φΛ is not unique. Con-
sider channels Λ(ρ) and Λ′(ρ) = p ·0+(1−p)Λ(ρ), i.e. Λ′
aborts with probability p and otherwise applies Λ. Both
channels have the same φ¯Λ, but φΛ′ = pφΛ.
However, Λ′ is somewhat silly: aborting the compu-
tation should be a tool for postselection and should not
happen regardless of the input state. For all sensible
channels there should exist an input state where the post-
selection succeeds with probability 1. To associate all φ¯Λ
to a unique φΛ we restrict our attention to the following
quantum channels.
Definition A.2. A completely positive map Λ repre-
sents a postselective quantum channel if:
1. Λ is trace-non-increasing: for all positive-
semidefinite ρ, Λ satisfies 0 ≤ Tr(Λ(ρ)) ≤ Tr(ρ),
2. the postselection can be satisfied: there ex-
ists a normalized pure state |ψ〉 such that
Tr(Λ(|ψ〉 〈ψ|)) = 1.
Among these channels we can uniquely obtain φΛ from
φ¯Λ, so there is a bijection between normalized mixed
states and postselective quantum channels. Let φΛ =
pΛφ¯Λ. Then:
1
pΛ
= dim(HA) ·max
|ψ〉
Tr
(
φ¯Λ(I ⊗ (|ψ〉 〈ψ|)T )
)
(A4)
For example, if φ¯Λ = |00〉 〈00| then |ψ〉 = |0〉 max-
imizes 1/pΛ at 2, so φΛ =
1
2 |00〉 〈00| and Λ(ρ) =
|0〉 〈0| · 〈0| ρT |0〉. Incidentally, pΛ is the probability of
postselection succeeding when Λ is applied to the Bell
state.
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Appendix B: Simulating Channels whose Choi
States are Stabilizer Mixtures
In this appendix we prove Theorem 3.2: Stabilizer
propagation can efficiently simulate a quantum channel
Λ if and only if the robustness of its Choi state R(φΛ)
is 1. This criterion also captures postselective quantum
channels, and thereby all sensible non-trace-preserving
channels.
All results of [8] generalize neatly to postselective chan-
nels. Assuming familiarity with the work, the definition
of magic capacity C(Λ) remains identical and the chan-
nel robustness R∗(Λ) can be obtained via convex opti-
mization over linear combinations of un-normalized Choi
states of stabilizer channels. It is easy to see that Theo-
rem 2, R(φΛ) ≤ C(Λ) ≤ R∗(Λ), still holds. Their Lemma
2, R(φ¯Λ) = 1 implies C(Λ) = 1, is our Theorem 3.2.
Theorem 3.2 (rephrased). Consider a postselective
channel Λ : HA → HB. The following statements are
equivalent.
1. The channel’s normalized Choi state φ¯Λ is a prob-
abilistic mixture of stabilizer states, so R(φ¯Λ) = 1.
2. If Λ is applied to any subset of the qubits of any
large stabilizer state |ψ〉, one can efficiently sample
from a probability distribution over stabilizer states
and ‘abort’ whose mean is the resulting state.
Proof: 2. implies 1. Say a channel Λ is simulable. Apply
Λ to one half of the state |BellA〉, a stabilizer state. The
resulting Choi state is probabilistic mixture of stabilizer
states and ‘abort’:
φΛ = p0 · 0 +
∑
i
pi |φi〉 〈φi| (B1)
φ¯Λ =
φΛ
Tr(φΛ)
=
1
1− p0
∑
i
pi |φi〉 〈φi| (B2)
Since pi/(1− p0) is a probability distribution, φ¯Λ is also
a probabilistic mixture of stabilizer states.
Proof: 1. implies 2. Say we are given
φ¯Λ =
∑
i
piφ¯Γi (B3)
where φ¯Γi are pure stabilizer states with corresponding
pure operations Γi. Our goal is to obtain an efficiently
computable probability distribution over stabilizer states
and ‘abort’ of Λ applied to some subset of the qubits of a
stabilizer state |ψ〉. The channel acts on a constant num-
ber of qubits, so we can compute anything we want about
it. The stabilizer state, however, may live in a Hilbert
space of exponential dimension. Using φΛ = pΛφ¯Λ:
φΛ = pΛ
∑
i
pi
pΓi
φΓi (B4)
All of the quantities pΛ, pi and pΓi can be obtained
quickly. Now we apply (A3), but we extend Λ and Γi
from the constant size Hilbert space to Λ˜ and Γ˜i which
act on the large Hilbert space containing |ψ〉.
Λ˜(|ψ〉 〈ψ|) = pΛ
∑
i
pi
pΓi
Γ˜i(|ψ〉 〈ψ|) (B5)
Crucially, Γ˜i(|ψ〉 〈ψ|), the right-hand side of (A3), is
an inner product between pure stabilizer states φΓ and
|ψ〉 and is therefore a pure stabilizer state that can be
computed in polynomial time. Since Γ˜i may be non-
trace-preserving, Γ˜i(|ψ〉 〈ψ|) may not be normalized. Let
|γi〉 be the normalized pure stabilizer state:
|γi〉 〈γi| = Γ˜i(|ψ〉 〈ψ|)
/
Tr(Γ˜i(|ψ〉 〈ψ|)) (B6)
We write Λ˜(|ψ〉 〈ψ|) as a weighted sum over normalized
pure stabilizer states |γi〉.
Λ˜(|ψ〉 〈ψ|) =
∑
i
pΛ
pi
pΓi
Tr(Γ˜i(|ψ〉 〈ψ|)) · |γi〉 〈γi| (B7)
The weights are positive and one can see that they
sum to less than 1 by taking the trace of both sides. Fur-
thermore since φ¯Γi are pure stabilizer states, the number
Tr(Γ˜i(|ψ〉 〈ψ|)) and stabilizer state |γi〉 〈γi| are efficiently
computable.
Thus, to simulate Λ acting on |ψ〉 we sample:
|γi〉 〈γi| w.p. pΛ pi
pΓi
Tr(Γ˜i(|ψ〉 〈ψ|)) (B8)
0 w.p. 1−
∑
i
pΛ
pi
pΓi
Tr(Γ˜i(|ψ〉 〈ψ|)).  (B9)
