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ABSTRACT
Let ||X||p = Tr[(X∗X)p/2]1/p denote the p-Schatten norm of a matrix X ∈Mn×n(C), and σ(X)
the singular values with ↑ ↓ indicating its increasing or decreasing rearrangements. We wish to
examine inequalities between ||A+B||pp + ||A−B||pp, ||σ↓(A) + σ↓(B)||pp + ||σ↓(A)− σ↓(B)||pp,
and ||σ↑(A)+σ↓(B)||pp+ ||σ↑(A)−σ↓(B)||pp for various values of 1 ≤ p <∞. It was conjectured in
[4] that a universal inequality ||σ↓(A)+σ↓(B)||pp+ ||σ↓(A)−σ↓(B)||pp ≤ ||A+B||pp+ ||A−B||pp ≤
||σ↑(A) +σ↓(B)||pp+ ||σ↑(A)−σ↓(B)||pp might hold for 1 ≤ p ≤ 2 and reverse at p ≥ 2, potentially
providing a stronger inequality to the generalization of Hanner’s Inequality to complex matrices
||A+B||pp + ||A−B||pp ≥ (||A||p + ||B||p)p + |||A||p − ||B||p|p. We extend some of the cases in
which the inequalities of [4] hold, but offer counterexamples to any general rearrangement inequality
holding. We simplify the original proofs of [4] with the technique of majorization. This also allows us
to characterize the equality cases of all of the inequalities considered. We also directly address both
the commuting and unitary cases. In doing so, we extend Hanner’s Inequality for complex matrices
to the unitary case for all ranges of p.
Keywords Matrix Inequality · Hanner’s Inequality · p-Schatten Norm ·Majorization
1 Introduction
........It has been of great interest to extend Hanner’s Inequality for Lp spaces
||f + g||pp + ||f − g||pp ≥ (||f ||p + ||g||p)p + |||f ||p − ||g||p|p (1.1)
for 1 ≤ p ≤ 2 to the non-communative analogue in Cp
||A+B||pp + ||A−B||pp ≥ (||A||p + ||B||p)p + |||A||p − ||B||p|p. (1.2)
........In [4], Carlen and Lieb proposed the following two conjectures for their potential pertinence to proving 1.2:
Conjecture 1.1. For all 1 ≤ p ≤ 2, and all complex-valued n× n matrices A and B,
||A+B||pp + ||A−B||pp ≥ ||σ↓(A) + σ↓(B)||pp + ||σ↓(A)− σ↓(B)||pp. (1.3)
For p > 2, the inequality reverses.
Conjecture 1.2. For all 1 ≤ p ≤ 2, and all complex-valued n× n matrices A and B,
||A+B||pp + ||A−B||pp ≤ ||σ↑(A) + σ↓(B)||pp + ||σ↑(A)− σ↓(B)||pp. (1.4)
For p > 2, the inequality reverses.
........For these, the authors proved Conjecture 1.1 in the case A ≥ B ≥ 0 and 1 ≤ p ≤ 2; and proved Conjecture 1.2 in
the case A ≥ |B| ≥ 0 and 1 ≤ p ≤ 2. We note a missing requirement in [4] used in the proof for Conjecture 1.2 in
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those conditions is also that σn(A) ≥ σ1(B). Lemma 2.1 in [12] proves that Conjecture 1.1 holds for all matrices and
p = 2k, k ∈ N. To the best of our knowledge, no further work has been done on the subject.
........If Conjecture 1.1 were true in general, with an additional application of Hanner’s Inequality on the sequences of
singular values, the non-commutative Hanner’s Inequality for matrices would be proven in general; currently, it is only
known for A+B,A−B ≥ 0 for all p, or general A and B in the ranges 1 ≤ p ≤ 43 and p ≥ 4 [3].
........In this paper we extend the range of Conjecture 1.1 with the requirements A ≥ B ≥ 0 to 2 ≤ p ≤ 3, and we prove
Conjecture 1.2 in the A+B,A−B ≥ 0, σn(A) ≥ σ1(B) case for the range 1 ≤ p ≤ 3. We prove both conjectures for
the full range of p in the commuting case. We prove Conjecture 1.1 in the case that A and B are both unitary. However,
we demonstrate that both conjectures are false in general. Section 2 gives a background to majorization, which is the
primary technique that we use in our proofs. Section 3 presents the extensions of the conjectures’ requirements and
ranges, and general counterexamples.
........The key observation as to why the conjectures cannot hold in general is that if the matrix B is taken to be unitary,
all its singular values are equal to 1, and therefore there is no distinction between the “aligned" and the “up-down"
rearrangements. If both conjectures were true, this would imply equality everywhere when B is unitary, which can
easily be numerically confirmed as false.
........The fact that these re-arrangement inequalities do not hold in general is notable, because the analogue to Conjecture
1.1 with complex functions and the spherically symmetric decreasing rearrangement is shown in [4] to hold. Therefore,
we see directly that the non-commutativity of the matrices ruins a commutative identity. In disproving Conjecture 1.1 in
general, we also rule it out as a method to attempt to extend Hanner’s inequality to Cp.
........We will use the following notation throughout this paper: σ(X) denotes the vector of singular values of a matrix
X , assumed to be in descending order unless σ↑(X) is specified; σ↓(X) may then be used for emphasis. The norm
|| · ||p may either indicate the vector p-norm or the p-Schatten norm dependent on context. We use for a vector v the
notation [v] to indicate the matrix [Diag(v)].
2 Majorization
........Let a,b ∈ Rn with components labeled in descending order a1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bn. Then b weakly
majorizes a, written a ≺w b, when
k∑
i=1
ai ≤
k∑
i=1
bi, 1 ≤ k ≤ n (2.1)
and majorizes a ≺ b when the final inequality is an equality. Weak log majorization a ≺w(log) b is similarly defined
for non-negative vectors as
k∏
i=1
ai ≤
k∏
i=1
bi, 1 ≤ k ≤ n (2.2)
with log majorization a ≺(log) b when the final inequality is an equality. An important fact is that log majorization and
weak log majorization both imply weak majorization [2] [Lemma 1.8].
........Note that it is not necessary that the vectors a and b be in descending order—majorization is explicitly defined
with respect the the rearrangements of the values in descending order. We define all of the above majorization for
matrices, ie A ≺ B and all variations, when the singular values considered as a vector are majorized σ(A) ≺ σ(B).
All operators stated for majorization (ie f(a) or ab) should be considered to be applied entrywise to the vectors (ie
(f(a1), . . . , f(an)) or (a1b1, . . . , anbn).
........Majorization holds the following vital property:
Theorem 2.1. (Hardy, Littlewood, and Pólya [7] [8]; Tomic´, Weyl [13] [15] ) Suppose a ≺w b. Then for any function
f : R→ R that is increasing and convex on the domain containing all elements of a and b,
n∑
i=1
f(ai) ≤
n∑
i=1
f(bi). (2.3)
If a ≺ b, the ‘increasing’ requirement can be dropped.
........An immediate yet highly useful lemma follows:
Lemma 2.2. Let a,b ∈ R+n . Suppose a ≺w b. Then as ≺w bs for all s ≥ 1.
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........Log majorization also allows us to characterize equality cases:
Lemma 2.3. (Hiai [9] [Lemma 2.2]) Let Φ : R+ → R+ be a strictly convex increasing function. Then a ≺(log) b and∑n
i=1 Φ(ai) =
∑n
i=1 Φ(bi) implies a = Θb for some permutation matrix Θ.
As exponentiating is strictly convex, an immediate corollary is a ≺(log) b and a ≺ b implies a = Θb.
........Majorization is an incredibly powerful technique in matrix analysis used to prove numerous inequalities about
eigenvalues and singular values of matrices, powers of products of positive semidefinite matrices, Golden-Thompson-
like inequalities, and more. A good overview of the techniques and important results can be found in [10], [11]. The
two results that we will need for this paper will regard the singular values of products of matrices:
Theorem 2.4. (Gel’fand and Naimark [5]) Let A,B ∈Mn×n(C). Then
σ(AB) ≺(log) σ(A)σ(B). (2.4)
and comparison of singular values and eigenvalues of general matrices:
Theorem 2.5. (Weyl [14]) Let A ∈Mn×n(C). Then
|λ(A)| ≺w(log) s(A). (2.5)
........We will also need a fairly intuitive lemma that to our knowledge has not yet been addressed in existing literature,
characterizing the concatenation of majorized vectors:
Lemma 2.6. Let x ≺w y, and a ≺w b be non-negative vectors labeled in descending order. Then xa ≺w yb.
Proof. We can write the components of y as yn−1 = yn + 1, yn−2 = yn + 1 + 2, . . . , y1 = yn + 1 + · · ·+ n−1
where i ≥ 0. Then applying a ≺w b
n−1a1 ≤ n−1b1 (2.6)
n−2
(
2∑
i=1
ai
)
≤ n−2
(
2∑
i=1
bi
)
(2.7)
... (2.8)
yn
(
n∑
i=1
ai
)
≤ yn
(
n∑
i=1
bi
)
(2.9)
and summing them all together,
n∑
i=1
yiai ≤
n∑
i=1
yibi. (2.10)
........Applying the same splitting argument to ai with x ≺w y gives
n∑
i=1
xiai ≤
n∑
i=1
yiai, (2.11)
and stringing the two inequalities together
n∑
i=1
xiai ≤
n∑
i=1
yibi. (2.12)
........Finally, nothing that when a ≺w b, the first kth components maintain the weak majorization relationship
(a1, . . . , ak) ≺w (b1, . . . , bk), applying the argument to the kth components gives the desired result.
3 Extensions And Counterexamples
........First, we address rearrangement of commuting matrices:
Theorem 3.1. Let A,B ∈Mn×n(C) be two self-adjoint matrices that commute. Then
||σ(A) +σ(B)||pp + ||σ(A)−σ(B)||pp ≤ ||A+B||pp + ||A−B||pp ≤ ||σ↑(A) +σ↓(B)||pp + ||σ↑(A)−σ↓(B)||pp (3.1)
for 1 ≤ p ≤ 2, and the inequality reverses for p ≥ 2. Furthermore, there is equality in either inequality for p 6= 1, 2 if
and only if A and B are aligned in the extremized arrangement.
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Proof. In the mutually diagonalizable basis, we can write
A =
λ1(A) . . .
λn(A)
 , B =
λi1(B) . . .
λin(B)
 . (3.2)
Then we note that the singular values of A+B and A−B can be grouped as
{|λj(A)± λij (B)|} = {||λj(A)| ± |λij (B)||} = {|σk(A)± σl(B)|}. (3.3)
Re-labeling to preserve the pairings above, we consider the functions
f(x) =
n∑
i=1
σi(A)χ[i−1,i)(x) (3.4)
g(x) =
n∑
i=1
σki(B)χ[i−1,i)(x) (3.5)
and let f∗ and g∗ denote the spherically symmetric decreasing rearrangements.
........We will need an extension of the Riesz rearrangement inequality:
Lemma 3.2. (Almgren, Lieb [1] Theorem 2.2). Let F : R+ × R+ be a continuous function such that F (0, 0) = 0 and
F (u2, v2) + F (u1, v1) ≥ F (u2, v1) + F (u1, v2) (3.6)
whenever u2 ≥ u2 ≥ 0 and v1 ≥ v2 ≥ 0. Then for f, g in the class C0 (ie f∗, g∗ are well-defined), the inequality∫
F (f(x), g(x)) dLnx ≤
∫
F (f∗(x), g∗(x)) dLnx (3.7)
holds.
........The following technique is inspired by [4] [Lemma 1.1], which in fact proves a more general theorem on symmetric
decreasing arrangements of general complex functions. For the left half of our inequality, we choose
F (x, y) = |x+ y|pp + |x− y|pp. (3.8)
........We see that ∂2F (x, y)/∂x∂y ≤ 0 when 1 < p ≤ 2, with the inequality switching at p = 2, satisfying the condition
of Equation 3.6. Then
||f + g||pp + ||f − g||pp ≥ ||f∗ + g∗||pp − ||f∗ − g∗||pp (3.9)
for 1 < p ≤ 2 (and taking the limit for p = 1), with the inequality switching for p ≥ 2. As ||f ± g||pp = ||A±B||pp and
||f∗ ± g∗||pp = ||σ(A)± σ(B)||pp, the left half of Equation 3.1 is proven.
........For the right half, without loss of generality, we can assume that all singular values of B are strictly positive;
otherwise, we could consider a limit of perturbations. Let  = (2σ1(B))−1. We define
F (x, y) =

∣∣∣x+ 1y ∣∣∣p + ∣∣∣x− 1y ∣∣∣p x ≥ 0, y ≥ ∣∣∣x+ exp( 1− 1y )y ∣∣∣p + ∣∣∣x− exp( 1− 1y )y ∣∣∣p x ≥ 0, 0 ≤ y <  (3.10)
........It can be readily confirmed that F (x, y) is continuous, and by exponential domination in the limit F (0, 0) = 0,
with in fact continuous mixed derivatives. We therefore calculate ∂2F (x, y)/∂x∂y ≥ 0 when 1 < p ≤ 2, with the
inequality reversing at p = 2, satisfying the condition of Equation 3.6. Then letting
f(x) =
n∑
i=1
σi(A)χ[i−1,i)(x) (3.11)
g(x) =
n∑
i=1
(σki(B))
−1χ[i−1,i)(x) (3.12)
and comparing
∫
F (f(x), g(x)) dx and
∫
F (f∗(x), g∗(x)) dx (and taking the limit for p = 1), the full inequality is
proven.
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........To characterize the equality cases, we must examine how Lemma 3.2 is proven. Specifically, for twice-differentiable
F , one can express∫ ∫
F (f(x), g(x))W (x− y) dLnx dLny
=
∫ ∫
F12(s, t)
[∫ ∫
χ{f>s}(x)χ{g>t}(y)W (x− y) dLnx dLny
]
dL1s dL1t
(3.13)
and apply the Riesz rearrangement inequality to the interior integral. Here we take lim→0W(x, y) = −1 exp(|x−
y|/) to reduce the first integral to one of only F . When f and g as defined in Equations 3.4 and 3.5 or 3.11 and 3.12
are aligned, replacing them with their spherically symmetric rearrangement is effectively a translation of the indicator
functions, so the area is not changed at all and there is equality. When f and g are not aligned, there is clearly strictly
less area for which the product of the indicator functions is nonzero, that does not approach equality as  → 0, and
hence the inequality must be strict.
........Next, we address the unitary case:
Theorem 3.3. Let U, V ∈Mn×n(C) unitary. Then
||U + V ||pp + ||U − V ||pp ≥ 2pn (3.14)
for 1 ≤ p ≤ 2, with the inequality switching for p ≥ 2. There is equality for p 6= 2 if and only if U = V .
Proof. We observe that
||U + V ||pp + ||U − V ||pp = ||I + U∗V ||pp + ||I − U∗V ||pp =
n∑
i=1
σi(I + U
∗V )p + σi(I − U∗V )p. (3.15)
By Theorem 2.5,
n∑
j=1
σj(I + U
∗V )p + σj(I − U∗V )p ≥
n∑
j=1
|λj(I + U∗V )|p + |λj(I − U∗V )|p (3.16)
=
n∑
j=1
|1 + λj(U∗V )|p + |1− λj(U∗V )|p (3.17)
=
n∑
j=1
|1 + eiθj |p + |1− eiθj |p (3.18)
≥
∣∣∣∣∣∣∣(n)1/p +
 n∑
j=1
|eiθj |p
1/p
∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣(n)1/p −
 n∑
j=1
|eiθj |p
1/p
∣∣∣∣∣∣∣
p
(3.19)
= n2p (3.20)
where Line 3.19 used an application of Hanner’s inequality for sequences. Note that there is equality in Hanner’s
inequality for sequences with 1 < p < 2 if and only if the sequences are multiples of one another [6]; therefore, equality
holds if and only in in Line 3.18 we have θj = 0 for all j. This implies that U∗V = I , and hence V = U .
........For p ≥ 2, note that the inequality will hold for matrices U and V if and only if it holds for self-adjoint matrices
Û =
[
0 U
U∗ 0
]
, V̂ =
[
0 V
V ∗ 0
]
. (3.21)
Therefore without loss of generality we can further assume that U and V are self-adjoint, and λ(U +V )2 = σ(U +V )2.
We note that UV + V U is a Hermitian matrix, and as ||UV + V U || ≤ ||UV || + ||V U || ≤ 2||U ||||V || = 2, the
eigenvalues of UV + V U must be within the interval [−2, 2], and can be written as 2 cos(θj). Then
||U + V ||pp + ||U − V ||pp = ||(U + V )2||p/2p/2 + ||(U − V )2||p/2p/2 (3.22)
= ||λ(2I + UV + V U)||p/2p/2 + ||λ(2I − UV − V U)||p/2p/2 (3.23)
= ||2 + λ(UV + V U)||p/2p/2 + ||2− λ(UV + V U)||p/2p/2 (3.24)
=
n∑
j=1
2p/2|1 + cos(θj)|p/2 + 2p/2|1− cos(θj)|p/2 (3.25)
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........The function f(θ) = (1 + cos(θ))s + (1 − cos(θ))s can be examined on the interval (0, pi2 ). It has derivative
s sin(θ)[(1 + cos(θ))s−1 − (1 − cos(θ))s−1], which can only be 0 at 0 and pi2 .It is immediately confirmed that the
maximum of f(θ) is at 0 and minimum at pi2 . Therefore,
n∑
j=1
2p/2|1 + cos(θj)|p/2 + 2p/2|1− cos(θj)|p/2 ≤
n∑
j=1
2p/2|2|p/2 = n2p (3.26)
and the rearrangement inequality holds as desired. As the maximum is reached only at θ = 0, then if there is equality
for p > 2, we must have θj = 0 for all j, and hence UV = V U = I . As U is self-adjoint and unitary, we know that
U−1 = U , and hence we conclude V = U .
........We finally expand upon the ranges of Conjectures 1.1 and 1.2 as originally seen in [4], and comment on how this
can lead to counterexamples.
Theorem 3.4. Let A,B ∈Mn×n(C) be self-adjoint with A ≥ B ≥ 0. Then
||A+B||pp + ||A−B||pp ≥ ||σ(A) + σ(B)||pp + ||σ(A)− σ(B)||pp (3.27)
with the inequality reversing for 2 ≤ p ≤ 3. There is equality for p 6= 1, 2 if and only if there is equality in the entire
range 1 ≤ p ≤ 3.
Proof. For a positive matrix C and 1 < p < 2, for positive normalization constant kp we have
Cp = kp
∫ ∞
0
(
C
t2
− 1
t
+
1
t+ C
)
tpdt. (3.28)
We can therefore express the difference between sides in Equation 3.27 for 1 < p < 2 by the integral representation
after cancellation as
kp Tr
[∫ ∞
0
(
1
A+B + t
+
1
A−B + t −
1
σ(A) + σ(B) + t
− 1
σ(A)− σ(B) + t
)
tpdt
]
. (3.29)
In [4] it is proven that when A ≥ B ≥ 0, this integrand is always positive semidefinite. Therefore, the integral is zero is
and only if it is zero everywhere, if and only if Equation 3.29 is zero. This would happen independent of p, and hence if
there is equality for some 1 < p < 2, there must be equality for all 1 ≤ p ≤ 2.
........To extend the range to 2 ≤ p ≤ 3, we see that
Cp = kpC
∫ ∞
0
(
C
t2
− 1
t
+
1
t+ C
)
tpdt = kp
∫ ∞
0
(
C2
t2
− C
t
+
C
t+ C
)
tpdt (3.30)
= kp
∫ ∞
0
(
C2
t3
− C
t2
+
1
t
− 1
t+ C
)
tp+1dt (3.31)
The first three terms of the integral cancel completely between each side of Equation 3.27, and now as the sign of the
final term is reversed, the argument for 1 < p < 2 is reversed.
........The obvious question is whether or not it is possible to relax the requirement that A ≥ B ≥ 0, perhaps even to
A+B,A−B ≥ 0. The answer is: it is not.
Counterexample 3.5. The matrices
A =
[
6 0
0 5
]
, B =
[
0 1
1 0
]
(3.32)
have the property A+B,A−B ≥ 0, and
||A+B||pp + ||A−B||pp ≤ ||σ(A) + σ(B)||pp + ||σ(A)− σ(B)||pp (3.33)
for 1 ≤ p ≤ 2 and p ≥ 3, with the inequality reversing between 2 ≤ p ≤ 3.
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Figure 1: ||σ(A) + σ(B)||pp + ||σ(A) − σ(B)||pp − ||A +
B||pp − ||A − B||pp for 1 ≤ p ≤ 3.1, demonstrating the
opposite expected behavior on the intervals 1 ≤ p ≤ 2 and
2 ≤ p ≤ 3.
........A plot of Counterexample 3.5 can be seen in Figure
1. This counterexample hinges on the fact that we chose
B to be unitary, so the “up-down" rearrangement and
the “aligned" rearrangements were the same. In this case,
as A and B satisfied the requirements of Theorem 3.6
(the extension of Conjecture 1.2) but not of Theorem 3.4,
||σ(A)± σ(B)||pp was treated as the “up-down" and not
the “aligned" case.
........Our proof of Theorem 3.6 is very similar to our proof
of Theorem 3.4 which drew heavy inspiration from the
proofs in [4]. However, it diverges from [4] in a very
important manner: in [4], the rearrangement inequalities
in the integral representation required both A,B ≥ 0.
Therefore for Conjecture 1.2, they first proved ||A+B||pp+
||A−B||pp ≤ ||A+ |B|||pp + ||A− |B|||pp for 1 ≤ p ≤ 2,
then working with positive matrices A and |B| addressed
the rearrangement. As monotonicity of Xp was required,
this does not extend as easily to 2 ≤ p ≤ 3 as the proof
of Theorem 3.4 did. We instead use majorization in the
integral representation, removing the need to consider |B|
at all, which then allows us to extend the range without
trouble:
........
........
Theorem 3.6. Let A,B ∈Mn×n(C) be self-adjoint with A+B,A−B ≥ 0 and σn(A) ≥ σ1(B). Then
||A+B||pp + ||A−B||pp ≤ ||σ↑(A) + σ↓(B)||pp + ||σ↑(A)− σ↓(B)||pp (3.34)
with the inequality reversing for 2 ≤ p ≤ 3. There is equality for p 6= 1, 2 if and only if A and B commute, and hence
there is equality in the entire range 1 ≤ p ≤ 3.
Proof. Once more, we use the integral representation. We can express the difference between sides in Equation 3.34 for
1 < p < 2 by the integral representation after cancellation as
kp Tr
[∫ ∞
0
(
1
A+B + t
+
1
A−B + t −
1
σ↑(A) + σ↓(B) + t
− 1
σ↑(A)− σ↓(B) + t
)
tpdt
]
(3.35)
........We will show that the integrand is always negative. We make the substitution H = A+ t, K = H−1/2BH−1/2,
then
(A±B + t)−1 = H−1/2(I ±K)−1H−1/2 = H−1/2
( ∞∑
n=0
(−1)n(±K)n
)
H−1/2 (3.36)
and
1
A+B + t
+
1
A−B + t = 2H
−1/2
( ∞∑
n=0
K2n
)
H−1/2 (3.37)
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........For each n, we notice that K2n is a positive matrix, and hence H−1/2K2nH−1/2 is positive, and hence the
eigenvalues and singular values are the same. Therefore,
Tr[H−1/2K2nH−1/2] =
n∑
i=1
σi(H
−1/2K2nH−1/2) (3.38)
=
n∑
i=1
σi(H
−1/2(H−1/2BH−1/2)2nH−1/2) (3.39)
=
n∑
i=1
σi(H
−1/2(H−1/2BH−1/2)n)2 (3.40)
≤
n∑
i=1
σi(H
−1/2)2σi((H−1/2BH−1/2)n)2 (3.41)
≤
n∑
i=1
σi(H
−1)σi(H−1/2)2nσi(B)2nσi(H−1/2)2n (3.42)
=
n∑
i=1
σi(H)
−2n−1σi(B)2n (3.43)
This string makes repeated use of the majorization inequalities from Theorem 2.4 and Lemmas 2.2 and 2.6. Furthermore,
there is equality for p 6= 1, 2 if and only if the integrand is always 0, and there is equality throughout. As we made
use of log majorization σ(AB) ≺(log) σ(A)σ(B), by Lemma 2.3 this must imply that σ(AB) = σ(A)σ(B), which
happens if and only if A and B commute with singular values aligned. Reversing the expansion trick from line 3.43
gives 1σ↑(A)±σ↓(B)+t as desired, completing our proof for 1 < p < 2. The same integral representation for 2 ≤ p ≤ 3
as in Theorem 3.4 now extends the range.
........An obvious counterexample to Conjecture 1.2 for all ranges are any pair of unitary matrices, as shown by Thoerem
3.3. However, there are matrices that hold in the range 1 ≤ p ≤ 2, but not in the range 2 ≤ p ≤ 3, as demonstrated by
Counterexample 3.7 and Figure 2. In fact, these matrices C and D also provide a counterexample to Conjecture 1.1, as
seen in Figure 3.
Counterexample 3.7. The matrices
C =
[
6 0
0 −1
]
, D =
[−1.97035 1.72243
1.72243 1.79035
]
(3.44)
are a counterexample for both Conjecture 1.1 and Conjecture 1.2, with contrary behavior for Conjecture 1.1 within the
interval 1 ≤ p ≤ 2; and contrary behavior for Conjecture 1.2 within the interval 2 ≤ p ≤ 3.
Figure 2: ||σ↑(C) + σ↓(D)||pp + ||σ↑(C)− σ↓(D)||pp −
||C +D||pp − ||C −D||pp for 1 ≤ p ≤ 3, demonstrating
the expected behavior on the interval 1 ≤ p ≤ 2, and
contrary behavior within 2 ≤ p ≤ 3.
Figure 3: ||σ(C)+σ(D)||pp+ ||σ(C)−σ(D)||pp−||C+
D||pp − ||C − D||pp with contrary behavior within 1 ≤
p ≤ 2.
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