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The weak convergences of U- and V-statistics were established by Yoshihara 
(1976, Z. Warsch. Verw. Gebiete 35 237-252) for stationary absolutely regular 
processes. Later Yoshihara (1978, Z. Warsch. Verw. Gebiete 43 101-127) also 
proved the weak convergence of one sample rank order statistics under similar con- 
ditions. In this paper, we extend some of Yoshihara’s results to the nonstationary 
cases. 0 1989 Academic Press. Inc. 
1. INTRODUCTION 
Let Xni, 1 < i<n, n 2 1 be real-valued r.v.‘s (random variables) with 
continuous d.f.‘s (distribution functions) Fni(x), x E II%. The d.f. of the 
W-valued r.v. (X,, , . . . . X,,) is denoted by F,. 
In the first part of the paper, we will study the asymptotic behavior of 
the U-statistic 
WJ= ; 
-1 (nl 
0 , g g(Xn,, **a) Xnik), n >k> l, (1.1) 
where the summation C[$ extends over all possible 1 < i, < ... < i, <n 
and g: lRk + R is a Bore1 measurable function which is symmetric in its k 
( 2 1) arguments. 
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From the study of U(F,), we will deduce the asymptotic behavior of the 
V-static 
~‘(F,)=c~ i ,1 = l ’ ’ . i dxni, 2 -v xnik) (1.2) 
ik = I 
called the Von Mises’ statistic. 
We assume that the underlying T.v.5 are absolutely regular with rates 
P(m) = qm- (2 + a)q for some 6 > 0. (1.3) 
Recall that the sequence is absolutely regular if 
sup max E{ sup IP(A I 4X,,, 1 d id i)) - P(A)1 } = B(m) 10. 
,,Z<n I<J<n--m Ato(X,,,i2j+m) 
Here a(Xni, 1 Q i< j) and a(X,,,, i>j+ m) are the a-fields generated by 
Gf,, 9 ..‘, xnj) and (Xn,J+m3 Xn,j+m+13 -., X,,,), respectively. Also recall that 
{Xni} satisliesthestrongmixingconditionifsup,G,,sup, GjCn-m{ IP(AnB)- 
P(A)P(B)I; Aea(X,,, l<i<j), BEd(Xni, i>j+m)}=cr(m)JO. Since 
a(m) < P(m), it follows that if {X,,} is absolutely regular, then it is also 
strong mixing. 
In the second part of the paper, we will study the asymptotic behavior of 
the one sample rank order statistic y&, 
R 9& = f CniS(Xni) J n,m,i ( > ) n>m>l, i= I m+l (1.4) 
where J is a score function, s(x) = sgn(x), and the cni are regression 
constants defined by a continuous function h(x) on [0, l] as 
c,,~ = h .! 
(I n ’ 
l<ibn,n>l 
and R,,,,i = CT! 1 I,,,*,, G IX,ill, 1 < i<m G n, where I, 1 denotes the 
indicator function. We assume also that the r.v.‘s are absolutely regular but 
with rates 
b(m) = O(mp4). (1.6) 
The convergence of the U-statistic as well as the V-statistic was 
established by Yoshihara [8] and afterwards, for the one sample rank 
order statistic also, by Yoshihara [9] but only for stationary r.v.‘s. Later, 
Denker and Keller [3] proved some limit theorems of the above-men- 
tioned statistics for the processes which are uniformly mixing in both direc- 
tions of time. In this paper we extend the results of Yoshihara [S, 93 from 
the stationary cases to the nonstationary cases. 
U, V, AND RANK STATISTICS 183 
Our results are the adaptions of some of the ideas of Yoshihara (lot. cit.) 
and a new central limit theorem (Lemma 2.3) for nonstationary unbounded 
strongly mixing random variables which is an extension of a central limit 
theorem due to Withers [6] for nonstationary uniformly bounded strongly 
mixing random variables. 
To prove the weak convergence of the U-statistic U(F,) in Theorem 3.1, 
we first decompose it as B(F,) + Ck= 1 (,“) Uj/‘), where 0(F,) is a centering 
constant and the U$‘)‘s are some random variables (defined in (2.2)). Using 
Lemma 2.3, we prove that for p = 1, n ‘I* (JJ) has a limiting normal dis- U, 
tribution, and for p 2 2, n “‘U(p) -+ 0 in probability, as n + co (Lemma 2.2). 
The limiting behavior of the “Van Mises V-statistic V(F,) is the same as 
that of the U-statistic U(F,), since n”’ 1 U(F,) - V(F,)( + 0 in probability 
(Corollary 3.1). To prove the weak convergence of rank statistics in 
Theorem 4.1, we have to verify that the finite-dimensional distributions of 
the process L,(t) defined in (4.7) satisfy the conditions of our Lemma 2.3, 
and the probability measure defined by L,(t) is tight. 
For reasons of brevity and to avoid repetitious arguments, we have 
either omitted or given brief outlines of the proofs that are similar to those 
of Yoshihara. 
2. PRELIMINARIES 
2.1. Definitions 
For every p (1 <p<k) and n>k, let 1 <i, # ... #i, <n be arbitrary 
integers. Put 
where 
g(i~....,ip) 
P.H (x 1, *.., xp) = c 2(x XJ> 1, . . . . (2.1) 
($+h . . . ik)~ Ip.n(if . . .. . ip) 
4x 1, -**, xp)= 
J Rk-P 
dx, 7 a.., ~k)dF”i~+,(xp+l)...dF,,,,(x,), 
and Zp.,(il, --T iJ= {(&+I, . . . . ik); 1 <i,+, # ... #i, <n, 
P+ 1 GlGk) and go,, =&i ,,.,,. ik)E~on.f~k g(x,, . . . . 
i,$ {il, . . . . i,}, 
xk) dF,, . ..dF.,, where 
10,~ = {(i,, . . . . i,); 1 Gi, # ... #i, <h}. 
For everyp (16p<k), set 
,yf/‘=n-[kl 
c 
g(il....,ip) x 
p’n 
( 1, **-, xP) 
l<i,# #ipin 
s w 
x ii d(ZW”,,..~,, -Fn+(xj)) (2.2) 
j=l 
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Also for every p, (0 < p 6 k), we write 
&$.,(x, 9 .,., xp) = c 
(ip+l,.... ik)E (l,..., n)k-P 
X 
s &p-P 
g(X,v ..., X/c) dF,i,+, .‘.dF,ik (2.3) 
and 
Let p 2 1 and 1 < i, c i2 < . . . < ip <n be arbitrary integers. For any j 
(1 < j < p - 1 ), PJ:;-..rip) is the probability measure defined by 
P,!i;4-)(A(~) x W-j)) = p[(x,,, . . . . .y.) E A(j)] 
x P[(X,,+,, . ..) X,,) E B’P-q 
and P&~~~‘p) is the probability measure defined by 
Pg$+qA(P)) = P[(X,,, . ..) X,,) E A’P’] 
for any A(j) E a(X nr,, . . . . X,,J (1 <j<p) and any B(PPj)~~(X,,il+,, . . . . X,J 
(l<j<p-1). 
For any function h: lRk + R, we denote by h@ h the function h @,h: 
lR% + R defined by h @ h(x,, . . . . xZk) = h(x,, ,.., xk) h(xk + 1, . . . . xzk). 
2.2. i3asic Lemmas 
LEMMA 2.1. For every p 2 1 and (i, , . . . . ip) such that i, < i, < . . . c ip 
and any j (O< j<p- l), let h(x,, . . . . x,) be a Borel function such that 
for some 6 > 0, then 
W 1, -.., xp) dPF;..,Y - f RP h(x,, ,.., xp) dp;;;...sip) 
<4M’/(2+6)B6/(1+a)(ij+, -ii), . (2.5) 
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As a special case, if h(x, , . . . . XJ is bounded, say, Ih(x, , . . . . xp ( < A4, then we 
can replace the right side of (2.5) by 2ZM/?(i,+ 1 - ii). 
Proof: Follows from Lemma 1 of Yoshihara [S]. 
LEMMA 2.2. If there is a positive number 6’ such that for r = 2 + 6’, 
sup max 
(ic ,.... ik)e (l,..., r~}~ I 
Igh, ---, 
@f 
Xk)l’ dF”, . . . dF,c < MO < CC (2.6) 
n 
and for some 6 (0 < 6 < a’), b(n) = O(n-‘*+ ‘)@), then we have 
E(U~~))2=O(n-‘-Y), 2<p<k, 
E( Vlp))2 = O(n-‘-Y), l<p<k, 
(2.8) 
(2.9) 
where y = 2(6 - 6’)/6’(2 + 6) > 0. 
Proof. It s&ices to prove (2.8) because the proof of (2.9) is similar. 
Also it suflices to prove (2.8) for p = 2; the proofs for p = 3, . . . . k are 
analogous and are therefore omitted. We lirst note that 
~(2) = n- Ckl 
n ,<i;i2<n j~~g~~iz)(x,,x2)d(l~~“,.,,l 
. . 
-F&d dV~x,,,w -L2(x2)), (2.10) 
so we have 
,q ,7W)2 = tn - VI)2 
n c 1 J((4, i2), (jl, j2)), (2.11) 
ICilfi2Gn I<jl#j29n 
where 
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and 
We deduce 
J((f, 3 i2), (jl> j,)) = c c 
(i3....,ik)e 12.n(il.r2) (h....,jk)E Iz.dil.iz) 
x 4zCx”,a<xz, - f-“i2b2)) 
I 
X 
il J F@ 
Rk-2 dYl2 Y29 ...9 Yk)dF,i3(Y,)“‘dF,,,(Yk) 
- cj,(Yd 
x d(z[Xn,2<y2] -Frzj2(Y2)) 
I) 
9 
since for any (iI, . . . . ik)EZO,n, 
J (J lwk~2 g(x,, x2, ...9xIc) dF,,(x,)...dF,,(x,) w 
(2.13) 
- 
J 
g(x1 1 x2, **‘, 
Rk-1 
xIc) dFni,(x2) ” ’ dFnik(xk) 
+~~~g(xl,x2,...,x,)dF,,(xl)“‘dF,,(x,))dF,i(xj)=o, j= 1, 2. 
So from Lemma 2.1 we have the inequalities 
(i) If 1 < i, < i, < j, < j2 <n and j, -j, >, i2 - i,, then 
J((h, id, (j, a A)) 
< c c My” + 6’) B 6’/(2 + 6’) (.i2 - jl) (i3 . . . .ik)E 12.n(it,i2) (h....jk)E I2,dit.h) 
=( --$$r B ~y(lf6’) 6’/(2+8’) (j2-jl) (2.14) 
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and similarly if 1 < i, < i, 6 j, < j, <n and i2 - i, > j, - j,, then 
187 
J((il, &I, (j,> j,))G P a’/(2+6’)(j2 _ j,). (2.15) 
Thus, using (2.14), (2.15), and (1.3), we obtain 
c J((il, i2), (jl, j,)) = O(n2k-1-mY). (2.16) 
1 C il -c i2 < jl < jz G n 
Similarly, 
c J((h, i2), Cl, j2)) = Wzk-’ -‘) (2.17) 
1 < il < jl G i2 i jz < n 
c J((h, i2), Cl, j2)) = O(n2k-‘-Y) (2.18) 
1 S il -c j ,  -c jz < iz < n 
From (2.16)-(2.19) and (2.11) we have (2.8) for p = 2. 
LEMMA 2.3. Let {Xzi} be r.v.‘s (with mean 0) which are strong mixing 
with rates satisfying 
jJ, (a(m))6u’(2 + ‘“) < co for some 6” > 0. (2.20) 
Suppose that for any K > 0 there exists a sequence { Y$} of r.v.‘s satisfying 
(2.20) such that 
sup max IY$J<B,<oo,VK>O, 
nsN* IsiGn 
(2.21) 
where B, is some constant > 0; 
sup max E IXzi - Yz.l’+” + 0 as K+oo (2.22) 
nc~* ISiGn 
E@ X$/ 
n 4 C < co as n + co, where C is some constant > 0; (2.23 
E f (Yz - E( Y$))*/n + CK < og VK>Oasn-+ccj, (2.24) 
i=l 
where C, is some constant > 0; 
c,-+c as K+~o; (2.25) 
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2: v~~l~~~Y;\xni * converges in law to the normal distribution with mean 0 
Proof. From Corollary 1 of Withers [6], Lemma 2.3 holds if {Xzi} is 
uniformly bounded. Thus, VK> 0, n-l’* x7=, (Y; - E( Y$)) converges in 
law to the normal distribution with mean 0 and variance Ci. 
Now denoting Zz = Xzi - Yz and using Ibragimov [S], we represent 
the sum S, =n-‘12C-1(C;=I X$) as S, = S:, + Si, where Si = 
n-1’2CK1Cr=1(Y~-E(Y~))CKC-1 and Si=nP1’*C-’ C;=l(Z$- 
E(Zz)). Then, using the well-known inequality on moments of strong 
mixing sequences of r.v.‘s [4, Proposition 81 and omitting the details of 
computations, we obtain 
EIS~l*<2n-‘C-* 1 09(i))6”l(2+6”) (n-i)22+2b” 
i=O 
x sup max (E lZ~12+6”)2’(2+6”3 
nsN’ I<iG?l 
Let D, =SUP,~ N. max19isn (E IZ~~2+s”)2~(2+6”). Then, from (2.24) it 
follows that 
(a(i))““/(*+6”) D, + 0 as K+oo. 
For any E > 0, we can always choose K so large that E ISE( * < E and 
11 - Ci/C*l GE. If now f,(t) = E(eifSn) is the characteristic function of S,, 
then 
lfn(t)-e-‘4*l < le-(r*/*)(C2,1C2)_e-‘*/*( 
+ le - m)(C~m - EeilsA( + ItI E ISI( 
< ItI fi + Et* + le-(‘2~2)(c2,c2) - Ee”?iJ 
from the convergence in law of SL to the normal law, the last expression 
converges to zero as n -+ co. 
3. CONVERGENCE OF THE U-STATISTIC AND THE V-STATISTIC 
Let F,,i,j be the d.f. of (Xni, X,,), 1 < i -c j < n, n 2 1. 
THEOREM 3.1. If there are two positive numbers 6, 6’ (0 < 6 <a’), such 
that (1.3), (2.6), and (2.7) hold, and if, further, for any i, jg.N*, with i< j, 
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there exists a continuous d.$ F, on R2 with continuous marginals Fi* and Fj* 
such that 
lim max 
n-rm l<i<jCn 
IFn,i,j(xl, xz)-FJxl, x2)1 =O for all (x,, x2) E R2 
(3.1) 
and 
F, =Fl,j-i+ 1 for all i < j. (3.2) 
Furthermore, if 
I c# I& 19 . . ..xdlr fi dF(xj),<M, < 03, j=l 
where MO is some constant > 0 and F = F,? for all i E N * and g is right con- 
tinuous and has left-hand limits (rcll) or left continuous and has right-hand 
limits (lcrl), then n112( U(F,) - 8(F,)) converges in lax to the normal dis- 
tribution with mean 0 and variance k2a2 zy a2 > 0, where e(F,J = n-CklgO,n 
and 
a’= 
[I 
g2b,, *a*, 
wk 
xk) fi dF(x,) -~2F’) 
I=1 I 
+2 f [I~g(x,,...,Xk)g(xk+,,...,x~) 
i=2 
XdF,i(x,,xk+l) fi dF(x,) fi dF(x,)-612(F) <co, (3.4) 
I=2 p=k+2 1 
where 8(F) = fRk g(x,, . . . . xk) flf=, dF(x,). 
Note. The condition (3.2) implies that the limiting distribution F,(x, y) 
of some random variable, say (Xi, Xi) is such that the marginal d.f. Fi* of 
Xi are identical to F: ( = F) for all iE N*. 
Proof: We rewrite (1.1) as 
U(F,) = n-Ck] c 
(il....,i&) E /I),. 
J dx, 9 ...? 
Rk 
xk) ii 4&ijsxi,) 
j=l 
From (2.8) of Lemma 2.2, it is sufficient to prove that n”‘UA1) converges in 
law to the normal distribution with mean 0 and variance a2. 
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From (2.2), we note that Uj,” = K’ x7=, X$, where 
To prove the assertion, we have to show that (Xzi) satisfies the conditions 
of Lemma 2.3. Note that (2.20) comes from (1.3) for 6 ~6” < 6’. Now 
define Y z for any K> 0 by 
X 
(i 
S”txni9 x2, ...5 
Rk-I 
j=2 
gK(x,, ..-, xk) fi dFn$(xj) dFni(xl) 3 
j=2 
where gK is defined by 
gK= g 
i 
if IglGK 
0 if /gj>K. 
Then sup,, wI* rnaxrCidn 1 Y$l < 2K which proves (2.21). 
We now prove (2.22‘j. Set g-K = g - gK. Then 
(E(X,*, _ y;.I2+a*)1/(2+6") 
. . . . 
(3.5) 
(3.6) 
-%)I 2+6" 
From (2.6) we deduce 
(EIXzi- ~~l~+s-)~‘(2+~“)~2”t6-(~~~,,)‘~0 as K-tco, 
where (2 + 6”)( 1 + E) = 2 + 6’ and (2.22) is proved. 
To prove (2.23) and (2.24) we first prove the following lemma. 
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LEMMA 3.1. Let h: iRk --f R be a function such that h is roll (or lcrl) and 
suppose that 
k 
sup max (i I...., ik)E (I ,..., my I& 
, , -y k x )I’ j-J dF,&,)<M<co (3.7) 
n J=l 
s Ir I&,, . .> Rk x,)1’ fl dF(x,) < M< Co, (3-g) j=l 
where M is some constant > 0, then 
n-roe l<i:::,<n I(n-Lk-‘1)2( 1 lim c 
tk...,ik)E f~.~(irf (&+2....,ize) E I~,~(ik+ t f 
X 
s KP 
(h @ h)(x,, . . . . XZk) 
X n dF,i,(xj) dFn,i,,i~+,(xl, xk+ 1 
j#l 4 
j#k+l 
- 
(h 63 h)(x,, . . . . XZk) 
x n dF(xi) dFilik+ ,(X1 7Xk + 1 )I =o. (3.9) 
j#l 
j#k+l 
ProoJ From (3.1) and (3.2) it follows that (3.9) is true if h is a step 
function. For any K> 0, we define the function hK by 
AK= 
i 
h if Ihl <K 
0 if lh( >K. 
As hK is rcll (or lcrl) and bounded, it is well known that hK can be 
uniformly approached by a step function. Let E > 0. Choose K sufficiently 
large so that 
Then, there exists a step function g,K such that 
sup IhK(x,, . . . . xk) - &x,, . . . . xk)l <L 
(.Xl,...,Xk) 6K 
(3.10) 
(3.11) 
and there exists iV, E N such that Vn 2 N,, 
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(iz~...~ik)~ll&~) (ik+z . . . . . i2k)eIl,n(ik+0 
X fl dF,i,(Xj) dFn,il,ik+l(Xl, xk+ 1 
j#l 4 
j#k+l 
-1 
R~ (g,“Q dwl? . . .T  x2k) 
’ lJ, dFilik+~(xl, x/c+ 1) <d3. 
j#l 
j#k+l 
(3.12) 
From (3.7), (3.8), (3.10)-(3.12) and the decomposition h@/~ = h @ h - 
hQhK+hQhK-hKQhK+hKQhK-hKQg,K+hKQg,K-g,KQg~+ 
gf@ gf, we deduce that Vn 2 No, 
lbiy&” j(n-[k-11)2( c c 
(~z....~&)EI~.~(~I) (4+2,...,i~)Ell,,(ik+l) 
x i (hQh)(x,, . . . . X2k) fl e&j) 
j#l 
j#k+l 
x dF,,i,,ik+,(xl’ xk+ I ))-~~~(h~~)(x,,....x2k) 
x fl dFfXj)dFilik+l(Xlv xk+l 
j#l 
j#k+l 
M2 M 
<,+ 
K’- K’- 2+KhK 
4+K;K+~/3ce. 
As E is chosen arbitrarily, (3.9) is proved. 
We now prove (2.23). Denote 
xk) fi dF(x,)-82V’) 
/= 1 
i’(i) = 2 jRu dx, , ..-, xk) dxk, 1, . . . . X2k) dF,i(x, , xk + ,) 
x h dF(x,) fi dF(x,)- 02(F) , 1 Via2, I=2 p=k+2 
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- 
(J 
w (g'l& dF,,h)) 
X (J glf,+“(Yl) dFn,i+j(Ul) 9 v( 7 A IV R ) i E *)‘, i<j. 
Then, 
= a(,[r-11)2 “2’ ‘2’ $t(j, j)- f p(j)1 
i=O j-1 i=l 
< ;(n-[LIl 2 ) y 5’ l)(i, j) -; ,i (n-i) P(i)1 
i=O j=1 I=1 
+ 2 IP( + f f lPkl 
i=n+l i=l k=i 
= I‘4”I +B, +c,. 
From property (3.9) of Lemma 3.1, it follows that IA,, 1 + 0 as n + CCL 
From (3.3) and the well-known inequality on moments of strong mixing 
sequences of r.v.‘s, we deduce I p( i) I < (a( i))6”‘2 + “‘( A40)2/(2 + “) which implies 
B, + 0 and C, + 0 as n -P co by using (1.3). (2.23) is proved. 
The proof of (2.24) follows analogously, and is therefore omitted. 
COROLLARY 3.1. Under the conditions of Theorem 3.1, 
n”2 I U(F,) - V(F,)I --f 0 in probability as n + co. 
Hence n112( V(F,) - 8(F,)) converges in law to the normal distribution with 
mean 0 and variance k2a2, where a2 is defined in (3.4). 
Proof: From (2.2) and (2.4), we have n’/2(UL1)- I’!,‘)) = O,(n-‘I’), 
E( V’) =neCklg& n and 3 from (2.1) and (2 3) * 9 
n112(0(F II ) - n-rklgzn) = O(n-‘12) 3 
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which implies that n112( V, (I) - B(F )) converges in law to the normal 
distribution with mean 0 and variance 52. 
On the other hand, since 
and 
we conclude (by using properties (2.8) and (2.9) of Lemma 2.2) that 
n112 1 U(F,) - V(F,)I + 0 in probability as n + co. 
4. CONVERGENCE OF THE RANK STATISTIC Yn,, 
From now on we assume that FEi = F, for any i (1 < id n). For any real 
number x, define H,( 1x1) and Yni(x) as 
J-&?#,i =A {(m-l)Hn(IXdI)+l}* 
j#i 
Let F be a d.f. on R and define the d.f. H on IR + by H( [xl) = 
F(bl)-F(-LA). 
For a score function J(U) which is square integrable put 
P, = CLAF,) = I Iw 4~) J(~n(bl) dF,(x)- (4.1) 
For h defined in (1.4) put 
P n,m Z/L,, ,f C,i=pn 2 h m Gn. 
i=l i= 1 
For any sequence of d.f.‘s (F,,; i> 2) on R2 with marginals F, we denote 
g2(x) Wx) + 2 i j g(x) g(y) dF,,tx, Y) (4.3 1 
1=2 us 
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if the limit exists, where 
For every n 2 1, let 
0 for t=O 
VII(t) = (Y?n,k - Pn.kY~n”* for t = kfn, k = 1, . . . . n (4.4) 
Iinearly interpolated for t E [k - l/n, k/n], k = 1, . . . . n, 
where Q is the positive constant defined in (4.3). 
The process V,(t) = { V,(t), 0 G t < 11 belongs to the space C1 of all 
continuous functions on [0, l] with which we associate the usual uniform 
metric. 
Now we give the following theorem which is a generalization from the 
stationary case to the nonstationary case of Theorem 3.1 in Yoshihara [9]. 
THEOREM 4.1. Suppose the sequence { X,,i} is absolutely regular with rate 
(1.6) and the sequence (F, > satisfies the conditions (3.1) and (3.2) of 
Theorem 3.1. Let J be a score function having a bounded second derivative. If 
a2({Fli)) defined by (4.3), (below) is strictly positive, then V,, defined in 
(4.3) converges weakly in the uniform topology on C, to the process V, = 
{ Vo(t), 0 6 t < 1 }, where 
V,,(t) = j”; h(u) dW(u), O,<t<l (4.5) 
and W= { W(t), 0 < t < 1) is a standard Brownian motion process, and 
02( (F,i} < 00. 
Proof We need at first some lemmas. For any n (n 2 1) and for any i 
(1 <i<n) let 
Ani =S, s(x)(l[lXn,l< lxl) - ~,,(I.4 ,> J’t~ntI-4 1 dF,,(x) 
+ {s(J’vi) J(~~(l~~,I))-‘(S(~“,)J(~~(I~~iI)))). (4.6) 
It is obvious that E(A,,J = 0. 
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Now we consider the process L,(t) defined on C, by 
( 
Cntl 
Ln(t)=n-“* c A,i-(nt-Cntl)A,Cn,l+l ) 3 
(4.7) 
i=l 
where [nt] denotes the integer part of the real number nt. 
LEMMA 4.1. Suppose that { Xni} satisfies the conditions of Theorem 4.1. 
Then, the process L,(t) converges weakly in uniform topology to a Gaussian 
process L,(t) with trajectories a.s. in C, with mean 0 and variance 
ta2( { F,,}), where a’( {Fli} ) is defined in (4.3). 
Proof: The process L, defines a probability measure P, on Cr. From 
Theorem 8.1 of Billingsley [2], we have to prove that (i) the tinite-dimen- 
sional distributions of P, converge in law to normal distributions and (ii) 
P, is tight. 
First we prove (i) which is equivalent to proving that C$‘= r &L,(t,) 
converges in law to a normal distribution for any p E N*, any tl E [0, l] 
and any i, E ‘R (1~ I < p). Without loss of generality we can take p = 2 and 
suppose that t, < t,. 
As J and J’ are bounded, the sequence of r.v.3 {Ani} are uniformly 
bounded and we have 
i &L,(tJ =n-l/* [ ‘2’ (A, + Iz)Ani 
I= 1 i=l 
+ (nf2 - Cn~21)4Cn127+1 1 . 
We define the sequence of r.v.‘s {&} by 
tnl + A2)Ani if i< [Ml] 
B,i = J2Ani if [nt,] <i< [nt,] 
0 if i> [ntJ 
and then we have 
i &L,(t,) = n-l’* i B,, + O,(n-‘I*). 
(4.8) 
(4.9) 
(4.10) 
From Lemma (2.3) we have only to verify (2.20) and (2.23). (2.20) is 
immediate from (1.6) for 6” > 5. 
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Now we prove (2.23). We have 
Cnt21 CM 
+4 c c E(AniAnj). 
(4.11) 
i=[ntfl+l j=[nriJ+l 
As the {A,j} are uniformly bounded, for any S” > 0, we can find a constant 
M> 0 such that 
; I(& + 1,)1, y’ y’ E(A,,Anj) 
i=l j=[ntl]+l 
Cnr21 Cnr21 
+4 c c E(AniAnj) 
i= Cm11 + 1 j= Cnr~] + I 
( 
Cw 1 CnM 
-<c c 
g/o + 6"'(j _ i) 
i=l j=[n11]+1 
CabI Cnt21 
+c c 
n. (4.12) 
i=[ntl]+l j=[ntt]+l 
From condition (1.6), the last expression converges to 0 as n -+ cc for 6” 
sufficiently large. 
It remains to prove that (l/n) Cf1’;l cj”;l E(A,,ADj) converges to some 
finite constant. 
We first prove the convergence by replacing J’ and J in the expression of 
Ani in (4.6) by indicator functions such as J(t) = I,,, fc bl and J’(t) = 
1, aI G IQ b,I and we then can write 
J 
b’ 
A,i = ((I, 
+ Jb’ td(I;, oH,*(t))+S(Xni)zCa~Hn(,Xn,,)~b, 
a’ 
- J” w,n OH,Y~)) + Jb wn 0 I,*), P (1 
where H,*(t) = -Hi l(t). 
683130/2-3 
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Denote 
- 1” d(F, o H,‘(l)) + Sb d(F, 0 H,*(t)) 
a a 
and Cni(lxniI)=Ani -L’e(xni). 
Let F,,i,jbe the d.f. of ([ATnil, IXnjl) (resp. FL+i,jof (IXniJ, Xnj) and F2,i,jof 
(Xni, IX,iI)) and F, (resp. Fk and Fi) be the d.f. on I&!+ x lRf (resp. 
R’+ x R and Iw x R + ) defined by Fii(x, y) = F,(x, y) - F,( -x, y) - 
F&x, -y)+F,(-x, -y) for any x20, y>O (resp. Fk(x, y)=F,(x, y)- 
F,( -x, y) for any x > 0, y E R, and Fi(x, y) = F,(x, y) - F&x, - y) for 
any x~lR,y>O) and (i,j)~N*xN*, where i<j. 
We then have 
cni(x) caj(Y) dFn,i,j(x3 Y) 
+ 1:: 1’:: Dni(x) Dnj(Y) dFn,i,j(x3 Y) 
+/+m j+m c,i(x)D,j(Y)dF~.,j(x, Y) 
0 -m 
+cc +m 
+ s I D,i(x) C,(Y) dFZ,i,j(xT Y)’ -cc 0 
By using properties (3.1) and (3.2) and the following inequality 
IF, dy(t)-For’(t)\ <IF, oH,‘(t)-FoH;‘(t)l 
+ IF-df,‘(t)-F~H-‘(t)l 
which implies 
sup IF, OH,‘(t)-I;oH-l(t)/ e 0 for all TV [0, 11, 
n 
we deduce that 
ii\ l<~~~e, /E(AniAnj)-jo+m jtrn c(x) c(Y) dFij(xv Y) 
: . 0 +a3 +a) - s I D(x) NY) dF,(x, Y) -02 -co 
+a? +m - s s C(x) WY) dF;(x, Y) 0 --a0 
+m +m 
- 
5 5 
D(x) C(y) dF;(x, y) = 0, 
-cc 0 
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where 
W) =Jt:. v H(x)) ,, b d(~o~-l(t))- Jo;’ t d(~a-yt)) 
- s 
h 
(a’ v H(x)) A h’ 
d(Fo H*(t)) + J;’ t d(Fo H*( t)) 
D(X)=S(X)z~,~H,,x,)gh~ - jhd(FoN-l(t))+jhd(FuH*(t)), 
a 0 
where H*(t)= -H-‘(t). 
We obtain a similar property if J and J’ are replaced by step functions. 
As J and J’ are continuous, we can uniformly approach them by a step 
function and we deduce that 
+m i-m -I- J f C*(x) D*(Y) dF;(x, Y)0 -02 
where 
c*(x) = J‘_tI 4Y){&s,y,, -WYl)) J’W(lYl))~F(Y), 
and 
D*(x) = 
i 
s(x) J(H(lxl))- jo+” AH(x)) dF(x) 
+JO J(H( -x)) dF(x) . --m I 
If we denote 
p(l)=j+a (c*(x))2dH(x)+j+m (D*(x))*dF(x) 
0 -cc 
C(lxl) Wx) mx) 
(4.13) 
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p(i) = 2 Jo+‘- Jo+= 
( 
c*(x) c*(Y) dFli(X, Y) 
+ J’: 1’1 D*(x) D*(y) dFli(x, .Y) 
+Itm Itrn C*(x) D*(y) dF#, y) 
0 -cc 
‘*(XI C*(Y) dFfi(x, J’) 7 
we can write 
i ;gl y’ q&Anj)-Cnt,l - 
r-l j=l 
n ‘c” p(i)1 i=l 
G WJ 1 
[ntl] - 1 [nt,] - i 
nCnt,l , T  C V(i) E(Anj-Jfn,j+i) 
I 0 j= 1 
Cnf,l 1 
-n~nt,l :ff (CnfIl -i) di)l 
I 1 
+ CntIl 
- i= [;,+, ‘p(i)’ + n 
p+l y’ f ,#, 
i=l /c=i 
=l&l+B,+C,, 
where 
1 
1 
cpW= 2 
if i=O 
if i # 0. 
From (4.13) we deduce that IA,1 + 0 and from the inequality on 
moments of strong mixing sequence of r.v.‘s we deduce [p(i)1 < 
(,(i))aw/(z+6”)M f or some constant M > 0 which implies that B, + 0 and 
C, + 0 (as n + co) by ( 1.6) for 6” > 1. It is also immediate that 
e xp(i)-tl(z p(i))l-+O as n-a. (4.14) 
We conclude that (l/n) cF:t;l cJ!J$l E(A,,Anj) converges to tl(CT=y p(i)) 
as n + co, where CT=“;-’ p(i) is equal to (r2( {Fu}) defined in (4.3). 
From (4.8k(4.12) and (4.14), we deduce that E(Cf=, n,~!L,(t,))~ con- 
verges to (A, + A2)2 t,o*( {Fri)) which implies that C:= 1 A,L,(t,) converges 
in law to the normal distribution with mean 0 and variance 
(A, + A,)* t,c2( {F,i}) and (i) is proved. 
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To prove (ii), we have to verify (cf. Bilhngsley [23) that VE > 0, 3q > 0 
(0 < q < l), and an integer N, such that Vn > N,, 
which follows by using Theorem 10 of Doukhan and Portal [4], Lemma 2 
of Balacheff and DuPont [I], and routine analysis. 
We now consider the process 2,(t) defined in C1 by 
xA n,~nt]+l)(dIF,iI) -‘. 
> 
(4.16) 
LEMMA 4.2. Suppose that { X,,i} satisfies the conditions of Theorem 4.1. 
Then, the process e,(t) converges weakly in uniform topology to a Gaussian 
process E,(t) = Jh h(u) dW(u) with trajectories a.s. in C, , where W is a 
standard Brownian motion process. 
Proof From Theorem 1 of Yoshihara and Negishi 173 we have to 
verify that VE > 0 
where vi is any set of real numbers, q = supi fti and M= 
suPn maxi <is” E(AS(0*({F,i)))-‘). BY using Theorem 10 of Doukhan 
and Portal [4] for q = 2, we have 
which implies from Theorem 12.2 of Billingsley for q > n-* that 
Since the right side of (4.21) converges to zero as q -+ 0, (4.20) follows. 
Now we proceed as in Yoshihara [9]. As the score function J possesses a 
bounded derivative, we have by the Taylor expansion 
=J(xZ,m,i) + zn,m,iJ’(xZ,m,i)+f ZZ,m,iJN(Pn,m,i), (4.22) 
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where 
[ 
R 
l!+ A A-;,,,,, 
R 
P -E %rn,l n,m.i v xn*+; . 
m+l m+l 1 
We note that 
So from (1.4), (4.1), 
computations) that 
%?l - Pn,m 
(4.6), and (4.22) it follows (omitting the routine 
where M, and M2 are some constants > 0, M, = supIE rO.,, IJ”(t)l and 
LEMMA 4.3. Under the conditions of Theorem 4.1, we have 
-W’m,*)=~(1), W’m14)=W). 
Proof Follows using the same technique as in Lemma 2.2. 
LEMMA 4.4. Under the conditions of Theorem 4.1, we have 
(4.23) 
(4.24) 
(4.25) 
Proof: Put g,(x, v) = I,,,, G,X,, - H,(lxl). Let i, ( Gm) (r = 1, . . . . 3; 
s = 1,2) be mutually different positive integers. Reorder {i,,} as 1 < k 1 < 
k, < ... <k,<m and put ELII,‘= 1 g,(X,,,, Xnl,J g,W,,,, xni,,)l = 
E[L(Xn,, 3 a..? X,,,)l = Wk,, . . . . kd. 
Let d”’ be the cth largest difference among kj+ 1 - kj (j= 1, . . . . 5). Since 
Jw g,(x, JI) d&‘,(x) = 0, we deduce from Lemma 2.1 that 
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Wk,, . . . . k,)GK i B(k,+, - k,J 
a==1 
where K is some constant > 0 if for some j, (1 ,< j, 6 5), ki. + 1 - k,= = d’“’ 
(1 < c1< 3). Consequently, 
c MW, , . . . . kc) < K’m3 f (j + 1)’ B(j), 
l<k,< ..- ck6<m j=l 
where K’ is some constant > 0. From (1.6) we deduce J$E 1 (j + 1)2 p(j) 
< +a. 
Using similar arguments we estimate the sums in the other cases and 
obtain (4.24). (4.25) follows immediately from (4.24). 
LEMMA 4.5. Under the conditions of Theorem 4.1, we have 
V&>O, P[ sup IV&)-E,(t)1 >EJ -0 as n -+ CO. (4.26) 
rECO,l] 
Proof. To prove (4.26), it is suflicient to prove 
P 
m  
c ./ c,,A,, > 3En’12 --t 0 1 as n-+00, i= I 
for every E > 0, which follows by using (4.23) and (4.25). (Since the method 
is the same as in the proof of the Lemma 3.5 of Yoshihara [9], the details 
are omitted.) 
Theorem 4.1 now follows from Lemmas 4.2 and 4.5. 
Define the score function J,,(u) by 
J,(u) = 
J(u) if O<u<n/n+ 1 
J(n/n + 1) otherwise. 
COROLLARY 4.1. If the conditions of the Theorem 4.1 are satisfied except 
that the score function J is replaced by J, in the expression of Y&, defined in 
(1.4) and if J is twice diffentiabie and satisfies the condition 
(J”(u)1 < A4n’/2-6 1y o<u< 5 for some S(0 < 6 < j), (4.27) 
where M is some constant >O, then the conclusion of Theorem 4.1 remains 
true. 
ProoJ: Same as that of Theorem 3.2 of Yoshihara [9]. 
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