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Limit cycles (attractors for neighbouring periodic orbits in a dissipative dynamical system) have
been widely studied but the corresponding generalization for quasi periodic orbits have rarely been
discussed. Here we investigate “higher dimensional limit cycles” by analysing a pair of coupled non
identical Van der Pol oscillators and also the Kuznetsov oscillator. We find that the renormalization
group based approach introduced by Chen, Goldenfeld and Oono is ideally suited for analysing the
quasi periodic analogues of limit cycles. We also address entrainment issues in a pair of forced
and coupled Van der Pol oscillators. Our principle finding there is that if two such independent
oscillators one with frequency entrainment and the other without are coupled linearly, then it is
possible to produce an entrained state via the coupling.
I. INTRODUCTION
A limit cycle, in the study of dynamical systems, is
a closed trajectory in phase space having the property
that at least one other trajectory spirals into it as time
approaches positive or negative infinity. In the case when
all neighbouring trajectories approach the limit cycle as
time approaches infinity , it is called a stable or attractive
limit cycle. Limit cycles appear primarily in two dimen-
sional nonlinear dynamical systems [1–3]. They have also
been located in higher dimensional systems [4–8]. In the
study of three or higher dimensional system , the natural
extension of the limit cycle would be to a fixed geometri-
cal object on which a trajectory winds around and which
has the property that all neighbouring trajectories even-
tually wind round this object. In four or higher dimen-
sions this object could be a “fixed torus” which would be
a 1× 1 circle , characterized by two angles in two mutu-
ally perpendicular planes . If the radii of the individual
circles are constant in time then we have a “fixed torus”.
It should be made clear that these fixed objects have
nothing to do with the invariant tori of conservative dy-
namical systems. The invariant torus that appears there
describes the object around which the trajectory winds
for a given initial condition and it changes if the initial
conditions change. In an interesting recent note, Sprott
[9] devised a three dimensional dynamical system where
strange attractors and invariant tori co-exist leading to
the observation that this dissipative system has a conse-
vative system like behaviour. Interestingly enough in the
study of higher dimensional dynamical systems the fo-
cus so far has been on locating a limit cycle, rather than
to look for “fixed structures” of higher dimension. Our
aim in this work is primarily to look for “fixed geometri-
cal objects” in higher dimensional dynamical systems by
employing the renormalization group technique[10–12] of
Chen et al[10] as a tool. The usual perturbative paths for
studying periodic orbits in dynamical systems has been
the Lindstedt -Poincare technique [13], the harmonic bal-
ance [14], Krylov-Bogoliubov amplitude equations [15]
and the multiple time scale expansion[14]. It is obvious
that for a quasi-periodic trajectory with two incommen-
surate frequencies ω and ω′, the harmonic balance and
the Lindstedt -Poincare technique will not work since the
frequencies ω + ω′ and ω − ω′ will have to be treated at
the same footing as the harmonics of the individual fre-
quencies and this cannot be done. In both the Krylov-
Bogoliubov method and the multiple time scale expan-
sion,one talks about a ’slow’ and a ’fast’ time scale in a
perturbative analysis with the fast time scale of O(ω, ω′)
and a slow time scale longer than the fast scale by some
inverse power of the small expansion parameter. At some
stage these techniques require an averaging over the fast
time scale and it would not be clear whether the time
scale corresponding to the frequency nω−mω′ ( m,n are
integers) is fast or slow. At the heart of the difficulty lies
the fact that limit cycles refer to periodic orbits and at
some point all the techniques that we mentioned exploit
the fact that any periodic function can be expanded in a
complete set of linearly independent periodic functions.
The lack of such an expansion for a quasi-periodic func-
tion is the root cause of difficulties when the traditional
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2techniques are used to study quasi-periodic trajectories.
The RG works with a very different philosophy where
complete sets do not play a role and is ideally suited for
this problem.
We study the coupled non identical Van der Pol oscilla-
tors in Sec II using the RG approach. The quasi-periodic
frequencies and the fixed amplitudes of the modes are de-
termined in terms of the system parameters. Numerical
support is provided for the existence of the ”fixed torus”
in phase space. In Sec III, we turn to the Kuznetsov
oscillator [16]. As far as we can tell, this was the first in-
vestigation (this work was numerical) of a quasi-periodic
orbit in a three dimensional dynamical system. We pro-
vide in this section a RG analysis (coupled with an adi-
abatic approximation) of the Kuznetsov oscillator pre-
dicting the fixed amplitudes of the two modes in terms
of the system parameters. The parameter dependence of
the amplitudes is verified numerically. In Sec IV we study
two coupled forced Van der Pol oscillators with a view to
look for entrainment conditions. Since we are looking for
a periodic orbit in this case, it suffices to use the Krylov
-Bogoliubov technique. The interesting result that we
obtain is the possibility of development of entrainment
when the two independent oscillators (before coupling)
are not individually entrained. We conclude with a short
summary in Sec V.
II. COUPLED VAN DER POL OSCILLATOR
In this section, we consider the existence of a fixed at-
tractor for quasiperiodic orbits in a set of coupled non
identical Van der Pol oscillator which attract all initial
conditions and consequently is a higher dimensional gen-
eralization of a limit cycle found in a single Van der Pol
oscillator. We will see that the renormalization group
treatment is ideally suited for obtaining such an attrac-
tor. We will provide numerical support for the existence
of the attractor. The coupled Van der Pol oscillator sys-
tem that we consider can be written as (ω1 6= ω2)
x¨+ kx˙(x2 − 1) + ω21x = αy (1a)
y¨ + ky˙(y2 − 1) + ω21y = αx. (1b)
In the above ω1, ω2, α and k are constants. We consider k
and α to be small so that we can develop a perturbation
theory jointly in k and α. The ratio ω1/ω2 need not be
a rational number. Accordingly, we expand
x = x00 + kx10 + αx01 + k
2x20 + αkx11 + α
2x02 + . . .
(2a)
y = y00 + ky10 + αy01 + k
2y20 + αky11 + α
2y02 + . . .
(2b)
Inserting the above expansions in Eqs. (1a) and (1b)
and equating terms with the same powers of kmαn
(m,n = 0, 1, 2, . . .), we get at different orders, for xmn(t)
x¨00 + ω
2
1x00 = 0 (3a)
x¨10 + ω
2
1x10 = −x˙00(x200 − 1) (3b)
x¨01 + ω
2
1x01 = y00 (3c)
x¨20 + ω
2
1x20 = x˙10 −
d
dt
(x200x10) (3d)
x¨11 + ω
2
1x11 = −x˙01(x200 − 1)− x01
d
dt
x200 + y10 (3e)
x¨02 + ω
2
1x02 = y01 (3f)
For the corresponding equations for y we simply re-
place ω1 by ω2, xmn by ymn and vice versa.
Fixing the initial conditions at time t = t0 and choos-
ing x(t0) = A(t0), y(t0) = B(t0) and x˙(t0) = y˙(t0) = 0,
we write
x00 = A(t0) cosω1(t− t0)
y00 = B(t0) cosω2(t− t0) (4)
This leads to
x¨10 + ω
2
1x10 = Aω1
[
(
A2
4
− 1) sinω1(t− t0)
+
A2
4
sin 3ω1(t− t0)
]
(5)
x¨01 + ω
2
1x01 = B(t0) cosω2(t− t0) (6)
The solution for x(t) can be written down to first order
as
x(t) =A(t0) cosω1(t− t0)
− kA
[
(
A2
4
− 1)(t− t0)
2
cosω1(t− t0)
+
A2
32ω1
sin 3ω1(t− t0)
]
+ α
B(t0)
ω21 − ω22
cosω2(t− t0)
+ higher order terms in α and k (7)
The secular term (t − t0) needs to be removed to ob-
tain a finite perturbation and at this point we introduce
the renormalization constants Z(t0, τ) for amplitude and
Z˜(t0, τ) for phase as follows
A(t0) = Z(t0, τ)A(τ) (8a)
−ω1t0 = θ(τ) + Z˜(t0, τ) (8b)
B(t0) = Z
′(t0, τ)B(τ) (8c)
−ω2t0 = θ′(τ) + Z˜ ′(t0, τ) (8d)
We expand the renormalization constants as
Z(t0, τ) = 1 + kZ10 + αZ01 + k
2Z20 + αkZ11 + α
2Z02 + . . .
(9a)
Z˜(t0, τ) = kZ˜10 + αZ˜01 + k
2Z˜20 + αkZ˜11 + α
2Z˜02 + . . .
(9b)
3Inserting the above expansions along with the relations
shown in Eqs. (8a)-(8d) into Eq. (7) yields
x =A cos(ω1t+ θ) + kZ10 cos(ω1t+ θ)
+ αZ01 cos(ω1t+ θ)−A sin(ω1t+ θ)[kZ˜10 + αZ˜01]
− kA
2
(
A2
4
− 1)(t− τ + τ − t0) cos(ω1t+ θ)
+ α
B
ω21 − ω22
cos(ω2t+ θ
′)− kA
3
32ω1
cos 3(ω1t+ θ)
(10)
The removal of the secular term at O(k) yields
Z10 = −A
2
(
A2
4
− 1)(τ − t0)
Z01 = Z˜10 = Z˜01 = 0
(11)
We require x(t, τ)(?) to be independent of τ , as it must
be since x(t) is independent of where the initial condition
is on the trajectory. This implies ddτ x(t, τ) = 0 and leads
to (after identifying τ as the current time t)
dA
dt
= −kA
2
(
A2
4
− 1). (12)
An identical treatment of the analogues of Eqs. (3a)-(3c)
for y(t) leads to the flow
dB
dt
= −kB
2
(
B2
4
− 1). (13)
At this stage (i.e., after carrying out O(α) and O(k) cal-
culations) our solution reads
x00 = A cos(ω1t+ θ) (14a)
x10 = − A
3
32ω1
sin 3(ω1t+ θ) (14b)
x01 =
B
ω21 − ω22
cos(ω2t+ θ
′) (14c)
y00 = B cos(ω2t+ θ
′) (14d)
y10 = − B
3
32ω2
sin 3(ω2t+ θ
′) (14e)
y01 =
A
ω22 − ω21
cos(ω1t+ θ) (14f)
with the coefficients A(t) andB(t) given by the flow equa-
tionsEqs. (12) and (13).
We now proceed to the next order of calculation, the
details of which can be found in the Appendix. At this
second order of perturbation theory, there is no correc-
tion to Eqs. (12) and (13), but the phases θ and θ′ evolve
according to
dθ
dt
= − α
2
2ω1
1
ω22 − ω21
+
k2A4
256ω1
(15a)
dθ′
dt
= − α
2
2ω2
1
ω21 − ω22
+
k2B4
256ω2
(15b)
Since we are interested in finding the asymptotic solu-
tion (i.e., the solution for t → ∞), we note that both A
and B tend to 2 with no correction at O(k2) in perturba-
tion theory. Hence to this order we can replace A and B
by their asymptotic value of 2. With these substitutions
in Eqs. (15a) and (15b), we find that the frequencies ω1
and ω2 are renormalized to
ω′21 = ω
2
1 −
α2
2ω1
1
ω22 − ω21
+
k2
16ω1
(16a)
ω′22 = ω
2
2 −
α2
2ω2
1
ω21 − ω22
+
k2
16ω2
. (16b)
The amplitudes A and B of ‘primary’ oscillation of x
and y are seen to be 2+O(k2) and independent of α upto
O(α2).
Having noted that for k  1, periodic orbits of ampli-
tude 2 are formed independent of α, we drop the k-terms
in Eqs. (1a) and (1b) and find that resulting coupled set
of differential equations have the eigenvalue
Ω21,2 =
1
2
[
ω21 + ω
2
2 ±
√
(ω21 − ω22)2 + 4α2
]
(17)
Expanding upto O(α2), we find precisely the frequencies
ω′21 and ω
′2
2 shown in Eqs. (16a) and (16b), when O(k2)
terms are ignored. This allows us to make the statement
that for k  1, the coupled equations shown in Eqs. (1a)
and (1b) have the solution
x(t) = 2 cos Ω1t+
2α
Ω21 − Ω22
cos Ω2t− k
4Ω1
sin 3Ω1t+ . . .
y(t) = 2 cos Ω2t+
2α
Ω22 − Ω21
cos Ω1t− k
4Ω2
sin 3Ω2t+ . . .
(18)
Choosing Ω1/Ω2 as an irrational numbers, we have a
quasiperiodic orbit winding around a torus of definite
radii in two perpendicular planes.
For small α, we make a transformation to the variables
X = x+ α
Ω22−Ω21 y and Y = y −
α
Ω22−Ω21x and find
X =(2 +
2α2
(Ω22 − Ω21)2
) cos Ω1t+O(k)
Y =(2 +
2α2
(Ω22 − Ω21)2
) cos Ω2t+O(k) (19)
For Ω1/Ω2 an irrational number, the existence of a
fixed torus in X, X˙, Y, Y˙ space is obvious from Eq. (19).
A different kind of coupled Van der Pol oscillator which
can give a ’fixed’ torus is the following variation on a
model studied by [17]. We consider
x¨+ kx˙(x2 + αy2 − 1) + ω21x = 0
y¨ + ky˙(y2 + αx2 − 1) + ω22y = 0 (20)
where ω1/ω2 is an irrational numbers. As before, k and
α are much smaller than unity and we carry out a double
4power series expansion exactly as in Eqs. (2a) and (2b).
At the zeroth order, we get
x00 = A cosω1(t− t0)
y00 = B cosω2(t− t0). (21)
At O(k),
x¨10 + ω
2
1x10 = −x˙00(x200 − 1)
y¨10 + ω
2
2y10 = −y˙00(y200 − 1). (22)
As before this leads to the flow equations (see Eqs.
(12) and (13))
d
dt
A = −kA
2
(
A2
4
− 1)
d
dt
B = −kB
2
(
B2
4
− 1) (23)
and
x10 = − A
3
32ω1
sin 3(ω1t+ θ)
y10 = − B
3
32ω2
sin 3(ω2t+ θ)
(24)
At O(k2), we pick up a correction to the frequencies
ω1 and ω2 and at O(α2), there is no contribution to x
and y.
The interesting contribution comes at O(αk), where
x¨11 + ω
2
1x11 = −x˙0y20
= ω1
A
2
sinω1(t− t0)[B2(1 + cos 2ω2(t− t0))]
(25a)
y¨11 + ω
2
2y11 = −y˙0z20
= ω2
B
2
sinω2(t− t0)[A2(1 + cos 2ω1(t− t0))]
(25b)
Removal of the resonance Eq. (25a) leads to the flow
d
dτ
A =
kA
2
[1− A
2
4
− αB
2
2
] (26)
and the removal in Eq. (25b) yields
d
dτ
B =
kB
2
[1− B
2
4
− αA
2
2
]. (27)
The fixed points of the above flow equations give
1 =
A2
4
+
αB2
2
=
B2
4
+
αA2
2
. (28)
This leads to A2 = B2 and hence
A2 = B2 =
4
1 + 2α
. (29)
At this order, the solution reads
x =
2√
1 + 2α
cosω1t
y =
2√
1 + 2α
cosω2t. (30a)
There will be O(k2) corrections to the frequencies ω1
and ω2 but for k  1 (e.g., k = 0.1), these corrections
are negligible. Hence if we choose ω1/ω2 as irrational,
then the ’fixed’ torus in the x, x˙, y, y˙ space will be given
by Eqs. (30a) and (30b). For α = 1/2, k = 0.1 and
ω1 = 2, ω2 = 1 ⇒ Ω21,2 = 12 (5 ±
√
10), we show the time
series and the torus in Fig. 1. The amplitude of the
limit cycle is in accordance with Eqs. (30a) and (30b)
for α = 1/4.
Eq. (18) suggests that the main contributions to the
time series x and y happen to come from these two fre-
quencies Ω1 and Ω2. Therefore, we can set the ratio of
these two frequencies to be irrational so that in the phase-
space (x, x˙ = z, y, y˙ = w), the phase-space orbit from
a single initial state fills up the whole higher dimensional
torus as t −→∞.
FIG. 1. Three dimensional projection of the phase space tra-
jectories, torus formed (a) and two frequency quasiperiodic
response, x vs t (b)
III. RG ANALYSIS OF THE KUZNETSOV
OSCILLATOR
In this section, we outline the application of the renor-
malization group technique in another coupled three-
dimensional system. This model was first introduced
5[16] as an autonomous stable quasiperiodic self-oscillator
with a two dimensional torus as the attractor and can be
possibly experimentally implemented, for example, as an
electronic device.
x¨− (λ+ z + x2 − x
4
2
)x˙+ ω20x = 0
z˙ = µ− x2 (31)
In order to solve this equation perturbatively, we mul-
tiply the x˙ term with a dimensionless parameter . At
the end of the analysis, we want to impose  = 1. Also,
we always work in the λ = 0 limit. Hence, the above
equation becomes:
x¨− (z + x2 − x
4
2
)x˙+ ω20x = 0.
We expand x using the perturbation parameter: x =
x0 + x1 + . . . .
d2
dt2
(x0 + x1)− 
[
z + (x0 + x1)
2 − (x0 + x1)
4
2
]
(x˙0 + x˙1)
+ ω20(x0 + x1) = 0. (32)
We now equate terms to zero order by order in .
x¨0 + ω
2
0x0 = 0
x¨1 − (z + x20 −
x40
2
)x˙0 + ω
2
0x1 = 0
Now, we try to solve these equations for a fixed z at each
order in , starting with
x0(t) = C cosω0t (33)
where we have used the initial conditions x(t = 0) = C
and x˙(t = 0) = 0. This solution will be used in the O()
equation.
x¨1 + ω
2
0x1 = −
[
z + C2 cos2 ω0t− 1
2
C4 cos4 ω0t
]
ω0C sinω0t
⇒ x¨1 + ω20x1 = −ω0C sinω0t
[
z +
C2
2
(cos 2ω0t+ 1)
− 1
16
C4(cos 4ω0t+ 4 cos 2ω0t+ 3)
]
⇒ x¨1 + ω20x1 = −ω0C sinω0t
[
(z +
C2
2
− 3C
4
16
)
+ (
C2
2
− C
4
4
) cos 2ω0t− C
4
16
cos 4ω0t
]
⇒ x¨1 + ω20x1 = −α˜ sinω0t− β˜ sinω0t cos 2ω0t
− γ˜ sinω0t cos 4ω0t
where α˜ = ω0C(z +
C2
2 − 3C
4
16 ), β˜ = ω0C(
C2
2 − C
4
4 ) and
γ˜ = −ω0C516 . Using some identities, the final equation is
x¨1 + ω
2
0x1 = −α sinω0t− β sin 3ω0t− γ sin 5ω0t (34)
FIG. 2. Location of the limit cycle points as a function of
numerically obtained z. The parameters used here are ω0 =
2pi, µ = 0.3, λ = 0.
where α = α˜− β˜2 , β = β˜−γ˜2 and γ = γ˜2 .
The solution can be written as
x1(t) =
αt
2ω0
cosω0t+
β
8ω20
sin 3ω0t+
γ
24ω20
sin 5ω0t
+A sinω0t+B cosω0t (35)
where A and B are fixed by the boundary conditions. It
is to be noted that the first term diverges as t→∞ and
is unphysical. This term needs to be treated specially
and the divergence has to be removed.
Now, x1(t = 0) = 0 ⇒ B = 0 and x˙1(t = 0) = 0 ⇒
A = −
(
α
2ω20
+ 3β
8ω20
+ 5γ
24ω20
)
.
Hence, upto O(), the full solution is
x(t) = x0 + x1
= C cosω0t+ 
( αt
2ω0
cosω0t+
β
8ω20
sin 3ω0t
+
γ
24ω20
sin 5ω0t+A sinω0t
)
= C cosω0t+ 
(α(t− τ)
2ω0
cosω0t+
β
8ω20
sin 3ω0t
+
γ
24ω20
sin 5ω0t+A sinω0t
)
+ 
ατ
2ω0
cosω0t
(36)
where we have introduced an arbitrary time τ to split the
full time interval into t−τ and τ−0 = τ . The amplitude
and the phase of the solution now has dependence on τ
due to non-linearities of the system. The terms contain-
ing τ − 0 needs to be now absorbed in the renormalized
parts of the amplitude and the phase.
We perform a expansion of the amplitude and the
phase in .
C = Cτ (1 + a1+ . . .)
0 = θτ + a2+ . . .
(37)
6FIG. 3. Comparison of the numerical solutions of Eq. (31) given by the continuous line and Eq. (42) given by the dashed line.
The parameters used here are the same as Fig. 2.
since the initial phase was θ(t = 0) = 0. Now, substi-
tuting Eq. (37) into Eq. (36), it is easy to see that only
the x0 solution contributes to the expansion of the am-
plitude as we are retaining terms only upto O(). This
expansion is
C cosω0t = Cτ (1 + a1) cos(ω0t+ θτ + a2)
= Cτ cos(ω0t+ θτ )− Cτa2 sin(ω0t+ θτ )
+ a1 cos(ω0t+ θτ ). (38)
In the rest of the terms, we can consistently substitute
C by Cτ and ω0t by (ω0t + θτ ) upto O(). It is easy to
see that in order to cancel the diverging term, we have
to choose a2 = 0 and a1 = − ατ2ω0 .
FIG. 4. Phase space explored by the Kuznetsov oscillator
lies on a torus. The trajectories get denser and denser and
eventually fills the entire torus at long times. The parameters
used here are ω0 = 2pi, µ = 0.4, λ = 0.
Hence,
x(t) =Cτ cos(ω0t+ θτ ) + 
(ατ (t− τ)
2ω0
cos(ω0t+ θτ )
+
βτ
8ω20
sin(3ω0t+ θτ ) +
γτ
24ω20
sin(5ω0t+ θτ )
+Aτ sin(ω0t+ θτ )
)
(39)
where the subscript τ in ατ , βτ , γτ and Aτ signifies that
all the functional dependence of these terms on C is now
replaced by Cτ .
Now, since τ is arbitrarily chosen, ddτ x(t) = 0. From
this, we can equate the coefficients of cosω0t and sinω0t
to be independently equal to zero. This gives us the
following two equations:
Coefficient of cosω0t⇒ dCτ
dτ
−  ατ
2ω0
+ Aτ
dθτ
dτ
= 0
Coefficient of sinω0t⇒ −Cτ dθτ
dτ
+ 
dAτ
dτ
= 0 (40)
Now, Aτ is a polynomial of Cτ and hence,
dAτ
dτ ∝
dCτ
dτ ∼ O(). Using the second equation, it is easy to
see that dθτdτ ∼ O(2) and can be dropped in our analy-
sis. Hence, the two equations can be written as
dCτ
dτ
= 
ατ
2ω0
=

2
Cτ
(
z +
C2τ
2
− C
4
τ
16
)
dθτ
dτ
= 0. (41)
Thus, we end up at a limit cycle whenever ατ =
0. This has three real solutions C0τ = 0, C
+
τ =
7√
2 + 2
√
1 + 4z, C−τ =
√
2− 2√1 + 4z. Using linear sta-
bility analysis, it can be seen that C0τ is a stable fixed
point for z < 0 and is unstable for z > 0. Both the C±τ
vanish when z < −0.25 and only C+τ is present for large
positive z. Whenever z > 0 the amplitude tries to grow
and approach C+τ . When z < 0, the amplitude tries to
decrease and reach the stable fixed point C0τ . This is
clearly demonstrated in Fig. 2.
Now we shift our focus to the dynamical equation of
z. Upto this point, we have assumed that z remains con-
stant. Now, in the dynamical equation of z, we substitute
x2 by its average over a cycle:
C2τ
2 . So, after identifying
τ = t, the new set of dynamical equations are written as
C˙t =

2
Ct
(
z +
C2t
2
− C
4
t
16
)
z˙ = µ− C
2
t
2
(42)
This makes it clear that z increases when Ct <
√
2µ
and starts to decrease after Ct becomes larger than
√
2µ.
We next wish to compare the solutions of Eq. (42) with
those of Eq. (31). The comparison is shown in Figure 3.
The dashed lines are the solutions of the RG equations,
Eq. (42) and the continuous lines are the solutions of
Eq. (31). One can see that the solutions of z from both
equations have a very large overlap for a very long time.
Also, the Ct provides an envelope to the solution of x,
thereby validating our analysis.
The analysis in this section provides a deeper under-
standing of the phenomenon demonstrated in Ref. ([16]).
In fact, further analysis shows that the solution is peri-
odic (instead of it being quasiperiodic) for smaller values
of µ. However, it is not included in this paper. These
results clearly demonstrate the applicability of the renor-
malization group technique in analysing dynamical sys-
tems.
IV. COUPLED VAN DER POL OSCILLATORS
UNDER PERIODIC FORCING
In this section, we return to the coupled Van der Pol
oscillators of Equations (1a) and (1b) with the difference
that they now are now both driven by an external peri-
odic forcing[18, 19]. The dynamics is now governed by
x¨+ kx˙(x2 − 1) + ω21x = αy + Fcos(ω3t) (43a)
y¨ + ky˙(y2 − 1) + ω22y = αx+Gcos(ω3t) (43b)
where α 6= 0 and k is smaller than unity. We assume
the external in-phase periodic forcings to have same fre-
quency ω3.
We are interested in studying trajectories exhibiting en-
trainment. Such trajectories are the stable limit cycles of
the system having the same frequency as that of the ex-
ternal forcing. Since there is only one primary frequency
scale (that of the external forcing) with the natural fre-
quencies (ω1 and ω2) being close to the external frequen-
cies, it is appropriate to use the Krylov-Bogoliubov tech-
nique to obtain the flow equation. Accordingly we try
the solution
x =A1 cosω3t+B1 sinω3t (44a)
y =A2 cosω3t+B2 sinω3t (44b)
Treating A1,2 and B1,2 as slowly varying quantities,
the flow equations are (k  1)
2ω3A˙1 = (ω
2
1 − ω23)B1 − αB2 + kω3
(
1− A
2
1 +B
2
1
4
)
A1
(45a)
2ω3B˙1 = F − (ω21 − ω23)A1 + αA2 + kω3
(
1− A
2
1 +B
2
1
4
)
B1
(45b)
2ω3A˙2 = (ω
2
2 − ω23)B2 − αB1 + kω3
(
1− A
2
2 +B
2
2
4
)
A2
(45c)
2ω3B˙2 = G− (ω22 − ω23)A2 + αA1 + kω3
(
1− A
2
2 +B
2
2
4
)
B2
(45d)
The fixed points are A∗1, A
∗
2, B
∗
1 , B
∗
2 with r
2
1 = (A
∗
1)
2+
(B∗1)
2,r22 = (A
∗
2)
2+(B∗2)
2, given by the following relations
(ω21 − ω23)B∗1 − αB∗2 = kω3(
r21
4
− 1)A∗1 (46a)
(ω21 − ω23)A∗1 − αA∗2 − kω3(
r21
4
− 1)B∗1 = F (46b)
(ω22 − ω23)B∗2 − αB∗1 = kω3(
r22
4
− 1)A∗2 (46c)
(ω22 − ω23)A∗2 − αA∗1 + kω3(
r22
4
− 1)B∗2 = G. (46d)
Finally, the stability of the fixed points can be found from
82ω3δA˙1 =
[
ω21 − ω23 −A∗1B∗1
kω3
2
]
δB1 − αδB2
+ kω3
[
1−
(
3
4
(A∗1)
2 +
1
4
(B∗1)
2
)]
δA1 (47a)
2ω3δB˙1 = −
[
ω21 − ω23 +A∗1B∗1
kω3
2
]
δA1 + αδA2
+ kω3
[
1−
(
3
4
(B∗1)
2 +
1
4
(A∗1)
2
)]
δB1 (47b)
2ω3δA˙2 =
[
ω22 − ω23 −A∗2B∗2
kω3
2
]
δB2 − αδB1
+ kω3
[
1−
(
3
4
(A∗2)
2 +
1
4
(B∗2)
2
)]
δA2 (47c)
2ω3δB˙2 = −
[
ω22 − ω23 +A∗2B∗2
kω3
2
]
δA2 + αδA1
+ kω3
[
1−
(
3
4
(B∗2)
2 +
1
4
(A∗2)
2
)]
δB2. (47d)
The systems decouple for α = 0 and the entrainment re-
gions for a single forced Van der Pol Oscillator are shown
in Jordan and Smith [1]. Hence, we ask the question that
if for α = 0, one of the oscillator is in the entrained state
and the other is not then is it possible for them to be
synchronised for α 6= 0. In principle, an approximate an-
swer to the question can be found by obtaining the fixed
points from equations (46a)-(46d) and testing their sta-
bility using equations (47a)-(47d). However, in this work,
we opt for the direct process of solving equations (43a)-
(43b) numerically to obtain the stability zone if any.
We choose the forcing frequency as ω3 = 4 and the
amplitude F = 1.08, G = 0.78 when α = 0. For this
frequency the forced Van der Pol oscillator x¨ + kx˙(x2 −
1)+ω21x = Fcos(ω3t) is entrained. We choose ω2 in such
a way that the second oscillator lies outside the entrain-
ment zone. Now we switch on the coupling α. Since
one oscillator is entrained to the external forcing and the
other is not, the two oscillators are not synchronized for
small α. However, at a critical value α1, we find both the
oscillators to be entrained to the external forcing. This
entrainment stays for a range of α but for α greater than
a critical value, α2, the oscillators are out of entrainment
once again. The loss of entrainment on increasing α be-
yond α2 is possibly a reflection of the separation of the
natural frequencies of the normal modes of the coupled
systems (in the absence of nonlinear term, i.e. for k = 0).
The variation of the entrainment zone is quite sensitive
to changes in the frequency and amplitude of the exter-
nal forcing. If we keep F = 1.08 and G = 0.7 as in Fig. 5
and change the frequency of the drive to ω3 = 4.05, the
entrainment window (see Fig. 6) is significantly changed
to 0.285 < α < 0.497. The upper limit of the coupling
constant, α is = ω1ω2 (∵ Ω2 has to be real).
FIG. 5. The intersection of the shaded region with the α axis
gives the range in α such that in that window of α, the system
is entrained at the frequency of the external periodic forcing.
Amplitude of each oscillator is plotted in the entrainment win-
dow in coupling constant. The parameters of the system are
chosen like this: ω1 = 4.0729, ω2 = 3.93084, ω3 = 4.0, k =
0.1, F = 1.08, G = 0.7. The entrainment window in α is
[0.086:0.127].
1st Oscillator
2nd Oscillator
FIG. 6. The intersection of the shaded region with the α axis
gives the range in α such that in that window of α, the system
is entrained at the frequency of the external periodic forcing.
Amplitude of each oscillator is plotted in the entrainment win-
dow in coupling constant. The parameters of the system are
chosen like this: ω1 = 4.0729, ω2 = 3.93084, ω3 = 4.05, k =
0.1, F = 1.08, G = 0.7. The entrainment window in α is
[0.285:0.497].
9A. Dependence of the Entrainment Window on the
Parameters
1. In the absence of coupling, one of the oscillator is
entrained at the frequency of the external forcing but the
other is not
We keep the parameters of the first oscillator
(ω1, k, F ) fixed such that in the absence of coupling,
it is entrained at the frequency of the external periodic
forcing. Obviously, we also keep the frequency of the ex-
ternal periodic forcing, ω3 fixed. We find the behaviour
of the entrainment window (the width and the location)
with the variation of the parameters of the second oscilla-
tor which is always not entrained at the frequency of the
external forcing within that variation. Therefore, to do
this, just as before, we vary the coupling α between them
while setting the amplitude of the external periodic forc-
ing on the second oscillator, G and ω2 as two parameters
of the problem. In the absence of coupling, the parame-
ters of the second oscillator are n2(=
ω23−ω22
kω3
), g2(=
G
kω3
)
. We vary coupling to see how coupling between them
can lift the second oscillator to the stable region while
the first oscillator is entrained at the frequency of the
external periodic forcing (the location of the first oscilla-
tor is fixed the stable region of the stablity diagram [1]).
We seek to find out the entrainment window with the
variation of these two parameters. The events of figure
1.4
1.45
1.5
1.55
1.6
1.65
1.7
1.75
1.8
0 0.05 0.1 0.15 0.2α
A
m
pl
itu
de
Entrainment Window 1 (g2=2) 
Entrainment Window 2 (g2=1.75)
Entrainment Window 3 (g2=1.725)
Oscillator 1
Oscillator 1
Oscillator 1
,,  2
,,  2
,,  2
FIG. 7. With the increase in forcing amplitude on the second
oscillator, the entrainment window widens with a tendency to
shift its position to the left on the α axis. The entrainment
window diminishes after a certain lower limit in g2 (= 1.725)
within our numerical precision. The fixed coefficients: ω3 = 4,
ω1 = 4.0729, k = 0.1, F = 1.08, ω2 = 3.93.
7 and figure 8 can be qualitatively explained as follows.
With the increase in g2, the location of the second oscil-
lator in the unstable region of the stability diagram (in
the uncoupled state), shifts towards the boundary be-
tween stable and unstable region, hence making it easier
(with smaller value of coupling) for the first oscillator
(the entrained one in the absence of coupling) to make
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FIG. 8. With the decrease in detuning of the second oscillator,
the entrainment window widens with a tendency to shift its
position to the left on the α axis. The entrainment window di-
minishes after a certain upper limit in detuning, n2 (= 1.387)
within our numerical precision. The fixed coefficients: ω3 = 4,
ω1 = 4.0729, k = 0.1, F = 1.08, G = 0.7.
the coupled system entrained, and it turns out that the
entrainment last for larger range in α. Thus the entrain-
ment window shifts to the left and also widens with the
increase in g2. Similar qualitative explanation holds for
the figure 8.
2. In the absence of coupling, both of the oscillators are
entrained at the frequency of the external forcing
Let’s consider the case where both the oscillators are
individually entrained in the absence of coupling (for
α = 0). Interestingly, we see in the figure 9 and fig-
ure 10 that after certain value of α, the system goes out
of sync with the external periodic forcing. Thus coupling
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Entrainment Window 3 (g2= 3)
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Oscillator 1
Oscillator 1
,,  2
,,  2
,,  2
FIG. 9. With the increase in forcing amplitude on the second
oscillator, the entrainment shifts its position to the left on the
α axis. The fixed coefficients: ω3 = 4, ω1 = 4.0729, k = 0.1,
F = 1.08, ω2 = 3.93.
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destroys entrainment of the system. The entrainment
window in α shifts towards left with the increase in the
forcing amplitude and with the decrease in detuning of
the second oscillator. In the absence of coupling, if both
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FIG. 10. With the decrease in detuning of the second oscil-
lator, the entrainment window shifts its position to the left
on the α axis. The fixed coefficients: ω3 = 4, ω1 = 4.0729,
k = 0.1, F = 1.08, G = 0.9.
of the oscillators are out of sync with the frequency of the
external forcing, coupling can not create entrainment in
such system. We have checked this fact for a set of pa-
rameters. Although we have not found any analytical
reasoning.
V. CONCLUSION
Limit cycles are generally characterized as isolated
closed curves. In higher dimensional systems we show
that the closed curve can be generalized to isolated closed
figures like a torus. We have explored systems character-
ized by two incommensurate frequencies- a pair of cou-
pled Van der Pol oscillators and the Kuznetsov oscillator.
It is seen that in such settings the renormalization group
formulation of perturbation theory is the most natural
tool to use. This has been demonstrated in Secs II and
III. In particular our treatment of the Kuznetsov oscil-
lator seems to be the first attempt at analytically char-
acterizing this limit cycle. In Sec IV we return to the
coupled Van der Pol oscillators but now under external
forcing. Our most significant finding is that if one of the
oscillators is synchronized to the external forcing and the
other is not , it is still possible to induce synchronization
in the system by means of the mutual coupling.
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VII. APPENDIX
In this appendix, we exhibit the intermediate steps
leading to the renormalization of frequency in Eqs. (8b)
and (8d). This requires carrying on the perturbation the-
ory developed in Sec. II to the next order. At the end of
the first order of perturbation theory, we had arrived at
x00 = A cos(ω1t+ θ) (48a)
x10 = − A
3
32ω1
sin 3(ω1t+ θ) (48b)
x01 =
B
ω21 − ω22
cos(ω2t+ θ
′) (48c)
y00 = B cos(ω2t+ θ
′) (48d)
y10 = − B
3
32ω2
sin 3(ω2t+ θ
′) (48e)
y01 =
A
ω22 − ω21
cos(ω1t+ θ) (48f)
To arrive at the equation of motion for x20, we need
the following quantities
x˙10 = − 3
32
A3 cos 3(ω1t+ θ) (49a)
x200x10 =
A5
128ω1
{sin(ω1t+ θ)
+ 2 sin 3(ω1t+ θ) + sin 5(ω1t+ θ)} (49b)
with
d
dt
{x200x10} =
A5
128
{cos(ω1t+ θ) + 6 cos 3(ω1t+ θ)
+ 5 cos 5(ω1t+ θ)}. (50)
This leads to
x¨20 + ω
2
1x20 =−
3
32
A3 cos 3(ω1t+ θ) +
A5
128
{cos(ω1t+ θ)
+ 6 cos 3(ω1t+ θ) + 5 cos 5(ω1t+ θ)}
(51)
with the particular integral
x20 =
A5
256ω1
(t− t0) sinω1(t− t0) + 3
512
A3 cos 3(ω1t+ θ)
− 5A
5
24× 128 cos 5(ω1t+ θ). (52)
Only the first terms in x20 above will diverge at long
11
times. Proceeding further,
x˙01(x
2
00 − 1) =
B
ω22 − ω21
ω2 sin(ω2t+ θ
′)
× {A
2
2
− 1 + A
2
2
cos 2(ω1t+ θ)} (53)
x01
d
dt
x200 = −
A2B
ω21 − ω22
ω1 cos(ω2t+ θ
′) sin 2(ω1t+ θ)
(54)
and
y10 = − B
3
32ω2
cos 3(ω2t+ θ
′). (55)
Evidently there are no resonating terms in the dynam-
ics of x11 or y11. Showing (?) the resonating term in the
dynamics of x20, we have
x¨02 + ω
2
1x02 =
A
ω22 − ω21
cos(ω1t+ θ) (56)
with the particular integral
x02 =
A
2ω1
1
ω22 − ω21
(t− t0) sinω1(t− t0). (57)
We now write down the solution for x(t) at this stage
showing the complete solution upto the first order and
only the divergent terms at the second order. This gives
x(t) =A cos(ω1t+ θ)
+
αB
ω21 − ω22
cos(ω2t+ θ
′)− kA
3
32ω1
cos 3(ω1t+ θ)
+
α2A
2ω1
1
ω22 − ω21
(t− t0) sinω1(t− t0)
− k
2A5
256ω1
(t− t0) sinω1(t− t0) + non divergent terms.
(58)
The renormalization necessary to remove the diver-
gence in Eq. (?) has to be in the phase and accordingly
we write the phase as θ + α2Z˜02, so that cos(ω1t + θ)
becomes cos(ω1t+ θ + α
2Z˜02 + k
2Z˜20) given by
cos(ω1t+ θ + α
2Z˜02 + k
2Z˜20)
= cos(ω1t+ θ)− α2Z˜02 sin(ω1t+ θ)− k2Z˜20 sin(ω1t+ θ)
+O(α4). (59)
Showing only the O(α2) and O(k2) corrections in x(t),
we have
x(t) =A cos(ω1t+ θ)−Aα2Z˜02 sin(ω1t+ θ)
−Ak2Z˜20 sin(ω1t+ θ)
+
α2A
2ω1(ω22 − ω21)
(t− τ + τ − t0) sin(ω1t+ θ)
− k
2A5
256ω1
(t− τ + τ − t0) sin(ω1t+ θ) + finite terms.
(60)
Removal of ‘t0’ requires
Z˜02 =
1
2ω1
1
ω22 − ω21
(τ − t0) (61a)
Z˜20 = − A
4
256ω1
(τ − t0). (61b)
This leaves
x =A cos(ω1t+ θ) +
αB
ω21 − ω22
cos(ω2t+ θ
′)
− kA
3
32ω1
cos 3(ω1t+ θ)− k
2A5
256ω1
(t− τ) sin(ω1t+ θ)
+
α2A
2ω1
1
ω22 − ω21
(t− τ) sin(ω1t+ θ). (62)
The requirement that x(t, τ) is independent of τ leads
to
dθ
dτ
= − α
2
2ω1
1
ω22 − ω21
+
k2A4
256ω1
. (63)
At this second order of calculation, there is no ampli-
tude renormalization and hence choose τ = t, in Eq. (63)
dθ
dt
= − α
2
2ω1
1
ω22 − ω21
+
k2A4
256ω1
(64a)
dA
dt
=
kA
2
(1− A
2
4
) +O(k3). (64b)
This shows that at O(α2, k2)
A2 = 4 +O(k2) (65)
θ = − α
2
2ω1
1
ω22 − ω21
t+
k2t
16ω1
. (66)
The frequency ω1 is consequently renormalized to
ω1R = ω1 − α
2
2ω1
1
ω22 − ω21
+
k2
16ω1
+ higher order terms
(67)
and similarly, the frequency ω2 renormalizes to
ω2R = ω2 − α
2
2ω2
1
ω21 − ω22
+
k2
16ω2
+ higher order terms.
(68)
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