We study the interpolation Macdonald functions, remarkable inhomogeneous generalizations of Macdonald functions, and a sequence A 1 , A 2 , . . . of commuting operators that are diagonalized by them. Such a sequence of operators arises in the projective limit of finite families of commuting q-difference operators studied by Okounkov, Knop and Sahi. The main theorem is an explicit formula for the operators A k . Our formula involves the family of Hall-Littlewood functions and a new family of inhomogeneous Hall-Littlewood functions, for which we give an explicit construction and identify as a degeneration of the interpolation Macdonald functions in the regime q → 0. This article is inspired by the recent papers of Nazarov-Sklyanin on Macdonald and Sekiguchi-Debiard operators, and our main theorem is an extension of their results.
Introduction
The theory of Macdonald functions and their associated operators has recently enjoyed considerable attention and found applications in various areas, see for example, [1, 4, 5, 15, 12, 13] and references therein. In the present work, we study an inhomogeneous version of the Macdonald functions, called the interpolation Macdonald functions. More explicitly, for any partition λ, one can construct a symmetric function I λ (·; q, t) with coefficients in the field Q(q, t) and such that its top-degree homogeneous term is the Macdonald function parametrized by λ. The interpolation Macdonald function I λ (·; q, t) is certain limit of the interpolation (or shifted ) Macdonald polynomials I λ|N (x 1 , . . . , x N ; q, t) considered previously by Knop [6] , Okounkov [16, 18, 17] , Olshanski [19, 20] , Sahi [22] , among others.
In [17] , a finite hierarchy of q-difference operators diagonalizing the interpolation Macdonald polynomials I λ|N was exhibited; we prefer to use the notation from [20] . Explicitly, D where e k (y 1 , . . . , y N ) is an elementary symmetric polynomial. It is natural to ask if there is some kind of limit operator D k = lim N →∞ D k N acting on symmetric functions that diagonalizes the interpolation Macdonald functions I λ (·; q, t), and to ask for an explicit formula for such operator. The analogous problems for Macdonald and Sekiguchi-Debiard operators were answered by Nazarov-Sklyanin in [11, 12] . Their work is our starting point; we wanted to know if there is an extension of their formulas to the inhomogeneous setting of interpolation Macdonald operators. In this paper, using ideas from Nazarov-Sklyanin, we answer the question for interpolation Macdonald operators in the affirmative. By considering a simple renormalization of the operators D k N , to be denoted A k N , we can take a natural projective limit A k := lim N →∞ A k N that is an operator acting on the ring of symmetric functions. Explicitly, these operators can be described nicely by the action of the generating function A ∞ (u; q, t) := 1 + A
(1 − u)(1 − ut)(1 − ut 2 ) + . . .
on the interpolation Macdonald functions:
A ∞ (u; q, t)I µ (·; q, t) = The main result of this article is an explicit formula for the operators {A k } k∈N . The answer is given in terms of the dual Hall-Littlewood functions Q HL λ (·; t) and a new family of inhomogeneous Hall-Littlewood functions, that we denote by F HL λ (·; t). The formula is the following
The symmetric function F HL λ (·; t) is a limit of a sequence of (a new family of) inhomogeneous Hall-Littlewood polynomials F HL λ (x 1 , . . . , x N ; t). These polynomials are defined by a formula involving a sum over the symmetric group, and resemble very much the usual Hall-Littlewood polynomials.
We also study these polynomials in more depth and prove that they are degenerations of interpolation Macdonald polynomials: F HL λ (x 1 , . . . , x N ; t) = lim q→0 I λ|N (x 1 , . . . , x N ; 1/q, 1/t).
Thus one can derive further properties for our polynomials F HL λ (x 1 , . . . , x N ; t), and for the corresponding functions F HL λ (·; t), as degenerations of known results for interpolation Macdonald polynomials. As examples, we derive closed-form formulas for the generating functions of onerow and one-column inhomogeneous Hall-Littlewood functions. As a consequence of the closed expression for the generating function of one-row inhomogeneous Hall-Littlewood functions, we obtain the following vertex operator form for A 1 :
where p 1 , p 2 , . . . are the Newton power sums, also known as the collective variables in the physics literature. The Macdonald polynomial M λ|N (x 1 , . . . , x N ; q, t) is the top-degree homogeneous component of the interpolation Macdonald polynomial I λ|N (x 1 , . . . , x N ; q, t), i.e., As mentioned above, Nazarov-Sklyanin studied the same problem we are dealing with, but for Macdonald and Sekiguchi-Debiard operators, degenerations corresponding to Macdonald and Jack functions, see [10, 11, 12, 13, 14] . From the relation (1.1) between the Macdonald and interpolation Macdonald polynomials, we can deduce the main theorem of [12] (as well as its degeneration in [11] ) from Theorem 3.2. At the combinatorial level, our main theorem is a refined Cauchy identity for interpolation Macdonald functions; the arguments to prove this combinatorial identity differ from those in the articles of Nazarov-Sklyanin. Lastly, let us mention that the operators considered in [10, 13, 14] , form a different hierarchy of operators than the ones in papers [11, 12] , and they admit an explicit formula via a Lax matrix. It would be interesting to see if one can apply similar techniques to produce such a different hierarchy of operators for interpolation Macdonald functions. We end this introduction with the organization of this article. In Section 2, we recall some basics of symmetric functions from [8] , and some facts about interpolation functions from [20] . The new material is Subsection 2.5, where we construct an inhomogeneous analogue to the HallLittlewood function. Next, in Section 3, we discuss the operators of Okounkov that diagonalize the interpolation Macdonald polynomials, define the limit of such operator and state the main theorem. The proof of the main theorem is based on the symbol of our operators with respect to the Macdonald inner product, and it reduces to a combinatorial identity, like in [11, 12] . However, our proof of the resulting identity differs from these papers, and is carried out in Section 4. As a complement to the main result, in Section 5 we study the inhomogeneous Hall-Littlewood polynomials; our second main result states that they are limits of interpolation Macdonald polynomials as q → 0. As an application, we also find a vertex operator representation of the first operator A 1 of the hierarchy.
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2 Symmetric Functions
Preliminaries
We assume that the reader is familiar with the language of symmetric polynomials and symmetric functions, as in [8, Ch. I] . We recall only a few notions and set our terminology. For any N ∈ N, let Λ N,F be the algebra of symmetric polynomials on N variables x 1 , . . . , x N and with coefficients in the field F (also Λ 0,F := F). In what follows we only need F = Q, Q(t), or Q(q, t), for two formal parameters q, t. The substitution x N = 0 gives a homomorphism π N : Λ N,F → Λ N −1,F for any N ≥ 1. The projective limit of the chain {Λ N,F , π N }, in the category of graded algebras, is denoted Λ F and called the algebra of symmetric functions. Equivalently, Λ F is the polynomial ring on infinitely many variables p 1 , p 2 , . . . that are identified with the Newton power sums.
For any N ∈ N, the set of partitions λ of length ℓ(λ) ≤ N is denoted Y(N ). We also let Y(0) be the singleton containing only the empty partition, and Y := ∪ N ≥0 Y(N ) the set of all partitions. All familiar bases of Λ N,F are parametrized by Y(N ), for example the set {m λ (x 1 , . . . , x N ) : λ ∈ Y(N )} of monomial symmetric polynomials,
is a basis of Λ N,Q . In the display (2.1), we used k instead of ℓ(λ), and c λ :
where m i = m i (λ) denotes the multiplicity of i in the partition λ. With this notation, we usually write λ = (1 m1 2 m2 · · · ). The monomial symmetric polynomials are stable: m λ (x 1 , . . . , x N , 0) = m λ (x 1 , . . . , x N ). This property leads us to consider the monomial symmetric function m λ = m λ (x 1 , x 2 , . . .) in Λ Q . Clearly {m λ : λ ∈ Y} is a basis of Λ Q . A different basis of Λ Q is given by {p µ := i≥1 p µi ∀µ ∈ Y}. In the next subsections, we recall other bases of Λ F , for F = Q(t) and Q(q, t), including those given by Hall-Littlewood and Macdonald functions.
Hall-Littlewood functions
Let N ∈ N, λ ∈ Y(N ). The Hall-Littlewood (to be abbreviated HL henceforth) polynomial P
where wf (x 1 , . . . , x N ) = f (x w(1) , . . . , x w(N ) ) for any permutation w ∈ S N and any function
It is known that P HL λ (x 1 , . . . , x N ; t) is a polynomial in the variables x 1 , . . . , x N , it has degree |λ| := i λ i , and has coefficients in Z[t]. It is also known that P HL ∅ (x 1 , . . . , x N ; t) = 1, which implies
The HL polynomials also have the stability property
This stability allows one to define the HL function P HL λ (·; t) = P HL λ (x 1 , x 2 , . . . ; t) ∈ Λ Q(t) . The set {P HL λ (·; t) : λ ∈ Y} is a basis of Λ Q(t) . We shall also need the dual basis given by
The basis {Q HL λ (·; t) : λ ∈ Y} is dual to {P HL λ (·; t) : λ ∈ Y} with respect to the inner product in (2.8) with q = 0; we shall not make use of this fact. This duality is equivalent to the following combinatorial identity, known as the Cauchy identity for HL polynomials:
Macdonald functions
The Macdonald polynomials M λ|N (x 1 , . . . , x N ; q, t) ∈ Λ N,Q(q,t) , λ ∈ Y(N ), are a generalization of HL polynomials. To define them, introduce the Macdonald difference operators
For any λ ∈ Y(N ), the Macdonald polynomial M λ|N (x 1 , . . . , x N ; q, t) is the unique element of Λ N,Q(q,t) of the form m λ (x 1 , . . . , x N ) + terms c µ m µ (x 1 , . . . , x N ), where µ ranges over partitions in Y(N ) with |µ| = |λ| and µ < λ in the dominance order, and moreover
where e r (y 1 , . . . , y N ) = 1≤i1<...<ir ≤N y i1 · · · y ir is an elementary symmetric polynomial. For each N ∈ N, the set {M λ|N (x 1 , . . . , x N ; q, t) : λ ∈ Y(N )} is a basis of Λ N,Q(q,t) . The Macdonald polynomials are stable, i.e., M λ|N +1 (x 1 , . . . , x N , 0; q, t) = M λ|N (x 1 , . . . , x N ; q, t), which allows us to define the Macdonald functions M λ (·; q, t) ∈ Λ Q(q,t) . It follows that {M λ (·; q, t) : λ ∈ Y} is a basis of Λ Q(q,t) ; it is known that this basis is orthogonal with respect to the inner product (·, ·) q,t , defined by declaring
Macdonald functions generalize HL functions, since Λ Q(q,t)
Interpolation Macdonald functions
We define the interpolation Macdonald functions in the notation of Olshanski [19, 20] . They also appear in papers by Knop [6] , Okounkov [16, 17, 18] , and Sahi [22] 1 . Unlike the functions from previous subsections, the interpolation Macdonald functions are inhomogeneous.
For any λ ∈ Y(N ), the interpolation Macdonald polynomial I λ|N (x 1 , . . . , x N ; q, t) is the unique element of Λ N,Q(q,t) satisfying the following conditions:
. . , q −µN t N −1 ; q, t) = 0 for all µ = λ with |µ| ≤ |λ|,
where the dots in the last condition stand for a linear combination of monomial symmetric polynomials m µ (x 1 , · · · , x N ), with either |µ| < |λ|, or |µ| = |λ| and µ ≤ λ in the dominance order of partitions. Items 3 and 4 of the definition can be replaced by 9) where the normalization constant C(λ; q, t) is
In formula (2.10), we need to recall some notation: for any partition κ = (κ 1 , κ 2 , . . . ), we denote
and for any square in the Young diagram s = (i, j) ∈ κ, we let
be the arm length, leg length, coarm length and coleg length of s = (i, j), respectively. It turns out that the top-degree homogeneous component of I λ|N (x 1 , . . . , x N ; q, t) is the Macdonald polynomial M λ|N (x 1 , . . . , x N ; q, t). As a consequence, {I λ|N (x 1 , . . . , x N ; q, t) : λ ∈ Y(N )} is a basis of Λ N,Q(q,t) .
The relation between Okounkov's notation P * λ (x 1 , . . . , x N ; q, t) and ours is
Thus the translation of [16, (1.9) ] to our notation is the special value
In particular, by using
we obtain
In the spirit of the classical theory of symmetric functions, we want to define an element of Λ Q(q,t) that is a limit of the interpolation Macdonald polynomials I λ|N (x 1 , . . . , x N ; q, t), as N tends to infinity. The suitable stability property is the following:
Now consider the chain of algebra homomorphisms
and let Λ ′ Q(q,t) be the projective limit in the category of filtered algebras. Because of the stability property (2.12), the sequence {I λ|N (x 1 , . . . , x N ; q, t) : N ≥ ℓ(λ)} defines an element of Λ ′ Q(q,t) , for each λ ∈ Y.
A natural algebra isomorphism Λ Q(q,t) → Λ ′ Q(q,t) is defined by sending each Newton power sum p n , n ≥ 1, to some "regularization" of {p n (x 1 , . . . , x N ) + t nN + t n(N +1) + · · · : N ≥ 1}; formally, the map is the unique algebra homomorphism such that
It is easily shown to be an isomorphism, see the proof of Proposition 2.7 for a similar statement. The element of Λ Q(q,t) that corresponds to
is denoted by I λ (·; q, t) = I λ (x 1 , x 2 , . . . ; q, t) and called the interpolation Macdonald function parametrized by λ ∈ Y. The set {I λ (·; q, t) : λ ∈ Y} is an (inhomogeneous) basis of Λ Q(q,t) .
Inhomogeneous Hall-Littlewood functions
To write down an expression for the limits of interpolation Macdonald operators, we need a new family of symmetric functions, which are a sort of inhomogeneous version of HL functions. We study some of their properties, from a purely combinatorial point of view.
(2.14) 
Proof. If ℓ(λ) > N , then both sides of the equality are zero, by definition (2.14). If ℓ(λ) = N , then the right side of the equality is zero by (2.14). On the other hand, since ℓ(λ) = N , then the product over i inside the brackets of (2.13) is invariant under permutations of its variables by w ∈ S N , so that product can be factored out of the sum. It follows that
It is clear from the formula above that the factor 1
In this case, we can apply Lemma 2.5 to both sides of (2.15). When we apply it to the left side, we note that some terms in the sum over w ∈ S N /S λ N are zero. In fact, those terms corresponding to w ∈ S N /S λ N such that w −1 (N ) ∈ {1, 2, . . . , k} vanish because the factor
Thus the sum is actually over those w ∈ S N /S 
and we end up with the formula of Lemma 2.5 for the right side of (2.15).
Using Proposition 2.6, we construct for each λ ∈ Y an element of Λ Q(t) that uniquely corresponds to the coherent sequence {F
given by the specialization x N = t 1−N . Also, for any N ∈ N, consider the following (unital) algebra homomorphism specified by the action on the set of Newton power sums {p m : m ≥ 1}, which is a generator set for Λ Q(t) :
Proposition/Definition 2.7. Let λ ∈ Y be arbitrary. There exists a unique F
Proof. The proof is similar to that of [20, Prop. 2.8] . We repeat the proof, with necessary modifications, for the reader's convenience.
Let Λ ′ Q(t) be the projective limit of the chain {Λ N,Q(t) , π
} in the category of filtered algebras, and for each N ∈ N, let (π
specified by the action on the set of Newton power sums {p n : n ≥ 1}, as follows:
Note that the sequence above determines an element of Λ ′ Q(t) because of the coherence relation
Observe that for any fixed d ∈ N, the map π Due to the stability property of Proposition 2.6, the sequence {F λ|N (x 1 , . . . , x N ; t)} N defines an element of Λ ′ Q(t) . Let F λ (·; q, t) be the corresponding element of Λ Q(t) . From the discussion above, it is clear that it has the required property. The uniqueness is a consequence of the fact that π : 
A similar construction as that of Proposition/Definition 2.7 gives a new family of symmetric functions that we naturally denote by F HL λ (·; t −1 ).
Interpolation Macdonald operators and their limits 3.1 Operators for interpolation Macdonald polynomials
We recall the operators of Okounkov [17] in the notation of [20] . The interpolation Macdonald operators
where
is the Vandermonde determinant, and {T q,xj } 1≤j≤N are the q-shift operators, given by (
N depend on q, t, but we suppress them from the notation. They diagonalize the interpolation Macdonald polynomials {I µ|N (x 1 , . . . , x N ; q, t) : µ ∈ Y(N )}; in fact,
In particular, {D k N : 1 ≤ k ≤ N } is a pairwise commuting family of q-difference operators. We prefer to consider a renormalization of these operators, namely
where (u; t) k :=
(3.3) They also diagonalize each I µ|N (x 1 , . . . , x N ; q, t); in fact, (3.2) yields
As before, {A k N : 1 ≤ k ≤ N } is a pairwise commuting family of q-difference operators. By treating u as a complex variable and expanding the fractions 1/(1−t i−1 u) near u = 0, we obtain, in the right side of (3.4), an element of
is a well-defined operator.
Operators for interpolation Macdonald functions
We normalized D N (z; q, t) into A N (u; q, t) to obtain equation (3.4) . The key property of this eigenrelation is that the factors entering the eigenvalue, namely (q µi − t i−1 u)/(1 − t i−1 u), equal 1 when µ i = 0. We can deduce, by using also that {I µ|N (x 1 , . . . , x N ; q, t) : µ ∈ Y(N )} is a basis of Λ N,Q(q,t) , the following coherence property
(3.5)
Lemma 3.1. There exists a unique linear operator A ∞ (u; q, t) : 6) for all N ≥ 1. It is given by
Proof. Observe that for any µ ∈ Y, the product in the display (3.7) is finite; in fact, the only terms unequal to 1 are those ranging from i = 1 to i = ℓ(µ). Since {I µ (·; q, t) : µ ∈ Y} is a basis of Λ Q(q,t) , the definition above completely determines the operator. Moreover, (3.7) and the definition of the interpolation Macdonald function I µ (·; q, t) easily imply
Again, since {I µ (·; q, t) : µ ∈ Y} is a basis of Λ Q(q,t) , then the equality of operators (3.6) ensues.
The following explicit formula for A ∞ (u; q, t) is the main result of this paper.
Theorem 3.2. We can write
In the formula above, (Q λ (·; t −1 )) * is the adjoint of the operator Λ Q(q,t) → Λ Q(q,t) of multiplication by Q λ (·; t −1 ) with respect to the Macdonald inner product (·, ·) q,t , and F λ (·; t −1 ) is the operator of multiplication by the function defined in Remark 2.8 (see also Proposition/Definition 2.7). 
. The Macdonald operators at infinity, in [12] , are expressed slightly differently. Let us show how to obtain their formula from (3.8), (3.9) . Since the Macdonald function M λ (·; q, t) is invariant under the simultaneous change of parameters (q, t) ↔ (1/q, 1/t), the top-degree of the operator A ∞ (u; 1/q, 1/t) also diagonalizes the Macdonald functions. These are, in fact, the operators considered in [12] . From Theorem 3.2, we can write the top-degree part of A ∞ (u; 1/q, 1/t) as
and f − * is the adjoint of multiplication by f ∈ Λ Q(q,t) with respect to the inner product (·, ·) 1/q,1/t determined by
It follows that p − * n = (t/q) n p * n for all n ≥ 1 and, more generally, f − * = (t/q) deg f f * for all homogeneous f ∈ Λ Q(q,t) . It follows that (3.10) equals
which is exactly the formula in the Theorem of [12] .
Proof of the Main Theorem
In this section, we prove Theorem 3.2. As in [11, 12] , the statement of Theorem 3.2 reduces to a combinatorial identity between the families of symmetric polynomials/functions {Q HL λ } λ and {F HL λ } λ . The identity to prove is the refined Cauchy identity in Proposition 4.2. Our proof of this proposition is new and yields, as a corollary, the main results of the aforementioned papers.
Formalities on completed tensor products
We have been using the sequence of variables X = (x 1 , x 2 , . . .) and Λ F for the algebra of symmetric functions on the set of variables X. We shall need a second sequence of variables Y = (y 1 , y 2 , . . .), which is why we write Λ X,F and Λ Y,F to distinguish the corresponding algebras of symmetric functions. We also write Λ X,N,F for the algebra of polynomials on x 1 , . . . , x N .
As it is usual, Λ X,F ⊗ Λ Y,F is the tensor product of these algebras, whose elements are of the form
λ ∈ Y} are bases of Λ X,F and Λ Y,F , and c λ = 0 for all but finitely many λ ∈ Y. Moreover we need the completed tensor product Λ X,F ⊗Λ Y,F , which is the algebra whose elements are of the form (4.1), except that now c λ can be nonzero for infinitely many λ ∈ Y. The most important element of Λ X,F ⊗Λ Y,F , for our purposes, is the (Macdonald) reproducing kernel 
t).
Given an operator A on Λ F = Λ X,F , we can easily extend it to the tensor product Λ X,F ⊗ Λ Y,F and to the completed tensor product Λ X,F ⊗Λ Y,F , by making the operator act on the first coordinate. Similarly we can extend an operator B on Λ F = Λ Y,F to Λ X,F ⊗ Λ Y,F and Λ X,F ⊗Λ Y,F by making the operator act on the second coordinate. The new operators are denoted by the same letter A or B. This construction is used many times below.
Reduction to an identity of symmetric functions
Lemma 4.1 (Lemma from [12] ). Let f = f (x 1 , x 2 , . . .) ∈ Λ Q(q,t) be arbitrary. Also let f denote the operator Λ Q(q,t) → Λ Q(q,t) of multiplication by f , and let f * be the adjoint of f with respect to the Macdonald inner product (·, ·) q,t in (2.8). Then
In the above equation, the operator f * and the operator of multiplication by f (y 1 , y 2 , . . .) act on Λ X,Q(q,t) ⊗Λ Y,Q(q,t) , as explained at the end of subsection 4.1.
Assume that we have an operator A on Λ Q(q,t) = Λ X,Q(q,t) such that A(Π) = 0. This implies x 1 , x 2 , . . . ; q, t))Q λ (y 1 , y 2 , . . . ; q, t) = 0, and so AP λ (·; q, t) = 0, for all λ ∈ Y. Since {P λ (·; q, t) : λ ∈ Y} is a basis of Λ Q(q,t) , then A = 0.
From the previous discussion and Lemma 4.1, the main theorem is reduced to
as an equality in Λ X,Q(q,t) ⊗Λ Y,Q(q,t) . Next, multiply both sides of (4.2) by (u; t)
and add from k = 0 to ∞. It is then clear that (4.2) holds if and only if
holds as an equality in Λ X,Q(q,t) ⊗Λ Y,Q(q,t) [[u] ] (after Taylor expanding each 1/(u; t) k near u = 0). Our goal is to prove (4.3). In the next subsection, we make a further reduction of this equality to a combinatorial identity involving only HL functions and the inhomogeneous HL polynomials.
Reduction to a refined Cauchy identity
Let us begin with an observation. If G ∈ Λ Q(t) is such that π 
Therefore it follows that (4.3) holds if, for each N ∈ N, it also holds after applying to it the operator π ∞ N . As for the left side, we have π
, by Lemma 3.1. Next, using the well-known identity [8, Ch. VI, (2.6)], we have 4) where Π N denotes
We note that the second to last equality in the display (4.4) follows from [8, Ch. VI, (2.6)] after setting x N +1 = x N +2 = . . . = 0, whereas the last equality in display (4.4) follows from the same identity but now after setting t = 0, and then using the variables t 1−N y i instead of y i . Next we find an expression for the right side of (4.4) after applying π ∞ N to it. Since π ∞ N is a homomorphism of algebras, we obtain the same right side, except that we replace F HL λ (x 1 , x 2 , . . . ; t −1 ) and Π by
After factoring out the factor
∞ from both sides, we have that the result of applying π ∞ N to (4.15) is equivalent to
(4.5) We can still simplify the left side of (4.5). After expanding the determinant in (3.3), we have
where ǫ(w) is the signature of the permutation w. Also note that all N operators (indexed by i = 1, . . . , N ) pairwise commute, so the order in the product does not matter. From the evident
To summarize, Theorem 3.2 has been reduced to prove that (4.6) equals the right side of (4.5), for any N ∈ N. This equality follows from Proposition 4.2 below, after sending y i to t −1 y i , using the homogeneity t λ1+λ2+...
, and then replacing t by t −1 . Equalities of this sort were called refined Cauchy identities in [25] . Some discussion of their work, in connection to the papers [12, 24] and ours, is given in subsection 4.5.
Proof of the refined Cauchy identity
The goal of this subsection is to prove the following proposition which, by the arguments in the previous subsection, concludes the proof of the main theorem. Observe that the parameter q that gave rise to the Macdonald inner product and to the adjoint in formula (3.9) is gone. 
Denote by M the N × N matrix on the right side of (4.7). For any subset I ⊂ {1, 2, . . . , N }, define the N × N matrix M I by
By factoring out common factors from each column, the determinant of M I equals (4.9) where the N × N matrix A I is
Observe that A I is the Vandermonde determinant on variables {x j : j ∈ I} ⊔ {tx j : j / ∈ I}, and the ordering of these variables (in the matrix) is inherited from 1 < 2 < · · · < N . We deduce
Plugging (4.10) and (2.6) into (4.9), we obtain
From the definition of the matrix M I and multilinearity of the determinant, we have det(M ) = I⊆{1,...,N } det(M I ). Therefore the expression in the right side of (4.7) equals in the left side of (4.2). After simple algebraic manipulations, the identity to prove becomes I⊆{1,...,N } |I|≥k
(4.13) Before proving (4.13) in full generality, let us look first at the extreme cases. Case 1. ℓ(λ) = k = N . In this case, the sum in the left side of (4.13) has only one term corresponding to I = {1, 2, . . . , N }. Such term is
The latter expression equals F HL λ (x 1 , . . . , x N ; t), see Remark 2.2. Therefore (4.13) holds in this case.
Case 2. ℓ(λ) = 0, i.e., λ = ∅. In this case we can use P HL ∅ ({x i : i ∈ I}; t) = F HL λ (x 1 , . . . , x N ; t) = 1, so that identity (4.13) is easily deduced from the following lemma for K = N , A = {1, 2, . . . , N }, and under the identification of variables
The proof of Lemma 4.3 is postponed till the end of this subsection. Lemma 4.3. Let K ∈ N, let A be a set of size K, and let (z a ) a∈A be a set of variables indexed by A. Moreover q, t are two additional formal parameters. Then
The idea is to use the definition of the HL polynomial for P HL λ ({x i : i ∈ I}) and the definition of the inhomogeneous HL polynomial for F HL λ (x 1 , . . . , x N ; t), then write both sides of (4.13) as big sums and match terms of these sums with the help of Lemma 4.3.
The prefactors for both P HL λ ({x i : i ∈ I}; t) and F HL λ (x 1 , . . . , x N ; t) are very similar and almost match each other, except for factor corresponding to the part 0 of the partition. For P HL λ ({x i : i ∈ I}; t), this factor is
For any I ⊂ {1, . . . , N }, let S I be the group of permutations of elements of I; it is finite of size |I|!. Also denote by i 1 < i 2 < . . . < i k the smallest elements of I. With these considerations, the equality (4.13) we wish to prove becomes I⊆{1,...,N } |I|≥k
Next we break each of the two sides of the equality above into N (N − 1) · · · (N − k + 1) terms, and match those on the left with those on the right. Let R := (r 1 , . . . , r k ) ∈ {1, 2, . . . , N } k be an arbitrary tuple of size k. For our argument, let us fix one such k-tuple R. We say that σ ∈ S N is R-restricted if σ(1) = r 1 , . . . , σ(k) = r k . The right side of (4.15) with σ ∈ S N replaced by only those R-restricted σ ∈ S N is called the R-restricted right side of (4.15). Next consider a pair (I ⊆ {1, . . . , N }, w ∈ S N ) such that |I| ≥ k and I = {i 1 < . . . < i k < . . .} are the elements of I in increasing order. We say that (I, w) is R-restricted if {r 1 , . . . , r k } ⊂ I and w(i 1 ) = r 1 , . . . , w(i k ) = r k . The left side of (4.15) with the double sum over (I, w) replaced by only those R-restricted pairs is called the R-restricted left side of (4.15).
Let us simplify the R-restricted sides of the equality and then show they are equal to each other. Begin with the right side. Let I 0 := {r 1 , . . . , r k } and denote by S(I 0 ) be the set of bijective mappings σ ′ : {k + 1, . . . , N } → {1, . . . , N } \ {r 1 , . . . , r k }. Then the R-restricted right side of (4.15), corresponding to R = (r 1 , . . . , r k ), equals
The second line in the display (4.16) is equal to 1 by virtue of (2.3). It follows that the Rrestricted right side of (4.15) is equal to the first line in the display (4.16). We switch to simplifying the R-restricted left side of (4.15). Again set I 0 := {r 1 , . . . , r k }. It is clear that
Let S({i 1 , . . . , i k }, I 0 ) be the set of bijective maps I \ {i 1 , . . . , i k } → I \ I 0 ; the restriction of w ∈ S N to I \ {i 1 , . . . , i k }, to be denoted w ′ , is an element of S({i 1 , . . . , i k }, I 0 ). Now we can write the R-restricted left side of (4.15) as for i = 1, 2, . . . , K and let the sum run over subsets I := {1, . . . , K} \ J. After minor algebraic manipulations, the identity to prove (4.14) becomes
We prove (4.18) with the help of Macdonald q-difference operators 2.7. Begin with the equality
which implies that the left side of (4.18) equals
where {H 
The essential property of the Macdonald q-difference operators is that they diagonalize the Macdonald polynomials, in particular they diagonalize the elementary symmetric polynomials
The eigenvalue is also known; in fact, we have
Thus the left side of (4.19) equals
and because
Some corollaries
By equating the top homogeneous components of the equality in Proposition 4.2, and using that the top-degree homogeneous component of F HL λ (x 1 , . . . , x N ; t) is P HL λ (x 1 , . . . , x N ; t), we obtain: Corollary 4.4. The following is an equality in Λ X,N,
An equivalent version of (4.20) was needed for the result of Nazarov-Sklyanin, [12] . Their proof is different from ours; it uses induction on N , and the Pieri rule for HL polynomials. We do not have a Pieri rule for the inhomogeneous HL polynomials, so we devised a different method.
The identity of Corollary 4.4 was also proved by Wheeler and Zinn-Justin [25] (who introduced the name refined Cauchy identity) and by Warnaar [24] . The identity proved in both of these papers is when y N +1 = y N +2 = . . . , but this turns out to be equivalent to (4.20) . Comparing (4.20) with the result of [25, 24] , one obtains the following nontrivial equality of degree N polynomials in u: . . . , x N )V (y 1 , . . . , y N ) det
In a different direction, we can set u = 0 in Proposition 4.2. We obtain the following inhomogeneous Cauchy identity.
Corollary 4.5. The following is an equality in Λ X,N,Q(t) ⊗Λ Y,Q(t) :
By equating the top-degree homogeneous components of both sides of identity (4.21), we obtain the usual Cauchy identity (2.6). However, the right side of (4.21) does not have the usual factorized form of a reproducing kernel.
Inhomogeneous Hall-Littlewood polynomials
In this section, we study the inhomogeneous HL polynomials F HL λ (x 1 , . . . , x N ; t). The main result is Theorem 5.11, which proves that they are limits of interpolation Macdonald polynomials in the regime q → 0. The statement of this corollary was conjectured by Grigori Olshanski, who also suggested a proof; the elaboration of this idea is in the first two subsections below.
Expansion in the basis of Hall-Littlewood polynomials
For n ∈ N 0 , let
.
For convenience, we extend the definition to all integers k ∈ Z by setting n k := 0 ∀k ∈ Z with k < 0 or k > n.
Next, for any partitions λ, µ ∈ Y(N ), define
Note that τ λ/µ (t; N ) = 0 unless µ ⊆ λ and λ/µ is a vertical strip.
Proposition 5.1. For any λ ∈ Y(N ), we have
We need some preparatory lemmas; in the rest of this subsection, N is a fixed positive integer. First, we slightly extend the definition of Hall-Littlewood polynomial. An N -tuple
• there do not exist indices 1 ≤ i < j < k ≤ N with l i < l j < l k .
Given an almost-partition l ∈ N N 0 , let λ ∈ Y(N ) be the partition given by
We say that λ ∈ Y(N ) is the partition linked to l ∈ N N 0 . In particular, we have
and the N -tuple λ = (λ 1 , . . . , λ N ) is obtained after applying inv(l) transpositions to l = (l 1 , . . . , l N ).
Lemma 5.2. Let l ∈ N N 0 be an almost-partition and λ ∈ Y(N ) be the partition linked to l, as defined above. Then
Proof. This is a very special case of [9, Lemma] . See also [7] . In fact, the Lemma in [9] gives a Hall-Littlewood polynomial expansion for P HL l (x 1 , . . . , x N ; t) and any N -tuple l of nonnegative integers, being the definition (5.3) extended in the obvious way. Such expansion is more complicated in the general case, but it simplifies greatly for almost-partitions.
Next let λ ∈ Y(N ) be a partition with ℓ(λ) = k ≤ N , and I ⊆ {1, 2, . . . , k}. Consider the almost-partition p ∈ N N 0 , defined from (λ, I), via
We write p = Π(λ, I) for this dependence. We denote the partition linked to p = Π(λ, I) by π(λ, I). Some evident relations are 
), then the construction of the map π implies
, and the analogous relations for µ, we deduce
In particular, this implies that if µ = π(λ, I) for some I ⊆ {1, . . . , k}, then µ ⊆ λ and λ/µ is a vertical strip. Conversely, if λ/µ is a vertical strip, then the interlacing relation (5.5) is satisfied. Then the previous argument shows that any I ⊆ {1, . . . , k} with |I ∩ X j | = λ 
Proof. We begin with the simplest case, which is λ = (a k ) = (a, . . . , a k times ), for some a ≥ 1.
Then given any I ⊆ {1, 2, . . . , k}, say I = {i 1 < . . . < i s }, we clearly have
Next, the only µ ∈ Y(N ) such that λ/µ is a vertical strip are those of the form µ = (a, . . . , a, a − 1, . . . , a − 1). Let us say that µ has (k − s) entries that are a and s entries that are a − 1. Then the sets I such that π(λ, I) = µ are exactly those of size s; it follows that
The latter sum equals h s (1, t, . . . , t k−s ), where h r is the r-th complete homogeneous symmetric polynomial. There is an explicit formula for this evaluation, see e.g. [8, Ch. I.3, Ex. 1], and it yields the desired result:
For a general partition λ ∈ Y(N ) of length k, let us use the notation of the previous lemma. Let d := λ 1 , and for each 1 ≤ j ≤ d, let X j := {i : λ i = j}. Then |X j | = m j (λ). Also, for I ⊆ {1, . . . , k}, let I j := I ∩ X j and i j := |I j |, for each 1 ≤ j ≤ d, so that 0 ≤ i j ≤ m j (λ) and
is a pair such that 1 ≤ i < j ≤ N , a i < a j , then i, j ∈ X r for some r. Thus, if we let s j + 1 be the smallest element of X j , so that X j = {s j + 1, . . . , s j + m j }, and t j the number of involutions needed to transform (a sj +1 , . . . , a sj +mj ) into a partition, it follows that the number of involutions needed to transform a into a partition is the sum t 1 + . . . + t d . By definition, this is denoted as inv(Π(λ, I)) = t 1 + . . . + t d . On the other hand, it is clear that t j is also the number of involutions needed to transform (1 − 1 {sj +1∈Ij } , . . . , 1 − 1 {sj +mj∈Ij } ) into a partition. Therefore
where (1 mj ) is the column partition of length m j and I j − s j := {i − s j : i ∈ I j } ⊆ {1, 2, . . . , m j }. To proceed, observe that by inspecting the proof of Lemma 5.3, π(λ, I) = µ if and only if
Thus the sum in the left side of (5.6) is over those I ⊆ {1, . . . , k} with
Combining this observation with (5.7) and the case previously considered, we obtain I⊆{1,...,k}: π(λ,I)=µ
, the lemma follows.
Proof of Proposition 5.1. For λ ∈ Y(N ), let v λ (t) be the factor in front of the (inhomogeneous) HL polynomials (same formula as in (5.2)). Then, from the definition (5.3), we have
From Lemma 5.2, we have
and therefore, by using also (5.4), we obtain
I:π(λ,I)=µ
To finish the proof of the proposition, it then suffices to show
From Lemma 5.4, the definition of τ λ/µ (t; N ), and the definition (5.2), the latter equation is equivalent to
which we now check. On the left side of (5.8), we can cancel the factors
(t), i ≥ 1, from the numerator and denominator. Next, by using i≥1
, the left side of (5.8) can be written as
A degeneration of interpolation Macdonald polynomials
Let us begin with the Hall-Littlewood degeneration of the interpolation Macdonald polynomials, see [20] .
Proposition 5.5. 1. For any µ ∈ Y(N ), there exists a limit
which is a polynomial.
2. One has the following combinatorial formula
where Tab(µ, N ) is the set of semistandard Young tableaux of shape µ, filled with numbers in the set {1, 2, . . . , N }, and each ψ T (t) is the weight of the tableau T that shows up in the combinatorial formula for Hall-Littlewood polynomials; see [8, Ch. III, (5.9')].
Proof. This is proved in [20, Lem. 9 .2].
Next we degenerate the well known binomial formula for interpolation Macdonald polynomials, [16] , in the limit regime q → 0. We need several lemmas.
Proof. From (2.9) and (2.10), we have
and the result follows because lim q→0 q a(s)+1 = 0.
Lemma 5.7. For any µ ∈ Y(N ), we have
Proof. From (2.11), with (q, t) replaced by (1/q, 1/t), we obtain
where the middle equality holds because of the equalities s∈µ a(s) = s∈µ a ′ (s), whereas the last one holds because s∈µ l(s) = s∈µ l ′ (s) = n(µ). Therefore
The coarm length a ′ (s) vanishes if and only if s = (i, 1), for i = 1, . . . , µ ′ 1 . Therefore
On the other hand, the arm length a(s) vanishes if and only if s = (i, µ i ), for i = 1, . . . , µ
]!. Therefore, from (5.9) and the previous simplifications:
For the next limiting statement, Lemma 5.9, we need a preparatory lemma.
Lemma 5.8. Let µ ⊆ λ be two partitions of length ≤ N . Let T be a semistandard Young tableau of shape µ and filled with numbers in {1, 2, . . . , N }. Then 10) and equality holds if and only if λ/µ is a vertical strip, and λ T (i,j) = λ i for all (i, j) ∈ µ.
Proof. By using
the statement of the lemma is equivalent to
with equality if and only if λ i ∈ {µ i , µ i + 1} and λ T (i,j) = λ i .
Since
is decreasing in j, whereas j − 1 is increasing. This implies there exists 0 ≤ a i ≤ µ i such that
Then we deduce
equality holds if and only if
From (5.12), the left side of (5.11) multiplied by two is at least equal to
, which implies that (5.13) is lower bounded by
and equality holds if and only if µ i = a i and λ i = µ i or λ i = µ i + 1. Putting everything together, the lemma is proved.
Lemma 5.9. For any µ, λ ∈ Y(N ) with µ ⊆ λ, we have
(5.14)
In particular, this limit is zero unless λ/µ is a vertical strip.
Proof.
Step 1. The combinatorial formula for interpolation Macdonald polynomials, see [17, Thm. III], is
We want to show that for all tableaux T ∈ Tab(µ, N ), the limit
exists and we want to determine conditions on λ ⊇ µ and T ∈ Tab(µ, N ) for which the limit is nonzero. Write the prelimit expression above as
It is clear that the second line of (5.16) has a limit as q → 0; in fact, this limit is
From Lemma 5.8, the first line of (5.16) has a limit as q → 0, and that limit is zero unless λ/µ is a vertical strip and λ T (i,j) = λ i for all (i, j) ∈ µ. So far, we have proved that if λ/µ is not a vertical strip, then
Moreover, if λ/µ is a vertical strip, then
It remains to simplify the last expression. Assume in the remainder of the proof that λ/µ is a vertical strip.
Step 2.
. Therefore, the second line of (5.18) is simplified to
In the remaining steps we show that (5.19) equals the right side of (5.14). More explicitly, we show in Step 3 that for any T ∈ Tab(µ, N ) with λ T (i,j) = λ i for all (i, j) ∈ µ, one has ψ T (t) = 1. Finally, in Step 4, it is shown that T (i,j)∈µ t T (i,j)−1 , the sum being over T ∈ Tab(µ, N ) with λ T (i,j) = λ i , equals the right side of (5.14).
Step 3. Let T ∈ Tab(µ, N ) be such that λ T (i,j) = λ i for all (i, j) ∈ µ. We recall the definition of ψ T (t). The tableau T is given by a sequence
is the set of boxes of µ filled with numbers ≤ k. Given ν ≻ κ, θ := ν − κ is a horizontal strip; set ψ ν/κ (t) := 20) where J := {j : θ
For T as described above, and any i ≥ 1, we will argue that ψ µ (i) /µ (i−1) (t) = 1; this will show ψ T (t) = 1. For any 1 ≤ k ≤ µ ′ 1 , let
Since λ/µ is a vertical strip, we deduce . Filled squares (with numbers or letters) belong to µ, whereas the dark-grey squares belong to λ/µ. Any T ∈ Tab(µ, 15) with λ T (i,j) = λi has T (i, j) = i for most squares (i, j) ∈ µ. The numbers have been written in those squares. For the light-grey squares (i, j) ∈ µ, T (i, j) could take one of several values. In our example, i < j take values in {2, 3, 4, 5}, whereas k takes values in {9, 10, 11}.
We claim that for any
In particular, we have T (y i , j) = y i for all i, i.e., T (i, j) = i for any i ∈ Y k , as claimed.
By a similar reasoning as above, we deduce: if i ∈ Z k and j = k, then T (i, j) = i; and if i ∈ Z k and Y k−1 = ∅, then also T (i, j) = i.
From the claims above we see that, possibly, the only boxes (i, j) ∈ µ with T (i, j) = i are those with j = µ i = λ i and for which there exist k > i with λ k = µ k + 1 = j. For a fixed j, there exist µ From these considerations, it is clear that ψ µ (i) /µ (i−1) (t) = 1 for any i, because each set J in the definition (5.20) is the empty set. This is what we wished to prove.
Step 4. From the previous step, T (i, j) = i, unless j = µ i = λ i and λ
In the latter case, T (i, j) − i could be any number in the set {0, 1, . . . , λ ′ j−1 − λ ′ j − 1}; we note also that for a given j, there are µ
The inner sum above can be calculated:
as in the proof of Lemma 5.4; the proof is now finished.
Proposition 5.10. For any λ ∈ Y(N ), we have
where the expressions τ λ/µ (t; N ) were defined in (5.1).
Proof. From the binomial formula for interpolation Macdonald polynomials in [16] with (1/q, 1/t) instead of (q, t), and using the well-known symmetry M µ (x; q, t) = M µ (x; 1/q, 1/t), we obtain From Lemmas 5.6, 5.7 and 5.9, the binomial formula in (5.21) has a limit as q tends to zero. The limiting coefficient that accompanies P HL µ (x 1 , . . . , x N ; t) is
which is easily seen to be equal to τ λ/µ (t; N ).
From Propositions 5.1 and 5.10, we obtain the main result of this section: . Formally, one can write the right side of (5.26) in terms of the power sums {p n : n ≥ 1} and the right side of (5.25) in terms of the set of generators {p n (x 1 , . . . , x N ) : 1 ≤ n ≤ N }. One then checks that after replacing each p n by π ∞ N p n = p n (x 1 , . . . , x N ) + t −nN /(1 − t −n ), the right side of (5.26) becomes the right side of (5.25), cf. the argument in (4.4).
One can also derive (5.26) from [16, (2.10) ] and Theorem 5.11. where M Q λ (·; q, t) stands for the dual Macdonald function, which differs from M λ (·; q, t) by a constant not depending on λ and, more importantly for us, it specializes to Q HL λ (·; t) when we set q = 0. With a calculation that is similar to that of (4.6), we can write down an expression for the conjugation of the operator (5.31) by the right side of (5.32). Then we deduce that the result of acting with (5.31) on (5.32), and then dividing by (u; t . , x N ; q, t), so that the factors (ut N −1 ) λ1+λ2+... on both sides of (5.35) cancel out. After the change, the operator D N (u; q, t) becomes almost the operator in the right side of (5.29), except with T q,xj instead of T xj , but one still has to set q = 0. Since clearly (T q,xj f )(x 1 , . . . , x N ) q=0 = (T xj f )(x 1 , . . . , x N ) for any function f (x 1 , . . . , x N ), we obtain the desired result.
We lastly remark that the formula in the Proposition generalizes the special cases of Remark 2.2; they also serve as a check to our formula in the cases λ = ∅ and ℓ(λ) = N .
