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Abstract:
Purpose: The goal of  this study was to propose the multi-agent mechanism to forecast the
corporate financial distress. 
Design/methodology/approach: This study utilized numerous methods, namely random
subspace method, discriminant analysis and decision tree to construct the multi-agent
forecasting model. 
Findings: The study shows a superior forecasting performance.
Originality/value: The use of  multi-agent model to predict the corporate financial distress.
Keywords: hybrid model, multi-agent mechanism, financial distress, intangible assets, risk management
1. Introduction
Financial securities firms in Taiwan have developed quickly in recent years, with the ability to
provide more information for decision makers to conduct financial investments. They now offer
numerous types of financial products, such as stocks, options, futures, bonds, mutual funds,
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derivatives, etc. For Taiwanese, stock investing is the most widely adopted form among all of
investment strategies. Unfortunately, the stock market is full of uncertainty, volatility, and risk,
and most investors merely realize that a firm is encountering financial difficulty after negative
financial statements (i.e., balance sheet, income statement, cash flow, and owners’ equity)
have been announced publicly (Xu & Wang, 2009). Therefore, precisely predicting a firm’s
financial distress plays an essential part in today’s society, because of its great importance to
publicly traded firms, interested stakeholders, and even the financial economy of a country
(Chen & Du, 2009; Wanke, Barros & Faria, 2014; Lin & Hsu, 2014). An effective financial
distress prediction mechanism helps managers make a reliable judgment and a suitable
operating strategy with limited operating risk, thus increasing future earnings and the
possibility of sustainable development (Shi, Guan & Xie, 2014). Even 1% improvement in a
mechanism’s forecasting performance will help prevent great losses to firms and individuals
(Hand & Henley, 1997). For this reason, predicting financial distress has become much more
important and caught numerous researchers’ attention due to economic markets slowing down
or even going into a depression (Lin, 2009).
Hua, Wang, Xu, Zhang and Liang (2007) indicates that financial distress occurs when a
corporate suffers considerable losses or when the corporate becomes insolvent from total
liabilities that are greater than its total assets. It is widely accepted that financial distress firms
have poor debt management, improper capital budgets, and bad investment portfolios and
operating strategies in contrast to non-financial distress firms. The basic assumption
underlying financial distress forecasting is that a firm’s financial statement can be used to
represent its operating characteristics. Thus, numerous financial pre-warning mechanisms have
been proposed to forecast financial distress by implementing ratio analysis and data gathered
from financial statements. The proper technique adopted to construct a pre-warning model is
another critical task that considerably impacts the model’s forecasting performance. Numerous
researchers have applied statistical methods, such as univariate analysis, multivariate analysis,
multiple discriminant analysis, multiple regression, logistic regression, factor analysis, and
stepwise regression (Beaver, 1966; Altman, 1968; Meyer & Pifer, 1970; Deakin, 1972; Blum,
1974; Altman, Haldeman & Narayanan, 1977; Ohlson, 1980; Zmijewski, 1984; Dimitras,
Zanakis & Zopounidis, 1996; Laitinen & Laitinen, 2000; Chuvakhin & Gertmenian, 2003), to
construct financial distress prediction models and have exhibited a satisfactory job in the
forecasting task. Unfortunately, the strict assumptions of conventional statistical techniques,
such as normality, linearity, independence among predictor variables, and pre-existing
functional forms relating to the decision variables and condition variables, greatly deteriorate
their practical application in the real world (Hua et al., 2007). 
With the great development of information technologies, artificial intelligence (AI) techniques,
and machine learning (ML) techniques, a new field of intelligent data analysis tools in recent
years has begun to appear and quickly grow under the embarrassing background of abundant
data and poor knowledge (Sun & Li, 2009; Haque & Hasin, 2012). New developments have
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also brought forth exhaustive research on a pre-warning mechanism for financial crisis
forecasting without satisfying the conventional statistical assumptions and have shown very
inspiring results in their empirical applications. Although the aforementioned techniques can be
implemented to assess financial risk, the ability to discriminate non-financial distress firms
from financial distress firms still needs further improvement. The motivation for a multi-agent
mechanism is to make use of the outcomes determined by numerous dissimilar models instead
of just utilizing a single one, such that the forecasting outcome can be less biased and the
possibility of an unsuitable judgment can be prevented (Lin, Chang & Hsu, 2013). 
The effectiveness of a multi-agent mechanism depends on two elements: preciseness and
diversity of the base instrument/model. Among the artificial intelligence techniques, decision
tree (DT) is widely utilized for various reasons:
• its forecasting outcome can be easily attained for a decision maker,
• the forecasting model construction by DT has no pre-defined assumption about the
underlying distribution, and
• the forecasting model construction by DT is faster than other artificial intelligence
techniques. 
Thus, we select DT with its superior generalization ability as a base classifier. How to generate
a diverse outcome is another critical task that can be solved by the technique called the
random subspace method (RSM) (Ho, 1998). The utilization of dissimilar space for multi-agent
mechanism establishment has been extensive in recent research. Ho (1998) indicated that
RSM is able to facilitate forecasting accuracy and decreases the generalization error. The basic
idea of RSM, rooted in the theory of stochastic discrimination (Kleinberg, 2000), has some
points that are the same a bagging, but instead of sampling examples it samples subspaces
(Skurichina & Duin, 2001; García-Pedrajas & Ortiz-Boyer, 2008). It has been successfully
implemented on numerous research domains. 
Although RSM has shown that the random feature selection enhances forecasting accuracy
without affecting error rates, one critical drawback is that the selected attributes that are
decided randomly do not guarantee that they carry the necessary discrimination information.
In such a case, poor base instruments are established that damage the multi-agent
mechanism. Discriminant analysis (DA) is thus used to handle this related problem. In other
words, the original attributes undergo RSM so as to generate numerous subsets and then DA
picks up the essential attributes from each subset for predicting model construction. By
executing these two pre-processing techniques, the forecasting model’s performance can be
enhanced and computational cost can be eliminated. 
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With the speed in the growth and development of electronic commerce, the economic structure
of many developed countries has undergone significant changes from that of a traditional
economy to a knowledge economy. In the former, physical assets are the essential factors to
determine a corporate’s value, but obviously not so in a knowledge economy. In a modern
economy (knowledge economy), the essential part in the value-creating process is intangible
assets (Guthrie & Petty, 2000; Guthrie, 2001), which encompass a corporate’s dynamic ability
generated from its knowledge resources and core competences (such as employee professional
skills, organizational structure, R&D innovation, brand, and market share). Following Gleason
and Klock (2006), this study takes advertising expenditure and R&D expenditure as proxies for
intangible capital/assets and uses them to set up an effective financial crisis prediction model.
The rest of the paper is structured as follows. Section 2 introduces the methodologies used in
this study. Section 3 presents a review of the data from our empirical work and the
experimental decisions. Finally, section 4 offers conclusions.
2. Methodologies
2.1 Random Subspace Method: RSM
The random subspace method (RSM) is a multi-agent construction method introduced by Ho
(1998) that may benefit from both utilizing random subspaces for establishing the base
instrument and aggregating the base instruments. When the dataset is full of redundant,
useless, and irrelevant attributes, one may achieve a better base instrument in random
subspaces than in the raw attribute space (Ho, 1998). A greater detailed illustration in Ho
(1998), and Figure 1 presents the pseudo-code for RSM (Wang & Ma, 2011; Wang, Hao, Ma &
Jiang, 2011).
Figure 1. The RSM approach (Wang & Ma, 2011)
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2.2 Discriminant Analysis: DA
Discriminant analysis (DA) is an effective classification approach (Otto, 1998), and its
fundamental concept is to identify a transformation matrix K that maximizes the ratio of
between-class variance Ob to the within-class variance Ow under all kinds of data structure in
order to reach maximum separation. The ratio of the between-class variance to the within-
class variance is represented as:
G (K )=
kT Ob A
kT Ow A
(1)
Equations (2) and (3) represent the between-class variance and within-class variance,
respectively.
Ob=∑
i=1
q
Ri ( i− )( i− )
T (2)
Ow=∑
i=1
q
Ri∑
j=1
ni
(x j
i − i)(x j
i− i)
T (3)
Here, q denotes the total number of classes, ni represents the number of samples in class i,
the probability of class i is pi, the j-th training sample vector of class i is expressed as x i
j , and
 is the mean of all samples. By solving the generalized eigenvalue problem of Ob and Ow, the
transformation matrix K can be decided. 
Ow
−1 Ob A= A (4)
Here, the generalized eigenvalue is . Since the rank of the matrix Ob is q-1, there are only q-1
non-zero eigenvalues in relation to Equation (4).
2.3 Decision Trees
The most commonly implemented artificial intelligence (AI) technique in the category of data
mining and machine learning is decision trees (DT) and it can be used to handle two main
types of problems: one is the regression problem and the other is the classification problem.
Due to the nature of easy-to-implement and comprehension, it has become gradually more
popular than other AI techniques. Kim and Uoneja (2014) stated that C4.5, one of the popular
types for constructing a DT model, generates DT by an assessing criteria namely information
gain (IG) or by partitioning the tree at a specific stage. This technique starts with a minimal
tress and evaluates the attributes that provides the most useful partition of the training cases.
The mathematical format of gain ratio was represented in Eq. (5) and it is the assessing
criteria for splitting in the C4.5 DT technique.
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where the first term and the second term in the formula represent the entropy at the parent
node and the entropy at the child node, respectively. The difference between the two
expresses the information and attributes that generate the gain ratio, and the largest gain
ratio among all gain ratios is used to handle the partition task. Each child node is treated again
as a new tree, and the process repeats until there is no misclassification in the training data
(Kim & Upneja, 2014).
2.4 Multi-Agent Hybrid Mechanism (MAHM)
Figure 2 illustrates this research’s multi-agent hybrid mechanism (MAHM) for financial risk
management. The research data were collected form public websites. Most related works
merely take financial ratios as input variables to construct their forecasting model. However,
financial variables are unable to illustrate the full aspect of the corporate operating
performance in a knowledge-intensive economy, whereby the corporate core competences are
intangible assets. A corporate with a large proportion of intangible assets has a higher
possibility of gaining considerable wealth and seeing strengthened competitiveness in the
future. Thus, this study takes into account a firm’s intangible assets.
The collected data may be contaminated by some degree of error and mistakes that could
mislead the research findings. We adopt a data cleaning procedure to eliminate the effects due
to outliers and extreme values and also omit missing values. After going through data
cleaning, RSM is then implemented. It randomly selects a group of low dimensionality
subspaces from the whole space of original high dimensional features so as to generate a
diverse outcome and to eliminate computational burden. One critical weakness of RSM is that
the selected attributes picked up randomly do not promise that they in fact have the proper
information content to prevent the discriminated ability. An effective way to handle this
problem is through feature selection, which aims at determining the informative features in
order to represent the original high dimensional feature vector, while at the same time
discarding unrepresentative, redundant, or useless information that seriously deteriorates the
model’s forecasting performance (Yang & Ong, 2012). 
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Normally, the original features undergoing the feature selection procedure yield benefits that:
• facilitate computational efficiency,
• eliminate calculation cost,
• alleviate the curse of dimensionality, and
• improve generalization ability (Sun, Jia & Li, 2011; Wu & Hsu, 2012; Maldonado, Weber
& Famili, 2014; Sun, Li, Huang & He, 2014). 
DA has demonstrated its superior performance in pattern recognition and feature selection and
thus is adopted herein to handle the feature selection task.
Although conventional statistical approaches and artificial intelligence algorithms can be
implemented to establish a financial pre-warning model, their forecasting performance still
needs further improvement. A multi-agent mechanism is a promising way to sound out the
prediction performance, and its usefulness depends on two core elements: preciseness and
diversity. DT has shown its outstanding generalization ability and thus is taken as a base
instrument to establish a multi-agent hybrid mechanism (MAHM). Diverse outcomes can be
achieved by adjusting the inherent parameters. By modifying the inherent parameters of
MAHM and aggregated into one final result, the forecasting outcome will be less biased and
more accurate.
To test the usefulness of the proposed MAHM, this study takes it as a benchmark for
comparison with other models, such as neural network (NN), Bayes network (BN), rough set
theory (RST), and logistic regression (LR). To ensure that the results do not happen by chance,
we perform the significance of the forecasting outcomes by means of a statistical test - that is,
the independent sample t-test. The empirical results present that the proposed MAHM is a
promising alternative for financial distress forecasting and yields valuable and comprehensible
decision rules for stakeholders, managers, investors, and related parties to make a reliable
judgment. Comprehensibility is important whenever discovered knowledge will be used for
supporting a decision made by human users. The decision rules generated from MAHM are
represented in an if-then format that is intuitive and easy to realize. The rules can be taken as
a guideline to adjust a personnel investment portfolio and to modify capital allocation.
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Figure 2. The flowchart of the multi-agent hybrid mechanism: MAHM
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3. Empirical Work and Experimental Decision
3.1 Data
The data in this study contain 900 listed corporates in the Taiwan stock market from 2010 to
2013, including 90 financial crisis corporates and 810 non-financial crisis corporates. The
Taiwan Stock Exchange (TSE) has published indications or judgments of a financial crisis for
the 90 financial crisis corporates. All financial ratios and intangible assets come from financial
reports, such as income statements, balance sheets, and cash flows, as well as annual reports
from Taiwan Economic Journal (TEJ) and the exchange. Through the literature review, we
examine 12 ratios (i.e., 10 financial features and 2 intangible assets features), which are
presented in Table 1 (Collins & Green, 1972; Spathis, 2002; Ko & Lin, 2006; Bose, 2006;
Chandra, Ravi & Bose, 2009).
Financial attribute Intangible assets attribute
A1 Net income to total assets A11 Advertising expenditure
A2 Earnings before interest and tax A12 R&D expenditure
A3 Net income to sales  
 
 
 
 
 
 
 
A4 Total debt to total assets
A5 Logarithm of total debt
A6 Working capital to total assets
A7 Total debt to total equity
A8 Long-term debt to total assets
A9 Current assets to current liabilities
A10 Quick assets to current liabilities
Table 1. The description of each attribute
3.2 Measuring Criteria
Forecasting accuracy and error rates are essential assessing criteria in financial distress
prediction. The assessing criteria normally consist of overall accuracy, type I error, and type II
error. Each assessing criterion has its advantage and limitations. Thus, we prefer to utilize a
combination of these assessing criteria, rather than just a single assessing criterion, so as to
measure the model’s forecasting performance. The definitions of these assessing criteria can
be represented in a confusion matrix (see Table 2), and the mathematical formulations are
shown in Equations (6)-(8).
Situation Actual situationPositive Negative 
Positive prediction True positive (TP) False positive (FP)
Negative prediction False negative (FN) True negative (TN)
Table 2. The confusion matrix
-443-
Journal of Industrial Engineering and Management – http://dx.doi.org/10.3926/jiem.1313
Overall−accuracy=(TP+TN )(TP+FP +FN+TN) (6)
Type I error=(FN )/(TP+FN ) (7)
Type II error=(FP)/(FP+TN) (8)
3.3 Results
To examine the effectiveness of the multi-agent structure and feature selection approach DA
(see Table 3), the study presents the outcomes under two scenarios:
• with and without multi-agent structure; and
• with and without feature selection. 
The experimental results are in Tables 4-5. To ensure that the outcomes do not happen by
chance, we examine the significance of the prediction outcomes by means of the independent
sample t-test, with the statistical outcomes in Table 6. According to our research finding, the
multi-agent structure outperforms the singular structure. The finding is in response to prior
research done by Sharkey (1996). The merit of the multi-agent structure complements any
error made by the singular model. The model with the feature selection procedure not only can
increase forecasting accuracy, but also can decrease both types of errors. 
The study considers the financial ratios and also takes the features of intangible assets into
consideration to construct the financial distress prediction model. To evaluate the effects of the
intangible assets, this study performs the following measurements: (1) with and without
intangible assets (IA). Table 7 shows the results. According to our research findings, the
intangible assets not only help facilitate overall accuracy for the forecasting performance, but
also eliminate the forecasting errors (type I errors and type II errors). 
To test the usefulness of the introduced MAHM, we use three other popular prediction models
in the experiment neural network (NN), Bayes network (BN), and logistic regression (LR) - with
a cross-validation scheme. In k-fold cross-validation, we first separate the training data into
subsets of equal size. One subset is then utilized to examine the model established from the
remaining (k-1) subsets. Thus, each instance of the whole set of the training data is forecasted
once, and so the cross-validation forecasting quality is the percentage of data that are
precisely discriminated. This can overcome the problem of over-fitting. This study also
conducts five-fold cross-validation, with the results in Tables 8-9 indicating that the introduced
MAHM still outperforms over the other models in terms of all assessing criteria. 
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The base instrument of MAHM is DT, which can yield human readable rules for users as well as
enhance the model’s comprehensibility. This is very essential whenever extracted knowledge
will be utilized for assisting users in making reliable judgments. Table 10 expresses the rules,
which state that a financial distress firm usually has lower profitability, higher debt structure,
and small R&D investment in contrast to a non-financial distress firm.
Financial attribute Intangible assets attribute
■ A1: Net income to total assets □ A11: Advertising expenditure
□ A2: Earnings before interest and tax ■ A12: R&D expenditure
■ A3: Net income to sales  
 
 
 
 
 
 
 
■ A4: Total debt to total assets
□ A5: Logarithm of total debt
□ A6: Working capital to total assets
□ A7: Total debt to total equity
□ A8: Long-term debt to total assets
□ A9: Current assets to current liabilities
□ A10: Quick assets to current liabilities
■: Selected; □: Un-selected
Table 3. The description of selected attribute
Condition With and without multi-agent structure (RSM+DA+DT v.s. DT)Accuracy Type I errors Type II errors
CV-1 90.44 v.s. 83.22 9.51 v.s. 16.79 10.00 v.s. 16.67
CV-2 90.11 v.s. 78.33 10.12 v.s. 21.98 7.78 v.s. 18.89
CV-3 91.67 v.s. 80.44 8.40 v.s. 19.63 7.78 v.s. 18.89
CV-4 90.22 v.s. 79.67 9.88 v.s. 20.12 8.89 v.s. 22.22
CV-5 91.33 v.s.79.89 9.01 v.s. 20.49 5.56 v.s.16.67
AVG. 90.76 v.s.80.31 9.38 v.s. 19.80 8.00 v.s. 18.67
Table 4. The results of scenario 1
Condition With and without feature selection (RSM+DA+DT v.s. RSM+DT)Accuracy Type I errors Type II errors
CV-1 90.44 v.s. 87.56 9.51 v.s. 12.35 10.00 v.s. 13.33
CV-2 90.11 v.s. 86.11 10.12 v.s. 13.83 7.78 v.s. 14.44
CV-3 91.67 v.s. 84.89 8.40 v.s. 15.80 7.78 v.s. 8.89
CV-4 90.22 v.s. 81.33 9.88 v.s. 19.26 8.89 v.s. 13.33
CV-5 91.33 v.s.82.67 9.01 v.s. 18.02 5.56 v.s.11.11
AVG. 90.76 v.s.84.51 9.38 v.s. 15.85 8.00 v.s. 12.22
Table 5. The results of scenario 2
Condition Scenario 1 (RSM+DA+DT v.s. DT)Accuracy 100-Type I errors 100-Type II errors
AVG. 90.76 v.s.80.31 90.62 v.s.80.20 92.00 v.s.81.33
Statistic p-value= 0.00 p-value= 0.00 p-value=0.00
Condition Scenario 2 (RSM+DA+DT v.s. RSM+DT)Accuracy 100-Type I errors 100-Type II errors
AVG. 90.76 v.s.84.51 90.62 v.s.84.12 92.00 v.s.87.78
Statistic p-value=0.00 p-value=0.00 p-value=0.00
Table 6. The statistic result under two dissimilar scenarios
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Condition With and without intangible assets attributeAccuracy Type I errors Type II errors
CV-1 90.44 v.s. 80.89 9.51 v.s. 19.01 10.00 v.s. 20.00
CV-2 90.11 v.s. 78.56 10.12 v.s. 21.98 7.78 v.s. 16.67
CV-3 91.67 v.s. 77.78 8.40 v.s. 22.59 7.78 v.s. 18.89
CV-4 90.22 v.s. 81.56 9.88 v.s. 18.02 8.89 v.s. 22.22
CV-5 91.33 v.s.80.78 9.01 v.s. 18.64 5.56 v.s.24.44
AVG. 90.76 v.s.19.91 9.38 v.s. 20.05 8.00 v.s. 20.44
Statistics p-value=0.00 p-value=0.00 p-value=0.00
Table 7. The results
Model (AVG) Accuracy Type I errors Type II errors
MADT 90.76 9.38 8.00
NN 84.73 15.16 16.22
LR 77.69 21.85 26.44
BN 78.29 20.81 29.78
Table 8. The results
Model (AVG) Accuracy 1-Type I errors 1-Type II errors
MAHM v.s. NN P-value = 0.004 P-value = 0.004 P-value = 0.109
MAHM v.s. LR P-value =0.000 P-value =0.000 P-value =0.001
MAHM v.s. BN P-value =0.000 P-value =0.000 P-value =0.000
Table 9. The statistic examination
Rule Illustration 
No. 1 If the “A3: NITA” is >0.26, then the situation is “non-distress”
No. 2 If the “A3: NITA” is <=0.26, and the “A1:NITA” is <=0.04, then the situation is“distress”
No. 3 If the “A3: NITA” is <=0.26, the “A1:NITA” is >0.04 and the “A4:TDTA” is >0.43,then the situation is “distress”
No. 4 If the “A3: NITA” is <=0.26, the “A1:NITA” is >0.04, the “A4:TDTA” is <=0.43,and the A12:R&D is >500000, then the situation is “non-distress”
No. 5 If the “A3: NITA” is <=0.26, the “A1:NITA” is >0.04, the “A4:TDTA” is <=0.43,and the A12:R&D is <=500000, then the situation is “non-distress”
Table 10. The decision rules derived from MAHM
3.4 Sensitivity Test
The majority of related works use one pre-decided database to make a final decision. To
prevent unreliable judgments, we examine the proposed MAHM with another financial database
(Pietruszkiewicz, 2008) to examine the model’s practicability. Tables 11-12 list the results. The
experimental results indicate that the introduced MAHM still performs a satisfactory job in
financial distress prediction.
Model (AVG) Accuracy Type I errors Type II errors
MADT 88.25 10.47 13.21 
NN 79.25 19.38 22.32 
LR 72.33 27.66 27.68 
BN 69.50 34.84 25.54 
Table 11. The results
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Model (AVG) Accuracy 100-Type I errors 100-Type II errors
MAHM v.s. NN P-value =0.000 P-value =0.000 P-value =0.000
MAHM v.s. LR P-value =0.000 P-value =0.000 P-value =0.000
MAHM v.s. BN P-value =0.000 P-value =0.000 P-value =0.000
Table 12. The statistic examination
4. Conclusion
The prediction of corporate financial distress is an important and challenging issue that has
served as an impetus for many academic research studies over the past decades. While
intangible assets are widely acknowledged to be essential elements when forecasting a
corporate financial crisis, they are usually excluded from prior related early warning models.
The objective of this study is to utilize the attributes of intangible assets as predictive variables
and to propose a multi-agent hybrid mechanism, MAHM, to increase preciseness in the
prediction of corporate financial distress. The introduced MAHM is grounded on the hybrid
model that integrates multiple dissimilar base instruments into an aggregated outcome and
has proved its superior forecasting performance. The fundamental idea behind the hybrid
model is to complement the error made by a singular model. 
How to increase the diversity of the hybrid model is a very essential task. Two pre-processing
techniques, RSM and DA, have been conducted herein to generate the diverse outcomes. RSM
picks up features randomly to enhance the hybrid model’s diversity, but has a critical weakness
in that the determined features may lack information content. Thus, DA is then executed to
determine the essential features from the preprocessed subsets (i.e., the determined features
by RSM) to construct the pre-warning model. 
For verifying the applicability of the introduced MAHM, we compare it with other models under
three scenarios:
• with and without a multi-agent structure;
• with and without a feature selection technique; and
• with and without an intangible asset feature. 
According to the research findings, the warning model with a multi-agent structure (i.e.,
MAHM) outperforms the model without a multi-agent structure. The finding is in accordance
with the basic idea of ensemble learning. The benefit of feature selection is that it not only
eliminates computational cost, but also enhances data visualization and facilitates forecasting
quality. 
-447-
Journal of Industrial Engineering and Management – http://dx.doi.org/10.3926/jiem.1313
This study further examines the effectiveness of intangible asset attributes in a knowledge
economy. The results indicate that the intangible assets can increase forecasting accuracy and
decrease both types of errors. The potential implication is that a corporate with a large amount
of intangible assets has a lower possibility of encountering financial troubles and has a higher
possibility of achieving considerable profit in the future as well as having a sound and
sustainable operation ability. Finally, the proposed MAHM can generate intuitive rules for
decision makers. Decision makers can take the rules as a textbook to modify their operating
strategies and to adjust their firm’s capital structure to survive in a turbulent economic market.
Two possible directions for future works emerge from this present research. One direction
involves implementing the introduced MAHM on other databases to examine the model’s
effectiveness. A second direction is to utilize other feature selection techniques (such as kernel
discriminant analysis: KDA, kernel principal component analysis: KPCA) to increase forecasting
performance.
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