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Abstract
We give some general bounds and formulas for the generalized Feng–Rao distances (or gener-
alized order bounds) in an arbitrary numerical semigroup. The obtained results can be regarded
as generalizations of well-known facts on the classical Feng–Rao distance (or 5rst order bound),
namely its connection with the Goppa distance. These results show that their asymptotical be-
haviour is essentially the same as in the case of the classical order bound. Explicit computations
are given for the second Feng–Rao distance.
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1. Introduction
Feng and Rao introduced in [5] a very e<cient method for decoding the so-called
one-point algebraic geometry codes. Such codes are de5ned as the duals of the eval-
uation codes given by linear maps of the type
evD :L(mP)→ Fnq; evD(f) = (f(P1); : : : ; f(Pn)):
Here P; P1; : : : ; Pn are n + 1 diAerent rational points of a certain algebraic curve X
de5ned over the 5nite 5eld Fq, D=P1 + · · ·+Pn, and m is a positive integer (see [17]
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for more details). The method of Feng and Rao decodes up to half the so-called Feng–
Rao distance, and hence this number is a lower bound for the minimum distance of the
corresponding code. This bound actually improves the Goppa estimate d∗ := m+2−2g,
obtained from the Riemann–Roch theorem. More precisely, for the code C=C(D;mP)
we have
d ≡ d(C)¿ FR(m+ 1)¿m+ 2− 2g for m¿ 2g− 2:
The Feng–Rao distance is de5ned in terms of the Weierstrass semigroup of the curve
X at P. Then, we can consider the problem of computing the Feng–Rao distance
for arbitrary numerical semigroups. This problem has been successfully treated in the
literature for diAerent kinds of semigroups (see [3,4] or [13]).
On the other hand, the concept of minimum distance had been generalized to the
generalized Hamming weights, which were independently introduced by Helleseth
et al. [9] for the study of the weight distribution of codes over extensions of Fq,
and by Wei [18] motivated by applications from cryptography (the generalized Ham-
ming weights completely characterize the performance of a linear code when used on
the wire-tap channel of type II). Later, these weights have been shown to be useful
also in trellis coding (lower bounding the number of trellis states), see [12], and in
truncating and extending a linear code, see [10,16]. Also, they have been shown to
be equivalent to another apparently diAerent concept, the Forney’s dimension/length
pro5les, see [6]. Thus, the close and deep connections of the Hamming weights with
many topics studied in coding theory make them very interesting and attractive.
The natural generalization of the Feng–Rao bound to higher weights, which was
called the order bound, was introduced in [8]. Unfortunately, the computation of these
bounds turns out to be a very hard problem, and thus very few things are known about
this subject. In this paper, we introduce some general results which generalize some
well-known facts for the classical case of Feng and Rao. For example, regarding the
Feng–Rao distance, it is a well-known fact that for m¿ 2c − 1 we have
FR(m) = m+ 1− 2g
c being the conductor of the semigroup S. Denoting by rFR(m) the rth order bound of
m∈ S, we show that also for m¿ 2c − 1, we have
rFR(m) = m+ 1− 2g+ Er
for a certain constant Er depending on S and r. We prove that such a generalization of
the Goppa estimate is a lower bound for the generalized Fen–Rao distance, provided
that m¿ c. We give a result for symmetric semigroups which states that the above
equality holds for half of the elements of the interval [2g; 4g−2], generalizing a result
given in [3] for the classical case. Finally, in Section 4 we give an eAective method
for computing the constant Er when r = 2.
2. Generalized Feng–Rao distances
Let S be a numerical semigroup, that is, a subsemigroup of N such that #(N\S)¡∞
and 0∈ S. Let g := #(N \ S) be the genus of S, and let c∈ S be its conductor, i.e.
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the (unique) element c∈ S such that c − 1 ∈ S and c + l∈ S for all l∈N. We have
c6 2g, and thus the “largest gap” of S is lg
:= c− 16 2g− 1, where k ∈N is called
a gap of S if k ∈ S. The semigroup S is called symmetric when r ∈ S if and only if
c − 1− r ∈ S, for all r ∈Z. This is equivalent to say c = 2g (or lg = 2g− 1).
Write S={1 =0¡2¡ · · ·} as an enumeration of its elements in increasing order.
With this notation, every m¿ c is the (m+1− g)th element of S, that is m= m+1−g.
Denition 1. Let S be a numerical semigroup. For m1 ∈ S, let A[m1] = {p∈ S |m1 −
p∈ S} and let [m1]=#A[m1]. The Feng–Rao distance of S is de5ned by the function
FR : S → N; FR(m) := min{[m1] |m1¿m; m1 ∈ S}:
We now recall some well-known facts about the functions  and FR for an arbitrary
semigroup (see [11] or [13] for further details):
(i) [m] = m+ 1− 2g+ D(m) for m¿ c, where
D(m) := #{(x; y)∈N2 | x; y are gaps of S and x + y = m}:
(Note that the range m¿ c is enough for coding theory purposes, since there one
usually assumes that m¿ 2g− 2.)
(ii) FR(m)¿m+ 1− 2g for all m∈ S, and equality holds if moreover m¿ 2c− 1.
In particular, it holds that FR(m)=(m)=m+1−2g for all m∈ S such that D(m)=0.
If moreover S is symmetric, then we have
(iii) FR(m)= (m)=m− lg=m+1− 2g= e for all m=2g− 1+ e with e∈ S \ {0}
(see [3]).
Denition 2. Let S be a numerical semigroup. For m1; : : : ; mr ∈ S, let
A[m1; : : : ; mr] = A[m1] ∪ · · · ∪ A[mr] = {p∈ S |mi − p∈ S for some i = 1; : : : ; r}
and [m1; : : : ; mr] = #A[m1; : : : ; mr]. For any integer r¿ 1, the rth Feng–Rao distance
of S is de5ned by the function
rFR : S → N;
rFR(m)
:= min{[m1; : : : ; mr] |m6m1¡ · · ·¡mr; mi ∈ S}:
Note that the classical Feng–Rao distance is FR ≡ 1FR. Very few results are known
for the numbers rFR, even from a theoretical point of view, and they are completely
scattered in the literature (see for example [2,8,14] or [19]). In the next section, we
give the generalization of (ii) and (iii) for the general Feng–Rao distances.
3. Some general bounds and formulas
We 5rst show that rFR behaves asypmtotically in the same way as the classical
Feng–Rao distance up to a certain constant depending on S and r.
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Theorem 3. Let S be a semigroup with genus g and conductor c, and let r¿ 2. There
exists an absolute constant Er = E(S; r) such that for m¿ 2c − 1 we have
rFR(m) = m+ 1− 2g+ Er:
Proof. Take m1¿m and ki ¿ 0 for i = 1; : : : ; r − 1, and set mi+1 = mi + ki for i =
1; : : : ; r − 1. Denote k = (k1; : : : ; kr−1). For 5xed k and h = 1; : : : ; r − 1, de5ne the
numbers
 k
:= #
{
!∈N \ S | !+
j∑
i=1
ki ∈ S for some j = 1; : : : ; r − 1
}
;
#hk
:= #
{
l∈ [1; kh] | − l+
j∑
i=h
ki ∈ S for some j = h; : : : ; r − 1
}
:
Note that  k does not depend on m1, and if m1¿ 2c− 1 then it equals to the number
of integers in the interval [0; m1] which are not in A[m1] but belong to A[mi] for
some i¿ 2. On the other hand, if m1¿ c then the number #hk counts the elements of
A[m1; : : : ; mr] which are in the interval [mh + 1; mh+1]. Thus, if m1¿m¿ 2c − 1 we
check that
[m1; : : : ; mr] = [m1] +  k +
r−1∑
h=1
#hk (1)
and therefore, since neither [m1] depends on k nor  k +
∑r−1
h=1 #
h
k depends on m1, in
order to obtain the generalized Feng–Rao distance it su<ces to compute independently
the minimum of both quantities, and thus we get
rFR(m) = m+ 1− 2g+ E(S; r);
where E(S; r) := min{ k +
∑r−1
h=1 #
h
k | ki ¿ 0 ∀i}.
Denition 4. For r¿ 2, the constant Er = E(S; r), is called the rth Feng–Rao number
of the semigroup S.
By de5nition we have that r − 16E(S; r)6 r + g− 1, and hence E(S; r) = r − 1 if
g= 0. If g¿ 0 we have E(S; r)¿ r, and thus E(S; r) = r if g= 1. On the other hand,
for a 5xed S the function E(S; r) is non-decreasing in r, because of Theorem 3 and
the fact that rFR(m) is non-decreasing in r for a 5xed m. A more precise bound is
given in the following proposition.
Proposition 5. Let S be a semigroup of genus g¿ 0, and let r¿ 2. Then
r6E(S; r)6 r:
If, furthermore, r¿ c then E(S; r) = r = r + g− 1.
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Proof. For the 5rst statement it su<ces to show the right-hand inequality. Let us
note that A[m] ⊆ A[m + p] for all pole orders p∈ S. If m¿ c, then all the numbers
m + r − i are pole orders, i = 1; : : : ; r, hence A[m + r − i] ⊆ A[m + r] and
consequently A[m+r−1; : : : ; m+r−r] ⊆ A[m+r]. Then, if m¿ c, by de5nition
we have rFR(m)6 [m+ r]. But [m+ r] =m+ r +1− 2g when m+ r¿ 2c− 1.
Thus,
rFR(m) = m+ 1− 2g+ Er6m+ r + 1− 2g
for m¿ 2c − 1, hence Er6 r .
If furthermore r¿ c, then  k = g for all possible k, and hence
E(S; r) = g+min
{
r−1∑
h=1
#hk | ki ¿ 0 ∀i
}
= r + g− 1
since this last minimum is achieved for k1 = · · ·= kr−1 = 1.
Remark 6. (1) The fact that E(S; r) = r = r + g− 1 for r¿ c, shows that for large r
the number E(S; r) only depends on the number of gaps, and not on their distribution.
(2) The constant E(S; r) can always be computed in a 5nite process. In fact, from the
fact that A[m] ⊆ A[m+p] for all pole orders p∈ S, it su<ces to consider 16 ki6 2,
what requires to compute a minimum of a set with r−12 elements, and one does not
usually take r too large (in coding theory it su<ces to consider r6 k, where k is the
dimension of the code; on the other hand r6 c because of Proposition 5). For the case
r=2 the formula becomes much simpler, namely E(S; 2) := min{ k +#k | 16 k6 2},
where  k
:= #{! ∈ S | !+k ∈ S} and #k := #S∩ [0; k−1]. Then, since #k=1 for k6 2,
we can write
E(S; 2) = 1 + min{ k | 16 k6 2}:
This formula is easy to compute in concrete examples with the aid of Ap-ery systems
of generators, as we will show in the next section. In general, for r ¿ 2 one could
know such number from computing a suitable value of rFR(m). For instance, E(S; r)=
rFR(2c − 1) + 2g − 2c. In this way, if moreover S is symmetric then Er = rFR(2g −
1 + e0)− e0, according to Theorem 9 below.
(3) Although the bound E(S; r)6 r seems to be good, and it is sharp in many
cases, it is not an equality in general, as we show in the following examples.
Example 7. (1) A semigroup S is said to be elliptic if S = 〈2; 3〉 and hyperelliptic if
S= 〈2; b〉 for some odd integer b. If S is elliptic or hyperelliptic, it is easy to compute
that E(S; 2) = 2 = 2 (that is, 2FR(m) = m + 3 − 2g for m¿ 2c − 1), hence we get
equality in the bound E(S; r)6 r for r = 2.
(2) Let S={0; 6; 12; 13; 14; : : :} and r=2. A simple computation shows that E(S; 2)=
3¡2 = 6.
We will show that the formula given in Theorem 3 is a lower bound for the
generalized Feng–Rao distance from m = c, similarly to the case of the Feng–Rao
distance.
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Theorem 8. Let S be a semigroup with genus g and conductor c, and let r¿ 2. Then,
for m¿ c we have
rFR(m)¿m+ 1− 2g+ E(S; r):
Proof. If c6m6 2c − 1, one has to replace  k in Eq. (1) by (1)′:
 ′k ≡  ′k(m1) := #
{
p∈ S |m1 − p ∈ S but m1 − p+
j∑
i=1
ki ∈ S for some
j = 1; : : : ; r − 1
}
(depending also on m1). On the other hand, since m1¿ c, one has [m1]=m1+1−2g+
D(m1), where D(m1)
:= #{(%; &)∈N2 | %; & ∈ S with % + & = m1}. Obviously  ′k6  k,
but if there is an element contributing to  k and not to  ′k then it corresponds to a pair
of gaps in D(m1), and thus D(m1) +  ′k¿  k. As a consequence
[m1; : : : ; mr] =m1 + 1− 2g+ D(m1) +  ′k +
r−1∑
h=1
#hk¿m1 + 1− 2g+  k
+
r−1∑
h=1
#hk
and the theorem follows immediately from the de5nitions.
We now study the case of symmetric semigroups. In this case, the conductor is c=2g
and every m in the interval [c; 2c− 2] = [2g; 4g− 2] can be written as m= 2g− 1 + e
with e¿ 0, so that e∈ S if and only if D(m) = 0, i.e., FR(m) = [m] = m + 1 − 2g
(see [3]). Hence, for those values the usual Feng–Rao distance equals to the Goppa
distance. This can be generalized to the general case as follows.
Theorem 9. Let S be a symmetric semigroup of genus g, and let r¿ 2. Let m =
2g− 1 + e with e∈ S and e¿ 0. Then one has
rFR(m) = m+ 1− 2g+ Er:
Proof. Let k0 any vector with r − 1 non-zero components where the minimum Er is
achieved. For m1 =m one obviously has  k=  ′k for any vector k, where  k and  
′
k are
de5ned above. Then, take m1¡ · · ·¡mr corresponding to m and k0, that is m1 = m
and k0 = (m2 − m1; : : : ; mr − mr−1). We have
[m1; : : : ; mr] = m+ 1− 2g+ D(m) +  k0 +
r−1∑
h=1
#hk0 = m+ 1− 2g+ Er
since D(m) = 0 for such an m, and the theorem follows from the de5nitions and
Theorem 8.
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Remark 10. We could try to mimic now the results of [3,13] for symmetric semigroups
in order to 5nd an interval (m0;∞) where the formula
rFR(m) = min{∈ S | ¿m+ 1− 2g+ Er}
is satis5ed when r ¿ 1. Following the techniques of [3], what we can say in principle
is that
rFR(m) = min({[m1; : : : ; r] |m1¡m′} ∪ {m′ + 1− 2g+ Er})
m′ being the minimum element in S of the form m′ = 2g − 1 + e′ with 0 = e′ ∈ S.
Unfortunately, the condition
[m1]¿ [m′] for all m6m1¡m′;
which is imposed in [3] to obtain a formula for m0 when r = 1, is still necessary for
r ¿ 1 (since otherwise [m1]¡[m′] for some m1 and by using Eq. (1)′ one would
have [m1; : : : ; mr]¡m′ + 1 − 2g + Er for a suitable choice of k) but not su<cient.
Then we cannot easily characterize the situation when such a formula is satis5ed for
an element m in a symmetric semigroup, and this still remains as an open problem for
a general r.
4. Computing the second Feng–Rao number
Recall that for r=2 we have E(S; 2)=1+min{ k | 16 k6 2}. In order to compute
this minimum, we shall use the theory of Ap-ery generators and relations (see [1,3]).
Denition 11. Let S ⊆ N be a numerical semigroup and let e∈ S non-zero. The
Apery set of S related to e is the set {a0; a1; : : : ; ae−1}, where ai := min{m∈ S |m ≡
i (mod e)}, 06 i6 e − 1.
Notice that a0=0, and hence it does not give any essential information about S. The
indices i can be identi5ed to the corresponding elements in Z(e) = Z=eZ. Obviously,
we have a disjoint union
S =
e−1⋃
i=0
(ai + eN)
and therefore the set {a1; : : : ; ae−1; e} is a generator system for the semigroup S, which
is called the Apery (generator) system of S related to e.
Let i; j∈Z(e) and consider i + j∈Ze; then ai + aj = ai+j + %i; je, with %i; j¿ 0, by
de5nition of the Ap-ery set. The numbers %i; j are called Apery relations.
With these notations, every m∈Z can be written in an unique way as m= ai + le,
with i∈Ze and l∈Z. Then m∈ S if and only if l¿ 0. Thus, we can associate to any
integer m two Apery coordinates (i; l)∈Ze×Z, where the second one is non-negative
just in the particular case when m∈ S.
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Moreover, the gaps of S can be described in terms of the Ap-ery system as follows:
a positive integer & is a gap of S if and only if it can be written in the form &=aj−!e
for some j = 0 and !¿ 0. More precisely, we de5ne the numbers qj by
aj = j + qje
for 0¡j¡e − 1. Then the genus of S can be computed as g= q1 + · · ·+ qe−1, and
the set of gaps is {aj − !e | qj ¿ 0 and 16 !6 qj}. Note that qj ¿ 0 is always true
for j = 0 when e =min(S \ {0}). In this way, we can prove the following
Proposition 12. With the above notations, let k=ai+le a positive integer with Apery
coordinates (i; l) be given. Then we have
 k =
∑
qj¿0
min{qj; (l+ %i; j)+}
where (l+ %i; j)+
:= max{l+ %i; j ; 0}.
Proof. Let &=aj−!e be a gap. Since &+ k=ai+aj+(l−!)e=ai+j+(%i; j+ l−!)e,
the condition & + k ∈ S is equivalent to !6 l + %i; j. In order to count the number of
gaps & such that the 5rst Ap-ery coordinate equals to j and & + k ∈ S, we 5rst note
that if l+ %i; j ¡ 0 there exist no such a gap, since one must have !¿ 0. On the other
hand !6 qj , and thus the searched number is just min{qj; (l+%i; j)+}, what yields the
proposition by summing up in all the possible Ap-ery coordinates.
In fact, since we are only interested in the numbers  k for k = 1; : : : ; 2, from the
above proposition we obtain the following
Corollary 13. With the above notations, consider the Apery system of S related to
e = 2. Then, for k = 1; : : : ; 2 − 1 we have
 k =
∑
qj¿0
min{qj; (%k;j − qk)+}
and  2 =
∑
qj¿0 min{qj; 1}. In this way, one can compute E(S; 2) as
E(S; 2) = 1 + min{ 1; : : : ;  2}:
Proof. If e=2, it su<ces to note that for k=1; : : : ; 2−1, one has i=k and l=−qk ,
and for k = 2 one has i = 0 and l= 1. Thus, the corollary follows from Proposition
12 and the fact that %0; j = 0 for all j.
Example 14. Let us see how this formula works with a concrete example. Consider
the semigroup S=〈8; 10; 12; 13〉. It is telescopic (up to a permutation of the generators)
and has genus g= 14 (see [13]). Take e = 2 = 8 and the Ap-ery elements
a1 = 25; a2 = 10; a3 = 35; a4 = 12; a5 = 13; a6 = 22; a7 = 23
(they can be derived from the telescopic structure, see [3]). Thus
q1 = 3; q2 = 1; q3 = 4; q4 = 1; q5 = 1; q6 = 2; q7 = 2:
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On the other hand, the non-zero Ap-ery relations are the following:
%1;1 = 5; %1;3 = 6; %1;4 = 3; %1;5 = 2; %1;6 = 3; %1;7 = 6;
%2;2 = 1; %2;3 = 4; %2;6 = 4; %2;7 = 1; %3;3 = 6; %3;4 = 3;
%3;5 = 6; %3;6 = 4; %3;7 = 6; %4;4 = 3; %4;6 = 3; %5;5 = 2;
%5;7 = 3; %6;6 = 4; %6;7 = 4; %7;7 = 3:
Now, we obtain the following values for  k , k = 1; : : : ; 8:
7 5 7 7 8 9 11 7
and hence the minimum is reached for k = 2, that is E(S; 2) = 6.
Remark 15. In practical experiments with the computer algebra system Singular [7],
the formula given by Corollary 13 is shown to be much more e<cient (for large
semigroups) than just computing the second Feng–Rao distance of a su<ciently large
m in the semigroup and deducing the constant E(S; 2). As a comparison, if S= 〈9; 13〉,
then Corollary 13 takes E = 9 in less than 1 s, whereas computing the Feng–Rao
distance for m= 104 (the minimum element which can be taken to apply Theorem 9)
by using the de5nition took us about 30 s.
In the sequel, we shall use a new characterization of E(S; 2) to obtain some more
results on the second Feng–Rao number of S. In fact, for a positive integer k, let us
consider the set
Sk = {∈ S | − k ∈ S}:
Obviously, #Sk= k+1, hence E(S; 2)=min{#Sk | 16 k6 2}. The following de5nition
is due to Pellikaan [15].
Denition 16. A set D= {a+ 1; : : : ; a+ t} of t consecutive integers is called a desert
of S if it veri5es the two conditions
(a) D ∩ S = ∅;
(b) a∈ S and a+ t + 1∈ S.
Negative integers −N are also considered as the 5rst desert of S. The set of deserts
of S is denoted by Des(S).
Let us observe that #S1 = #Des(S), hence we have the bound E(S; 2)6 #Des(S). In
some cases the above inequality is in fact an equality.
Example 17. (1) A semigroup S is said to be hermitian-like if S = 〈a; a + 1〉 for
some integer (not necessarily a prime power) a. A simple computation shows that
for hermitian-like semigroups and 16 r6 2 we have #Sk = k(a− k + 1), and hence
min{#Sk | 16 k6 2}= #Des(S) = a.
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(2) For some telescopic semigroups the result is true. For example, if S = 〈5; 6; 9〉,
a simple computation gives #S1 = 4, #S2 = 6, #S3 = 6, #S4 = 6, and #S5 = 5; thus
min{#Sk | 16 k6 2}= #S1 = #Des(S) = 4
and hence E(S; 2) = #Des(S). In some other cases, the equality does not hold. For
example, if S = 〈5; 9〉, we have #S1 = 8 and #S5 = 5 (see also Example 14).
For the semigroups shown in the above example, the computation of E(S; 2) has been
simple. However, in the general case, the computation of min{#Sk | 16 k6 2} seems
to be very di<cult. In what follows we shall oAer some more results on this problem.
In particular, we are able to compute this minimum for all semigroups generated by
two elements.
Proposition 18. Let S be a semigroup of genus g.
1. If 16 k6 2 then k6 #Sk6 g+ 1.
2. If k ∈ S, then #Sk = k.
Proof. Every coset in Z=kZ has a representative in S. Take the 5rst one in each
coset (that is, the ‘Apery set’ related to k, but note that we do not impose now
k ∈ S). All these elements are in Sk , and hence #Sk¿ #(Z=kZ) = k. If k ∈ S this 5rst
representative is also the only representative in Sk , and then #Sk=k. If we now assume
that 16 k6 2, let us note that − k ∈ S implies that either − k ¡ 0 or − k is a
gap. Since there are exactly g gaps in S, we obtain the inequality #Sk6 g+ 1.
Let us study now the case of semigroups S generated by two elements, S = 〈a; b〉
with a¡b and gcd(a; b) = 1 (otherwise the semigroup does not have 5nite genus).
The cases a = 2 and b = a + 1 are already studied in Examples 7 and 17, hence we
can assume 2¡a¡b− 1.
Lemma 19. Let S=〈a; b〉 as above, and let m; k ∈N such that 16 k6 a and ma¡lg.
Then
[ma; (m+ 1)a) ∩ Sk = ∅:
Proof. If m=0 the result is clear. For m¿ 0, let d=gcd(a; k). We shall consider two
cases according to whether the numbers a; k are relatively primes or not.
Case 1: d=1. This implies that the integers 0;−k;−2k; : : : ;−(a−1)k are all diAerent
modulo a. Let us assume that [ma; (m + 1)a) ∩ Sk = ∅. Then, since ma∈ S one has
that also ma − k ∈ S, and thus ma − k + a∈ S ∩ [ma; (m + 1)a). Again by hypothesis
it follows that ma− 2k + a∈ S, and now we have two possibilities: either ma− 2k +
a∈ [ma; (m+1)a) or ma−2k+a¡ma. In the 5rst case we continue with ma−3k+a,
and in the second case we continue with 5rst ma − 2k + 2a and afterwards with
ma− 3k + 2a, obtaining anyway an element in [ma; (m+ 1)a) ∩ S which is congruent
with −3k modulo a. In this way, by iterating the procedure we obtain a diAerent
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elements in [ma; (m + 1)a) ∩ S, and hence [ma; (m + 1)a) ⊆ S. Thus, one concludes
that {n∈N | n¿ma} ⊆ S, contradicting the fact that ma¡lg.
Case 2: d¿ 1. If [ma; (m+1)a)∩Sk=∅, a similar reasoning as in Case 1 shows that
[ma; (m+1)a)∩S is the union of sets formed by all the representatives in [ma; (m+1)a)S
of some classes modulo d. These classes include, at least, 0 (mod d) (because ma∈ S)
and b (mod d) (because gcd(d; b) = 1, hence a (mod d) = b (mod d)). Since [ma; (m+
1)a)∩S={b (mod a); 2b (mod a); : : : ; tb (mod a)} for some t, and since gcd(d; b)=1, if
all representatives of b (mod d) are in [ma; (m+1)a)∩S, then [ma; (m+1)a)∩S contains
some representatives (hence all possible representatives) of every class (mod d). Thus,
as in the former case, we conclude that [ma; (m+1)a) ⊆ S, contradicting ma¡lg.
Lemma 20. Let a; b be as above. Then (a− 1)a¡lg.
Proof. Write b= a+ %, with %¿ 2. Then (a− 1)(%− 1)¿ 1 and we have
a(a− 1)6 a(a+ %)− a− (a+ %) = lg:
Theorem 21. Let S = 〈a; b〉 with 1¡a¡b and gcd(a; b) = 1. Then
E(S; 2) = min{#Sk | 16 k6 a}= #Sa = a:
Hence, for m¿ c one has 2FR(m)¿m + 1 − 2g + a, and the equality holds for
m¿ 2c − 1.
Proof. It su<ces to show that #Sk¿ #Sa for all k; 16 k6 a. If b=a+1 this is already
known. If b¿a+ 1, and 16 k ¡a, according to Lemma 20, we have (a− 1)a¡lg,
hence, according to Lemma 20, #Sk¿ a and the theorem is proved.
Remark 22. (1) A natural question for semigroups generated by two elements is
whether the formula
2FR(m) = min{∈ S | ¿m+ 1− 2g+ E2} (2)
is true for m¿ 2g or not, generalizing the results of [13]. Unfortunately, it is not very
di<cult to 5nd a counterexample for that. In fact, for S = 〈3; 4〉 with genus g = 3, if
one takes m=7 one has that m+1−2g+E2 =5, and thus the minimum element ∈ S
with ¿ 5 is = 6. But the true Feng–Rao distance is actually 2FR(7) = [7; 8] = 5.
(2) However, it is easy to check that formula (2) is true in the range m¿ 2g for the
case of elliptic and hyperelliptic semigroups (see Example 7). In fact, if S= 〈2; c+1〉,
c being the conductor, it su<ces to prove the formula for m= c+ ! with ! even and
!6 c− 2. Now by using Remarks 6 and 10, one must just check the minimum of the
values
[m;m+ 1] = [m;m+ 2] =
m
2
+ 2 and 2FR(m+ 1) = !+ 4
(this last equality is obtained by Theorem 9, since E2 = 2). We 5rst consider the case
!6 c − 4. In this case one has c¿ !+ 4 and hence
m
2
+ 2¿ !+ 4
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but ! + 4 is just the result of evaluating formula (2). For the case ! = c − 2 one has
2 + m=2 = !+ 3 = c + 1∈ S, and formula (2) is also satis5ed.
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