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Abstract
The quality of machine translation (MT) has been significantly improved by using sta-
tistical approaches. The integration of syntactic knowledge into a statistical MT system
is still an open problem. This talk investigates the application of syntactic knowledge of
the source language to the phrase-based MT system for translating Chinese into English.
In this thesis, particular issues have been addressed: the syntactic units (part-of-speech
tags, chunks and trees) reordering of the source sentences; the treatment and analysis of
unaligned words in the word alignment from the source side language and the consistent
bilingual categorization in the pre-processing.
In general the word order of a source language differs from that of the target language.
The word reordering, especially the long-distance reordering, is a hard task in statistical
machine translation. In order to tackle the reordering problem, this work investigates
methods of reducing the number of units to be reordered by forming word groups. Syn-
tactically relevant words are first clustered into syntactic phrases, which are then further
reordered. In this work the reordering is modeled using different units such as part-of-
speech (POS) tags, syntactic chunks, and trees. These labeled units are reordered using
corresponding reordering rules, which are either learned automatically from training data
(POS, chunks) or defined manually (trees). The experiments have been carried out on
variant corpora sizes and shown that the chunk-based reordering works better than the
POS-based method. The tree-based reordering works best on longer sentences. Although
the experiments have been performed on Chinese-English translation, the chunk-based
reordering is also suitable for other languages which have no good quality tree parser. In
addition, our approaches have provided multiple reorderings for the translation system
rather than only one reordering, in order to avoid translation errors from false reorderings.
Another aspect of this thesis is the analysis of unaligned words. Sometimes a word in the
source language has no corresponding translation in the target language, which brings
about unaligned words in the word alignment. This work argues that these unaligned
words cause translation errors such as word deletions and word insertions. To test this
hypothesis, the most frequently unaligned words in the source language are completely
deleted (hard deletion) or conditionally deleted (soft deletion). Both approaches result in
an improvement in the translation quality.
In the pre-processing step of the phrase-based statistical translation system, some words
such as dates and numbers are categorized in order to reduce the translation vocabulary.
The category rules have been built manually for the source and target languages, respec-
tively. In this way, the modification of the category rules can be very time-consuming and
translation output is hard to predict. We have developed a semi-automatic approach to
derive the Chinese category rules from the English categories via word alignment. With
this approach, a change of the rules only needs to be manually introduced on the English
side, and the Chinese rules can be learned automatically. Moreover, this approach makes
it easier to adapt the category rules to new domain and new data.
The experiments have been carried out on variant sizes of the Chinese-English translation
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tasks. The results have been compared to the strong baseline of a state-of-the-art phrase-
based translation system. The systems with the reordering methods have been successfully
applied to the GALE, NIST and IWSLT evaluations.
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Kurzfassung
Dank statistischer Lo¨sungsansa¨tze konnte die Qualita¨t maschineller Sprachu¨bersetzung in
den letzten Jahren eine starke Verbesserung erfahren. Gleichzeitig wurden einige Prob-
leme wie abweichende Wortstellungen in Quell- und Zielsprache oder die Mehrdeutigkeit
von U¨bersetzungen fortschreitend weiter erforscht.
Das Ziel dieser Arbeit ist die Verbesserung von phrasenbasierten statistischen maschinellen
U¨bersetzungssystemen durch Anwendung syntaktischer Informationen der Quellsprache.
Diese Arbeit umfasst folgende Themengebiete: Syntaktische Einheiten (Klassifizierung
von Wortkategorien, Segmentierung und Wortstammzuordnung), Umordnungen des
Quellsatzes, Behandlung und Analyse nicht zugeordneter Wo¨rter sowie die konsistente
zweisprachige Kategorisierung in der Vorverarbeitung.
Besonders die Umsortierung von Wo¨rtern u¨ber mehrere Positionen (long-distance reorder-
ing) stellt eine große Herausforderung in der statistischen maschinellen U¨bersetzung dar.
Zur Angleichung des Quellsatzes an den Zielsatz nahmen wir Umordnungen von syntak-
tischen Einheiten vor und untersuchten dabei unterschiedliche Ansa¨tze wie Wortkate-
gorien, Wortsegmente und Wortsta¨mme. Wir fu¨hrten unsere Experimente auf Kor-
pora unterschiedlicher Gro¨ße durch und zeigten, dass die Umordnung von Wortseg-
menten erfolgreicher als die Umordnung von Worteinheiten ist. Fu¨r lange Sa¨tze hinge-
gen liefert die Umordnung von Wortsta¨mmen die besten Resultate. Gleichzeitig halfen
die zahlreichen durch die Untersuchungen bereitgestellten Wortumstellungen im weiteren
U¨bersetzungsprozess bei der Behandlung fehlerhafter Wortanordnungen. Auch wenn un-
sere Experimente fu¨r die Chinesisch-Englische U¨bersetzung durchgefu¨hrt wurden, sind die
Ergebnisse leicht auf andere Sprachpaare u¨bertragbar.
Bei der Anordnung der Wo¨rter treten im U¨bersetzungsprozess immer wieder nicht-
zugewiesene Wo¨rter auf. Dieses Pha¨nomen wird im Allgemeinen mit den Unter-
schieden der Quell- und Zielsprache erkla¨rt. Wir konnten zeigen, dass einige fehlerhaft
gelo¨schte oder neu hinzugefu¨gte Wo¨rter in der U¨bersetzungshypothese auf diese nicht-
zugeordneten Wo¨rte zuru¨ckzufu¨hren sind. Wir stellen zwei einfache Modelle zur Be-
handlung der am ha¨ufigsten nicht zugeordneten Wo¨rter der Quellsprache vor. Durch die
Entfernung synsemantischer Wo¨rter (Funktionswo¨rter) aus dem Quellsatz konnten die
U¨bersetzungsergebnisse weiter verbessert werden.
In der Vorverarbeitung des phrasenbasierten statistischen U¨bersetzungssystems wer-
den Wo¨rter wie Datumsangaben oder Zahlen kategorisiert, um den Umfang des
U¨bersetzungsvokabulars zu reduzieren. Die Klassifizierungsregeln werden dabei jeweils
fu¨r die Quell- bzw. Zielsprache manuell erstellt. Dieses Vorgehen macht die A¨nderung
und Anpassung der Regeln sehr zeitaufwa¨ndig und fu¨hrt oft zu unvorhergesehenen
U¨bersetzungen. Wir entwickelten einen halbautomatischen Ansatz zur Ableitung der
chinesischen Klassifizierungsregeln anhand der Wortzuweisungen der englischen Klassi-
fizierungen. Mit dieser Methode ist eine manuelle A¨nderung der Regeln nur fu¨r die
englische Seite erforderlich und die chinesischen Regeln ko¨nnen automatisch hergeleitet
werden. Dieses Vorgehen fu¨hrt auch zu einer leichteren Adaption der Klassifizierungen
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an gea¨nderte Themengebiete und neue Trainingsdaten.
Unsere Experimente wurden auf Chinesisch-Englischen U¨bersetzungsaufgaben unter-
schiedlicher Gro¨ße durchgefu¨hrt. Die Resultate wurden mit einen phrasenbasierten
U¨bersetzungssystem auf dem neuesten Stand der Technik verglichen. Das System, welches
die Methoden zu Umordnung der Wo¨rter verwendet, wurde erfolgreich fu¨r die GALE,
NIST und IWSLT Evaluierungen eingesetzt.
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1 Introduction
1.1 Machine translation
Machine translation, sometimes referred to by the abbreviation MT, is defined as the use
of a computer software to translate text or speech from one language to another. In the
late 20th century machine translation has become a reality [Hutchins 95]. Though the
current computer programs are not capable of generating perfect translations as a human
translator can do, nor translations of literary texts like poetry, but they are capable
of generating useful translations for materials that use very consistent terminology and
writing styles. The application of machine translation includes: translation of technical
documents such as manuals and patents; translation of simple dialog in a specific domain,
e.g. translation services in a travel domain to assist tourists in visiting foreign countries;
computer-assisted translation (CAT), which supports human translators to translate text
and facilitate the translation process; translation of newswire and broadcast; translation
of documents in official languages as in the European Union and in the United Nations
into the languages of all member countries. Beside the text translation, MT has also
developed to translate spoken language by coupling with automatic speech recognition
(ASR) technology.
With the growing demand in the World Wide Web (WWW), MT is getting more impor-
tant in the modern world to help people to obtain information from web sites in other
languages. For the large amount of data, MT is a key technology to help people cross the
language barrier.
Historically a number of different approaches have been taken to tackle the problem of
MT. Generally, these approaches fall into one of the following three categories according
to the level of linguistic analysis that is performed.
• Direct machine translation, which is the oldest approach to MT. A direct trans-
lation system is to generate a sequence of target language words by directly replacing
words from the words of the source language. The translation is based on large dic-
tionaries and word-by-word translation with some simple grammatical adjustments
e.g. on word order and morphology. A direct translation system is designed for a
specific source and target language pair. The translation unit of the approach is usu-
ally a word. A problem with the direct translation systems is selection of the correct
target language words for source language words due to the lexical ambiguity.
• Transfer based machine translation has the intent to generate syntactic target
language text by transforming source language representations into target language
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representations. It divides the translation process into stages. The first stage con-
verts source texts into abstract representations; the second stage converts these into
equivalent target language-oriented representations; and the third stage generates
the final target language texts. Transfer based systems are able to resolve certain
lexical ambiguities since the syntactic analysis can usually help to determine the
lexical category.
• Interlingua based machine translation, which supposes that there is a language
independent representation, interlingua, from which translations can be generated
to different target languages. The interlingua approach assumes that it is possi-
ble to convert source texts into representations, which are common to more than
one language. From such interlingual representations texts are generated into other
languages. Thus, translation works out in two stages: from the source language to
the interlingua and from interlingua to the target language. To generate acceptable
translations, the feasibility of specifying an interlingua that is adequate for all lan-
guages and the deep semantic analysis are generally required by interlingua-based
systems. The performance of deep semantic analysis depends on the representa-
tion and processing of large amounts of world knowledge which consumes extensive
efforts in the broader field of artificial intelligence [Dorr & Jordan+ 99].
Figure 1.1 is a pyramid showing comparative depths of intermediary representation, which
visualizes the three levels: interlingual-based translation at the peak, followed by transfer-
based, then direct translation at the bottom.
transfer
direct translation
interlingua
source
text
target
text
generationanalysis
Figure 1.1: The machine translation pyramid.
The machine translation starts in the 1950s. This field flourished with the methods rooted
in linguistic principles. In 1966 ALPAC report found that the research in the past years
had failed to fulfill the expectations and more efforts have been reduced in this field.
In the 1980’s and early 1990’s a new trend of machine translation has raised. These
recent approaches to machine translations are towards the rule-based approach and the
data-driven approach.
• The rule-based approach. In this approach, human experts specify a set of rules
which describe the translation process. Obviously, this involves a linguistic analysis
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of the source text, e.g. with morphological tools and parsers. To capture the
phenomena of natural language, a large number of rules is needed. This approach is
expensive to build and difficult to maintain and does not scale up well to a general
system.
• The data-driven approach. The rule-based approach has been dominant since
around 1970. Beginning in the mid-1990s, the data-driven approach has become
increasingly popular. The data-driven approach uses bilingual and monolingual
corpora as main knowledge source. The main advantage of the approach is that
it can learn the translations of terminology and stylistic phrases from corpora or
previously translated materials. The data-driven approach can further distinguish
between the example-based machine translation (EBMT) and statistical machine
translation (SMT). The idea of EBMT is to translate by analogy. It can be seen as
an implementation of the case-based reasoning approach of machine learning. SMT
views the translation task as a decision problem: given a source language sentence,
we decide for the target language sentence that is the most probable translation.
The Bayes decision rule is used to formulate the theoretical basis for SMT. In
recent years, SMT has achieved remarkable success and has outperformed rule-
based systems. Furthermore, SMT also has been proved easier and less expensive
to extend. The system can be taught new languages and domains if it is given a
large corpus or samples of human-translated texts.
The SMT approach is actually dominating academic MT research and has received grow-
ing interest since it has appeared in the end of the last century [Brown & Cocke+ 88,
Brown & Cocke+ 90, Brown & Della Pietra+ 93a]. It has not only proved competitive
or superior to other approaches in various comparative evaluations, but also gained
a share of the commercial MT market. Although, the core technology of SMT is
not tailored to any specific pair of languages, knowledge from source and target lan-
guage are useful to improve SMT systems. The knowledge of target languages is rep-
resented well in language models. Many works have proved that language models are
very helpful for SMT systems [Charniak & Knight+ 03, Zhang 08, Schwenk & Koehn 08,
Graham & van Genabith 10].
The purpose of the work in this thesis is to make use of knowledge from the source side
language to help the SMT systems. Thus, the information implied in the source sentences
can be used to reduce the translation ambiguity and provide hints for word reordering.
The thesis consists of the following work in detail:
• Syntactic re-ordering on the source side language.
• Unaligned word analysis and unaligned word models on the source side language.
• Bilingual pre-processing and categorization.
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1.2 Statistical machine translation
In this section, we will introduce the core ideas and the main concepts of SMT. As the
work of the thesis is applied in the framework of phrase-based translation system, we put
the emphasis on phrase-based translation (PBT). A good general survey on statistical
machine translation is given by [Lopez 07].
1.2.1 Decision criterion
In statistical machine translation, we are given a source language sentence fJ1 =
f1 . . . fj . . . fJ , which is to be translated into a target language sentence e
I
1 = e1 . . . ei . . . eI .
Among all possible target language sentences, we will choose the sentence with the highest
probability:
eˆIˆ1 = argmax
I,eI1
{
Pr(eI1|fJ1 )
}
(1.1)
= argmax
I,eI1
{
Pr(eI1) · Pr(fJ1 |eI1)
}
(1.2)
This decomposition into two knowledge sources is known as the source-channel approach
in statistical machine translation [Brown & Cocke+ 90]. It allows an independent mod-
eling of the target language model Pr(eI1) and the translation model Pr(f
J
1 |eI1). The
target language model describes the well-formedness of the target language sentence. The
translation model links the source language sentence to the target language sentence. The
argmax operation denotes the search problem i.e. the generation of the output sentence
in the target language.
1.2.2 Direct translation model
A generalization of the classical source-channel approach is the direct modeling of the
posterior probability Pr(eI1|fJ1 ). Using a maximum entropy framework [Och & Ney 02],
we obtain:
Pr(eI1|fJ1 ) =
exp
(∑M
m=1 λmhm(e
I
1, f
J
1 )
)
∑
I′,e′I′1
exp
(∑M
m=1 λmhm(e
′I′
1 , f
J
1 )
) (1.3)
Here, hm(e
I
1, f
J
1 ) are sub-models which are weighted with scaling factors λm. The denom-
inator represents a normalization factor that depends only on the source sentence fJ1 .
Therefore, we can omit it during the search process. As a decision rule, we obtain:
4
1.2 Statistical machine translation
eˆIˆ1 = argmax
I,eI1
{
Pr(eI1|fJ1 )
}
(1.4)
= argmax
I,eI1

exp
(∑M
m=1 λmhm(e
I
1, f
J
1 )
)
∑
I′,e′I′1
exp
(∑M
m=1 λmhm(e
′I′
1 , f
J
1 )
)
 (1.5)
= argmax
I,eI1
{
M∑
m=1
λmhm(e
I
1, f
J
1 )
}
(1.6)
The model has the advantage that additional models h(·) can be easily integrated into
the overall system. The model scaling factors λM1 are trained according to the maximum
entropy principle. Alternatively, one can train them with respect to the final translation
quality measured by an error criterion [Och 03].
An illustration of the architecture for the phrase-based direct translation model is shown
in Figure 1.2. It is a natural framework to integrate multiple models. The basic models
used in most SMT systems are phrase translation model, word-based translation model,
target language model, word and phrase penalty models and phrase distortion model.
hM(e
I
1, s
K
1 ; f
J
1 )
Preprocessing
Postprocessing
Global Search
Models
h1(e
I
1, s
K
1 ; f
J
1 )
hm(e
I
1, s
K
1 ; f
J
1 )
over all
maximize
eˆIˆ1
fJ1
eI1, s
K
1
M∑
m=1
λmhm(e
I
1, s
K
1 ; f
J
1 )
. .
 .
. .
 .
Target Language Text
Source Language Text
Figure 1.2: Illustration of the architecture for a phrase-based direct translation model.
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1.2.3 Phrase-based approach
The phrase-based translation is developed from the word-based translation which is avail-
able in GIZA++ toolkita. The toolkit provides the training program for IBM mod-
els [Brown & Della Pietra+ 93b] and HMM model [Vogel & Ney+ 96] to generate the word
alignments. The basic idea of phrase-based translation is to segment the given source sen-
tence into phrasesb, then to translate each phrase and finally compose the target sentence
from these phrase translations. Figure 1.3 is an example for these phrases [Zens 08]. The
source language sentence: “Wenn ich eine Uhrzeit vorschlagen darf?” is written along the
x-axis and the English target language sentence: “If I may suggest a time of day?” along
the y-axis. The phrase pairs are represented as boxes and the word alignment within the
phrases as black squares.
if
I
may
suggest
a
time
of
day
?
w
e
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n
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Figure 1.3: An example of phrase-based translation.
Formally, we define a segmentation of a given sentence pair (fJ1 , e
I
1) into K phrase pairs:
k → sk := (ik; bk, jk), for k = 1 . . . K. (1.7)
Here, ik denotes the end position of the k
th target phrase. The pair (bk, jk) denotes the
start and end positions of the source phrase that is aligned to the kth target phrase.
Phrases are defined as nonempty contiguous sequences of words. We constrain the seg-
mentation such that all words in the source and the target sentence are covered by exactly
one phrase. Thus, there are no gaps and there is no overlap.
ahttp://www-i6.informatik.rwth-aachen.de/Colleagues/och/software/GIZA++.html
bThe phrases here are not necessary phrases in the linguistic sense.
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For a given sentence pair (fJ1 , e
I
1) and a given segmentation s
K
1 , the bilingual phrases
(f˜k, e˜k) are defined as:
e˜k := eik−1+1 . . . eik (1.8)
f˜k := fbk . . . fjk (1.9)
Additionally, there is special treatment of the sentence start and sentence end. Figure 1.4
visualizes the phrase segmentation process.
i3
b2
j2
b1
j1
b3
j3
b4
j4 = J
i1
i2
0 = j0
0 = i0
I = i4
source positions
ta
rg
e
t
p
o
si
ti
o
n
s
Figure 1.4: Illustration of a phrase segmentation.
The segmentation sK1 is introduced as a hidden variable:
Pr(eI1|fJ1 ) =
∑
sK1
Pr(eI1, s
K
1 |fJ1 ) (1.10)
=
∑
sK1
exp
(∑M
m=1 λmhm(e
I
1, s
K
1 ; f
J
1 )
)
∑
e′I′1 ,s′
K′
1
exp
(∑M
m=1 λmhm(e
′I′
1 , s
′K′
1 ; f
J
1 )
) (1.11)
≈ max
sK1
exp
(∑M
m=1 λmhm(e
I
1, s
K
1 ; f
J
1 )
)
∑
e′I′1 ,s′
K′
1
exp
(∑M
m=1 λmhm(e
′I′
1 , s
′K′
1 ; f
J
1 )
) (1.12)
In theory, we should sum over all possible segmentation, but in practice, we use the
maximum approximation for the sum (Equation 1.12). Thus, we obtain the maximum a
posteriori (MAP) decision rule:
eˆIˆ1 = argmax
I,eI1
{
max
sK1
M∑
m=1
λmhm(e
I
1, s
K
1 ; f
J
1 )
}
(1.13)
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The models h(eI1, s
K
1 ; f
J
1 ) depend on the segmentation, i.e. the additional hidden variable
sK1 . The basic models h(e
I
1, s
K
1 ; f
J
1 ) include the following ones.
Phrase-based model
As shown in Equation 1.2, the phrase-based translation feature is the main component
of the translation system. The hypotheses are generated by concatenating target lan-
guage phrases. For the extracted phrase pairs (f˜ , e˜), we estimate the phrase translation
probabilities p(f˜ |e˜) by relative frequencies:
p(f˜ |e˜) = N(f˜ , e˜)
N(e˜)
(1.14)
Here, N(f˜ , e˜) is the number of co-occurrences of a phrase pair (f˜ , e˜) in the training data.
As in [Zens & Ney 04], we count all possible phrase pairs which are consistent with the
word alignment. N(e˜) is the number of occurrences of the target phrase e˜ in the training
data. Thus, the resulting feature function is:
hPhr =
K∑
k=1
log p(f˜k|e˜k) (1.15)
To obtain a more symmetric model, we use the phrase-based model in both directions
p(f˜ |e˜) and p(e˜|f˜). The inverse feature function is:
hiPhr =
K∑
k=1
log p(e˜k|f˜k) (1.16)
Word-based lexicon model
When we estimate the phrase translation probabilities with relative frequencies as in
Equation 1.14, most of the longer phrases occur only a few times or even only once in
the training data. Therefore, pure relative frequencies overestimate the probability of
these phrases. To overcome the problem, we use word-based lexicon models to smooth
the phrase translation probabilities. The word-based lexicon is used to compute a score
of a phrase pair similar to the IBM model 1 [Brown & Della Pietra+ 93b]. But here, the
summation is carried out only within a phrase pair and not over the whole target sentence.
For the standard direction, the form is:
hlex(f
J
1 , e
I
i , s
K
1 ) = log
K∏
k=1
jk∏
j=bk
ik∑
i=ik−1+1
p(fj|ei) (1.17)
The word translation probabilities p(f |e) are estimated as relative frequencies from the
word-aligned bilingual training data. This model is also used in both directions p(f |e)
and p(e|f). The inverse model p(e|f) is defined in a similar way.
Target language model
A standard n-gram language model (LM) is an important feature, which is trained on
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monolingual training data. The purpose of the language model feature is to ensure the
well-formedness of the target sentence. We use the SRILM toolkit library [Stolcke 02].
Smoothing is done using modified Kneser-Ney discounting [Kneser & Ney 95, Chen 98].
hlm(f
J
1 , e
I
i , s
K
1 ) = log
I+1∏
i=1
p(ei|ei−1i−n+1) (1.18)
The language model feature includes a probability of the end of a sentence, which is the
(I + 1)th term in the sum, where eI+1 is defined as the sentence boundary marker.
Word and phrase penalty
We use two simple heuristics, namely word penalty and phrase penalty features:
hwp(f
J
1 , e
I
i , s
K
1 ) = I (1.19)
hpp(f
J
1 , e
I
i , s
K
1 ) = K (1.20)
Here, I is the word number and K is the phrase number of a target translation,
respectively. In practice, these models affect the average sentence and phrase lengths.
The model scaling factors can be adjusted to prefer longer sentences or fewer phrases.
Phrase distortion model
The most widely used reordering model in phrase-based translation is the distortion
penalty model [Al-Onaizan & Papineni 06]. It assigns costs based on the distance from
the end position of the previous phrase (jk−1) to the start position of the current phrase
(bk).
hDist(e
I
1, s
K
1 ; f
J
1 ) =
K+1∑
k=1
qDist(bk, jk−1) (1.21)
with
qDist(j, j
′) = |j − j′ + 1| (1.22)
To include the sentence boundary, we define j0 as the start of the first translated phrase,
bK+1 as the position “one after the sentence end”. The distortion penalty model assigns
costs of zero to a translation which is monotonic at the phrase level. The more phrases
are reordered and the bigger the jump distance is, the higher the distortion penalty.
This distortion model is often used together with a hard limit D on the jump distance.
When the jump distance exceeds the limit D, it assigns a very high penalty.
qDist(j, j
′) =
{ |j − j′ − 1| if |j − j′ − 1| < D
∞ else (1.23)
A lexicalized reordering model [Zens & Ney 06] is often combined with the distortion
penalty model, which can predict the orientation of the phrase in search.
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1.2.4 Search
1.2.4.1 Search for text input
The search of a translation system is to find the most probable translation for a given
input sentence. The search algorithm of the phrase-based translation system used in this
thesis is called source cardinality-synchronous search (SCSS).
During the search, the translation is generated phrase by phrase. To permit reordering,
the phrases are possibly not translated monotonically, but jump forth and back within
the source sentence. In order to keep track of the source positions which are translated,
a coverage set C ⊆ 1, ..., J is used to remember the already translated positions of a
partial hypothesis. The number of covered source positions in a coverage C is called
its cardinality c, i.e. c = |C|. The search algorithm extends hypotheses synchronously
with the cardinality c of the already translated source positions. Given a hypothesis with
cardinality c, the decoder selects a range of source positions bk, ..., jk for which there is no
overlap with the already translated positions, i.e. C ∩ {bk, ..., jk} = ∅. With each target
phrase translation of the source phrase at bk, ..., jk, the current hypothesis is extended.
This procedure is repeated until all source positions are covered.
The auxiliary quantity Q(C, e˜, j) for dynamic programming is defined as the maximum
score of a partial hypothesis leading from the initial state to the state (C, e˜, j). The
dynamic programming recursion equations are formulated as:
Q(∅, $, 0) = 0 (1.24)
Q(C, e˜, j) = max
j′′,j′:{j′,...,j}⊆C
e˜′,e˜′′:e˜′⊕e˜′′=e˜
{
Q(C \ {j′, ..., j}, e˜′, j′′) + qTM(e˜′′, j′, j)
+ qLM(e˜
′′|e˜′) + qDM(j′′, j′)
}
(1.25)
Qˆ = max
e˜,j
{
Q({1, ..., J}, e˜, j) + qLM($|e˜) + qDM(j, J + 1)
}
(1.26)
The pseudo-code for the non-monotonic search algorithm is presented in Figure 1.5 and
is described in [Zens 08]. The input is the source sentence fJ1 . E(j
′, j′′) is the set of
possible phrase translations of the source phrase f˜ = fj′ ...fj′′ . The auxiliary quantity
Q(C, e˜, j) is the maximum score of a partial translation with coverage C, language model
history e˜ and end position of the last source phrase j. In addition, the backpointers to
the previous best decision are stored in B(·) as well as the maximizing arguments i.e.
the best target phrases in A(·). For each cardinality c, there is a loop over all possible
source phrase lengths l. Then, there is a loop over the possible predecessor coverages
C ′ with cardinality c − l. The next loop goes over all possible start positions j′, thus
effectively selecting a source phrase f˜ = fj′ ...fj′+l. The new coverage after the expansion
is C = C ′ ∪ {j′, ..., j′ + l}. At lines 6 and 7 there is a loop over existing predecessor
states e˜′, j and all possible translations e˜′′ ∈ E(j′, j′ + l). The score of the expansion
is computed at line 8. If a score is better than the existing one, the auxiliary quantity
Q and the backpointer and the pointer to the maximizing argument are updated. More
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details of the search implementation and the search algorithm with pruning strategies and
reordering constraints are described in [Zens 08].
INPUT: source sentence fJ1 , translation options E(j
′, j′′) for 1 ≤ j′ ≤ j′′ ≤ J ,
models qTM(·), qLM(·) and qDM(·)
0 Q(∅, $, 0) = 0 ; all other Q(·, ·, ·) entries are initialized to −∞
1 FOR cardinality c = 1 TO J DO
2 FOR source phrase length l = 1 TO min{Ls, c} DO
3 FOR ALL coverages C ′ ⊂ {1, ..., J} : |C ′| = c− l DO
4 FOR ALL start positions j′ ∈ {1, ..., J} : C ′ ∩ {j′, ..., j′ + l} = ∅ DO
5 coverage C = C ′ ∪ {j′, ..., j′ + l}
6 FOR ALL states e˜′, j ∈ Q(C ′, ·, ·) DO
7 FOR ALL phrase translations e˜′′ DO
8 score = Q(C ′, e˜′, j) + qTM(e˜′′, j′, j′ + l) + qLM(e˜′′|e˜′) + qDM(j, j′)
+qDM(j, j
′)
9 language model state e˜ = e˜′ ⊕ e˜′′
10 IF score > Q(C, e˜, j′ + l)
11 THEN Q(C, e˜, j′ + l) = score
12 B(C, e˜, j′ + l) = (C ′, e˜′, j)
13 A(C, e˜, j′ + l) = e˜′′
Figure 1.5: Non-monotonic search algorithm from [Zens 08] for text input (without
pruning).
1.2.4.2 Search for lattice input
The phrase-based translation model can be applied on lattice inputs where alternative
inputs are represented with possibilities in the form of a lattice. A typical example is
spoken language translation, where the alternative transcriptions of an automatic speech
recognition (ASR) system are used as the input to an MT system. There are other possible
applications which can benefit from the approach, such as Chinese word segmentation,
named entity translation and part-of-speech tagging.
Monotonic search on the input lattice is implemented in analogy to the monotonic search
for text input [Zens 08]. Instead of traversing the source positions, the nodes of the input
lattice are visited in topological order from 1 to J . When visiting a node j the topological
order guarantees that all nodes on the paths preceding j have already been visited.
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The dynamic programming recursion for lattice monotonic translation is:
Q(0, $) = 0 (1.27)
Q(j, e˜) = max
j′<j
e˜′′,e˜′ : e˜′⊕e˜′′=e˜
{
Q(j′, e˜′) + qTM(e˜′′, j′, j) + qLM(e˜′′|e˜′)
}
(1.28)
Qˆ = max
e˜
{
Q(J, e˜) + qLM($; e˜)
}
(1.29)
qTM(e˜
′′, j′, j) is the function to compute the translation score for translating a path from
node j′ to node j with the target phrase e˜′′. Different to single best input, the costs of
a path in the input lattice are included in qTM(e˜
′′, j′, j), such as the acoustic and source
LM costs in an ASR lattice.
The reordering problem on lattice input is more memory consuming than on text input,
because any algorithm that considers the permutations of even a single lattice path po-
tentially has exponential complexity. Therefore, rather strict reordering constraints have
to be applied. [Kumar & Byrne 05] performed local reordering constraints to translate
lattices in an FST framework. [Zens 08] implemented for the lattice input the IBM or
‘skip’ reordering constraints as described in [Berger & Brown+ 96, Tillmann & Ney 00]
for single-word based models. The idea is that the lattice is processed in an almost mono-
tonic way, but a source phrase can be skipped and its translation can be inserted later
on. As the algorithm has to memorize which phrase has been skipped, the search space is
increased considerably. Therefore, only one phrase is allowed to be skipped at the same
time.
The dynamic programming recursion and the auxiliary quantity is written as:
Q (0, $, ∅) = 0 (1.30)
Q (j, e˜, S) = max
{
max
j′<j
e˜′,e˜′′:e˜′⊕e˜′′=e˜
{
Q(j′, e˜′, S) + qTM(e˜′′, j′, j) + qLM(e˜′′|e˜′)
}
, (1.31)
max
(j′,j′′):(j′,j′′)6∈S
e˜′,e˜′′:e˜′⊕e˜′′=e˜
{
Q(j, e˜′, S ∪ {(j′, j′′)}) + qTM(e˜′′, j′, j′′) + qLM(e˜′′|e˜′)
}}
Q (j, e˜′, S ∪ {(j′, j′′)}) = Q(j, e˜, S) (1.32)
Qˆ = max
e˜
{
Q(J, e˜′, ∅) + qLM($|e˜′)
}
(1.33)
Here, S ⊂ {(j, j′)|1 ≤ j < j′ ≤ J} denotes the set of skipped phrases. The auxiliary quan-
tity Q(j, e˜, S) is the maximum score of a hypothesis which ends in node j, has language
model history e˜ and has skipped the blocks in S.
The non-monotonic search for lattice input is developed into the source cardinality-
synchronous search (SCSS) by [Matusov 09] which is performed in analogy to the same
type of search for text input (see Section 1.2.4.1).
In order to solve the reordering problem beyond the strict constraints,
[Bertoldi & Zens+ 07] and [Matusov & Hoffmeister+ 08] have introduced the slot
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information for word hypotheses in confusion network (CN) and lattice. The idea is to
align word hypotheses to specific positions, or slots. The structure with slot allows a
search for lattice input similar to the established search for text input, where translation
hypotheses with the same cardinality are expanded under certain reordering constraints.
Thus, long-range reordering becomes possible.
The SCSS search for lattice input proceeds synchronously with the cardinality of the
already translated source slots c. Given a hypothesis with cardinality c and coverage
vector C, and a possible extension covering slots j′, ..., j′′ with start and end states n′ and
n′′, the algorithm extends the hypothesis when the following constraints are fulfilled.
• For the extension from source slots j′, ..., j′′ there is no overlap with the already
translated slots, i.e. C ∩ {j′, ..., j′′} = ∅
• n′ is reachable from the lattice state which corresponds to the nearest already cov-
ered slot to the left of j′
• From n′′ we can reach the lattice state from which the nearest covered slot to the
right of j′′ has been translated.
The whole algorithm is formulated in pseudo-code in Figure 1.6.
INPUT: lattice L, translation options E(j′, j′′, n′, n′′) for each lattice slot range (j′, j′′)
between lattice states n′ and n′′, models qTM(·), qLM(·) and qDM(·).
0 Q(∅, $, 0) = 0 ; all other Q(·, ·, ·) entries are initialized to −∞.
1 FOR cardinality c = 1 TO Jˆ DO
2 FOR source phrase length l = 1 TO min{Ls, c} DO
3 FOR ALL coverages C ⊂ {1, ..., Jˆ} : |C| = c− l DO
4 FOR ALL start positions j′ ∈ {1, ..., Jˆ} : C ∩ {j′, ..., j′ + l} = ∅ DO
5 coverage C ′ = C ∪ {j′, ..., j′ + l}
6 FOR ALL states e˜, j ∈ Q(C ′, ·, ·) DO
7 FOR ALL lattice node pairs (n′, n′′) in E(j′, j′ + l, ·, ·) DO
8 IF NOT Path OK(n′, n′′, B(C, e˜, j)) CONTINUE;
9 FOR ALL phrase translations e˜′ ∈ E(j′, j′ + l, n′, n′′) DO
10 score = Q(C, e˜, j) + qTM(e˜
′, j′, j′ + l) + qLM(e˜′|e˜) + qDM(j, j′)
+qDM(j, j
′)
11 language model state e˜′′ = e˜⊕ e˜′
12 IF score > Q(C ′, e˜′′, j′ + l)
13 THEN Q(C ′, e˜′′, j′ + l) = score
14 B(C ′, e˜′′, j′ + l) = (C, e˜, j, n′, n′′)
15 A(C ′, e˜′′, j′ + l) = e˜′
Figure 1.6: Non-monotonic source cardinality-synchronous search algorithm for word lat-
tice input from [Matusov 09] (without pruning).
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The main advantage of the SCSS for lattices is that the same reordering constraints can
be used as in the case of single best input, though the computational complexity of the
search is higher for lattice than for text input. Further details of the search algorithm
including efficient phrase matching are described in [Matusov 09].
1.3 Evaluation metrics for machine translation
A metric for the evaluation of machine translation is a measurement of the quality of the
output. The quality of a translation is subjective and there is no clear objective definition
of good translations. The automatic evaluation metrics are required to correlate with
human judgment. Nevertheless, a single generally accepted metric for the evaluation of
machine translation does not exist. Usually, a variety of different metrics are used together
to measure the quality of the translation.
• WER (word error rate):
The WER is computed as the minimum number of substitution, insertion and
deletion operations that have to be performed to convert the generated sentence
into the reference sentence. It is based on the Levenshtein distance. It was
originally used for measuring the performance of speech recognition systems. When
it is used for measuring the quality of machine translation, it works at the word level.
• PER (position-independent word error rate):
Related to WER, the PER is a position-independent word error rate. That means,
the PER compares the words in the hypothesis and references ignoring the word
order.
• TER (translation error rate):
The TER [Snover & Dorr+ 06] is an extension of WER. The TER is computed as
the number of edits needed to change a system output so that it exactly matches
a given reference. In addition to insertions, deletions, substitutions, as in WER,
shifts of phrases are also considered to be edit operations.
• BLEU (bilingual evaluation understudy):
The BLEU score presented by [Papineni & Roukos+ 02] is currently one of
the most popular metrics in the machine translation. It is commonly re-
ported to have high correlation with human judgments of quality at the corpus
level [Papineni & Roukos+ 02, Coughlin 03]. BLEU score measures the precision
of uni-grams, bi-grams, trigrams and four-grams with respect to a reference
translation. To avoid a bias towards short candidate translations which contain
only “safe guesses”, this score is completed with a penalty for too short sentences.
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• NIST:
The NIST score [Doddington 02] is rather similar to the BLEU score. BLEU cal-
culates the score by adding equal weight to each n-gram precision. NIST uses a
weighted n-gram precision. That means, for an n-gram, the rarer that n-gram is,
the more weight it will be given. The NIST score is with a penalty for too short
sentences too. Due to the weights, the NIST score depends highly on the selection
of the reference, when multiple references are provided.
In this work, we use the BLEU score as the primary criterion. The BLEU score is also the
official criterion for many MT evaluations. We use the TER as the secondary criterion,
because it is the automatic counterpart of the HTER (human TER). If not mentioned
otherwise, we will report all error measures case-insensitively. And if available, we use
multiple references to compute the evaluation criteria.
1.4 Related work
The principal SMT systems ignore any linguistic analysis and model the training
and translation in pure statistical models [Berger & Brown+ 96, Koehn & Och+ 03,
Zens & Ney 04]. This offers efficiency and universality to the SMT systems. An SMT
system can be built for a new language pair within a few days when enough parallel
text is available [Al-Onaizan & Curin+ 99, Oard & Och 03]. On the other hand, the pure
statistical models pose limitations to the translations. For instance, translations often
contain obvious grammatical errors, such as the inconsistency between nouns and verbs
like “he go” and the missing of definite or indefinite articles. Therefore, in order to improve
the performance of SMT systems, efforts have been made to provide linguistic knowledge
(including morphological and syntactic information) from source language, from target
language or from both sides in the statistical systems.
One major use of source knowledge is in the pre-processing stage which is the processing on
input texts before GIZA++. It covers named entity recognition and translation, linguistic
analysis (especially for the languages with complex morphology) and word reordering of
the source words.
Named entities usually require different approaches to translation than do other types
of words. For example, person names in Chinese should be transliterated into English
letters; names that coincide with common nouns should not be looked up in the gen-
eral dictionary. Thus, named entities need to be translated separately. [Fournier 08]
have used conditional random fields (CRF) to recognize named entities for English-Dutch
translation and an improvement on alignment error rate has been reported. [Moore 03]
proposed an approach for simultaneous identification and translation for named entities
translation tasks. The source language is English. The target languages are Spanish and
French. He uses capitalization cues for identifying named entity on the English side of a
sentence aligned parallel corpus, and then he applies statistical techniques to decide which
contiguous sequences of words in the target language corresponds to the specified English
phrases. For the language pairs with more difference the translation of named entities is
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more challenging. [Huang & Vogel+ 03] presented a multi-feature named entity alignment
framework for Chinese-English translation, which combines several costs: transliteration
cost, word-based translation cost, and named entity tagging cost. [Pal & Naskar+ 10]
observed that the words inside some multi-word expressions, namely named entities and
compound verbs, should be aligned many-to-many, but in automatic alignment they tend
to be aligned one-to-one, particularly for the English-Bangla language pair. So they
treated multi-word expressions as single tokens and reported to boost the performance of
phrase-based SMT system.
Named entity translation tasks are usually evaluated with precision/recall scores or on
some specific corpus with a lot of named entities. In a general domain corpus, an im-
provement on the performance of named entity translation usually does not boost the
translation scores, though it may improves the translation quality. One reason is that
named entity words make up a small portion of all the running words. Another reason
is that the phrases in phrase-based systems can capture the translations of some named
entities. Thus, we follow the idea in [Pal & Naskar+ 10] that we will not limit the specific
pre-processing on named entities, but identify and translate more word strings which are
not aligned well in word alignments.
Word reordering is one of the major challenges in statistical machine translation. One idea
of solving this problem is to adjust the word’s positions within source language sentences
in a pre-processing step and make the words in the source sentence appearing in a similar
word order as the ones in the target sentence.
Most of the work applying morph-syntactic source reordering are in European languages,
mainly in French, Spanish, German, English. The first application of morph-syntactic in-
formation for word reordering in SMT is reported in [Nießen & Ney 01] for the German-
English pair. Two reordering transformations are proposed: prepending German verb
prefixes to the main verb and the inversion of interrogative sentences using syntactic
information. [Popovic´ & Ney 06a, Popovic´ 09] have applied word reorderings of the
source language sentences based on Part-of-Speech (POS) tags for Spanish↔English and
German-English translations. They defined POS-based reordering rules for local reorder-
ings between Spanish and English and long-range reorderings between German and En-
glish. [Rottmann & Vogel 07] have applied POS-based reordering rules on the source
side languages for English-Spanish and German↔English translation, but their reorder-
ing rules are learned from word alignments. To handle explicitly the long-range reordering
for the translation tasks involving German, [Niehues & Kolss+ 09] have followed the work
in [Rottmann & Vogel 07], learned and applied discontinuous POS-based reordering rules
for German↔English and German-French translations.
Beyond the morphology and POS tags information, [Collins & Koehn+ 05] proposed an
approach for word reordering by moving the word nodes of a parsed source sentence. They
parsed German sentences and moved German verb prefixes, infinitives, negative particles
and finite verbs towards the beginning of the clause. A similar method was also applied
in [Wang & Collins+ 07] for Chinese-English translation. [Habash 07] has parsed Arabic
into dependency trees and automatically extracted reordering rules from an aligned corpus
for Arabic-English translation. The reordering rules are composed with the dependency
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labels in the source trees.
Chinese language has a lack of morphological information and the syntax function of a
word depends much on its context. So the syntactic analysis in Chinese is more difficult
than in European languages. State-of-the-art accuracy of POS tagging in Chinese with
the traditional trigram HMM model is 93.99% [Huang & Eidelman+ 09], while in English
an accuracy of 96.7% has been achieved with a trigram model [Brants 00]. For the task
of fully parsing, a F1 score in English achieved by a factored-model statistical parser is
6% absolute better than the result on Chinese [Levy & Manning 03].
In this thesis, we propose an approach to do reordering based on syntactic chunks for the
Chinese to English translation. Additionally, we put the emphasis on providing alternative
reorderings for a source sentence to the decoder and make the decoder decide which
reordering to choose in the translation framework.
Word alignment is an important aspect of phrase-based machine translation. Many works
have reported to improve the quality of word alignment by using linguistic information. By
observing the problem caused by German compound words in German-English translation
i.e. German compound words usually correspond to English multi word units, a German
compound word is split into its components to recover a 1 : 1 relationship with English
words [Schrader, Popovic´ & Stein+ 06]. In morphologically rich languages, especially if
the source language is a morphologically rich one, word lemmatizing is helpful for word
alignment [Schrader, Gispert & Gupta+ 06]. For function words in the source language,
which have no corresponding translations in the target language, standard phrase-based
translation systems keep them unaligned and include them in the phrases with the neigh-
boring aligned words [Zens & Och+ 02]. [Schrader] removed function words, namely
determiner or preposition, from the texts. [Gispert 07] added additional links for the un-
aligned words to complete the alignments with a phrase with three linguistically-guided
strategies.
For Chinese-English translation there is less morphology in the source language Chinese
than in the target language English. In this thesis, we analyze the unaligned Chinese
words in the word alignment and their influence on the translations. We discovered
that they bring more ambiguities to the phrase table and cause word insertion error and
deletion error in the sentence translations.
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The aim of this work is to improve the phrase-based statistical machine translation system
by introducing syntax knowledge from the source language. The work covers different
levels of syntax: POS tags, syntactic chunks and tree structures. It is related to the
reordering model, phrase model and the pre-processing of the current phrase-based system.
The main experiments have been done for the Chinese to English translation task.
In particular, the following scientific contributions have been achieved.
• Integration of the syntactic knowledge into the reordering model. Adjusting the
word order of a source sentence by moving word sequences under the control of the
syntactic structures. Three levels of the syntactic knowledge including POS tags,
syntactic chunks and trees have been investigated.
• A framework, which allows multiple reorderings instead of a single fixed reordered
sentence has been built. The multiple reorderings can be presented in lattice, n-
best list, or position files. This framework prevents the hard decision on reordering
from being made in the pre-processing step, so that the errors of reordering can be
reduced.
• Establishing of the method of learning reordering rules based on syntactic units.
The rules are scored with probabilities and extracted automatically via usage of the
word alignment.
• The analysis on the unaligned words in word alignments. It can be pointed out
that the unaligned words are a reason for the ambiguous phrase pairs. These words
may cause deletion and insertion errors in translations. Therefore, three approaches
have been used to test it. We present hard deletion and optional deletion to remove
the unaligned words in the source language sentences, as well as a soft constraint of
adding unaligned-word models to the log-linear model framework.
• The Improvement of the rule-based category translation. In statistical machine
translation, some regular expressions such as numbers, dates and hours are usu-
ally categorized and translated with certain manually written rules (not statistical
methods) for both the source and target language in the pre- and post-processing
steps. In this work, a more efficient strategy is applied to establish the rules for
one language automatically from the categorized data of the other language. Thus,
rules needed to be written for one language only. In consequence, either the source
or target language could be chosen, which is an easier task for defining rules. The
rules for the other language can be then via the word alignment learned. By means
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of this particular method, it is not only more efficient to generate the set of rules,
but also better consistency of the categorizations between the source and target
language is kept.
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3.1 Introduction
Reordering has turned out to be an important subject in machine translation, especially
since the concept of statistical machine translation (SMT) occurred. For example, the
adjective in Arabic is usually a post-modifier of the noun, whereas in English it functions
as a pre-modifier of the noun. Thus, a word and its translation occupy different relative
positions in a pair of source-target sentence. Even nowadays, word ordering is still one of
the main challenges of SMT.
If arbitrary word reorderings are permitted, the search problem is shown to be NP-
hard [Knight 99], which makes the search for the optimal reordering computationally
intractable. In order to make the search strategy practical, word reordering can be re-
solved in two ways: constraints and modeling. By introducing some proper constraints,
such as ITG constraints [Wu 96], IBM constraints [Berger & Della Pietra+ 96] and local
constraints [Kanthak & Vilar+ 05], the search can be performed in polynomial time. The
idea of the constraints assumes that some reorderings are more likely than others. The
constraints are designed to limit the number of permutations by dumping the unlikely
reorderings.
The reordering models, known also as distortion models, are to provide a measure of the
plausibility of word movements. The position of the current phrase is predicted with words
or phrases in the source sentences [Koehn & Och+ 03, Och & Gildea+ 04, Tillman 04,
Al-Onaizan & Papineni 06]. The distortion costs are dependent on the movement dis-
tance. Thus, distortion models are not adequate to capture long-distance reordering,
since the cost of a long-distance reordering is relatively high.
Current machine translation systems face the challenges of morphology, word-order and
syntax-related errors. Syntax information has to be helpful regarding the challenges
in SMT when it is used in an appropriate way. Some approaches make use of bi-text
grammars to parse both the source and target sentences. Other make use of the syntactic
information only in the target language. These models have different structures and
parameterizations in phrase-based models.
In recent years, there has been a method that incorporates syntactic information into
reordering, namely syntax-based reordering. In this chapter, we present an approach that
transforms the source sentence so that it resembles the target language word order prior
to decoding. This operation is based on rules that are manually designed or automatically
learned from the word aligned parallel corpora. The rules are composed by means of the
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syntactic units, like POS tags, labels of syntactic-chunks, or tree tags.
There are two main advantages to do reordering at the source sentences. Firstly, it can fa-
cilitate the decoding process. In addition, it can transform long-distance reorderings into
short-distance ones and this can be achieved with lower costs and complexity. Moreover,
the decoder can do monotone translation, since the reordering has been already carried
out in a pre-translation stage [Zens & Och+ 02]. Secondly, there is correct sentence infor-
mation for the reordering methods, because the source sentences are always given. The
syntactic analysis (or parsing) is more natural to be applied to the source sentences.
In this chapter, we will describe a source side reordering method based on syntax-units
for phrase-based statistical machine translation. The syntax-units could be syntax-chunks
(POS tags) and trees. We aim at providing the decoder alternative reorderings and expect
that the decoder will find the most appropriate reordering in the translation process.
3.2 Related work
Phrase-based decoder was successful in modeling local reorderings and enables to generate
fluent translations for short sentences. However, their main weakness concerning modeling
long-distance reorderings are due to the expense of arbitrary permutation. Besides, the
outputs often contain obvious grammatical errors, such as missing content words, missing
definite or indefinite articles and wrong choice of function words. Therefore, in recent
years, in order to address these problems, many attempts have been made to use syntax
knowledge in statistical machine translation.
[Wu 96, Wu 97] make use of the inversion transduction grammar (ITG) in order to solve
long-distance reordering. The grammar displays possible reorderings consistent with a
binary branching. [Zens & Ney 03] have shown that the ITG can model more reorder-
ings than a word-based model with the IBM constraint. On the other hand, in con-
trast to the permutation model, this grammar cannot represent certain reorderings (such
as inside-outside alignment) which occur in real data [Wellington & Waxmonsky+ 06].
[Alshawi & Bangalore+ 00] have introduced the concept of the head transducer models
for speech-input MT, which is a generalization of the finite-state transducer. The au-
thors have described parallel tree structures from unbracketed parallel text, modeling the
generation of each node’s children with a finite-state transducer.
Another model with further syntactic knowledge is the tree-to-string model. The early
work done by the authors of [Yamada & Knight 01] has presented the syntax-based sta-
tistical translation model. The aim of this approach is to parse one-side language with a
good quality parser in order to transform a parse tree into a string by applying stochas-
tic operations at each node. The operations at nodes include reordering, insertion of
non-leaf nodes and translation of leaf nodes. The objective of this model is to keep lin-
guistic phrases intact so that the reorderings do not violate the linguistic syntax units.
This model has been further developed by [Yamada & Knight 02, Galley & Hopkins+ 04,
Galley & Graehl+ 06]. [Huang 06] has studied a tree-to-string alignment model based on
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tree substitution grammar. [Liu & Liu+ 06] has also introduced a tree-to-string alignment
template-based models for SMT.
There are also models with parsing of both the source and target language. The original
difficulty of this approach is the parse-tree isomorphism in real bi-texts, because of the sys-
tematic differences in how languages express a concept syntactically [Dorr 94]. [Gildea 03]
has proposed “loosely” tree-based alignment techniques which allow alignments to disobey
the constraints of the original syntactic tree. In his study, [Cowan 06] has solved the tree-
to-tree mappings by introducing a novel representation structure, which has been called
an aligned extended projection (AEP). Instead of adopting a mapping from a source lan-
guage tree to a target language tree, the AEP-based approach takes the mapping from a
source language tree to a target language AEP. In order to reduce the influence of parsing
errors in tree-to-tree translations, [Liu & Lu¨+ 09] have suggested a forest-based model
instead of the single-best tree model.
The tree based models described above do not rely on phrases, but on word-to-word trans-
lation. Tree-based models are good to keep more syntax constraints during translation,
but they include less context information in comparison to phrase-based systems. Thus,
a hierarchical phrase-based model has been presented by [Chiang 05, Chiang 07], which
combines the idea of the models like in syntax-based models with phrase-based models.
In the standard grammar, no linguistic syntax is required. However, syntax features
and constraints can be integrated into the grammar [He & Liu+ 08, Vilar & Stein+ 08a,
Marton & Resnik 08].
In recent years, much work has been devoted to the reordering as regards source language
side. Source words have been reordered to make them match the word order of the
target sentence. By means of the reordering output, two classes of the deterministic and
non-deterministic reorderings have been established. However, the reordering cannot be
integrated into the SMT system. The source sentence is first reordered, then the SMT
system translates it into the target language. Such research has been already conducted in
numerous studies [Xia & McCord 04, Collins & Koehn+ 05, Costa-jussa` & Fonollosa 06,
Crego & Marin˜o 06, Wang & Collins+ 07] and [Habash 07].
[Costa-jussa` & Fonollosa 06] have perceived the source reordering as a translation task
that translate the source language into a reordered source language. The reordering
has been done by means of the POS tags or word classes. In contrast, in other studies
the reordering has been performed with manually created rules. [Collins & Koehn+ 05]
have described a method to reorder German in German-English translation, where six
transformations have been applied to the surface string of the parsed source sentence.
Later, similar work has been done by [Wang & Collins+ 07], but the authors have defined
and applied the rules typical of the Chinese-English pair.
The reordering can also be performed with automatically extracted rules
[Xia & McCord 04, Crego & Marin˜o 06]. [Crego & Marin˜o 06] have integrated a
source side reordering into the SMT decoding. They automatically learn rewrite
patterns from a word alignment and represent the patterns with the POS tags. To
our knowledge, no study has been done on the reordering with shallow parsing so far.
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[Xia & McCord 04] have proposed an approach for the French-English translation. This
approach automatically extracts rewrite rules by parsing the source and target sides of
the training corpus. These rewrite rules can be applied to any input source sentence
so that the rewritten source and target sentences have similar word order. A similar
approach has been done by [Habash 07]. However, this experiment has been carried
out for Arabic-English translation. In this article, the source language Arabic is fully
parsed and the representation of reordering rules is a context-free dependency. The
appealing point of this study is its simple framework, but one major weakness refers to
the fact that the deterministic choice is beyond the scope of optimization, as mentioned
by [Al-Onaizan & Papineni 06]. As the reordering decisions have been made in the
pre-processing step, rendering the decoding process makes it unable to recover the
reordering errors. Also the reordering decisions are made without the benefits from other
models (e.g. the language model) that are typically used during decoding. All these
methods need a parser to generate context-free trees or dependency trees of the source
sentences.
Another type of an approach is known as non-deterministic. Instead of a single best
reordered sentence, the multiple sentences include both the original sentence and the
reordered sentences have been provided to the decoder. [Josep M. Crego 07] has made use
of a syntactic structure to reorder the input sentence into a word lattice. This approach
is implemented for the Ngram-based system [Crego & Marin˜o 07]. The paths are not
weighted, so the decoder has no reason to prefer the one path to another. [Li & Li+ 07]
have applied the n-best list of the reordered source sentences to decoder. For certain tree
structures, it allows children of a tree node to shift. This operation is restricted, because
specific reorderings cannot be captured by local reordering on tree nodes [Elming 08].
3.3 System architecture
The majority of the state-of-art machine translation systems follow the procedure shown
in Figure 1.2 in Chapter 1. The plain text of the source language is first pre-processed.
The pre-processing generally includes data filtering, tokenization and categorization. This
step is language dependent. In the case of different source languages some specific modules
are required in the pre-processing, such as word segmentation for Chinese and compound
words splitting for German. After pre-processing, the MT system translates the source
language to the target language.
Apart from resolving the word reordering problem within the MT system, the order of
source words can be also adjusted prior to translation, so that the word order in a source
sentence is similar to the word order in a target sentence. Although the bilingual data
is necessary for the reordering strategy, the main processing takes place on the source
language. It is convenient to derive the knowledge from the monolingual source language.
In this work various types of syntax knowledge from source language are used to reorder
the source words. As a result, several modules have been added to the MT system. The
new machine translation architecture is shown in Figure 3.1.
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Between the pre-processing and MT system modules, the source reordering can be per-
formed in three ways and applied to the POS tags, syntactic chunks or tree structures. It
could be also viewed as a part of a pre-processing. However, since the source reordering
is a complex procedure and can be expanded in many ways, we prefer to treat it as a
separated part.
We assume that the reordering information is implied in syntax knowledge. We make
use of syntax tags as cues for reordering. For each syntax level, there are corresponding
syntax parsing to get the syntax tags, i.e. POS tagging, chunk parsing and tree parsing.
POS tagging is at the word level, while tree parsing covers larger context. However, tree
parsing is more time-consuming and less accurate. And for many languages there are no
good tree parser at all. The reordering at the syntactic chunk level is an intermediate
level between tree parsing and POS tagging. Chunk tags can be achieved with tagging
Source Language Text
Pre-Processing
Syntax Parsing:
POS tagging
Chunk parsing
Tree parsing
Source Reordering Reordering Rules
Original Sentence + 
Reordered Word Positions
Word Lattice + 
Weights
N-Best List + 
Weights
MT System
Post-Processing
Translations
Reordering Model on
 Source Language
Figure 3.1: Illustration of source reordering architecture for machine translation.
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technology similar to POS tagging and cover more context than POS tags for reordering.
After syntax parsing, words in a source sentence are reordered with reordering rules. The
reordering rules could be manually written [Wang & Collins+ 07, Collins & Koehn+ 05]
or generated automatically from bilingual data [Xia & McCord 04, Zhang & Zens+ 07a,
Zhang & Zens+ 07b, Niehues & Kolss+ 09]. The reordering method inevitably involves
errors due to the complexity of human languages. In order to avoid hard error decisions
made in the pre-processing step, multiple reorderings are provided into the translation
process. The decision on the best reordered sentence can be deferred until the end of the
search and can be modeled jointly using other translation models, such as language model
and phrase translation model.
Multiple reorderings of a sentence can be represented as in three ways:
Original Sentence + Reordered Word Positions: In this mode, the input of the
MT system is the original source sentence like the one in the standard MT structure and
a position file. The word positions of the best reordering for each source sentence are
stored in the position file. For each source word, both its original and reordered positions
are considered in the following reordering model in the decoder.
Word Lattice: A word lattice is an efficient way of representing a large number of
multiple reorderings, which may have many lengthy sub-strings in common. A word
lattice is a directed acyclic graph (DAG) consisting of a tuple L = (V,E), where V is the
node set, and E is the edge set. Each lattice has a unique start node and a unique end
node. Each directed edge connects two nodes (a start node and an end node) and refers to
a particular word. Generally, an edge is also weighted with some scores, like an acoustic
score and a language model score in speech translation. In the reordering lattice, each
node is associated with a word position. The distance between the start node and the
end node is equal to the sentence length. Each edge is labeled with a word. The weight
of each reordering hypothesis can be decomposed into the reordering model probability
and source language model probability. The advantage of using lattice input is that the
hard decisions on the best reordering can be avoided. It makes possible for the decoder
to select the final translation hypothesis by combining the reordering model and other
translation models.
N-best List: Apart from word lattice, another approach to represent multiple reordering
hypotheses is a n-best list, which is the list of n hypotheses with the best scores. Word
lattice is a compression of the whole search space. With n-best list, we could limit the
MT system to the translation of the n-best paths in a lattice. It is useful to reduce the
reordering space, especially for very large lattices. In practice, n is 5 ∼ 20 for each source
sentence.
This framework is applicable both to training and translation procedure. For the training
data, the n-best List and single best output of source reordering are usually used.
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3.4.1 Part-of-speech tags
As a basic piece of syntactic information, a part-of-speech (POS) as a linguistic category
of words is defined by the syntactic or morphological behavior of the words. There are
two open source toolkits for Chinese POS tagging, which are in accordance with different
set of tags. ICTCLAS (Institute of Computing Technology, Chinese Lexical Analysis
System) is one of such toolkits, which includes word segmentation, part-of-speech tagging
and unknown words recognition [Zhang & Yu+ 03]. It uses a multi-layer HMM approach
with the POS tag set established by Beijing University. The tag set has about 40 tags
[Yu & Zhu+ 98]. The other toolkit has been released by the Stanford Natural Language
Processing Group [Toutanova & Manning 00, Toutanova & Klein+ 03]. They use the tag
set from the Penn Chinese Treebank, which has 33 tags [Xia 00]. Any one from the two
toolkits is acceptable for the POS-based reordering model. It is noted that the tool used
for the training of the reordering rules must be the same as the one applied to the test
data.
3.4.2 Syntactic chunks
A chunk is a continuous and non-recursive syntactic segment which may contain several
words. Chunks can be classified with their syntactic functions as noun phrases (NP),
verb phrases (VP), adjective phrases (ADJP), prepositional phrases (PP), etc. There
are several advantages by using chunks as reordering units in the machine translation.
Firstly, in contrast to non-syntactic phrase based reordering, the arbitrary movements
of phrases crossing syntactic chunk boundaries can be restrained. Secondly, due to the
phrase-based reordering, the chunks catch local reorderings as well. In comparison to
POS-based reordering, chunk-based reordering considers more contexts.
In this thesis, we build a Maximum Entropy Model for chunking. In the Chinese language,
the model chunks the sentence into basic syntactic units. An example of chunks and chunk
labeling of a sentence is shown in Figure 3.1 (b) Here the input is a Chinese word sequence
after word segmentation. However, the model can be also applied to the word sequence
with POS tags.
Table 3.1: An example of syntactic chunks and chunk-based reordering.
(a) Chinese -ý Ï8 ãhâ t W^ ¿î
(b) Chunks -ý [NP Ï8 ãhâ ] [VP t W^ ] ¿î
(c) Gloss Chinese trade Delegation go South Africa visit
(d) English Chinese trade Delegation visit South Africa
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Nevertheless, the process of extracting the chunks may result in a classification problem.
When a set of chunk labels is given, a word is classified to one label class. We assume
that the model suggests the chunk label which a word belongs to. However, in order
to get more specific chunk boundary prediction, not only would we need to predict a
word’s chunk label, but also its position in a chunk. Therefore, we use the well-known
Begin-Inside-Outside (BIO) labeling scheme to represent three classes for word positions:
1. Word at the left boundary of a chunk;
2. Word in the middle of a chunk (including the end position);
3. Word beyond any chunks.
Note that there is no specific position class for the right boundary of a chunk. Since we
know the beginning of a chunk and all other words the chunk contains, we have enough
information to complete a chunk. Moreover, each syntactic tag for phrases is a class for
chunk labeling. The tag list and a detailed description are reported in Appendix D.2.1.
In general, we use T to specify the set of syntactic tags, where t is one of the tags. Let ci
denote the class for chunking at ith word. ci is defined as:
ci =

tl. if word i at the left boundary of a chunk with tag t
tm, if word i in the middle of a chunk with tag t
o, if word i does not belong to any chunks
Then, the chunking model has total 2|T |+ 1 classes.
We use an existing maximum entropy tool YASMETa to do the classification. The input
can be either words or the sequence of words+POS tags.
3.4.3 Trees
Trees can provide deeper insights into how sentences are organized. In comparison to
parts of speech and chunks, tree structures can handle long-distance reorderings in an
efficient way. We expect that if a source-language text is reordered with rules from tree
structures, better results can be achieved.
In this work, we use the existing statistical Chinese parser developed at Stanford Univer-
sityb [Levy & Manning 03]. The parser is designed to run on raw data. However, as it
has already been shown in the MT system structure, the input data needs to be tokenized
and categorized in a pre-processing. In practice, in order to integrate the parsing step
into the PBT MT system, we run the parser on pre-processed sentences.
ahttp://www-i6.informatik.rwth-aachen.de/web/Software/index.html
bhttp://nlp.stanford.edu/software/lex-parser.shtml
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3.5.1 Automatically learned syntax-based rules
The early work of learning reordering rules (patterns) automatically from bilingual data
was done by [Xia & McCord 04] for English-French translation, which requires full pars-
ing of source sentences. Inspired by this work, other researches have studied to use
shallower syntactic units, i.e. the extraction of rules with lexicalized words or POS tags
[Chen & Cettolo+ 06, Crego & Marin˜o 06, Rottmann & Vogel 07].
In our work, we explore the extraction and application of reordering rules at the syntactic
phrases (chunks) level.
3.5.1.1 Definition
A reordering rule is combined with chunks and POS tags. (The descriptions of the tags
are in Appendix C and D.) Some examples are illustrated in Table 3.2.
Table 3.2: Examples of reordering rules. (lhs: chunk and POS tag sequence, rhs:
permutation.)
No. lhs rhs p(rhs(r)|lhs(r))
1. NP0 PP1 u2 n3 0 1 2 3 0.333
2. NP0 PP1 u2 n3 3 0 1 2 0.667
3. DNP0 NP1 V P2 0 1 2 0.889
4. DNP0 NP1 V P2 1 0 2 0.111
5. DNP0 NP1 m2 0 1 2 1.000
6. DNP0 NP1 m2 ad3 3 0 1 2 1.000
7. DNP0 NP1 m2 ad3 v4 4 3 0 1 2 1.000
A reordering rule consists of a left-hand-side (lhs) and a right-hand-side (rhs). The
left-hand-side is a syntactic rule (chunks or POS tags), and the right-hand-side is the
reordering positions of the rule. The chunk tags are capitalized labels and the POS tags
are lowercased labels. Each rule is assigned a probability which is computed as:
p(rhs(r)|lhs(r)) = N(r)∑
r′:lhs(r′)=lhs(r)N(r
′)
(3.1)
Here, N(r) represents the count of rule r in the training data. These probabilities will be
used later to calculate the probability of each path in the reordering lattice. Different rules
can share the same left-hand-side, such as rule No.1 & 2 and No.3 & 4. The rules record
not only the real reordered chunk sequence, but also the monotone chunk sequences, like
29
3 Syntax-based source reordering
No.1, 3 and 5. Note that the same tag sequence can appear multiple times according to
different contexts, such as DNP0 NP1 m2 # 0 1 2 in rules No.5, 6 and 7.
3.5.1.2 Rule extraction
The extraction of reordering rules is based on the word alignment and the source sentence
chunks. Here, we train word alignments in both directions with GIZA++ [Och & Ney 03].
In order to get an alignment with high accuracy, we use the intersection alignment here.
For a given word-aligned sentence pair (fJ1 , e
I
1, a
J
1 ), the source word sequence f
J
1 is first
of all parsed into a chunk sequence FK1 . Accordingly, the word-to-word alignment a
J
1 is
changed to a chunk-to-word alignment a˜K1 which is the combination of the target words
aligned to the source words in a chunk. It is defined as:
a˜k = {i|i = aj ∧ j ∈ [jk, jk+1 − 1]} (3.2)
Here, jk denotes the position of the first source word in k
th chunk. The new alignment
is 1 : m mapping from source chunks to target words. It also means that a˜k is a set of
positions of target words. We denote a˜k1 ≤ a˜k2 , if ∀i ∈ a˜k1 ,∀i′ ∈ a˜k2 : i ≤ i′.
Based on the new alignment a˜K1 , we extract the phrases (without syntactic constraints)
BP at the constituent level with the following criterion [Zens & Och+ 02].
BP(FK1 , eI1, a˜K1 ) =
{(
F k2k1 , a˜
k2
k1
)
: (3.3)
∀(k, a˜k) ∈ a˜K1 : k1 ≤ k ≤ k2 ↔ a˜k1 ≤ a˜k ≤ a˜k2
∧∃(k, a˜k) ∈ a˜K1 : k1 ≤ k ≤ k2 ∧ a˜k1 ≤ a˜k ≤ a˜k2}
We have applied the standard phrase extraction algorithm [Zens & Och+ 02] to
(FK1 , e
I
1, a˜
K
1 ). There are three kinds of phrases according to the word order inside:
• monotone phrase:
∀(k, a˜k) ∈ A˜ : k1 ≤ k2 ↔ a˜k1 ≤ a˜k2
• reordering phrase:
∃(k1, a˜k1) ∈ A˜, ∃(k2, a˜k2) ∈ A˜ : k1 ≤ k2 ∧ a˜k1 ≥ a˜k2
• cross phrase:
∃(k1, a˜k1) ∈ A˜, ∃(k2, a˜k2) ∈ A˜ : k1 ≤ k2 ∧
{
max(a˜k1) ≥ max(a˜k2) ∧ min(a˜k1) ≤
min(a˜k2)
}
By rejecting the cross phrases, we keep the other phrases as rules. In a cross phrase, at
least two chunk-word alignments overlap on the target language side. An example of a
cross phrase is illustrated in Figure 3.2 (c). Figure 3.2 (a) and (b) illustrate the monotone
phrases or reordering phrases. In the example the extracted rules from Figure 3.2 (a)
and (b) are NP0 NP1 # 0 1 and NP0 NP1 # 1 0. The probabilities are calculated with
Equation 3.1 from the training data.
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Figure 3.2: Illustration of three kinds of phrases: (a) monotone phrase, (b) reordering
phrase, (c) cross phrase. The black box is a word-to-word alignment. The
gray box is a chunk-to-word alignment.
3.5.2 Lattice generation with reordering rules
When a source sentence is chunked (or POS tagged) and a set of rules are provided, we
search the sentence from left to right and find the rules whose left side matches the chunk
tag sequence. Each matched rule generates a sub-path in the lattice. The sub-paths are
catenated to form a path covering the whole sentence. For a word uncovered by any
rules, its POS tag (or the word itself) is used in the lattice. Each path corresponds to
one permutation. Figure 3.3 demonstrates this idea. The left part of Figure 3.3 (a) shows
seven possible coverages by the matched rules, the right part is the reordering for each
coverage. The reorderings could be identical, like the permutations in line 1, 3 and 5.
It happens because a chunk sequence could be memorized by several rules in different
contexts. The redundant paths will be omitted by minimizing the lattice at the final step.
The lattice is normally generated at the chunk level, as shown in Figure 3.3 (b). In
implementation we first generate the monotone path. It ensures that the original word
order is in the lattice and that there is at least one path going from the initial node to
the end node.
The final lattice for translation is at word level. We unfold chunks in the lattice into words,
thus more nodes are added and each arc associates with a word. The word-level lattice
is translated with the algorithm of source cardinality-synchronous search (SCSS) for the
lattice input [Matusov & Hoffmeister+ 08, Matusov 09]. As required by the algorithm,
we add the slot information into the lattice. The slot information is the specific position
of a word after reordering, by which the hypotheses can be extended with the same
cardinality. We associate each node with a coverage vector to recode the already occupied
source words. Each arc is associated with a word and the slot information, which is the
cardinality of the coverage vector of the node where the arc comes from. The completed
word-level reordering lattice for the example displayed in Figure 3.3 is shown in Figure
3.4. An arc is labeled with “slot:word”.
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(a)
(b)
Parsed Sentence:   [NP  上海 浦东] [NP 开发 与 法制 建设] 并存/v
Word position:                  f0 f1 f2 f3 f4 f5 f6
                              NP    NP     #       0         1 
                              NP    NP     #       1         0
              NP    v    #       0         1
              NP    v    #       1         0
                              NP    NP     v   #       0      1     2 
                              NP    NP     v   #       1      2     0
                              NP    NP     v   #       2      0     1
Sentence Permutations
0    1    2    3    4    5    6 
2    3    4    5    0    1    6 
0    1    2    3    4    5    6 
0    1    6    2    3    4    5
0    1    2    3    4    5    6
2    3    4    5    6    0    1  
6    0    1    2    3    4    5 
0
4
NP1
1
NP0
6
v
5
v
2
NP0
3
NP0
NP1
7
v
v
NP0
NP1
Figure 3.3: Example of lattice generation. (a) applying reordering rules. The left part is
the used rules. The right part is the generated new orders of source words.
(b) reordering lattice at chunk level.
0000000 1111111
0010000 00111000011000
1110000
1011111
1111000
10111100011110
1000000 1100000 11111101111100
0000001 11000011000001 1111101111100111100010:f6
0:f2
6:f5
0:f0 1:f1 2:f2 3:f3 4:f4 5:f5 6:f6
3:f51:f3 2:f4
1:f0 2:f1 3:f2 4:f3 5:f4
2:f6
0011111
4:f0
5:f1
4:f6
6:f1
5:f0
Figure 3.4: The final reordering lattice for the example sentence in Figure 3.3.
The pseudo code of the algorithm is shown in Table 3.3. For a sentence with chunks cK1 ,
we keep the nodes from 0 to K for chunk boundaries in the monotone path. Thus, the
other chunk nodes generated by reordering rules and the nodes for word boundaries are
numbered from K + 1 at the line 1. Additionally, the IF ... THEN... ELSE statements
distinguish a node for the end of a word or a chunk. Firstly, we generate a monotone
path (from line 2 to line 6). When a new node is added, an arc to be added together with
the slot and word information (line 5, 6 and 14). At line 13 it adds only an arc, since the
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target node should have already placed in the lattice. Then, we extended the monotone
lattice with the reordering rules from line 7 to 14. When the reordering rule is found, the
lattice is extended in the new order of chunks after applying the rule (line 10).
The reordering lattice could be a weighted lattice with scores on the arcs. We have
introduced two models to score the lattice in Section 3.5.3: the source language model
and reordering rule model. When a score is for a sub-path, like the one from the reordering
rule model, we assign it to the first arc of the sub-path and assign 0 to others .
Table 3.3: Lattice generation algorithm with chunk-based reordering rules.
OUTPUT: reordering lattice L; INPUT: source sentence fJ1 with chunks c
K
1 ,
reordering rules R(c, c′) for 1 ≤ c ≤ c′ ≤ K;
0 L = ∅; L ∪N(0)
1 Nid = K + 1
2 FOR k = 1 TO K DO
3 FOR fj ∈ ck DO
4 IF fj is NOT the last word in ck
5 THEN Add new node L ∪ N(Nid+ +)
6 ELSE Add new node L ∪ N(k)
7 FOR k = 1 TO K DO
8 FOR k′ = K + 1 DOWN TO k + 2 DO
9 FOR r ∈ R(k, k′) DO
10 FOR i = min{(pir(ck), ..., pir(ck′)} TO max{(pir(ck), ..., pir(ck′)} DO
11 FOR fj ∈ ci DO
12 IF (ci is the last chunk) AND (fj is the last work in ci)
13 THEN node N(k′) is already in L, add only arc to N(k′)
14 ELSE Add new node L ∪ N(Nid+ +)
3.5.3 Lattice weighting
We introduce two models to weight the reordering lattice. The models provide two feature
functions to the log-linear model for the phrase-based translation system which is already
presented in Section 1. A scaling factor λ is introduced to each function to adjust the
influence of the model.
3.5.3.1 Source language model
The lattice is weighted with an n-gram reordered source language model. For a given
source sentence fJ1 , each path of the reordering lattice is a permutation f
piJ
pi1
= fpi1 , ..., fpiJ ,
where pij is the permutation position of a word fj. The feature function for the reordered
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source language model, similar to target language model, is defined as:
hslm(f
piJ
pi1
, fJ1 ) = λslm log p(f
piJ
pi1
|fJ1 ) (3.4)
= λslm
J∑
j=1
log p(fpij |fpij−1 , ..., fpi1) (3.5)
The source language model is trained on the reordered training data where the source
words are re-positioned according to the target word order via word alignment. More
details about the reordered training data are introduced in the Section 3.5.4. Beside a
word n-gram language model, a POS tag n-gram model or a chunk tag n-gram model can
be used as well [Crego & Yvon 10].
3.5.3.2 Reordering rules model
The reordering rules are associated with probabilities. For a source sentence fJ1 with
chunks cN1 , a permutation probability of chunks p(c
piN
pi1
|cN1 ) is computed with the proba-
bilities of the used reordering rules. The feature function for the reordering rule model is
defined as:
hord(c
piN
pi1
, cN1 ) = λord log p(c
piN
pi1
|cN1 ) (3.6)
= λord log p(pi
N
1 |cN1 ) (3.7)
where pin is a new position of a chunk cn after reordering.
As a result, piN1 is generated with a sequence of reordering rules r
K
1 . These rules segment
source chunks cN1 into k parts c˜1... c˜k. Similar to the phrase-based translation model, we
introduce a “hidden” variable B for the segmentations. One permutation can be produced
by different set of rules. For a given segmentation B, the probability of a permutation is
computed by the multiplication of the probability of rules. For a rule rk:(pik, c˜k), its left
hand side is the chunk sequence c˜k and its right hand side is the c˜k’s permutation: pik.
Therefore, p(piN1 |cN1 ) can be represented as:
p(piN1 |cN1 ) =
∑
B
p(piN1 , B|cN1 ) (3.8)
=
∑
B
p(B|cN1 ) · p(piN1 |cN1 , B) (3.9)
=
∑
B
α(cN1 ) · p(piN1 |cN1 , B) (3.10)
p(piN1 |cN1 , B) = p(p˜iK1 |c˜K1 ) (3.11)
=
∏
k
p(pik|c˜k) (3.12)
34
3.5 Chunk-based and POS-based reordering
When we assume all segmentations have the same probability α(cN1 ), the reordering prob-
ability is only relevant to the probabilities of reordering rules, where p(p˜ik|c˜k) is defined in
Equation 3.11. It is calculated via relative frequencies. N(p˜ik|c˜k) is the count of the rule
rk in the rules training data and N(c˜k) is the count of the rules with the same left hand
side of rk.
p(p˜ik|c˜k) = N(pik, c˜k)
N(c˜k)
(3.13)
As a result, the feature function of the reordering rule model can be rewritten as:
hord(pi
N
1 , c
N
1 ) = λord
∑
k
log p(pik|c˜k) (3.14)
3.5.4 Training data reordering
For the chunk-based reordering models, the reordering on the training data have been
done for two reasons:
• to improve the phrase consistency between the reordered test sentences and the
training sentences.
• to train the reordered source language model for lattice weighting as described in
Section 3.5.3.1.
Figure 3.5: An example of 1-m
alignment for training
data reordering.
In opposite to the test data, which is reordered by the
rules, the training data is reordered according to the
alignment. Given a source sentence fJ1 with chunks
cK1 , a target sentence e
I
1 and a word-to-word align-
ment aij, the aik is changed into a chunk-to-word align-
ment aik by combining the alignments in a same source
chunk at first. Namely, aik = {aij|fj ∈ ck}. Then we
adjust the order of cK1 to make aik monotonic with the
order of eI1.
The next step is to make use of the heuristic processing
on the following special cases: For the 1 : m (source-
target) alignment, the order of a source chunk (word)
is set with the first alignment. Figure 3.5 shows an
example, where the chunk’s order after reordering is
c1 c4 c2 c3, in which the order of c2 is decided by a32.
The unaligned words at the source side are moving with their preceding word. When the
unaligned words are at the beginning of sentences, they are moving with the first aligned
word.
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Figure 3.6: Illustration of the combination of reordered and non-reordered training data.
During decoding, the phrase-based system uses the phrase pairs extracted from the
training data to translate the test data. The extraction algorithm is described
in [Zens & Och+ 02] which is to filter out all portions of the test source sentence and
their translations from the phrase pairs of the training data. When we run reordering
only on test data but not on training data, it is very possible that some reordered test
phrases cannot be found in the extracted phrases. This inconsistency of word ordering
between test and training data may hurt the translation. In order to solve this problem,
the phrase table is expanded with additional phrases which are extracted from a second
alignment. The second alignment is trained on original target sentences and reordered
source sentences. The two alignments are concatenated for phrase extraction. The process
is illustrated in Figure 3.6.
The POS-based reordering is similar to the chunk-based reordering, where a POS tag is
treated as a chunk containing a single word.
3.6 Tree-based reordering
In this section, we present the tree-based reordering model. The model contains two main
parts: the reordering rules on tree structures and the distortion model to handle reordered
word positions. The tree-based reordering works according to the following procedure:
1. Parsing the sentence
2. Reordering
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3. Transfer of the new word positions
4. Translation of a source sentence with both original and reordered word positions
One advantage of the model is its flexibility. The procedure above is only used for the
test data. The training data does not need to be parsed and reordered. It is efficient to
build a MT system with a new training data. Another advantage is that the reordering is
optional. Both reordered and original word positions are considered by the decoder. The
hard decision errors of reordering could be avoided.
3.6.1 Manually defined tree-based rules
In order to translate from one language to another, we need to tackle the systematic
difference on word orders between the two languages. One assumption is that this differ-
ence could be captured by syntactic parser trees. We adjust the word order of the source
language to make it close to the word order of the target language by applying a series of
transformations to the trees.
By means of the analysis of the Penn Chinese Treebank [Xue & Xia 00], verb phrases
(VP), noun phrases (NP) and localizer phrases (LCP) were found prominent for re-
ordering. The summary of reordering rules is listed in Table 3.4. These rules are
written in syntactic tags of phrases. A detailed explanation of the tags is provided
in the Appendix D.2.1. The reordering rules are similar to the ones described by
[Wang & Collins+ 07]. However, some differences can be noted as well. We would like to
apply only the rules that are useful for the long-distance reorderings. Since the reordering
is integrated into the distortion model in a decoder and the phrase based system is good
at solving the local reordering, we omit the reordering rules.
There are 9 rules in total. We present examples for each rule in the Appendix E, where
the relevant nodes are marked in bold. Rules 1 ∼ 3 are about tree structures rooted by
a verb phrase (VP). Rules 4 ∼ 8 refer to noun phrases (NP). Rule 9 deals with localizer
phrases (LCP).
• Rule 1: VP (PP : VP) → VP (VP : PP)
For a verb phrase VP with children nodes PP and VP, but not limited to PP and VP,
PP with all its children nodes are moved after its succeeding sibling VP. Figure E.1 in
Appendix E shows an example for this rule. PP modifies VP ahead in Chinese, while in
English PP is usually located after VP.
• Rule 2: VP (LCP : VP) → VP (VP : LCP)
LCP is a phrase formed by “XP + localizer (LC)”. Similarly to Rule 1, if a VP has children
LCP and VP, then LCP is moved after VP. Figure E.2 in Appendix E shows an example
after reordering, in which the Chinese word order is more similar to the English expression.
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Table 3.4: The summary of tree-based reordering rules.
VP Rule 1 VP (PP : VP) → VP (VP : PP)
PPs in a parent VP are repositioned after the sibling VP
Rule 2 VP (LCP : VP) → VP (VP : LCP)
LCPs in a parent VP are repositioned after the sibling VP
Rule 3 VP (NP(NT) : VP) → VP (VP : NP(NT))
NPs in a parent VP are repositioned after the sibling VP if there
is at least one NT in the NP subtree
NP Rule 4 NP (DNP (PP) : NP) → NP (NP : DNP (PP))
DNPs in a parent NP are repositioned after the sibling NP if DNP
has a child PP
Rule 5 NP (DNP (LCP) : NP) → NP (NP : DNP (LCP))
DNPs in a parent NP are repositioned after the sibling NP if DNP
has a child LCP
Rule 6 NP (DNP (NP (not PN)) : NP) → NP (NP : DNP (NP (not PN)))
DNPs in a parent NP are repositioned after the sibling NP if DNP
has a child NP that is not a PN
Rule 7 NP (CP : NP) → NP (NP : CP)
CPs in a parent NP are repositioned after the sibling NP
Rule 8 NP (CP (IP : DEC)) → NP (CP (DEC : IP))
Under the parent NP, if CP is formed by IP+DEC
LCP Rule 9 LCP ( ∗ : LC) → LCP (LC : ∗ )
LCs in a parent of LCP are repositioned before its left sibling node
• Rule 3: VP (NP(NT) : VP) → VP (VP : NP(NT))
For a verb phrase VP, if it has children nodes NP and VP, and NP node has a child
node of a temporal noun (NT), then the NP node with its all children are moved after its
successor sibling node VP. An example of this case is shown in Figure E.3 in Appendix E.
• Rule 4: NP (DNP (PP) : NP) → NP (NP : DNP (PP))
PP is a reordering hint under DNP nodes. When PP modifies an NP, it appears usually
together with the word  (DEC). “PP + DEC” forms a DNP. This DNP could be a
long word sequence, the positions of which in English are after the modified nouns. An
example is shown in Figure E.4 in Appendix E.
• Rule 5: NP (DNP (LCP) : NP) → NP (NP : DNP (LCP))
LCP plays a similar role in Rule 5 as the PP in Rule 4. DNP with a LCP child is moved
after its succeeding sibling NP. An example for such a case is shown in Figure E.5 in
Appendix E.
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• Rule 6: NP (DNP (NP (not PN)) : NP) → NP (NP : DNP (NP (not PN)))
NP can also modify an NP in Chinese. Similar to the PP in Rule 4 and LCP in Rule
5, when NP is below a parent node DNP, it should move afterwards too, as in the the
example showed in Figure E.6 in Appendix E. However, there is an exception when the
modifying NP is composed of a pronoun (PN). In such cases, the translation is “PN’s
NP”. Figure E.7 illustrates an example of this case where the structure “NP (DNP (NP
(PN)) : NP)” is not reordered.
• Rule 7: NP (CP : NP) → NP (NP : CP)
When CP modifies an NP under an NP node, sometimes the CP and NP should be
reordered, especially as CP covers a long word sequence. However, there are also excep-
tions, where the nodes should be not changed. We can find the examples of both cases.
The tree in Figure E.8 in Appendix E is an example with reordering. The CP in it cov-
ers 10 words. In Figure E.9 , there is no reordering necessary when the CP covers 3 words.
• Rule 8: NP (CP (IP : DEC)) → NP (CP (DEC : IP))
CP is a clause phrase, which is formed by “IP + DEC”. Here, DEC makes IP (simple
clause headed by INFL) a relative clause, which is similar to the function of “that”
in English. In this rule, DEC is moved to the front of IP. Then, it is more aligned
with the “that + clause” in English. Figure E.10 in Appendix E is an example of this case.
• Rule 9: LCP (∗ : LC) → LCP (LC : ∗)
Localizer phrase (LCP) implies space and temporal position of any phrases (∗) in Chinese,
where LC could align to “in, on, between, after, before” etc. in English. As the example
in Figure E.11 in Appendix E shows that LC (-(in)) is after NP being modified by
LCP in Chinese. However, the English translation is “in war compensation lawsuits”. If
necessary, LC (in) moves to the front of an NP.
3.6.2 Reordering model in decoder
A widely used model in statistical machine translation systems is the distance-based
model. It assigns costs based on the distance from the end position of the previous phrase
jk−1 to the start position of the current phrase bk.
hDist(e
I
1, s
K
1 ; f
J
1 ) =
K+1∑
k=1
qDist(bk, jk−1) (3.15)
with distance model qDist:
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qDist(j, j
′) =
{ |j − j′ + 1|, if |j − j′ + 1| ≤ D
|j − j′ + 1| ∗ |j − j′ + 1|, if |j − j′ + 1| > D (3.16)
In general, the penalty for reordering increases linearly with increasing jump distance.
Often it is combined with a limit on the maximum jump width. When a jump movement
distance exceeds a limit of D, it assigns a higher penalty with squared distance. In theory,
it is connected with the assumption that the local reorderings are more frequent than the
long-distance reorderings. In practice, without the limit D the computational costs would
be very high.
However, according to this hypothesis it may be assumed that long-distance reorderings
tend to be pruned. In order to compensate for the penalty on long-distance reorderings,
and simultaneously trying not to increase the burden of search, we change the ways to
calculate the reordering costs described in Equation 3.16.
The reordering cost is redefined as:
qDM(j, j
′) = min{qDist(j, j′), qDist(pi(j), pi(j′))} (3.17)
where, pi(j) = jord.
Let jord denotes the new position of word fj after reordering. pi(j) is a map for j to
jord. Here, we use the reordering rules described in Section 3.6.1 to get jord. The new
reordering cost is the minimum of the costs from words’ original positions and their
reordered positions.
With this model, a long-distance jump can result in a low cost. When the long-distance
jump over D is predicted by the reordering rules, the cost gets lower by activating the
second part qDist(pi(j), pi(j
′)) in Equation 3.17. For the jumps not covered by the rules,
the costs do not tend to change. As a result, more reorderings are considered in the search
space. Table 3.5 has illustrated the change of jump costs with the new reordering model.
The example is a Chinese tree given in Figure E.8 in Appendix E. The first column
j shows the source words’ original positions. In the second column jord we may find
the new source words’ positions obtained after reordering by Rule 8. The third column
consists of English word orders of the sentence translation. Namely the source sentence
should be translated word by word in the sequence shown in this column i. The column
qDist(j) is the jump costs calculated with Equation 3.16 when translating the source words
in original order (j). The column qDist(jord) is the jump cost calculated with Equation
3.16 when translating the source words in the order after reordering (jord). qDM is the
jump costs with Equation 3.17, which is the minimum of qDist(j) and qDist(jord). The first
translated word is “told”. To get the next correct word “reporter” by translating “°
(reporter)”, the jump distance on j is 12. The jump cost then is 12 ∗ 12 = 144, since
the jump distance is over the limit (D = 9). In order to translate the third correct word
“ (expect)”, the search has to jump from position 12 back to position 2. The jump
distance is 11, while the cost is 121. The long distance jump can also happen on jord. If
we suppose the non-content word “” is translated finally, the translation needs a jump
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on jord from position 12 to position 3. The absolute jump distance is 10, then the cost is
100. However, when we take the minimum like in qDM , the jump costs to generate the
correct translation is low. Although the real search generates the translations with not
only the jump model but also other models (like LM model), the good translation may
be selected due to the low jump costs.
Table 3.5: An example of the calculation of new jump cost model.
sentence tree j jord i qDist qDist qDM
D = 9 (j) (jord)
VP VV JÉ(told) 1 1 1 - - -
NP CP IP VP VV (expect) 2 4 3 121 3 3
IP NP PN Ö(him) 3 5 4 2 2 2
VP PP P ((in) 4 11 10 7 2 2
NP NR  å(Chicago) 5 12 11 2 2 2
ADVP AD c(officially) 6 6 5 4 2 2
VP VV Ñh(announce) 7 7 6 2 2 2
NP DP DT d(this) 8 8 7 2 2 2
CLP M y 9 9 8 2 2 2
NP NN ¡(plan) 10 10 9 2 2 2
DEC  11 3 12 7 100 7
NP NN °(reporter) 12 2 2 144 2 2
Additionally, when we want to adjust the confidence of reordering positions, we introduce
a parameter α to interpolate the original positions and reordered positions:
qDI(j, j
′) = qDist ((1− α) · j + α · pi(j), (1− α) · j′ + α · pi(j′)) (3.18)
These two reordering models have avoided “hard decision” on reorderings. The reorderings
have been selected softly by reordering costs. The scaling factor λDist is still applied to
adjust the influence of the reordering model.
3.7 Experimental results
The goal of the experiments in the section is to evaluate the chunk-based and tree-based
reordering models on various translation tasks and to explore results with different pa-
rameters and settings.
The experiments will be introduced mainly in three parts. First, we evaluate the chunk-
based reordering model on both short and long sentence translation tasks (BTEC and
NIST). In addition, we also evaluate and analyze the chunking results and the influence
of the filtering on reordering rules. Second, we evaluate the tree-based reordering models
on NIST large vocabulary translation task. Finally, we compare the translation results
with some other systems.
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3.7.1 Task description
The translation experiments are performed on the following small and large vocabulary
tasks. The corpus statistics for the training data for these tasks are shown in Appendix
A.
• BTEC: The experiments with small vocabulary were carried out on the Basic Travel
Expression Corpus (BTEC) task [Takezawa & Sumita+ 02]. BTEC corpus is avail-
able through participation in the evaluation campaign of the International Workshop
on Spoken Language Translation (IWSLT). It is a multilingual speech corpus which
contains tourism-related sentences similar to those that are found in the books for
tourists.
• NIST: NIST open machine translation is a large vocabulary MT task. The training
data are from the LDC, which are provided for the constrained training task. Each
test set contains newswire stories. These stories are drawn from several kinds of
sources, including newswire releases and blogs and forums on the web.
• GALE: Global Autonomous Language Exploitation (GALE) is another important
MT project with large vocabulary [GALE08]. We present the results on the Chinese-
English text translation task, in the newswire domain and webtext documents with
4 reference translations.
In addition, we train a syntactic-phrase chunking tool on the following Chinese treebank
data and evaluate the chunking tool on a subset of the corpus.
• Chinese Treebank Version 5.0: This corpus was produced by Linguistic Data Con-
sortium (LDC) with catalog number LDC2005T01 where the Chinese text is tagged
with syntactic bracketing. The corpus is composed with news articles which come
from various newswire sources. It contains 18,782 sentences and 507,222 words. We
split it into two parts: 17,782 sentences are used as training data for the chunking
tool; 1000 sentences are used to evaluate the chunking tool.
3.7.2 Chunking results
In this section, we report results for the chunk parsing. Since the exact training corpus
for Chinese chunking is not available, we build the data by extracting subtrees as chunks
from Chinese treebank (LDC2005T01). The extraction follows two constraints:
• A subtree has more than one child.
• All children of a subtree are leaf nodes.
Comparing with the English chunking in CoNLL-2000, there is more chunk types in
Chinese chunking (20 to 6) and there is no single-word chunk here. The chunking task is
tougher because of the two reasons.
42
3.7 Experimental results
The corpus is split into two parts: 1000 sentences are randomly selected as test data.
The remaining part is used for training. The corpus statistics is shown in Table 3.6. The
training and test data are from LDC2005T01 which is in newswire domain. The sentences
are long and complicated. On average, both training and test sentences contain more than
20 words.
Table 3.6: Statistics of training and test corpus for chunk parsing.
Train Test
sentences 17 785 1 000
words 486 468 21 851
chunks 105 773 4 680
words out of chunks 244 416 10 282
vocabulary 36 420 4 007
OOV (in voc.) - 850
sent length(word) 27.4 21.9
sent length(phrase) 19.7 15.0
Following the guide of chunking task in CoNLL-2000c, we evaluate the Chinese chunking
as what has been done on English. The chunking tool is evaluated with the F-score, which
is a combination of precision and recall. The result is shown in Table 3.7.
Table 3.7: Chunk parsing result on 1000 sentences.
Input accuracy precision recall F-measure
words 74.3% 64.9% 61.1% 62.9
words+POS 74.5% 65.2% 61.5% 63.3
we present results for two inputs: words and words+POS tags. The accuracy is evaluated
at the word level. Either with words or words+POS tags, the tagging accuracy for each
word is about 74%. The precision, recall and F-measure are evaluated at the chunk level.
A chunk is counted as correct only if the chunk tag and the chunk boundaries are all
correct. Therefore, the results at chunk level are worse than that at word level. The
F-measure scores are low, which are just above 60%. One reason is that Chinese chunking
is a challenging task. In this experiment the size of tag set |T | is 20, so the total classes is
41(2 ∗ |T |+ 1). Another important reason is that the training data is small. As reported
in Table 3.6, there is 850 OOV words which is about 20% of the test vocabulary.
However, we observe that 1) The model with words+POS input works better than the
one with only words input. 2) The results with the two inputs are close. A simple model
with only words input is acceptable.
chttp://www.cnts.ua.ac.be/conll2000/chunking/
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3.7.3 Translation results of chunk-based reordering
3.7.3.1 BTEC Chinese-English tasks
We have performed translation experiments on the Basic Traveling Expression Corpus
(BTEC) for the Chinese-English task. It is a speech translation task in the domain
of tourism-related information. We report results on the IWSLT 2004, 2005 and 2006
evaluation test sets. There are 16 reference translations for the IWSLT 2004 and 2005
tasks and 7 reference translations for the IWSLT 2006 task. Table A.1 in Appendix A
shows corpus statistics of the task. A training corpus is used to train the translation
model, the language model and to obtain the reordering rules. A development corpus
is used to optimize scaling factors for the BLEU score. The English text is processed
by means of a tokenizer. The Chinese text processing uses word segmentation with the
ICTCLAS segmenter [Zhang & Liu+ 03].
The translation is evaluated case-insensitively and without punctuation marks. Results
are presented in Table 3.8. The baseline system is a non-monotone translation system,
which uses the same settings (exclude the rescoring models) as the evaluation system
of RWTH [Mauser & Zens+ 06] in the IWSLT 2006 official evaluation. In the baseline
system the decoder conducts reordering on the target language side with a distance-
based reordering model. The source reordering system reordered the chunks in source
sentences and translate the reordered sentences with monotonic search. The decoder with
lattice input has been introduced in Section 1.2.4.2 as weighted finite-state transducer.
In comparison to the baseline system, the source reordering method improves the BLEU
score by 0.5%−1.8% absolute. It also achieves a better WER. Some translation examples
in Table 3.9 have shown that the source reordering system generated better translations
mainly for interrogative sentences. Though the input is a lattice, the source reordering
is still faster than the reordering during decoding. Namely, for the IWSLT 2006 test set,
the baseline system translates 5.6 word per second and the source reordering system 7.9
word per second.
Table 3.8: Translation performance with the training data from the Chinese-English
IWSLT 2006 task.
WER[%] PER[%] NIST BLEU[%]
IWSLT04 baseline 47.3 38.2 7.78 39.1
chunk-based reordering 46.3 37.2 7.70 40.9
IWSLT05 baseline 45.0 37.3 7.40 41.8
chunk-based reordering 44.6 36.8 7.51 42.3
IWSLT06 baseline 67.4 50.0 6.65 22.4
chunk-based reordering 65.6 50.4 6.46 23.3
Note that the used chunker here is out-of-domaind. An improvement is achieved even with
dThe chunker is trained on newswire data, but the test data is from the tourism domain.
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Table 3.9: Translation examples from the IWSLT 2005 task.
source 0 0 :: Ø   öô 
reference how much longer will it take to get to narita?
source reorder baseline to narita how many more hours ?
source reorder improved how long does it take to narita ?
source ` Ê) ©  Ã  
reference did you have a good time today?
source reorder baseline you had a good time for today ?
source reorder improved do you have a good time today ?
source 	 ù iP ì  c  
reference do you have discounts for children?
source reorder baseline do you have for children discount ?
source reorder improved do you have a discount for children ?
source ¡	 ¹ ý p Ù*  
reference can I buy this without a prescription?
source reorder baseline i do not have a prescription can buy this ?
source reorder improved can i buy this without a prescription ?
a low F-measure for chunking. Therefore, it can be expected that larger improvement is
possible using a high-accuracy chunker.
Additionally, we also carried out experiments to compare the POS-based and chunk-based
reordering models. We deleted the chunk information and kept the POS tags. Then we
reran the source reordering system on the IWSLT 2004 test set. The translation results
are shown in Table 3.10.
Table 3.10: Translation performance of reordering methods on IWSLT 2004 test set.
WER PER NIST BLEU
[%] [%] [%]
Baseline 47.3 38.2 7.78 39.1
POS-based 46.9 37.5 7.38 39.7
Chunk-based 46.3 37.2 7.70 40.9
Although the accuracy of chunking is low, the chunk-level method gets better results than
the POS-based method. By means of the POS tags, we get more reordering rules and
more paths in the lattice (expressed in the lattice density), since the sentence length is
greater than with chunks. The exact statistics are shown in Table 3.11.
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Table 3.11: Lattice information for the Chinese-English IWSLT 2004 test data.
avg. density used translation
pro sentence rules time [word/sec]
POS 15.7 6 868 8.7
Chunk 8.2 3 685 16.4
3.7.3.2 IWSLT 2008 official evaluations results
The chunk-based source reordering system was used during the IWSLT 2008 to evaluate
Chinese-English translation in BTEC and Challenge tasks. The BTEC task is a standard
translation task in IWSLT evaluations. It serves as translation of read-speech recordings
(lattice, n/1-best) and correct recognition results (text) of frequently used utterances in
the travel domain. The Challenge task is a translation of spontaneous conversational
speech recorded in a real situation. For each task both automatic speech recognitions
(ASR) provided by C-STARe and the correct recognition results (CRR) were given to all
IWSLT participants for translation. More information about the evaluation can be found
in [Paul 08].
The primary result achieved by the RWTH University in IWSLT 2008 evaluation was
generated with a system combination [Matusov & Ueffing+ 06] of 4 or 5 systems. The
chunk-based source reordering system is one of the systems. The evaluation results of
BTEC task and challenge task are given in Table 3.12 and Table 3.13, respectively. The
results were evaluated on cased outputs and punctuations were treated as normal words.
The chunk-based reordering approach has improved the BLEU score in all tasks in com-
parison to the strong baseline system (PBT), especially for the ASR translation tasks.
The BLEU score improved from 37.3% to 38.5% on BTEC task and from 27.8% to 29.4%
on challenge task. For the CRR translations the improvement was comparable to the
ASR translations. The alternative input to the decoder is more suitable for the ASR
translation. The detailed description of each system was published in the RWTH system
paper for IWSLT 2008 evaluation [Vilar & Stein+ 08b].
3.7.3.3 GALE task
We have also tested the chunk-based reordering approach on the GALE task with long
sentences. The training data had 1.3 million sentence pairs, which contain the Chinese-
English bilingual data released by the Linguistic Data Consortium (LDCf) for the GALE
project. The experiments have been carried out both on the data from newswire and
webtext domain. The detailed statistics of training and development and test data are
given in Appendix A: Table A.7 for newswire domain and Table A.8 for webtext domain.
eC-STAR: the Consortium for Speech Translation Advanced Research.
http://www.c-star.org/
fhttp://www.ldc.upenn.edu/
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Table 3.12: Official Text and ASR translation results of Chinese-English (BTEC) in
IWSLT 2008 evaluation.
Chinese-English ASR CRR
BTEC Task BLEU TER WER PER BLEU TER WER PER
[%] [%] [%] [%] [%] [%] [%] [%]
Phrase Based (PBT) 37.3 41.2 50.0 45.1 42.5 36.6 45.3 40.6
PBT + Chunk Reordering 38.5 42.8 51.2 46.4 42.6 39.9 47.8 42.4
PBT + New Segmentation - - - - 44.3 40.3 47.3 42.0
Hierarchical 31.6 49.6 56.5 49.5 41.2 41.5 48.1 42.7
Hierarchical + syntax 36.6 44.1 51.4 47.0 41.4 40.6 47.3 42.8
Sys.Comb(submission) 39.7 42.5 49.6 44.5 46.1 37.7 43.9 39.4
Table 3.13: Official Text and ASR translation results of Chinese-English (Challenge) in
IWSLT 2008 evaluation.
Chinese-English ASR CRR
Challenge Task BLEU TER WER PER BLEU TER WER PER
[%] [%] [%] [%] [%] [%] [%] [%]
Phrase Based (PBT) 27.8 46.0 55.4 51.1 32.1 42.7 51.9 47.8
PBT + Chunk Reordering 29.4 45.7 55.0 50.5 32.6 43.6 52.5 48.5
PBT + New Segmentation - - - - 37.2 41.8 49.3 44.5
Hierarchical 26.4 51.0 59.2 51.9 30.7 47.1 54.6 48.9
Hierarchical + syntax 30.2 45.6 53.7 48.6 30.2 45.5 53.6 48.5
Sys.Comb(submission) 34.3 43.6 51.1 46.1 39.1 40.7 48.3 44.1
The baseline system is a standard phrase-based system with a 5-gram language model.
All the parameters are optimized on BLEU Metric. The source reordering lattice has
been translated with the same models as the baseline system. The lattice translation has
been translated with the source cardinality-synchronous search (SCSS) as described in
Figure 1.6 in Section 1.2.4.2. Apart from the source side reordering, the distance-based
reordering model has been also applied. Since the distance-based reordering in PBT can
handle local reorderings well, we have kept only the source reordering rules covering more
that four chunks. The translation results are shown in Table 3.14. Basically, in opposite
to the baseline system, the source reordering system can only get a little improvement.
In the case of the newswire domain it gets around 0.2% BLEU score improvement on the
development and test data. In reference to the webtext domain, it gets 0.3% BLEU score
improvement only on the test data.
We also presented the system for a system combination in the GALE evaluation. In
the Chinese-English translation task, system combination has been conducted with eight
individual systems. The experiments were performed under evaluation conditions. The
results reported in Table 3.15 are on the broadcast news portion of the evaluation data
in GALE 2008. The broadcast news was taken from different Chinese television sources,
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Table 3.14: Translation results of Chinese-English GALE 2008 newswire and webtext
data.
nist06(dev) nist08(test)
BLEU [%] TER[%] BLEU [%] TER[%]
newswire Baseline (PBT) 30.7 61.0 30.2 60.2
Chunk reordering 30.9 60.8 30.4 60.5
webtext Baseline (PBT) 23.3 65.5 23.7 64.6
Chunk reordering 23.3 64.8 24.0 64.6
then automatically recognized and finally translated. The corpus statistics of dev and test
data are described in Table A.9. The MT evaluation was case-sensitive and included punc-
tuation marks. Four references were used for the evaluation. In the official evaluations,
the chunk-based reordering system (system B) has achieved results that are compared to
the phrase-based systems (system A1-A3). It has got the best TER score of 62.3% among
all eight systems. Further results on other domains such as newswire articles in GALE
evaluation were reported in [Matusov & Leusch+ 09].
The eight individual systems are:
A) three purely phrase-based systems with differences in alignment training, Chinese word
segmentation, and several extra features used in the log-linear model;
B) a phrase-based MT system with reordering of source sentences based on syntactic
chunks;
C) a hierarchical phrase-based system published in [Chiang 07];
D) a syntax-augmented hierarchical phrase-based translation system similar to the one
described in [Venugopal & Zollmann 06];
E) a hierarchical phrase-based system with a string-to-dependency LM reported by
[Shen & Xu+ 08];
F) a hybrid system combining a rule-based and a statistical translation system
[Ueffing & Stephan+ 08].
Table 3.15: System individual and system combination results for the Chinese-English
translation of the broadcast news blind test data. [Matusov 09].
System BLEU[%] TER[%]
A1 26.6 63.9
A2 27.1 66.9
A3 29.1 64.2
B 29.5 62.3
C 29.6 63.6
D 30.0 63.4
E 30.1 63.1
F 30.1 62.7
system combination 32.5 59.1
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3.7.4 Translation results of a tree-based reordering
In this section, we will investigate the two tree-based reordering models and compare them
to a strong baseline system with the distance-based reordering model. The experiments
have been carried out on the large data track of the Chinese-English NIST task. The
training data are the official release for NIST 2009 evaluation. We evaluate the system on
NIST 2004, 2005 and 2008 evaluation sets. The corpus statistics of the bilingual corpus
are shown in Table A.10.
The language model was trained on the English part of the bilingual training corpus and
additional monolingual English data from the GigaWord corpus (Third Edition) and CSR-
III Text (LDC95T6). During decoding, a 6-gram language model trained with SRILM
toolkit [Stolcke 02] has been used. Apart from the language model, we also used dwl
model [Mauser & Hasan+ 09] and triplet model [Hasan & Ganitkevitch+ 08] which were
trained on the English part of the bilingual training corpus. The evaluation sets have
been settled in the news domain and have been derived from various news agencies. Each
evaluation set contains four English reference translations. The translations have been
evaluated in case sensitive.
We reported the translation results in Table 3.16. The baseline is an official submission
of RWTH’s PBT system in the NIST 2009 Machine Translation Evaluation. The
abbreviation of qDM denotes a tree-based distortion model which calculates the model
cost with the minimum jump distance of source words before and after tree reordering.
qDI is the tree-based distortion model which uses a parameter alp to interpolate the jump
distance of source words before and after tree reordering. The Table 3.16 shows that
the two models get consistent improvements on both BLEU and TER scores in all test sets.
Table 3.16: Results of tree-based reordering models on newswire text for Chinese-English
NIST task.
Newswire NIST 2006 (dev) NIST 2004 NIST 2005 NIST 2008
truecase BLEU TER BLEU TER BLEU TER BLEU TER
[%] [%] [%] [%] [%] [%] [%] [%]
baseline 33.4 60.6 34.4 60.3 32.3 61.4 26.2 65.6
qDM 33.6 60.4 35.0 60.1 32.8 60.7 26.5 65.5
qDI (α=0.0) 33.7 60.4 34.6 60.3 32.4 61.1 26.4 65.4
qDI (α=0.5) 33.8 60.4 34.9 60.1 32.5 61.1 26.5 65.4
qDI (α=1.0) 33.9 60.2 34.8 60.1 32.6 61.2 26.7 65.0
The model qDM improved the baseline on BLEU score in the range of 0.2% - 0.6% and on
TER score in the range of 0.1% - 0.7%. It has performed better than the distance-based
distortion model without tree reordering information in PBT. Since the maximum jump
limit D (as illustrated in Equation 3.16) is an important parameter in a distortion model,
we have also investigated the relation of BLEU score from model qDM to the limit D on
a smaller training data (The corpus statistics is shown in Table A.11). As presented in
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Figure 3.7: The relation of BLEU score to the maximum jump width for the tree-based
minimum jump distortion model and PBT distortion model (on NIST 2008).
Figure 3.7, the jump limit D has been set between 0 and 16 words and the graphs for the
baseline distortion model and the tree-based distortion model with minimum cost have
been drawn. It can be observed that the two lines basically go with the same trend where
the score gets higher with a larger D. However, when the maximum jump width is small,
the tree-based distortion model is much better than the baseline. It means that after a
tree-based reordering the source input words adapt similar word order to the one from
the target language.
The model qDI could be adjusted by setting different value for the interpolation parameter
α. Here, we have set α with 0.0, which assigns more trust on the original word order in
source sentences, whereas α with value 0.5 assigns fifty percent chance on the original
and tree-based reordered word order. The value of 1.0 means using only the reordered
word order. When α is 0.0, the system is similar to the baseline system. The only
difference is that in tree-based reordering systems, in order to apply tree parsing on the
categorized pre-processing data, we represent a category with its label and remove the
category content. In general, qDI and qDM could achieve comparable results. qDI performs
a bit better with α value set at 1.0.
In addition, we compare our results with the top systems on Chinese-English translation.
The official results of the NIST evaluation in 2008 are summarized in Table 3.17. There
were twenty organizations which entered as participants in the constrained training track.
Here, we show only the top seven systems in this track, since our training data is also under
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the data limitation. More details can be found on the web page of NIST evaluationsg.
The so-called “significance groups” shows the areas where the wilcoxon signed rank test
was not able to differentiate system performance at the 95% confidence level. That is,
if two systems belong to the same significance group, then they are determined to be
comparable. Our PBT system with tree-based reordering model is in the group 3.
Table 3.17: Comparison of the official results of the public evaluations in NIST 2008 for
the Chinese-English constrained data track (top seven systems).
significance system BLEU
groups [%]
1 Microsoft Research +
Microsoft Research Asia +
National Research Council Canada + 30.9
SRI International
1 BBN Technologies 30.6
1 USC-ISI 30.4
1 Google 30.0
2 Microsoft Research + Microsoft Research Asia 29.0
3 SRI International 27.0
3 University of Edinburgh 26.1
PBT with tree-based distortion model 26.7
4 Stanford University 25.5
3.8 Conclusion
In this chapter, two reordering models with syntactic information at the source language
side, which are chunk-based and tree-based, have been presented. Words of source sen-
tences move in groups of syntactic chunks or subtrees in the pre-processing of PBT to
make the word order in source language similar to the word order in target language.
In order to avoid hard decision on reordering before decoding, our models can provide
alternative reorderings to the decoder.
The chunk-based reordering model reorder the source words in chunks with syntactic rules
which are learned automatically from word alignments. These reordering rules are scored
with the probabilities of their appearance in the bilingual training data. All possible
reorderings are represented in a lattice. The lattice could be scored with source language
models trained on a monotonized training data and the probabilities of reordering rules.
The experiments have shown that the chunk-based reordering model is helpful for the
spoken language translation. It works better for the spoken than for a text translation.
One explanation could refer to the observation that the reordered words break the possible
long phrases extracted from the training data in text data. In spoken language translation,
ghttp://www.itl.nist.gov/iad/mig/tests/mt/2008/
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the phrases are intended to be broken by the flexible oral expressions or ASR errors. Thus,
the broken phrases cased by reordering has less influence than it has in text translation.
The whole framework of chunk-based reordering is also suitable for POS-based reordering
methods where the POS tags replace the chunk tags. The experiments have also shown
that the chunk-based method performs better than the POS-based source reordering.
In order to improve the ability of source reordering method on long-distance jump prob-
lem, we have developed the method based on tree structures. Instead of reordering lattice,
the alternative reordering positions have been passed into the decoder and the jump costs
have been modified. The experiments have demonstrated that in opposite to the strong
PBT baseline system, this source reordering method has improved the results by about
0.5% BLEU score. The translation examples have also shown that this approach can
handle better the long-distance reorderings than the most popular distortion model in
the state-of-the-art PBT.
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4.1 Introduction
Word alignment is a key part in the training of a statistical MT system, because it provides
mappings of words between each source sentence and its target language translation.
Because of the difference in the structure of the languages involved, also due to the
“mechanics” of translation, not all words in the source language have a corresponding
word in the target language. Therefore, in the alignments, either manually created or
automatically learned, most words are aligned, some are not.
Word alignment is crucial for phrase-based translation systems, since the phrase
alignments are derived from the word alignments. This approach was presented by
[Och & Tillmann+ 99] and implemented by e. g. [Koehn & Och+ 03]. It is often assumed
that the quality of word alignment is critical to the success of a translation, since this
widely used phrase extraction method depends on word alignments. However, many stud-
ies have reported that the relation between alignment quality and translation quality is
weak [Lopez 06, Vilar & Popovic´+ 06, Fraser & Marcu 06]. The increase in alignment ac-
curacy does not always go hand in hand with the improvement in translation performance
[Vilar & Popovic´+ 06].
In this chapter, we will explore the influence of the unaligned words on the phrase extrac-
tion and machine translation results. We will show that the presence of unaligned words
causes extraction of “noisy” phrases. In consequence, it can lead to insertion and deletion
errors in the translation output. In addition to the analysis, two models, namely “hard
deletion” and “optional deletion”, have been applied to Chinese-English translation, in
order to check the influence of unaligned words on the translation quality. The work in
this chapter has been briefly published in [Zhang & Matusov+ 09].
4.2 Related work
There has not been much work regarding the influence of unaligned words on phrase ta-
bles and translation quality. [Lambert & Petitrenaud+ 10] has investigated several word
alignment characteristics including unaligned words and their correlation with BLEU
score. With their variant experiments on Spanish-English and Chinese-English translation
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tasks they have found that the percentage of unaligned words is always negatively corre-
lated with BLEU or with no correlation. [Stein & Vilar+ 10] have applied two heuristic
methods regarding unaligned words for the extraction of initial phrases for the hierarchical
machine translation. They have also assumed that unaligned words may affect the qual-
ity of the extracted phrases. Still they have not provided a detailed analysis and further
experiments in order to check their hypothesis. Guzman et al. [Guzman & Gao+ 09] have
conducted a more thorough analysis on different characteristics of the alignment, which
included the unaligned words, that have an impact on the phrase table extraction. The
authors have concluded that the number of unaligned words in the word alignment has a
large impact on the size and quality of the extracted phrase table.
4.3 The impact of unaligned words
4.3.1 Unaligned words in word alignment
For a given source language sentence fJ1 = f1...fj...fJ , the translation task is to translate
fJ1 into a target language sentence e
I
1 = e1...ei...eI . In statistical translation training
models [Brown & Cocke+ 90, Brown & Della Pietra+ 93a] a “hidden” alignment A was
introduced into the translation model Pr(fJ1 |eI1). This issue has been already mentioned
in Section 1.2.1. Pr(fJ1 |eI1) is decomposed as:
Pr(fJ1 |eI1) =
∑
A
Pr(fJ1 , A|eI1) (4.1)
For a specific notion of alignment, A can be decomposed as A = aJ1 , aj ∈ {0, ..., I}, where
aj is a target position mapping to each source position j. The alignment a
J
1 may contain
a special alignment aj = 0, which means that the source word at index j is not aligned
to any target word.
In real data, one source word can be translated into several target words and vice
versa. However, in the case of training the source to target alignment with IBM mod-
els [Brown & Della Pietra+ 93a], only many-to-one alignment is allowed. That is, a word
in the source sentence cannot be aligned to multiple words in the target sentence. In
order to get a symmetric alignment, i.e. one-to-many and many-to-one links allowed
to be performed at the same time, the alignment is trained in both translation direc-
tions: source to target and target to source. For each direction, a Viterbi alignment
[Brown & Della Pietra+ 93a] is computed: A1 = {(aj, j)|aj ≥ 0} and A2 = {(i, bi)|bi ≥
0}. Here, aJ1 is the alignment from the source language to the target language and bI1 is
the alignment from the target language to the source language. A symmetric alignment
A is obtained by the composition of A1 and A2 with the following combination methods.
More details can be found in [Och & Ney 04]:
• intersect: A = A1 ∩ A2
• union: A = A1 ∪ A2
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• refined: extend from the intersection. intersect ⊆ refined ⊆ union
In order to check the unaligned words, we have counted unaligned words in various
Chinese-English alignments both in a small corpus (LDC2006E93a) and in a large corpus
(GALE-Allb).
Table 4.1 presents what percentage of unaligned words occurs in each alignment. Since
the released LDC2006E93 corpus contains manual alignments, we can see that even in
“correct” alignments, more than 10% words are unaligned. The alignment with the best
precision, the so-called “intersect”, has around 50% unaligned words on both sides. The
union alignment, which has the best recall, still has around 10% of the words unaligned.
The most frequently used “refined” alignment has about 25% of unaligned words. Since
the phrases in phrase-based translation systems are extracted from the word alignments,
these unaligned words also affect the extracted phrases.
Table 4.1: The portion of unaligned words in manual and automatic alignments.
Corpus Sentence Alignment Unaligned Unaligned
Chinese words English words
LDC2006E93 10,565 manual 14% 11%
intersect 53% 40%
refined 23% 23%
union 7% 14%
GALE-All 8,778,755 intersect 48% 55%
refined 24% 27%
union 9% 16%
4.3.2 Unaligned words and phrases
In the state-of-the-art statistical phrase-based models, the unit of translation is any con-
tiguous sequence of words, which is called a phrase. The phrase extraction task is to find
all bilingual phrases in the training data which are consistent with the word alignment.
This means that all words within the source phrase must be aligned only with the words
of the target phrase; likewise, the words of the target phrase must be aligned only with
the words of the source phrase [Och & Tillmann+ 99, Zens & Och+ 02]. A target phrase
can have multiple consistent source phrases if there are unaligned words at the boundary
of the source phrase and vice versa.
Figure 4.1 gives an alignment example with unaligned words on both source and target
sides, as well as the phrase table which is extracted from this alignment. The unaligned
words will result in multiple extracted target phrase pairs for a source phrase. The
aLDC2006E93: LDC GALE Y1 Q4 Release - Word Alignment V1.0, Linguistic Data Consortium (LDC)
bGALE-ALL: all available training data for Chinese-English translation released by LDC.
http://projects.ldc.upenn.edu/gale/data/DataMatrix.html
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purpose of keeping all of these phrase pairs is that the unaligned words could be essential
to complete a good sentence, although they have no corresponding translations. However,
the translation models are not powerful enough to select the correct phrase pair from these
multiple pairs. As a result, this ambiguity often causes insertion and deletion errors.
Insertion errors correspond to cases when redundant words are added to the translation.
Deletion errors correspond to cases when translations of some source words are missing.
As a test, we have used the phrase table in Figure 4.1 to translate the source sentence.
Since the example sentence is short, in order to see clearly how the phrase pairs are
concatenated, we limit the length of the used phrase from one to five words.
:ÀH why
:ÀH why is
£H :ÀH why
£H :ÀH why is
:ÀH Ù7 why is that
:ÀH Ù7 b why is that
£H :ÀH Ù7 why is that
£H :ÀH Ù7 b why is that
:ÀH Ù7 b  why is that ?
£H :ÀH Ù7 b  why is that ?
£H is
b is
Ù7 is that
Ù7 that
Ù7 b is that
Ù7 b that
Ù7 b  is that ?
Ù7 b  that ?
b  ?
 ?
那
么
为
什
么
这
样
呢 ？
Figure 4.1: An alignment example with unaligned words.
Figure 4.2 shows the translations with different phrase length. The concept of slen denotes
the maximum length of a source phrase, namely the number of words. On the other hand,
tlen stands for the length of a target phrase. When slen = 1 and tlen = 1, the translation
‘why is that is ? ’ is with an insertion error of word ‘is ’, which is caused by the unaligned
‘is’ in the phrase ‘b# is’. With slen = 2 and tlen = 2 versus slen = 3 and tlen = 3
there are deletion errors where unaligned ‘is’ is missing in phrase ‘£H :ÀHwhy is#
is’. When we set slen = 4, tlen = 4, the translation is correct with the long enough phrase
of ‘why is that # £H :ÀH Ù7’ in terms of the length of the whole sentence. It is
a special case when slen = 5 and tlen = 5, where the whole sentence and its translation
are captured as a single phrase. This example shows that the phrase pairs containing
unaligned words bring insertion and deletion errors when the length of used phrases are
much smaller than the sentence length. In the current translation systems, the average
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why
is
那
么
为
什
么
这
样
呢 ？
that
?
slen=1   tlen=1
is
why
那
么
为
什
么
这
样
呢 ？
that
?
slen=2   tlen=2
why
那
么
为
什
么
这
样
呢 ？
that
?
slen=3   tlen=3
why
is
那
么
为
什
么
这
样
呢 ？
that
?
slen=5   tlen=5
is
那
么
为
什
么
这
样
呢 ？
that
?
slen=4   tlen=4
why
Figure 4.2: The translations generated with the phrases pairs from Figure 4.1 under
phrase-length limitations.
length of the used phrases is about 3 words [Koehn & Och+ 03, Haffari & Roy+ 09].
This number is small, considering an average sentence length of around 10 ∼ 20 words.
Thus, a portion of insertion and deletion errors in translations depends on the presence
of unaligned words in phrases.
4.4 Deletion of the unaligned words in source sentences
On the basis of the observations in the last section, we make a further analysis on the
unaligned words. In the automatically trained alignment, an unaligned word could be
classified:
correct vs wrong: A word is supposed to be unaligned correctly if it does not
have any corresponding translations even in a manual alignment. Whereas an unaligned
word is aligned wrong if it has any aligned target words in a manual alignment.
function words vs content words: In comparison to the alignment of function
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words and content words, it can be noted that the correct unaligned words are roughly
function words, while the wrong unaligned words are usually content words. The function
words carry little lexical meaning. Instead, they are meant to express grammatical
relations among words in a sentence. On the contrary, the content words usually carry
the meaning of a sentence.
The role of these unaligned words is not clear yet. On the one hand, they could con-
tribute to the generation of more phrase pairs, which might increase the ambiguity of a
translation. On the other hand, they tend to glue the remaining sentence components
in order to produce a fluent translation. In order to investigate whether these unaligned
words are more useful or harmful for the translation, we have applied two strategies for
the unaligned function words in the source language: hard deletion and optional deletion.
These methods have been already mentioned in Section 4.4.2 and Section 4.4.3. The dele-
tion of unaligned words in the source language can reduce the size of the phrase table.
The unaligned words in the target language are not deleted in the training data, since
they are crucial for the completion of accurate translation.
Our next question refers to the type of unaligned words to be deleted. According to the
analysis on the unaligned words in the training data, not all unaligned words could be
deleted. We hope to delete the “correct” unaligned words only.
4.4.1 Deletion candidates
We have used two constraints to filter out the words which can be deleted.
We have used relative frequencies to estimate the probability of a word being aligned.
pa(w) =
Na(w)
N(w)
(4.2)
The number of times a word w is aligned in the training data is denoted by Na(w), and
N(w) is the total number of occurrences of the word w. The first constraint remove all
words whose aligned probability falls below a threshold τ .
Conp(w) =
{
1 if pa(w) ≤ τ
0 if pa(w) > τ
(4.3)
This constraint can be used with different thresholds. The smaller the threshold is, the
stricter constraint is applied and fewer words are to be considered. When pa(w) is 0.5, it
means that the word has the same probability to be or not to be aligned.
The second constraint imposes the use of the POS tags to mark the function words. In
general, the content words include nouns, verbs, adjectives, and most adverbs. We denote
the POS tag set for content words as C = {noun, verb, adj, adv}. Thus, the constraint
for the function word is:
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Conf (w) =
{
1 if POS(w) 6∈ C
0 otherwise
(4.4)
Usually, the second constraint with POS tags should be used together with the first
constraint Conp(w), since content and function words in linguistics are not always clearly
distinguishable.
4.4.2 Hard deletion
The simplest way of deletion is to remove directly the words which fulfill the constraints
from the source sentences in both training and test data. We call this “hard deletion”.
With the “hard deletion”, the change of the alignment will affect not only the extracted
phrase pairs around the deleted word, but also the probability estimation of all phrases.
Namely, the alignment takes place in different contexts. In this way, the source sentences
become relatively shorter. The size of the phrase table will be smaller because of the
reduction in the multiple translation pairs. However, the drawback of the method is
obvious. Most words are aligned or not in different contexts. When we set τ in the
constraint (Equation 4.3) greater than 0 and delete the filtered words, there must still be
some words left for a further translation, which means that they were deleted wrongly.
Hard deletion is an easy method to investigate the influence of unaligned words on trans-
lation results. It can reflect that translation phrases with unaligned words are useful or
harmful in phrase-based translation systems.
4.4.3 Optional deletion
The application of optional deletion seems a better way to deal with the unaligned words.
The training data is not changed in this method. But for the test data, by deleting
some words, the changed source sentence is an additional input with the original source
sentence to the decoder. Thus, we do not make a firm decision to delete words. Instead,
we preserve ambiguity and defer the decision until later stages.
In order to represent alternative inputs, we use a confusion network (CN) for the multiple
inputs. The use of the confusion network (CN) in machine translation has already been
reported [Bertoldi & Zens+ 07, Hoang & Birch+ 07]. A confusion network is a directed
acyclic graph in which each path goes through all the nodes, from the start node to
the end node. Its edges are labeled with words. An example of a confusion network for
optional deletion is shown in Figure 4.3.
The special empty-word ε represents a word deletion. Additionally, the word alignment
probability is attached to each edge. The probability is calculated by Equation 4.2. When
a given word is a content word, its alignment probability is 1.0. The score with ε stands
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ε.62 ε.79
把 .38 机票1.0 忘1.0 家里1.0 了 .21在1.0
gloss:        ‐ ticket             forget          at                home             ‐
Figure 4.3: A confusion network example of optional deletion.
for the probability of the word in the same column which should not be aligned. The
probability equals to 1− pa(w).
Input source sentences are represented by confusion network. Similar to what has been
done in the hard deletion, the alignments are modified by removing all deletion candi-
dates and the corresponding points in the alignment matrix. However, in order to match
the possible non-deletion of the unaligned words, the original alignment is also needed.
Therefore, we combine the two alignments by merging the phrase counts and recomputing
the phrase probabilities.
4.5 Unaligned word model
As described in Section 1.2.2, the phrase-based models use a log-linear combination of
several models (also called feature functions). We can introduce an unaligned-word model
to explicitly penalize phrase pairs with many unaligned words. A similar idea has been
also presented in [Guzman & Gao+ 09]. Namely, features have been added to the phrase
table to account for the number of unaligned words. Here, we introduce two features. The
first one hunf indicates the average number of the unaligned words in the source phrase,
the other hune stands for the average number of the unaligned words in the target phrase.
As in the notation introduced in Section 1.2.3, we have a segmentation sK1 of a sentence
pair (fJ1 , e
I
1) into K phrase pairs. e˜k is the k
th target phrase and f˜k is the kth source phrase.
hunf (e
I
1, s
K
1 ; f
J
1 ) =
K+1∑
k=1
Nunw(f˜k)
Nw(f˜k)
(4.5)
hune(e
I
1, s
K
1 ; f
J
1 ) =
K+1∑
k=1
Nunw(e˜k)
Nw(e˜k)
(4.6)
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The corresponding model scaling factor acts as a penalty for the average number of
unaligned words in each phrase pair. Nunw(·) denotes the number of unaligned words
in a word sequence. Nw(·) denotes the number of words in a word sequence. When a
phrase pair has several alignments, we calculate the score on the first alignment that we
have seen.
4.6 Experimental results
The goals of the experiments in the chapter are
• comparison of three methods: hard deletion, optional deletion and unaligned word
model.
• analysis of the influence of unaligned words on the translations of different types
of data: speech corpus with many unaligned words and formal language corpus
(newswire and webtext) with fewer unaligned words.
4.6.1 Corpus
We carried out MT experiments for a Chinese to English translation on two tasks with
various sizes and domains: BTEC 2008 and GALE 2008 data sets. The corpus statistics
for the MT training data for the tasks are described in Appendix A.
• BTEC Chinese-English task:
The BTEC 2008 data was provided within the IWSLT 2008 evaluation cam-
paign [Paul 08] and extracted from the Basic Traveling Expression Corpus (BTEC)
[Takezawa & Sumita+ 02]. The data is a multilingual speech corpus which contains
sentences usually found in tourist guides. The sentences are short, with fewer than
10 words on average. We added to the official IWSLT 2008 training data also the
IWSLT 2006 dev data and IWSLT 2006 evaluation data as well as their references
to the training data. The development and test sets described below in the ex-
periments are derived from the IWSLT 2004 and IWSLT 2005 evaluation data. It
turned out, however, that the two data sets are not similar, therefore, we took the
first half of each and combined them as dev data. The remaining two halves were
also merged and defined as test data.
• GALE Chinese-English task:
The large vocabulary GALE data was provided by LDC. The test data includes four
genres: broadcast news (BN), broadcast conversations (BC), newswire (NW) and
webtext (WT). The first two sources have been destined to the speech translation,
whereas the latter two have been used for the text translation. Here, we carried out
experiments on NW and WT. The sentences of the GALE task are longer (around
30 words per sentence) and more difficult to translate. The MT system for this
task has been generated at RWTH Aachen University in order to participate in the
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international research project GALE [GALE08] and its evaluation campaigns. The
results have been achieved in this chapter on the basis of the newswire and webtext
portion of the GALE 2008 MT evaluation data.
4.6.2 Baseline system
Our baseline system is a standard phrase-based SMT system used at RWTH Aachen
University. The word alignments have been obtained by means of the GIZA++
[Och & Ney 03] with IBM modelsc. We symmetrized bidirectional alignments using the
refined heuristic strategy [Och & Ney 04]. The phrase-based translation model is a log-
linear model that includes phrase translation probabilities and word-based translation
probabilities in both translation directions, phrase count models, word and phrase penalty,
target language model (LM) and a distortion model. Language models were built using
the SRI language modeling toolkit [Stolcke 02]. A 6-gram language model has been used
in the processing of a small vocabulary BTEC task. In reference to the large vocabu-
lary GALE task, 5-gram language model have been included. The model scaling factors
have been optimized on the development set with the goal of improving the BLEU score.
We have used a non-monotonic phrase-based search algorithm that can take confusion
networks as input [Matusov & Hoffmeister+ 08].
4.6.3 Results on traveling speech data
This set of experiments has been run on the BTEC data, which is a speech corpus about
tourist information. Firstly, we have discovered some possible words that can be removed
from the unaligned words. After applying the constraint Conp described in Equation 4.3
on the training data, we tested different thresholds τ in the range from 0.2 to 0.5. For
each threshold the number of potential words and the unaligned word examples are listed
in the Table 4.2. The set with small τ is a subset of the one with a larger τ .
Table 4.2: Some statistics and examples of the removable words from BTEC data.
BTEC
Conp Conp+Conf
τ num. example num. example
0.2 1  1 
0.3 4   í t 3   t
0.4 21 ö å   . . . 10   t å  ù Å â  Ý
0.5 152 @ ù @ Sö . . . 20  å M t @ | Í 0 Æ ù 
ù  ¯ â ! 1  @ 
cSpecifically, on GALE data we performed 5 iterations of Model 1, 5 iterations of HMM, 2 iterations of
Model 4. On BTEC data we performed 4 iterations of Model 1, 5 iterations of HMM, 8 iterations of
Model 4.
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When τ = 0.2, then only a single word “” is removed. It means that “” is a special
word in Chinese, which with approximately 80% probability cannot be aligned to an
English word. When τ = 0.5, there are 152 words. However, the constraint Conp is not
enough. Due to the alignment errors, many content words, such as “í(cry)” and “
(war)”, can be found in the prospective set. Therefore, we have decided to apply the
constraint Conp+Conf . Some examples of the potential removable words are listed in
Table 4.2. It is very helpful to filter the content words out. For τ = 0.5, the number of
removable words can be reduced from 152 to 20 words.
It might be also helpful to know the sum of these words in the test data. We have counted
the number of occurances of the removable words in the test and eval data. The results
are displayed in Table 4.3. When we set a loose filter as τ = 0.5, there is about 7 ∼ 8%
running words without corresponding alignments. Even when the filter has been limited
to τ = 0.2, there are still about 5% running words without alignments. We have run the
translation experiments by setting τ from 0.2 to 0.4, since when τ=0.5, there are only 8
more running words affected in test data and 4 more running words affected in test data.
Table 4.3: The count of unaligned candidate source words in test and eval BTEC data.
test eval
Conp+Conf num. example count count
total source words 3109 2909
τ = 0.2 1  150 151
τ = 0.3 3   t 197 208
τ = 0.4 10   t å  ù Å â  Ý 210 230
τ = 0.5 20  å M t @ | Í 0 Æ ù  218 234
ù  ¯ â ! 1  @ 
The translation results are shown in Table 4.4. The experiments have been conducted
by means of three methods: hard deletion, optional deletion and unaligned word model.
Both the test and eval data are with 16 references. All three methods improve the baseline
on every metric.
The simplest and most straightforward method of “hard deletion” has obtained the largest
improvement. The BLEU score improves over 1%. Moreover, the improvements are stable
in both test data sets. The more unaligned words are deleted by increasing τ , the higher
possibility of achieving better results.
In order to check the effect of the removal of some function words, we decided to trace
the translation process carefully. Table 4.5 displays an example of a translation and how
it has been generated. The two main columns in Table 4.5 present the baseline system
results and the results obtained by removing some function words (in this example, the
word “” is deleted). It can be noticed that the translation in the “rm-funW” column
is more similar to the reference and to the correct meaning. In the row “used phrases”,
all phrase pairs which compose the final translations, can be found. Thus, the process of
generating the exact translations can be observed. After deletion of “”, system tends
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Table 4.4: Translation results on the BTEC data.
dev test eval
BLEU TER BLEU TER BLEU TER
[%] [%] [%] [%] [%] [%]
baseline 51.6 41.7 50.1 42.2 45.5 47.2
Hard deletion τ = 0.2 51.4 41.4 51.2 41.4 46.5 45.9
τ = 0.3 51.0 41.7 51.3 41.5 46.6 45.9
τ = 0.4 50.9 41.8 51.5 41.4 46.9 45.5
Optional deletion τ = 0.2 50.7 41.6 50.9 41.5 46.3 46.1
τ = 0.3 50.7 41.7 50.8 41.8 46.3 46.1
τ = 0.4 51.1 41.7 50.8 41.8 46.7 45.6
Unaligned word model feat-src 51.3 41.0 50.5 42.1 47.0 46.5
feat-tgt 50.5 41.9 50.3 41.6 47.0 46.2
feat-srctgt 51.1 41.5 50.5 41.7 47.0 46.5
to use fewer but larger phrases. It is the effect of the unaligned words on the translation
system. The row “all src candidate phrases” shows the effect of unaligned words on the
phrase table. We have listed all phrase candidates for the test sentence. We have made
a list of the source phrases and had given the number of corresponding target phrases
for each one in brackets. The total number of phrases can be deleted, while new phrase
pairs with “S e 5Ý” are added. Three phrases including “” have disappeared.
The “optional deletion” method allows the decoder to choose the unaligned words to be
translated or not. The baseline is then improved by 0.7 ∼ 0.8% on the BLEU score.
However, the optional method has not achieved better results than the “hard deletion”.
This implies that the newly introduced ε arcs are not often selected by the decoder. The
decoder tends to choose only these phrase pairs which contain unaligned function words,
like the baseline system.
The “unaligned word model” is a softer decision about the unaligned words. It adds a
count score to each phrase, indicating how many unaligned words the phrase contains.
The model has been built to smooth the selection of the phrase pairs with unaligned
words. Opposite to the baseline, this method offers little improvement. Although, the
BLEU score on the “eval” set has increased by 1.5%, the TER score is still worse than
the results obtained with two remaining methods. Another difference lies in the fact that
this method considers unaligned words on the target side, whereas the other two methods
focus on the unaligned words only on the source side. In the Table 4.4, we have shown
the results on the source side “feat-src”, on the target side “feat-tgt” and on the both
sides “feat-srctgt”.
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Table 4.5: A translation example by removing function words with τ = 0.4.
baseline rm-funW(τ = 0.4)
src ¨ / Î êÌ S e  5Ý ¨ / Î êÌ S e 5Ý
translation where is the phone call. where are you calling from
reference Where are you calling from ?
used phrases Î êÌ # where êÌ # where
/ # is ¨ / # are you
¨ # the S e 5Ý # calling
 5Ý # phone Î # from
S # call
e # .
all src candidate phrases ¨ (889) ¨ (477)
¨ / (19) ¨ / (19)
êÌ (162) êÌ (165)
e (469) e (489)
e  (9)
5Ý (214) 5Ý (217)
 (499)
 5Ý (52)
S (229) S (231)
Î (246) Î (248)
Î êÌ (2) Î êÌ (2)
/ (500) / (500)
/ Î (9) / Î (9)
S e 5Ý (2)
total 3299 2359
4.6.4 Results on newswire and webtext data
We have also tested the above mentioned methods on bigger and more difficult data: the
GALE task. The training data encompasses 8.7 million sentences with about 240 million
running words on each side. It contains two domains: newswire and webtext data. The
sentences from newswire are long, over 30 words on average in each sentence. The webtext
data has been collected from various websites. Thus, a combination of different types of
discourse, such as news, comments, stories and web links, has been provided.
Firstly, we have selected the removable words from the unaligned words. The sums of
candidate words and the unaligned word examples are listed in Table 4.2, with thresholds
τ in the range from 0.2 to 0.5. In comparison to the BTEC data, there are fewer deletion
candidates in GALE data, both in content and function words.
Secondly, with fewer candidate words left, it is possible to run experiments on the min-
imum and maximum number of unaligned words. Here, the most frequently unaligned
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Table 4.6: Some statistics and examples of the removable words on GALE data.
GALE
Conp Conp+Conf
τ num. example num. example
0.2 1 m 0 -
0.3 7  g ÛÅ . . . 1 
0.4 17  W¯ . . . 1 
0.5 62  - K F. . . 3  - K
word “” was taken into account, which is under the constraint Conp+Conf when τ = 0.3
and τ = 0.4. The whole set with 62 candidate words are generated under the constraint
Conp with τ = 0.5. This set includes both function and content words. Table 4.7 presents
the counts of the two sets of candidate words in the dev and test data, for newswire and
webtext domain. In the newswire data, as far as word “” is concerned, there are about
2.6% running words affected. In reference to the maximum set, up to 3.0% words are
affected. In the webtext domain, the percentage increases to 4.3% and 4.7%, respectively.
Table 4.7: The count of unaligned candidate source words in test and eval GALE data.
GALE
newswire webtext
num. example dev test dev test
total source words 147972 149132 129140 121521
1  3920 [2.6%] 3840 [2.6%] 5912 [4.6%] 5256 [4.3%]
62  - K F. . . 4625 [3.1%] 4547 [3.0%] 6312 [4.9%] 5675 [4.7%]
The translation results are shown in Table 4.8. The experiments have been run with the
three methods: hard deletion, optional deletion and unaligned word model. Both test
and eval data are accompanied with 4 references.
All three methods have improved the baseline on the test data. The “optional deletion”
method has worked better than “hard deletion” method on the newswire domain. It is
because the unaligned word set with 62 candidates includes some characters which could
be a part of content words. The “optional deletion” make it possible to translate these
content words, though they are often not aligned in the training data. In the minimum
set with a single word “”, the “optional deletion” also seems better, apart from the
fact that “” is a function word. Contrary to the BTEC data, which is a speech corpus,
newswire data presents more formal language. Interestingly, there are five functions of the
word “” in Chinese. Two of them could be translated [Chang & Jurafsky+ 09]. It has
been shown that the word “” is the most important unaligned word. Both in “hard”
and “optional” deletion methods, the results obtained by removing only “” turned out
to be better than by removing more unaligned word candidates.
To sum up, the unaligned word model does not provide better outcomes than the other
66
4.7 Conclusion
Table 4.8: Translation results on the GALE-2008 task.
newswire webtext
dev test dev test
BLEU TER BLEU TER BLEU TER BLEU TER
[%] [%] [%] [%] [%] [%] [%] [%]
baseline 31.5 60.7 30.9 60.3 25.1 65.7 24.7 65.9
Hard rm-1: 31.9 60.2 31.4 59.7 24.9 65.3 24.9 65.1
deletion rm-62 32.3 60.1 31.2 59.9 25.0 65.5 24.8 65.5
Optional CN-1: 32.0 59.5 32.1 58.8 24.9 64.8 25.4 65.1
deletion CN-62 31.9 59.9 32.1 59.5 24.8 65.5 25.4 65.4
Unaligned feat-src 31.5 60.6 31.3 60.6 24.5 64.5 25.5 64.1
word feat-tgt 31.5 59.9 31.6 59.7 25.0 64.2 25.5 63.9
model feat-srctgt 31.6 59.9 31.3 60.0 24.8 64.9 25.2 64.6
two methods described above. Although, by means of this model, the best results have
been achieved on the test data in webtext domain.
4.7 Conclusion
In this chapter, we have devoted attention to the problem of a large number of unaligned
words in the word alignments generally used for MT model training. These unaligned
words result in ambiguous phrase pairs being extracted by a state-of-the-art phrase-based
statistical MT system. In translation, this phrase ambiguity causes deletion and insertion
errors. Therefore, we split the unaligned words into function and content words. It has
been demonstrated that the unaligned function words have a strong impact on the phrase
extraction.
Furthermore, we have proposed methods to improve phrase extraction, which aim at
dealing with the unaligned words. Since it is important to keep the unaligned words
on the target side to obtain complete and fluent translations, we have applied “hard
deletion” and “optional deletion” of the unaligned words on the source side prior to
phrase extraction. Although the methods seem to be simple, significant improvements
could have been noted in automatic MT evaluation measures on both small and large
vocabulary tasks. We have shown that differentiating between “useful” and “removable”
unaligned words is important for the quality of the extracted phrases and, consequently,
for the quality of the phrase-based MT system.
In this chapter we have reported the importance of unaligned words. In the future, more
work at sentence level should be done, namely, more context information should be used
in order to decide whether a word should be translated or aligned.
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5.1 Introduction
In a machine translation, pre-processing is performed before training word alignment
with GIZA++. The goal of pre-processing is to make the input text more easily to be
translated. The pre-processing itself consists of data cleaning and document normalization
in order to improve the quality of training data. Another main task of pre-processing
is to make the source language more similar to the target language, by means of the
word reordering, tokenization and word segmentation. In general, both source and target
corpora are pre-processed. Parallel training corpora are pre-processed with the purpose
of obtaining better word alignment and better phrase translations. In decoding, the test
corpus is pre-processed exactly in the same way as it happens in the training data.
Some language-specific issues are tackled in the pre-processing. For example, for the
German-English translation, the pre-processing usually includes compound word splitting,
joining separable verb prefixes with verbs [Nießen & Ney 04]. For the Serbian-English
translation, Serbian words are converted into their base forms [Popovic´ & Ney 06b]. For
the Chinese-English translation, which is the main task of this work, the pre-processing
includes roughly these processes:
• Word segmentation in Chinese. In opposition to most European languages, in the
Chinese language no spaces occur. The basic writing unit is the character. In order
to align to the English words, it is necessary to determine word boundaries. A lot of
work has to be done on this subject, including the research on algorithms for Chinese
word segmentation [Sproat & Shih+ 96, Yang & Senellart+ 03, Peng & Feng+ 04,
Tseng 05, Wang & Qin+ 07] and their integration with statistical machine
translation systems [Xu & Matusov+ 05, Xu & Gao+ 08, Chang & Galley+ 08,
Ma & Way 09, Nguyen & Vogel+ 10].
• Tokenization in English. Tokenization is a process of breaking a text stream into
tokens. A token could be a word, a phrase, a symbol, or any other meaningful
element. In general, a token is the basic unit used for the processing of an input
text. In English, words are delimited by means of a space. Tokenization occurs
then directly at the word level.
• Categorization for both Chinese and English. Some segments of a text need special
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processing beyond the translation procedure, for example Name Entities (NEs)
identification [Babych & Hartley 03]. Translation of such words requires different
approaches than a translation of other kinds of words. These words are categorized
during pre-processing and then translated in an appropriate manner.
• Reordering Chinese words. The difference in word order between the source and tar-
get languages is a challenge for machine translation systems, especially for Chinese-
English. In the pre-processing stage, the Chinese sentences can be transformed to
be much closer to English in terms of the word order [Wang & Collins+ 07].
In the following chapter, we will present our work on categorization. Inspired by the
work on name entities recognition and translation, we categorize numbers, dates, time
and URLs, both in Chinese and English. These four categories have a characteristic that
is easily to be detected and marked. Additionally, their translations are not so ambiguous
as the ones of other words. Moreover, specially in machine translation, we would like to
apply the bilingual categorization method, which can classify the text more systematically
on source and target languages.
5.2 Related work
The pre-processing procedure has been already studied in example-based and rule-based
machine translation systems. [Zhang & Brown+ 01] have described a pre-processing exper-
iment for Chinese-English translation with example-based machine translation (EBMT)
systems. In their study, pre-processing includes Chinese segmentation, bracketing for
English and the process of learning a statistical dictionary from the corpora. Their
work focused on a bilingual segmentation task. The authors have applied dynamic
programming method and have repeated several times Chinese segmentation and En-
glish bracketing by means of the re-segmentation and re-bracketing corpora, to get
a better segmented/bracketed aligned bilingual corpus and a statistical dictionary.
[Sun & O’Brien+ 10] has suggested a pre-processing model for rule-based machine trans-
lation (RBMT) systems. This model trained on monolingual source corpora can transform
a source input into a more target-language friendly pivot language. The transformation
process is automated without any hand-coded rules.
As far as we know, there has been no report on a systematical pre-processing for statistical
translation systems. In this chapter, we will introduce the bilingual pre-processing used
in the phrase-based Chinese-English translation system. It includes the categorization on
numbers, dates, time and URLs and the approach to learn bilingual category rules from
the semi-tagged data.
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5.3 Bilingual categorization
A major part of our pre-processing is the categorization which includes two steps:
1. Categories in source and target sentences are to be found.
2. The source-side categories should be translated into the target language.
For a given category set C = {C1, C2, C3, . . . , Cn}, we recognize the word strings, on both
source sentences and target sentences, which satisfy any element Ci in C and finally, we
mark them with the label Ci. The rules used to recognize C for the source language are
noted as Rf (C), and the rules for the target language are defined as Re(C).
For example, for a pair of Chinese (after word segmentation) and English sentence in
Figure 5.1(a), we identify the numbers and dates in both sides and translate the content
of Chinese categories into English. Figure 5.1(b) presents the output of the example of a
sentence pair after categorization. The experiment reported in [Vilar & Matusov+ 05] has
defined the rule sets for the categories recognition, separately for Chinese and English,
namely Rf ($number) are defined to recognize all numbers in Chinese and Re($number)
are defined to recognize all numbers in English.
However, the recognized categories in Chinese and English are not always consistent. Some
English categories are deprived of the corresponding Chinese and vice versa. Most errors
come from the Chinese side due to the word segmentation ambiguity. A single Chinese
(a)
f 	 A  M eê  ?Z 	º Þ  ;ß,  ¡	 º ý · S	
@    Ýù p, S@ ò ¡ k Ûå >L ³ 	.
e Eleven candidates from different political parties ran for the presidency. As
it is estimated that nobody would obtain the absolute majority required to
win the election, the authorities have planned to hold a run-off on August 4.
(b)
f 	 $number { eleven } M eê  ?Z 	º Þ  ;ß ,  ¡	 º
ý · S	 @    Ýù p , S@ ¡ $date { august 4 } >L
³ 	 .
e $number { eleven } candidates from different political parties ran for the
presidency . As it is estimated that nobody would obtain the absolute
majority required to win the election , the authorities have planned to hold
a run-off on $date { August 4 } .
Figure 5.1: (a) Chinese-English raw sentence pair. (b) Chinese-English sentence pair after
categorization.
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character of number could be a single word, which is a number word referring to a number
numeral in English. Still, it could also be a component character of a non-number word.
For example, the Chinese character “	” as a numeral corresponds to “three” in English.
When it is in the context of “  ù K 	 (Shinzo Abe)”, the translation by no means
indicates the English numeral “three”.
In order to achieve a better consistency, we use an approach to learn Chinese recognition
rules from the bilingual corpora where the English side is categorized first. The idea is that
we first apply manually defined rules to categorize English corpora, since the definition
of English category is clear and the recognition of English categories is easier and less
ambiguous. On the Chinese side we just mark all Chinese number characters as sites
for further categorization. Then, we align the processed bilingual corpora. The Chinese
category rules are composed with pivots and their context words, which are learned from
the corresponding English categories via word alignment. More details concerning this
procedure will be described in the following section.
5.4 English pre-processing
5.4.1 Category definition
The category set C in our Chinese-English system is defined with four elements:
C={$www, $number, $date, $hour}. Table 5.1 displays some examples for each cate-
gory type.
• $www: URL expressions, including website addresses and E-Mails.
• $number: all kinds of numeral expressions in English.
• $date: specific date: day of month, sometimes combined with years.
• $hour: time expressions
The category set can be defined in other ways. For example, we could separate money
expression from $number into another $money category. Another possibility would be
to combine $number, $date and $hour into a single $number category. In the first case,
in order to define the category set in finer grains, the category recognition may increase
with the number of categories, especially when the content of category is not clearly
distinguishable. In the second case, when the single category is used, some information
can be lost. Although it is not clear if a number is a cardinal number or a date number.
Thus, in order to achieve balance between the two cases, we have specified four categories:
$www, $number, $date and $hour.
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Table 5.1: Examples of categories of $www, $number, $date and $hour.
Category Name Category Type Examples
$www website address: $www { boxun.com }
$www { www.people.com.cn }
E-Mail address: $www { yanhua.cn@gmail.com }
$www { zhangzhengwen@gmail.com }
$number cardinal number: $number { 52,000 } people , $number { 0.15 }
ordinal number: the $number { 31 st } General Conference of the
United Nations
phone number: $number {+1-248-354-1916 }
year: From $number { 1998 } to $number { 2001 }
percent: $number { 87 %},$number 7-10 %
money: $number { $ 90 million }
index: $number { III }
others: numerous T - $number { 72 } tanks
$date day+month+year: $date { September 30 , 2001 }
day+month: $date { October 26 }, $date { 11 September }
month+year: $date { jun. 1928 }
month: $date { Jan. }, $date { August }
day: $date { Tuesday }
$hour o’clock: $hour { eight o’clock }
hours: $hour { 24 hours }
exact time: $hour { 10 : 00 a.m. }, $hour { 6 pm }
others: $hour { noon }, $hour { morning }
5.4.2 Pre-processing framework
The process of creating an algorithm for pre-processing English is not a hard task, but it
contains many trivial steps. The pseudo-code for the algorithm is presented in Figure 5.2.
For an input text T , w represents an English word and c stands for a character.
The first step, namely data cleaning, means removing non-English letters from the data,
such as wrong coding and Chinese words. Users can also define a word list to be removed
in this step.
After data cleaning, the tokenization takes place. Its role is to separate punctuation
from the neighboring words to generate a single token. However, there are some excep-
tions regarding hyphen, apostrophe and dot. Hyphens are kept in their original forms,
without separating. Hyphens are necessary for compound words. As tokens, they enable
undesirable breaks within a compound word. Apostrophe and dot have various functions
in English. They could function as sentence segmentation marks or denote abbreviations.
When the apostrophe is within a word, we split the word which proceeds the apostrophe
and treat the apostrophe and the following part of the word as a token. For example, I ′m
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0 data cleaning
1 if (c /∈ letters, spaces, numbers, punctuations) delete c
2 if (c ∈ defined noise words set) delete c
3 tokenization
4 separate punctuations as a token except apostrophe, dot and hyphen
5 exception tokenizations on apostrophe and dot
6 if for a given string w′iwj, wj ∈ { s, d, m, ll, re, ve, t }; then
7 split w′iwj into two tokens as wi,
′wj
8 elseif ′ is at the beginning or the end of a word; then
9 tokenize ′ as a single token
10 text normalization before categorization
11 basic categorization
12 category expanding
13 text normalization after categorization
Figure 5.2: The algorithm of English pre-processing
and I ′d (like to) are converted into I ′m and I ′d (like to). A more exact set of apostrophe
exceptions is shown at the line 6 in Figure 5.2. Otherwise, when apostrophe turns out to
be a segmentation mark, which is at the beginning or the end of a word, it is split as a
token. A dot at the end of a word could be a full stop of a sentence, or a component of
an abbreviation, such as Mr. and Jan.. The former should be split as a token, whereas
the latter should not. We distinguish them by defining an exception list, which contains
the abbreviations with dot.
There is an important preparation step named text normalization before categoriza-
tion. Firstly, we need to save a few symbols for the categorization expression in the next
step. These special symbols are #, $, { and } . They are transformed into words when
they occur in the input English text, such as $ into dollar symbol. Secondly, the words
representing a same meaning, but with various expressions are normalized into single ex-
pression. For example, normalize “percent” to “% ”, “won’t” to “will not”. Since the
categorization rules in the next step is sensitive to the context, this normalization can not
only decrease the vocabulary size, but also reduce the number of the categorization rules.
The categorization is the main part of the algorithm, which include basic categorization
and category expanding. The basic categorization is to recognize the anchor component
for a category. In the case of “$number” category, the basic components include digits,
cardinal numbers, ordinal numbers and indexes. When it comes to the “$date” category,
we may find here months, days. The exact time is referred to the $hour category. Table
5.2 gives some examples of basic rules. The words on the left side of a hash symbol will
be categorized with the label on the right side.
We have applied the basic rules in the first round to mark the categories in the text. In
the second round, three basic categories, namely $number, $date and $hour, have been
expanded into larger categories by means of including their context words. Meanwhile,
the category label could change according to the context. Examples of the expanding
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Table 5.2: The examples of category basic rules. (Symbol “*” in $www rules denotes
non-space letters.)
Category Name Category Rules
$www www.* # $WWW
http://* # $WWW
*.com # $WWW
$number fourth # $NUMBER
millions # $NUMBER
III # $NUMBER
$date January # $DATE
Wednesdays # $DATE
Friday # $DATE
$hour midnight # $HOUR
noon # $HOUR
midday # $HOUR
Table 5.3: The examples of category expanding rules.
Category Name Category Rules
$number $NUMBER $NUMBER # $NUMBER
$NUMBER and $NUMBER # $NUMBER
$NUMBER us dollars # $NUMBER
$NUMBER th # $NUMBER
$date $DATE $DATE # $DATE
$NUMBER $DATE # $DATE
$DATE th # $DATE
$DATE , $DATE # $DATE
$hour $NUMBER pm # $HOUR
$NUMBER hours # $HOUR
$NUMBER minutes past $HOUR # $HOUR
half past $NUMBER # $HOUR
$NUMBER o’clock # $HOUR
rules are listed in Table 5.3.
There is a final step of text normalization after categorization. The idea is to prepare
the categorized text for the next word alignment training. Here, we have removed the
category labels from the small one-digit numbers, such as 5, five, fifth. Furthermore,
we have normalized the word expressions with the categorization result, which include:
• unified time expressions, such as half past three → three thirty.
• unified name entities, such as Hannover → Hanover.
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• unified common phrases, such as good bye → goodbye and the day after tomorrow
→ the day after tomorrow.
It should be noted that the post-processing after translation is related to the pre-
processing. The saved symbols in the text normalization before categorization step
need to be transformed backwards and the added symbols such as “ ” are removed.
5.5 Chinese pre-processing
It seems more difficult to conduct the pre-processing in Chinese than in English. Firstly,
the source language needs not only category identification, but also category translation.
The pre-processing should be highly accurate because all errors from the pre-processing
cannot be corrected in a further translation. Secondly, there are English words in a
Chinese text, such as proper names (Ramboo), company names (Google, Umoe Schat-
Hsrding), technical items (PHP, MySQL) and others (H1N1, WTO). It is obligatory that
the pre-processing tool deals with the Chinese as well as with the English language.
However, there are still difficulties regarding Chinese characters. Contrary to the English
system, Chinese has no word boundaries. This might cause ambiguities in reference to
the category decisions.
Having the above mentioned points in mind, we have proposed a new pre-processing
approach to Chinese. The idea is to use the English pre-processing to support the Chinese
pre-processing, since English pre-processing is relatively easy and contains fewer errors.
We expect that:
• The categories in Chinese and English are more consistent.
• The categories in Chinese have fewer errors.
It is designed specially for Chinese-English translation tasks. Still, it can be used for the
Chinese monolingual processing as well.
5.5.1 Learning Chinese category rules from English
We would like to establish which Chinese words are category translations of English
categories. We have applied the following steps:
1. Pre-processing of the English training data with the approach presented in 5.4.2 to
get the English categories.
2. Marking all possible numbers in Chinese with a basic category $CNUM.
3. Word alignment on the processed data to get the mappings between English cate-
gories and Chinese basic categories with contexts.
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4. Filtering and cleaning the extracted mappings to get Chinese category rules.
In general, the alignment is done in two directions and the two alignments are combined
to obtain a symmetrical word alignment. We have extracted mappings of categories
according to the following criterion. The set of category mappings is defined as BC in a
sentence pair (fJ1 ; e
I
1). The alignment matrix is A ⊆ J × I. The set of categories in the
English sentence is displayed as eI1 is Ce.
BC(fJ1 , eI1, A) = {(f j2j1 , ei2i1) : ∀(j, i) ∈ A : j1 ≤ j ≤ j2 ↔ i1 ≤ i ≤ i2 ∧ ei2i1 ∈ Ce
∧∃(j, i) ∈ A : j1 ≤ j ≤ j2 ∧ i1 ≤ i ≤ i2 ∧ ei2i1 ∈ Ce}
This criterion is similar to the alignment template criterion described
in [Och & Tillmann+ 99] and phrase extraction criterion described in [Zens 08].
However, the criterion here is defined with a further constraint on the extracted target
phrases. The target phrase must be a category. The criterion means that a candidate
f j2j1 is the word aligned only within an English category e
i2
i1
and not aligned to the words
beyond.
The target side of an extracted mapping is an English category, while the source side is a
Chinese word string containing $CNUM and its contexts. These mappings are not final
category rules yet. Due to alignment errors and unaligned words in word alignments,
these rules are not accurate enough. Thus, we filter out the false ones with the following
features:
Length: remove the rules of which the left side is long. Since the right side of a rule is
only a single label, we assume that the rules are highly incorrect when its left side has
more than L words. The length ratio between Chinese and English is no more than 2 in
average [Liu & Zhou+ 10, Munteanu & Marcu 05]. To be on the safe side, L is set to be
5.
Count: remove the pairs with a low count. When the pairs occur rarely in the training
data, they tend to be produced by the errors in word alignment. Note that the value of
this threshold depends on the size of training data.
Matched Braces: remove the rules which still have an open or close brace.
Forbidden word list: remove the pairs with forbidden words. For example, the rules
containing punctuation marks such as “?” and “;” are to be removed.
Forbidden Part-of-Speech tags: The idea is similar to the forbidden word list. We run
a Part-of-Speech tagging on the rules and remove the pairs with the Part-of-Speech tags
which should not occur in a given category. For example, we remove a rule if it contains
a verb, adjective, onomatopoeia, proper names, localizer, adverb and auxiliary.
These options should be used simultaneously. The aim is to get high accurate rules.
Therefore, after filtering, we also check the rules manually and remove the obviously false
ones.
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Finally, we remove the words within a category for both Chinese and English and keep
only the category label. Thus, we obtain the Chinese category rules similar in the form
of the English rules shown in Table 5.3. The final set of rules will be used in the Chinese
pre-processing framework described in the next section.
5.5.2 Pre-processing framework
The framework of the pre-processing of the Chinese language is presented in Figure 5.3. As
a first step, we have checked and normalized the coding. There are a few ways to encode
Chinese characters in a computer. The existing standards include Unicodea, GB2312b,
Big5c, GBKd. By means of the various sources of Chinese data, the first step of Chinese
pre-processing assumes the unification of the coding of Chinese characters to Unicode.
Similar to the English processing, the text is normalized before categorization. The
Chinese punctuation marks are converted into the English ones. Thus, the tokenization
tool on English can be reused. The Chinese needs to be word segmented. The existing
popular tools include LDC e, ICTCLASf [Zhang & Yu+ 03] and Stanford Chinese Word
Segmenter [Tseng 05, Chang & Galley+ 08]. Some of them (e.g. ICTCLAS) are sensitive
to the input blanks. As a result, the input blanks in the text can affect the segmentation
outcome. In order to avoid such a failure, we split the Chinese input sentence into
characters before word segmentation takes place (line 3).
The first categorization step is to mark all numbers, including digits and Chinese num-
ber characters. It is done at lines 5 and 6 before tokenization in order to reduce the
categorization errors caused by word segmentation. The ambiguity, which occurs at the
level of Chinese number character is a difficulty for a Chinese word segmentation, since a
Chinese number character could be a component of a real number word or an idiom (or
a content word). We intend to mark all Chinese number characters out and let the word
alignment judge if a Chinese number character belongs to a real number (line 7). When
its aligned English part is a number category, the Chinese number character is a number
word, otherwise it belongs to an idiom.
At line 11, we expand the basic categories by applying the rules learned from training
data to consider the contexts. Categorization errors cannot be avoided completely due
to the complexity of the language and the application of rules. It is necessary to check
the validity of a recognized category by checking its length and content (line 12). If it is
aUnicode provides a unique number for every character in many languages. The advantage of using
this standard is that people can display simplified Chinese characters, traditional Chinese characters,
Korean characters and Japanese characters on one page.
bGB code is the standard used in China, Singapore and Malaysia. It is the encoding standard to
represent Simplified Chinese characters.
cBig5 is the encoding standard commonly used for traditional Chinese characters. It is used in Taiwan,
Hong Kong and Malaysia etc.
dGBK is expanded from GB, which includes all the traditional Chinese characters defined in Big5.
ehttp://projects.ldc.upenn.edu/Chinese/LDC ch.htm
fhttp://www.nlp.org.cn/project/project.php?proj id=6
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0 Chinese characters code conversion
1 text normalization before categorization
2 conversion Chinese punctuation marks into the English ones
3 splitting Chinese into characters
4 basic categorization
5 basic categorization of digits
6 Chinese number basic categorization
7 filtering Chinese number basic categories with word alignment
8 tokenization
9 English word tokenization
10 Chinese word segmentation
11 category expanding with learned rules
12 checking and correction of wrong categories
13 text normalization after categorization
14 category translation
15 translating number
16 translating categories in contexts
Figure 5.3: The algorithm of Chinese pre-processing.
not a good category, the category label is removed. Similar to English pre-processing, we
normalize the text before the category translation (line 13).
The categories are translated with two steps. Firstly, Chinese numbers are converted into
English numbers (line 15). Secondly, the translation of the non-number context appears
and the number is changed according to the context with manually written translation
rules. For example:
$number { 2 * } → $number { 2 }
$number { 2  } → $number { 20% }
$number { , 2 } → $number { 2nd }
5.6 Experimental results
The goals of the experiments in the section are:
• to show that the categories for some specific phrases can be integrated into the
pre-processing of an MT system to make the input sentence easier to be translated
and therefore, to improve the translation quality;
• to compare corpus statistics with the one deprived of categories;
• to test the quality of the categories;
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Table 5.4: Effect on the corpus statistics with categorization on QUAERO 2009 data.
Sentences 406175
Vocabulary Size Running Words Singletons
Training Data Chinese English Chinese English Chinese English
baseline(tok.) 56968 183428 19563492 14230449 23655 97418
categorization 44543 161790 19016137 14170037 12702 79753
reduction(%) 21.8% 11.8% 2.8% 0.4% 46.3% 18.1%
In Section 5.6.1, we firstly report the translation task on which the experiments have
been performed and compare the corpus statistics with and without categorization. In
Section 5.6.2, we evaluate the quality of the categories. Finally, in Section 5.6.3 we
investigate the improvements of translation results by introducing categories.
5.6.1 Corpus statistics
The experiments have been conducted on the QUAERO Chinese-English task. This
corpus contains translated patent abstracts provided by Jouve/JSI. Each of the patent
abstract contains a title, an abstract text and a classification of the patent. Every abstract
is usually composed of 2 to 3 sentences. The training data includes approximately 0.4
million sentences in total. The development and test data have been selected from the
same document pool as the training data.
We compare the training corpus statistics without and with categorizing in Table 5.4.
We have compared the vocabulary size, the number of running words and the number of
singletons. In the alignment training, the number of parameters is related to the vocabu-
lary. Similar to the lexical translation model p(fj|ei) the parameter table is proportional
to the source and target vocabulary [Gao & Vogel 10]. Therefore, the vocabulary reduc-
tion is helpful not only with reference to the memory saving and algorithm efficiency, but
also reduces the filtering process. The baseline is derived from tokenized data. Namely,
the Chinese data has been word segmented and split in terms of the punctuation marks,
whereas in the English data words have been separated by means of the punctuation
marks only. After categorization, the vocabulary size has reduced its size of 11.8% on
English and even more up to 21.8% on Chinese. The vocabulary size can also be reduced
by splitting words into smaller units (such as splitting Chinese words into Chinese char-
acters). However, the number of running words would increase in this way. When the
categorization takes place, the number of running words decreases with the reduction of
vocabulary, both in Chinese and English. Table 5.4 also shows that the significant reduc-
tion can be observed in the case of singletons, 46.3% and 18.1% on Chinese and English,
respectively. Since many singletons are numbers, the $number category defines them as
the word $number. For the same reason, the data sparseness caused by numbers has been
overcome with categorization. The total reductions on vocabulary size, running words
and singletons make training easier and the effect on the translation is given afterwords.
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The dev, test and eval corpora statistics are given in Table 5.5. The dev and test data are
released to build the translation system. They are selected on the basis of the language
model perplexity in order to offer a good mixture of “easy”, “moderate” and “hard”
documents. The dev data is used to tune the model scaling factors. Both dev and
test data come along with the single reference. The eval data is used to evaluate the
system. These data contains fewer sentences than the dev and test data, but includes two
references.
Table 5.5: Corpus statistics after pre-processing for QUAERO 2009 Chinese dev, test and
eval corpora for the Chinese-English translation.
Chinese
Dev: Sentences 3673
Running Words 162734
Out-Of-Vocabulary rate [%] 107
Test: Sentences 3396
Running Words 151107
Out-Of-Vocabulary rate [%] 84
Eval: Sentences 424
Running Words 17772
Out-Of-Vocabulary rate [%] 19
5.6.2 Category evaluation
In order to check the quality of the categories, we manually mark the Chinese categories
in the evaluation data (eval data) and the English categories in the first reference. The
categorization is evaluated with precision and recall scores [Manning & Raghavan+ 08]
which are defined as:
Precision =
#(correct items categorized)
#(items categorized)
Recall =
#(correct items categorized)
#(manual categories)
Precision is the fraction of automatically categorized items that are correct. Recall is the
fraction of the manually categorized items that are successfully marked.
Table 5.6 shows the performance of the categorization. The amount of manually marked
categorization in Chinese is 741, while in English it is 636. The number’s difference comes
from the category extension strategy. Two separate Chinese categories can be neighbors
in English and they are then combined into a single category. The quality of English
categories is good, with high scores around 97% both on precision and recall. The quality
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Table 5.6: The evaluation of Chinese and English categories on QUAERO 2009 eval data.
Eval Data
Sentence 424
Category Manual items Recognized items Correct items Precision Recall
English 636 639 619 96.9% 97.3%
Chinese 741 757 716 94.6% 96.6%
of Chinese categories is little worse than of English ones. In the Chinese language there
it not only a need to recognize the categories, but also to translate them into English.
In consequence, the indexes of recall and precision are reduced to 96.6% and 94.6%,
respectively. Moreover, there the also more number ambiguities in Chinese due to word
segmentation. For example, the translation of “Chinese Gall” is “P” in Chinese
which is segmented into “P”. The most common meaning of “” is “five times”.
Some, but not all, of this kind of ambiguities can be handled by categorization rules.
5.6.3 Machine translation results
We have carried out translation experiments on the QUAERO Chinese-English patent
translation task. The goal is to test the effect of bilingual categorization on the translation
quality.
The LDC segmenter [LDC 03] has been used for the Chinese word segmentation. Each sys-
tem has been optimized on the development data set. The scaling factors of the log-linear
model have been automatically tuned to increase the BLEU score. The categorization
rules have been extracted from the same training data for translation experiments. We
have used 6-gram target language models, which have been trained on each pre-processed
training data. The translations have been evaluated case insensitively. The development
and test data have one single reference. The evaluation data has 2 references.
Table 5.7 shows the translation results. The pre-processing approach described in Sec-
tion 5.4.2 and Section 5.5.2 has been applied to the system named “aligned rules”, since
the Chinese category rules are obtained via word alignment. There are two baseline sys-
tems. The first baseline system is without categorization. The corpora for this system
are processed with the pre-processing algorithm excluding categorization part, that is the
lines from 0 to 9 of the algorithm in Figure 5.2 have been run for the English text and
the lines from 0 to 3 and 8 to 10 in Figure 5.3 have been run for the Chinese text. The
second baseline system also appears with the categories. The English categorization is the
same as the system “aligned rules”, but Chinese is categorized with hand-written rules
for $number, $date, $hour and $www according to internal Chinese rules.
In Table 5.7 consistent improvements of the BLEU and TER scores on development ,
test and evaluation data sets could have been observed. Both systems of categorization
have occurred to be better than the baseline system without categorization. The system
82
5.6 Experimental results
Table 5.7: Translation results on Chinese-English patent translation in QUAERO 2009 .
QUAERO 2009 Dev Test Eval
Categorization BLEU TER BLEU TER BLEU TER
[%] [%] [%] [%] [%] [%]
baseline without 23.1 78.0 22.3 79.7 20.9 60.0
respective rules 23.8 76.6 22.7 78.1 21.3 59.9
aligned rules 24.2 76.5 23.8 76.8 22.0 59.1
using respective rules has gained at most 0.4% BLEU score, from 22.3% to 22.7% on
the test data. The system using category rules obtained via alignment has achieved 1.5%
absolute BLEU score improvement, namely from 22.3% to 23.8% on the test data. Finally,
the overall improvement on TER score increased from 0.9% to 2.9%. Examples of this
phenomenon are given in Table 5.8. Moreover, it has been noted that the translation
quality, especially the translations of numbers, has significantly improved. Due to the
categorization, the numbers are not missed in the translation and are easier translated
correctly with contexts.
Table 5.8: Examples of the improvement with categorization (from QUAERO test data).
input ,Ñl  ÍÄªnG®6åzvy¹/ìåe¤
À	e¤¦o^ö¦oe¤G e¤(
^¦)¦råråe¤
reference the invention discloses a processing technique of astragalus
decoction pieces ; the invention is characterized by comprising
the following steps : cleaning and selecting step , smoothing and
softening step by 2 to 24 hours , slicing step , and drying step
under the temperature of 20 to 85 deg c .
input , Ñ l    Í Ä ª n G ®6 åz , v y¹ / , ì
+tokenization å e¤ : À 	 e¤ , ¦ o 2 ^ 2 4 ö  ¦ o e¤ , G
e¤ ,  ( 2 0 ^ 8 5 ¦  )¦  rå  rå e¤ .
translation the invention discloses the preparing process includes the following
steps : sorting , soft hours of the soft steps , slicing , drying
and at a temperature of 85 drying .
input , Ñ l     Í Ä ª n G ®6 åz , v y¹ / , ì
+tokenization å e¤ : À 	 e¤ , ¦ o $number { 2 } ^ $number { 24 hours }
+categorization  ¦ o e¤ , G e¤ ,  ( $number { 20 }
^ $number { 85 } ¦  )¦  rå  rå e¤ .
translation the invention discloses an astragalus root for preparing process
includes the following steps : cleaning , screening , and 2 to 24 hours
of soft , slicing , and a drying step of drying at 20 to 85 deg .
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5.7 Conclusion
In this chapter, a framework for bilingual pre-processing, specially designed for the ma-
chine translation needs, was presented. The pre-processing consists of data cleaning,
tokenization (segmentation) and categorization. The identifies module for machine trans-
lation is categorization, while data cleaning and tokenization are needed for monolingual
tasks as well. This approach specifies some parts of a sentence, both in source and target
languages. The categorized parts include numbers, dates, time, and URLs. The approach
reduces the vocabulary size of the training data and lightens the sparseness of phrases.
The method is based on categorization rules, translation patterns as well as learning
strategy to learn the rules. When it is relatively easy to define rules and do categorization
on one language, the rules for the other language can be learned via the word alignments.
The advantage of this approach lies in the fact that the category rules for one language
can be learned from and specified to the other one. Therefore, this method can be flexible
to be adapted to new languages or new domains.
We have shown that the proposed bilingual categorization approach can achieve better
translation quality than the pre-processing without categorization, especially when many
parts of sentences can be categorized in corpora. The categories can also be expanded to
name entities in the future work.
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In this thesis, we focused particularly on the improvement of statistical machine trans-
lation systems by applying knowledge from the source language. The major part of the
work has been conducted in the pre-processing stage, which includes the syntax-based
reordering and bilingual categorization. We have also analyzed unaligned words in word
alignment. By means of the models tested on the unaligned words in the source language,
we have shown that unaligned words turned out to be quite detrimental to the translation
system.
The main achievements of the experiment include:
• Source language reordering.
Contrary to the application of a distance-based reordering model in a decoder, we
have tried to solve the reordering problem by adjusting the word order of a source
language. Due to this method applied to the source language, syntactic knowledge
is integrated into the reordering model. We have explored different methods based
on variant syntax-levels: POS tags, syntactics chunks and trees. The source words
have been moved to find their new positions under the control of these syntactic
structures.
Apart from using syntax, our work has been also dedicated to the represent and
make use of multiple reorderings of a source sentence. The multiple reorderings can
be displayed in lattice, or n-best list, or multiple positions. Instead of a single best
reordered sentence, a hard decision on reordering in the pre-processing step can be
avoided. As a result, the amount of reordering errors, which cannot be fixed in the
decoder, can be reduced.
Moreover, we have reported a method for learning reordering rules automatically
via word alignments. The reordering rules have been merged with syntactic chunks
or POS tags, and could be scored with probabilities.
In addition to the reordering models in the pre-processing stage, we have developed
the distortion reordering model with tree-based reordering in the phrase-based sys-
tem. The results have shown that this model has improved the power of a distortion
model on long-distance reorderings.
• Improvement of the rule-based category recognition in the bilingual pre-processing
stage.
A more efficient strategy has been applied to learn the rules for one language au-
tomatically from the categorized data of the other language. Due to this method,
85
6 Summary
it is not only more efficient to generate the set of rules, but also to improve the
translation quality by means of keeping better consistency of the categorizations
between the source and target language.
• Emphasis on the importance of the unaligned words in word alignment.
We have analyzed the unaligned words in word alignments and showed that un-
aligned words cause more difficulties in phrase selection and text translation. These
errors have been responsible for deletion and insertion errors in translations. This
observation has been supported by the thorough analysis of the effect of hard-
deletion model on the translation quality. Additionally, we have presented the
optional deletion model to remove the unaligned words in the source language sen-
tences. The final outcome has been compared to the soft constraint unaligned-word
model.
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7 Future directions
Some further work could be done in the future:
• The experiments have shown that tree-based reordering is more powerful for solving
the problem of long-distance reordering. Now we can provide two alternative source
reorderings for the search, including the original word order and the single best
reordered sentence. In the future, it would be useful to provide the decoder more
alternative reordered source sentences in order to further enlarge the search space.
Another direction is to learn the tree-based reordering rules automatically from
the bilingual corpora. Thus, each reordered sentence could be scored with the
probabilities of these rules.
• The bilingual categorization has shown to improve the translation quality. Now
there are only four types of expressions categorized. In the next step, more types
could be investigated, such as named entities, idioms and some oral expressions.
• It is interesting to observe the important role of unaligned words in the machine
translation. The models presented in this work are simple models. The analysis of
the unaligned words is on the whole corpora. Some further sentence-level analysis
should be investigated and more specific context could be considered. A more
discriminative model on unaligned words could be developed.
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A Corpus statistics
Table A.1: IWSLT 2006 Chinese-English corpus statistics.
Chinese English
Train Sentences 40k
Words 308k 377k
Dev Sentences 489
Words 5 478 6 008
Test Sentences 500
IWSLT04 Words 3 866 3 581
Test Sentences 506
IWSLT05 Words 3 652 3 579
Test Sentences 500
IWSLT06 Words 5 846 –
Table A.2: BTEC 2008 Chinese-English corpus statistics.
SRC TGT
Train: Sentences 23940
Running Words 181486 232746
Vocabulary 9041 10350
Dev: Sentences 503
Running Words 3085 62194
Vocabulary 935 4011
OOVs (in voc.) 87 1631
Test: Sentences 503
Running Words 3109 63851
Vocabulary 977 3988
OOVs (in voc.) 104 1606
Eval: Sentences 507
Running Words 2909 73346
Vocabulary 891 2460
OOVs (in voc.) 83 580
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Table A.3: QUAERO 2009 Chinese-English patent corpus statistics.
SRC TGT
Train: Sentences 406175
Running Words 19016137 14903164
Vocabulary 41622 175875
Dev: Sentences 3673
Running Words 162734 114975
Vocabulary 5996 11994
OOVs (in voc.) 107 3763
Test Sentences 3396
Running Words 151107 103451
Vocabulary 5870 11515
OOVs (in voc.) 84 3512
Eval: Sentences 424
Running Words 17772 30945
Vocabulary 2390 6016
OOVs (in voc.) 19 3141
Table A.4: Chinese-English corpus statistics of NIST09 evaluation.
SRC TGT
Train: Sentences 7278005
Running Words 185387568 195556203
Vocabulary 163442 1017325
Dev: Sentences 1664
Running Words 42930 172324
Vocabulary 6387 17202
OOVs (in voc.) 242 9864
Test: Sentences 1357
Running Words 36114 149057
Vocabulary 6418 17877
OOVs (in voc.) 187 10262
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Table A.5: Chinese-English newswire corpus statistics of GALE with full training data.
SRC TGT
Train: Sentences 8778755
Running Words 231799466 249514713
Vocabulary 242218 433106
Dev08-nw: Sentences 485
Running Words 14750 66278
Vocabulary 3541 6848
OOVs (in voc.) 8 2074
Test08-nw: Sentences 480
Running Words 14800 66732
Vocabulary 3589 6573
OOVs (in voc.) 9 1926
Table A.6: Chinese-English webtext corpus statistics of GALE with full training data.
SRC TGT
Train: Sentences 8778755
Running Words 231799466 249514713
Vocabulary 242218 433106
Dev08-wt: Sentences 533
Running Words 12936 60523
Vocabulary 3331 6355
OOVs (in voc.) 9 1314
Test08-wt: Sentences 490
Running Words 12315 57808
Vocabulary 3225 6187
OOVs (in voc.) 9 1306
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Table A.7: Chinese-English newswire corpus statistics of GALE with GALE training data.
SRC TGT
Train: Sentences 1287976
Running Words 25967815 29879411
Vocabulary 56497 217766
Dev08-nw: Sentences 485
Running Words 14750 66278
Vocabulary 3541 6848
OOVs (in voc.) 142 2247
Test08-nw: Sentences 480
Running Words 14800 66732
Vocabulary 3589 6573
OOVs (in voc.) 135 2073
Table A.8: Chinese-English webtext corpus statistics of GALE with GALE training data.
SRC TGT
Train: Sentences 1287976
Running Words 25967815 29879411
Vocabulary 56497 217766
Dev08-wt: Sentences 533
Running Words 12936 60523
Vocabulary 3331 6355
OOVs (in voc.) 81 1447
Test08-wt: Sentences 490
Running Words 12315 57808
Vocabulary 3225 6187
OOVs (in voc.) 84 1428
Table A.9: Chinese-English broadcast news corpus statistics of GALE with GALE train-
ing data.
SRC TGT
Dev08-bn: Sentences 483
Running Words 11156 14087
Vocabulary 3331 6355
OOVs (in voc.) 81 1447
Test08-bn: Sentences 529
Running Words 12295 15718
Vocabulary 3225 6187
OOVs (in voc.) 84 1428
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Table A.10: Corpus statistics of NIST09 evaluation data.
SRC TGT
Train: Sentences 7278005
Running Words 185387568 195556203
Vocabulary 163442 1017325
Dev-nist06: Sentences 1664
Running Words 42930 172324
Vocabulary 6387 17202
OOVs (in voc.) 242 9864
Test-nist08: Sentences 1357
Running Words 36114 149057
Vocabulary 6418 17877
OOVs (in voc.) 187 10262
Test-nist04: Sentences 1788
Running Words 55086 216067
Vocabulary 7075 18127
OOVs (in voc.) 288 10226
Test-nist05: Sentences 1082
Running Words 34908 126720
Vocabulary 5475 13362
OOVs (in voc.) 285 7537
Table A.11: Corpus statistics of small training data in Chinese-English NIST 2009.
SRC TGT
Train: Sentences 3030696
Running Words 77456152 81002954
Running Words without Punct. Marks 66292846 71561792
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B Symbols & acronyms
B.1 Mathematical symbols
fJ1 = f1 . . . fj . . . fJ source language sentence
eI1 = e1 . . . ei . . . eI target language sentence
cN1 = c1 . . . cn . . . cN source language sentence in chunks
aJ1 = a1 . . . aj . . . aJ word-to-word alignment
a˜K1 = a˜1 . . . a˜k . . . a˜K chunk-to-word alignment
A ⊆ J × I word-to-word alignment
A˜ ⊆ K × I chunk-to-word alignment
Pr(·) general probability distribution with no specific assumptions
p(·) model-based probability distribution
λ model scaling factor
h(·) component of log-linear model
sK1 segmentation into K phrase pairs
N(·) counting number
bk start position of kth source phrase
ik end position of kth target phrase
jk end position of kth source phrase
hTM(e˜, j, j
′) translation model score for translating source phrase
fj, ..., fj′ with target phrase e˜
qDM(j, j
′) distortion score for a jump from source position j to
source position j′
qDI(j, j
′) interpolated distortion score of qDM
qLM(e˜|e˜′) LM score of phrase e˜ given LM history e˜′
qDist(·) distance distortion model score
Q(·, ·, ·) auxiliary quantity
lhs(·) left part of a rule: chunk and POS tag sequence
rhs(·) right part of a rule: permutation of the left part of a rule
pij permutation position of the word (chunk) at position j
c˜j jth chunk segmentation
p˜ij permutation of the fth chunk segmentation
r reordering rule
jord position of jth source word after reordering
slen length of a source phrase
tlen length of a target phrase
pa(w) aligned probability of word w
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Contp(·) probability constraint
Contf (·) word’s function constraint
Nw(·) number of words in a word sequence
Nunw(·) number of unaligned words in a word sequence
Rf (·) rule set of the source language for categorization
Re(·) rule set of the target language for categorization
BC(·, ·, ·) set of mapped categories
B.2 Acronyms
AEP Aligned Extended Projection
ASR Automatic Speech Recognition
BC Broadcast Conversation
BIO Begin-Inside-Outside
BLEU Bilingual Evaluation Understudy
BN Broadcast News
BTEC Basic Travel Expression Corpus
C-STAR The Consortium for Speech Translation Advanced Research
CAT Computer-Assisted Translation
CN Confusion Network
CoNLL The Conference on Natural Language Learning
CRF Conditional Random Fields
CRR Correct Recognition Results
DAG Directed Acyclic Graph
EBMT Example-Based Machine Translation
FST Finite State Transducer
GALE Global Autonomous Language Exploitation
HMM Hidden Markov Model
HTER Human TER
ICTCLAS Institute of Computing Technology, Chinese Lexical Analysis System
ITG Inversion Transduction Grammars
IWSLT International Workshop on Spoken Language Translation
LDC Linguistic Data Consortium
LM Language Model
MAP Maximum a Posteriori
MT Machine Translation
NEs Name Entities
NIST National Institute of Standards and Technology
NW Newswire
PBT Phrase-Based Translation
PER Position-independent word Error Rate
POS Part-Of-Speech
96
B.2 Acronyms
RBMT Rule-Based Machine Translation
RWTH Rheinisch-Westfa¨lische Technische Hochschule Aachen
(RWTH Aachen University)
SCSS Source Cardinality-Synchronous Search
SMT Statistical Machine Translation
TER Translation Error Rate
WER Word Error Rate
WT Webtext
WWW World Wide Web
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C ICTCLAS part-of-speech tags
1. n noun
2. nr person name
3. ns location name
4. ng noun morpheme
5. t time
6. s location
7. f position word
8. v verb
9. vd verb adv
10. vn noun verb
11. vg verb morpheme
12. a adj
13. ad adv adj
14. an adj noun
15. ag adj morpheme
16. r pron
17. rg pron morpheme
18. m number
19. q quantity
20. d adverb
21. p prep
22. c conjunction
23. u auxiliary
24. e interjection
25. y model particle
26. o onomatopoeia
27. h prefix
28. k suffix
29. w punctuation
30. b determiner
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D The Chinese treebank tagset
D.1 Part-of-speech tags
1. AD adverbs
2. AS aspect marker
3. BA  in ba-const
4. CC coordinating conj
5. CD cardinal numbers
6. CS subordinating conj
7. DEC  for relative-clause etc.
8. DEG associative 
9. DER  in V-de const. and V-de-R
10. DEV 0 as the head of DVP
11. DT determiner
12. ETC tags for I and II in coordination phrases
13. FW foreign words
14. IJ injection
15. JJ noun-modifier other than nouns
16. LB « in long bei-construction
17. LC localizer
18. M measure word (including classifiers)
19. MSP some particles
20. NN common nouns
21. NR proper nouns
22. NT temporal nouns
23. OD ordinal numbers
24. ON onomatopoeia
25. P prepositions (excluding  and «)
26. PN pronouns
27. PU punctuation
28. SB « in short bei-construction
29. SP sentence-final particle
30. VA predicative adjective
31. VC copula /
32. VE 	 as the main verb
33. VV other verbs
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D.2 Syntactic tags
D.2.1 Tags for phrases
1. ADJP adjective phrase
2. ADVP adverbial phrase headed by AD (adverb)
3. CLP classifier phrase
4. CP clause headed by C (complementizer)
5. DNP phrase formed by ‘XP + DEG’
6. DP determiner phrase
7. DVP phrase formed by ‘XP + DEV’
8. FRAG fragment
9. IP simple clause headed by I (INFL)
10. LCP phrase formed by ‘XP + LC’
11. LST list marker
12. NP noun phrase
13. PP preposition phrase
14. PRN parenthetical
15. QP quantifier phrase
16 UCP unidentical coordination phrase
17 VP verb phrase
D.2.2 Tags for verb compounds
1. VCD coordinated verb compound
2. VCP verb compounds formed by VV + VC
3. VNV verb compounds formed by A-not-A or A-one-A
4. VPT potential form V-de-R or V-bu-R
5. VRD verb resultative compound
6. VSB verb compounds formed by a modifier + a head
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E Examples of tree reordering rules
IP NP DP DT d IP NP DP DT d
CLP M y(the) CLP M y(the)
NP NN ¡(plan) NP NN ¡(plan)
VP ADVP AD (will) VP ADVP AD (will)
PP P ù(to) =⇒ VP VV Ð(offer)
NP NN ³¨(ordinary) NP ADJP JJ Ï(tax-cut)
NN '(people) NP NN à(concessions)
VP VV Ð(offer) PP P ù(to)
NP ADJP JJ Ï(tax-cut) NP NN ³¨(ordinary)
NP NN à(concessions) NN '(people)
Figure E.1: An example of rule 1: VP (PP : VP) → VP (VP : PP)
VP LCP IP VP ADVP AD !(the first) VP VP VE 	(had)
VP VV  U(pregnancy) NP NN Z(post-term)
LC ö NN §(pregnancy)
VP VE 	(had) =⇒ NN Åb
NP NN Z(post-term) LCP IP VP ADVP AD !(the first)
NN §(pregnancy) VP VV  U(pregnancy)
NN Åb LC ö
Figure E.2: An example of rule 2: VP (LCP : VP) → VP (VP : LCP)
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VP NP NT Ê)(today) VP ADVP AD Í°(re-)
ADVP AD Í°(re-) VP VV  >(open)
VP VV  >(open) =⇒ NP IP NP PN (its)
NP IP NP PN (its) VP VV {(in)
VP VV {(in) NP NR ò¾
NP NR ò¾ (Philippines)
(Philippines) NP NN '(embassy)
NP NN '(embassy) NP NT Ê)(today)
Figure E.3: An example of rule 3: VP (NP(NT) : VP) → VP (VP : NP(NT))
VP VV eL(meet) VP VV eL(meet)
NP DNP PP P ù(to) NP NP NN I¡(obligation)
NP NN ýE =⇒ DNP PP P ù(to)
(international) NP NN ýE
NN > (international)
(community) NN >
DEG  (community)
NP NN I¡(obligation) DEG 
Figure E.4: An example of rule 4: NP (DNP (PP) : NP) → NP (NP : DNP (PP))
IP VP VV ;(make) IP VP VV ;(make)
NP DNP LCP NP NP NR ý NP NP NN ¥O(concession)
(US) NN ùÝ(dialogue)
CC (and) DNP LCP LC Kô(between)
NP NP NN  NP NP NR ý
(North) (US)
NP NR é =⇒ CC (and)
(Korea) NP NP NN 
LC Kô(between) (North)
DEG  NP NR é
NP NN ¥O(concession) (Korea)
NN ùÝ(dialogue) DEG 
Figure E.5: An example of rule 5: NP (DNP (LCP) : NP) → NP (NP : DNP (LCP))
104
IP NP NR l<É(Manila) IP NP NR l<É(Manila)
VP ADVP AD þ(had once) VP ADVP AD þ(had once)
VP VV Md(relieved) VP VV Md(relieved)
AS  =⇒ AS 
NP DNP NP NN f¹(police) NP NP NN L¡(the duty)
NN Å¥ DNP NP NN f¹(police)
(intelligence) NN Å¥
. NN X(official) (intelligence)
DEG  NN X(official)
NP NN L¡(the duty) DEG 
.
Figure E.6: An example of rule 6: NP (DNP (NP (not PN)) : NP) → NP (NP : DNP
(NP (not PN)))
IP VP VV ãÊ(explain)
NP DNP NP PN Ö(his)
DEG 
NP NN ³(decision)
Figure E.7: An exception example of rule 6: NP (DNP (NP) : NP) → NP (NP : DNP
(NP))
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VP VP VV JÉ(told)
NP CP IP VP VV (expect)
IP NP PN Ö(him)
VP PP P ((in)
NP NR  å(Chicago)
ADVP AD c(officially)
VP VV Ñh(announce)
NP DP DT d(this)
CLP M y
NP NN ¡(plan)
DEC 
NP NN °(reporter)
=⇒
VP VP VV JÉ(told)
NP NP NN °(reporter)
CP DEC 
IP VP VV (expect)
IP NP PN Ö(him)
VP ADVP AD c(officially)
VP VV Ñh(announce)
NP DP DT d(this)
CLP M y
NP NN ¡(plan)
PP P ((in)
NP NR  å(Chicago)
Figure E.8: An example of rule 7: NP (CP : NP) → NP (NP : CP)
IP ADVP AD /(is)
NP CP IP VP ADVP AD (very)
VP VA Í(important)
DEC 
QP CD  (one)
NP NN ¹(point)
Figure E.9: An exception of rule 7: NP (CP : NP) → NP (NP : CP)
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VP VV uL(abide) VP VV uL(abide)
NP CP IP VP VV b(ban) NP NP NN y(various)
NP NN 8P(nuclear) =⇒ NN O(agreements)
NN fh(weapons) CP DEC (that)
DEC (that) IP VP VV b(ban)
NP NN y(various) NP NN 8P(nuclear)
NN O(agreements) NN fh(weapons)
Figure E.10: An example of rule 8: NP (CP (IP : DEC)) → NP (CP (DEC : IP))
PP P ( PP P (
LCP NP NN (war) LCP LC -(in)
NN T(compensation) =⇒ NP NN (war)
NN É¼(lawsuits) NN T(compensation)
LC -(in) NN É¼(lawsuits)
Figure E.11: An example of rule 9: LCP (∗ : LC) → LCP (LC : ∗)
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