The volume of information on the Web is constantly growing. Consequently, finding specific pieces of information becomes a harder task. Wikipedia, the largest online reference Website is beginning to witness this phenomenon. Learners often turn to Wikipedia in order to learn facts regarding different subjects. However, as time passes, Wikipedia articles get larger and specific information gets more difficult to be located. In this work, we propose an automatic annotation method that is able to precisely assign categories to any textual resource. Our approach relies on semantic enhanced annotations and the categorization schema of Wikipedia. The results of a user study show that our proposed method provides solid results for classifying text and provides a useful support for locating information. As implication, our research will help future learners to easily identify desired learning topics of interest in large textual resources.
Introduction
Since the rise of the Web 2.0, the volume of information available has significantly grown. Users have become the core contributors to the Web information space, producing a wide range of content and transforming it into the main source of information to the most variety of topics.
In fact, the advent of the Web 2.0 has also created a cultural change in how people interact, communicate and acquire knowledge. A recent report from Pew Research Center 1 shows evidences of such user behaviors, where 92% of the adult users utilise the Web to perform online search and exchange e-mails. Although the increasing amount of the information arguably creates a richer Web, it also brings drawbacks and challenges. As more information is available, the more difficult it becomes to find, select and consume relevant contents. This is particularly a problem in students' learning process, where a flood of information might hinder their understanding. For instance, students with attention deficit disorder may suffer even more, since they have difficulties in sustaining attention, fail to give attention to details and are easily distracted. In this manner, if the provided content is focused solely on the students' interests, or if students can focus only on excerpts of texts that they are interested in, then, the chances to get distracted is decreased.
We can illustrate the increase of information through a look at Wikipedia 2 , a free encyclopedia created collaboratively by people who use it. Currently, Wikipedia has almost 30,000 active contributors, 4,4 million articles and registers over 3 million edits per month 3 . If we take into consideration the Wikipedia article of Barack Obama 4 , we will find that, in terms of length (word count), his Wikipedia article page has duplicated in the last 5 years (See Over time, as in any other Web page, Barack Obama's article will definitely change and new content will be added. The constant growth of information may hinder the consume of information by its users and, therefore, new forms to access it must be provided. Thus, if a user is interested solely on Obama's association to Sport or Education, instead of pointing to his Wikipedia page, we must point the user to the excerpt of text in his Wikipedia page related to those topics of interest. Since an article in Wikipedia serves as a starting point for learning, delimiting its topics would facilitate and improve learning experience.
In this light, our main motivation in this paper is to extract topic-relevant information from Web pages and provide to end users an overview of the contents based on the topics they address. Our research is closely related to text segmentation, summarization and classification, however, differently from previous works in the field, our method relies on entity extraction and semantic classification.
Concisely, given a textual resource and a topic of interest, our method describes the input by selecting only the topic-relevant information. To achieve this goal, we identify the main topic subject for each paragraph.
Our high-level topic classification relies on the Wikipedia top categories which contain a broad coverage of topics that are maintained by the overall agreement of millions of contributors. This topic classification provides readers a sense making categorization that is digestible and manageable. While other approaches like clustering and Latent Dirichlet allocation (LDA) 1 provide means for categorization and recommendation of items, they do not support the end user in understanding the topics.
The remainder of the paper proceeds as follows. Section 2 reviews closely related literature to our approach. Section 3 describes in details our step-by-step approach to classify text segments. Section 4 provides a user study to validate the usefulness of our approach and Section 5 presents the results. Finally, Section 6 discusses the outcomes of our approach and points out future directions.
Related work
In the last years, as the amount of information in the Web grew, new methods to classify and find information emerged. In this light, a lot of research has been done to improve the task of automatically classifying documents.
TF-IDF weighting is arguably the most accepted approach to begin with text classification 2, 3, 4, 5 . This well known strategy turns documents into a list of weighted terms that facilitates the representation of the documents. It relies on the assumption that the most representative terms of a document occur many times in the document's text and, at the same time, occur only in a small set of the available documents.
A great part of the literature on text classification is based on machine learning approaches and rely on dimensionality reduction 6 or on probabilistic topic models 7 . These strategies begin with training set of manually (positive examples of classification) annotated documents. Based on these sets, algorithms find existing patterns in given documents. These patterns are later on used to automatically identify classes 8, 2, 9 . In all these works, document classification has been proven to be an important component that supports information retrieval tasks. In fact, document classification is key to ensuring quality of any digital library. In previous works, we have presented novel approaches for document classification 10 as well as competence classification 11, 12 , and the importance of these features in learning scenarios.
However, to the best of our knowledge, there is not much research done in the direction of classification of text segments. Classifying text segments (in our case paragraphs) brings the same benefits of text annotations. Text and digital annotations are well known to be a great learning companion 13 . In fact, active reading 14 is arguably the most common learning process, where learners read, and at the same time perform other activities such as writing and annotating the text. These annotations serves different purposes 15 nevertheless, all of them support the readers to refind information 16 . In this work, we try to solve a not yet explored problem, namely the annotation cold-start scenario. As we have discussed in the Section 1, online documents get larger and specific pieces of knowledge get harder to be discovered. Annotations have the potential to support readers in directly finding the desired topics. However, previous approaches discussed in this section fail to properly identify a set of terms that might effectively help readers. Paragraphs are rather short and do not contain enough information for machine learning approaches.
Our proposed method has several advantages over these approaches. First, we enrich the pieces of text with semantic information. Second, we use a common world-wide adopted knowledge base (Wikipedia). Finally, our method can be applied to any type of text, from any repository and is not hindered by cold-start scenarios.
Approach
In this section, we present a step-by-step approach for classifying text segments in Web documents. The approach is divided into: (i) annotation; (ii) categorization; and (iii) aggregation (See Figure 2) .
Briefly, the first step is responsible for an entity identification and extraction process that links entities found in a Web document (e.g. Wikipedia articles) to relevant Wikipedia references. The second step is key in our approach, being responsible for traversing knowledge bases and identification of possible text segment categories. Finally, the last step generates an overall score to the categories found in the second step to create a final text segment profile. 
Annotation
The first step in our approach consists of identifying entities (i.e. creating links) in articles to relevant Wikipedia references. Although Wikipedia articles are strongly interlinked, usually one hyperlink does not reoccur within the same page.
To perform the first task, we use the WikipediaMiner 17 tool, a Web annotation service that is responsible for identifying all mentions of entities that can be linked to Wikipedia articles. Basically, the WikipediaMiner algorithm consists of two phases. First, it detects and disambiguates words in the text that represent links to Wikipedia. To disambiguate, WikipediaMiner relies on machine learning algorithms that take into consideration the context of the word.
Next, based on the first phase, the algorithm creates links from the disambiguated words to Wikipedia articles. Only those words that are considered to be relevant for the whole document are linked to the corresponding articles. The goal of the whole process is to annotate a given document in the same way as a human would link a Wikipedia article. Early publications of Wikipedia Miner reports recall and precision of almost 75%, whether the system is evaluated on Wikipedia articles or "real world" documents 17 .
Categorization
In this step, we extract Wikipedia categories of each entity that has been identified in the previous step. Note that Wikipedia has 25 main categories that comprehensively cover all existing knowledge fields (all Wikipedia categories are connected in a directed graph where 25 of them represent top categories). For each Wikipedia category, we follow the path to parent categories, up to the root category. In some cases, this procedure results in the assignment of multiple top level categories to a single entity. Following the parent categories (which are closer the root category), we compute values of distance and siblings categories, resulting in each entity receiving 25 categories' scores. In fact, there are different approaches that can be applied to walk Wikipedia's category graph. To achieve best results and accurately assign weights to each of the 25 categories, we experimented with different graph walk and weighting strategies. A detailed evaluation is provided in Section 3.3.
Aggregation
Finally, in the aggregation step, we perform a linear aggregation over all of the scores for a given paragraph in order to generate the final profile.
We used the Wikipedia category graph for relating one paragraph to the 25 main Wikipedia categories. The dataset used contains 593,125 different categories. Each of these categories is linked to one or more of the main categories. Table 1 shows some statistics of the used graph.
We used two different graph walking algorithms for computing the relation of a category to the main categories. Both strategies follow a top-down approach that pre-computes main category weights for each article. The main difference between the two approaches is the size of the generated tree for each main category. The relation of an article to the main categories is based on a depth first walk through the Wikipedia category graph: the algorithm remembers the distance from the root node, and follows only sub-category links of which the distance is larger (strategy A) or equal (strategy B) to the current distance to the root node. Figure 3 shows a small graph that consists of a root, two top level categories (T i ) and 5 normal categories (C i ). When strategy 'A' is applied on this graph, category T 1 will contain all articles that are related to the categories C 1 , C 2 , C 3 and T 1 . The category T 2 will not be part of C 1 because there exists another way with equal length from the root to T 2 . When strategy 'B' is used on this graph, all categories will be seen as part of T 1 . We empirically evaluated both strategies on random articles and found out that strategy 'B' provided better results (detailed report of these experiments is out of the scope of this paper). Thus, we used this strategy for the remaining experiments in this paper.
By following only links that match this pattern, we make sure not to include the entire category graph (and all articles) for each main category. Additionally, we avoid loops by storing visited nodes and not visiting these nodes again. For the subcategories that are reachable through the category graph, we get the corresponding articles that belong to the categories. With this approach, we get a relation map in which every category is related to many articles and, in which most articles are related to many categories.
A basic profile for a given paragraph consists of weights for all of the main categories. The final weight θ of a topic t ∈ T (top 25 Wikipedia categories) for a paragraph o ∈ O is given by Equation 1:
where e are the entities annotated in a given paragraph o, c(e) are the Wikipedia categories for e ∈ o i and w is a weight given to the link between a category c j and a top-category t k . To complete, we define the weight used in our experiments (see Equation 2 ).
There are big variances between the different categories. Categories like 'Mathematics', 'Agriculture' or 'Chronology' are relatively weakly represented. This leads to a classification in which these categories are underrepresented as well.
To achieve a more precise classification, we calculate the weight of the top categories taking into account the relative probability of an article belonging to one of the main categories. Additionally, we assume that a longer distance to one of the main categories can be interpreted as a weaker relation to that category. The calculation is shown as Equation 2.
where P(t k ) indicates the popularity of a given top-category and δ is the distance of a category c j to the top-category t k . To measure the performance in this experiment, we calculate the average rank of the correct main category inside the profile vector.
In the end, each given paragraph receives a profile that consists of a 25-sized weighted vector, representing how relevant the paragraph is to each of the Wikipedia categories. Based on this profile, it is possible to identify to which extent a pararaph approaches each specific topic of interest.
User study
The goal of the user study is to validate the accuracy, and consequently, the usefulness of the profiling method. In this section, we describe the experimental setup to evaluate the proposed method.
Dataset
In order to validate the outcomes of our method, we setup a user study with a few selected articles from Wikipedia. We considered a scenario where learners would look for information regarding countries and politicians. To this end, we accessed the Wikipedia articles contained in two Wikipedia lists, namely the lists of countries 5 and the list of current members of the United States House of Representatives 6 . These two lists combined link to 728 Wikipedia articles containing information about the aforementioned lists. In most cases, these articles are very extensive containing plenty of information covering many, and sometimes all different topics (defined in Wikipedia). On top of this sample, we applied our profiling methods for each paragraph in these articles.
In total, we extracted and annotated 34,095 paragraphs. In average, the paragraphs have 500.62 characters, 74.08 words and 4.86 sentences. In these paragraphs, the method performed 588,204 annotations, linking them to 64,524 unique Wikipedia articles. The distribution of number of entities found per article is depicted in Figure 4 . To illustrate it, the top three articles with most number of entities found are respectively the articles of the countries Ukraine 7 , Portugal 8 and France 9 . The logarithmic distribution of paragraphs per topics is illustrated in Figure 5 . As expected, following the nature of the chosen articles (Politicians and Countries), the top identified topics were Politics, Culture, Geography and History.
Participants and setup
To evaluate our method, we set up our evaluation on CrowdFlower 10 , a crowdsourcing platform. With CrowdFlower we are able to reach a broader unbiased audience to judge our outcomes.
For the evaluation, we selected from each category 50 random paragraphs (note that not all categories were assigned to this amount of paragraphs). In total, the selected sample to be evaluated consisted of 869 paragraphs. The evaluation process consisted of a questionnaire in a 5-point Likert scale model where participants were asked to rate the agreement of the suggested categories to a given paragraph according to relevance. For each paragraph, we presented the three top ranked categories found by our proposed methods. The judgments collected provide us a quality review of the proposed annotation and categorization strategies.
Participants were first instructed to read the paragraph, and were also aware of the existing ranking of the three suggested categories (being the first one the most relevant suggestion). The participation in the evaluation was limited to English native speakers and each participant was asked to evaluate a maximum of 50 paragraphs. Each participant was presented with one paragraph at a time, randomly drawn.
Results
In total, we recruited 53 participants and each item was evaluated by at least three different participants. The participants preferences are depicted in Figure 6 . Only one category suggestion was voted with 1 (not related). The great majority of votes report that participants found the suggested category relevant to very relevant. In fact, these results sum up to over 95% of all votes.
A closer look into the wrongly classified paragraph and its identified entities indicates that the main cause of the misassignment was the ambiguity of the terms. This can be worked around by tuning the annotation process with more restrictive parameters that improves the contextualization. In order to observe if there is any significant difference between categories, we grouped the results as depicted in Figure 7 . The results show no significance between any of the categories. This means that the proposed method works equally for any different content disregarding its topic.
Conclusions
In this paper, we proposed a method for automatically annotating excerpts of text. Our approach relies on semantic enhanced annotations and Wikipedia's categorization schema -arguably the most complete knowledge base currently available online. The text segments' categorization supports readers in quickly accessing desired information. Here, we presented the first evaluation in order to access the quality of the categorization. The results show that the vast majority of categories assigned to paragraphs were correctly related. These results are very promising and demonstrate the applicability of our methods.
Regarding the potential improvement in learning scenarios, in previous works, we have demonstrated that contextualized clues improve information finding 16 on the Web and in online courses 13 . In fact, contextual clues are appreciated by learners that consume online textual resources 13 . Selecting the relevant excerpts of text from extensive textual resources holds the same allegory of in-context clues; it points the reader directly to relevant content in the text. In this light, we hypothesize the applicability of your proposed method in real learning scenarios will greatly assist learners, paving the path for future work.
Our planned future work is divided in two directions. First, we will validate the effectiveness of the categorization in supporting learners to find information in real case scenarios. Second, we plan to upgrade the classification method in order to annotate paragraphs with a different granularity other than Wikipedia top categories. A preview of our method is available online 11 .
