We study the relation between the minimal spanning tree (MST) on many random points and the "near-minimal" tree which is optimal subject to the constraint that a proportion δ of its edges must be different from those of the MST. Heuristics suggest that, regardless of details of the probability model, the ratio of lengths should scale as 1 + Θ(δ 2 ). We prove this scaling result in the model of the lattice with random edge-lengths. In the 2-dimensional Euclidean model, by exploiting the well-known connection between MSTs and continuum percolation we can prove the scaling result up to an Ansatz that a known technical result for lattice percolation extends to continuum percolation.
Introduction
This paper gives details of one aspect of the following broad project [1] . Freshman calculus tells us how to find a minimum x * of a smooth function f (x): set the derivative f ′ (x * ) = 0 and check f ′′ (x * ) > 0. The related series expansion tells us, for points x near to x * , how the distance δ = |x − x * | relates to the difference ε = f (x) − f (x * ) in f -values: ε scales as δ 2 . This scaling exponent 2 persists for functions f : R d → R: if x * is a local minimum and ε(δ) := min{f (x) − f (x * ) : |x − x * | = δ), then ε(δ) scales as δ 2 for a generic smooth function f . Combinatorial optimization, exemplified by the traveling salesman problem (TSP), is traditionally viewed as a quite distinct subject, with theoretical analysis focussed on the number of steps that algorithms require to find the optimal solution. To make a connection with calculus, compare an arbitrary tour x through n points with the optimal (minimum-length) tour x * by considering the two quantities δ n (x) = {number of edges in x but not in x * }/n ε n (x) = {length difference between x and x * }/s(n)
where s(n) is the length of the minimum length tour. Now define ε n (δ) to be the minimum value of ε n (x) over all tours x for which δ n (x) ≥ δ. Although the function ε n (δ) will depend on n and the problem instance, we anticipate that for typical instances drawn from a suitable probability model it will converge in the n → ∞ limit to some deterministic function ε(δ). The universality paradigm from statistical physics [10] suggests there might be a scaling exponent α defined by ε(δ) ∼ δ α as δ → 0 and that the exponent should be robust under model details.
There is fairly strong evidence [1] that for TSP the scaling exponent is 3. This is based on analytic methods in a mean-field model of interpoint distances (distances between pairs of points are random, independent for different pairs, thus ignoring geometric constraints) and on Monte Carlo simulations for random points in 2, 3 and 4 dimensional space. The analytic results build upon a recent probabilistic reinterpretation [2] of work of Krauth and Mézard [12] establishing the average length of mean-field TSP tours. But neither part of these TSP assertions is rigorous, and indeed rigorous proofs in d dimensions seem far out of reach of current methodology. In contrast, for the minimum spanning tree (MST) problem, a standard algorithmically easy problem, a simple heuristic argument (section 1.2) strongly suggests that the scaling exponent is 2 for any reasonable probability model. The goal of this paper is to work through the details of a rigorous proof.
Why study such scaling exponents? For a combinatorial optimization problem, a larger exponent means that there are more near-optimal solutions, suggesting that the algorithmic problem of finding the optimal solution is intrinsically harder. So scaling exponents may serve to separate combinatorial optimization problems of an appropriate type into a small set of classes of increasing difficulty. For instance, the minimum matching and minimum Steiner tree problems are expected to have scaling exponent 3, and thus be in the same class as TSP in a quantitative way, as distinct from their qualitative similarity as NP-complete problems under worst-case inputs. In contrast, algorithmically easy problems are expected to have scaling exponent 2, analogously to the "calculus" scaling exponent. One plausible explanation is that the nearoptimal solutions in such problems differ from the optimal solution via only "local changes", each local change affecting only a number of edges which remains O(1) as δ → 0.
Background
Steele [14] and Yukich [16] give general background concerning combinatorial optimization over random points.
A network is a graph whose edges e have positive real lengths len(e). Let G be a finite connected network. Recall the notion of a spanning tree (ST) T in G. Identifying T as a set of edges, write len(T ) = e∈T len(e). A minimal spanning tree (MST) is a ST of minimal length; such a tree always exists but may not be unique. The classical greedy algorithm (Kruskal's algorithm [8] ) for constructing a MST yields two fundamental properties which we record without proof in Lemma 1.
Let G t be the subnetwork consisting of those edges e of G with len(e) < t. For arbitrary vertices v, w define perc(v, w) = inf{t : v and w in same component of G t }.
(1)
For an edge e = (v, w) of G write perc(e) = perc(v, w) ≤ len(e) and also define the excess exc(e) = len(e) − perc(e) ≥ 0. 
The heuristic argument
Given a probability model for n random points and their interpoint lengths, define a measure µ n (·) on (0, ∞) in terms of the expectation µ n (0, x) = 1 n E |{ edges e : 0 < len(e) − perc(e) < x }| .
For any reasonable model with suitable scaling of edge-lengths we expect an n → ∞ limit measure µ(·), with a density f µ (x) = dµ/dx having a non-zero limit f µ (0 + ) as x ↓ 0. Now modify the MST by adding an edge e with len(e)−perc(e) = b, for some small b, to create a cycle; then delete the longest edge e ′ = e of that cycle, which necessarily has len(e ′ ) = perc(e). This gives a spanning tree containing exactly one edge not in the MST and having length greater by b. Repeat this procedure with every edge e for which 0 < len(e) − perc(e) < β, for some small β. For large n, the number of such edges should be nµ n (0, (β) ≈ n f µ (0 + )β to first order in β, and assuming there is negligible overlap between cycles, each of the new edges will increase the tree length by ∼ β/2 on average. So we expect (Lemma 6)
This construction should yield essentially the minimum value of ε for given δ, so we expect
and in particular we expect the scaling exponent to be 2.
Results
Our goal is to formalize the argument above in the context of the following two probability models for n random points. Fix dimension d ≥ 2 (the case d = 1 is of course rather special).
Model 1
The disordered lattice. Start with the discrete d-dimensional cube C d m = [1, 2, . . . , m] d , so there are n = m d vertices and there are 2d edges at each non-boundary vertex. Then take the edge-lengths to be i.i.d. random variables ξ e , whose common distribution ξ has finite mean and some bounded continuous density function f ξ (·).
Model 2 Random Euclidean. Take the continuum d-dimensional cube [0, n 1/d ] d of volume n. Put down n independent uniformly distributed random points in this cube. Take the complete graph on these n vertices, with Euclidean distance as edge-lengths.
The results of this paper will remain valid in a slightly more general framework than Model 2 in which points are put down independently at random in the cube [0, n 1/d ] d with common density f (n 1/d x) on R d , with f having support on [0, 1] d and being bounded away from zero. To avoid technicalities, we restrict ourselves to the case f constant.
Each model is set up so that nearest-neighbor distances are order 1 and the MST T n has mean length of order n. To formalize the ideas in the introduction we define the random variable
where the minimum is over spanning trees T ′ n and where T ′ n \ T n is the set of edges in T ′ n but not in T n . The close relationship between MSTs on random points in the plane and continuum percolation has been recognized for many years [6] . The hardest part of the proofs, the lower bound (b) in the plane, reduces to an assertion (Ansatz 15) that a technical property known for lattice percolation holds also for continuum percolation; we have not attempted to prove this but we encourage experts to do so. The lower bound in the lattice model is quite simple and does not require any such technical fact about lattice percolation.
Structure of the paper In Section 2, we do calculations in the finite models: we prove Theorem 2 for Model 1 and part (a) of the theorem for Model 2. In Section 3, we introduce the limit infinite random network (limit in the sense of local weak convergence [4] ) and its associated minimal spanning forest. We show how results from continuum percolation theory allow us to show part (b) of Theorem 2 for Model 2. Technical proofs and results from percolation theory can be found in the last Section 4. A precise statement of Ansatz 15 and its relation with existing results in the literature is also given in Section 4.5. We first consider Model 1 with d = 2 and then consider the other cases.
The upper bound rests upon a simple construction of near-minimal spanning trees, illustrated in Figure 1 . Thus given a realization of the edge-lengths on the m × m discrete square, partition the square into adjacent 3 × 3 regions; on each region where the configuration is as in Figure 1 , make the modification above. This changes the MST T n into a certain near-minimal spanning tree T ′ n . On each 3 × 3 square, the probability of seeing the Figure 1 configuration equals
Here f and F are the density and distribution functions of edge-lengths. And the (unconditioned) increase in edge-length of spanning tree caused by the possible modification equals
Letting n → ∞ with fixed δ, and using the weak law of large numbers,
n −1 (len(T ′ n ) − len(T n )) p → 1 9 r(δ).
Because we defined ε n (·) in terms of spanning trees which differ from the MST by a non-random proportion of edges, we need a detour to handle expectations over events of asymptotically zero probability. We defer the proof.
Lemma 3 (a) For any sequence T * n of spanning trees, the sequence n −1 len(T * n ) is uniformly integrable. (b) There exist spanning trees T ′′ n such that |T ′′ n \ T n | ≥ a n where a n /n → 1/2. Now consider the spanning tree T * n defined to be T ′ n if n −1 |T ′ n \ T n | ≥ 1 10 q(δ) and to be T ′′ n if not. It follows from (4, 5) and Lemma 3 that
Then from the definitions of q(δ), r(δ) and the assumption that f (·) is bounded it is easy to check
for a certain 0 < c < ∞. This establishes the upper bound (a) in Theorem 2.
Proof of Lemma 3. Part (a) is automatic because, writing e for the sum over all edges of C 2 m , the sequence n −1 e ξ e is uniformly integrable. For (b), note that the cube C 2 m with 2m(m − 1) edges can be regarded as a subgraph of the discrete torus Z 2 m with 2m 2 edges. Take a uniform random spanning tree T n on Z 2 m , delete edges not in C 2 m and add back boundary edges to make some (non-uniform) random spanning tree T n on C 2 m . By symmetry of the torus we have P(e ∈ T n ) = m 2 −1 2m 2 for each edge e of the torus, and it follows that P(e ∈ T n ) = m 2 −1 2m 2 for each non-boundary edge of the cube. Since there are 4(m − 1) boundary edges and 2(m − 1)(m − 2) non-boundary edges, for any spanning tree t we have E|T n ∩ t| ≤ 4(m − 1) + (n − 1)(m 2 − 1)/(2m 2 ) = 4(n 1/2 − 1) + (n − 1) 2 /(2n).
So
E|T n \ t| = (n − 1) − E|T n ∩ t| ≥ a n := (n − 1) − 4(n 1/2 − 1) − (n − 1) 2 /(2n).
So for any spanning tree t there exists some spanning tree t * such that |t * \ t| ≥ a n . Applying this fact to the MST gives (b).
Upper bound: other cases
The argument for Model 1 in the case d ≥ 3 involves only very minor modifications of the proof above, so we turn to Model 2 with d = 2 (the case d ≥ 3 is similar). Here it is natural to consider a different notion of special configuration.
Here there is a 3 × 3 square containing a concentric 1 × 1 square. There are three points within the larger square, all being inside the smaller square. In the triangle abc formed by the three points, writing x for the length of the second longest edge length, the length of the longest edge is in the interval (x, x + δ), and x + δ < 1. For such a configuration (within a configuration on a m × m square containing the 3 × 3 square), edges ac are in the MST, and edge b is not. We can modify the minimal spanning tree by removing edge a and adding edge b; this creates a new spanning tree whose extra length equals len(b) − x.
We now repeat the argument from the previous section, and the overall logic is the same. One gets different formulas for q(δ), r(δ) but they have the same relationship (6) . The weak law (4,5) is easily established. The only non-trivial difference is that we need to replace the technical Lemma 3 by the following technical lemma. Lemma 4 (a) There exists c 1 such that for any n and any configuration on n points in the square of area n, the MSTT n has len(T n ) ≤ c 1 n.
(b) For sufficiently large n, there exist spanning trees T ′′ n such that len(T ′′ n ) ≤ 12c 1 n and
Proof. Part (a) follows from the analogous result for TSP -see [14] inequality (2.14) . For (b), let ξ 1 , . . . , ξ n be the positions of the n random points and recall that T n is their MST. Classify these points ξ i as "odd" or "even" according to whether the number of edges in the path inside T n from ξ i to ξ 1 is odd or even. Let (ξ i ) be a configuration obtained from (ξ i ) by moving each "odd" point a distance 11c 1 in some arbitrary direction. LetT n be the MST on (ξ i ). Let T ′′ n be the spanning tree on (ξ i ) defined by
is an edge of both T n and T ′′ n . Since one end-vertex is odd and the other is even, it is easy to see:
But by part (a) there are at most n/5 edges satisfying (i), and similarly for (ii). So |T n ∩ T ′′ n | ≤ 2n/5. Noting that len(T ′′ n ) ≤ 11c 1 (n − 1) + len(T n ) ≤ 12c 1 n using (a), we have established (b).
The lower bound: a discrete lemma
The lower bound argument rests upon the following simple lemma.
Lemma 5 Consider a finite connected network with distinct edge-lengths. If T is the MST and
for then we can continue inductively.
To prove this we first choose an arbitrary e ′ ∈ T ′ \ T . Consider T ′ \ {e ′ }. This is a twocomponent forest; so the path in T linking the end-vertices of e ′ must contain some edge e ∈ T \T ′ which links these two components. So choose some such edge e. Properties (i) and (ii) are clear. Apply Lemma 1 (b) to the end-vertices of e ′ to see that perc(e ′ ) ≥ len(e). So
which is (iii).
We will also need the following integration lemma; part (a) will be used for Model 1 and part (b) for Model 2.
Lemma 6 (a) Let ξ and W be independent real-valued random variables such that ξ has a density function bounded by a constant b. Then for any event
Then there exists a function g(s) ∼ βs 2 as s ↓ 0, for some β > 0, such that for any sequence of events
then by Jensen's inequality, we get
Since ξ and W are independent of each other, equation (7) reduces to
We can couple ξ to a r.v. U such that
But it is clear that, for a given value of P(A), the choice of A ⊆ {U > 0} that minimizes
establishing (8).
(b) For small s > 0 define g(s) by
By hypothesis there exists γ > 0 such that c(s) ≥ γs for small s. So
This is clearly the choice of (A i ) which minmizes the left side subject to i P(A i ) = s, and so for arbitrary (A i ) we have
The lower bound in Model 1
We treat the case d = 2, but d ≥ 3 involves only minor changes. Recall C 2 m = G (n) has c n := 2(n − n 1/2 ) edges. Fix δ > 0. Consider a pair (T ′ n , T n ) attaining the minimum in the definition (3) of ε n (δ). For a uniform random edge e n of C 2 m ,
and
For a fixed edge e of C 2 m we can write
t \ {e}}. Note (and this is the key special feature that makes Model 1 easy to study) that ξ (n) (e) and W (n) (e) are independent. Since exc(e) > 0 on {e ∈ T ′ n \ T n } we see that the quantity at (10) is of the form appearing in Lemma 6(a). So n c n Eε n (δ) ≥ E ξ (n) (e n ) − W (n) (e n ) 1 (en∈T ′ n \Tn) by (10)
by Lemma 6(a) ≥ δ 2 8f by (9) wheref is the bound on the density of ξ. Because c n ∼ 2n we have established part (b) of Theorem 2 in this case.
The minimum spanning forest and continuum percolation
It remains to prove the lower bound in Model 2, in dimension d = 2. Rather than doing calculations with the finite model, we consider the limit Poisson process on the plane, and exploit the well known connection between the minimum spanning forest (MSF) and continuum percolation. We then relate the finite models to the infinite limits in section 3.3, as an instance of local weak convergence [4] of random graphical structures.
Minimum spanning forests
Here is a general definition, in the context of a countable-vertex network G with distinct edgelengths (see [5] for more detailed treatment). As in Section 1.1 let G t be the subnetwork consisting of those edges e of G with len(e) < t. Define the MSF by: 
This lemma follows easily from Proposition 2.1 of Alexander [5] . In particular (11) is closely related to the creek-crossing criterion or the notion of locally minimax path. For the sake of completeness, we include a self-contained proof of (b) and (c).
Proof. The (non-elementary) fact that the MSF is actually a tree follows from Theorem 2.6 of [5] . Let us say that G has the uniqueness property if for every vertex-pair u, v ∈ G, the graph G len(u,v) has at most one infinite component (note that this notion was used in the proof of Lemma 2.1 in [15] ). Part (b) will follow from the fact that Φ O has the uniqueness property, which implies: which proves (12) . We refer to [7] for more refined results on uniqueness of infinite clusters.
To prove the first part of (c), we only need to prove 
Finite density
Define the measure µ on (0, +∞) by
The next lemma formalizes the heuristic idea f µ (0 + ) < ∞ from section 1.2.
Proposition 8 Assuming Ansatz 15 is true, we have,
We give the main steps of the proof in this section, defering technical material (proofs of Lemmas 9, 10, 11 and of inequality (15)) until section 4.
For (X 1 , · · · , X n ) ∈ (R 2 ) n we define Φ X 1 ,···,Xn = Φ + n i=1 δ X i , and write P X 1 ,···,Xn for the probability measure associated with the random variable Φ X 1 ,···,Xn . Using Campbell's formula, we have
where t is the point (0, t).
We need to introduce some continuum percolation terminology. For any r and λ, we define the probability measure P Write C, C 1 , C 2 , . . . for positive constants not depending on the parameters of the problem.
Lemma 9
For any ǫ > 0, we have
We now concentrate on the case t ∈ (r c − ǫ, r c + ǫ). Under P O,t λ,r , we define the event
We have
Using coupling and scaling properties of the Poisson point process, we can translate variations in the radius of the Boolean model to variations in the intensity of the model (our main motivation being to use a continuous analog of Russo's Formula). More precisely, the transformation X → σX on R 2 maps a Poisson point process of intensity λ into a Poisson point process of intensity λσ −2 . We deduce that: P O,t λ,r (A) = P O,σt λσ −2 ,rσ (A). Applying these relations, with σ = t/(t − x) in (13), we obtain
+P
We show in Section 4.2 that the second difference is bounded by:
For the first difference, we need the next lemma which is a consequence of Theorem 2.1 in Zuyev [17] . This is a continuous analog of Russo's Formula.
Lemma 10 For all λ > 0 and all positive t = r c (λ):
Hence we have as x tends to 0 (recall that σ = t/(t − x)),
The difficult part of Proposition 8 is obtaining a bound of t → E
O,t λ,t ν(P) in the neighborhood of r c . We want the following Lemma, which is where Anstatz 15 will be needed (it involves scaling relations in 2D-percolation as discussed by Kesten [11] for discrete percolation).
Lemma 11
There exist C > 0 and η > 0 such that for all t ∈ (r c − ǫ, r c + ǫ) and all λ in a neighborhood of 1,
.
We now show how Lemma 11 implies that
Indeed, by Equations (14) and (15), it is sufficient to bound:
where λ(x, t) ∈ ((1 − x/t) 2 , 1) and σ = t t−x . First for t ∈ (r c − ǫ, r c ), we have by Lemma 11,
We now consider the case t ∈ (r c , r c + ǫ). First note that for any C > 0,
Take C > 0 such that for all t ∈ [r c (1 + Cx), r c + ǫ] and x small enough, we have r c / λ(x, t) ≤ r c (1 + Cx). This is possible since λ(x, t) ≥ 1 − (2 + x/t)x/t, and in this case we have
Hence, we obtain 
The lower bound in Model 2
We start with a slight extension of Proposition 9 of [3] (see also Theorem 7 in [4] ). In what follows, a set of points is identified with its associated geometric graph which is the complete graph over these points with Euclidean distance as edge-lengths.
Lemma 12 Let Φ n denote the point process consisting of n points {ξ i , 1 ≤ i ≤ n} which are independent and have the uniform distribution on the square [0, √ n] 2 . For each n, let U n be chosen independently and uniformly from the set {1, . . . , n}, and let
To each vertex ξ (n) i of the rooted (at the origin) geometric graph Φ O n , we associate the mark perc n i = perc(O, ξ (n) i ) as defined in (1) . We denote by (Φ O n , perc n ) = {ξ (n) i , perc n i } the corresponding marked geometric graph. Then one has joint weak convergence
where (Φ O , perc) is the Palm version of the Poisson process of intensity 1 with the mark perc(O, η i ) associated to point η i .
Proof. The analog of (17) without marks is Proposition 9 of [3] . By the Skorokhod representation theorem, we can assume that with probability one, we have
We have to prove that for any i ≥ 1, 
For L sufficiently large, the path π * is included in S(L) and let π * n be the associated path in Φ For r > 0, we denote by G r (η i ) (resp. G n r (ξ (n) i )) the connected component of Φ O (resp. Φ O n ) with edge length less than r containing η i (resp. ξ (n) i ). Let perc(O, η i ) = t, so that we have G t (O) ∩ G t (η i ) = ∅ and say G t (O) is finite (see the uniqueness property in the proof of Lemma 7) . For ǫ > 0 we defineG t+ǫ (resp.G n t+ǫ ) to be the subgraph of Φ O (resp. Φ O n ) consisting of those edges with length less than t + ǫ with one of its end vertices in G t (O) (resp. G n t (O)) and the other one in G t (η i ) (resp. G n t (ξ (n) i ). Because perc(O, η i ) = t, we know that there exists a path from O to η i with all edges having length strictly less than t and exactly one edge of this path denoted (u, v) having length t = |u − v|. Clearly only edge (u, v) of this path belongs tõ G t+ǫ . Then it is easy to see that we have (u, v) = arg min{len(e), e ∈G t+ǫ }. Since G t (O) is finite, we have clearly thatG t+ǫ is included in S(L) for sufficiently large L. Then we have max e∈π (n) len(e) ≥ min{len(e), e ∈G n t+ǫ } → t = perc(O, η i ) as n → ∞,
where the last limit follows from the convergence ofG n t+ǫ toG t+ǫ . We now return to the proof of the lower bound in Model 2. We start by copying and modifying the argument from section 2.4. Fix δ > 0. Let ξ Un be a uniform random vertex from (ξ i , 1 ≤ i ≤ n). Consider a pair (T ′ n , T n ) attaining the minimum in the definition (3) of ε n (δ). Then
exc(e) by Lemma 5
Note that for 0 < L < ∞ 
while (21) trivially implies
The purpose of these representations is to exploit local weak convergence. Consider the nearminimal STs T ′ n appearing in (22,23). By a compactness argument and by passing to a subsequence of n we may assume that they converge to some forest F ′ ∞ on (η i ); that is, we may assume that (17) remains true when we append T ′ n to the left side and F ′ ∞ to the right side. We can now take limits in (22) to deduce
And taking limits in (23) gives
we are precisely in the setting in which Proposition 8 and Lemma 6(b) apply, and the conclusion is that the right side of (24) is ≥ (β − o(1))δ 2 for small δ, implying the lower bound in Theorem 2.
Technical proofs and percolation results
We first introduce some notations. We are in the framework of Section 3.1 and the edgelength is the Euclidean distance denoted len(u, v) = |u − v|. For a set S ⊂ R 2 , we denote by d(S) = sup{|x − y|, x, y ∈ S} its diameter. For x ∈ R 2 and r > 0, B(x, r) denotes the open ball of radius r centered at x. For n ∈ N we denote S(n) = [−n, n] 2 . For x ∈ R 2 and S ⊂ R 2 , we define dist(x, S) = inf{|x − y|, y ∈ S}.
Under the probability measure P 
Proof of Lemma 9
Since we may assume that all interdistances are different, there exists an unique (X, Y ) ∈ (Φ O,t ) 2 such that perc(O, t) = |X − Y |, indeed (X, Y ) is the edge of the MST on the path from the origin to t with maximal length (see Lemma 7) .
First consider the case t < r c − ǫ.
Hence we have
where z := max(|z 1 |, |z 2 |). Lemma 3.3 of [13] ensures that the sum of (25) is finite for t < r c −ǫ.
The case t > r c + ǫ is quite similar. If the event
where (26) follows from Lemma 4.1 of [13] and the fact that
Proof of (15)
To bound the second difference in (14) , note that
where B(X, r) denotes the open ball of radius r > 0 centered at X ∈ R 2 . Hence we have
where B(t, t)∆B(σt, t) denotes the symmetric difference. This is exactly (15).
Proof of Lemma 10
Our Lemma 10 is a slight extension of Theorem 2.1 of Zuyev [17] (from compact to non-compact sets). First note that for any X ∈ P, we have Φ(B(X, t/2) ∩ P) ≤ 2, so that there exists a constant C t > 0 depending on t such that, Φ(P) ≤ C t ν(P).
For n ∈ N we define S(n) = [−n, n] 2 and
is the connected component of G O ∩ S(n) containing the origin. We have clearly A(n) ⊂ A(n + 1) and A = ∪ n A(n), thus we have Since A(n) depends on the Poisson point process in the compact set S(n), we can apply Theorem 2.1 of [17] . Suppose that the event A(n) occurs, then the pivotal points are the points of Φ that are in the intersection of all paths from O to t in G O t (Φ∩S(n)). Clearly the critical and boundary sets for the event A(n) are empty. Hence we have
Consider first the case t < r c (λ). Note that for all n, we have P n ⊂ W (where W is the occupied component of the origin) and for n > d(W ) (the diameter of W ), we have P n = P ⊂ W , hence Φ(P n ) ≤ C t ν(W ) and then
Summing over n, we have
and the fact that the expectation is finite follows from Lemma 3.3 of [13] .
From the dominated convergence theorem, we have
where the last equality follows from the Campbell formula for Poisson point processes.
The argument is quite similar in the case t > r c (λ). Recall that V is the vacant component containing the point t/2. If V = ∅, we have Φ(P) ≤ 3 because there exists a point η of Φ at distance less than t/2 from t/2 and then P ⊂ {O, t, η}. Assume now that V = ∅. Then for any η ∈ Φ∩P, we have dist(η, V ) ≤ t/2, otherwise we can find u, v with dist(u, V ) = dist(v, V ) = t/2 and |u−v| ≤ t such that η, u, v are connected which would contradict the fact that η belongs to P. In particular for n > d(V )+ t/2, we have P n = P ⊂ V <t/2 , where V <t/2 = {x, dist(x, V ) < t/2}. Note that if V = ∅, for all n, we have P n ⊂ V <t/2 and hence we have
and the rest of the proof is similar, using Lemma 4.1 of [13] .
Proof of Lemma 11
We now write P t for the probability measure P O,t 1,t , to conform with the usual notation in percolation theory.
The occupied component is defined by Ξ t = ∪ x∈Φ O,t B(x, t/2). An occupied path is a path contained in Ξ t and a vacant path is a path contained in Ξ c t . Given two subsets A and B of R 2 , we denote by {A o B} the event: there exists an occupied path from A to B; and we denote by where direction 1 (resp. 2) means horizontal (resp. vertical). Note that we have σ((n, m), 1, t) + σ * ((n, m), 2, t) = 1.
Lemma 13 There exist 0 < C 1 , C 2 < ∞ and ε > 0 such that if
holds for some L, then
and the same statement holds if σ is replaced by σ * and o by v .
Proof. We first prove that we can chose ε in (27) so that σ((kL, 3kL), 1, t) ≤ C 1 e −C 2 k . First look at the case k = 2 and consider the 14 following rectangles whose union covers [0, 2L]×[0, 6L]:
• vertical: [iL, (i + 1)L] × [jL, (j + 3)L] for 0 ≤ i ≤ 1 and 0 ≤ j ≤ 3;
• horizontal: [0, 3L] × [iL, (i + 1)L] for 0 ≤ i ≤ 5.
Given an horizontal occupied crossing of [0, 2L] × [0, 6L], we denote by r 1 the part of this path from 0 × [0, 6L] to its first hitting of L × [0, 6L] and by r 2 the part from its last hitting of L × [0, 6L] to 2L × [0, 6L]. Each of r 1 and r 2 crosses at least one of the sub-rectangles in its short direction and these events occur disjointly. Hence by the BK inequality, we have
By a direct iteration, we get for all k ≥ 0,
and our first assertion follows if we take ε = 1/(2 × 14 2 ). Now we have for k ≥ 3,
and the lemma follows.
Using Theorem 3.4 of Alexander [6] , we can find δ > 0 such that (for ε in inequality (27)):
1. for t < r c , if σ((L, L), 1, t) ≤ δ then σ((L, 3L), 1, t) ≤ ε;
2. for t > r c , if σ * ((L, L), 1, t) ≤ δ then σ * ((L, 3L), 1, t) ≤ ε.
Following Kesten [11] , we define (for the δ > 0 defined above):
Here L(t) = n can be understood as the critical range at which G O t ∩ S(n) and G O rc ∩ S(n) start to differ significantly. Note that L(t) goes to infinity as t goes to r c .
As an immediate consequence of the definition of L(t) and Lemma 13, we have:
Lemma 14 There exist constants C 1 , C 2 such that for t < r c , we have:
and for t > r c , we have
It should be clear that (see Figure 3 ), under P t :
x ∈ P if and only if 1. there exist two occupied paths, r 1 (resp. r 3 ), from O to B(x, t/2) (resp. from t to B(x, t/2));
2. there exist two vacant paths r * 2 and r * 4 from x to t/2; r 1 and r 3 separate r * 2 and r * 4 . Clearly if x ∈ P, the events Γ(x, R x ) and Γ(t/2, R t ) occur for any rectangle R x (with side size larger than t/2) such that x ∈ R x and O, t / ∈ R x and any rectangle R t such that t/2 ∈ R t and x / ∈ R t . In particular if we can choose R x and R t such that R
We will use this upper bound for small values of x ≤ L(t). For large value of x > L(t), we will use
for well-chosen rectangles R x and R t .
Then Lemma 11 will follow from the following ansatz. The notation f (t) ≍ g(t) means that there exists C such that as t tends to r c :
Ansatz 15 If t ≤ n ≤ L(t) then uniformly in x,
If n ≤ L(t):
There exists ν > 0 such that
We will need the following lemma:
Lemma 16 There exists δ > 0 such that P rc (Ω(O, S(n)) ≤ Cn −1/δ .
In view of (32), this implies P rc Ω(O, S(L(t))) ≤ C|t − r c | ν/δ (34)
Proof. Notice that P rc (Ω(O, S(n))) ≤ P rc (O o ∂S(n))). For discrete percolation, it is a classical result that P rc (O o ∂S(n))) ≤ Cn −1/δ for some δ > 0 (see Theorem 11.89 in Grimmett [9] ). With slight change, the same proof is valid for continuum percolation. For the sake of completeness, we sketch the argument as it is presented in Grimmett's book. By Theorem 3.4 in Alexander [6] , there exists ǫ > 0 such that for all n > 2r c and i ∈ {1, 2}: σ * ((3n, n), i, r c ) ≥ ǫ.
Let LR * ((n, m)) denote the event that there exists a left-right vacant crossing of the box[0, n] × [0, m] and O * (n) the event that there exists a vacant closed circuit in S(3n)\S(n) containing O in its interior. By the FKG inequalilty we have, for all n > 2r c : P rc (O * (n)) ≥ P rc (LR * (3n, n)) 4 ≥ ǫ 4 .
Let u 0 = 2r c + 1 and for k ≥ 1, u k = 3u k−1 + r c , we notice that the events {O * (U k )} k∈N are independent, hence for all k ≥ 0, P rc (O o ∂S(3u k ))) ≤ P rc (O * (u l ) does not occur for 0 ≤ l ≤ k)
Now, let n ≥ u 0 , for some k n ∈ N, u kn ≤ n < u kn+1 , since u k = −r c /2 + 3 k (u 0 + r c /2), we have k n ∼ log n/ log 3 and inequality (33) follows.
We now show how Lemma 11 follows from these results. For z = (z 1 , z 2 ) ∈ Z 2 , we define S z = [(z 1 − 1)L, (z 1 + 1)L] × [(z 2 − 1)L, (z 2 + 1)L].
We have E t ν(P) = We first consider I. Let R x = x + S(|x|/3) and R t (x) = t/2 + S(|x|/3), we have for x ∈ S(L)\S(8t), P t (x ∈ P) ≤ P t (Γ(x, R x ))P t (Γ(t/2, R t (x))) ≤ CP rc (Ω(O, S(|x|/3))) 2 ,
where the last inequality follows from (30). Hence we have I ≤ C S(L)\S(8t) P rc (Ω(O, S(|x|/3))) 2 dx. Now take 0 < η < 1/(2δ), with δ as in inequality (33) where in the first inequality we use (31) for the upper bound of the first term and inequality (33) for the second term.
For z ∈ Z 2 and x ∈ S z , we define R ′ x = x + S(L/3) and R ′ t = t/2 + S(L/3), then we have
Hence we have z =0 Sz P t (x ∈ P)dx ≤ CL 2 P rc (Ω(O, S(L/3))) 2 z =0 C 1 e −C 2 z ≤ CL 2 P rc (Ω(O, S(L))) 2 , where the first inequality follows from Lemma 14 (use the open path for t < r c and (28) and the vacant path for t > r c and (29)). Now from (31), we get L 2 P rc (Ω(O, S(L))) 2 ≤ C|t − r c | −1 P rc (Ω(O, S(L))) which gives with (34) J ≤ C|t − r c | −1+ν/δ .
Discussion of Ansatz 15
The analog of Ansatz (15) for site percolation in Z 2 was proved by Kesten [11] . Inequality (30) is the analog of [11] Lemma 4, and the analogs of inequalities (31) and (32) follow from the property that if n ≤ L(t):
|σ((n, n), 1, t) − σ((n, n), 1, r c )| ≍ |t − r c |n 2 P rc Ω(O, S(n)) , (Equation (4.4) in [11] ). This latter equation is a consequence of the Russo formula and [11] Lemma 8.
Kesten [11] points out that his arguments should hold for a large class of two dimensional graphs. As he observes, the key assumption is to check the Russo-Seymour-Welsh lemma (our Lemma 14) and the existence of a constant C > 0 such that for all n and i ∈ {1, 2} σ((n, n), i, r c ) > C and σ * ((n, n), i, r c ) > C, (Equation (2.15) in [11] ). This latter equation holds for continuum percolation by virtue of Theorem 3.4 in [6] .
It is therefore reasonable to think that Kesten's arguments should extend to continuum percolation. But we have not tried to write out technical details.
