Automatic detection of estrus in cows is important in cattle management. This paper proposes a method of estrus detection by automatically checking cattle mounting. We use a side-view video camera and apply computer vision techniques to detect mounting behavior. In particular, we extract motion information to select a potential mount-up and mount-down motion and then verify the true mounting behavior by considering the direction, magnitude, and history of the mount motion. From experimental results using video data obtained from a Korean native cattle farm, we believe that the proposed method based on the abrupt change of a mounting cow's height and motion history information can be utilized for detecting mounting behavior automatically, even in the case of fence occlusion.
Introduction
Automated activity monitoring in livestock management is important because it can significantly reduce a manager's required working time [1, 2] . In particular, failure to detect estrus within 20 h is a limiting factor in cattle management. The detection of estrus in cattle management is essential as it can determine an optimum artificial insemination time and thus lead to increased reproductive performance. A fundamental sign of estrus in a cattle farm is mounting behavior [3, 4] . However, the traditional method of mounting detection using manual observation entails excessive cost for a large-scale farm that is supervised by minimal farm workers.
There are many commercially available "attached" sensors used to detect estrus. For example, recording-the-cow-activity method is used in livestock with an electronic pedometer attached to the cow's leg [5] [6] [7] . Cattle in estrus walk more than cattle not in estrus. To determine a walking pattern, the system analyzes the recorded walking data. An activity meter attached to the cow's neck can also be used to measure the amount of mounting activity associated with estrus [8, 9] . However, these attached sensors can cause false alarms when the sensors are bumped into fences or other cows. Moreover, these sensors are relatively expensive for large-scale farms. We must reduce the managing cost in large-scale farms that employ individual sensors and eliminate the requirement of farm workers having to verify individual sensors.
In [10] , we proposed a "non-attached" method to detect estrus with an audio surveillance system. In this paper, we apply computer vision techniques to mounting detection for a large-scale farm to further improve the accuracy of estrus detection. It is difficult to segment the body of a Korean native cow from an input scene captured with a "tilted-down" camera because the color of the cow's body in the scene is similar to the color of the background (i.e., ground). Thus, we propose a video surveillance system with a "side-view" camera to detect mounting behavior based on motion analysis techniques.
The main idea of the proposed system is that we use a side-view camera and check the abrupt change (i.e., move-up by more than 40 cm within 0.5 seconds) of a mounting cow's height with computer vision techniques. Typically, a mounting activity can be observed at 1.5~1.9 m above the ground. Therefore, we install a side-view camera at 1.7 m above the ground and check the abrupt change. That is, the checking process identifies both spatial (i.e., a mounting can be observed at a height higher than that of a normal activity) and temporal (i.e., a mounting can be observed at a speed faster than that of a normal activity) abnormalities with a side-view camera. At the start (end) of a mounting behavior, a mounting cow moves up (down) abruptly creating upward (downward) motion vectors with significant magnitude. These types of motion vectors can be typically detected using the Optical Flow method [11, 12] , a motion estimation technique. When a mounting is partially occluded by a fence structure, however, the required motion vectors may not be fully detected by the Optical Flow method because of the occlusion. A video surveillance system using a side-view camera must be capable of resolving this fence-occlusion problem.
In this paper, we use the Motion History Image (MHI) method [13, 14] , which can provide rich motion information. Although some portion of a mounting behavior may be missed by a partial occlusion, we can utilize the motion history information to resolve the fence-occlusion problem. That is, we define rules to detect "true" mounting behavior even in the fence-occlusion case by carefully considering the direction, magnitude, and history of the mounting motion. To the best of our knowledge, this is the first report of a cattle mounting detection system (i.e., our main contribution) using a side-view camera with computer vision techniques. The experimental results confirm that the proposed system can detect mounting behavior without the use of attached sensors. We also measured the effect of the background subtraction (i.e., Gaussian Mixture Model, GMM [15, 16] ) for the mounting detection accuracy (i.e., with/without GMM) and the effect of the Region of Interest (RoI) for the mounting detection speed (i.e., with/without RoI).
The remainder of the paper is structured as follows. Section 2 describes the background knowledge for motion detection. Section 3 explains the proposed system for mounting detection, and Section 4 discusses the experimental results. Section 5 summarizes the paper.
Related Works
For moving-object detection in stream video data, background subtraction (also known as foreground detection) and motion vector extraction are widely used. These two techniques can detect moving objects from the difference of each pixel between the previous frame and the current frame. For background subtraction, we use the Gaussian Mixture Model (GMM) method [15] that uses a parametric probability density function represented as a weighted sum of Gaussian component densities. To extract motion vectors, we select feature points such as the corners from each image frame. These feature points can then be used to calculate two-dimensional vectors with spatial coherence between the previous frame and the current frame. However, the type of motion vectors extracted using the Optical Flow (OF) method [11, 12] may not resolve the fence-occlusion problem. The additional information necessary for resolving the fence-occlusion problem can, nonetheless, be extracted using the MHI method [13, 14] .
Gaussian Mixture Model (GMM)
Typically, the frame difference technique is widely used to detect moving objects. This is a simple but efficient background subtraction algorithm identifying the difference of each pixel between the previous frame and the current frame. To detect moving objects in our experiments, open source GMM [16] was employed. GMM is used for background modeling to subtract the background using each pixel modeled as mixed Gaussian distributions.
As a brief description of GMM, it is a parametric probability density function represented as a weighted sum of Gaussian component densities. It is a probabilistic model for density estimation using a convex combination of multivariate normal densities. GMMs are estimated from training data using a convex combination of multivariate normal densities and using the iterative Expectation Maximization (EM) algorithm. GMM is parameterized by the mean vectors, covariance matrices and mixture weights from all component densities. They model the probability density function of observed data points using a multivariate Gaussian mixture density. Computation of conditional probabilities can be calculated for given test input patterns only when a model is once generated. The details of GMM can be found in [15] .
Motion History Image (MHI)
MHI [13] is an efficient technique for action representation. MHI is presented as a relatively new concept where the moving parts of a video sequence can be engraved in a single image allowing the prediction of motion flow and the moving portions of the video action. This action/motion representation technique has become popular owing to its simple algorithm and ease of implementation. Consequently, MHI representations for numerous applications and MHI technique for action recognition have become fashionable in the computer vision community [14] . MHI can describe motion in a sequence of continuous frames. The silhouette sequence is condensed into a gray scale image; the dominant motion information is preserved. MHI is considered in many applications related to action recognition and video analysis. MHI is calculated from motion silhouettes that can be generated with a background subtraction algorithm. The gray value of MHI encodes the temporal information of the motion. The most recent motion in a frame is encoded as the brightest gray value; older motion is represented as a darker gray value (compared to the gray value of the latest motion). MHI represents a gray value as black when there is no motion in the frame. The details of MHI can be found in [13] .
Mounting Detection System

Requirements of Mounting Detection for Korean Native Cattle
• Accuracy Requirement A mounting detection system must distinguish the mounting activity from other activities. Because the color of Korean native cattle and the ground color of a farm are similar, segmenting each individual cow from a background image (i.e., ground or non-moving object) is difficult. Thus, we must consider a mounting detection system based on motion analysis techniques rather than color-based segmentation techniques.
• Response Time Requirement A mounting detection system must detect a mounting in real-time from a 24-h video stream to determine an optimum artificial insemination time. Typically, computer vision techniques require intensive computational workload. To detect a mounting in real-time, the Region of Interest (RoI) must be set to a minimum to reduce the computational workload. Reducing the computational workload can also reduce the total cost for a large-scale farm.
Proposed Mounting Detection System
The principal idea (i.e., our main contribution) of the proposed system is that we utilize a side-view camera and check the abrupt change of a mounting cow's height with computer vision techniques. As depicted in Fig. 1 , a typical tilted-down camera has difficulty satisfying the accuracy and response time requirements. For some occlusion cases, it is a challenge to identify mounting and non-mounting activities. For example, in Fig. 1 , because of the occluding cow, it is difficult to identify the activity of the occluded cow. In the left image, it is difficult to distinguish the "actual" forward walking from the "possible" forward mounting of the occluded cow. In the right image, it is problematic to discriminate the "actual" backward mounting from the "possible" backward walking of the occluding cow. Furthermore, setting the RoI in a scene captured from a typical tilted-down camera may not reduce the computational workload significantly because the possible area for a mounting in the scene is relatively wide. If we use a side-view camera and exploit the height change of the mounting cow, we can avoid many of the difficulties mentioned. In Module 1, we set an RoI to reduce the computational workload and then analyze only the moving objects within the RoI using GMM. In Module 2, we extract the motion vector and the number of motion pixels using MHI. For the purpose of explanation, we denote the start frame as the first frame containing motion in the RoI (i.e., an object appears in the RoI). We denote the end frame as the last frame containing motion in the RoI (i.e., the object disappears from the RoI). Note that our goal is to detect a mounting and any motion within the RoI is detected continuously during the entire duration of the mounting (i.e., from the start frame to the end frame). We denote an activity as the motion from the start frame to the end frame collectively. Module 2 accumulates the motion information of the activity such that Module 3 can determine if the activity is a mounting based on specific rules.
Motion detection
Applying computer vision techniques in a straightforward fashion to 24-h/365-day visual stream data generated from a large-scale farm could entail excessive implementation cost. Therefore, to detect a mounting activity cost-effectively, we set an RoI in the possible location of a mounting scene captured with a side-view camera. Typically, a mounting activity can be observed at 1.5~1.9 m above the ground. Therefore, we installed a side-view camera at 1.7 m above the ground, and we set the RoI (i.e., a center area of 640 × 80 pixels from the acquired resolution 640 × 480 pixels) as illustrated in Fig. 3 . Note that a scene captured with a side-view camera may include a fence structure; the system must be able to detect the mounting accurately, regardless of the fence structure. A scene from a cattle farm may have a complex background and various illuminations. Furthermore, the illumination can change gradually or abruptly based on the weather conditions. To extract the motion information accurately, we first use GMM, a background modeling technique [15] . GMM updates the training data by adding new frames and discarding old frames. Therefore, a system based on GMM can enhance performance against illumination change caused by weather conditions and efficiently detect a moving area. As indicated in Fig. 4 , we can identify the fence structure from the detected moving area. 
Motion information extraction
As mentioned, the fence-occlusion problem may not be resolved by typical motion extraction techniques such as OF [11, 12] . To resolve the fence-occlusion problem, we require additional information regarding the motion. In this paper, we use the motion information generated by the MHI method [13, 14] that can provide the temporal change of a motion as illustrated in For each input frame, MHI calculates the current motion silhouette with the frame difference or background subtraction method. Then, the time-stamp is recorded in a current motion silhouette. MHI classifies each motion silhouette using the time-stamp as indicated in Fig. 6 and computes the highest pixel coordinates of each silhouette. Using this information, we can extract the motion vector with the highest pixel positions of the oldest motion silhouette (i.e., previous motion silhouette) and the latest motion silhouette (i.e., current motion silhouette). In Table 1 , for example, the first silhouette is the latest motion silhouette and the tenth silhouette is the oldest motion silhouette. With this information, the magnitude and the angle of the motion vector are 34.5 and 60.4 o , respectively.
(a) Pixels of the latest silhouette (b) Pixels of the oldest silhouette For each input frame, we can also compute the number of motion pixels. For example, with the MHI output of the mounting activity presented in Fig. 5, Fig. 7 displays the number of motion pixels for the mounting activity.
Finally, from the motion vector and the number of motion pixels, we prepare a motion summary table for each activity as presented in Table 2 (frame #2 is the start frame and frame #90 is the end frame). With this motion summary table, Module 3 can determine if this activity is a mounting activity. Note that we focus on the height change of a mounting cow and the direction of the motion vector can be determined using a tangent graph as indicated in Fig. 8 . For example, a motion vector can have an upward direction (i.e., between 1/4π and 3/4π such as Up, Up-Left, and Up-Right) or a downward direction (i.e., between 5/8π and 7/10π such as Down, Down-Left, and Down-Right). Because the start (end) frame is the first (last) frame of any motion within the RoI, the start (end) frame must have the direction upward (downward). 
Mounting verification
We verify the mounting activity with the motion summary table. The basic assumption is that a mounting activity includes both a sudden mount-up motion and a sudden mount-down motion. We first select the representative frame for the "potential" mount-up (mount-down) motion. Then, using this frame, we determine how the mount-up (mount-down) motion abruptly changes. The mount-up or mount-down motion is faster than non-mount motions.
For example, with Table 2 , the representative frame of a potential mount-up motion (denoted as mount-up frame) can be selected by checking the motion summary table from left to right. We select the mount-up frame initially as the start frame (as explained, the start frame should have an upward direction). Then, we check the next frame to the right. If frame #7 has an upward direction and the number of motion pixels (i.e., 1,702) is greater than that of the current mount-up frame (i.e., 1,539 for frame #6), we update the mount-up frame as frame #7. This checking process continues until the frame number of the current frame being checked is greater than (the frame number of the mount-up frame + ∆). That is, if the current frame being checked differs from the mount-up frame by more than ∆, we regard the motion of the current check frame as a different motion than the mount-up motion. The threshold value ∆ can be determined experimentally. Similarly, we can select the representative frame for the potential mount-down motion (denoted as mount-down frame) by checking the motion summary table from right to left. With Table 2 , the mount-up (mount-down) frame is selected as frame #10 (#83).
The next step is to determine the change abruptness of the potential mount-up (mount-down) motion. Even with a side-view camera, we must resolve the object-scale problem (i.e., a mounting cow can be captured as a small-scale or large-scale object, depending on the distance between the camera and where the mounting is occurring). We determine the maximum value of the number of motion pixels of an activity and divide the number of motion pixels of each frame with this maximum value. With this "normalized" number of motion pixels (i.e., ranged from zero to one in Fig. 9) , we can determine the change abruptness of the potential mount-up motion. If (the frame number of the mount-up frame -the frame number of the start frame) is less than θh and the normalized number of motion pixels of the mount-up frame is greater than θv, we can consider that the mount-up motion changes abruptly and regard this "potential" mount-up motion as a "true" mount-up motion. The threshold values θh and θv can be determined experimentally. Similarly, we can determine the change abruptness of the potential mount-down motion by checking that (the frame number of the end frame -the frame number of the mount-down frame) < θh and the normalized number of motion pixels of the mount-down frame > θv.
Finally, if the current activity has both "true" mount-up motion and "true" mount-down motion, we regard this activity as a "true" mounting activity. This "true" mounting activity can be classified further. If the mounting duration (i.e., mount_duration = (the frame number of the end frame -the frame number of the start frame)/frame rate) is longer than 1.5 s, we regard this mounting as "mount-accept" type (i.e., the mounted cow allowed the mounting activity). This is the case that we want to detect, and denote as "mounting behavior." Otherwise, we regard this mounting as "mount-reject" type (i.e., the mounted cow refused the mounting activity). 
Experimental Results
The experiments were conducted using an Intel Core i5-750 2.67 GHz 4-core processor with 4GB RAM. We set the resolution to 640 × 480 pixels and the frame rate to 24 frames/s (fps). The camera was located 2 m from the fence and 1.7 m above the ground, at Milyang and Sacheon farms. The RoI was set as a center area of 640 × 80 pixels from the acquired resolution 640 × 480 pixels (See Fig. 10) . With these settings, we acquired 25 mounting datasets from the observed field of size 5 m × 10 m. There were ten (Milyang farm) and five (Sacheon farm) cows in the field. From the experiment with 25 mounting datasets (mounting verification threshold ∆ = 4, θh = 16, θv = 0.5), all the mounting activities were detected successfully using the proposed method. 
Small-Scale Mounting
As mentioned, we must resolve the object-scale problem (i.e., a mounting cow can be captured as a small-scale object or a large-scale object depending on the distance between the camera and the mounting). Fig. 11 displays the case where a mounting cow is captured as a "small-scale" object. Because size-normalization (i.e., the normalized number of motion pixels explained in Section 3) can provide a similar motion pattern as a typical-scale mounting, the small-scale mounting can be detected successfully (see Fig. 14 (d) ). Fig. 12 presents the case where a mounting cow is captured as an "occluded" and "large-scale" object. Because MHI can provide sufficient information even with the fence-occlusion, the portion of the mounting cow captured within the RoI can be used to detect the mounting (see Fig. 14 (e) ). This large-scale mounting must be processed in a similar fashion to the small-scale mounting, in addition to the partial-occlusion processing. With the total information for the mounting cow (i.e., the circle indicated in Fig. 12) , the information captured only within the RoI (i.e., the rectangle indicated in Fig. 12 ) is sufficient to detect a large-scale mounting. Because the head-up can also be captured within the RoI, the head-up (actually, non-mounting) motion of the mounted cow could be confused with the mount-up motion of the mounting cow. To evaluate the effect of this head-up motion, we measured the activities of the mounting cow and the mounted cow separately. Although the head-up motion might be fast (i.e., the mounted cow was surprised by the mounting), the head-down motion was adequately slow to be distinguished from the actual mount-down motion (see Fig. 14 (f) ). 
Fence-Occlusion Mounting
Summary
The mounting activities captured typically had five similar motion patterns (i.e., sideward, forward, backward, small-scale, and fence-occlusion). From the mounting activity for the five cases, we confirmed that the proposed method could automatically detect the activity with motion pattern analysis. The head-up activity, denoted as a non-mounting motion, could be discriminated from the mounting activities owing to the smoothness of the head-down motion compared to the abruptness of the mount-down motion. Fig. 14 presents the normalized motion patterns of the typical mounting and non-mounting cases. In particular, to verify the effect of the head-up motion, Fig. 14 (f) indicates only the head-up motion of the mounted cow, excluding the motion of the mounting cow. A mounting can also include a motion with right or left direction in addition to upward/downward directions. Although Fig. 14 includes all these motions, the mount-up and mount-down frames are selected with upward/downward motions only (i.e., the normalized number of motion pixels of the mount-up/down frame may be lower than that of an adjacent frame having right or left motion direction). Table 3 indicates the effect of open source GMM [16] in terms of detection accuracy. The GMM/MHI method provided higher accuracy of mounting detection than the MHI-only method because the additional GMM technique could handle the outdoor condition. Moreover, the proposed GMM/MHI method did not generate any "false alarms" with the video data captured. We also implemented a mounting detection system with a combination of GMM and OF using open source [16] . Although this GMM/OF method could extract some motion vectors, it could not detect a mounting in many fence-occlusion cases. The proposed GMM/MHI method may not detect the total-occlusion case (i.e., a mounting is totally occluded by another mounting), although the proposed method did resolve the partial-occlusion case. With a second camera installed on the other side of the cattle shed, this total-occlusion problem could be mitigated (see Fig. 15 ). Fig. 15 . Camera position for total-occlusion case As explained in Section 3, we applied the RoI to the visual stream data to reduce the execution time of the mounting detection. Table 4 presents the effect of RoI in terms of the average execution speed of the mounting dataset. We confirmed that the mounting detection based on RoI could be executed in real-time. 
Conclusion
Automated activity monitoring in cattle management is important because it can save a significant portion of a manager's working time. In this paper, we proposed a mounting detection method for Korean native cattle from video stream data with computer vision techniques and mounting detection rules. This study focused on detecting both spatial and temporal abnormalities of a mounting with a side-view camera. From the experiments, we confirmed that the proposed method could detect a mounting by considering the direction, magnitude, and history of the mounting motion, even in the case of a fence occlusion. 
