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While superfluidity is accurately grasped with a state that explicitly breaks the particle number
symmetry, a precise description of phenomena like the particle transfer during heavy-ion reactions
can only be achieved by considering systems with good particle numbers. We investigate the pos-
sibility to restore particle number in many-body dynamical problems by mixing-up several Time-
Dependent Hartree-Fock Bogolyubov (TDHFB) trajectories. In our approach, each trajectory is
independent from the others and the quantum mixing between trajectories is deduced from a varia-
tional principle. The associated theory can be seen as a simplified version of the Multi-Configuration
TDHFB (MC-TDHFB) theory. Its accuracy to tackle the problem of symmetry restoration in dy-
namical problems is illustrated for the case of two superfluid systems that exchange particles during
a short time. In Ref. [Phys. Rev. C 97, 034627 (2018)], using a schematic model where two
systems initially described by a pairing Hamiltonians are coupled during a short contact time, it
was demonstrated that statistical mixing of TDHFB trajectories can only qualitatively describe the
transfer process and that a fully quantum treatment is mandatory. We show here that the present
MC-TDHFB approach gives an excellent agreement with the exact solution when the two superfluids
are the same (symmetric case) or different (asymmetric case) and from weak to strong interaction
strength. Finally, we discuss the benefits and bottleneck of this method in view of its application
to realistic systems.
PACS numbers: 21.60.Jz, 03.75.Ss, 21.60.Ka, 21.65.Mn
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I. INTRODUCTION
Symmetry breaking states are widely used in nuclear
physics to describe the complex correlations in atomic
nuclei at a low numerical cost. A widespread and suc-
cessful approach in describing the low energy properties
of atomic nuclei is the nuclear energy density functional
(EDF) [1, 2]. In its simplest form, the system is repre-
sented by one symmetry breaking Slater determinant or
more generally quasi-particle vacua that minimizes a nu-
clear energy density functional. The most commonly bro-
ken symmetries are the translational invariance, the rota-
tional symmetry for deformed systems and the U(1) sym-
metry associated with the number of particles. Allow-
ing for such symmetry breaking captures efficiently the
gross features of nuclei (e.g. its binding energy, radius,
deformation,...) with rather simple density functionals.
However, quantitative prediction of the low–lying spec-
troscopy of atomic nuclei requires a theory that respects
the symmetry of the nuclear Hamiltonian. In that di-
rection, important efforts are devoted in mixing several
quasi-particle vacua into a Multi-Configuration (MC)
framework, also called Generator Coordinate Method
(GCM). This approach allows for instance for the predic-
tion of the spin/parity of low–lying excited states as well
as the inter-level transition rates [3, 4]. A generalization
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of this strategy to the time–dependent problem is highly
desirable to describe nuclear reactions. Up to now, de-
velopments in this direction were heavily hindered by the
numerical cost of treating explicitly the time dimension.
In the last few years, several groups managed to describe
for the first time heavy–ion collisions and fission within
time-dependent EDF (TD-EDF) calculations that (i) in-
cludes the nucleon-nucleon pairing residual interaction,
(ii) do not assume any built-in symmetry for the com-
putation of single particle wave–functions [5–7]. As the
computational power increases and numerical methods
improve, the development of multi-configuration frame-
work for reactions seems timely.
One of the topics of current interest that would ben-
efit from such a machinery is the question of the role
played by the nuclear superfluidity in the transfer and
fusion channels of heavy–ion collisions at sub–Coulomb
barrier energies. Recently, a number of experimental in-
vestigations have been made to study the competition
between deep sub-barrier fusion and transfer channels [8–
11]. These experimental investigations are made in par-
allel with numerous theoretical works (see for instance
the recent review of Ref. [12]). Such a precise knowledge
would also enable us to constrain the pairing interactions
used in EDF approaches.
Recent attempts to answer this question (two collid-
ing superfluid nuclei) in the framework of TDHFB were
lead by Hashimoto et al. [13] and Magierski et al. [7]. In
this theoretical framework, it was shown that the prop-
erties of collisions between two superfluids atomic nuclei
depend on the phases of the pairing field at play in each
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2nucleus at initial time. In particular, varying the ini-
tial relative phase between the two systems induces vari-
ations of the fusion barrier energy height and impacts
the number of particles exchanged during the reaction.
The magnitude of this effect associated to superfluidity
may lead to several 10 MeV change in the fusion bar-
rier height for collisions between two 90Zr nuclei [7] (see
also recent precise discussion in [14]). These variations
might however be spurious consequences of the particle
number symmetry breaking inherent to the HFB and/or
TDHFB framework. This shortcoming can also be seen
as TDHFB making a semi-classical treatment only of the
gauge angle which plays here the role of a collective vari-
able.
A proper treatment of collective degrees of freedom
requires a priori to re-quantize them, leading automati-
cally to a Multi-Configuration framework with quantum
mixing of several many-body states. Such a mixing how-
ever significantly increases the numerical effort and most
often is at the limit or beyond our actual computational
capacities. An intermediate semi-classical approximation
consists in assuming that the quantum fluctuations can
be treated simply as a statistical mixing. This technique
is generically called phase-space approach hereafter. It
appears to be quite natural when making contact with
experiments. For instance, when considering collisions
between deformed nuclei, a statistical treatment corre-
sponds to perform average over the angle between the
deformation axis and the beam axis [15]. The situation
is similar for particle number where at least a statistical
average of different orientations in gauge space should be
performed. Another illustration of the statistical treat-
ment is the stochastic mean-field theory [16, 17]. This
approach has been shown to be particularly successful
to describe the dynamics close to a spontaneous symme-
try breaking [18] and can eventually describe the physics
of superfluid systems [19]. However, by construction,
statistical hypothesis neglects possible quantum interfer-
ences between mean-field trajectories. Coming back to
describing collisions between two superfluids, the quanti-
tative estimates of superfluity effects on reactions observ-
ables was made using a semi-classical phase-space aver-
age method in [7]. The validity of phase-space approaches
for the problem of two superfluid nuclei transferring par-
ticles has been questioned in Ref. [20]. We have shown
that the brute force phase-space method based on sta-
tistical average of TDHFB trajectories can qualitatively
reproduce some aspects of transfer but fails to give a pre-
cise description of the particle transfer process (see also
discussion in Ref. [21]).
The aim of the present study is to describe the same
problem including quantum mixing of different TDHFB
trajectories. The proper treatment of quantum effects
in collective space requires to re-quantize the mean-field
evolution, a problem that is know to be of extreme com-
plexity [22–30]. The strategy we use here is to start from
a variational principle where the trial state is written
in terms of a quantum mixing of several evolving HFB
vacua. This strategy is similar to the Time-Dependent
Generator Coordinate Method (TDGCM) that is used
for instance to describe the fission process [31–33]. It
should however be noted that in state of the art TDGCM
applications, states are assumed time-independent. In
addition, they are mostly chosen on the adiabatic energy
landscape except for a few attempts to include the collec-
tive impulsions [34] or some intrinsic energy in the form
of quasi-particles excitations [35] or temperature [36].
This often restricts the approach to describe slow col-
lective process. We consider here the possibility that the
states evolve in time. In the following, to make con-
tact with other fields [37–39], we will generically call
such configuration-mixing with evolving states, Multi-
Configuration TDHFB. Note that, as far as we know,
other fields of physics make use of a similar approach
but without the U(1) symmetry breaking, leading to the
so-called MC-TDHF. G. Scamps et al. attempted in
Ref. [40, 41] to develop a simplified theory where several
TDHFB evolutions are mixed in time. While appealing,
the proposed approach suffers from the lack of prescrip-
tion to determine the relative phase between evolving
vacua leading to uncontrolled fluctuations in the observ-
ables. In the present work, based on the pioneering work
of P.-G. Reinhard et al [25], we show that a MC-TDHFB
approach where the wave-function is represented by a
quantum mixture of independent TDHFB trajectory can
be accurately used to tackle the problem of symmetry
restoration in dynamical problem and predict accurately
the transfer of particles between two superfluid systems.
In Sec. II, basic ingredients of the MC-TDHFB meth-
ods are presented. Sec. III is devoted to the application
of MC-TDHFB to the model case. Comparison is made
with the exact solution and the phase-space combinato-
rial approach developed in our previous work [20].
II. DISCUSSION ON THE MC-TDHFB
METHOD
A. General formulation of the MC-TDHFB
framework
We consider the generic ansatz where the system is
described at all time t as a quantum superposition of
several time-dependent quasi-particle vacua {φα(t)}:
|ψ(t)〉 =
∑
α
fα(t)|φα(t)〉, (1)
with mixing coefficients {fα(t)} that also depend on time.
A natural way to determine the evolution is to use the
Dirac-Frenkel variational principle that would impose the
action
S =
∫ t1
t=t0
〈ψ(t)|H − i~∂t|ψ(t)〉dt (2)
to be stationary. The most general (and complex) situ-
ation consists in making the variation both with respect
3to the mixing coefficients and with respect to the quasi-
particle components forming the states |φα(t)〉. Noting
that quasi-particle vacua form an over-complete basis
of the many-body problem [42], it might seems surpris-
ing to use Eq. (1) with time-dependent states since a
time-independent basis can be used to solve the problem
exactly. The real usefulness of having time-dependent
states instead of time-independent stems from the possi-
bility to describe certain physical effects with a reduced
number of many-body states compared to the case where
time-independent states are used 1.
This general strategy has been declined into several
flavors within the different fields of physics. In quan-
tum chemistry, where the U(1) symmetry is not broken,
the quasi-particle vacua for the electrons reduce to Slater
determinants and are usually built as different config-
urations (occupation numbers) on the same set of or-
thonormal orbitals (single particle states). This is the so
called multi-configurations time dependent Hartree-Fock
(MCTDHF) approach reviewed in Ref. [37–39]. Such
strategy has also been used in Ref. [37, 43, 44] for bosonic
systems leading to the MCTDH method. In these cases,
the evolution reduces to a set of orthogonal single-particle
states whose evolutions are explicitly affected by the evo-
lution of the mixing coefficients fα(t). Both MCTDH and
MCTDHF equations of motion are greatly simplified due
to the fact that the Slater determinants |φα(t)〉 are or-
thogonal with each others.
In nuclear physics, a similar multi-configurations ap-
proach has, to our knowledge, only been developed in
its static version to determine the low energy struc-
ture properties of medium nuclei [45–47]. Meanwhile,
many efforts have been spent in considering correlated
states built from an ensemble of non-orthogonal quasi-
particule vacua. Guided by the specific physical situa-
tions (restoration of broken symmetry, large amplitude
collective motion, ...), the initial states can generally be
labelled by a set of continuous collective coordinates, de-
noted by q such that Eq. (1) usually takes the form:
|ψ(t)〉 =
∫
q
f(q, t)|φ(q, t)〉dq. (3)
At the initial time, this ansatz encompasses the wide
range of situations provided by the static multi-reference
framework also referred as Generator Coordinate Method
(GCM) [2]. For instance, in the case of a symmetry
breaking/restoration, one would first compute a symme-
try breaking mean-field state |φ(t0)〉. From this state,
1 A seminal example is the description of giant resonance in nuclei.
In the TDHF (or TDHFB) approach, a single time-dependent
state provides a rather accurate description of the collective re-
sponse. The same problem can be solved using coupled channels
equations on a fixed multi-particle multi-hole basis built on the
HF (or HFB) ground state. However, the numerical effort as
well as the size of the required many-body Hilbert space would
be much larger.
the projection after variation yields a many-body state
that can be cast into Eq. (3) at t0. In this case, the
set of states |φ(q)〉 accounts for the new quasi-particle
vacua obtained from the original state |φ(t0)〉 by simple
transformations of the symmetry group (e.g. rotation in
real and/or gauge space). The mixing function f(q, t0)
would also be determined up to a non-relevant phase by
the value of the quantum number on which we project
(e.g. spin, number of particles, ...). Using such a sym-
metry breaking/restoration scheme is a key ingredient
to describe nuclear correlations with only a few simple
many-body states, and is therefore an incentive to de-
velop time-dependent methods based on non-orthogonal
quasi-particle vacua. Applying the same method than
for the orthogonal case, it is yet possible to obtain the
coupled equation of motion between quasi-particle com-
ponents forming the many-body vacua and mixing coef-
ficients [48]. This results in mean-field like evolutions for
the non-orthogonal quasi-particle states that fully couple
to each other as well as to the mixing function f(q, t).
The associated numerical effort are anticipated to be sig-
nificantly increased compared to the standard orthogonal
case of Ref. [38, 39].
A drastic simplification to this scheme consists in
taking a non-variational set of time-independent quasi-
particle vacua |φ(q, t)〉 = |φ(q)〉. With such a fixed basis,
the variation of the action, Eq. (2), is then performed
only for the mixing function f(q, t) and yields the so
called Hill-Wheeler equation. This is referred in nuclear
physics as the time-dependent GCM approach and is used
for instance to understand the fission dynamics [49]. The
assumption of fixed many-body vacua has clear practi-
cal advantages, especially for non-orthogonal states, for
which a specific treatment of the overlap should be made.
On the other hand, properly describing the possible exit
channels of the dynamics requires a good a priori knowl-
edge of the states |φ(q)〉 spanning the corresponding
Hilbert subspaces. This pre-selection of states is arbi-
trary and may directly bias the result. In addition, the
basis size itself can become prohibitive when the number
of channels increases.
In the present work, we explore an intermediate ap-
proximation between the full MC-TDHFB implementa-
tion with non-orthogonal states and the extreme assump-
tion of variation and time independent many-particle
vacua (time dependent GCM). This approach was first
proposed in Ref. [25]. It starts again from the ansatz
given by Eq. (3) where it is assumed that each of the
many-body states |φ(q, t)〉 follows its own TDHF or TD-
HFB trajectory. In other words, one first chooses the
ensemble of initial quasi-particle vacua |φ(q, t0)〉. Then
the independent TDHFB evolution of each of these states
provides the time dependent overcomplete basis |φ(q, t)〉.
Finally, the mixing function f(q, t) is determined from
the stationarity of the action Eq. (2). This scheme has
the great advantage not only to simplify the equations
of motion to be solved but also that standard TDHFB
solver can be directly used for each individual trajectory.
4In addition, we expect that such a time dependent ba-
sis will automatically explore the channels beyond the
adiabatic ones. This intermediate implementation of the
MC-TDHFB approach is called hereafter MC-TDHFBI
where I stands here for the ”Independent” mean-field as-
sumption.
In the present article, we study if this scheme can be
used to describe symmetry restoration in time-dependent
problems. More specifically, we illustrate it for the case of
particle number restoration to describe transfer between
two superfluid systems.
B. Equation of Motion of the MC-TDHFBI
In this section, we first discuss the general equation
of motion to be solved within the MC-TDHFBI . In
particular, new aspects compared to the case of time-
independent set of vacua are underlined. We assume that
the initial state is given by Eq. (3) where many-body
states have been obtained either by symmetry restoration
and/or by constrained mean-field techniques. Each of
the initial state |φ(q, t0)〉 is assumed to evolve through
its own self-consistent TDHFB equation. Obviously, in
this framework, the proper selection of the initial states
will be a determinant ingredient of the accuracy of the
approach.
We apply the variational principle to find the mixing
coefficients f . A technical but crucial point with the
ansatz given by Eq. (3) is that there is no bijection be-
tween f and the many-body state |ψ(t)〉. Said differ-
ently, given a set of states {φ(q, t)}, there might be sev-
eral functions {f(q, t)} that lead to the very same state
|ψ(t)〉. This is a well-known difficulty linked to the use of
non-orthogonal over-complete basis [2, 26]. The problem
is usually solved by diagonalizing the overlap kernel N ,
whose matrix elements are defined as:
Nqq′(t) = 〈φ(q, t)|φ(q′, t)〉. (4)
The situation is slightly more complex when using
time-dependent states compared to the case of time-
independent states. A precise solution to this problem is
discussed in appendix A. Ultimately, we have found that
the variational principle (3) can be safely used by adding
the constraint that f belongs to the image of the over-
lap matrix during the evolution. With this constraint,
we have shown in appendix A that the evolution of the
mixing function f can be recast as:
i~f˙ =
(
N−1[H−HMF ] + i~P˙
)
f, (5)
where:
Hqq′(t) = 〈φ(q, t)|Hˆ|φ(q′, t)〉,
HMFqq′ (t) = 〈φ(q, t)|i~∂t|φ(q′, t)〉.
Here, the operator P corresponds to the projection on
the image of N (in the sense of linear algebra in the
space of functions of q). This projector as well as all the
kernel operators involved Eq. (5) both depend on time.
Their explicit expressions are given in appendix A. In ad-
dition, this approach contains two new terms compared
to the Hill-Wheeler equation usually obtained assuming
that quasi-particle vacua do not depend on time. For
time-independent states, only H enters into the evolu-
tion whereas we have here the difference [H−HMF ] which
can be interpreted as the residual coupling between states
that is not already accounted for in the mean-field evolu-
tion of the states. This is a nice aspect of using the vari-
ational principle (2) that automatically avoids double-
counting in the evolution between the mixing coefficients
and the waves evolutions. Said differently, the coefficients
evolution are automatically adjusted not to account for
the information already contained in the state evolution.
Another difference is the presence of the P˙ term. It is
a direct consequence of imposing that f stays in the im-
age of N at all time. This contribution is directly linked
to the overlap matrix evolution and disappears for time-
independent states.
Starting from an initial mixed state, one could numer-
ically integrate Eq. (5) to obtain the dynamics of the
system. However, it has many practical interest to trans-
form it into another one for the so–called collective wave-
function that we note here g(q, t) [2, 26] and that is de-
fined as:
g = N 1/2f. (6)
Following a standard procedure, we also transform any
observable kernel O to its collective operator Oc:
Oc = N−1/2ON−1/2. (7)
We recall that the benefit of such representation is to
have an isomorphic mapping of the observables which
brings out handy properties like for instance:
〈ψ(t)|Oˆ|ψ(t)〉 = 〈g|Oc|g〉,
([Aˆ, Bˆ])c = [Ac,Bc], (Oˆ†)c = (Oc)†.
The equation of evolution for the collective wave-function
directly derives from Eq. (5) and becomes:
i~g˙ =
(
Hc −HMF,c + i~N˙ 1/2N−1/2
)
g. (8)
This is the equation that we use in practice in the follow-
ing applications.
To summarize, the essence of the MC-TDHFBI ap-
proach is to replace the problem of many TDHFB cou-
pled equations by two independent problems. The first
one is to propagate in time a set of independent mean-
field trajectories. The second one is to propagate in time
the collective wave function according to Eq. (8). This
requires the determination of a few collective kernels at
any time of the evolution. In practice, compared to the
case of time-independent state, this approach trades off
a reduction of the number of basis states at the price of
5an increased complexity due to the time-evolution of the
overlap kernels. Some first tests of this approach were
performed in Ref. [25] based on additional approxima-
tions for the estimation of the kernels involved in Eq. (8)
(e.g. Gaussian overlap approximation). In what follows,
we investigate the full fledged approach to describe the
particle transfer during a short contact between two small
superfluid systems.
III. DESCRIPTION OF THE TRANSFER OF
PARTICLES BETWEEN TWO SUPERFLUID IN
A MODEL CASE
To assess the performance of the MC-TDHFBI ap-
proach, we now consider two small superfluid systems
that interacts with each other over a short time interval
and then re-separate. We use the same model as in our
previous work [20] where the two systems labeled by A
and B respectively are represented by ΩA (resp. ΩB)
single-particle energy levels. Each level is doubly degen-
erated and may contain zero or one pair of fermions (see
also [50–52]). The total Hamiltonian is a sum of two
pairing Hamiltonian [53] acting on A and B respectively,
plus a coupling term that enables the exchange of pairs.
The complete Hamiltonian can be written as:
H =
∑
k∈A∪B
εk(a
†
kak + a
†
k¯
ak¯)−
∑
k,l∈A∪B
gkla
†
ka
†
k¯
al¯al, (9)
with the shorthand notation for the pairing matrix
gkl =
{
g if kl ∈ A or kl ∈ B,
v(t) if k ∈ A, l ∈ B or k ∈ B, l ∈ A.
In Eq. (9), we use a generic notation {a†k, ak} for cre-
ation/annihilation of single-particle states belonging ei-
ther to the sub-system A or B. The time dependency of
the coupling term v(t) simulates a short contact between
the two superfluids and we adopted a simple Gaussian
shape.
v(t) = v0 exp(−t2/τ2c ). (10)
We take here a characteristic time τc = 0.28~/g and will
look at the evolution in the time range [−1.2,+1.2]~/g.
The first part of dynamics up to t ' −0.6 basically cor-
responds to the evolution of the two uncoupled systems.
Then an interaction of varying strength takes place up to
t = 0.6~/g. Finally we have again a phase of uncoupled
evolution. In the case of nuclear physics this situation
typically mimics the collision between two open-shell nu-
clei below the Coulomb barrier.
One interest of the present model is that it can be
solved exactly giving a stringent test of possible approx-
imate treatment of the evolution. This model was re-
cently used for instance to illustrate the validity of stan-
dard TDHFB dynamics and the dependency of parti-
cle transfer with the initial relative gauge-angle in Refs.
[20, 40, 41]. In these studies, the possibility to go beyond
the mean-field picture was explored. Both approaches
have however pointed out some difficulties in reproduc-
ing the exact evolution. In [40, 41], a method was pro-
posed to perform the mixing of several TDHFB trajec-
tories. However, it was shown that the approximation
made on the relative phase between trajectories strongly
influences the predictive power. For this reason, a semi-
classical phase-space approximation was studied in ref.
[20] where a statistical mixing of TDHFB trajectories
was assumed. The conclusion was that a good reproduc-
tion can only be obtained by an artificial rescaling of the
coupling interaction together with a careful analysis of
the probabilistic interpretation of the result. Anticipat-
ing the discussion below we show that the MC-TDHFBI
method does not face this difficulty.
We concentrate here on the collision between two su-
perfluid systems. In the illustration presented below, we
will always be in situations where the pairing strength g
appearing is sufficiently high to insure that the solution
of the HFB equation for each subsystem (A and B) gives
quasi-particle vacuum breaking the particle number sym-
metry. At the HFB level, the ground state is determined
up to a phase in the pairing field and the TDHFB equa-
tions are solved for the composite system [Eqs. (13) or
[(14)] in Ref. [20]].
At the MC-TDHFBI level, a set of independent TD-
HFB evolutions will be performed and their quantum
mixing will be obtained by solving Eq. (8). In prac-
tice, we need first to specify the initial conditions (choice
of states, number of states and initial mixing).
A. Initial condition for the MC-TDHFBI method
In the HFB theory, the many-body state is composed
initially by two quasi-particle vacua describing the sys-
tems A and B. This state corresponds to a mixture of
many-body states with different particle numbers. As a
consequence, in the calculated observables, there is an
inherent contribution from particles numbers that differ
from the one under interest. A natural way to remove
this spurious contribution is to project the wave function
onto the desired particle number [2]. In the physical situ-
ation we are interested in, initial subsystems have definite
particle numbers equal to N0A and N
0
B respectively.
In this application, we first determine the HFB ground
state |ϕA(t0)〉 (resp. |ϕB(t0)〉) of the uncoupled system
A (resp. B)
|ϕA/B(t0)〉 =
∏
i∈A/B
(u∗i + v
∗
i a
†
ia
†
i¯
)|0A/B〉, (11)
where the ui, vi are the quasiparticles components for
each level i of the subsystem. |0A〉 and |0B〉 denotes here
the particle vacuum of sub-systems A and B respectively.
6Then, we build the antisymmetric HFB product state
|φ(t0)〉 =
∏
i∈A∪B
(u∗i + v
∗
i a
†
ia
†
i¯
)|0A〉 ⊗ |0B〉 (12)
for the compound system. This state is the one that is
usually used as initial condition to treat nuclear collisions
within TDHFB [13].
A state with proper particle number is obtained by
projecting the symmetry-breaking state (12) both on the
total number of particle N0 = N0A + N
0
B and on the
desired particle number of one of the sub-system (A in the
following). This procedure can be written in a compact
form as:
|ψ(t0)〉 = CPˆ (N0)PˆA(N0A)|φ(t0)〉. (13)
Here C is a constant that insures the normalization of the
state. Here, Pˆ (N0) and PˆA(N
0
A) denote the projectors
on the total number of particles N0 and on the number
of particles N0A in A respectively. Explicit forms of the
projectors in terms of integrals on gauge angle can be
found in Ref. [2]. Note that Eq. (13) is strictly equivalent
to project each subsystem separately on their respective
particle number. However, as we will see, the use of
the projector on total particle number has some practical
advantage. It will indeed enable us later on to leverage
the conservation of the total number of particles to reduce
the numerical complexity of the problem. Writing down
the projectors explicitly as a mixture of rotations in the
gauge space, we obtain for the initial state:
|ψ(t0)〉 =
∫ pi
θ=0
∫ pi
θA=0
f(θ, t0)|φ(θ, t0)〉dθ, (14)
with
|φ(θ, t0)〉 = |φ(θ, θA, t0)〉 = eiθ(Nˆ−N0)eiθA(NˆA−N0A)|φ(t0)〉,
f(θ, t0) =
1
pi2
√
P (N0, N0A)
. (15)
Here the operators Nˆ , NˆA are associated to the total
number of particles and the number of particles in A re-
spectively, whereas P (N0, N0A) is the probability to mea-
sure N0 total particles and N0A particles in A from the
HFB state |φ(t0)〉. With these conventions, the function
f is a constant independent on (θ, θA), that can be de-
termined by the normalization condition on the initial
state. In practice, we used the Fomenko scheme [54] to
discretize the projectors which implies that the angles in
gauge space take the values lpi/L for the integer l ∈ [1, L].
B. Solving the dynamics at the MC-TDHFBI level
We give here some specific aspects related to the time-
dependent configuration mixing method applied to par-
ticle number symmetry restoration. The first ingredi-
ent to determine the MC-TDHFBI dynamics is the com-
putation of the independent TDHFB evolutions |φ(θ, t)〉
starting from the rotated states in gauge space. For more
details on this standard calculation, we refer the reader
to our previous work [20]. On top of this, we numerically
integrate the collective dynamics given by Eq. (5). At
each time step, this implies the calculation of different
kernel operators. The overlap matrix between two states
with different gauge angles reads
Nθθ′(t) =
∏
i
[
uθi u
θ′∗
i + v
θ
i v
θ′∗
i
]
, (16)
where the uθ, vθ are the quasi-particles components of
the state |φ(θ, t)〉. Similarly, the Hamiltonian kernel is
the sum of a 1-body and 2-body part:
H(1)θθ′ =
∑
k
(2εk − gkk)vθkvθ
′∗
k
∏
i 6=k
(uθi u
θ′∗
i + v
θ
i v
θ′∗
i ),
H(2)θθ′ = −
∑
k,l
k 6=l
gkl(u
θ
l v
θ′∗
l )(u
θ′
k v
θ∗
k )
∗∏
i 6=kl
(uθi u
θ′∗
i + v
θ
i v
θ′∗
i ).
(17)
Finally we need the time derivative kernel (or the mean-
field Hamiltonian kernel).
HMFθθ′ = i~
∑
k
(uθk u˙
θ′∗
k + v
θ
k v˙
θ′∗
k )
∏
i 6=k
(uθi u
θ′∗
i + v
θ
i v
θ′∗
i ).
(18)
This effective hamiltonian involves time derivatives of the
uθ
′
, vθ
′
components that we estimate in practice by using
the TDHFB evolution equation associated to each trajec-
tories. Once these kernels are known, the overlap kernel
is explicitly diagonalized so to determine N−1/2 as well
as the collective operators. Finally, the time derivative
N˙ 1/2 is estimated numerically using a finite difference
scheme. With this, we integrate Eq. (8) for a short time
step using a fourth order Runge-Kutta scheme. Repeat-
ing this procedure yields the complete evolution of the
collective wave function g(θ, t).
C. Leveraging global symmetries in the
MC-TDHFBI dynamics
In the present work, we apply the MC-TDHFBI to the
problem of restoration of broken symmetries in dynam-
ical problem. In general, the projection of the complete
system are made by considering symmetry-broken states
that are obtained one from another by specific transfor-
mations (rotation in 3D space for the rotational invari-
ance, rotation in the U(1) space for the particle number).
Let us first consider the case of rotation in real space
that is easier to visualize. Let us assume a system that
is deformed initially at the mean-field level and is associ-
ated to an initial vaccum (called here original state). We
then perform its evolution. The restoration of the to-
tal angular momentum in the MC-TDHFBI is equivalent
to mix up different initial conditions obtained from the
7original state through a rotation. Since the rotation is a
global rotation of the whole system, the evolution of the
rotated state turns out to be the same as the original evo-
lution in a different frame (this frame being fixed in time
and corresponds to the frame obtained by rotation of the
original frame). A corollary to this simple argument is
that the state obtained by evolving the initially rotated
state with its own mean-field at a given time t also corre-
sponds to the state obtained by considering the original
state evolved up to time t also with its own mean-field
followed by a rotation. Similar conclusion can be drawn
here for the rotation in gauge-space. This specific case is
illustrated in Fig. 1. Note however that this only applies
 (✓, t0)
 (✓, t)
 (0, t)
 (0, t0)
R(✓)
R(✓)
hMF(✓, t)
hMF(0, t)
FIG. 1: Illustration of the fact that it is equivalent to first
rotate (through a rotation operator R(θ)) a mean field state
at t0 and then evolve it with its mean-field propagator, or
perform its mean-field evolution first and then rotate the state
at time t.
if a transformation of the entire system is made, i.e. a
global symmetry is restored. This is not the case, if one
rotates only part of the system for instance to make the
projection on N0A.
To illustrate how this can simplify the application of
MC-TDHFBI , let us assume first that we make a single
projection on the total particle number N0. Then, the
initial state writes:
|ψ(t0)〉 =
∫ pi
θ=0
f(θ, t0)|φ(θ, t0)〉dθ, (19)
where |φ(θ, t0)〉 ≡ e−iθN0Rˆ(θ)|φ(θ = 0, t0)〉. Rˆ(θ) = eiNˆθ
denotes the rotation operator in gauge space. At a given
time t, we have:
|ψ(t)〉 =
∫ pi
θ=0
f(θ, t)|φ(θ, t)〉dθ, (20)
where |φ(θ, t)〉 are the initially rotated states evolved
with their own mean-field while f(θ, t) are obtained
through the coupled equations (5). According to the
discussion made above, there is no need to perform the
mean-field evolution of each initially rotated state and
we simply can use:
|φ(θ, t)〉 = e−iθN0Rˆ(θ)|φ(θ = 0, t)〉. (21)
This means in practice that, in the case of a single projec-
tion on the total particle number, we only need to follow
one state (the non-rotated one) and not a full set of θ
dependent mean-field. This already is a great simplifica-
tion.
We now consider the case where we both project ini-
tially on the total particle number N0 and on the number
of particle N0A in system A. We assume that the two pro-
jections are associated to the gauge-angle (θ, θA). We can
now make use of the fact:
|φ(θ, θA, t)〉 = e−iN0θRˆ(θ)|φ(0, θA, t)〉. (22)
This relation enables in practice to perform only the TD-
HFB evolutions associated with θ = 0, reducing by a fac-
tor L (the number of discrete θ angles) the cost associated
to these independent propagations.
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FIG. 2: Evolution of the total energy (a), fluctuation in par-
ticle number A (b) and the probability of one pair transfer
P2n (c) as a function of time. Calculations were performed
with a coupling strength v0 = 0.02g (perturbative regime) for
the symmetric case ΩA = ΩB = 6 and N
0
A = N
0
B = 6. The
MC-TDHFBI approach (red squares) is compared with the
exact solution (black line) and the the phase-space approach
of Ref. [20] without renormalization of the interaction (blue
filled circles).
D. Collision between two identical and
degenerated systems
To illustrate the MC method, we consider first the col-
lision between two identical systems with ΩA = ΩB = 6
and N0A = N
0
B = 6. We assume in addition that each sys-
tem is fully degenerated, i.e. εk = 0 for all the levels k.
For this system, we performed a series of MC-TDHFBI
evolutions and considered different coupling strengths be-
tween the two systems from the very perturbative regime
8to highly non perturbative cases. Each of these calcula-
tions was repeated with different time steps and dimen-
sion L for the discretization of the projectors. We found
that the results properly converge for dt = 10−3 ~/g and
7 discrete angles.
Fig. 2 shows the total energy as a function of time
as well as the probability P2n for the transfer of one
pair of particle from A to B for a coupling strength
v0 = 2 × 10−2 g. Such a probability is obtained by pro-
jecting the finale state on the good particle number in
the subsystem A. This v0 value corresponds to a pertur-
bative regime where the final probability for the transfer
of one pair during the process is P2n ' 1.2 × 10−2. We
see that MC-TDHFBI reproduces exactly both the fluc-
tuation σ(NA) and the total energy at any time. For
comparison, we computed the same quantities with the
phase-space combinatorial (PSC) approach developed in
Ref. [20] but without any renormalization of the coupling
v0. We recall that this method is based on the same TD-
HFB trajectories but the observables are computed as
classical average over the mean-field expectation values
in the PSC case. This semi-classical approach reproduces
pretty well the exact fluctuations with still a 20% un-
derestimation at the final time. This discrepancy trans-
lates the effect of the quantum interferences between the
TDHFB trajectories that is well accounted for in MC-
TDHFBI but is not in the PSC.
The fact that the MC-TDHFBI reproduces so well the
exact solution holds for any coupling constant v0 and
may appear disturbing at first glance. It is actually ex-
plained by the fact that the relevant Hilbert space for
fully degenerated subsystems is very small. Due to the
degeneracy of the levels in A and B, there is only one pos-
sible state |NA, NB〉 for each couple of values (NA, NB)
that plays a role in the transfer process. In addition, we
know that the total number of particles in the system
is conserved by the Hamiltonian. This implies that the
exact solution belongs to the subspace E(N = 6) of di-
mension 7 spanned by the states |NA = n,NB = 6 − n〉
with n ∈ [0, 6]. It is therefore sufficient that the TD-
HFB trajectories |φ(θ, t)〉 projected on the good num-
ber of particles span a space of dimension 7 at any time
to ensure that the MC-TDHFBI solution is the exact
one. We performed calculations for the coupling con-
stants v0 = 2 × 10−3g, 2 × 10−2g, 2 × 10−1g and 2g
and found that this criteria is always met at any time
of the evolutions. In this simple fully-degenerated situ-
ation, the MC-TDHFBI approach therefore provides the
exact solution.
E. Collision between different non-degenerated
system
Let us now consider a more complex situation where
the two systems are characterized by ΩA = ΩB = 8 and
are filled with the different particle numbers N0A = 6 and
N0B = 10. In addition we assume non-degenerated single-
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FIG. 3: Evolution of the energy (a), the number of particles
in A (b), its fluctuation (c), and the probability of one pair
transfer from B to A (d) as a function of time for asymmet-
ric collisions. Calculations are performed in a perturbative
regime for the coupling strength v0 = 2 × 10−2g. The MC-
TDHFBI approach (red squares) is compared with the exact
solution (black line) and the phase-space approach of Ref. [20]
without renormalization of the interaction (blue filled circles).
The energy predicted with PSC (not shown) evolves in the
range [11.44,11.54] g.
particles levels in both subsystems by choosing εk = kg
with k ∈ [0, 7]. In this configuration, the number of
states with the good total number of particles is 12870.
The energy splitting between levels yields a superfluid
phase for the HFB ground states of the two subsystems.
Their associated occupation numbers are in the range
nk ∈ [0.07, 0.90] which corresponds typically to the situ-
ation of active nucleons around the Fermi surface in mid-
shell nuclei. To converge the solution, we took a smaller
time step than for the previous case, dt = 3 × 10−4~/g.
Finally, we present the results obtained with L = 25
angles to discretize the θ range except if we explicitly
specified otherwise.
When the two systems enter into contact, they first
tend to equilibrate their number of particles. The ra-
pidity of this equilibration and the possible presence of
oscillations around the half-filling configuration (NA =
NB = 8 = ΩA/B/2) depend on the interaction strength
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FIG. 4: Same as Fig. 3 for the non perturbative regime with
v0 = g.
v0.
We show in Fig. 3 the results obtained in a perturba-
tive regime with v0 = 0.02g. We see in panel (a) that the
energy follows the same trend as the exact solution with
a small constant shift in energy between the exact energy
and the MC-TDHFBI energy. This shift, already present
at initial time, simply illustrates the fact that the initial
state used in the configuration-mixing approach (see sec-
tion III A) does not grasp all the correlations present in
the exact ground state of the separated systems. In this
regime, we also see in panel (b) that the average number
of particles in A increases monotonically by up to 0.7% of
its initial value. Due to the weak coupling, this increase
is rather small compared to the full chemical equilibra-
tion between the two sub-systems. The MC-TDHFBI
reproduces the exact value for the average drift, the fluc-
tuation of NA and the probability P2n to transfer one
pair from B to A within 10%. The phase-space combina-
torial approach is also given for the sake of comparison
and we see similar behavior as was already mentioned
in the symmetric case. Once again, the deviation be-
tween PSC and MC-TDHFBI can directly be attributed
to the quantum interferences between mean-field trajec-
tories. We see that this interference effect is responsible
for basically half of the probability to transfer one pair
of particle from B to A in the perturbative regime. The
quality of the MC-TDHFBI prediction for P2n as well as
the contribution of the interferences remains the same in
the whole perturbative regime.
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FIG. 5: Distribution of probabilities of the final number of
particles in the system A. The probabilities are calculated
after the collision between two non-degenerate systems with
ΩA = ΩB = 8 and N
0
A = 6, N
0
B = 10. Calculations are
repeated for several coupling strength v0. (a) Distribution of
probability for the low coupling strengths represented in a log-
arithmic scale. (b) Same probability distribution for stronger
coupling strengths. Here a linear scale is used for the y-axis.
We performed similar calculations in the non pertur-
bative regime and show the results for v0 = g in Fig. 7.
As discussed in details in our previous work [20], the PSC
approach fails to predict the one pair transfer probability
in this regime where the multi-pair transfer channels play
a non negligible role. In comparison, the MC-TDHFBI
approach reproduces the energy, average drift and fluctu-
ation of NA and the probability of one pair transfer with
similar quality as in the perturbative regime. Correctly
taking into account the interferences in the collective dy-
namics, we gained from PSC the ability to predict the one
pair transfer in the complete range of coupling strength.
Another benefit of the MC-TDHFBI approach is the
possibility to determine the multi-pair transfer probabil-
ities directly from the final wave-function. In practice,
this is achieved by projecting out the strongly entan-
gled state given by Eq. (3) on different particle numbers
NA at the final time of the calculation. We computed
the probability distribution to transfer multiple pairs of
fermions during collisions happening with the coupling
strength v0 = 2 × 10−3g, 2 × 10−2g, 2 × 10−1g and 2g
and plot the results in Fig. 5. We also show in Fig. 6
a situation where we clearly see interference patterns in
the pair transfer probabilities. We see for all coupling
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strengths that the approach always gives the good or-
der of magnitude for the addition or removal of one pair.
In particular, for strong coupling (Fig. 5-b), the MC-
TDHFBI captures very accurately the complete distri-
bution including the interference effects seen in Fig. 6.
This nicely demonstrates the ability of the MC-TDHFBI
to grasp non-trivial interferences between the different
mean-field trajectories that reproduces realistically the
one observed in the exact solution. This is at variance
with the semi-classical PSC method of Ref. [20] that was
accurate only in the perturbative regime with the proper
re-scaling of the interaction. In the perturbative regime
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0.5
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FIG. 6: Same as Fig. 5 pannel (b) when the energy of the
single particle levels is set to k = kg/4.
(v0 ≤ 2 × 10−2g), where the PSC method was quite ac-
curate, we observe systematically that the MC-TDHFBI
in general leads to overestimation of the small probabil-
ities (multiple pair transfer in Fig. 5-a). Note that this
is also the case for the strong coupling regime for small
probabilities that cannot be resolved in Fig. 5-b due to
the linear scale used for the y-axis.
The discrepancy observed in the small coupling case
and illustrated for instance in Fig. 5 can have two ori-
gins. The first possible origin is numerical. To compute
the MC-TDHFBI evolution, we use a finite number of
states L as well as a lower cutoff on the eigenvalues ob-
tained by diagonalizing the norm kernel. This cutoff de-
termines the size of the active states (image of N ) used
to invert N . In practice the machine precision imposes
a lower limit of this cutoff that prevents us to take into
account components of the many body state associated
with very small eigenvalues. These components could
become of crucial importance when projecting the sys-
tem into extreme configurations such as NA = 0 and
this may explain the breaks in slope clearly visible for
v0 = 2× 10−3.
Beside the possible numerical issues, there is a source
of error that is physical and is also inherent to the MC-
TDHFBI approach. The power of the method strongly
depends on the possibility to describe a process in a very
much reduced Hilbert space of states that account for the
different channels relevant during the process under in-
terest. In the present work, a quasi-particle state is used
initially such that the mean particle number identifies
with the physical one, i.e. 〈NˆA〉 = N0A and 〈NˆB〉 = N0B .
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FIG. 7: Illustration of the sensitivity of the average number of
particles imposed initially in the subsystem A (a), fluctuations
σ(NA) (b) and extracted final pair transfer probabilities (c)
for the same physical situation as in Fig. 5 in the perturbative
regime, v0/g = 2×10−3. The blue lower triangles correspond
to the original case where 〈NA〉 = N0A imposed in the initial
vacuum to describe the sub-system A. The green circles and
orange lower triangles correspond respectively to the initial
constraints 〈NˆA〉 = N0A − 2 and N0A + 2. In all cases, we
imposed 〈NˆB〉. = N0 − 〈NˆA〉.
The variational space explored by MC-TDHFBI is gen-
erated from this starting point. Since the initial vaccum
is optimized for the subspace (N0A, N
0
b ), we expect it to
capture well the physics around this configuration. On
the other hand, one might worry about the fact that it
can properly generates the physical states in other sub-
spaces (NA, NB) especially if NA and NB strongly differ
from N0A and N
0
b as it is the case when several pairs are
transferred. The accuracy of the MC-TDHFBI predic-
tions for multi-pair transfer directly reflects its ability to
capture the physical output channels.
To test the sensitivity of pair transfer to many-body
space explored by MC-TDHFBI, we performed several
calculations in which we changed the average number
of particles 〈NˆA〉 and 〈NˆB〉 imposed to the initial HFB
ground states in each subsystem. We kept here the aver-
age total number of particle fixed 〈NˆA〉+ 〈NˆB〉 = N0. In
each case, we still consider the initial projection on N0
and N0A for the initial mixed state used in MC-TDHFBI.
The effect of this procedure is to change the space of
many body states probed by the MC-TDHFBI varia-
tional principle. We clearly see in Fig. 7 the sensitivity
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of the results, especially of the pair transfer probabili-
ties, on the initial imposed particle number in A and B.
In some cases, we observe an improvement of the pre-
diction of small multi-pair transfer. However, we also
see that alternative initial constraints usually deteriorate
the prediction of the mean and fluctuations of the parti-
cle number NA. Our conclusion is that, in the absence of
a better criteria to constraint the initial state, the natu-
ral choice, i.e. 〈NˆA〉 = N0A and 〈NˆB〉 = N0B remains the
best choice.
In summary, we have shown in the present section that
the MC-TDHFBI is predictive for the one pair transfer
problem between small superfluid systems and this for a
wide range of physical situations which include the ones
that we encounter in deep sub-barrier collision of nuclear
systems. It is also very accurate in the strong coupling
regime and is able to describe quantum effects in the
transfer probabilities. In the perturbative regime, it is
accurate for the zero or one pair transfer process but
leads to overestimation in the multi-pair transfer mecha-
nism. In this regime, we note however that it is possibil-
ity to cure this lacuna by using the combinatorial scheme
as proposed in Ref. [20] to extrapolate the probability
distribution based on the MC-TDHFBI predictions for
P−2n, P0 and P2n. The fact that the method requires
only on a few (10 to 30 states) independent TDHFB tra-
jectories to tackle properly a Hilbert space of dimension
higher than 104 sounds very appealing for realistic appli-
cations based on a Hamiltonian evolution.
IV. CONCLUSION
In the present work, we discuss the possibility to use
Multi-Configuration TDHFB approach to describe the
transfer of particles between two finite superfluid sys-
tems. This approach has the advantage to incorporate
the possible interference effects between different mean-
field trajectories. It however also significantly increases
the numerical effort. We show here that, following the
original idea of Ref. [25], a possible simplification can be
made by assuming that each TDHFB trajectory evolves
independently from the others while treating the quan-
tum mixture of these trajectories properly in time. This
scheme is called MC-TDHFBI. Specific formal and prac-
tical new aspects of the approach are discussed. The
whole dynamics requires (i) the computation of a small
ensemble of independent TDHFB trajectories (ii) the
computation of a few observables kernel at each time
step. The method is illustrated successfully for the prob-
lem of particle transfer between two superfluid systems.
We tested this method for several cases of a simple model.
In the case of a collision between two identical and de-
generate system, our method provides the exact solution.
In the more sophisticated case of two different and non-
degenerated systems, the MC-TDHFBI solution shows an
excellent agreement of all the transfer observables as com-
pared with the exact solution. Comparing this method
with phase-space combinatorial approach previously de-
veloped, we show that the quantum interferences between
TDHFB trajectories explain some 40% of the average
drift of particles in a perturbative collision.
We would finally like to mention here that the direct
application of MC-TDHFBI to a realistic nuclear collision
would still face a the difficulty that current implementa-
tions of the nuclear mean-field dynamics formalisms rely
on an energy density functional and not a Hamiltonian.
As reported in Ref. [55, 56], the non diagonal kernels
are ill-defined in the context of multi-reference energy
density functional and lead to divergences of the results.
Although some prescriptions were proposed to circum-
vent this issue [57] in the case of the particle number
symmetry restoration, it is yet an open question how to
soundly apply the general configuration mixing strategy
with nuclear energy density functionals.
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Appendix A: Discussion on the derivation of the
MC-TDHFBI equation (5)
A standard difficulty in using an overcomplete set of
states in the ansatz Eq.(3) is that there might exist sev-
eral mixing functions f(q) that lead to the same state
|ψ〉. We must pay a special attention to this issue to
perform properly the variational principle on the action
(2). In this appendix, we discuss this topic, just after
recalling some useful mathematical properties.
1. Preliminary discussion: properties of the
overlap matrix
In the MC-TDHFBI approach, at a given time, the
mean-field states |φ(q, t)〉 are not orthogonal with each
other. As a consequence, there is no one-to-one mapping
between the space S(t) of many body states defined by
the ansatz Eq. (3) and the space F of the functions of
the label q. For instance, any function f such that
∀q : (N f) (q) =
∫
q′
Nqq′f(q′)dq′ = 0 (A1)
yields a many body state |ψ〉 = 0. In the language of
the linear algebra in the vectorial space F , this means
that any function that belongs to the kernel K(t) of the
linear application N (t) gives the null many body states.
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To handle this issue, it is useful to restrict the mixing
functions f to belong to the subspace I(t) (the image) of
N which is orthogonal to K(t). At any time we have the
decomposition
F = I(t)⊕K(t). (A2)
Although this splitting depends on time, we will drop the
time dependency from the notations in what follows. It
is a standard results that there is a one-to-one mapping
between the functions in I and the many body states in
S(t) [2]. To derive the evolution equation for the mixing
function, we introduce the projectors P and Q on the
subspaces I and K respectively. The direct sum between
these subspaces ensures
P +Q = 1F . (A3)
In practice, we determine these projectors by diagonaliz-
ing the overlap matrix N . More precisely, let us assume
that we diagonalize N leading to:
N = UDU†, (A4)
with D diagonal. If the eigenvalues are sorted in ascend-
ing order, the first d− r eigenvalues are zeros with d the
dimension of the matrices and r the rank of N . Then,
the projectors explicitly read
Qqq′ =
∑
i≤d−r
UqiU†iq′ , (A5)
Pqq′ =
∑
i>d−r
UqiU†iq′ . (A6)
These projectors satisfy the identities:
QN = 0, PN = N . (A7)
Finally, it will also be useful to remark the properties
PH = H, PHMF = HMF . (A8)
This actually holds for the kernel of any observable.
.
2. Derivation of Eq. (5)
Our aim is now to look for a mixing function f(q) that
makes the action (2) stationary.
δS[f ] = 0. (A9)
The variation δS[f ] should be performed on the set of
function f(q, t) that are (i) differentiable in time; (ii)
leading to a state |ψ(t)〉 that is normalized at any time;
(iii) belonging at any time to the subspace I(t) (the im-
age of the overlap kernel as discussed in Sec. A 1). Us-
ing the projector Q, this last condition formally reads
Qf = 0 or equivalently
||Qf ||2 =
∫
tqq′
f∗(q, t)Qqq′(t)f(q′, t) = 0. (A10)
Here we used the compact notation
∫
tqq′ · · · =∫
tqq′ · · · dtdqdq′. In practice, we impose the last two con-
straints by minimizing the augmented action
S′[f ] =
∫
tqq′
f∗(q, t)〈φ(q, t)|H − i~∂t|φ(q′, t)〉f(q′, t)
+ λ1
∫
t
(||ψ(t)|| − 1)dt
+ λ2
∫
tqq′
f∗(q, t)Qqq′(t)f(q′, t), (A11)
in the ensemble of functions differentiable in time. The
λ1 and λ2 parameters are Lagrange multipliers that are
determined by imposing the normalization and projec-
tion conditions respectively. This action is Hermitian,
and by imposing ∂S′[f ]/∂f∗(q, t) = 0, we find that the
constrained variational principle is equivalent to the set
of equations:
f†N f = 1, (A12)
Qf = 0, (A13)
i~N f˙ = [H−HMF + λ1N ]f. (A14)
To solve this equation in practice, we need the explicit
expression of f˙ . The problem here is that N can only
be inverted in the subspace I but f˙ does not necessarily
belongs to this subspace. To go further, we split f˙ into
its components in the two orthogonal subspaces I and
K:
f˙ = P f˙ +Qf˙ . (A15)
Inserting this decomposition, and projecting on both K
and I, we find that Eq. (A14) is equivalent to: Q[H−H
MF ]f = 0
i~P f˙ = N−1P[H−HMF + λ1N ]f
. (A16)
With the property Eq. (A8), we can show that the first
equation is already satisfied for any function f and brings
no constraint on the mixing function. In addition, the P
projector on the right hand side of the second equation
can safely be removed and we eventually obtain one equa-
tion for the P f˙ component. The complementary contri-
bution Qf˙ to f˙ is immediately obtained using Eq. (A13)
leading to:
Qf˙ = −Q˙f = +P˙f.
Summing up the two contributions, we deduce that f
must fulfill:
i~f˙ =
(N−1[H−HMF ] + λ1P) f + i~P˙f.
Conversely, any function f that satisfies the normaliza-
tion and projection conditions at initial time and fol-
lows this evolution will verify Eq. (A12) to (A14) at any
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time. The stationarity of the augmented action is there-
fore equivalent to the first order equation:
i~f˙ = N−1[H−HMF ]f + λ1f + i~P˙f, (A17)
with the initial conditions
f†(t0)N (t0)f(t0) = 1, (A18)
Q(t0)f(t0) = 0. (A19)
Note that since the λ1 term introduces just a phase, it
could actually be removed without affecting the dynamics
which leads to Eq. (5).
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