Partially answering a question of Paul Seymour, we obtain a sufficient eigenvalue condition for the existence of k edge-disjoint spanning trees in a regular graph, when k ∈ {2, 3}. More precisely, we show that if the second largest eigenvalue of a d-regular graph G is less than d − 2k−1 d+1 , then G contains at least k edge-disjoint spanning trees, when k ∈ {2, 3}. We construct examples of graphs that show our bounds are essentially best possible. We conjecture that the above statement is true for any k < d/2.
Introduction
Our graph notation is standard (see West [21] for undefined terms). The adjacency matrix of a graph G with n vertices has its rows and columns indexed after the vertices of G and the (u, v)-entry of A is 1 if uv = {u, v} is an edge of G and 0 otherwise. If G is undirected, then A is symmetric. Therefore, its eigenvalues are real numbers, and we order them as λ 1 ≥ λ 2 ≥ · · · ≥ λ n . The Laplacian matrix L of G equals D − A, where D is the diagonal degree matrix of G. The Laplacian matrix is positive semidefinite and we order its eigenvalues as 0 = µ 1 ≤ µ 2 ≤ · · · ≤ µ n . It is well known that if G is connected and d-regular, then µ i = d − λ i for each 1 ≤ i ≤ n, λ 1 = d and λ i < d for any i = 1 (see [3, 9] ).
Kirchhoff Matrix Tree Theorem [13] (see [3, Section 1.3.5] or [9, Section 13.2] for short proofs) is one of the classical results of combinatorics. It states that the number of spanning trees of a graph G with n vertices is the principal minor of the Laplacian matrix L of the graph and consequently, equals n i=2 µ i n . In particular, if G is a d-regular graph, then the number of spanning trees of G is Motivated by these facts and by a question of Seymour [19] , in this paper, we find relations between the maximum number of edge-disjoint spanning trees (also called the spanning tree packing number or tree packing number; see Palmer [18] for a survey of this parameter) and the eigenvalues of a regular graph. Let σ(G) denote the maximum number of edge-disjoint spanning trees of G. Obviously, G is connected if and only if σ(G) ≥ 1.
A classical result, due to Nash-Williams [16] and independently, Tutte [20] (see [12] for a recent short constructive proof), states that a graph G contains k edge-disjoint spanning trees if and only if for any partition of its vertex set V (G) = X 1 ∪ · · · ∪ X t into t non-empty subsets, the following condition is satisfied:
A simple consequence of Nash-Williams/Tutte Theorem is that if G is a 2k-edge-connected graph, then σ(G) ≥ k (see Kundu [15] ). Catlin [4] (see also [5] ) improved this result and showed that a graph G is 2k-edge-connected if and only if the graph obtained from removing any k edges from G contains at least k edge-disjoint spanning trees.
An obvious attempt to find relations between σ(G) and the eigenvalues of G is by using the relations between eigenvalues and edge-connectivity of a regular graph as well as the previous observations relating the edge-connectivity to σ(G). Cioabȃ [7] has proven that if G is a d-regular graph and 2 ≤ r ≤ d is an integer such that λ 2 < d −
2(r−1) d+1
, then G is r-edge-connected. While not mentioned in [7] , it can be shown that the upper bound above is essentially best possible. An obvious consequence of these facts is that if G is a d-regular graph with λ 2 < d −
⌋, then G is 2k-edge-connected and consequently, G contains k-edge-disjoint spanning trees.
In this paper, we improve the bound above as follows.
, then G contains at least 2 edge-disjoint spanning trees.
We remark that the existence of 2 edge-disjoint spanning trees in a graph implies some good properties (cf. [17]); for example, every graph G with σ(G) ≥ 2 has a cycle double cover (see [17] for more details). The proof of Theorem 1.1 is contained in Section 2. In Section 2, we will also show that Theorem 1.1 is essentially best possible by constructing examples
. In Section 2, we will answer a question of Palmer [18, Section 3.7, page 19] by proving that the minimum number of vertices of a d-regular graph with edge-connectivity 2 and spanning tree number 1 is 3(d + 1).
, then G contains at least 3 edge-disjoint spanning trees.
The proof of this result is contained in Section 3. In Section 3, we will also show that Theorem 1.2 is essentially best possible by constructing examples of d-regular graphs
. We conclude the paper with some final remarks and open problems.
The main tools in our paper are Nash-Williams/Tutte Theorem stated above and eigenvalue interlacing described below (see also [3, 9, 10, 11] ). Theorem 1.3. Let λ j (M) be the j-th largest eigenvalue of a matrix M. If A is a real symmetric n × n matrix and B is a principal submatrix of A with order m × m, then for 1 ≤ i ≤ m,
This theorem implies that if H is an induced subgraph of a graph G, then the eigenvalues of H interlace the eigenvalues of G.
If S and T are disjoint subsets of the vertex set of G, then we denote by E(S, T ) the set of edges with one endpoint in S and another endpoint in T . Also, let e(S, T ) = |E(S, T )|. If 
where d(S) denotes the average degree of
Consider a partition V (G) = V 1 ∪ . . . V s of the vertex set of G into s non-empty subsets. For 1 ≤ i, j ≤ s, let b i,j denote the average number of neighbors in V j of the vertices in V i . The quotient matrix of this partition is the s × s matrix whose (i, j)-th entry equals b i,j . A theorem of Haemers (see [10] and also, [3, 9] ) states that the eigenvalues of the quotient matrix interlace the eigenvalues of G. The previous partition is called equitable if for each 1 ≤ i, j ≤ s, any vertex v ∈ V i has exactly b i,j neighbors in V j . In this case, the eigenvalues of the quotient matrix are eigenvalues of G and the spectral radius of the quotient matrix equals the spectral radius of G (see [3, 9, 10] for more details).
Eigenvalue condition for edge-disjoint spanning trees
In this section, we give a proof of Theorem 1.
, then G contains at least 2 edge-disjoint spanning trees. We show that the bound d − 
Proof of Theorem 1.1. We prove the contrapositive. Assume that G does not contain 2-edgedisjoint spanning trees. We will show that
. By Nash-Williams/Tutte Theorem, there exists a partition of the vertex set of G into t subsets X 1 , . . . , X t such that
It follows that
where
If t = 2, then e(X 1 , V \ X 1 ) = 1. By results of [7] , it follows that λ 2 (G) > d − 
We show that our bound is essentially best possible by presenting a family of d-regular 
has the property that the number of edges between the parts equals 3. By Nash-Williams/Tutte Theorem, this implies σ(G d ) < 2.
For d ≥ 4, denote by θ d the largest root of the cubic polynomial
Lemma 2.1. For every integer d ≥ 4, the second largest eigenvalue of
Proof. Consider the following partition of the vertex set of G d into nine parts:
This is an equitable partition whose quotient matrix is the following
The characteristic polynomial of A 9 is
Let λ 2 ≥ λ 3 ≥ λ 4 denote the solutions of the equation
Because the above partition is equitable, it follows that d, λ 2 , λ 3 , λ 4 and −1 are eigenvalues of G d , and the multiplicity of each of them as an eigenvalue of G d is at least 2.
We claim the spectrum of G d is
3 , λ
4 , (−1) (3d−4) .
It suffices to obtain 3d − 4 linearly independent eigenvectors corresponding to −1. Consider two distinct vertices u 1 and
Define an eigenvector where the entry corresponding to u 1 is 1, the entry corresponding to u 2 is −1, and all the other entries are 0. We create d−2 eigenvectors by letting u 2 to be each
This can also be done to two vertices u
This way, we obtain a total of 3d − 6 linearly independent eigenvectors corresponding to −1. Furthermore, define an vector with entries at three fixed vertices
, with entries at a 1 , b 2 , a 3 equal to 1 and with entries 0 everywhere else. It is easy to check this is an eigenvector corresponding to 0. To obtain the final eigenvector, define a new vector by setting the entries at three fixed vertices
, the entries at b 1 , a 2 , and b 3 to be 1 and the remaining entries to be 0. It is easy to check all these 3d − 4 vectors are linearly independent eigenvectors corresponding to eigenvalue −1. Having obtained the entire spectrum of G d , the second largest eigenvalue of
Proof. We find that for d ≥ 4,
and
. Hence,
for every d ≥ 4.
Palmer [18] asked whether or not the graph G 4 has the smallest number of vertices among all 4-regular graphs with edge-connectivity 2 and spanning tree number 1. We answer this question affirmatively below. Proof. As σ(G) = 1 < 2, by Nash-Williams/Tutte theorem, there exists a partition V (G) = X 1 ∪· · ·∪X t such that e(X 1 , . . . , X t ) ≤ 2t−3. This implies r 1 +· · ·+r t ≤ 4t−6. As κ ′ (G) = 2, it means that r i ≥ 2 for each 1 ≤ i ≤ t which implies 4t − 6 ≥ 2t and thus, t ≥ 3. If t = 3, then r i = 2 for each 1 ≤ i ≤ 3 and thus, e(X i , X j ) = 1 for each 1 ≤ i = j ≤ 3. As d ≥ 4 and r i = 2, we deduce that |X i | ≥ d + 1. Equality happens if and only if X i induces a K d+1 without one edge. Thus, we obtain that
which is equivalent to 2d ≤ 6, contradiction. This finishes our proof.
, then G contains at least 3 edge-disjoint spanning trees. We show that
is essentially best possible by constructing examples of d-regular graphs
Proof of Theorem 1.2. We prove the contrapositive. We assume that G does not contain 3-edge-disjoint spanning trees and we prove that
If r i ≤ 2 for some i between 1 and t, then by results of [7] , it follows that
If for some 1 ≤ i < j ≤ t, we have e(X i , X j ) = 0 and max(r i , r j ) ≤ 5, then eigenvalue inter-
for every 1 ≤ i < j ≤ t with max(r i , r j ) ≤ 5. Similar arguments imply for example that
For the rest of the proof, we have to consider the following cases:
The inequality 1≤i<j≤t e(X i , X j ) ≤ 3t − 4 implies t ≥ 3.
As a = |{i : r i = 3}|, assume without loss of generality that r 1 = r 2 = 3. Because G is connected, this implies e(X 1 , X 2 ) < 3. Otherwise, e(
Using the results in [7] , this implies
and finishes the proof. Thus, we may assume e(X 1 ,
Consider the partition of the vertex set of G into three parts: X 1 , X 2 and Y 3 . The quotient matrix of this partition is
The largest eigenvalue of B 3 is d. Eigenvalue interlacing and n 1 , n 2 , n
This finishes the proof of this case. Case 2. a = 1. Inequalities (11) and (13) imply 2b + c ≥ 5 ≥ b + c. Actually, because we assumed that e(X i , X j ) ≥ 1 for every 1 ≤ i = j ≤ t with max(r i , r j ) ≤ 5, we deduce that b + c ≤ 3. Otherwise, if b + c ≥ 4, then there exists i = j such that r i = 3, r j ∈ {4, 5} and e(X i , X j ) = 0.
The only solution of the previous inequalities is b = 2 and c = 1. Without loss of generality, we may assume r 1 = 3, r 2 = r 3 = 4 and r 4 = 5. Using the facts of the previous paragraph, we deduce that e(X 1 , X j ) = 1 for each 2 ≤ j ≤ 4 and e(X i , X j ) ≥ 1 for each 2 ≤ i = j ≤ 4.
If e(X 2 , X 3 ) ≥ 3, then e(X 2 , X 4 ) = 0 which is a contradiction with the first paragraph of this subcase.
If e(X 2 , X 3 ) = 2, then t ≥ 5 and e(
Using results from [7] , it follows that
which finishes the proof of this subcase.
If e(X 2 , X 3 ) = 1, then there are some subcases to consider: 
2. If e(X 2 , X 4 ) = 2 and e(X 3 , X 4 ) = 1, then t ≥ 5. If
3. If e(X 2 , X 4 ) = 1 and e(X 3 , X 4 ) = 2, then the proof is similar to the previous case and we omit the details. 4 . If e(X 2 , X 4 ) = e(X 3 , X 4 ) = 2, then t = 4. Consider the partition of the vertex set of G into three parts: X 1 , X 2 , X 3 ∪ X 4 . The quotient matrix of this partition is
The largest eigenvalue of C 3 is d. Eigenvalue interlacing and n 1 , n 2 ≥ d+1, n Consider the partition of the vertex set of G into three parts: X 1 , X 2 ∪ X 3 , and X 4 ∪ X 5 . The quotient matrix of this partition is
The largest eigenvalue of D 3 is d. Eigenvalue interlacing and
This finishes the proof of this subcase. If c ≥ 3, then since b = 3, it follows that there exists i = j such that e(X i , X j ) = 0 and r i = 4 and r j ∈ {4, 5}. This contradicts (12) and finish the proof of this subcase.
If b = 4, we have inequality (13) implies c ≤ 2. If c = 2, then there exist i = j such that e(X i , X j ) = 0, r i = 4 and r j ∈ {4, 5}. This contradicts (12) and finishes the proof of this subcase.
Suppose c = 0. Without loss of generality, assume that r i = 4 for 1 ≤ i ≤ 4. If t = 4, then (12) implies that the graph G is necessarily of the form shown in Figure 2 . Consider the partition of the vertex set of G into three parts: X 1 , X 2 , X 3 ∪ X 4 . The quotient matrix of this partition is
The largest eigenvalue of E 3 is d. Eigenvalue interlacing and n 1 , n 2 
If t ≥ 5, then there are two possibilities: either e(X i , X j ) = 1 for each 1 ≤ i < j ≤ 4 or without loss of generality, e(X i , X j ) = 1 for each 1 ≤ i < j ≤ 4 except for i = 1 and j = 2 where e(X 1 , X 2 ) = 2.
In the first situation, if
The quotient matrix of this partition is
The largest eigenvalue of F 3 is d. Eigenvalue interlacing and
which finishes the proof of this subcase. In the second situation, if [7] , we deduce that
which finishes the proof of this subcase. Assume that c = 1. Without loss of generality, assume that r i = 4 for 1 ≤ i ≤ 4, and r 5 = 5. Our assumption (12) implies that the graph is necessarily of the form shown in Figure  3 , where Y is a component that necessarily joins to X 5 . By results of [7] , it follows that
and this finishes the proof of this case. If b = 5, then c = 0 by (12) . Also, by (12) , it follows that t = 5 and e(X i , X j ) = 1 for each 1 ≤ i < j ≤ 5. Consider the partition of the vertex set of G into three parts:
which is identical to the quotient matrix F 3 in a previous case, which yields (12) will yield a contradiction. This finishes the proof of Theorem 1.2.
We show that our bound is essentially best possible by presenting a family of d-regular
and σ(H d
V (H i ) and whose edge set is the union ∪ 5 i=1 E(H i ) with the following set of 10 edges: 
has the property that the number of edges between the parts equals 10 < 12 = 3(5 − 1). By Nash-Williams/Tutte Theorem, this implies σ(H d ) < 3.
For d ≥ 6, denote by γ d the largest root of the polynomial This partition is equitable and the characteristic polynomial of its quotient matrix (which is described in Section 5) is
Let λ 2 ≥ λ 3 ≥ ... ≥ λ 11 denote the solutions of the degree 10 polynomial P 10 (x). Because the partition is equitable, it follows that these 10 solutions, d, 1, −1, and −3 are eigenvalues of H d , including multiplicity.
We claim the spectrum of H d is
It suffices to obtain 5d − 18 linearly independent eigenvectors corresponding to −1. Consider two distinct vertices u Furthermore, define a vector whose entry at some fixed vertex u 
, whose entries at b i and c i are 1, for each 1 ≤ i ≤ 5 and whose remaining entries are 0. These last two vectors are also eigenvectors corresponding to the eigenvalue −1. It is easy to check that all these 5d − 18 vectors we have constructed are linearly independent eigenvectors corresponding to the eigenvalue −1. By obtaining the entire spectrum of H d , we conclude that the second largest eigenvalue of
Proof. The lower bound follows directly from Theorem 1.2 as σ(H d ) < 3. Moreover, by some technical calculations (done in Mathematica and included in Section 5)
> 0, for n = 0, 1, ..., 10.
Descartes' Rule of Signs implies
for every d ≥ 6.
Final Remarks
In this paper, we studied the relations between the eigenvalues of a regular graph and its spanning tree packing number. Based on the results contained in this paper, we make the following conjecture.
, then G contains at least k edge-disjoint spanning trees.
Let ω(H) denote the number of components of the graph H. The vertex-toughness of G is defined as min
, where the minimum is taken over all subsets of vertices S whose removal disconnects G. Alon [1] and independently, Brouwer [2] have found close relations between the eigenvalues of a regular graph and its vertex-toughness. These connections were used by Alon in [1] to disprove a conjecture of Chvátal that a graph with sufficiently large vertex-toughness is pancyclic. For c ≥ 1, the higher order edge-toughness τ c (G) is defined as
where the minimum is taken over all subsets X of edges of G with the property ω(G \ X) > c (see Chen, Koh and Peng [6] or Catlin, Lai and Shao [5] for more details). The NashWilliams/Tutte Theorem states that σ(G) = ⌊τ 1 (G)⌋. Cunningham [8] generalized this result and showed that if τ 1 (G) ≥ p q for some natural numbers p and q, then G contains p spanning trees (repetitions allowed) such that each edge of G lies in at most q of the p trees. Chen, Koh and Peng [6] proved that τ c (G) ≥ k if and only if G contains at least c edge-disjoint forests with exactly c components. It would be interesting to find connections between the eigenvalues of the adjacency matrix (or of the Laplacian) of a graph G and τ c (G).
Another question of interest is to determine sufficient eigenvalue condition for the existence of nice spanning trees in pseudorandom graphs. A lot of work has been done on this problem in the case of random graphs (see Krivelevich [14] for example).
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Justify characteristic polynomial in 25 parts
The following is the characteristic polynomial of the equitable partition in 25 parts: 
