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OPTIMAL SWITCHING PROBLEMS UNDER
PARTIAL INFORMATION
K. LI, K. NYSTRO¨M, M. OLOFSSON
Abstract. In this paper we formulate and study an optimal switching problem under
partial information. In our model the agent/manager/investor attempts to maximize the
expected reward by switching between different states/investments. However, he is not
fully aware of his environment and only an observation process, which contains partial
information about the environment/underlying, is accessible. It is based on the partial
information carried by this observation process that all decisions must be made. We
propose a probabilistic numerical algorithm based on dynamic programming, regression
Monte Carlo methods, and stochastic filtering theory to compute the value function. In
this paper, the approximation of the value function and the corresponding convergence
result are obtained when the underlying and observation processes satisfy the linear
Kalman-Bucy setting. A numerical example is included to show some specific features
of partial information.
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Keywords and phrases: optimal switching problem, partial information, diffusion, regres-
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1. Introduction
In recent years there has been an increasing activity in the study of optimal switching
problems, associated reflected backward stochastic differential equations and systems of
variational inequalities, due to the potential use of these types of models/problems to
address the problem of valuing investment opportunities, in an uncertain world, when the
investor/producer is allowed to switch between different investments/portfolios or produc-
tion modes. To briefly outline the traditional setting of multi-modes optimal switching
problems, we consider a production facility which can be run in d (d ≥ 2) different produc-
tion modes and assume that the running pay-offs in the different modes, as well as the cost
of switching between modes, depend on an N1-dimensional diffusion process X = {Xx,ts }
which is a solution to the system of stochastic differential equations
dXx,ts = b(X
x,t
s , s)ds+ σ(X
x,t
s , s)dWs, t ≤ s ≤ T,
Xx,tt = x,(1.1)
where (x, t) ∈ RN1 × [0, T ] and W = {Ws} is an m1-dimensional Brownian motion, m1 ≤
N1, defined on a filtered probability space (Ω,F , {Ft}t≥0,P). In the case of electricity
and energy production the process X = {Xx,ts } can, for instance, be the electricity price,
functionals of the electricity price, or other factors, like the national product or other
indices measuring the state of the local and global business cycle, which in turn influence
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the price. Given X = {Xx,ts } as in (1.1), let the payoff rate in production mode i, at time
s, be fi(X
x,t
s , s) and let ci,j(X
x,t
s , s) be the continuous switching cost for switching from
mode i to mode j at time s. A management strategy is a combination of a non-decreasing
sequence of Fs-adapted stopping times {τk}k≥0, where, at time τk, the manager decides
to switch the production from its current mode to another one, and a sequence of Fs-
adapted indicators {ξk}k≥0, taking values in {1, . . . , d}, indicating the mode to which the
production is switched. At τk the production is switched from mode ξk−1 (current mode)
to ξk. When the production is run under a strategy µ = ({τk}k≥0, {ξk}k≥0), over a finite
horizon [0, T ], the total expected profit is defined as
J(µ) := E
[( T∫
0
fµs(X
x,t
s , s)ds−
∑
0≤τk≤T
cξk−1,ξk(X
x,t
τk
, τk)
)]
,
where µ = (µs) is the to µ associated index process. The traditional multi-modes
optimal switching problem now consists of finding an optimal management strategy
µ∗ = ({τ ∗k}k≥0, {ξ∗k}k≥0) such that
J(µ∗) = sup
µ
J(µ).
Let from now on FXs denote the filtration generated by the process X up to time s, i.e.,
FXs = σ(Xx,tu : 0 ≤ u ≤ s). We let AX = AX [0, T ] denote the set of all (admissible)
strategies µ = ({τk}k≥0, {ξk}k≥0) such that 0 ≤ τk ≤ T for k ≥ 0, and such that the stop-
ping times {τk}k≥0 and the indicators {ξk}k≥0 are adapted to the filtration {FXs }{0≤s≤T}.
Furthermore, given t ∈ [0, T ], i ∈ {1, . . . , d}, we let AXt,i ⊂ AX , be the subset of strategies
such that τ1 ≥ t and ξ0 = i a.s. We let
ui(x, t) = sup
µ∈AXt,i
E
[( T∫
t
fµs(X
x,t
s , s)ds−
∑
t≤τk≤T
cξk−1,ξk(X
x,t
τk
, τk)
)]
.(1.2)
Then ui : RN1 × [0, T ] → R represents the value function associated with the optimal
switching problem on time interval [t, T ], and ui(x, t) is the optimal expected profit if, at
time t, the production is in mode i and the underlying process is at x. Under sufficient
assumptions it can be proved that the vector (u1(x, t), . . . , ud(x, t)) satisfies a system of
variational inequalities, e.g., see [LNO12]. Using another perspective, the solution to the
optimization problem can be phrased in the language of reflected backward stochastic
differential equations. For these connections, and the application of multi-mode optimal
switching problems to economics and mathematics, see [AH09], [DH09], [DHP10], [HM12],
[HT07], [PVZ09], [LNO12] and the references therein. More on reflected backward sto-
chastic differential equations in the context of optimal switching problems can be found
in [AF12], [DH09], [DHP10], [HT07] and [HZ10].
1.1. Optimal switching problems under partial information. In this paper we for-
mulate and consider a multi-mode optimal switching problem under partial or incomplete
information. While assuming that the running pay-offs in the different modes of pro-
duction, as well as the cost of switching between modes, depend on X = (Xx,ts ), with
X = (Xx,ts ) as in (1.1), we also assume that the manager of the production facility can
only observe an auxiliary, and X-dependent process, Y , based on which the manager can
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only retrieve partial information of the N1-dimensional stochastic process X. More pre-
cisely, we assume that the manager can only observe an N2-dimensional diffusion process
Y = (Y y,ts ) which solves the system of stochastic differential equations
dY y,ts = h(Xs, s)ds+ dUs, t ≤ s ≤ T,
Y y,tt = y.(1.3)
Here (y, t) ∈ RN2× [0, T ] and U = {Us} is an m2-dimensional Brownian motion, m2 ≤ N2,
defined on (Ω,F ,P) and independent of W = {Ws}. h is assumed to be a continuous and
bounded function. From here on we let FYs = σ(Y y,tu : 0 ≤ u ≤ s), denote the filtration
generated by the observation process Y up to time s. Note that in our set-up we have
FXs 6⊂ FYs , and hence knowledge of the process Y only gives partial information about
the process X. We emphasize that although the value of the fully observable process Y is
known with certainty at time t, the value of the process X is not. The observed process
Y acts as a source of information for the underlying process X. By construction, in the
formulation of an optimal switching problem under partial information we must restrict
our strategies, and decisions at time t, to only depend on the information accumulated
from Y up to time t. Hence, an optimal switching problem under partial information must
differ from the standard optimal switching problem in the sense that in the case of partial
information, the value of the running payoff functions {fi(Xt, Yt, t)}i, and the switching
costs {ci,j(Xt, Yt, t)}i,j, are not known with certainty at time t, even though we know Yt.
Hence, in this context the production must be run under incomplete information.
Our formulation of an optimal switching problem under partial information is based
on ideas and techniques from stochastic filtering theory. Generally speaking, stochastic
filtering theory deals with the estimation of an evolving system (“the signal” X) by using
observations which only contain partial information about the system (“the observation”
Y ). The solution to the stochastic filtering problem is the conditional distribution of the
signal process Xt, given the σ-algebra FYt , and in the context of stochastic filtering theory
the goal is to compute the conditional expectations E
[
φ(Xt)|FYt
]
, for suitably chosen test
functions φ. In the following the conditional distribution of Xt, given FYt , is denoted by
pit, i.e.,
(1.4) E
[
φ(Xt)|FYt
]
:=
∫
RN1
φ(x)pit(dx) =: pit(φ).
Note that the measure-valued (random) process pit introduced in (1.4) can be viewed as a
stochastic process taking values in an infinite dimensional space of probability measures
over the state space of the signal. Concerning stochastic filtering we refer to [CR11] and
[BC09] for a survey of the topic.
Based on the above we define, when the production is run using an FYt -adapted strategy
µ = ({τk}k≥0, {ξk}k≥0), over a finite horizon [0, T ], the total expected profit up to time T
as
(1.5) J˜(µ) = E
[ T∫
0
E
[
fµs(Xs, Ys, s)|FYs
]
ds−
∑
0≤τk≤T
E
[
cξk−1,ξk(Xτk , Yτk , τk)|FYτk
]]
,
where the to µ associated index process µ = (µs) is defined in the bulk of the paper. Again
we are interested in finding an optimal management strategy µ∗ = ({τ ∗k}k≥0, {ξ∗k}k≥0)
which maximizes J˜(µ). Let AY = AY [0, T ] be defined in analogy with AX = AX [0, T ]
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but with FXt replaced by FYt , and let, for given t ∈ [0, T ], i ∈ {1, . . . , d}, AYt,i ⊂ AY , be
the subset of strategies such that τ1 ≥ t and ξ0 = i a.s. Given (y, t) ∈ RN2 × [0, T ], and a
measure of finite mass γ, we let
vi(γ, y, t) = sup
µ∈AYt,i
E
[∫ T
t
pis (fµ(·, Ys, s)) ds
−
∑
t≤τk≤T
piτk
(
cξk−1,ξk(·, Yτk , τk)
)
pit = γ, Yt = y
]
.(1.6)
Then vi : RN2 × [0, T ] → R represents the value function associated with the optimal
switching problem under partial information formulated above, on the time interval [t, T ],
and vi(γ, y, t) is the optimal expected profit if, at time t, the production is in mode i,
Yt = y and the distribution of Xt is given by γ, Xt ∼ γ. Note that for a test function φ,
E
[
φ(Xt)|FYt
]
is an FYt -adapted random variable and hence, the problem in (1.6) can be
seen as a full information problem with underlying process Y . In fact, it is this connection
to an optimal switching problem with perfect information that underlies our formulation
of the optimal switching problem under partial information. Furthermore, note that if
X is an {FY }-adapted process, then (1.6) reduces to (1.2), i.e., to the standard optimal
switching problem under complete information.
The object of study in this paper is the value function vi(γ, y, t) introduced in (1.6)
and we emphasize and iterate the probabilistic interpretation of the underlying problem in
(1.6). In (1.6) the manager wishes to maximize J˜(µ) by selecting an optimal µ∗. However,
the manager only has access to the observed process Y . The state X is not revealed and
can only be partially inferred through its impact on the drift of Y . Thus, µ∗ must be
based on the information contained solely in Y , i.e., µ∗ must be FYt -adapted. Hence, the
optimal switching problem under partial information considered here gives a model for the
decision making of a manager who is not fully aware of the economical environment he is
acting in. As pointed out in [L09], one interesting feature here is the interaction between
learning and optimization. Namely, the observation process Y plays a dual role as a source
of information about the system state X, and as a reward ingredient. Consequently, the
manager has to consider the trade-off between further monitoring Y in order to obtain a
more accurate inference of X, vis-a-vis making the decision to switch to other modes of
production in case the state of the world is unfavorable.
1.2. Contribution of the paper. The contribution of this paper is fourfold. Firstly,
we are not aware of any papers dealing with optimal switching problems under partial
information and we therefore think that our paper represent a substantial contribution
to the literature devoted to optimal switching problems and to stochastic optimization
problems under partial information. Secondly, we propose a theoretically sound and
entirely simulation-based approach to calculate the value function vi(γ, y, t) in (1.6) when
X and Y satisfy the Kalman-Bucy setting of linear stochastic filtering. In particular,
we propose a probabilistic numerical algorithm to approximate vi(γ, y, t) in (1.6) based
on dynamic programming and regression Monte Carlo methods. Thirdly, we carry out a
rigorous error analysis and prove the convergence of our scheme. Fourthly, we illustrate
some of the features of partial information in a computational example. It is known that
in the linear Kalman-Bucy setting it is possible to solve the stochastic filtering problem
analytically and describe the a posteriori probability distribution pi explicitly. Although
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much of the analysis in this paper also holds in the non-linear case, we focus on the,
already quite involved, linear setting. In general, numerical schemes for optimal switching
problems, already under perfect information, seem to be a less developed area of research
and we are only aware of the papers [ACLP12] and [GKP12] where numerical schemes
are defined and analyzed rigorously. Our research is influenced by [ACLP12] but our
setting is different since we consider an optimal switching problem assuming only partial
information.
1.3. Organization of the paper. The paper is organized as follows. Section 2 is of
preliminary nature and we here state the assumptions on the systems in (1.1), (1.3),
the payoff rate in production mode i, fi, and the switching costs ci,j, assumptions used
throughout the paper. Section 3 is devoted to the general description of the stochastic
filtering problem and the linear Kalman-Bucy filter. In Section 4 we prove that the value
function vi in (1.6) satisfies the dynamic programming principle. This is the result on
which the numerical scheme, outlined in the subsequent sections, rests. Section 5 gives,
step by step, the details of the proposed numerical approximation scheme. In Section
6 we perform a rigorous mathematical convergence analysis of the proposed numerical
approximation scheme and the main result, Theorem 6.1, is stated and proved. We
emphasize that by proving Theorem 6.1 we are able to establish a rigorous error control for
the proposed numerical approximation scheme. Section 7 contains a numerical illustration
of our algorithm and the final section, Section 8, is devoted to a summary and conclusions.
2. Preliminaries and Assumptions
We first state the assumptions on the systems (1.1), (1.3), the payoff rate in production
mode i, fi, and the switching costs, ci,j, which will be used in this paper. We let Q =
{1, . . . , d} denote the (finite) set of available states and we let Q−i = Q \ {i} for i ∈
{1, ..., d}. As stated, the profit made (per unit time) in state i is given by the function fi.
The cost of switching from state i to state j is given by the function ci,j. Focusing on the
problem in (1.5), and in particular on the value function in (1.6), we need to give a precise
definition of the strategy process µ = µs and the notation fµs . Indeed, in our context
a strategy µ, over a finite horizon [0, T ], corresponds to a sequence ({τk}k≥0, {ξk}k≥0),
where {τk}k≥0 is a sequence of FY -adapted stopping times and {ξk}k≥0 is a sequence of
measurable random variables taking values in Q and such that ξk is FYτk-adapted. Given
µ = ({τk}k≥0, {ξk}k≥0) we let
µs = ξ0χ[0,τ0)(s) +
∑
k≥0
ξkχ[τk,τk+1)(s) ∈ Q,
where χB(s) is the indicator function for a measurable set B ⊂ R, be the associated index
process. In particular, to each strategy µ = ({τk}k≥0, {ξk}k≥0) there is an associated index
process µ = (µs) and this is the process used in the definition of fµs .
We denote by Ckb (RN) the space of all real-valued functions g : RN → R such that g
and all its partial derivatives up to order k are continuous and bounded on RN . Given
g ∈ Ckb (RN) we let
‖g‖k,∞ =
∑
|α|≤k
sup
x∈RN
|Dαg(x)|.
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Similarly, we denote by C2,1b (RN × [0, T ]) the space of all real-valued functions g : RN ×
[0, T ] → R such that g, Dg, Dαg, |α| = 2, and ∂tg are continuous and bounded on
RN×[0, T ]. With a slight abuse of notation we will often write ‖g‖∞ instead of ‖g‖0,∞. We
denote by Γ(RN) the space of of all positive measures on RN with finite mass. Considering
the systems in (1.1), (1.3), we assume that b : RN1 × [0, T ] → RN1 , σ : RN1 × [0, T ] →
MN1,m1 and h : RN1 × [0, T ]→ RN2 are continuous and bounded functions. HereMN1,m1
is the set of all N1 ×m1-dimensional real-valued matrices. Furthermore, concerning the
regularity of these functions we assume that
bi, σi,j, h ∈ C2,1b (RN1 × [0, T ]).(2.1)
Clearly (2.1) implies that
|bi(x, t)− bi(y, t)|+ |σi,j(x, t)− σi,j(y, t)|+ |h(x, t)− h(y, t)| ≤ A|x− y|,(2.2)
for some constant A, 1 ≤ A < ∞, for all i, j, and whenever (x, t) ∈ RN1 × [0, T ]. Here
|x| is the standard Euclidean norm of x ∈ RN1 . Given (2.1) and (2.2), we see, using
the standard existence theory for stochastic differential equations, that there exist unique
strong solutions Xt and Yt to the systems in (1.1) and (1.3). Concerning regularity
of the payoff functions {fi}i : RN1 × RN2 × [0, T ] → R and the switching costs ci,j :
RN1 × RN2 × [0, T ]→ R, we assume that
fi, cij ∈ C2,1b (RN1+N2 × [0, T ]) = C2,1b (RN1 × RN2 × [0, T ]).
For future reference we note, in particular, that
(i) |fi(x, y, t)− fi(x′, y′, t′)| ≤ c1 (|x− x′|+ |y − y′|+ |t− t′|) ,
(ii) |ci,j(x, y, t)− ci,j(x′, y′, t′)| ≤ c2 (|x− x′|+ |y − y′|+ |t− t′|) ,(2.3)
for some constants c1, c2, 1 ≤ c1, c2 <∞ whenever (x, y, t), (x′, y′, t′) ∈ RN1×RN2× [0, T ].
Note that (2.3) implies that fi(x, y, t) and ci,j(x, y, t), i, j ∈ Q, are, for t fixed, Lipschitz
continuous w.r.t. x, uniformly in y, and vice versa. Concerning the switching costs we
also impose the following structural assumptions on the functions {ci,j},
(i) ci,i(x, y, t) = 0 for each i ∈ {1, . . . ., d},
(ii) ci,j(x, y, t) ≥ ν for some ν > 0, when i, j ∈ Q, (x, y, t) ∈ RN1 × RN2 × [0, T ],
(iii) ci1,i2(x, y, t) + ci2,i3(x, y, t) ≥ ci1,i3(x, y, t) for all (x, y, t) ∈ RN1 × RN2 × [0, T ],
and for any sequence of indices i1, i2, i3, ij ∈ {1, . . . , d} for j ∈ {1, 2, 3}.(2.4)
Note that (2.4) (iii) states that it is always less expensive to switch directly from state i to
state k compared to passing through an intermediate state j. We emphasize that we are
able to carry out most of the analysis in the paper assuming only (2.1)–(2.4). However,
there is one instance where we currently need to impose stronger structural restrictions
on the functions {ci,j} to pull the argument through. Indeed, our final argument relies
heavily on the Lipschitz continuity of certain value functions, established in Lemma 6.3
and Lemma 6.4 below. Currently, to prove these lemmas we need the extra assumption
that
ci,j(x, y, t) = ci,j(t) when i, j ∈ Q, (x, y, t) ∈ RN1 × RN2 × [0, T ].(2.5)
In particular, we need the switching cost to depend only on t and the sole reason is that
we need to be able to estimate terms of the type A3 appearing in the proof of Lemma 6.3
(Lemma 6.4). While we strongly believe that these lemmas remain true without (2.5), we
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also believe that the proofs in the more general setting require more refined techniques
beyond the dynamic programming principle, and that we have to resort to the connection
to systems of variational inequalities with interconnected obstacles and reflected backward
stochastic differential equations.
3. The filtering problem
As outlined in the introduction, the general goal of the filtering problem is to find the
conditional distribution of the signal X given the observation Y . In particular, given
φ ∈ C2b (RN1),
pit(φ) =
∫
RN1
φ(x)pit(dx) = E
[
φ(Xt)|FYt
]
,
and the aim is to find the (random) measure pit. Note that pit can be viewed as a stochastic
process taking values in the infinite dimensional space of probability measures over the
state space of the signal. Let
ai,j(x, y, t) =
1
2
(σ(x, y, t)σ∗(x, y, t))i,j, i, j ∈ {1, . . . ,m1},
where σ∗ is the transpose of σ, and let H be the following partial differential operator
H =
m1∑
i,j=1
ai,j(x, t)∂xixj +
m1∑
i=1
bi(x, t)∂xi + ∂t.
Using this notation and the assumptions stated in Section 2, one can show, e.g., see
[BC09], that the stochastic process pi = {pit : t ≥ 0} satisfies
(3.1) dpit(φ) = pit(Hφ)dt+
N2∑
k=1
[pit(hkφ)− pit(hk)pit(φ)][dY kt − pit(hk)dt],
for any φ ∈ C2b (RN1). Recall that h = (h1, . . . , hN2) is the function appearing in (1.3).
The non-linear stochastic PDE in (3.1) is called the Kushner-Stratonovich equation. Fur-
thermore, it can also be shown, under certain conditions, that the Kushner-Stratonovich
equation has, up to indistinguishability, a pathwise unique solution, e.g., see [BC09]. From
here on in we will, to simplify the notation, write
Eγ,y,t [·] := E [· pit = γ, Yt = y] .
3.1. Kalman-Bucy filter. It is known that in some particular cases the filtering problem
outlined above can be solved explicitly and hence the a posteriori distribution pit is known.
In particular, if we assume that the signal X and the observation Y solve linear SDEs,
then the solution to the filtering problem can be given explicitly. To be even more specific,
assume that the signal X and the observation Y are given by the systems in (1.1), (1.3),
with
(3.2) b(x, t) = Ftx, σ(x, t) = Ct, and h(x, t) = Gtx,
respectively, where Ft : [0, T ] → RN1×N1 , Ct : [0, T ] → RN1×m1 and Gt : [0, T ] → RN2×N1
are measurable and locally bounded time-dependent functions. Furthermore, assume
that X0 ∼ N (m0, θ0), where N (m0, θ0) denotes the N1-dimensional multivariate normal
distribution defined by the vector of means m0 and by the covariance matrix θ0, is in-
dependent of the underlying Brownian motions W and U . Let mt := E[Xt FYt ] and
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θt := E [〈Xt −mt, Xt −mt〉] denote the conditional mean and the covariance matrix of
Xt, respectively. The following results concerning the filter pit and the processes mt and
θt, can be found in, e.g., [KB61] or Chapter 6 in [BC09].
Theorem 3.1. Assume (3.2) and that Xt0 ∼ N (mt0 , θt0) for some t0 ∈ [0, T ]. Then the
conditional distribution pit of Xt, conditional on FYt , is a multivariate normal distribution,
Xt ∼ N (mt, θt).
Theorem 3.2. Assume (3.2) and that Xt0 ∼ N (mt0 , θt0) for some t0 ∈ [0, T ]. Then the
conditional covariance matrix θt satisfies the deterministic matrix equation
dθt
dt
= Ftθt + θtF
∗
t − θtG∗tGtθt + CtC∗t , for t ∈ [t0, T ],(3.3)
with initial condition θt0 = E [〈Xt0 − E[Xt0 ], Xt0 − E[Xt0 ]〉], and the conditional mean mt
satisfies the stochastic differential equation
dmt = (Ft − θtG∗tGt)mtdt+ θtG∗tdYt, for t ∈ [t0, T ],(3.4)
with initial condition mt0 = E[Xt0 ].
For a positive semi-definite matrix A, let A1/2 denote the unique positive semi-definite
matrix R such that RR∗ = A, where, as above, R∗ denotes the transpose of R. Recalling
that the density defining N (mt, θt) in RN1 , at z, equals
(2pi(det θt)
1/N1)−N1/2 exp(−(z −mt)∗θ−1t (z −mt)/2),
we see that the following result follows immediately from Theorem 3.1 and Theorem 3.2.
Corollary 3.1. The distribution pit is fully characterized by mt and θt and
pit(φ) =
1
(2pi)N1/2
∫
RN1
φ(mt + θ
1/2
t z) exp(−
|z|2
2
)dz
for any φ ∈ C2b (RN1).
Note that the covariance matrix θt is deterministic and depends only on the known
quantities Ft, Gt, Ct, see (3.2), and the distribution γ ∼ N (mt0 , θt0) of the starting point
of X. Hence, once the initial distribution pit0 is given, the covariance matrix θt can be
determined for all t ∈ [t0, T ]. Furthermore, in the Kalman-Bucy setting, the measure pit
is Gaussian and hence fully characterized by its mean mt and its covariance matrix θt. As
a consequence, the value function to the partial information optimal switching problem,
vi(Xt, Yt, t), can in this setting be seen as a function vi(mt, θt, Yt, t) : RN1 × R(N1×N1) ×
RN2 × [0, T ]→ R. We will, when pi is a Gaussian measure with mean mt and covariance
matrix θt, write
Em,θ,y,t [·] := E [· mt = m, θt = θ, Yt = y] or Em,y,t [·] := E [· mt = m,Yt = y] .
Remark 3.1. Consider a fixed t0 ∈ [0, T ], and let Fˆs = Fs+t0 , Cˆs = Cs+t0 , Gˆs = Gs+t0 ,
whenever s ∈ [0, T − t0]. Let fˆi(·, ·, s) = fi(·, ·, s+ t0) and cˆi,j(·, ·, s) = ci,j(·, ·, s + t0).
Let Xt, with initial distribution determined by mt and θt, and Yt be given as above
for t ∈ [t0, T ]. Furthermore, given Xt0 and Yt0 , let Xˆs and Yˆs be the unique solutions
to the systems in (1.1) and (1.3), with b, σ, h, defined as in (3.2) but with F,C,G
replaced by Fˆ , Cˆ, Gˆ and with initial data Xˆ0 = Xt0 and Yˆ0 = Yt0 . In addition, let mˆt, θˆt
be defined as in (3.3) and (3.4), with mˆ0 = mt0 and θˆ0 = θt0 . Finally, consider the
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value function vi(mt, θt, Yt, t) and let vˆi(mˆt, θˆt, Yˆt, t) be the value function of the optimal
switching problem on [0, T − t0], with F,G,C, fi, ci,j replaced by Fˆ , Gˆ, Cˆ, fˆi, cˆi,j. Then
vi(mt, θt, Yt, t) = vˆi(mˆt−t0 , θˆt−t0 , Yˆt−t0 , t− t0) whenever t ∈ [t0, T ].
In particular,
vi(mt0 , θt0 , Yt0 , t0) = vˆi(mˆ0, θˆ0, Yˆ0, 0)
and we see that there is no loss of generality to assume that initial observations are made
at t = 0.
Remark 3.2. As the covariance matrix θt solves the deterministic Riccati equation in
(3.3), it is completely determined by the parameters of the model and the covariance
matrix of Xt at time t = 0. Hence, once the initial condition θ0 is given, θt can be
solved deterministically for all t ∈ [0, T ], and consequently viewed as a known parameter.
Therefore, we omit the dependence of θt in the value function vi(mt, θt, Yt, t) and instead,
with a slight abuse of notation, simply write vi(mt, Yt, t).
Remark 3.3. Although (3.3) is a deterministic ordinary differential equation, it may not
be possible to solve it analytically. Therefore, in a general numerical treatment of the
problem outlined above one has to use numerical methods to find the covariance matrix
θ. The error stemming from the numerical method used to solve (3.3) will have influence
on the total error, defined as the absolute value of the difference between the true value
function vi(mt, Yt, t) and its numerical approximation derived in this paper. However, as
θ is deterministic, it can be solved off-line and to arbitrary accuracy without effecting the
computational efficiency of the main numerical scheme presented in this paper. Therefore,
we will throughout this paper consider θ as exactly known and ignore any error caused
by the numerical algorithm used for solving (3.3).
3.2. Connection to the full information optimal switching problem. As men-
tioned in the introduction, the problem in (1.6) can interpreted as a full information
optimal switching problem with underlying process Y . We here expand on this interpre-
tation in the context of Kalman-Bucy filters. Let, using the notation in Remark 3.2,
f zµs(m, y, t) = fµs(m+ θ
1/2
t z, y, t),
czξk−1,ξk(m, y, t) = cξk−1,ξk(m+ θ
1/2
t z, y, t),
whenever z ∈ RN1 , and let vzi (m, y, t) be defined through
vzi (m, y, t) = sup
µ∈AYt,i
Em,y,t
[∫ T
t
f zµs(ms, Ys, s)ds−
∑
t≤τk≤T
czξk−1,ξk(mτk , Yτk , τk)
]
.
Furthermore, let f¯µ and c¯ξk−1,ξk be defined as
f¯µ(m, y, t) =
1
(2pi)N1/2
[∫
RN1
f zµs(m, y, t) exp(−
|z|2
2
)dz
]
,
c¯ξk−1,ξk(m, y, t) =
1
(2pi)N1/2
[∫
RN1
czξk−1,ξk(m, y, t) exp(−
|z|2
2
)dz
]
.
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Then, for z ∈ RN1 fixed, vzi (m, y, t) is a solution to an optimal switching problem with
perfect information. Using the above notation, we see that
vi(m, y, t) = sup
µ∈AYt,i
Em,y,t
[∫ T
t
f¯µs(ms, Ys, s)ds−
∑
t≤τk≤T
c¯ξk−1,ξk(mτk , Yτk , τk)
]
(3.5)
and that the upper bound
vi(m, y, t) ≤ 1
(2pi)N1/2
[∫
RN1
vzi (m, y, t) exp(−
|z|2
2
)dz
]
holds. Moreover, based on (3.5) we see that also vi(m, y, t) is a solution to an optimal
switching problem with perfect information, with payoff rate in production mode i, at
time s, defined by f¯i(ms, ys, s), and with switching cost, for switching from mode i to
mode j at time s, defined by c¯i,j(ms, ys, s).
4. The dynamic programming principle
In this section we prove that the value function vi associated to our problem satisfies the
dynamic programming principle (DPP). This is the result on which the numerical scheme
outlined in the next section rests. It should be noted that the dynamic programming
principle holds for general systems as in (1.1) and (1.3), systems which are not necessarily
linear.
Theorem 4.1. Let t ∈ [0, T ] and let vi(γ, y, t) be defined as in (1.6). Then
vi(γ, y, t) = sup
µ∈AYt,i
Eγ,y,t
[∫ τ
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤τ
piτn
(
cξn−1,ξn(·, Yτn , τn)
)
+ vξτ (piτ , Yτ , τ)
]
for all FY -adapted stopping times τ , t ≤ τ ≤ T .
Proof. Let {Y y,ts }s≥t and {piγ,ts }s≥t be the unique solutions to the systems in (1.3), (3.1),
with initial conditions Yt = y and pit = γ, respectively. Note that these processes, as well
as X, are Markov processes. Hence, using the strong Markov property of Y and pi we
have that
(4.1) Y y,ts = Y
τ,Y y,tτ
s and pi
γ,t
s = pi
τ,piγ,tτ
s ,
for any FY -adapted stopping time τ ∈ [0, T ] and for all s such that t ≤ τ ≤ s. Let
J(γ, y, t, µ) = Eγ,y,t
[∫ T
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤T
piτn
(
cξn−1,ξn(·, Yτn , τn)
)]
for µ ∈ AYt,i. Then,
vi(γ, y, t) = sup
µ∈AYt,i
J(γ, y, t, µ).
Next, using (4.1) and the law of iterated conditional expectations we see that
J(γ, y, t, µ) = Eγ,y,t
[∫ τ
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤τ
piτn
(
cξn−1,ξn(·, Yτn , τn)
)
OPTIMAL SWITCHING PROBLEMS UNDER PARTIAL INFORMATION 11
+ J(τ, piγ,tτ , Y
y,t
τ , µ)
]
≤ Eγ,y,t
[∫ τ
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤τ
piτn
(
cξn−1,ξn(·, Yτn , τn)
)
+ vµτ (pi
γ,t
τ , Y
y,t
τ , τ)
]
for any FY -adapted stopping time τ ∈ [t, T ] and any strategy µ ∈ AYt,i. In particular,
since µ is arbitrary in this deduction we see that
vi(γ, y, t) = sup
µ∈AYt,i
J(γ, y, t, µ)
≤ sup
µ∈AYt,i
Et,γ,y
[∫ τ
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤τ
piτn
(
cξn−1,ξn(·, Yτn , τn)
)
+ vµτ (pi
γ,t
τ , Y
y,t
τ , τ)
]
,(4.2)
for any FY -adapted stopping time τ ∈ [t, T ]. To complete the proof it remains to prove
the opposite inequality, i.e., to prove that
vi(γ, y, t) ≥ sup
µ∈AYt,i
Et,γ,y
[∫ τ
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤τ
piτn
(
cξn−1,ξn(·, Yτn , τn)
)
+ vµτ (pi
γ,t
τ , Y
y,t
τ , τ)
]
.(4.3)
Consider (γ, y, t) and let µ ∈ AYt,i and τ ∈ [t, T ], be a fixed strategy and a fixed FY -
adapted stopping time, respectively. Recall that all stochastic processes are defined on
the probability space (Ω,F ,P). By the definition of vi there exists, for any  > 0 and for
any ω ∈ Ω, µ(ω) ∈ AYτ(ω),µτ(ω) , such that
(4.4) vi(pi
t,γ
τ(ω), Y
y,t
τ(ω), τ(ω))−  ≤ J(pit,γτ(ω), Y y,tτ(ω), τ(ω), µ(ω)).
Given µ, τ , µ, we define, for all ω ∈ Ω,
µˆs(ω) =
{
µs(ω) for s ∈ [t, τ(ω)]
µs(ω) for s ∈ [τ(ω), T ].
Then µˆ ∈ AYt,i and, again using the law of iterated conditional expectations, we obtain
that
vi(γ, y, t) ≥ J(γ, y, t, µˆ)
= Eγ,y,t
[∫ τ
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤τ
piτn
(
cξn−1,ξn(·, Yτn , τn)
)
+ J(piγ,tτ , Y
y,t
τ , τ, µ
)
]
.
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Finally, using (4.4) and the above display we deduce that
vi(γ, y, t) ≥ Eγ,y,t
[∫ τ
t
pis (fµs(·, Ys, s)) ds−
∑
t≤τn≤τ
piτn
(
cξn−1,ξn(·, Yτn , τn)
)
+ vµτ (pi
γ,t
τ , Y
y,t
τ , τ)
]
− .(4.5)
Since µ, τ and  are arbitrary in the above argument we see that (4.5) implies (4.3).
Combining (4.2) and (4.3) Theorem 4.1 follows. We note that the proof of the DPP
here outlined follows the usual lines and perhaps a few additional statements concerning
measurability issues could have been included. However, we here omit further details
and refer to the vast literature on dynamic programming for exhaustive proofs of similar
statements. 
Remark 4.1. In this section the dynamic programming principle is proven with the
assumption that {Y y,ts } and {piγ,ts } are continuous in time. However, the approximation
scheme introduced in the following section is based on (Euler) discretized versions of
these processes. We here just note that the proof above can be adjusted to also yield the
dynamic programming principle in the context of the discretized processes.
5. The numerical approximation scheme
In this section we introduce a simulation based numerical scheme for determining vi(γ, y, t)
as in (1.6) and give a step by step presentation of the approximations defining the scheme.
Recall that vi(γ, y, t) is the optimal expected payoff, starting from state i at time t, with
initial conditions Xt ∼ γ and Yt = y. We will from now on assume the dynamics of X and
Y are given by (1.1) and (1.3), respectively, with assumption (3.2) in effect. Consequently,
the results of Section 3 are applicable. Based on Remark 3.2 we in the following write
vi(γ, y, t) = vi(m, y, t). Likewise, we will write Em,y,t[·] instead of Eγ,y,t[·]. Furthermore,
we can and will, w.l.o.g., assume that the initial distribution γ is given at time t = 0 and
hence that the value function vi, at time t, is a function of the conditional mean mt (and
the deterministic θt), based on the observation X0 ∼ γ = N (m0, θ0), see Remark 3.1. In
other words, we assume that the distribution of X is given at time t = 0 and the task of
the controller is to run the facility using updated beliefs of the conditional mean of the
signal, conditional upon the information carried by the observation Y .
For the convenience of readers, we in this section list the steps of the proposed numerical
scheme and the associated notation. By Theorem 3.1 the a posteriori distribution pi is
a Gaussian measure, and in the following we denote by pimtt the Gaussian measure with
mean mt and covariance matrix θt. We emphasize that the outcome of the numerical
scheme to be outlined, is an approximation of
vi(m, y, 0) = vi(m, θ, y, 0) for (m, θ, y) ∈ RN1 × RN1×N1 × RN2
given and fixed.(5.1)
Based on (5.1) we emphasize that we consider the systems in (1.1) and (1.3) with initial
data at t = 0, assuming the additional structure in (3.2). In particular, when considering
the systems in (3.3) and (3.4), for the calculation in (5.1) and with data at t = 0, the
initial conditions boil down, all in all, to the initial condition (m, θ, y), at t = 0, for
(mt, θt, Yt).
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Given T > 0 fixed, and a large positive integer, N , we let δ = T/N , tk = kδ, k =
0, 1, . . . , N . We let Π = Πδ denote the naturally defined partition of the interval [0, T ]
based on {tk}, i.e., Π = Πδ = {0 = t0 < t1 < · · · < tN = T}. Throughout the paper
any discretization of time will be identical to Π = Πδ. The following steps constitute our
numerical approximation scheme in the context of (5.1) but starting at tk.
(1) Step 1 – Bermudan approximation. We restrict the manager to be allowed to
switch only at the time points {tk}Nk=0. This results in a Bermudan approximation,
vΠi (m, y, tk), of vi(m, y, tk).
(2) Step 2 – Time discretization and Euler discretization of mt and Yt. mt and Yt are
replaced by corresponding discrete versions, also starting at (m, y) at t = tk, based
on the Euler scheme and the partition Π = Πδ. This results in an approximation,
vΠˇi (m, y, tk), of v
Π
i (m, y, tk).
(3) Step 3 – Space localization. The processes mt and Yt are replaced by versions
which are constrained to a bounded convex set D. This gives an approximation
vΠˇ,i (m, y, tk), of v
Πˇ
i (m, y, tk).
(4) Step 4 – Representation of conditional expectation using true regression. To cal-
culate vΠˇ,i (m, y, tk) we use a regression type technique, replacing the future val-
ues by a (true) regression. This results in an approximation, vˆΠˇ,i (m, y, tk), of
vΠˇ,i (m, y, tk).
(5) Step 5 – Replacing the true regression by a sample mean. To calculate vˆΠˇ,i (m, y, tk)
we replace the coefficients in the true regression by their corresponding sample
means. This results in an approximation, v˜Πˇ,i (m, y, tk), of vˆ
Πˇ,
i (m, y, tk).
The final value produced by the algorithm is v˜Πˇ,i (m, y, tk) and this is an approximation
of the true value vi(m, y, tk). In the remaining part of this section we will discuss Step 1
– Step 5 in more detail. The rigorous error analysis is postponed to Section 6.
5.1. Step 1 – Bermudan approximation. Let AY,Πt,i be the set of strategies
µ = ({τn}n≥0, {ξn}n≥0) ∈ AYt,i
such that τn ∈ Π ∩ [t, T ] for all n. Based on AY,Πt,i we let
vΠi (mtk , Ytk , tk) = sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[∫ T
tk
pimss (fµs(·, Ys, s)) ds
−
∑
tk≤τn≤T
pimτnτn
(
cξn−1,ξn(·, Yτn , τn)
)]
and we refer to vΠi (mtk , Ytk , tk) as the value function of the Bermudan version of our opti-
mal switching problem under partial information. The difference |vi(m, y, tk)−vΠi (m, y, tk)|
is quantified in Proposition 6.1.
For future reference we here also introduce what we call the Bermudan strategy.
Definition 1. Let µ = ({τn}n≥0, {ξn}n≥0) ∈ AYt,i and let Π = Πδ be given. Let µ˜ =
({τ˜n}n≥0, {ξ˜n}n≥0) be the strategy in AY,Πt,i defined by
τ˜n = min{t ∈ Π : t ≥ τn}, ξ˜n = ξn.
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Then, µ˜ is the Bermudan strategy associated to µ and Π.
5.2. Step 2 – Time discretization and Euler discretization of m and Y . Given
the continuous time t we let tˇ = max{s ∈ Π : s ≤ t}. In this step we replace the
continuous processes mt and Yt with their corresponding discrete Euler approximations.
To be specific, we first calculate (pathwise) the Euler approximation of the signal X,
denoted by X¯ and given by the dynamics
dX¯t = FtˇX¯tˇdt+ CtˇdWtˇ.
Based on X¯ we then introduce the discrete processes Y¯ and m¯, Euler approximations of
Y and m, respectively, and given by
dY¯t = Gtˇ(X¯tˇ)dt+ dUtˇ,
and
dm¯tˇ = (Ftˇ − θtˇG∗tˇGtˇ)m¯tˇdt+ θtˇG∗tˇdY¯tˇ.
Based on this we have
pi
m¯tˇ
tˇ
(φ) =
1
(2pi)N1/2
∫
RN1
φ(m¯tˇ + θ
1/2
tˇ
z) exp(−|z|
2
2
)dz
for any φ ∈ C2b (RN1). Recall that we consider θ as completely known, see Remark 3.3,
and hence θ is not subject to discretization. Based on the above processes we let
vΠˇi (m¯tk , Y¯tk , tk) = sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[∫ T
tk
pim¯sˇsˇ
(
fµsˇ(·, Y¯sˇ, sˇ)
)
ds
−
∑
tk≤τn≤T
pim¯τnτn
(
cξn−1,ξn(·, Y¯τn , τn)
)]
= sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[
δ
N∑
`=k
pi
m¯t`
t`
(
fµt` (·, Y¯t` , t`)
)
−
∑
tk≤τn≤T
pim¯τnτn
(
cξn−1,ξn(·, Y¯τn , τn)
)]
.(5.2)
vΠˇi is the value function based on the discretized time tˇ and the Euler approximations m¯t
and Y¯t. The difference between v
Π
i (m, y, tk) and v
Πˇ
i (m, y, tk) is quantified in Proposition
6.2.
In the following we will, in an attempt to slightly ease the notation, omit the bar indicating
Euler discretization of m and Y and simply write vΠˇi (mtk , Ytk , tk) instead of v
Πˇ
i (m¯tk , Y¯tk , tk)
when we believe there is no risk of confusion. In particular, we let the very notation vΠˇi
also symbolize that m and Y are discretized as above.
5.3. Step 3 – Space localization. A localization in space will be necessary when esti-
mating the errors induced by Step 4 and Step 5 below and we here describe this localiza-
tion. In particular, to be able to work in bounded space time domains we consider, for a
fixed parameter  ≥ 0, (time dependent) domains {Dt}t∈[0,T ] ⊂ RN1×RN2 such that Dt is
a convex domain for all t ∈ [0, T ]. We assume that there exists a constant Ct , depending
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only on t and , such that Dt ⊂ Q[−Ct ,Ct ], where Q[−Ct ,Ct ] is the hypercube in RN1 ×RN2
with sides of length Ct . Let Z

t be the projection of a generic stochastic process Zt onto
the domain Dt , i.e., Z

t = Zt if Zt ∈ Dt , and Zt is the, by convexity of Dt , naturally
defined unique projection of Zt onto D

t , along the normal direction, otherwise. Following
[ACLP12], we assume that Dt can be chosen such that
(5.3) E [|Zt − Zt |] ≤  for all t ∈ [0, T ].
The space {Dt}t∈[0,T ] can be seen as the domain in which the (N1 + N2)-dimensional
process (mt, Y

t ) lives. Roughly speaking, condition (5.3) states that most of the time the
(N1 + N2)-dimensional process (mt, Yt) will be found inside this domain. As mentioned,
this localization in space will be necessary when estimating the errors induced by Step 4
and Step 5. In particular, based on (5.3) we will in these steps be able to reuse results
on the full information optimal switching problem developed in [ACLP12]. We therefore
refer to [ACLP12] for more details on the assumption in (5.3) and a constructive example.
The construction above stresses generalities but, although not necessary, we will in the
follwoing assume, to be consistent and to minimize notation, that
Dt = D
 for all t ∈ [0, T ], for some D ⊂ RN1 × RN2 , and that
D = Qm[−Cm,Cm] ×QY[−CY ,CY ] for some constants C

m and C

Y .(5.4)
In other words, D is assumed to be a time-independent Cartesian product of hyper-
cubes. The result of this step is that m¯t and Y¯t are replaced by their corresponding
projected versions, m¯t and Y¯

t , respectively. We let v
Πˇ,
i (mtk , Ytk , tk) denote the associated
value function when m¯t and Y¯t are replaced by m¯

t and Y¯

t . In particular, when writing
vΠˇ,i (mtk , Ytk , tk),  also indicates that the underlying dynamics is that of m¯

t and Y¯

t . The
error introduced by considering m¯t and Y¯

t , i.e., the difference between v
Πˇ
i (m, y, tk) and
vΠˇ,i (m, y, tk), is quantified in Proposition 6.3.
5.4. Step 4 – Representation of conditional expectation using true regression.
Note that for the discretized Bermudan version of the optimal switching problem, the
value function (5.2) can, for any tk ∈ Πδ, be simplified to read
vΠˇ,i (mtk , Ytk , tk) = sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[
δ
N∑
n=k
pi
mtn
tn (fµtn (·, Ytn , tn))
−
∑
tk≤τn≤T
pimτnτn (cξn−1,ξn(·, Yτn , τn))
]
,(5.5)
where on the right hand side, consequently, mtn = m¯

tn , Ytn = Y¯

tn . As a result, the DPP
for (5.5) in the discretized Bermudan setting, see Remark 4.1, reduces to
vΠˇ,i (mtk , Ytk , tk) = max
{
δpi
mtk
tk
(fi(·, Ytk , tk)) + Emtk ,Ytk ,tk
[
vΠˇ,i (mtk+1 , Ytk+1 , tk+1)
]
,
max
j∈Q−i
{
vΠˇ,j (mtk , Ytk , tk)− pi
mtk
tk
(ci,j(·, Ytk , tk))
}}
.
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Taking (2.4) (i) and (iii) into account this can be further simplified to
vΠˇ,i (mtk , Ytk , tk) = max
j∈Q
{
δpi
mtk
tk
(fj(·, Ytk , tk)) + Emtk ,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]
− pimtktk (ci,j(·, Ytk , tk))
}
.(5.6)
Based on (5.6) the recursive scheme based on the DPP becomes
vΠˇ,i (mT , YT , T ) = 0
vΠˇ,i (mtk , Ytk , tk) = max
j∈Q
{
δpi
mtk
tk
(fj(·, Ytk , tk)) + Emtk ,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]
− pimtktk (ci,j(·, Ytk , tk))
}
.(5.7)
An important feature of the scheme in (5.7) is that vΠˇ,i (mtk , Ytk , tk) depends explicitly
on the value functions at time tk+1, v
Πˇ,
j (mtk+1 , Ytk+1 , tk+1). However, these functions are
unknown at time tk. Furthermore, the optimal strategy at time tk also depends directly
on this future value. Indeed, at time tk it is optimal to switch from state i to j if the
difference between the expected future value retrieved from being in mode j and the
switching cost ci,j, is greater than the expected profit made from staying in state i. More
precisely, at time tk it is optimal to switch from state i to j if
max
j∈Q−i
{
δpi
mtk
tk
(fj(·, Ytk , tk)) + Emtk ,Ytk ,tk
[
vΠˇj (mtk+1 , Ytk+1 , tk+1)
]
− pimtktk (ci,j(·, Ytk , tk))
}
> δpi
mtk
tk
(fi(·, Ytk , tk)) + Emtk ,Ytk ,tk
[
vΠˇi (mtk+1 , Ytk+1 , tk+1)
]
.
If this inequality holds with > replaced by ≤ it is optimal to stay in state i. To construct
an FYt -adapted strategy it is hence necessary to estimate the future expected value at
time tk+1, based on the information available at time tk, i.e., to estimate
Emtk ,Ytk ,tk
[
vΠˇ,i (mtk+1 , Ytk+1 , tk+1)
]
.(5.8)
Since we, by assumption and through the space localization in Step 3, consider continuous
pay-off functions and switching costs on bounded domains, as well as a finite horizon
problem, there exist lower and upper bounds for (5.8). However, a sound way of finding
an approximation of the conditional expectation in (5.8) is needed, and this approximation
is the focus of this step of the numerical scheme proposed. To perform an approximation
of the conditional expectation in (5.8), we make use of an empirical least square regression
model based on simulation. In particular, we consider a test function ϕ and the function
(5.9) Fmtk ,Ytk ,tk(ϕ) := Emtk ,Ytk ,tk
[
ϕ(mtk+1 , Ytk+1 , tk+1)
]
.
We will use a least square regression onto a set of R preselected basis functions, {Br}1≤r≤R,
to create an estimator Fˆmtk ,Ytk ,tk(ϕ) of Fmtk ,Ytk ,tk(ϕ). To elaborate on this, assume that
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we are given R basis functions {Br(m, y, t)}1≤r≤R. Given the test function ϕ, we define
λˆtk(ϕ) = (λˆtk,1(ϕ), ...., λˆtk,R(ϕ)) ∈ RR as
(5.10) λˆtk(ϕ) := arg min
(λ1,...,λR)
Emtk ,Ytk ,tk
[( R∑
r=1
λrBr(mtk , Ytk , tk)− ϕ(mtk+1 , Ytk+1 , tk+1)
)2]
,
and set
(5.11) Fˆmtk ,Ytk ,tk(ϕ) :=
R∑
r=1
λˆtk,r(ϕ)Br(mtk , Ytk , tk).
Recall that in our numerical scheme, m = m¯ and Y = Y¯ . Based on this we define a new
set of functions {vˆΠˇ,εi } through the recursive scheme
vˆΠˇ,i (mT , YT , T ) = 0,
vˆΠˇ,i (mtk , Ytk , tk) = max
j∈Q
{
δpi
mtk
tk
(fj(·, Ytk , tk)) + Fˆmtk ,Ytk ,tk(vˆΠˇ,j )
−pimtktk (ci,j(·, Ytk , tk))
}
.(5.12)
In particular, we obtain a new approximation vˆΠˇ,i of the true value function, defined
through the recursive scheme in (5.12). The error |vˆΠˇ,i (m, y, tk)−vΠˇ,i (m, y, tk)| is analyzed
in Proposition 6.4.
Remark 5.1. In the above construction, the set of basis functions used is arbitrary and
several options are possible. Furthermore, it is possible to choose a different set of basis
functions for each time tk without adding difficulties beyond additional notation. Also,
as pointed out in [ACLP12], one can use stochastic partitions of the domain D to enable
the use of adaptive partitioning methods, possibly increasing the convergence speed of
the numerical scheme.
5.5. Step 5 – Replacing the true regression by a sample mean. Given a test
function ϕ, in numerical calculations the true regression parameters
λˆtk(ϕ) = (λˆtk,1(ϕ), ...., λˆtk,R(ϕ))
will not be known, and they have to be replaced by a sample mean
λ˜tk(ϕ) = (λ˜tk,1(ϕ), ...., λ˜tk,R(ϕ))
based on simulations. Recall that in the context of (5.1) we in the end want to approximate
vi(m, y, 0) = vi(m, θ, y, 0) for (m, θ, y) ∈ RN1×RN1×N1×RN2 given and fixed. In particular,
this means that in the original model for the process (mt, Yt) we consider the initial
condition (m, y), at t = 0. This also implies that the approximations of (mt, Yt) introduced
above, (m¯t, Y¯t) and (m¯

t, Y¯

t ), will also start at (m, y) at t = 0. To outline the estimation
of the true regression parameters we let
({Y `t }t∈Π)`, 1 ≤ ` ≤M , denote M simulated
trajectories of the observed process Yt, starting at y at t = 0, and we use these to
calculate the corresponding values of
({m`t}t∈Π)`, 1 ≤ ` ≤ M as outlined in Section
3 and Subsection 5.2, with initial condition m`0 = m for all `. Based on the paths
18 K. LI, K. NYSTRO¨M, M. OLOFSSON({Y `t }t∈Π)` and ({m`t}t∈Π)`, 1 ≤ ` ≤ M , we now compute the empirical vector λ˜tk(ϕ) =
(λ˜tk,1(ϕ), ...., λ˜tk,R(ϕ)), estimating λˆtk(ϕ) = (λˆtk,1(ϕ), ...., λˆtk,R(ϕ)), as
(5.13) λ˜tk(ϕ) := arg min
(λ1,...,λR)
1
M
M∑
`=1
(
R∑
r=1
(
λrBr(m
`
tk
, Y `tk , tk)− ϕ(m`tk+1 , Y `tk+1 , tk+1)
)2)
.
Given ϕ, we in this way fix λ˜tk(ϕ) for k ∈ {0, ..., N −1}. In the following we indicate that
the estimation of λ˜tk(ϕ) is based on M sample paths by writing λ˜
M
tk
(ϕ) instead of λ˜tk(ϕ).
Next, using λ˜Mtk (ϕ) we set
(5.14) F˜m,y,tkM (ϕ) :=
R∑
r=1
λ˜Mtk,r(ϕ)Br(m, y, tk)
whenever (m, y) ∈ RN1×RN2 . In particular, while the coefficients {λMtk,r(ϕ)} are estimated
based on a finite set of sample paths
({Y `t }t∈Π)`, ({m`t}t∈Π)`, 1 ≤ ` ≤ M , we use these
coefficients in (5.14) to construct an estimator for the conditional expectation
Em,y,tk
[
ϕ(mtk+1 , Ytk+1 , tk+1)
]
for all (m, y) ∈ RN1×RN2 . Based on FM we let v˜Πˇ,,Mi (mtk , Ytk , tk) be defined through the
recursive scheme
v˜Πˇ,,Mi (mT , YT , T ) = 0
v˜Πˇ,,Mi (mtk , Ytk , tk) = max
j∈Q
{
δpi
mtk
tk
(fj(·, Ytk , tk)) + F˜
mtk ,Ytk ,tk
M (v˜
Πˇ,,M
j )
− pimtktk (ci,j(·, Ytk , tk))
}
.(5.15)
Then v˜Πˇ,,Mi (m, y, tk) is an approximation of vˆ
Πˇ,
i (m, y, tk) and, since (m0, Y0, 0) = (m, y, 0),
v˜Πˇ,,Mi (m, y, 0) is an approximation of vˆ
Πˇ,
i (m, y, 0). Hence, the final value produced by
the algorithm, v˜Πˇ,,Mi (m, y, 0), is an approximation of the true value vi(m, y, 0).
Following [ACLP12], we will in this paper use indicator functions on hypercubes as
basis functions, {Br = Br(m, y, t)}1≤r≤R, for our regression and subsequent error analysis.
These hypercubes are defined in relation to the space (time) localization domain D =
{Dt}t∈[0,T ]. Here we briefly outline the idea of using such a basis for regression but we
also refer to [ACLP12]. Recall that D is assumed to have the structure specified in
(5.4). We let {Br}1≤r≤R be a partition of the bounded domain D into R hypercubes,
i.e., we split D in to R open hypercubes Br such that ∪Rr=1Br = D and Bl ∩ Bj = ∅ if
l 6= j. Furthermore, to achieve notational simplicity, we in the following also assume that
each hypercube has side length ∆ in each dimension. Using {Br}1≤r≤R we define basis
functions to be used in the regression as
Br(mtk , Ytk , tk) = I{(mtk ,Ytk )∈Br},
for 1 ≤ r ≤ R, and (mtk , Ytk) ∈ Dε. By definition I{(m,Y )∈Br} = 1 if (m,Y ) ∈ Br and
I{(m,Y )∈Br} = 0 otherwise. Note that we use the same symbol Br to denote both the
r-th hypercube and its corresponding basis function/indicator function. Since conditional
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expectation is mean-square error-minimizing, this choice of basis functions reduces the
vectors (5.10) and (5.13) to
λˆtk,r(vˆ
Πˇ,
i ) : = E
[
vˆΠˇ,i (mtk+1 , Ytk+1 , tk+1) (mtk , Ytk) ∈ Br
]
=
E
[
vˆΠˇ,i (mtk+1 , Ytk+1 , tk+1)I{(mtk ,Ytk )∈Br}
]
P((mtk , Ytk) ∈ Br)
,(5.16)
and
λ˜Mtk,r(v˜
Πˇ,,M
i ) : =
1
M
∑M
`=1
[
v˜Πˇ,,Mi (m
`
tk+1
, Y `tk+1 , tk+1)I{(m`tk ,Y `tk )∈Br}
]
1
M
∑M
`=1 I{(m`tk ,Y `tk )∈Br}
with the convention that λ˜Mtk,r(v˜
Πˇ,,M
i ) = 0 if, at time tk, no path (m
`, Y `) lies inside the
hypercube Br. Hence, in our numerical scheme, if (mtk , Ytk) ∈ Br the expected future
value
λˆtk,r(vˆ
Πˇ,
i ) = E
[
vˆΠˇ,i (mtk+1 , Ytk+1 , tk+1) (mtk , Ytk) ∈ Br
]
(i ∈ Q)
will be approximated by λ˜Mtk,r(v˜
Πˇ,,M
i ). The error |vˆΠˇ,i (m, y, tk) − v˜Πˇ,,Mi (m, y, tk)| is esti-
mated in Proposition 6.5.
6. Convergence analysis
In this section we establish the convergence of the numerical scheme outlined in the
previous section by proving Theorem 6.1 stated below. However, we first recall degrees
of freedom, at our disposal, in the numerical scheme proposed.
• δ = T/N – the time discretization parameter,
•  – the error tolerance when choosing the bounded convex domains Dt for the
projection,
• ∆ – the edge size of the hypercubes used in the regression,
• M – the number of simulated trajectories of {Y `t }t∈Πδ and {mlt}t∈Πδ , used in (5.13).
Recall that (Ω,F ,P) is the underlying probability space and in the following L2 =
L2(Ω, dP) with norm || · ||L2 . We prove the following convergence theorem.
Theorem 6.1. Assume that (m0, θ0, Y0) = (m, θ, y) ∈ RN1 × RN1×N1 × RN2 and that all
assumptions and conditions stated and used in the previous sections are fulfilled. Then
there exist a constant C1, independent of δ, , ∆ and M , and a constant C2, independent
of δ, ∆ and M , such that∥∥∥∥maxi∈Q ∣∣∣vi(m, θ, y, 0)− v˜Πˇ,,Mi (m, θ, y, 0)∣∣∣
∥∥∥∥
L2
≤C1
{(
δ log(
2T
δ
)
)1/2
+ δ1/2 + δ + +
∆
δ
+
1 + C2
δ
√
Mpmin(T,∆, )
+
1 + C2
δMpmin(T,∆, )
}
,
where
pmin(T,∆, ) := min
t∈Πδ∩[0,T ]
min
Br⊂D
P[(mt, Yt) ∈ Br]
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is a strictly positive quantity. In particular, if  → 0, δ → 0, ∆ → 0 and M → ∞ such
that
∆
δ
→ 0, 1 + C2
δ
√
Mpmin(T,∆, )
→ 0, and 1 + C2
δMpmin(T,∆, )
→ 0,
then
vΠˇ,,Mi (m, θ, y, 0)
L2−→ vi(m, θ, y, 0) uniformly in i ∈ Q.
We first note, using the notation introduced in the previous section, that
vi(m, y, tk)− v˜Πˇ,,Mi (m, y, tk) = E1(m, y, tk) + E2(m, y, tk) + E3(m, y, tk)
+E4(m, y, tk) + E5(m, y, tk)
where
E1(m, y, tk) := vi(m, y, tk)− vΠi (m, y, tk),
E2(m, y, tk) := v
Π
i (m, y, tk)− vΠˇi (m, y, tk),
E3(m, y, tk) := v
Πˇ
i (m, y, tk)− vΠˇ,i (m, y, tk),
E4(m, y, tk) := v
Πˇ,
i (m, y, tk)− vˆΠˇ,i (m, y, tk),
E5(m, y, tk) := vˆ
Πˇ,
i (m, y, tk)− v˜Πˇ,i (m, y, tk).
In the subsequent subsections we prove that the errors E1 −E5 can be controlled and we
ending the section with a summary proving Theorem 6.1.
6.1. Preliminary lemmas. Before deducing the relevant error estimates, i.e., quantify-
ing E1 to E5, we here state and prove some auxiliary results, Lemma 6.1 – Lemma 6.4,
which will be used in the subsequent proofs.
Lemma 6.1. Assume (2.1), (2.3), (2.4), and let µ∗ = ({τ ∗k}k≥0, {ξ∗k}k≥0) be such that
J˜(µ∗) = sup
µ
J˜(µ), where J˜(µ) is defined in (1.5).
Let N(µ∗) = |{n : τ ∗n ≤ T}|. Then
N(µ∗) ≤ 2T supi ‖fi‖∞
ν
,
where ν > 0 is the positive constant appearing in (2.4) (ii). In particular, the number of
switches in an optimal strategy µ∗ is finite.
Proof. Let µ0 ∈ AYt,i denote the trivial strategy, i.e., no switches. Then, using (2.1), (2.3)
and (2.4), we see that
−T sup
i
‖fi‖∞ ≤ J˜(µ0) ≤ T sup
i
‖fi‖∞.
Now, let µ∞ ∈ AYt,i be a strategy with an unbounded number of switches. Then, by (2.3)
(i) and (2.4) (ii), it follows that J˜(µ∞) = −∞. Hence, the optimal strategy µ∗ must
consist of a finite number of switches. Finally, let µ ∈ AYt,i be an arbitrary strategy with a
finite number of switches and assume that J˜(µ) ≥ J˜(µ0). Then, using (2.3) (i) and (2.4)
(ii) we see that
0 ≤ J˜(µ)− J˜(µ0) ≤ 2T sup
i
‖fi‖∞ − νN(µ).
In particular, N(µ∗) ≤ 2T supi ‖fi‖∞/ν. 
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Lemma 6.2. Let {Wt} be a d-dimensional Brownian motion defined on a filtered proba-
bility space (Ω,F , {Ft}t≥0,P). Then, for any p ≥ 1 there exists a finite constant Cp > 0
such that
E

 sup
0≤t,s≤T
|t−s|≤δ
|Wt −Ws|

p ≤ Cp(δ log(2T
δ
)
)p/2
.
Proof. This is Theorem 1 in [FN10]. 
Lemma 6.3. Assume (2.1), (2.3), (2.4) and (2.5). Then, there exists a constant Cm,
independent of δ, such that
|vΠˇ,i (m1, Ytk , tk)− vΠˇ,i (m2, Ytk , tk)| ≤ Cm|m1 −m2|.
whenever (i,m1, Ytk , tk), (i,m2, Ytk , tk) ∈ Q× RN1 × RN2 × Π.
Proof. We claim that there exist positive constants A and L, independent of δ, such that
the following holds. There exists a sequence of constants {Em,k}Nk=0 such that
|vΠˇ,i (m1, Ytk , tk)− vΠˇ,i (m2, Ytk , tk)| ≤ Em,k|m1 −m2|,(6.1)
whenever (i,m1, Ytk , tk), (i,m2, Ytk , tk) ∈ Q× RN1 × RN2 × Π and such that
Em,N = 0
Em,k = Aδ + Em,k+1(1 + Lδ).(6.2)
To prove this we proceed by (backward) induction on k and we let I(k) = 1 if (6.1) holds
with a constant Em,k whenever (i,m1, Ytk , tk), (i,m2, Ytk , tk) ∈ Q×RN1 ×RN2 ×Π, and if
Em,k is related to the bounds Em,k+1, . . . , Em,N as stated in (6.2). We want to prove that
I(k) = 1 whenever k ∈ {0, . . . , N}. Since vΠˇ,i (m,YT , T ) = 0 for all m, we immediately
see that I(N) = 1. Assuming that I(k+1) = 1 for some k ∈ [0, N−1] we next prove that
I(k) = 1 by constructing Em,k. To do this we first note, simply by the (discrete) DPP,
that
vΠˇ,i (m1, Ytk , tk) = max
j∈Q
{
δpim1tk (fj(·, Ytk , tk)) + Em1,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]
− pim1tk (ci,j(·, Ytk , tk))
+ (1− 1)
[
[δpim2tk (fj(·, Ytk , tk)) + Em2,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]
− pim2tk (ci,j(·, Ytk , tk))
]}
.
Furthermore, by elementary manipulations the above can be rewritten as
vΠˇ,i (m1, Ytk , tk) = max
j∈Q
{
δpim2tk (fj(·, Ytk , tk)) + Em2,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]
− pim2tk (ci,j(·, Ytk , tk))
+ δ
(
pim1tk (fj(·, Ytk , tk))− pim2tk (fj(·, Ytk , tk))
)
+ Em1,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]
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− Em2,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]
− (pim1tk (ci,j(·, Ytk , tk))− pim2tk (ci,j(·, Ytk , tk)))}.
In particular,
|vΠˇ,i (m1, Ytk , tk)− vΠˇ,i (m2, Ytk , tk)| ≤ A1 + A2 + A3,
where
A1 = max
j∈Q
{∣∣∣∣δ (pim1tk (fj(·, Ytk , tk))− pim2tk (fj(·, Ytk , tk)))∣∣∣∣},
A2 = max
j∈Q
{∣∣∣∣Em1,Ytk ,tk [vΠˇ,j (mtk+1 , Ytk+1 , tk+1)]
− Em2,Ytk ,tk
[
vΠˇ,j (mtk+1 , Ytk+1 , tk+1)
]∣∣∣∣},
A3 = max
j∈Q
{∣∣∣∣pim2tk (ci,j(·, Ytk , tk))− pim1tk (ci,j(·, Ytk , tk))∣∣∣∣}.
We now need to bound the terms A1, A2 and A3 with c|m1−m2|. We first treat the term
A1 using the Lipschitz property of fj. Indeed, recalling Corollary 3.1 we first have
pim1t (fj)− pim2t (fj)
=
1
(2pi)N1/2
(∫
RN1
(
fj(m1 + θ
1/2
t z)− fj(m2 + θ1/2t z)
)
exp(−|z|
2
2
)dz
)
.
Hence, by the Lipschitz property of fj we see that
|pim1tk (fj)− pim2tk (fj)| ≤
c1
(2pi)N1/2
∫
RN1
|m1 −m2| exp(−|z|
2
2
)dz ≤ c1|m1 −m2|(6.3)
where c1 is simply the Lipschitz constant of fj. In particular,
A1 ≤ δc1|m1 −m2|.
To treat the term A2 we first note that∣∣∣∣Em1,Ytk ,tk [vΠˇ,j (mtk+1 , Ytk+1 , tk+1)]− Em2,Ytk ,tk [vΠˇ,j (mtk+1 , Ytk+1 , tk+1)]∣∣∣∣2
≤
∥∥∥∥vΠˇ,j (mm1,tktk+1 , Y Ytk ,tktk+1 , tk+1)− vΠˇ,j (mm2,tktk+1 , Y Ytk ,tktk+1 , tk+1)∥∥∥∥2
L2
where (mm1,tktk+1 , Y
Ytk ,tk
tk+1
) and (mm2,tktk+1 , Y
Ytk ,tk
tk+1
) indicate that at tk the processes m and Y
are starting at (m1, Ytk) and (m2, Ytk), respectively. Now, using the induction hypothesis
I(k + 1) = 1, i.e., the Lipschitz property of vΠˇ,i (·, Ytk+1 , tk+1) and vΠˇ,j (·, Ytk+1 , tk+1), we
can conclude that
A2 ≤ Em,k+1
∥∥∥∥mm1,tktk+1 −mm2,tktk+1 ∥∥∥∥
L2
.(6.4)
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Next, using (6.4), the equation for mt and elementary estimates, e.g., see the proof of
Lemma 3.3 in [ACLP12], we can conclude that
A2 ≤ Em,k+1(1 + Lδ)|m1 −m2|
for some constant L independent of δ, m1 and m2. Finally, using the assumption in (2.5)
we see that A3 = 0. Putting the estimates together we can conclude that
|vΠˇ,i (m1, Ytk , tk)− vΠˇ,i (m2, Ytk , tk)| ≤ A1 + A2 + A3
≤ (δc1 + Em,k+1(1 + Lδ))|m1 −m2|
=: Em,k|m1 −m2|
where we have chosen A = c1 in the definition of Em,k. In particular, if I(k + 1) = 1 for
some k ∈ {0, .., N − 1}, then I(k) = 1 and hence the lemma follows by induction. 
Lemma 6.4. Assume (2.1), (2.3) (2.4) and (2.5). Then, there exists a constant CY ,
independent of δ, such that
|vΠˇ,i (mtk , y1, tk)− vΠˇ,i (mtk , y2, tk)| ≤ CY |y1 − y2|.
whenever (i,mtk , y1, tk), (i,mtk , y2, tk) ∈ Q× RN1 × RN2 × Π.
Proof. The proof of the lemma is analogous to the proof of Lemma 6.3 and we here omit
further details. 
Remark 6.1. We emphasize that in this paper the structural assumption (2.5) is only
used in the proof of Lemma 6.3 and Lemma 6.4. These lemmas are then only used in the
proof of Proposition 6.4 stated below. In particular, if Lemma 6.3 and Lemma 6.4 can be
proved without assuming (2.5) all of the remaining arguments go through unchanged.
6.2. Step 1: Controlling E1.
Proposition 6.1. There exist positive constants C11 and C12, independent of δ, such that
|E1| = |vi(mtk , Ytk , tk)− vΠi (mtk , Ytk , tk)| ≤ C11
(
δ log(
2T
δ
)
)1/2
+ C12δ
whenever (i,mtk , Ytk , tk) ∈ Q× RN1 × RN2 × Π.
Proof. Recall that
vi(mtk , Ytk , tk) = sup
µ∈AYtk,i
Emtk ,Ytk ,tk
[ T∫
tk
pimss (fµs(·, Ys, s)) ds
−
∑
tk≤τn≤T
pimτnτn
(
cξn−1,ξn(·, Yτn , τn)
)]
,
and
vΠi (mtk , Ytk , tk) = sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[∫ T
tk
pimss (fµs(·, Ys, s)) ds
−
∑
tk≤τn≤T
pimτnτn
(
cξn−1,ξn(·, Yτn , τn)
)]
.(6.5)
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Using Lemma 6.1 we may assume that N(µ) < ∞. Given µ = ({τn}n≥0, {ξn}n≥0) ∈ AYt,i
we consider the strategy µ˜ = ({τ˜n}n≥0, {ξ˜n}n≥0), where
τ˜n = min{t ∈ Π : t ≥ τn}, ξ˜n = ξn.
Then µ˜ ∈ AY,Πtk,i and it is the Bermudan strategy associated to µ ∈ AYtk,i µ˜ ∈ AY,Πtk,i , see
Definition 1. Using this and (6.5) we see that
vΠi (mtk , Ytk , tk) ≥ sup
µ∈AYtk,i
Emtk ,Ytk ,tk
[ T∫
tk
pimss (fµ˜s(·, Ys, s)) ds
−
∑
tk≤τ˜n≤T
pi
mτ˜n
τ˜n
(
cξ˜n−1,ξ˜n(·, Yτ˜n , τ˜n)
)]
.
Furthermore, since AY,Πtk,i ⊂ AYtk,i we also have that vΠi (mtk , Ytk , tk) ≤ vi(mtk , Ytk , tk).
Putting these estimates together we can conclude that∣∣vi(mtk , Ytk , tk)− vΠi (mtk , Ytk , tk)∣∣ ≤ sup
µ∈AYtk,i
(
E
mtk ,Ytk ,tk
11 (µ) + E
mtk ,Ytk ,tk
12 (µ)
)
where
E
mtk ,Ytk ,tk
11 (µ) = Emtk ,Ytk ,tk
[∫ T
tk
∣∣∣∣pimss (fµs(·, Ys, s))− pimss (fµ˜s(·, Ys, s))∣∣∣∣ds],
E
mtk ,Ytk ,tk
12 (µ) = Emtk ,Ytk ,tk
[ ∑
tk≤τn≤T
∣∣∣∣pimτnτn (cξn−1,ξn(·, Yτn , τn))
− pimτ˜nτ˜n
(
cξ˜n−1,ξ˜n(·, Yτ˜n , τ˜n)
)∣∣∣∣].
Since, by assumption, fi is bounded we immediately see that
E
mtk ,Ytk ,tk
11 (µ) ≤ c sup
i
‖fi‖∞
(
Emtk ,Ytk ,tk
[∫ T
tk
χ{µs 6=µ˜s}ds
])
.
Furthermore, using Lemma 6.1 we see that
Emtk ,Ytk ,tk
[∫ T
tk
χ{µs 6=µ˜s}ds
]
≤ δEmtk ,Ytk ,tk [N(µ)] ≤
[
2T supi ‖fi‖∞
ν
]
δ.
Putting these estimates together we can conclude that
E
mtk ,Ytk ,tk
11 (µ) ≤ c
[
2T (supi ‖fi‖∞)2
ν
]
δ
and this gives the appropriate bound on E
mtk ,Ytk ,tk
11 (µ). To estimate E
mtk ,Ytk ,tk
12 (µ) we first
note that
E
mtk ,Ytk ,tk
12 (µ) ≤ Emtk ,Ytk ,tk121 (µ) + Emtk ,Ytk ,tk122 (µ)
where
E
mtk ,Ytk ,tk
121 (µ) = Emtk ,Ytk ,tk
[ ∑
tk≤τn≤T
∣∣∣∣pimτnτn (cξn−1,ξn(·, Yτn , τn))
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− pimτnτn
(
cξ˜n−1,ξ˜n(·, Yτ˜n , τ˜n)
)∣∣∣∣],
E
mtk ,Ytk ,tk
122 (µ) = Emtk ,Ytk ,tk
[ ∑
tk≤τn≤T
∣∣∣∣pimτnτn (cξn−1,ξn(·, Yτ˜n , τ˜n))
− pimτ˜nτ˜n
(
cξ˜n−1,ξ˜n(·, Yτ˜n , τ˜n)
)∣∣∣∣].
By using that (ξ˜n−1, ξ˜n) = (ξn−1, ξn) by construction, (2.3) (ii), and that (Yτ˜n , τ˜n) is
F Yτn-adapted, we see that there exists a constant c such that
E
mtk ,Ytk ,tk
121 (µ) ≤ cEmtk ,Ytk ,tk
[ ∑
tk≤τn≤T
(|τn − τ˜n|+ |Yτn − Yτ˜n|)
]
≤ cEmtk ,Ytk ,tk
N(µ)
δ + sup
0≤s,u≤T
|s−u|≤δ
|Yu − Ys|

 .(6.6)
We now recall that
Yt = Y0 +
∫ t
0
h(Xr)dr + Ut,
where Ut is a standard m2-dimensional Brownian motion. Hence,
|Yu − Ys| ≤ |Uu − Us|+
∫ u
s
h(Xr)dr ≤ |Uu − Us|+ c|u− s|
since h is a bounded function. Applying Lemma 6.2 gives
Emtk ,Ytk ,tk

 sup
0≤s,u≤T
|s−u|≤δ
|Yu − Ys|

2 ≤ c(δ log(2T
δ
))
+ cδ2.(6.7)
Combining (6.6), (6.7), Lemma 6.1, and the Cauchy-Schwartz inequality we can therefore
conclude that
E
mtk ,Ytk ,tk
121 (µ) ≤ c
(
2T (supi ‖fi‖∞)2
ν
)[(
δ log
(
2T
δ
))1/2
+ δ
]
and this completes the estimate of E
mtk ,Ytk ,tk
121 (µ). Hence, it now only remains to prove
that E
mtk ,Ytk ,tk
122 (µ) ≤ cδ. To start the estimate, recall that pimtt satisfies the Kushner-
Stratonovich equation (3.1), i.e., for 0 ≤ s < t ≤ T and φ ∈ C2b (RN1), we have
(6.8) dpimtt (φ) = pi
mt
t (Hφ)dt+
N2∑
k=1
[pimtt (hkφ)− pimtt (hk)pi(φ)][dY kt − pimtt (hk)dt].
Furthermore, since pimtt is a probability-measure valued process we have for any such φ
that
pimtt (φ) =
∫
RN1
φ(x)pimtt (dx) ≤ Cφpimtt (RN1) = Cφ
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where Cφ denotes the upper bound of φ. We also note, using (6.8), that
E
[
|pimtt (φ)− pimss (φ)|
]
=E
[∫ t
s
(
pimuu (Hφ)−
N2∑
k=1
(pimuu (hkφ)− pimuu (hk)pi(φ))
)
du
]
+E
[∫ t
s
N2∑
k=1
(pimuu (hkφ)− pimuu (hk)pi(φ)) dYu
]
≤Cˆφ|t− s|,
for yet another constant Cˆφ, independent of t and s. Note that essentially Cˆφ only depends
on the C2b (RN1)-bounds of φ and the functions/parameters defining the system for Y . Now,
applying this, with t = τ˜n, s = τn, recalling Lemma 6.1 and that ci,j ∈ C2b (RN1), we can
conclude that
E
mtk ,Ytk ,tk
122 (µ) ≤ cδ.
This completes the proof of the proposition. 
Remark 6.2. If we have no X-dependence on the switching costs, then E122 = 0.
6.3. Step 2: Controlling E2.
Proposition 6.2. There exist positive constants C21, C22, and C23, independent of δ,
such that
|E2| = |vΠi (mtk , Ytk , tk)− vΠˇi (mtk , Ytk , tk)| ≤ C21
(
δ log(
2T
δ
)
)1/2
+ C22δ + C23δ
1/2
whenever (i,mtk , Ytk , tk) ∈ Q× RN1 × RN2 × Π.
Proof. We immediately see that∣∣∣vΠi (mtk , Ytk , tk)− vΠˇi (mtk , Ytk , tk)∣∣∣ ≤ E21 + E22 + E23,
where
E21 = sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[N−1∑
l=k
∫ tl+1
tl
∣∣∣∣pimss (fµtl (·, Ys, s))− pimtltl (fµtl (·, Ytl , tl))∣∣∣∣ds],
E22 = sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[
δ
N−1∑
l=k
∣∣∣∣pimtltl (fµtl (·, Ytl , tl))− pim¯tltl (fµtl (·, Y¯tl , tl))∣∣∣∣],
E23 = sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[ ∑
tk≤τn≤T
∣∣∣∣pimτnτn (cξn−1,ξn(·, Yτn , τn))
− pim¯τnτn
(
cξn−1,ξn(·, Y¯τn , τn)
)∣∣∣∣],
and where m¯, Y¯ denote the Euler discretizations, starting at mtk , Ytk at t = tk, of m and
Y , respectively. The rest of the proof is now a combination of the techniques used in the
proofs of Lemma 6.3 and Proposition 6.1, in combination with standard error estimates
OPTIMAL SWITCHING PROBLEMS UNDER PARTIAL INFORMATION 27
for the Euler approximation. To be more precise, by proceeding along the lines of the
proof of Proposition 6.1 we see that
E21 ≤ c
[(
δ log
(
2T
δ
))1/2
+ δ
]
.
To estimate E22, let
E22,l(µ) := Emtk ,Ytk ,tk
[∣∣∣∣pimtltl (fµtl (·, Ytl , tl))− pim¯tltl (fµtl (·, Y¯tl , tl))∣∣∣∣].
Then
E22,l(µ) ≤ E221,l(µ) + E222,l(µ),
where
E221,l(µ) := Emtk ,Ytk ,tk
[∣∣∣∣pimtltl (fµtl (·, Ytl , tl))− pimtltl (fµtl (·, Y¯tl , tl))∣∣∣∣],
E222,l(µ) := Emtk ,Ytk ,tk
[∣∣∣∣pimtltl (fµtl (·, Y¯tl , tl))− pim¯tltl (fµtl (·, Y¯tl , tl))∣∣∣∣].
Now, using the Lipschitz property of fi, and arguing as in (6.3), we the see that
E221,l(µ) + E222,l(µ) ≤ cEmtk ,Ytk ,tk
[
|mtl − m¯tl |+ |Ytl − Y¯tl |
]
.
In particular,
E22 = δ sup
µ∈AY,Πt,i
N−1∑
l=k
E22,l(µ)
≤ cδEmtk ,Ytk ,tk
[N−1∑
l=k
(
|mtl − m¯tl |+ |Ytl − Y¯tl |
)]
.
Using standard error estimates for Euler approximations, e.g., see [KP92] Section 10.2,
we also have that
Emtk ,Ytk ,tk
[
|mtl − m¯tl |+ |Ytl − Y¯tl |
]
≤ cδ1/2
for all l ∈ {k, . . . , N}. In particular,
E22 ≤ cδNδ1/2 = cTδ1/2.
Finally, repeating the argument for E22, with fi replaced by ci,j, and invoking Lemma 6.1
we also see that
E23 ≤ c
(
2T supi ‖fi‖∞
ν
)
δ1/2
and hence the proof of the proposition is complete. 
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6.4. Step 3: Controlling E3.
Proposition 6.3. There exists a constant C3, independent of , such that
|E3| = |vΠˇi (mtk , Ytk , tk)− vΠˇ,i (mtk , Ytk , tk)| ≤ C3,
whenever (i,mtk , Ytk , tk) ∈ Q× RN1 × RN2 × Π.
Proof. We first note that
|vΠˇi (mtk , Ytk , tk)− vΠˇ,i (mtk , Ytk , tk)|
≤ sup
µ∈AY,Πtk,i
Emtk ,Ytk ,tk
[ ∫ T
tk
∣∣∣pimsˇsˇ (fµsˇ(·, Ysˇ, sˇ))− pimsˇsˇ (fµs(·, Y sˇ , sˇ))∣∣∣ ds
+
∑
tk≤τn≤T
∣∣∣pimτnτn (cξn−1ξn(·, Yτn , τn))− pimτnτn (cξn−1ξn(·, Y τn , τn))∣∣∣ ]
Using a by now familiar argument, based on the Lipschitz property of fi and ci,j, and
(6.3), we see that ∣∣∣pimsˇsˇ (fµsˇ(·, Ysˇ, sˇ))− pimsˇsˇ (fµs(·, Y sˇ , sˇ))∣∣∣
+
∣∣∣pimτnτn (cξn−1ξn(·, Yτn , τn))− pimτnτn (cξn−1ξn(·, Y τn , τn))∣∣∣
≤ cEmtk ,Ytk ,tk
[
|mt −mt|+ |Yt − Y t |
]
for all s ∈ [tk, T ] and for all τn, tk ≤ τn ≤ T . Hence, using the assumption in (5.3), and
Lemma 6.1, we can conclude that
|vΠˇi (mtk , Ytk , tk)− vΠˇ,i (mtk , Ytk , tk)| ≤ c,
and hence the proof of the proposition is complete. 
6.5. Step 4: Controlling E4.
Proposition 6.4. There exists a constant C4, independent of δ and ∆, such that
|E4| = |vΠˇ,i (mtk , Ytk , tk)− vˆΠˇ,i (mtk , Ytk , tk)| ≤ C4
∆
δ
whenever (i,mtk , Ytk , tk) ∈ Q× RN1 × RN2 × Π.
Proof. Recall that Π = Πδ = {0 = t0 < t1 < · · · < tN = T} with |tk − tk−1| = δ. We
claim that there exist positive constants A and L, independent of δ and ∆, such that the
following holds. There exists a sequence of constants {E4,k}Nk=0 such that
|vΠˇ,i (mtk , Ytk , tk)− vˆΠˇ,i (mtk , Ytk , tk)| ≤ E4,k(6.9)
whenever (i,m1, Ytk , tk), (i,m2, Ytk , tk) ∈ Q× RN1 × RN2 × Π and such that
E4,N = 0
E4,k = A∆(1 + Lδ) + E4,k+1, 0 ≤ k ≤ N − 1.(6.10)
We prove (6.9), (6.10) by (backward) induction on k and we say that I(k) = 1 if (6.9)
holds with a constant E4,k whenever (i,mtk , Ytk , tk) ∈ Q × RN1 × RN2 × Π, and if E4,k is
related to the bounds E4,k+1,. . . , E4,N as stated in (6.10). We want to prove that I(k) = 1
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whenever k ∈ {0, ..., N}. Since |vΠˇ,i (mT , YT , T ) − vˆΠˇ,i (mT , YT , T )| = 0 we immediately
see that I(N) = 1. Assuming that I(k + 1) = 1 for some k ∈ [0, N − 1] we next prove
that I(k) = 1 by construct E4,k. Note that A and L are degrees of freedom appearing in
the following argument and the important thing is, in particular, that A and L do not
depend on k. To start the proof, recall the conditional expectation F defined in (5.9) and
the approximate conditional expectation Fˆ defined in (5.11). The recursive scheme (5.12)
can be written as
vˆΠˇ,i (mtk , Ytk , tk) = max
j∈Q
{
δpi
mtk
tk
(fj(·, Ytk , tk)) + Fˆmtk ,Ytk ,tk(vˆΠˇ,j )− pi
mtk
tk
(ci,j(·, Ytk , tk))
}
= max
j∈Q
{
δpi
mtk
tk
(fj(·, Ytk , tk)) + Fmtk ,Ytk ,tk(vΠˇ,j )− pi
mtk
tk
(ci,j(·, Ytk , tk))
+ Fˆmtk ,Ytk ,tk(vΠˇ,j )− Fmtk ,Ytk ,tk(vΠˇ,j )
+ Fˆmtk ,Ytk ,tk(vˆΠˇ,j )− Fˆmtk ,Ytk ,tk(vΠˇ,j )
}
.
Hence,
vˆΠˇ,i (mtk , Ytk , tk) ≤ vΠˇ,i (mtk , Ytk , tk)
+ max
j∈Q
{
|Fˆmtk ,Ytk ,tk(vΠˇ,j )− Fmtk ,Ytk ,tk(vΠˇ,j )|
}
+ max
j∈Q
{
|Fˆmtk ,Ytk ,tk(vˆΠˇ,j )− Fˆmtk ,Ytk ,tk(vΠˇ,j )
}
.(6.11)
Using Lemma 6.3 and Lemma 6.4, we know that
|vΠˇ,i (m1, y1, tk)− vΠˇ,i (m2, y2, tk)| ≤ (Cm + CY )(|m1 −m2|+ |y1 − y2|)
whenever (i,m1, y1, tk), (i,m1, y1, tk) ∈ Q×RN1×RN2×Π. In particular, vΠˇ,i (mt, Yt, tk) is
Lipschitz continuous w.r.t. the (N1 +N2)-dimensional process (mt, Yt) and with Lipschitz
constant independent of k. Now, using this and Lemma 3.4 in [ACLP12] we can conclude
that there exist constants L and C˜4,k+1, independent of δ, ∆, and k, such that
|Fˆmtk ,ytk ,tk(vΠˇ,j )− Fmtk ,ytk ,tk(vΠˇ,j )| ≤ C˜4,k+1∆(1 + Lδ).
Essentially C˜4,k+1 is the Lipschitz constant of v
Πˇ,
i (·, ·, tk+1), i.e., (Cm+CY ). In particular,
(6.12) |Fˆmtk ,ytk ,tk(vΠˇ,j )− Fmtk ,ytk ,tk(vΠˇ,j )| ≤ A∆(1 + Lδ)
where A := c(Cm + CY ) for some harmless constant c. Note that A and L are now fixed
and, in particular, independent of k. Next, by the definition of Fˆ , see (5.11) and (5.16),
|Fˆmtk ,Ytk ,tk(vˆΠˇ,j )− Fˆmtk ,Ytk ,tk(vΠˇ,j )|
≤E
[
|vˆΠˇ,j (mtk+1 , Ytk+1 , tk+1)− vΠˇ,j (mtk+1 , Ytk+1 , tk+1)|
∣∣(mtk , Ytk) ∈ Br].
Hence, using this, and the induction hypothesis I(k + 1) = 1, we can conclude that
(6.13) |Fˆmtk ,ytk ,tk(vˆΠˇ,j )− Fˆmtk ,ytk ,tk(vΠˇ,j )| ≤ E4,k+1.
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Combining (6.11), (6.12) and (6.13), we see that
vˆΠˇ,i (mtk , Ytk , tk)− vΠˇ,i (mtk , Ytk , tk) ≤ A∆(1 + Lδ) + E4,k+1.
By symmetry the same inequality holds for vˆΠˇ,i (mtk , Ytk , tk)− vΠˇ,i (mtk , Ytk , tk) and thus∣∣∣vˆΠˇ,i (mtk , Ytk , tk)− vΠˇ,i (mtk , Ytk , tk)∣∣∣ ≤ E4,k,
with E4,k defined as
E4,k := A∆(1 + Lδ) + E4,k+1.
In particular, (6.9) and (6.10) hold for k and we have proved that if I(k + 1) = 1 for
some k ∈ {0, . . . , N − 1}, then also I(k) = 1. Hence I(k) = 1 for all k ∈ {0, . . . , N}
by induction. Based on (6.9) and (6.10) we complete the proof of the proposition by
observing that, for any k ∈ {0, . . . , N − 1},
E4,k ≤ ∆(1 + Lδ)
N∑
l=k+1
A ≤ c∆
δ
.

6.6. Step 5: Controlling E5.
Proposition 6.5. There exist a constant C51, independent of δ, ∆,  and M , and a
constant C52, independent of δ, ∆, and M , such that∥∥∥vˆΠˇ,i (mtk , Ytk , tk)− v˜Πˇ,,Mi (mtk , Ytk , tk)∥∥∥
L2
≤ C51(1 + C52)
δ
√
Mpmin(T,∆, )
(
1 +
1√
Mpmin(T,∆, )
)
,
whenever (i,mtk , Ytk , tk) ∈ Q× RN1 × RN2 × Π. Here
pmin(T,∆, ) := min
t∈Πδ∩[0,T ]
min
Br⊂D
P
[
(mt, Yt) ∈ Br
]
is a strictly positive quantity.
Proof. pmin(T,∆, ) is strictly positive quantity due to the fact that the domain D
 is
bounded. To prove the proposition we claim that there exist a positive constant A,
independent of δ, ∆,  and M , and a constant B, independent of δ, ∆, and M , such that
the following holds. There exists a sequence of constants {E5,k}Nk=0 such that∥∥∥vˆΠˇ,i (mtk , Ytk , tk)− v˜Πˇ,,Mi (mtk , Ytk , tk)∥∥∥
L2
≤ E5,k(6.14)
whenever (i,m1, Ytk , tk), (i,m2, Ytk , tk) ∈ Q× RN1 × RN2 × Π and such that
E5,N = 0
E5,k =
A(1 +B)√
Mpmin(T,∆, )
(
1 +
1√
Mpmin(T,∆, )
)
+ E4,k+1, 0 ≤ k ≤ N − 1.(6.15)
We prove (6.14),(6.15) by (backward) induction on k and we say that I(k) = 1 if (6.14)
holds with a constant E5,k whenever (i,mtk , Ytk , tk) ∈ Q × RN1 × RN2 × Π, and if E5,k
is related to the bounds E5,k+1,. . . , E5,N , as stated in (6.15). We want to prove that
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I(k) = 1 whenever k ∈ {0, . . . , N}. Again, we immediately see that I(N) = 1. Assuming
that I(k+1) = 1 for some k ∈ {0, . . . , N−1} we next prove that I(k) = 1 by constructing
E5,k. Note that A is a degree of freedom appearing in the following argument and the
important thing is, in particular, that A does not depend on k. To start the proof, given
i ∈ Q we in the following let i˜∗ and iˆ∗ be such that (see (5.12) and (5.15))
v˜Πˇ,,Mi (mtk , Ytk , tk) =δpi
mtk
tk
(fi˜∗(·, Ytk , tk)) + F˜
mtk ,Ytk ,tk
M (v˜
Πˇ,,M
i˜∗ )− pi
mtk
tk
(ci,˜i∗(·, Ytk , tk))
vˆΠˇ,i (mtk , Ytk , tk) =δpi
mtk
tk
(fiˆ∗(·, Ytk , tk)) + Fˆmtk ,Ytk ,tk(vˆΠˇ,jˆ∗ )− pi
mtk
tk
(ci,ˆi∗(·, Ytk , tk)).
Note that i˜∗ and iˆ∗ are not neccessarily equal, at time tk, for (mtk , Ytk). Hence, by
proceeding as in the proof of Proposition 6.4, we see that
v˜Πˇ,,Mi (mtk , Ytk , tk) =δpi
mtk
tk
(fi˜∗(·, Ytk , tk)) + F˜
mtk ,Ytk ,tk
M (v˜
Πˇ,,M
i˜∗ )− pi
mtk
tk
(ci,˜i∗(·, Ytk , tk))
=
{
δpi
mtk
tk
(fi˜∗(·, Ytk , tk)) + Fˆmtk ,Ytk ,tk(vˆΠˇ,i˜∗ )− pi
mtk
tk
(ci,˜i∗(·, Ytk , tk))
+ F˜
mtk ,Ytk ,tk
M (vˆ
Πˇ,
i˜∗ )− Fˆmtk ,Ytk ,tk(vˆ
Πˇ,
i˜∗ )
+ F˜
mtk ,Ytk ,tk
M (v˜
Πˇ,,M
i˜∗ )− F˜
mtk ,Ytk ,tk
M (vˆ
Πˇ,
iˆ∗ )
}
≤vˆΠˇ,i (mtk , Ytk , tk) + max
j∈Q
∣∣∣F˜mtk ,Ytk ,tkM (vˆΠˇ,j )− Fˆmtk ,Ytk ,tk(vˆΠˇ,j )∣∣∣
+ max
j∈Q
∣∣∣F˜mtk ,Ytk ,tkM (v˜Πˇ,,Mj )− F˜mtk ,Ytk ,tkM (vˆΠˇ,j )∣∣∣ .
In particular, by symmetry we can use this inequality to conclude that∣∣∣vˆΠˇ,i (mtk , Ytk , tk)− v˜Πˇ,,Mi (mtk , Ytk , tk)∣∣∣ ≤ EΠˇ,,M51,k + EΠˇ,,M52,k ,
for all i ∈ Q, where
EΠˇ,,M51,k = max
j∈Q
∣∣∣F˜mtk ,Ytk ,tkM (vˆΠˇ,j )− Fˆmtk ,Ytk ,tk(vˆΠˇ,j )∣∣∣ ,
EΠˇ,,M52,k = max
j∈Q
∣∣∣F˜mtk ,Ytk ,tkM (v˜Πˇ,,Mj )− F˜mtk ,Ytk ,tkM (vˆΠˇ,j )∣∣∣ .
In particular,∥∥∥vˆΠˇ,i (mtk , Ytk , tk)− v˜Πˇ,,Mi (mtk , Ytk , tk)∥∥∥
L2
≤
∥∥∥EΠˇ,,M51,k ∥∥∥
L2
+
∥∥∥EΠˇ,,M52,k ∥∥∥
L2
,(6.16)
and, hence, we need to find proper bounds for
∥∥∥EΠˇ,,M51,k ∥∥∥
L2
and
∥∥∥EΠˇ,,M52,k ∥∥∥
L2
. Firstly, to
bound
∥∥∥EΠˇ,,M51,k ∥∥∥
L2
we can simply apply Lemma 3.6 of [ACLP12] to conclude that
∥∥∥EΠˇ,,M51,k ∥∥∥
L2
≤ A˜(1 + B˜)√
Mpmin(T,∆, )
(
1 +
1√
Mpmin(T,∆, )
)
,(6.17)
where A˜ is independent of δ, ∆,  and M , while B˜ is independent of δ, ∆, and M .
Furthermore, A˜ and B˜ are independent of k. Secondly, to bound
∥∥∥EΠˇ,,M52,k ∥∥∥
L2
we first
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note, by definition (5.14), that∣∣∣F˜mtk ,Ytk ,tkM (v˜Πˇ,,Mi )− F˜mtk ,Ytk ,tkM (vˆΠˇ,i )∣∣∣ = R∑
r=1
Γr,MBr(mtk , Ytk , tk)
where
Γr,M =
1
M
∑M
`=1
(
v˜Πˇ,,Mi (m
`
tk+1
, Y `tk+1 , tk+1)− vˆΠˇ,i (m`tk+1 , Y `tk+1 , tk+1)
)
I{(m`tk ,Y `tk )∈Br}
1
M
∑M
`=1 I{(m`tk ,Y `tk )∈Br}
.
Hence, using the induction hypothesis I(k + 1) = 1 we see that∥∥∥EΠˇ,,M52,k ∥∥∥
L2
≤ E5,k+1.(6.18)
We now let A := A˜, B := (1 + B˜) and define
E5,k :=
A(1 +B)√
Mpmin(T,∆, )
(
1 +
1√
Mpmin(T,∆, )
)
+ E5,k+1.
Then, using (6.16), (6.17) and (6.18) we conclude that∥∥∥vˆΠˇ,i (mtk , Ytk , tk)− v˜Πˇ,,Mi (mtk , Ytk , tk)∥∥∥
L2
≤ E5,k,
whenever (i,mtk , Ytk , tk) ∈ Q × RN1 × RN2 × Π. In particular, (6.14) and (6.15) hold
for k and we have proved that if I(k + 1) = 1 for some k ∈ {0, . . . , N − 1}, then also
I(k) = 1. Hence I(k) = 1 for all k ∈ {0, . . . , N} by induction. Based on (6.14) and (6.15)
we complete the proof of Proposition 6.5 by observing that, for any k ∈ {0, . . . , N − 1},
E5,k ≤
N∑
l=k+1
A(1 +B)√
Mpmin(T,∆, )
(
1 +
1√
Mpmin(T,∆, )
)
≤ T A(1 +B)
δ
√
Mpmin(T,∆, )
(
1 +
1√
Mpmin(T,∆, )
)
.

Remark 6.3. As can be seen from Propositions 6.1 – 6.4, errors E1 to E4 are obtained
in the pathwise sense, because these approximations are constructed for each path of
(mt, Yt). However, recalling Subsection 5.5, at time tk, the FYtk -adapted Fˆ , defined in
(5.11), is approximated by F˜M as in (5.14). The corresponding regression coefficient
λ˜Mtk,r is a Monte Carlo type approximation of λˆtk,r constructed by using M independent
trajectories (m`tk , Y
`
tk
)M`=1 of the process (m¯tk , Y¯tk). Therefore, instead of in the pathwise
sense, E5 is controlled in the associated L
2-norm, at each tk. In addition, since the sample
mean approximations are done independently of each other, and backwards in time, the
error at time tk is controlled by the sum of errors at later time steps. This is the statement
of Proposition 6.5.
6.7. The final proof of Theorem 6.1. Combining the error bounds obtained in Propo-
sitions 6.1 – 6.5 with tk = 0 proves Theorem 6.1.
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Description Symbol Value Description Symbol Value
Amount of information G 1 # paths M 5000
Volatility of signal C 1 Time horizon T 1
Drift of signal F 0 Time step δ 1/730
Cost of opening c0,1 0.01 # basis functions R 100
Cost of closing c1,0 0.001 X0 mean m0 0
Running payoff state 1 f1(x) x X0 variance θ0 0
Running payoff state 2 f0(x) 0 Y0 y0 0
Table 1. Parameter values
7. A numerical example
In this section we present a simplistic numerical example showing some of the features
stemming from our set up with only partial information. In particular, we consider our
optimal switching problem under partial information with two modes, i ∈ Q = {0, 1}, and
we use the numerical scheme proposed and detailed in the previous sections to estimate
vi(m0, θ0, Y0, 0). To simplify the presentation, we will only focus on the value function
starting in mode 1, i.e., we will here only estimate v1(m0, θ0, y0, 0). We will in this section
slightly abuse notation and let v1 denote both the true value function v1 as well as its
approximation v˜Πˇ,,M1 . The interpretation should be clear from the context. We consider
constants parameters and, if nothing else is specified, the parameters laid forth in Table
1 are the ones used in the simulations.
We emphasize that although the following example may seem simplistic, the numeri-
cal scheme proposed can handle general Kalman-Bucy type partial information optimal
switching problems. The reason for making a rather crude choice of parameters is twofold.
Firstly, using only limited computational power, we wish to keep our numerical model sim-
ple to limit the computational time required. With the data presented in Table 1, and
with no effort to optimize the code, the average time for a simulation was about two
minutes (per grid point) on a standard laptop PC, and it took around 24 hours to gen-
erate the figures in this section. Secondly, we think that the specific features of partial
information are made more clear with few modes and constant parameters.
7.1. Comparison with a deterministic method. Although the numerical scheme pro-
posed here is shown to converge to the true value function (1.6), the rate of convergence is
not clear from the above. Therefore, to check the validity of our model with 5000 paths,
100 basis functions and δ = 1/730, we compare the results produced by our numerical
scheme with the results in [O14], where a deterministic method based on partial differen-
tial equations is used to solve the optimal switching problem under partial information.
For the parameter values given in Table 1, the relative error between the deterministic
solution in [O14] and the numerical scheme proposed here is less then 2.5%, when calcu-
lating v1, see Table 2. This indicates that the number of simulated paths, time steps and
basis functions considered in this example are large enough to give a reasonable estimate
of the value function.
7.2. The influence of information. We now turn to study the dependence of the value
function v1 on the amount of available information, the latter being determined through
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m0 PDE method ([O14]) Simulation method Error Error (% of v1)
-0.5 0.0627 0.0621 0.0006 0.96
0 0.7897 0.8078 0.0181 2.3
0.5 5.0351 5.1019 0.0668 1.3
Table 2. Comparison between PDE- and simulation methods for different m0.
the function Gt defining h, see (3.2). Larger G means more information while smaller G
means less information. As shown by Figures 1, 2 and 3 (a), the value function increases as
the amount of available information increases. The reason for this behaviour is intuitively
clear. When the amount of information increases, it becomes easier for the controller
to make the correct decision concerning when to open/close the facility, increasing the
possible output of the facility. For comparison, consider the case with no switching costs,
i.e., c1,0 = c0,1 = 0. It is intuitively clear that the optimal strategy is then to open
the facility as soon as the underlying Xt is positive and to close as soon as it becomes
negative. If the controller has full information, he knows exactly when the signal switches
sign and can thus implement this strategy. However, when the observation of the signal
Xt is noisy, the possibility of making correct decisions decreases and, consequently, the
value v1 decreases. Note that the case G = 0 yields v1(m0, 0, 0, 0) = m0T , since G = 0
implies
E[Xt FYt ] = E[Xt FY0 ] = m0 = 0,∀t ∈ [0, T ].
The limiting cases G =∞ (full information) and G = 0 (no information) give upper and
lower bounds, respectively, for the value function v1.
It can also be seen from Figure 3 (a) that, for fixed volatility C of the underlying process,
the volatility being determined through the function Ct in (3.2), the value function is
concave as a function of G. When G = 0, there is no information about the underlying
signal in the observation. In other words, we only observe noise. As mentioned above, the
more information about the underlying we know with certainty, the more valuable it is
for the decision making. This phenomenon is even more significant when the proportion
of the information contained in Y is relatively small compared with the noise (i.e. when
G is small). This is because when G is small, increasing G increases the ratio between
information and noise (in the observation) much faster than when G i large. In other
words, for small G the value function should increase more rapidly.
As G becomes larger, the percentage of information in Y becomes larger, and our
problem starts to resemble that of complete information (G =∞). In this case, increasing
G by a small amount may not have a noticeable effect in the observation, i.e., the ratio
between the underlying and the noise in the observation becomes stable when G is large.
This means that the observation Y will not change as significantly as before when G
increases, leading to the flattening of the value function v1 seen in Figure 3 (a).
7.3. The influence of volatility of the underlying signal X. As for the amount
of available information, the value function v1 is monotonically increasing with respect
to the volatility of the underlying signal. This behaviour comes from the fact that the
possible gain increases when the chance of the signal being high increases, while the risk of
making big losses is eliminated by the possibility for the controller to turn the facility off
(it is here relevant to compare to the monotonicity of the value function of an American
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G=0
G=24
Figure 1. v1(m0, 0, 0, 0) for G ∈ {0, 2−4, 2−3, . . . , 24}.
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Figure 2. v1(0, 0, 0, 0) as a function C and G.
option). In total, this makes the value function increase. Similarly to the above, C = 0
yields v1 = 0, since C = 0 implies Xt = m0 = 0,∀t ∈ [0, T ]. This is also confirmed by the
figures.
Figure 3 (b) shows the intersections of Figure 2 (a) and (b) at G = 1 and it indicates
that v1 is a convex function of C for G fixed. In this case, the volatility of the underlying
X varies, but the proportion of the information of X contained in the observation Y
stays unchanged. C = 0 means that the underlying X is deterministic, in this case the
observation Y is useless because X can be known deterministically from its initial value
and its deterministic dynamics.
When we increase C, the underlying process X becomes random, which means that we
are not able to determine the position of X merely from its initial data. In this case the
observation Y begins to play a role as it contains information about the now unknown
signal X. The value function v1 should become larger as C increases, as the volatility
of X can make it grow significantly, and this growth can be exploited by the manager
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Figure 3. Cross sections of Figures 2 (a) (solid) and 2 (b) (dashed).
thanks to the information obtained through the process Y . The impact of observing Y is
not dramatically significant for small values of C as for small C, the unknown X is only
modestly volatile and can be well estimated by considering only the deterministic part of
its dynamics. However, when C continues growing, making X more and more volatile, less
and less of the signal X can be known based only on its initial values. The observation Y
hence becomes increasingly important as it provides insight on how to optimally manage
the facility in a now highly volatile environment. This explains the convexity of the curves
in Figure 3 (b).
7.4. Influence of the drift of the underlying process. In the discussion above, the
drift F of the underlying signal process is assumed to be 0. We conclude this numerical
example by briefly discussing the impact of the drift of the underlying signal, i.e., what
happens when the drift F 6= 0. In the case of constant coefficient functions exemplified
here, we will assume that F = 1. Obviously, a positive drift of the signal should have a
positive impact on the value function v1 since f1 is monotonically increasing in x. This
behavior is also observed in Figure 2 (b) and Figure 3.
8. Summary and future research
In this paper we introduced and studied an optimal switching problem under partial in-
formation. In particular, we examined, in detail, the case of a Kalman-Bucy system and
we constructed a numerical scheme for approximating the value function. We proved the
convergence of our numerical approximation to the true value function using stochastic
filtering theory and previous results concerning full information optimal switching prob-
lems. Through a numerical example we showed the influence of information on the value
function, and after comparison with a deterministic PDE method we could conclude that
our numerical scheme gives a reliable estimate of the value function for computationally
manageable parameter values.
It should be noted that, although we obtain the complete convergence result for the
Kalman-Bucy setting, parts of the analysis does not rely on the linear structure. To
the authors’ knowledge, the difficulties of extending the complete result to the non-linear
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setting are twofold. Firstly, we rely heavily on the Gaussian structure and explicit ex-
pression of the measure pi to obtain the Lipschitz continuity of the value function, and
the Lipschitz property is crucial in the subsequent convergence proof. For the general
non-linear setting, however, we do not explicitly know the distribution pi and are not able
to ensure Lipschitzness. Secondly, apart from the temporal parameter t, in the Kalman-
Bucy setting the value function depends only on three parameters, m, θ and Y . However,
in the non-linear setting, we may have to use the particle method to approximate pi and
subsequently construct the value function based on this approximating measure. In this
case the number of parameters that the value function will depend on will be at least
equal to the number of particles in the approximating measure. Hence, the numbers of
parameters may not be fixed and can be arbitrarily large in this non-linear setting.
The two problems discussed above are challenges when generalizing our analysis to
the non-linear setting and naturally lead to interesting directions for future research. To
be specific, in future studies we intend to extend our study to the non-linear setting
and, in this generalized setting, develop a computationally tractable numerical scheme
for estimating the value function.
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