We consider quantized motion of neutral atoms cooled below the recoil limit in a quadrupole magnetostatic trap.
INTRODUCTION
This is a study of quantized atomic motion in the quadrupole (two-coil) magnetostatic trap. At present, the energy regime for which quantization is significant is below the lowest temperatures attained. However, in view of recent surprising, progress in cooling neutral atoms, 1 Bose-Einstein condensation of trapped atoms 4 into the lowest quantum level and also with regard to possibilities for overcoming Zeeman broadening of spectroscopy transitions of the magnetically trapped atoms.
The peculiar aspect of atomic motion in a magnetostatic trap that makes the problem nontrivial is the possibility of Majorana transitions from one Zeeman sublevel to another, occurring as the atom moves through a field that varies in magnitude and direction over space. As long as the field magnitude is sufficiently large that the Larmor precession period is short compared with the time in which the atom sees a significant change of field direction, the atom remains in the Zeeman sublevel that is trapped.
Hence Majorana transitions can essentially be avoided in traps with a nonzero minimum, such as Ioffe-type configurations 5 6 (in which straight conductors produce fields that confine axially and coils are used for longitudinal confinement) and the baseball coil trap. 6 The quadrupole trap 7 possesses certain advantages that make it worthy of study even though the Majorana transition problem is raised most severely. The construction of quadrupole (two-coil) traps is relatively simple, and the quantum levels are spaced farther apart than in the Bimin 3, 0 traps because the potential varies linearly near the center rather than quadratically. For quadrupole traps, however, the zero of field at the center necessarily leads to a violation of the adiabaticity condition. The possibility of detecting Bose-Einstein condensation in such a trap therefore depends on whether the decay rate out of the lowest level is rapid compared with the time of observation. Also, the intrinsic linewidth of the trap quantum states will affect the theoretical minimum width of spectroscopic and clock transitions of atoms in the trap.
Aside from practical implications, the new questions of physics that arise provide another motivation for studying the quantization of motion in the trap. Because the forces in a magnetostatic trap depend on the atom's internal spin, the traditional factorization of space and spin variables does not apply, so there are certain challenges to mathematical physics. A stimulus to facing these questions arises from the recently developed experimental techniques actually to observe transitions between Zeeman sublevels of trapped atoms, using optical detection. 8 These techniques may be suitable for detecting the quantized levels, provided that the temperature of the trapped atoms is low enough.
The present study is preliminary in several respects. Atoms with an internal spin of 1/2 are the primary subject of study, although as of now no such atoms have been trapped. Even hydrogen has total spin (nuclear spin plus electron spin) of 0 or 1, while rubidium and sodium have total spins of 1 to 4 in the ground electronic state. The problem presented by atoms with spins larger than 1/2 requires more channels and more time-consuming calculations. It was believed most important to deal first with the basic issues simply in the context of the S = 1/2 atoms. However, results for spin 1 and spin 2 in an approximation that neglects transitions to untrapped, continuum states are presented. Other questions that we do not discuss are the spectral intensities that one might observe in microwave transitions from one hyperfine level to another and the means of cooling atoms within the trap to a temperature such that the spectral lines are not impossibly dense.
Although there are relatively few cases in which space and spin do not factorize, there is an approximate analogy with molecular potential curves, in which the energy depends on 0740-3224/89/112249-08$02.00
© 1989 Optical Society of America the orientation of the spin and angular momentum with respect to the molecular axis. The coupled linearly rising and falling effective potentials in the trap are somewhat analogous to crossings of molecular potential curves, which can lead to quasi-stable states above the crossing. 9 In fact, the numerical methods employed here originate in research on diatomic potential problems. (Atom traps have been referred to as "one atom molecules." 10 ) Other related problems are posed by the motion of atoms with spin through spatially varying fields in connection with Majorana transitions," 1 detailed models of the Stern-Gerlach effect, 2 13 and certain phenomena in neutron interferometry. 4 "1 5 These discussions touch on certain facets of the problem of interest here.
THE HAMILTONIAN
The interaction energy for a trapped atom is given by
where ;t is the magnetic moment of the atom. For purposes of this discussion, the total (internal) angular momentum of the atom is denoted here by the operator S, which is normally used to denote the electron spin only. S, which is normally denoted F, is composed of electron spin Se, nuclear spin IN, and possibly electron angular momentum Le:
Hence, in terms of the Bohr magneton B, and the atomic g factor gs = gF,
The orbital angular momentum of the atom about the trap center is denoted L (no subscript), while J = L + S represents the total angular momentum of the atom about the trap center.
For the quadrupole trap, shown schematically in Fig. 1 , the components of magnetic field near the origin may be written 6 in terms of the field gradient near the origin, denot- 
For an atom of mass M, the Schrbdinger equation for a trapped atom is
This reduces to a dimensionless form on the introduction of scaled variables r -xor, E -eoE, and a reduced field vector, b = B/ar:
In constructing solutions to Eq. (6), it is useful to note that the conserved quantity is Mj = Ms + ML, the sum of the internal and center-of-mass angular momentum along the coil axis.
The trap units that one obtains are
These quantities indicate the general scale of the quantum states and hence are of interest even apart from the detailed solution. Attainable values for the field gradient a are 100 G/cm for conventional magnets and possibly 1000 G/cm for superconducting magnets. xo and eO depend on gs through A and hence on the symmetry of the atomic state. Values for xo and o for a = 100 G/cm are listed in Table 1 for the ground states of hydrogen and the alkali atoms and for the 2 3 S state of helium, which has also been proposed for trapping.1 6 A trap energy unit of 2 kHz corresponds to -0.1 /iK, so the temperature scale is extremely low in all cases. As the above expressions indicate, a lighter atom will have more widely separated quantum levels but only proportional to M-l/ 3 .
On the other hand, the recoil energy [Erecoil = h/(2MX 2 ) Hz, in frequency units, for a resonance transition of wavelength XI for laser cooling is inversely proportional to atomic mass.
Hence the better ratios of trap unit to recoil energy happen to be for the heavier atoms, as shown in Table 1 . A steeper field gradient increases the unit of energy by a 2 / 3 . The structure of the trap quantum levels depends also on the multiplicity of the trapped state, 2S + 1, as discussed below.
By applying an appropriate sequence of rotation operators, it is possible to diagonalize the potential matrix in Eq. (6) . This approach is discussed in Section 4 and will be useful for computing discrete eigenfunctions and eigenvalues neglecting transitions to untrapped sublevels.
Diagonalizing V, however, does not simplify the solution of Eq. (6) when continuum levels are included. As discussed below and in Appendix A, such a transformation introduces a singularity at the origin for M = states. These states have nonzero probability at the origin where the probability of Majorana transitions is unity. And for states with Mj > S. an additional diagonalization of V is necessary to define the asymptotic form of the wave function components. In Ms(a) and ML(a) are uniquely determined by a and Mj.
For example, for S = 1/2, Ms(±) = + 1/2, so ML(i) = Mj =F 1/ 2. With spinor indices, the potential matrix in Eq. (6) takes the form (13) rb S = rV (6, 
the approach described in Section 3, the L, M matrix representation of V is obtained before diagonalization.
One question that arises in considering the motion of atoms in a magnetic field is the possibility of multivaluedness in the phase of the wave function owing to phase accumulation in successive orbits, as discussed by Berry' 7 in other contexts. For purposes of the present discussion, however, it can be shown that this interesting phenomenon is not relevant.
CALCULATION OF THE ASYMPTOTIC PHASE-SHIFT MATRIX
In this section we develop a general formalism and occasionally specialize to the case S = 1/2 for clarity. Since Eq. (6) includes spin operators, the wave function I will contain spinors, denoted 7. Our notation will follow standard usage:
For S = 1/2,
Contraction over spinor indices gives In1(alfn(ae) = (a', a).
The product qtA of a spinor with a matrix over spin space will be understood as
We obtain coupled equations in r by introducing Eqs. (12) and (13) into Eq. (6), followed by multiplication on the lefthand side by rY[L', ML(a'); , ]X1(a')t, then integration over 0, 0 and contraction over the spinor indices, using Eqs. (10) and (11) . Explicitly,
The matrix V(6, O)a'a becomes a matrix over L, VLa',La. For S = 1/2, with a = +, the matrix elements are
and
The Schrodinger equation that results may be written com-
a).
We can now write V/t as a spinor times an expansion whose terms contain radial wave functions and spherical harmonics:
If the expansion (12) involves N, values of La, R becomes an Nc X N, matrix that we take to be diagonal in the limit r -0.
In the limit r -0, where rV is negligible and the L(L + 1)r-2 term from V 2 dominates, the RLa basis is convenient. On the other hand, for the limit r -a, the asymptotic phase shift and normalization factors are more easily computed with the help of a frame transformation that diagonalizes VL,,L,. In the following expression, i, j, and k denote direct product combinations of L and a: The corresponding transformation of the diagonal D m, term leads to a nondiagonal matrix C: (21) tion of the y matrix was by transformation to the Ricatti equation in y. The Ricatti equation corresponding to the Schrodinger equation (24) is
Thus, for the transformed state vectors , where
the Schr6dinger equation becomes
[dr 2 r jk(4 0 is also an Nc X N, matrix.
Asymptotically, each element of 0 is a linear combination of the Ai and Bi solutions to the Airy equation, with arguments determined by the eigenvalues Aii of V: 
where Bi and Ai are diagonal matrices and the matrices A and B approach constant values as r -. The numerical solution of Eqs. (19) - (24) is complicated by the stiff problem: When rapidly rising and oscillatory components are coupled together, the more rapidly rising components tend to dominate, leading to loss of numeric information about other components. In the present context, two remedies developed by Johnson 8 ,' 9 apply. In either case the useful information is contained in the log-derivative matrix, y = f tk'. Using relation (26) , one can write
where K = AB-1. In Eq. (27) , primes denote differentiation with respect to r, and we have abbreviated the arguments of the Airy functions:
. K may be partitioned into submatrices that span the open and closed channels and connect these two manifolds:
Johnson's algorithm for numerical solution of the Ricatti equation 8 has been widely used in atomic physics. 20 The second method is known as the "renormalized Numerov method,"' 9 in which the Schrodinger equation is solved effectively for the ratio of the wave function at two successive mesh points. The log-derivative matrix, y, is obtained from this ratio. By successive multiplications, it is possible to recover , but when this is done the rapidly rising components again dominate, so eventually the columns of 0 become dependent, and information about other components is lost. Because it is necessary to integrate to the asymptotic limit such that the off-diagonal terms in Cr-2 are negligible to obtain correct normalization, we have not been able to obtain reliable wave functions by the renormalized Numerov integration method. However, K matrices obtained by the two methods agree well.
To obtain good estimates for the asymptotic value of the phase shifts, bij = tan-'K(r)ij is obtained at three sufficiently large values r, and then a power-law extrapolation of the form (r) = a + br'f is used. For large Lmax [Eq. (12) for six through nine channels but had to be decreased as the number of channels increased. With more channels, Nc, the matrix inversions required for each step, can be expected to increase CPU requirements approximately as NC 2 . However, since the integration must go to larger values of r with larger Lmax:, and also the increment must decrease, the computational expense increases at least as N, 3 . With N = 6, integration for each energy value required -20 sec of IBM 3090 CPU time.
The standard theory of scattering in spherically symmetric central potentials that tend to a constant as r provides a method of identifying resonance states from the 
Futhermore, it can be shown that, with the above defini-
tions, Koo is obtained from only the open-open submatrix of y and from the open-channel Airy functions: Koo = [Ai'(r) -y(r) 00 Ai(r)]j'[y(r) 00 Bi(r) -Bi'(r)]. (30)
The first method presented by Johnson' 8 for the computa- behavior of the asymptotic phase shift, . 6 may be represented by a slowly varying background term plus terms that rise by 7r as the energy passes through a resonance: pendent channels) of Eq. (24) are coupled by the r- 2 terms, similar to the coupling of J, L channels in quantum-defect theory by core interactions and spin-orbit effects. The plot of eigenphases as a function of energy in Fig. 2 resembles plots of phase shifts in strongly coupled multichannel situations, either in quantum-defect analyses or in atomic scattering theory.
2 ' The solid curve represents a fit to the computed points with a function obtained by diagonalizing a model matrix of eigenphase shifts. The diagonal elements in this matrix were given a linear variation with energy plus a resonance term of the form given in Eq. (32) for one channel. The model also includes coupling terms between the resonance channel and the others. Figure 2 shows that the data fit this model quite well. This model appears to be similar to that discussed by Burke et al., 22 Macek," and Hazi2 4 in connection with multichannel atomic scattering. The contribution of the various asymptotic channels to the resonance wave function is indicated by the fitted coupling elements or by the spacings between the 6(E) functions for each eigenphase. 23, 24 However, for purposes of extracting resonance parameters it is simpler to consider the sum of eigenphases, which has been shown by Hazi2 4 to obey the expression for the singlechannel phase shift, Eq. (32). Again the background term varies linearly with energy. Figure 3 shows an example of a fit to the eigenphase sum over a wider region of energy for the same S = 1/2, Mj = 5/2 manifold portrayed in Fig. 2 . By adjusting the energy and width for each resonance and two parameters for bg, an excellent fit to the sum of the eigenphases is usually obtained.
We found one puzzling case, the lowest resonance in the Mj = 3/2 manifold, in which the phase shifts exhibit a sharp dip rather than a jump. This appeared only when an odd number of channels was used in the calculation. For S = 1/2 atoms, an odd number of channels implies that Lmax is the same for the two Ms components, while with an even number of channels the number of L terms in each spinor component is the same. For all other resonances, the phase shifts obtained with an odd number of channels exhibited the same behavior as shown in Fig. 3 , and the sum of the eigenphases could be fitted to Eq. (32).
A test of the convergence of the above computational procedure with the number of channels is shown in Fig. 4 for the lowest resonance with MJ = 5/2. In Fig. 4 the calculated resonance energy values fall well within the width if more than six channels are used for the calculation. Higher-lying resonances of course will contain more high-L character and therefore converge more slowly.
CALCULATION OF DISCRETE QUANTUM LEVELS IN THE ADIABATIC APPROXIMATION
As we mentioned above, it is possible to diagonalize the potential matrix that occurs in Eq. (6) by applying a succession of rotation operators:
where
where Ei is the energy and ri the width of resonance i. In this case, the asymptotically independent solutions (indein which 
6(MS, Ms'). (36)
The transformation of the kinetic energy term by U(0, 0) results in several additional terms proportional to r 2 , as shown in Appendix A. Some of these terms couple states of different MS and hence introduce nonadiabatic effects that lead to ejection from the trap. If one ignores the discretecontinuum coupling terms in UtV2U, energies and wave functions for purely discrete quantum levels may be computed rather easily. The diagonal terms in Utv 2 Uhave the effect of adding a repulsive potential proportional to r 2 in addition to L(L + 1)r 2 , the usual centrifugal repulsive potential. These additional repulsive terms can be understood as decreasing the probability that an atom passes near the origin without a change of MS, defined with respect to the local field direction.
Although VD is not separable in any coordinate system, the separable part may be considered a zeroth-order Hamiltonian and the nonseparable part a perturbation. We have used both a cylindrical and a spherical coordinate representation for this calculation. In spherical coordinates, the solution procedure again involves an expansion of the form given in Eq. (10) where the radial wave function is now denoted S(r) to distinguish it from the solution to Eqs. (14) and (Ms) denotes the spinor component. The various possible eigenfunctions are denoted k. For a manifold of given MJ,
i=OJ (38) where fi, i = 1, 8 are given in Appendix A and
so that G is diagonal in Ms.
The discrete states are obtained by first taking the diagonal elements of Eq. (30) as a zeroth-order Hamiltonian potential term:
From this potential, one computes a series of eigenfunctions for each Ms > 0 and each L ) ML, where ML = Mj -Ms, up to some cutoff energy and some cutoff Lmal. All the nondiagonal terms in F and G are then evaluated between these basis functions and introduced into a Hamiltonian matrix, which is diagonalized to obtain the eigenenergies. In computing the lowest eigenvalues of several S, Mj manifolds presented below, we have used typically 5 L values in the sum and 50 basis functions. The basis functions were computed with the Numerov integration method, with typically 2000 grid points. Although the limit as cutoff energy and L become large is difficult to establish analytically, convergence appears to be satisfactory.
RESULTS AND CONCLUSION
Resonance energies and widths for S = 1/2 atoms in a quadrupole trap are shown in Fig. 5 for various values of Mj, the component of total angular momentum around the symmetry axis. The hatched regions denote the boundaries E, + r1/2. For each Mj manifold except M = 1/2, the results for discrete energies from the purely adiabatic approach are indicated to the left of the resonances. It is curious that the effect of the continua is to raise the energies by roughly a constant amount. For M = 1/2, singularities in the matrix elements (see above and Appendix A) preclude a calculation with the adiabatic approach.
One important conclusion from Fig. 5 is that, even for some M = 1/2 resonances, the widths are less than the spacing. For higher Mj, the widths are relatively narrower because the atoms avoid the B = 0 point at the origin where nonadiabatic transitions occur. The widths for a given Mj manifold exhibit only statistical fluctuations about a mean value that depends on Mj approximately as 0.5 X 3(-Mj) (to within a factor of 2). Hence the quantum levels should be resolvable, with narrow resonances of higher Mj standing on broader resonances of lower Mj. The level structure could probably be observed, for example, by optical detection of microwave transitions from one hyperfine level to another, similar to means used recently to detect resonance transitions between Zeeman sublevels of a single hyperfine level. 8 The spectral transition intensities, which are not calculated in the present study, will depend on the average orientation of the spin with respect to the microwave magnetic field. Clearly, the density of resonance transitions will be formidable unless the trapped atoms are cooled to a temperature corresponding to no more than the trap energy unit, dis-ing continuum interactions, we present in Fig. 6 the discrete energies for S = 1 and S = 2 to indicate the spacing of the trap quantum levels for alkali atoms. We do not have results with the many-channnel coupled equations for these cases, so widths cannot be given. For S = 2, the lowest energy levels are predominantly Ms = 1. At energies approximately three units above the lowest level of each manifold, the energy-level density increases relative to the S = 1 distribution owing to the onset of the Ms = 2 resonances. That the first excitation energy is always approximately 0.5 unit reflects the definition of trap unit of energy [Eqs. (7)].
Similar computational methods could be used for IBimin d 0 traps, which have a quadratic rather than a linear potential variation near the center, in order to determine the loss rate cussed in connection with Table 1 . It is a matter of conjecture whether evaporative cooling, which has been used for trapped spin-aligned hydrogen atoms, 25 can be used to cool atoms in the quadrupole trap below the recoil limit.
With regard to the possibility of observing narrow spectroscopic transitions between quantum levels in the trap, we note that if the trap energy unit is 2 kHz, the widths of the Mj = 9/2 levels, for example, are '10 Hz (0.005 trap unit).
This might be compared with 50-Hz line widths that have been obtained with cold cesium atoms in free fall 26 or with 2-Hz linewidths obtained in fountain experiments with cold sodium atoms. 27 Linewidths for higher Mjlevels in the trap will be narrower, but if there is thermal equilibration between different Mj values the fractional populations will be less. However, if the kinetic energy of atoms in the trap can be reduced without relaxing Mj, then the stabler levels will have relatively more population.
The resonance widths also establish a time scale for the study of Bose-Einstein condensation in a quadrupole trap.
Again for a trap energy unit of 2 kHz, the width of the lowest M = 1/2 resonance of 0.13 trap unit corresponds to a decay time of 0.6 msec, which must be long compared with the cooling process. Although this time is indeed long compared with optical cooling time scales, it is probably slow compared with the time required for evaporative cooling. If one can produce Bose-Einstein condensation into the lowest level of a manifold of higher Mj, the time scale can be considerably lengthened.
In view of the correlation for S = 1/2 and Ms > S between the discrete eigenvalues and the resonance energies includ- Unlike usual rotation operators that commute with the Laplacian, this transformation produces additional terms because the parameters of the rotation are functions of 0 and 0. Effectively, the rotational transformation U is applied to orthogonal axes constructed on the surface of the unit sphere, and it depends on the particular location on the sphere. The eight terms in the sum are 
