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Abstract
In translational medicine, complementary functional and morphological imaging techniques are
used extensively to observe physiological processes in vivo and to assess structural changes as a re-
sult of disease progression. The combination of magnetic resonance imaging (MRI) and positron emis-
sion tomography (PET) provides excellent soft tissue contrast from MRI with exceptional sensitivity
and specificity from PET. This thesis explores the use of sequentially acquired PET and MR images to
improve the quantification of small animal PET data.
The primary focus was to improve image-based estimates of the arterial input function (AIF), which
defines the amount of PET tracer within blood plasma over time. The AIF is required to produce physi-
ological parameters quantifying key processes such as metabolism or perfusion from dynamic PET im-
ages. The gold standard for AIF measurement, however, requires serial blood sampling over the course
of a PET scan, which is invasive in rat studies but prohibitive in mice due to small total blood volumes.
To address this issue, the geometric transfer matrix (GTM) and recovery coefficient (RC) techniques
were applied using anatomical MR images to enable the extraction of partial volume corrected image-
based AIFs from mouse PET images.
A non-invasive AIF extraction method was also developed for rats, beginning with the optimization
of an automated voxel selection algorithm to assist in extracting MR contrast agent signal time courses
from dynamic susceptibility contrast (DSC) MRI data. This procedure was then combined with dynamic
contrast enhanced (DCE) MRI to track a combined injection of Gadolinium-based contrast agent and
PET tracer through the rat brain. By comparison with gold standard tracer blood sample data, it was
found that normalized MRI-based AIFs could be successfully converted into PET tracer AIFs in the first
pass phase when fitted with gamma variate functions.
Finally, a MR image segmentation method used to provide PET attenuation correction in mice was
validated using the Cambridge split magnet PET/MR scanner’s transmission scanning capabilities. This
work recommends that contributions from MR hardware in the PET field of view must be accounted for
to gain accurate estimates of tracer uptake and standard uptake values (SUVs).
This thesis concludes that small animal MR data taken in the same imaging session can provide
non-invasive methods to improve PET image quantification, giving added value to combined PET/MR
studies over those conducted using PET alone.
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Chapter 1
Introduction
1.1 Motivation behind PET/MR scanning
The goal of combining functional and structural imaging information has given rise to the field of
multimodality imaging. Positron Emission Tomography (PET) is an extremely sensitive and specific
molecular imaging technique, but suffers from limited spatial resolution. PET therefore benefits from
co-registered anatomical information to assist in localizing radiotracer distributions in vivo. This has
driven the rapid assimilation of combined PET and Computed Tomography (PET/CT) into mainstream
medicine [1], [2].
PET/CT scanners comprise a PET scanner in tandem with a multislice spiral CT scanner which pro-
vides attenuation maps of X-ray photons through patients. Each modality operates physically inde-
pendent of the other, with the data linked via image registration algorithms. Due to the advantages of
combining functional and structural imaging in oncologic diagnosis and treatment monitoring [1], since
late 2006 PET/CT scanner sales have completely replaced those of PET scanners in the US [2].
The main advantage of dual modality scanners lies in the improved image registration and decreased
time taken compared to separate scans, which leads to better treatment planning with reduced risk of
misdiagnosis [1]. Structural imaging provided by Magnetic Resonance Imaging (MRI) has proved an
excellent diagnostic tool for detecting pathological changes using high resolution images with exquisite
soft tissue contrast provided by non-ionising radiation. Altered function, however, often precedes struc-
tural change [3] and therefore the functional information which PET provides can be an excellent com-
plement to morphological MRI data. Combined PET and MRI (PET/MR) imaging retains the benefits of
combining high resolution anatomical information with quantitative molecular imaging, as championed
by PET/CT, and also possesses additional desirable qualities [4]. It is hoped that PET/MR may thus be
harnessed in preclinical imaging to gain new insights into the mechanics of disease.
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The main advantages of PET/MR compared to PET/CT in preclinical imaging are summarized below:
• MRI provides high resolution anatomical information with excellent soft tissue contrast, which
can also can be tailored for specific applications by adjusting the weighting of the MR imaging
sequence or by injecting an MR contrast agent [5], [6], [7], [8].
• MRI images can be produced in any orientation using orthogonal gradient fields and retain similar
(sub-millimetre) resolution to CT [7].
• MRI has many functional imaging sequences available including: Blood oxygen level dependent
functional MRI (BOLD fMRI) to assess blood flow changes in line with brain activation, diffusion
MRI to assess in vivo water diffusion and MR spectroscopy to assess metabolite changes [4], [9],
[10], [11].
• MRI uses non-ionizing radiation, which is preferable to CT in pediatric and longitudinal studies
where multiple imaging scans are required1 [2], [9], [11]. Preclinical CT studies also require a
large radiation dose to provide good spatial resolution and therefore, except in the cases of bone
and lung imaging, PET/MR would be preferred over PET/CT [4], [12], [13].
• MRI can be conducted simultaneously with PET in a specially designed combined scanner, thus
reducing costs and increasing subject throughput. This also ensures the datasets are co-registered
both spatially and temporally, reducing motion errors [4]. Due to the inherently sequential nature
of PET/CT acquisition, if the subject orientation changes due to involuntary movements in areas
such as the abdomen there are no sufficiently identifiable “landmarks” for optimal image-based
registration, leading to reduced accuracy of tracer activity quantification [5], [10].
• Truly simultaneous imaging also ensures that the subject remains in the same physiological state
in both examinations. This is highly desirable in studies where changes in BOLD signal and
metabolic rates with time may be significant [14], [15].
1.2 Small animal PET/MR scanner design
There are two variations of preclinical PET/MR scanner design, enabling either sequential or simulta-
neous PET/MR acquisition. The contrast in approaches is shown in Figure 1.1. Sequential systems
can comprise either two separate scanners within close proximity with compatible animal beds, such
as a PET scanner and a benchtop 1T MRI scanner [16] or can be both contained within the same dual
modality scanner, with overlapping Fields of View (FOVs) [17].
1For a typical 70kg human, a whole body CT results in a ≈8mSv effective dose. The average annual dose is 2.4mSv.
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(a)
(b)
Figure 1.1: Approaches to PET/MR scanner design: (a) Sequential PET and MR acquisition, (b) Si-
multaneous PET/MR acquisition. PMTs = Photomultiplier tubes, traditional PET detectors
based on a cathode/anode ray tube. SiPMs = Silicon photomultipliers, solid state PET detec-
tors which can operate in a high magnetic field with similar performance to PMTs. Adapted
from [18].
The vast majority of simultaneous small animal PET/MR scanner designs use a PET ring insert which
is placed into the MR FOV. As the high magnetic field required to perform MRI interferes with traditional
photomultiplier tube (PMT) PET detectors, the PMT detectors within the PET ring insert are replaced
with avalanche photodiodes (APDs) [9], [13], [19], [20], [21], [22]. APDs are solid state photodetec-
tors, in which electron hole pairs are created when photons are absorbed. A high reverse bias voltage is
applied to the p-n junction of the APD, creating a strong internal electric field which accelerates the elec-
trons through the semiconductor and produces an avalanche of secondary electrons by impact ionization.
APDs are hence able to function in the high magnetic fields required for MRI as the path travelled by the
electrons is very short. The drawback of APDs is that at typical operating voltages they produce an in-
ternal gain between 100-1000, compared to the PMT gain of 106 [12] and this gain is very susceptible to
changes in temperature (>3%/C◦) and voltage (>10%V−1) [23]. In more recent simultaneous PET/MR
scanner designs, APDs have been superseded by silicon photomultipliers (SiPMs) [12], [20], [23], [24].
SiPMs are each composed of an array of micro-cell APDs working in Geiger mode2. This allows SiPMs
to create a larger gain than APDs, similar in magnitude to that produced by traditional PMTs [23].
2Geiger mode is reached when operating at a reverse bias voltage well above the breakdown voltage. This produces a very
large signal, although it is no longer proportional to the energy deposited by the incident photon. As long as the number of
incident photons is less than the total number of cells, the summed output from all cells is proportional to the energy deposited
in the scintillator.
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The Wolfson Brain Imaging Centre at the University of Cambridge, however, has developed an alter-
native solution - a 1T split magnet small animal simultaneous PET/MR scanner design [25], shown in
Figure 1.2. This design utilizes a Focus 120 MicroPET scanner placed halfway along the MRI bore, with
light guides used to convey scintillation signals in a radial direction to PMT-based detectors located in the
fringe field of the magnet [26]. The scanner performance and design details can be found in Appendix
A.
Figure 1.2: Preclinical 1T split magnet simultaneous PET/MR scanner. (a) Fully shielded and (b) PMT
modules and light guides visible when Faraday screen removed.
Although the scanner was designed to perform simultaneous PET/MR imaging, the gradient coils
required for MR imaging were broken during the first few months of this PhD project. As a consequence,
all results reported in this thesis use sequentially acquired MR and PET data which were taken during
the same imaging session. A separate MR scanner (4.7T, Bruker 47/40 model) in an adjacent room, in
conjunction with a mutually compatible animal bed, was employed to provide the complementary MR
for the PET images produced using the Focus 120 MicroPET scanner within the split magnet design.
Sample cardiac images taken using the Cambridge split magnet scanner using the PET tracer 18F-
Fluorodeoxyglucose (18F-FDG) are shown in Figure 1.3 to illustrate the enhancement of PET functional
information with spatial localization provided by MR.
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Figure 1.3: PET and MR images from mouse heart region in diastole, transverse view. Images were
co-registered using the SPMMouse toolbox [27]. (Left) 18F-FDG PET, (Centre) FISP MRI,
(Right) Overlay of PET and MR images, localising tracer uptake to myocardium.
1.3 Applications for small animal PET/MR
Mice and rats are often the model of choice in preclinical imaging studies due to their low cost and the
wide availability of a large range of transgenic and interventional disease models. Compared to conven-
tional, invasive techniques such as dissection, small animal PET provides a 3D model of radiopharma-
ceutical distribution non-invasively. This allows for both earlier detection of disease through functional
change, treatment evaluation and a more fundamental understanding of the exact molecular processes at
work in disease [28].
PET can be used to analyze a range of disease models, such as evaluating myocardial infarction [29],
[30] or the effect of radiotherapy/chemotherapy on a tumour type [31], [32]. Additionally radioactive
PET tracers can be tracked dynamically over the course of the scan to provide pharmacokinetic data [33],
[34], [35], [36], [37], to assess drug performance [28], [38], or to quantify binding to specific receptors
[32], [39], [40]. Each of these applications can be repeated as part of a longitudinal study, giving insights
into the disease progression at multiple time points [32], [41], [42].
With the advent of PET/MR, the wide variety of PET tracers available means that specific molecular
targets can be identified and this information complemented with a range of high-resolution structural
and functional MR techniques. Small animal PET/MR imaging has already been used to great effect in
the fields of oncology [4], [16], [19], [43], cardiology [15], [44], [45], neurology [4], [42], [46], [47]
and even infectious disease [15]. Figure 1.4 shows the benefits of small animal PET/MR in action, with
Figure 1.4 illustrating its superiority in identifying tumour heterogeneity over PET/CT in preclinical
oncological studies.
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Figure 1.4: 2 BALB/c mice bearing CT26 tumour, images reproduced with permission from [12]. In
PET/CT (top row) the tumour appears homogeneous (blue arrow), whereas T2-weighted
MRI (bottom row) shows the inhomogeneous nature of the tumour, coinciding with an area
of low PET tracer uptake.
The ability of preclinical PET/MR to highlight tumour heterogeneity has been expanded further in
recent years through comparison of 11C-choline uptake and MR spectroscopy in mice [48] or through
the use of parametric MRI maps calculated from DCE MRI overlaid on PET uptake images to gain
further insight into the tumour microenvironment [46]. Cross validation studies between PET and MRI
techniques for perfusion [42], [49], and the analysis of functional brain networks [14] have also been per-
formed using simultaneous preclinical PET/MR. As the data was spatially and temporally co-registered,
mismatches discovered between PET and fMRI perfusion techniques could then be used to develop a
fuller understanding of the specific physiological mechanisms measured by each technique [15], [49].
Finally, comparisons between β amyloid deposition derived from 11C-PIB PET and cerebral blood flow
determined using arterial spin labelling MR in a mouse model of Alzheimer’s disease [42] have provided
further evidence of the power of combining complementary preclinical PET and MR functional informa-
tion together in specific neurological disease models, rather than simply using the MR information as an
anatomical landmark for PET.
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1.4 Improving parameter quantification in small animal PET/MR
To gain a deeper insight into physiological processes in vivo, attention has shifted towards quantification
of physiological parameter maps rather than qualitative imaging over the last decade in small animal PET
[41]. For preclinical PET/MR, the goal is to provide not only PET parametric data, but multi-parametric
datasets comprising complementary PET and MRI physiological information to provide an even deeper
understanding of pathologies than can be achieved using either technique alone [15], [46]. The aim of
this thesis was to assess how MRI could be used to improve PET parameter quantification for future
small animal PET/MR studies.
In order to produce quantitative estimates of PET tracer kinetic parameters, compartmental models
must be applied to dynamic PET data and each kinetic model requires knowledge of the arterial input
function (AIF), which defines the tracer concentration in arterial blood plasma over time. The gold
standard for AIF evaluation is serial blood sampling over the course of the scan. The plasma from each
arterial blood sample is extracted and then its tracer activity concentration measured using a well counter,
providing readings at well-defined intervals to characterise the AIF curve. This procedure is highly
invasive and difficult to perform preclinically due to the small spatial dimensions and fragile nature of
rodent arteries [50], particularly in mice due to their low total blood volumes [28]. Non-invasive methods
are therefore highly desirable, and two approaches which employ MR information to assist in the PET
AIF extraction process are explored over the course of this thesis.
The first approach used high resolution structural MR images to provide anatomical priors to assist
in ROI delineation and in image-based input function (IDIF) determination. IDIFs use PET activity
concentration readings extracted from arterial regions of interest (ROIs) to approximate the AIF, but are
complicated by the small size of the rodent arteries. Due to the limited spatial resolution of PET, the arte-
rial concentration measurements taken from PET images deviate from their true value as a consequence
of partial volume effects (PVE) and spillover from tissue regions into arterial ROIs [29], [33], [37], [41],
[51], [52], [53]. MR-based techniques which provide corrections for PVE and spillover effects were
tested in this thesis to see if they could improve IDIFs and hence refine kinetic parameter estimates in
murine sequential PET/MR.
The second approach tested the hypothesis that dynamic MR images could be used to provide non-
invasive AIF estimates if a combined bolus of MR contrast agent and PET tracer was administered [54].
In this application, the MR AIF (i.e. the MR contrast agent concentration in arterial plasma over time)
is used to estimate the PET AIF for kinetic analysis. The validity of PET AIFs produced using this
approach was assessed to ascertain if this hypothesis was true and to establish how the AIF conversion
process between modalities could be performed.
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1.5 Thesis structure
An introduction to preclinical PET/MR imaging has been presented in this Chapter, whilst the next
Chapter comprises an introduction to PET and MR physics. Chapter 3 provides an overview of the
mathematical methods and models used in the quantification of dynamic PET and MRI data.
The first aim of this thesis was to establish if sequentially acquired static MR images could improve
PET IDIF determination in mice by providing partial volume correction (PVC). Chapter 4 explores how
MR-based IDIF extraction methods performed compared to those which used PET data alone on a 18F-
FDG mouse PET/MR dataset. In addition, as the vena cava (VC) ROI is easily identified on MR images,
its use in place of the left ventricular blood pool (LVBP) ROI for IDIF extraction was investigated to
see if it could offer a viable alternative. It was hypothesized that as the cardiac output of mice is high,
arterial and venous tracer concentrations may equilibrate very quickly and therefore the VC may produce
IDIFs which were less susceptible to spillover and motion effects than the LVBP. Chapter 5 further
evaluates MR and PET-based IDIF extraction methods, in both the LVBP and VC ROIs, by comparing
their respective IDIFs against plasma sample readings, which were provided as part of a 18F-NaF mouse
dynamic PET dataset.
The second aim of this thesis was to ascertain if an MR AIF (measured using dynamic MR) could be
used as a non-invasive estimate of the PET AIF. The development of an automated DSC MRI analysis
method to produce consistent estimates of first pass bolus MR AIFs from the rat brain is outlined in
Chapter 6. Chapter 7 assesses the relation between measured AIFs for 18F-FDG and the MRI contrast
agent Gadovist when these compounds are injected together as a single, combined bolus into a rat.
The automated AIF detection method of Chapter 6 is used in Chapter 7 to extract MR AIFs from DSC
and DCE MRI images for comparison to gold standard PET tracer and Gd-based contrast agent AIFs
measured via blood sampling. Two different MR to PET AIF conversion methods are also tested in
Chapter 7, the first to assess the validity of the bi-exponential conversion method proposed by Poulin
et al. [54] and the second, a novel method based on the conversion of gamma variate functions which
describe the first pass of the MR and PET AIFs in the brain.
Finally, Chapter 8 outlines the testing of an MR-based segmentation approach to attenuation correc-
tion (AC), which is compared to gold standard transmission scanning using the Cambridge split magnet
PET/MR design. This was done as image quantification is vital to performing accurate kinetic modelling
in small animal PET/MR, but due to the small size of PET/MR scanner bores, traditional methods of AC
are unavailable and alternative AC methods must be considered.
The conclusions of this thesis are detailed in Chapter 9, which also explores avenues for future work
in the area of preclinical PET quantification.
Chapter 2
Background theory to PET and MR
imaging
This Chapter provides an overview of the physics and hardware which drive the imaging modalities of
PET and MR, including the PET reconstruction algorithms and MR pulse sequences used in this thesis.
2.1 PET scanning
PET scanning provides uptake readings of radiolabelled, biologically significant molecular compounds,
known as tracers. The radioactive isotopes are produced in a cyclotron by nuclear reaction and then
incorporated into physiological molecules of interest. The radioactive part of the tracer undergoes β+
decay, emitting positrons in proportion to the amount of tracer at the location, shown in Figure 2.1.
The most commonly used PET tracer, fluorodeoxyglucose (18F-FDG), is a glucose analogue in which
the hydroxyl group on the 2-carbon of glucose is replaced by fluoride. 18F-FDG can therefore be taken
up by cells and phosphorylated but the next step in glucose metabolism is prevented and the tracer will
remain in the cell until it decays. This results in the study of tissues with high glucose metabolism and
is therefore useful in staging cancers, due to their increased rate of glucose consumption compared to
healthy tissue [3].
2.1.1 Positron emission and annihilation
The process of β+ decay requires the binding energy difference between the mother and daughter nucleus
to convert a proton (p+ ) to a neutron (n), giving off a positron (e+) and a neutrino (νe) in the process,
shown in Figure 2.1.
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Figure 2.1: Diagram of β+ decay, harnessed in PET tracers.
The positrons travel a finite distance and then annihilate on contact with electrons, releasing en-
ergy equivalent to the rest mass of the particles by conservation of energy, expressed mathematically in
equation (2.1). This is emitted in the form of two simultaneous 511keV gamma photon emissions per
annihilation at 180±0.25◦ to each other by conservation of momentum, along a Line Of Response (LOR)
as seen in Figure 2.2. These gamma rays are detected via a ring of scintillating crystal detectors and are
used to analyse the tracer distribution within the patient.
e+ + e− → γ + γ (2.1)
The deviation from collinearity seen in Figure 2.2 occurs as positrons are emitted with non-zero ki-
netic energy and are slowed down in tissue by Coulomb interactions until they reach thermal equilibrium,
travelling a typical range of 1–2mm in tissue, depending on the isotope used [20], [55]. Thus annihilation
does not occur at rest, resulting in a small angular deviation which (combined with the positron range)
limits the best possible PET spatial resolution to ∼1mm Full Width Half Maximum (FWHM) [20], [55].
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Figure 2.2: Positron emission and annihilation photon coincidence detection in PET. Adapted from [56].
2.1.2 Count detection
A PET scanner is composed of multiple cylindrical detector rings, with the greatest sensitivity at the
centre of the FOV, where angular coverage is greatest. Incident gamma rays impact on inorganic scintil-
lator crystals such as lutetium oxyorthosilicate (LSO) and their energy is converted into a characteristic
wavelength photon shower (e.g. 420nm for LSO). Scintillators are chosen for their high light yields,
large stopping power and short decay times, such that as many events are detected as possible. The re-
emitted visible light is relayed via light guides and converted into an electrical signal by a photodetector,
typically a photomultiplier tube (PMT), shown in Figure 2.3. PMTs consist of glass vacuum tubes with
an exposed photocathode at one end and an anode with output pins at the other. Light passes through the
input window and excites the photocathode, releasing photoelectrons which are accelerated towards the
first dynode by the focusing electrode, and are multiplied via secondary electron emission. The subse-
quent dynodes are kept at increasingly higher potentials to repeat the process until the electrons reach the
anode, creating fast electronic signals with a typical gain of∼106 and a rise time of several nanoseconds.
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Figure 2.3: PET detector schematic showing scintillator, light guide and photomultiplier tube, with event
triggering electron cascade.
Each scintillation photon shower is shared among multiple position sensitive PMTs which employ
centroiding algorithms and Anger Logic to determine the origin of the shower and thus construct the
LOR with its partner detector. PMTs are disrupted when high magnetic fields are applied, as strong
magnetic fields deflect the electrons’ path between the dynodes and end the electron cascade [12], [21],
[24]. The split magnet PET/MR scanner used in this thesis therefore places its PMTs outside the 10
Gauss1 level of the magnetic field, at which the deflections become significant [25]. This produces
comparable performance to a Focus 120 PET scanner [26]. The full parameters of the split magnet
design are contained in Appendix A.
2.1.3 Types of events
Detectors register a true, coincidence event (and record an LOR) when two gamma rays from an annihi-
lation event are detected by two diametrically opposite detectors within a suitable time window, usually
6–10ns [20], depicted in Figure 2.4. This depends on the length of the coincidence window (τ), the
timing resolution of the detectors, the pulse processing time of the electronics and the different transit
times for each photon of the pair. Each LOR assumes a positron event occurred at some point along its
length and incorrect assignment of LORs reduces the contrast present within the image. The volume of
response (VOR) describes the 3D region between the two detectors in which the positron annihilation
event must have occurred and is illustrated in Figure 2.5. The three types of recorded coincidence events
in PET scanning are true events, scattered events and random events. These are depicted in Figure 2.6.
11T is equivalent to 10 000 Gauss.
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Figure 2.4: Events 1 and 2 are detected at A and B on the detector ring, creating time stamped electrical
signals. The trigger pulse from event 1 marks the start of the first coincidence time window
(duration τ) and event 2 generates the second coincidence window. LOR is recorded by the
coincidence circuitry if both coincidence windows overlap, as shown by the overlapping blue
and red lines.
Figure 2.5: LOR and VOR definition. Adapted from [57].
Figure 2.6: Different LORs generated by true counts, scattered counts and random counts.
• True events - Both photons are recorded with appropriate energies at opposite detectors within the
coincidence time window. The number of true counts will increase linearly with the activity of the
source, making PET an intrinsically quantitative molecular imaging technique.
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• Scatter events - Compton scattering is dominant in PET and occurs when a gamma ray collides
inelastically with a loosely bound orbital electron, ejecting the electron and altering the energy and
trajectory of the incident photon. At least one photon of the gamma photon pair is removed from
its original LOR trajectory and is assigned an incorrect LOR.
• Random events - Two uncorrelated gammas are detected within the coincidence time window,
recording an incorrect LOR. This often occurs if photons experience significant interaction with
materials in the FOV and one photon from the pair is attenuated.
In the absence of photon attenuation, scatter, randoms, detector efficiency variations and count-rate
dependent effects, the total number of coincidences registered by the scanner will be proportional to
the amount of tracer contained in the VOR. As scattering reduces the energy of incident photons, the
scatter effect is minimised via an energy threshold window around the 511keV photopeak, ensuring
only events within a suitable energy range (typically 350–650keV) are counted, as illustrated in Figure
2.7. A reduction in random counts can be achieved by using a shorter coincidence timing window (i.e.
shortening the duration τ in Figure 2.4), with further reductions possible by using detectors with greater
timing resolution and scintillators with faster decay times. In systems with fast enough timing resolution,
the time of flight (TOF) reconstruction technique can be employed, as illustrated in Appendix B.
Figure 2.7: Photopeak of events indicating the range of energies detected in typical PET scan. Energy
window (350-650keV) applied to discriminate against scattered counts.
2.1.4 Basic PET image reconstruction
The goal of PET image reconstruction is to recover the distribution and concentration of the radio-
tracer within the subject. Ideally this should produce a 3D image composed of voxels whose values are
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indicative of the source intensity at each of these points. A 3D PET image is reconstructed from projec-
tions of millions of LORs recorded over the duration of a PET scan. PET reconstruction can be described
using the line integral model of acquisition, such that a projection is formed from integration along all
parallel LORs at an angle φ [57]. Each LOR is binned according to its angle of orientation (φ ) and the
minimum distance between the LOR and the centre of the gantry (s). These projections are collected for
0≤ φ ≤ 2pi into a 2D sinogram in the (s, φ ) co-ordinate system [58], shown in Figure 2.8. A single point
in an object f(x, y) traces out a sinusoid in the sinogram and the superposition of all sinusoids from each
point of activity in the object will give the total sinogram for the object. The line integral transform of
f(x, y) to p(s,φ ) can be described in 2D as a Radon transform, given in equation (2.2):
p(s,φ) =R(f(x,y)) =
∫ ∞
−∞
f(scosφ − l sinφ ,ssinφ + l cosφ)dl (2.2)
where l, the integration variable, is the co-ordinate along the line [58]. For a fixed angle φ = φ0, the set
of parallel line integrals p(s, φ0) is a 1D parallel projection of f(x,y).
The sinogram therefore contains 1D projection data from all possible projections from the detectors
in the scanner. This process is repeated for multiple axial slices in the z direction. When the sinogram for
each slice is reconstructed, the image planes are stacked together to form a 3D image of patient metabolic
activity, with example sinograms shown in Figure 2.9.
Figure 2.8: Creation of PET sinogram using projection p(s,φ ), formed from integration of LORs at an
angle of constant φ . Adapted from [57].
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Figure 2.9: Example sinograms. The point source (left) traces out a sinusoid for a single point, whilst
the cylindrical water phantom (centre) and mouse (right) sinograms show a wider distribution
due to the different line integrals acquired at each projection angle. The water phantom also
shows a more uniform sinogram compared to the mouse.
The PET imaging system can be modelled using equation (2.3) [57],
p = H f+ n (2.3)
where p is the set of observations, H is the known system model, f is the unknown object and n is the
error in the observations. The purpose of image reconstruction is to find f from the data p, which are
projections through the object. If the data is assumed to be deterministic, n is a deterministic number
and if known, an analytical solution for the image of f can be found. An exact image solution is therefore
possible if we disregard (or know) the noise term and an analytical reconstruction technique is used. An
inverse of the Radon transform can be applied, giving an exact, mathematical solution for f from the pro-
jections p. This is attractive as analytical reconstruction methods give a simple, fast and direct solution
with fairly predictable behaviour, although if the noise structure of the observations is disregarded, this
can lead to images with reduced resolution and streak artefacts [57].
Central Slice Theorem
Analytical PET image reconstruction utilises the central slice theorem. This is shown schematically
in Figure 2.10. It states that the Fourier transform of a 1D projection through the object f is equivalent to
a profile at the same angle through the centre of the 2D Fourier transform of the object [59]. Therefore
if we take P(νs, φ ) as the 1D Fourier transform of the projection p(s, φ ) in the s dimension and know
P(νs, φ ) in the range 0 ≤ φ ≤ pi then we also know F(νx, νy), which is the 2D Fourier transform of the
image in x and y. This can also be extended to three dimensions, using 2D parallel projections which
correspond to a central section through the 3D Fourier transform of the object [60], [58].
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Figure 2.10: The central slice theorem states that the Fourier transform of a 1D projection is equivalent
to a profile at the same angle through the centre of the 2D Fourier transform of the object.
Adapted from [57].
In practice, projections of f(x,y) are taken at various angles and the Fourier space is filled with radial
lines according to the central slice theorem, as demonstrated in Figure 2.11 [60]. In order to perform an
inverse Fourier transform on F(νx, νy) to regain the object f(x,y), therefore, the set of radial points would
need to be interpolated onto a square grid. This is potentially problematic as the interpolation error will
become larger as the density of radial points becomes sparser further from the centre, which will lead to
a greater error in the calculation of high frequency components (the edge of Fourier space) compared to
low frequency components (the centre of Fourier space) [60]. To overcome this interpolation problem,
reconstruction techniques based on backprojection are used routinely in PET imaging.
Figure 2.11: Projections of the object are collected at various angles φ and radially fill Fourier space
(smallest concentric ring points omitted for clarity).
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Backprojection
Backprojection can be described as placing a constant value of p(s, φ ) back into the image array along
the appropriate LOR. This process is performed on multiple LORs, creating the backprojection b(x, y;
φ ), as shown in Figure 2.12. Images are reconstructed by obtaining projections from a range of angles
(forming the sinogram) and backprojecting them into object space at the original sampling angles [58].
The density and location of a point in image space is computed by adding all the acquired profiles from
that point, but this process blurs the final image, as demonstrated in Figures 2.13(a) and 2.13(b).
Figure 2.12: Projected data is backprojected onto f(x,y) at a fixed value of φ to estimate the activity
distribution. Adapted from [57].
(a) (b)
Figure 2.13: Creating a point source image. (a) Profile of object over various angles - source can lie any-
where along direction normal to scan profile, (b) Result of backprojection process, resulting
in blurred point source image.
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Blurred images result as backprojection enhances the low spatial frequencies in the image and there-
fore much of the image detail (the high spatial frequency components) is lost, as shown at the bottom
of Figure 2.13(b). To reduce the impact of this artefact, the image reconstruction process is modified to
accommodate the use of a filter on the sinogram before backprojection is conducted.
Filtered Backprojection (FBP)
The standard analytical PET reconstruction technique is filtered back-projection (FBP), as this ac-
commodates for the oversampling at the origin and undersampling at the edges of Fourier space2 that
would result if backprojection were used on its own. This is addressed using a filter (e.g. a Ramp or
Butterworth filter) [58], which is expressed mathematically in equation (2.4),
f(x,y) = (X p f iltered)(x,y) =
∫ pi
0
p(s,φ) f iltered dφ (2.4)
where X is the backprojection operator, mapping p f iltered onto the object f(x,y) i.e. that (X p f iltered)(x,y)
is the sum of the filtered data p f iltered for all lines containing the point (x,y) [58]. s is in polar co-ordinates
(s = x cosφ + y sinφ ) and the filtered projections are given by
p(s,φ) f iltered =
∫ +∞
−∞
p(s’,φ)h(s− s′) ds (2.5)
The ramp filter kernel, h(s) is defined as the inverse 1D Fourier transform of the ramp filter function |νs|,
h(s) =
∫ +∞
−∞
|νs| exp(i2pisν) dν (2.6)
and |νs| is the one dimensional ramp filter (a section through a 2D rotationally symmetric cone filter)3.
FBP can be summarised by 4 steps, repeated for each φ for 0≤ φ < pi [60]:
1. Fourier transform the projections: P(νs, φ ) = FT1D{p(s,φ)} for given φ
2. Filter the projections in frequency space: P f iltered(νs, φ ) = |νs| P(νs, φ )
3. Inverse Fourier transform the filtered projections: p f iltered(s, φ ) = FT−11D{P f iltered(νs, φ )}
4. Backproject filtered projections to create image: Image = f(x,y) + ∆φ · p f iltered(s, φ ) for all s
2Due to the central slice theorem, we know that each projection corresponds to a line intersecting the centre of Fourier space
and therefore the central part of Fourier space, responsible for the low spatial frequency components and the contrast of the
image, is sampled to a greater degree than the edges by the projections.
3Equation (2.5) can also be expressed using the convolution theorem as P f iltered = |νs| P(νs,φ).
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FBP is a popular analytical reconstruction algorithm as it is linear, implying that corrections to sino-
grams are equivalently applied to images, making it easier to control spatial resolution and noise. It can
also be computed quickly and efficiently, but image quality suffers when confronted with noisy data.
A small perturbation in noise can lead to large changes in the image, and therefore a smoothing
algorithm is used to constrain image solutions to physical values. Assuming the measured projection
data is the linear sum of the true data and some uncorrelated random noise, n, i.e. p(s, φ )measured = p(s,
φ ) + n(s, φ ), then its power spectrum will be given by P(νs, φ )measured = P(νs, φ ) + N(νs, φ ). Due to
the finite frequency response of the system, the signal power, P(νs, φ )measured , will gradually roll off but
the noise will remain approximately constant for all frequencies. As the effect of a ramp filter would
be to amplify the high frequency components of the power spectrum, the signal would be dominated by
noise at high frequencies [58]. Instead, a cosine apodizing window [60], such as a Hamming4 or Hann
window, can be used optimise the noise/resolution trade-off, although some form of radial noise streak
artefacts will still be present in all images reconstructed with FBP [57]. An example cylindrical water
phantom image is shown in Figure 2.14 to indicate how streak artefacts manifest in FBP images.
Figure 2.14: 2D FBP reconstruction of water phantom (scaled to 10% of maximum value in image),
indicating streak artefacts present in transverse, coronal and axial views.
2.1.5 Further PET image reconstruction
Fully 3D PET
PET LORs can be processed in different ways due to the multiple rings of scintillator blocks in PET
cameras, with the two schemes referred to as 2D or 3D mode. The differences between 2D and 3D
mode are shown in Figure 2.15, where the ring difference defines from how many crystal rings away
the algorithm should process LORs. In 2D mode, only LORs from direct planes (directly opposite
4The low pass apodizing window ωham(ν) is defined as follows: ωham(ν) = (1+cos( piννc ))/2 when |ν |< νc and ωham(ν) =
0 when |ν | ≥ νc, where νc is the cut-off frequency. This is selected using the Shannon’s sampling theorem to avoid aliasing,
such that νc ≤ 1/2∆s, where ∆s is the radial sampling distance of the sinogram [58]. Lower νc are also selected if the number
of detected coincidences (and hence SNR) is low in order to achieve stabilization by suppressing high frequencies.
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detectors) and cross planes (adjacent detectors on the opposite side, giving a ring difference of ±1) are
used. In 3D reconstruction, LORs with >1 ring difference (i.e. LORs more than one crystal ring away,
known as oblique planes) are rebinned into sinograms in addition to the direct and cross planes used
in 2D reconstruction [60]. The ring difference used in this work was 47 (maximum for F120 scanner)
for all 3D acquisitions, with a span5 of 3. 3D reconstruction provides data redundancy and greater
solid angle coverage, theoretically improving the sensitivity and SNR of the reconstructed image by
lowering statistical noise. In practice, however, 3D mode also increases the number of scattered counts
and therefore may result in decreased SNR if adequate scatter correction is not applied [57].
Figure 2.15: 2D and true 3D PET reconstruction. 2D uses only direct planes or those with ± 1 ring
difference (cross planes), whereas true 3D uses both direct planes and oblique planes with
ring difference > 1.
3D Reprojection (3DRP)
In 2D mode, the observed intensity of a point source remains approximately constant across the FOV, but
in 3D mode the scanner is more sensitive at the centre of the FOV than the edges. This causes a spatial
variance, leading to truncated projections due to the finite length of scanner rings [60], [61], as shown
in Figure 2.16. As a result, in 3D mode the observed intensity of a point source will change across the
FOV, particularly in the axial direction unless these truncated projections are addressed.
5Span defines how many adjacent LORs are grouped together into the same angle, θ , between the axial and transaxial
planes. A minimum span of 3 was used with the F120 to increase the size of the final sinogram and use all data available.
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Figure 2.16: Projection truncation problem with ring difference > 1, adapted from [62].
Originally developed by Kinahan and Rogers [61], the 3D Reprojection (3DRP) algorithm is an im-
plementation of FBP in 3D mode which can be used when the tracer distribution extends axially over
the scanner FOV and the majority of parallel projections are truncated. The only non-truncated projec-
tions are taken at θ = 0, or in sampled data where θ < θ0, where θ0 is a small maximum oblicity angle
corresponding to the maximum ring difference of a 2D acquisition. 3DRP is composed of 4 steps [58]:
1. 3DRP first reconstructs the image using 2D FBP, giving a first image estimate f2D(r) using the
non-truncated projection subset where θ < θ0.
2. f2D(r) is forward projected to extract the unmeasured parts of the 2D parallel projection set.
3. These are then merged with the measured projections to give a full set of non-truncated projections.
4. The full set of 2D projections are then filtered using a 2D Colsher’s filter [63] and backprojected
in 3D to give the final image (using 3D FBP). Figure 2.17 summarises the 3DRP process.
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Figure 2.17: Schematic of 3DRP algorithm, adapted from [62]. Step 1 creates a first estimate of the
image, which is then used in step 2 to create the truncated projections and combined with
the measured data in step 3. Once a full set of 2D projections are established, they can be
reconstructed into the final 3D image in step 4.
Iterative reconstruction
In reality, PET data is stochastic due to the phenomenon of positron decay, attenuation effects, scattered
events, random events and the photon detection process. The noise term n in equation (2.3), is hence
representative of random noise, meaning that it is not possible to calculate an exact image solution and
this limits the resolution of analytical image reconstruction methods. Iterative estimation can be applied
to reach approximate solutions, however, by constraining solutions through regularization.
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Iterative reconstruction works on the basis that the spatial resolution of a PET image can be improved
by accurately modelling the system response to the detection of annihilation photons and using Poission
statistics to describe the process of nuclear decay. The trade-off is on the processing side, as the image
estimates are calculated using a number of steps to successively improve an initial estimate, and this
process is computationally demanding.
All iterative methods have a basic structure [58]:
1. Image model - Image is defined as N distinct pixels (2D) or voxels (3D).
2. System model - Relates unknown image to the expectation of each detector measurement. This
forms an I×J matrix (Hi j) which relates J total voxels are related to I LORs, characterizing the
probability that an emission from voxel j is detected in LOR i. The Hi j matrix is expressed in
(2.7), where p¯i is the mean of the i-th measurement and f j is the activity density in voxel j.
p¯i =
J
∑
j=1
Hi j f j (2.7)
3. Data/Statistical model - Calculates expected values. The statistical model indicates the variation
of the detector measurements around their expected mean values, thus establishing a measure of
similarity between the measurements and the expected values. The preferred model is a Poisson
distribution as it describes the physics of radioactive decay, with the raw LOR data pi distributed as
independent Poisson variables. In practice, however, the presentation of the data to the algorithm
often deviates from the form of a Poisson distribution - if the number of counts per bin is high
enough, a Gaussian model is used instead [58], whilst a shifted Poisson model is used if the data
has been pre-corrected for random coincidences6.
4. Cost/objective function - Objective function is maximised to obtain the image estimate. Maxi-
mum Likelihood (ML) approach is commonly used, which chooses an estimate, fˆ , of the object, f,
such that it maximises the value of L, the Poisson likelihood function, given in equation (2.8).
L(p| f ) =
NLOR
∏
i=1
p¯ pii exp(−p¯i)
pi!
(2.8)
ML is used as the image estimate approaches the true value with low variance as the number of
projections becomes large. Spatial smoothing is achieved by either stopping the algorithm before
6Random correction is achieved using a delayed coincidence window to measure the random counts and these counts are
then subtracted from the prompt counts. This process means that the data are no longer Poisson variables, and hence a shifted
Poisson is used [58]
CHAPTER 2. BACKGROUND THEORY TO PET AND MR IMAGING 36
it reaches convergence or through another operation, such as a Bayesian approach.
5. Algorithm to optimize objective function - Used to optimize the objective function to give the
“best” image estimate. This includes the specification of the initial estimate and the stopping
criteria. The Expectation Maximisation (EM) algorithm is the most commonly used.
In most applications of ML and EM, an inital image (all 1s) is forward projected into sinogram space,
compared to measured sinogram data and backprojected into image space, updated by the algorithm and
then forward projected into sinogram space again. This is contained in equation (2.9) [57]:
fˆ (n+1)j =
fˆ (n)j
NLOR
∑
i′=1
Hi′ j
NLOR
∑
i=1
Hi j
pi
J
∑
j′=1
Hi j′ fˆ
(n)
j′
(2.9)
where fˆ (n+1)j is the next estimate of voxel j based on the current estimate (nth step) fˆ
(n)
j , which starts
with the initial guess fˆ 0j . pi is the set of measured LOR data, which is compared to the
P
∑
j′=1
Hik fˆ
(n)
k
term, which gives the expected LOR dataset gained by forward projecting the image fˆ (n)k [58]. A mul-
tiplicative factor is formed for each projection, which is then backprojected into the image domain by
the ∑NLORi=1 Hi j term to obtain a correction factor for the initial image estimate [57]. The current image
estimate is then multiplied by the correction factor, and divided by the system model
NLOR
∑
i′=1
Hi′ j term which
weights the desired strength of the correction factor. The process is repeated for a specified number of
iterations, which are customised to produce the best image quality. Reconstruction using Ordered Subset
Expectation Maximization (OSEM), for example, uses the EM algorithm but is accelerated through the
use of ordered subsets, which perform the backprojection step in each subset Sb of B subsets, meaning
that the image is updated during each subiteration and the complete iteration has B updates [57].
Maximum a posteriori (MAP) reconstruction
Despite the widespread use of OSEM in clinical PET applications, one drawback of the technique is
the amplification of image noise when using an increasing number of iteration updates. This prohibits
iteration of the algorithm to full convergence. Noise compensation is achieved in practice by terminating
the algorithm prematurely (typically after 2–3 iterations) and by performing post-reconstruction image
smoothing operations. This may, however, introduce significant levels of bias into the image, as the
convergence properties of EM-based reconstruction algorithms are dependent on the underlying activity
distribution (i.e. different parts of the image converge at different rates) [64], [65], [66]. As bias may
have a direct impact on quantification, further “penalized” iterative techniques have been developed to
try to address this issue.
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Maximum a posteriori (MAP) is a penalized iterative reconstruction algorithm based on Bayesian
principles [64], [65], [66]. Conventional MAP algorithms control the noise behaviour of the reconstruc-
tion algorithm by introducing priors into the reconstruction process which enforce the desired properties
on the image estimate at each iteration, such as restricting differences between neighbouring voxel val-
ues or edge preservation [64], [65], [66]. The incorporation of priors as terms in the cost function of the
algorithm provides a “smoothness” constraint into the reconstruction which penalises noise in succes-
sive iterations, thus allowing the algorithm to run to convergence. As with other iterative reconstruction
methods, the system model can address a number of factors: the positron range between emission and
annihilation, the non-collinearity of annihilation photons, as well as the intrinsic resolution, size, and
location of scintillator crystals. The mathematics of MAP reconstruction with a penalized likelihood
function can be found in Appendix C.
In the implementation used in this thesis, MAP is applied using a detection probability matrix, P,
whose elements, pi j denote the probability of detecting an emission from pixel site j and detector pair i.
This represents the geometric sensitivity of each image voxel in combination with an accurate detector
response model, and is therefore able to model the effects of the scanner point spread function (PSF)
in the reconstruction [64], [65]. The PSF corresponds to an image of a point source and characterizes
the spatial resolution of the scanner. By incorporating PSF information into the backprojection process,
this can alter the weighting given to LORs and provide resolution recovery, resulting in partial volume
correction [67]. The P matrix can be factored out as shown in equation (2.10) [64], [65],
P = Pdet.sensPdet.blurPattnPgeomPpositron (2.10)
where Pdet.sens is measured for a uniform cylindrical source which contains normalization factors that
compensate for variations in detector pair sensitivity, Pdet.blur is the sinogram blur matrix which models
photon pair collinearity, inter crystal scatter and penetration, Pattn is the measured attenuation, Pgeom is
the geometric projection matrix, whose elements (i,j) correspond to the probability that a photon pair
produced in voxel j reaches the front face of detector i assuming no attenuation and perfect collinearity,
and Ppositron is set to the identity matrix for 18F, for which the positron range is sub-millimetre.
MAP images have been shown to exhibit higher resolution, reduced noise, minimal streak artefacts
and greater quantitative accuracy than those produced using 3DRP reconstruction in both phantom and in
vivo datasets [53], [64], [66], [68]. An image comparison between 3DRP and MAP for a mouse injected
with 18F-FDG is shown in Figure 2.18. These images can also be produced using relatively low count
statistics with MAP, making it ideal for the early frames of dynamic PET applications. The drawback
is the processing time required - compared to 3DRP, which uses only a single backprojection step and
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no forward projection steps, reconstructing the same dataset with MAP takes typically 9-10 times longer
[66], [69].
Figure 2.18: Comparison between 3DRP and 3D MAP images, reconstructed by the author, with MAP
showing less streak artefacts, higher resolution and less noise, resulting in a sharper image.
2.1.6 Maintaining image quantification accuracy
A number of corrections must be applied to PET data to ensure the voxel values in reconstructed images
provide accurate measurements of activity concentration in vivo.
• Decay correction
• Deadtime correction
• Randoms correction
• Normalization
• Scatter correction
• Attenuation correction (discussion in following section, addressed fully in Chapter 8)
• Calibration
Decay correction is applied by calculating the exponential decay of the tracer activity over the course
of a scan, such that data acquired at a time, t, into a scan is corrected back to the activity at the beginning
of the scan (time t0). Half-lives for the most common PET radioisotopes are given in Table 2.1.
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Radioisotope Half-life
11C 20.5 minutes
13N 9.97 minutes
15O 122.2 seconds
18F 109.8 minutes
Table 2.1: Half-lives of commonly used PET radiotracer isotopes [70].
Deadtime correction is applied to account for counts lost due to the detector scintillators and elec-
tronics being saturated at high count rates. In preclinical imaging, a scale factor based upon repeated
measurements of a decaying source [69] is applied to all detectors to accommodate for this effect.
Randoms correction is applied to remove random events, which were defined in Section 2.1.3. The
rate of random coincidences on an LOR is shown in (2.11),
Ri j = 2t rir j (2.11)
where Ri j is the random coincidence rate on the LOR defined by detector channels i and j, ri is the singles
rate at detector channel i, r j is the singles rate at detector channel j and t is the coincidence resolving
time. As t is known, if ri and r j can be measured, Ri j can be calculated for each line of response [71].
The singles rates should be much higher than the coincidence rates, meaning that Ri j has good statistical
quality but can be biased if measurements of ri or r j are inaccurate.
The correction applied in this thesis used a delayed coincidence window. In this scheme, the coinci-
dence window from one detector of the pair is opened at a time significantly greater than the coincidence
window duration time (τ in Figure 2.4). This means that no true events are registered using this scheme,
and therefore any coincidences registered in the time shifted coincidence window will attributed to ran-
dom events. Once measured, this estimate of the random counts is subtracted from the total detected
events [65]. The advantage of this method is that the delayed channel has identical dead-time properties
to the prompt channel, but the delayed window method has reduced statistical quality of the randoms
estimate compared to the previously mentioned singles-based method as it relies on coincidence event
rates. Method have thus been developed to smooth the data and improving the noise characteristics of
random coincidence estimates in both 2D [72] and 3D PET [73].
Normalization is applied to correct for geometric differences in crystal positioning and different crys-
tal efficiencies, to try to ensure that all LORs produce the same result for radioactivity placed anywhere
inside the FOV. Geometric differences refer to the fact that each detector may register a different amount
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of activity as a consequence of the different angles of the incoming gamma rays. In addition, each crystal
is unique according to the manufacturing process and has a different detection efficiency. To correct for
these effects, long (6-8 hours) scans are performed. In this work, the standard microPET normalization
cylinder filled with 18F was used to create the normalization sinogram. The LOR data were inverted and
normalized such that the mean value of the sinogram was 1.0 and the normalization sinogram was added
into every image reconstruction process.
Scatter correction is applied to correct for scattered events which were also defined in Section 2.1.3.
Incorrectly assigned LORs can add a non-uniform, smooth background uptake to the data, reducing
contrast in reconstructed images. Scattered events can be identified by their lower energies compared to
true events, although the detector energy resolution is insufficient to correct for all scatter. Single scatter
formulae are also applied to the data according to source and object geometry to correct for observed
scatter [74].
Calibration is applied to produce PET images with standardized activity concentration units. For this
thesis, a mouse-sized cylindrical phantom filled with 18F fluoride dissolved in water was imaged using
the same protocol as those used in murine PET studies with all other corrections applied. An aliquot of
activity was withdrawn for cross-calibration in a well counter and the measured value was assigned to
the uniform signal region of the image produced and then transferred into the header of the normalization
file, such that every future reconstruction produced images in terms of Bq/ml.
2.1.7 Attenuation correction
Attenuation occurs as annihilation photons traverse tissues with different electron densities and depths,
leading to differing levels of lost counts between detector pairs in the PET scanner ring, with an example
attenuated LOR shown in Figure 2.19. This results in decreased levels of activity concentration in the
final PET images compared to the true activity distribution and therefore attenuation correction (AC) is
required for accurate quantification [75], [76]. AC requires knowledge of the linear attenuation coeffi-
cient (µ values in cm−1) for 511-keV photons along each line of response of the PET scanner. AC can be
performed using CT-based, PET-based or MR-based methods, with transmission scanning and CT-based
methods used routinely and considered gold standards in both clinical and preclinical imaging [28], [69],
[75], [76], [77], [78].
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Figure 2.19: Reduction of registered LORs due to attenuation. In this example, one gamma photon from
pair is detected but the other is attenuated by the body, so no LOR is recorded and the
coincidence event is lost.
CT based attenuation correction in PET/CT
CT images are created in direct relation to the electron density and atomic number (Z) of tissues and
can therefore be used to calculate AC for PET (CTAC). A CT scan is conducted before the PET tracer
is administered, with the resulting intensity levels providing a photon attenuation map of the subject
at typical diagnostic CT energies (30–130keV). Regions of greater attenuation having a higher signal
intensity on the CT images, indicated in Figure 2.20. As linear attenuation co-efficient values depend
on the energy of the radiation administered, the µ values attained from CT must be scaled to the energy
of PET photons (511keV) using a proportional relationship that is formed using bilinear interpolation
[76], [77]. A bilinear relationship is used to account for differences in the ratio of CT to PET attenuation
co-efficients in tissue and cortical bone [80] and is applied after the CT image is resliced into the PET
resolution and voxel size. The bilinear conversion method uses a linear relationship with one slope for
regions that are a mixture of air and soft tissue (-1000 < H < 0, in Hounsfield Units, H.U.) and a second
slope for regions that are a mixture of soft tissue and bone (H > 0) [80]. The conversion relationship (for
tissue) used in small animal PET/CT [77] is shown in equation (2.12),
µPET, x = µCT, x× µPET, H2OµCT, H2O
≤ µPET, Bone (2.12)
where µ is the linear attenuation co-efficient and x is the unknown tissue type. A maximum value is set
as µPET, Bone, as the absorption of bone relative to water at CT energies is higher than at 511keV [77].
This produces µ maps with continuous values, which are forward projected into an attenuation sinogram
to be added into the PET image reconstruction process. Errors in CTAC approaches can occur due to
misalignment between PET and CT data, inaccuracy in converting tissue attenuation co-efficients from
the CT energy range to 511keV and beam hardening artefacts [76], [77], [78].
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Figure 2.20: From left: CT, PET and PET/CT images reproduced with permission from [79]. Bone is
resolved with high contrast and signal intensity on CT due to its large attenuation factor.
Transmission source based methods in stand-alone PET
Attenuation correction in a stand alone PET scanner can be performed with a transaxially rotating,
positron emitting (e.g. 68Ge) point source which moves around the subject in a transmission scan and is
compared to a “blank” scan, which is taken while the PET scanner is empty. The 511keV photons emit-
ted from the source are detected by the PET detectors in singles mode7 for approximately 10 minutes
for both transmission and blank scans as the rotating source is moved in and out of the FOV in a helical
manner, with the difference between transmission and blank scans shown in Figure 2.21. Transmission
scanning-based AC (TXAC) hence provides a direct measurement of attenuation at 511keV by measur-
ing the fraction of gammas absorbed along each LOR in the transmission scan compared to the blank
scan and provides attenuation information which is aligned with the PET emission data. The resulting
transmission sinogram can hence either be used directly in the reconstruction process or the reconstructed
attenuation image can be forward projected to create attenuation factors for each LOR [80].
A different energy source, such as 137Cs [5], [80] or 57Co [78], may also be used, although the detected
photon energies have to be scaled to 511keV.
7This is usually performed in coincidence mode but due to low SNR seen in phantom experiments with the 68Ge transmission
source in the Cambridge split magnet scanner, transmission scans were conducted in singles mode for the experiments covered
in this thesis.
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Figure 2.21: A blank scan is performed using the rotating source, which spirals into and out of the scan-
ner to cover all possible LOR trajectories from the emitting object. This process is then
repeated in the transmission scan before injection of PET tracer with the subject inside the
scanner.
The ratio of the PET sinograms created by the transmission and the blank scans gives the attenuation
sinogram, which provide an estimate of the linear attenuation co-efficients of the patient by applying the
Beer-Lambert Law [78], [81], shown in equations (2.13) and (2.14) and Figure 2.22.
N = N0 exp−µx (2.13)
where N is the number of detected photons, N0 is the original number of photons, µ is the linear atten-
uation co-efficient (in cm−1) for the material and x is the distance the photons travel inside the material
(in cm). The denser the material, the higher the µ value, as tissue and water at 511keV have values
between 0.094-0.100cm−1, lung is between 0.018-0.030cm−1 but cortical bone gives µ values of 0.130-
0.172cm−1 [75], [81], [82].
Figure 2.22: The attenuation of an LOR from a body of size x depends on the size and µ value of the
body and not the point at which the gamma rays are produced.
N
N0
= exp−µd1 exp−µd2 = exp−µx (2.14)
N0 is measured using the blank scan and N is measured using the transmission scan, with distances
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d1 and d2 defined in Figure 2.22. The attenuation sinogram is created by rearranging equation (2.13) into
equation (2.15) and is used to create a corrected emission sinogram multiplying it with the normalized
emission sinogram (which is produced by multiplying the emission sinogram with the normalization
sinogram). The count rate of each resulting image voxel (reconstructed from the corrected emission
sinogram) is therefore corrected according to its measured local attenuation.
ln
N0
N
= ln
(Blank)
(Transmission)
= µx (2.15)
Additionally transmission images can be reconstructed from the natural logarithm of the attenuation
correction sinograms, forming µ value maps. To compensate for photon scatter and the variation of
attenuation with energy, these images can be segmented into regions and their measured linear attenua-
tion coefficients scaled to their theoretical values for 511keV photons [77]. New attenuation correction
sinograms can then be created by forward projection through the scaled transmission image. It must be
noted, however, that by segmenting and scaling these images, this no longer takes account of any local
variation or inhomogeneities in the subject’s attenuation distribution and this can be a setback in regions
with variable density such as the lungs [75]. The main drawbacks of TXAC, using either the sinogram
or image-based method, are due to the fact that the PET detectors are used for the data collection. As a
result, high levels of noise propagate into the final reconstructed images, lower resolution µ maps (com-
pared to CT) are produced and TXAC requires much longer acquisition times compared to CT (> 10mins
compared to ≈20s) [77], [78], [81].
Existing MR-based attenuation correction approaches for PET/MR
A major challenge in PET/MR is providing adequate attenuation correction without access to CTAC or
TXAC due to the limited space available in PET/MR scanner bores. Using MRI as a basis to provide
attenuation correction for PET is problematic as the MR signal is produced according to the proton den-
sity of tissues, without the need for ionising radiation, and therefore a direct measurement of attenuation
cannot be performed [76], [82], [83], [84]. Additional corrections must also be made to accommodate
for confounding hardware (e.g. RF coils in Figure 2.23), to accommodate for MR signal artefacts (e.g.
from metallic implants) and to accommodate for the limited MR FOV which truncates the resulting µ
maps in whole body imaging [75], [76], [82].
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Figure 2.23: Schematic representation of PET/MR insert scanner, showing subject, RF coils and animal
bed as sources of attenuation.
Two main approaches to perform MR-based attenuation correction (MRAC) have been developed:
segmentation-based methods and atlas-based methods. The segmentation methods work on the assump-
tion that the attenuation co-efficients of soft tissue at 511keV are fairly uniform [10], [82], [84] and
therefore most visualised tissue types can be assigned a population average linear attenuation co-efficient
to approximate their attenuation.
MRI images are therefore segmented into tissue types and organ classes, which are each assigned
a pre-determined linear attenuation co-efficient value [75], [76], [81], [82], [84] as illustrated by Fig-
ure 2.24 for a simulated mouse phantom. The more accurate the segmentation process, the closer the
MRAC will approximate the AC provided by transmission scans and CT. The simplest segmentation-
based method used in clinical whole body PET/MR studies employs the 2-point DIXON technique [85].
2 point DIXON acquires an in phase and out of phase gradient echo MR image of fat and water, acquired
by adjusting the echo time (TE) of the sequence. If an MR signal echo is acquired when fat and water
are exactly out of phase (spins at 180◦ to each other) their signals will cancel and likewise if they are
acquired in phase, their signals will add together8. These images can therefore be treated as simultane-
ous equations, (the mathematics are included in Appendix D) and added together to give a water (soft
tissue) image and subtracted to give a fat image. These images can hence be used to divide the body
into tissue classes (air, lung, soft tissue and fat) and then assign average attenuation factors for each class
[84]. More recent techniques for brain imaging have incorporated information from ultrashort echo time
8Fat and water signals dephase at different rates due to their different Larmor pecessional frequencies, which result due to
their differing chemical composition. They are in phase immediately after the RF excitation pulse and will be in phase at a time
equivalent to the inverse of their chemical shift i.e. if the chemical shift between water and fat is 220Hz at 1.5T, they will be
in phase at 1/220s later, so the TE is set to 1/220s (4.5ms) [86] to achieve an in phase image when acquiring the echo. These
terms are explained in future sections on MR theory.
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(UTE) sequences (further details can be found in Appendix D) which have been used to add an additional
bone class into the segmentation approach [75], [76], [87].
These approaches are computationally simple and do not require information other than the MR
scan but segmentation may be affected by the fact that different tissue types can produce similar signal
intensities. In particular it is difficult to separate air and bone, which appear similar on MR but markedly
different on CT due to the high attenuation factor of bone. A further problem lies in the fact that many
MR essential imaging components (e.g. RF coils) will attenuate photons to a greater degree than the
patient tissues [87] but these components do not appear on regular MR images.
(a) (b)
Figure 2.24: Example attenuation maps with tissue classification, simulated from the mouse whole body
(MOBY) phantom (a) axial and (b) transaxial views [88]. Black areas (air) are assigned the
lowest attenuation factor value, whilst white areas (bone) are assigned the highest attenua-
tion factor value, with a range of grey values assigned to other tissues.
The other approach to MRAC uses an atlas created from an archive of MRI and CT/transmission scan
images, which allows for both continuous attenuation co-efficient values to be assigned and can utilise
the superior level of anatomical segmentation of tissue classes available from CT images [75], [82], [83],
[89], [90], [91]. After the examination, individual MR data from a PET/MR scan is transformed into
MR atlas space and a pattern recognition method is used to create a pseudo-CT image from a CT atlas
(shown in Figure 2.25). The disadvantage of the atlas procedure is that a large image database is required
to account for inter-individual anatomical variability (particularly in large abnormalities such as tumours)
and truncated organs that lie outside the FOV may not be not taken into account.
There has been limited discussion of the various MRAC methods in preclinical work, except in rab-
bits [89], [92], but even in PET/MR clinical studies reported so far, a consensus on the best method for
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MRAC has yet to be reached [75], [81], [82], [83], [87], [93]. Currently, segmentation-based MRAC
methods (using DIXON in combination with UTE [75]) are applied to brain imaging in humans but their
translation to whole body imaging is complicated by misregistration problems, tissue segmentation/clas-
sification failures (e.g. mis-segmenting the lung region as an air or tissue class), UTE sequences (for
bone segmentation) needing too long an acquisition time to be feasible for whole body imaging and
variations in inter-subject and intra-subject lung-density [75], [76].
(a) (b)
Figure 2.25: (a) Pseudo-CT (centre, with raw MR on left and reference CT on right) created from human
brain MR using atlas approach to provide µ map for attenuation correction. (b) Three tissue
classification scheme (raw MR on left, segmented MR centre, segmented CT right) used to
create whole body rabbit µ map. Images reproduced with permission from [89].
Alternative approaches for PET/MR attenuation correction
PET emission data can also be used to generate estimates of attenuation, and has been used in preclinical
studies to give an outline of the animal body which is then used as single, segmented tissue region in a
similar approach to the segmentation-based MRAC approaches [77], [78].
In humans, this is adapted further using the Maximum Likelihood Reconstruction of Attenuation and
Activity (MLAA) iterative algorithm to construct attenuation maps from the emission data. Proposed
by Nuyts et al. [94] MLAA uses likelihood optimization in iterative reconstruction to gain an estimate
of linear attenuation co-efficients, based on the observation that the absolute likelihood of an maximum
likelihood expectation maximization (MLEM) emission image is always higher when attenuation is taken
into account, compared to no attenuation correction. Nuyts et al. extended MLAA for use with MAP
by incorporating a priori information about the attenuation co-efficients into the algorithm [94]. This
method has since been expanded to be used to fill in gaps in truncated CTAC and MRAC maps [95] and
also been extended to include time of flight (ToF) information [96] (see Appendix B for ToF explanation)
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to further improve its µ map estimates. In ToF-MLAA, an original segmentation-based MRAC µ map is
created and ToF information is applied to locate inconsistencies between the emission and transmission
data, which can be used to fill in truncation artefacts on segmentation-based MRAC maps.
Other possibilities to estimate AC from PET alone include using TOF data in conjunction with low
dose annulus-shaped positron emitting sources to separate out attenuation data from emission data in a
simultaneous PET/MR scan [97], [98]. Unfortunately, TOF technology is not supported in rodent PET
scanners, which limits the adaptation of advanced PET-based AC techniques [99].
2.1.8 Dynamic PET acquisition
If images have been fully corrected and calibrated, dynamic reconstruction can be used to examine tracer
time courses. Data can be histogrammed and reconstructed to create a single “static” frame, giving the
average tracer distribution over the duration of the scan or can be further segmented into dynamic “bins”
to create image time frames, shown in Figure 2.26. Shorter bins (e.g. 5-10s) are used at the start of the
scan to capture the passage of the tracer in its early stages and are gradually lengthened over the course
of the scan to increase the count statistics in each frame (and hence the SNR) as the tracer equilibrates in
tissue, such that after 45-60 minutes the bins are typically 300-600s long.
Subject motion between frames is common and can cause misalignment errors both between emission
frames or between attenuation correction sinograms and emission frames, resulting in ROI delineation
errors and quantification errors. To avoid this, inter-frame and intra-frame motion must be assessed in
dynamic PET studies and frames co-registered to each other to reduced these errors.
Figure 2.26: Dynamic whole body 18F-FDG PET image frames of a mouse, reconstructed using 3DRP
(coronal view). The tracer is administered via a tail vein cannula and proceeds to the heart,
which then distributes the tracer throughout the mouse. Earlier images are much noisier due
to the lower frame durations required to visualise the rapid initial kinetics.
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2.1.9 Motion correction of dynamic PET data
Motion artefacts can also be reduced by binning each dynamic frame into cardiac or respiratory gating
frames, according to ECG or respiratory pillow recordings. This often results in increased noise, how-
ever, as the count statistics are reduced by the number of cardiac cycles specfied, as shown in Figure 2.27
for 3DRP and Figure 2.28 for MAP.
Figure 2.27: Left: Late frame (taken 40 minutes into scan, 300s duration)18F-FDG cardiac image of
mouse heart reconstructed using 3DRP without cardiac gating. Right: Frames 1-4 created
using ECG triggers to show systole to diastole phases of heart cycle. Global noise is in-
creased in gated images compared to ungated image.
Figure 2.28: Left: Late frame (taken 40 minutes into scan, 300s duration)18F-FDG cardiac image of
mouse heart reconstructed using 3D MAP without cardiac gating. Right: Frames 1-4 cre-
ated using ECG triggers to show systole to diastole phases of heart cycle. Global noise is
increased in gated images compared to ungated image.
As each frame must be reconstructed separately, the reconstruction time is multiplied by the number of
CHAPTER 2. BACKGROUND THEORY TO PET AND MR IMAGING 50
frames present in the acquisition. Cluster computing techniques were employed in this thesis to process
the data in a realistic time frame, comprising three different cluster data processing centres (DPCs).
Each DPC had 32 cores with 32GB of RAM each, two of which were run on the Windows Server 2008
operating system and the last DPC run using CentOS 6 Linux. Image reconstruction jobs were created
using microPET manager software (Siemens Molecular Imaging, version 2.4.1.1, 2005) and sent to each
of the DPCs via the IDL scheduler and task manager. This enabled up to 32 jobs to be processed in
parallel on each of the DPCs, with an approximate maximum reconstruction time of 20 minutes per
frame for MAP reconstructions. This enabled dynamic PET data of approx. 50 frames in length to be
reconstructed, with the addition of cardiac gating, within 3 hours.
2.2 MRI scanning
MRI harnesses the phenomenon of nuclear magnetic resonance (NMR), which describes how nuclei
with intrinsic angular momentum behave in a magnetic field after application of a characteristic ra-
diofrequency (RF) frequency pulse. Water is a major constituent of biological material and therefore the
interrogation of proton nuclei signals can be used in a medical context to create morphological images
in vivo. The signals observed in MRI depend heavily on the exact chemical environment that protons
experience, which allows for excellent contrast between tissue types by discrimination of different signal
intensities. Diseased tissue is identified non-invasively by observing signal changes on MR images as a
result of physiological change within the body. MRI uses non-ionising radiation (the RF pulses used for
excitation of nuclei are of a frequency - and therefore energy - lower than that of visible light) and there
are no known side-effects associated with exposure to the strong magnetic fields required to produce MR
images, although prolonged RF excitation is limited to reduce the RF specific absorption rate (SAR) and
avoid excessive heating of the body.
2.2.1 Background MRI physics
In a static magnetic field, populations of spin 12 protons are separated into two energy levels as their
spins align parallel (spin up, lower energy) or anti-parallel (spin down, higher energy) to the field. From
quantum mechanics, the energy of separation is given by ∆E = h¯ω0, where ω0 is the Larmor frequency
and h¯ is the reduced Planck’s constant [100]. The Larmor equation, given in equation (2.16), relates the
proton resonance frequency to the static B0 field,
ω0 = γB0 (2.16)
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where γ is the gyromagnetic ratio, -42.577 MHz/T. The protons obey a Boltzmann distribution such that,
at room temperature, the limit of ∆E kB T is reached (where kB is the Boltzmann constant and T is the
temperature) and the ratio of populations in each spin state can be approximated in equation (2.17):
N↑
N↓
= exp
(
∆E
kB T
)
→ 1+ h¯γB0
kB T
(2.17)
where N↑is the population of spins in the upper level and N↓is the population of spins in the lower level.
This leads to an excess of spins in the lower energy level (roughly two parts per 105 for a magnetic field
strength of 3T at room temperature) and allows for the creation of the MRI signal when an RF pulse
excites spins between energy levels [100], schematically illustrated in Figure 2.29. The relaxation of the
transverse component of the net magnetisation back to equilibrium gives rise to an observable signal.
The MR signal is an induced current created due to the passage of the net magnetisation of the spins
through a receiver coil.
Figure 2.29: Boltzmann distribution determines proton spin populations within a magnetic field B0 and
an observable signal is created after RF excitation.
2.2.2 Scanner hardware
MRI requires a homogeneous static magnetic field (B0) of typical magnitude 1.5–3T for clinical appli-
cations in humans ('50 000 times stronger than the Earth’s magnetic field). The magnet is composed
of a large superconducting coil which is cooled below its critical temperatures by cryogens (e.g. liquid
Helium), thus lowering its resistance to zero and allowing an unhindered flow of current to create the
magnetic field. Gradient coils are placed within the bore of the magnet to apply orthogonal magnetic
fields (Gx, Gy and Gz) to encode MR signals in 3D and create images. The preclinical MRI scanner used
in this thesis is displayed in Figure 2.30. The NMR spectrometer generates RF pulses and a configuration
of transmitter and receiver RF coils relay the pulses and detect the signal induced respectively. Surface
coils are designed to rest next to the tissue of interest whereas volume coils envelope the tissue - both
work most effectively when the coil is filled with the volume of interest.
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Figure 2.30: Bruker Biospin 4.7T MRI scanner for small animals installed at the WBIC.
2.2.3 Creation of images
Signal echo generation
The MR signal originates from the net magnetic moment of sample, M0, which describes the sum over
spin states within the volume and precesses around B0 at ω0 (the B0 direction is conventionally taken as
the z direction). A frame of reference rotating at ω0 is chosen to make M0 appear stationary and parallel
to B0. A circularly polarised, oscillating magnetic field (B1) is then applied by an RF pulse at ω0 from
the transmitter coil in a direction perpendicular to B0 (i.e. at resonance along the x axis in the rotating
frame). B1 therefore acts as a vector on M0, causing the magnetisation to precess around the x axis at
frequency ω1 = γB1 for the duration of the pulse. The pulse is timed to tip the magnetisation from the
z axis down into the x-y plane (90◦ pulse), where a receiver coil can detect the induced signal generated
by the free rotation of the magnetic moment. If the pulse is applied for twice this time, it will flip the
magnetisation onto the -z axis (a 180◦ pulse). Similarly if the pulse were left on for a third of the 90◦
pulse time, it would produce a 30◦ pulse and a vector component of the magnetisation would be visible
in the x-y plane. This property is referred to as the flip angle of the pulse [86].
After the RF pulse is applied, the signal in the x-y plane decays exponentially in a free induction
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decay (FID). The signal dephases as different spins experience different magnetic field inhomogeneities
and spin-spin interactions, meaning that the spins develop differing precessional frequencies. Signal
echoes are obtained using two methods, spin echo (SE) and gradient echo (GE), which dephase and
rephase the spins into coherency, producing an echo at the echo time (TE). Figure 2.31 illustrates the
GE concept, which utilizes positive and negative magnetic gradient lobes of equal area to generate signal
echoes. Spins precess faster if they experience a higher magnetic field and this change in precessional
frequency results in spins in a higher field dephasing from those in a lower field. If the gradient lobe
is reversed, the spins will rephase and form an echo. As the rephasing process in GE only uses an
opposite sign gradient lobe, the dephasing process is governed by both magnetic field inhomogeneities
and spin-spin interactions, and the FID is dependent on the relaxation constant T2* [86].
Figure 2.31: Gradient echo formation: (a) 90◦ pulse to tip M0 into x-y plane, followed by (b) a rapid
decay due to dephasing of the signal using the negative gradient lobe until application of
(c), the positive gradient lobe. Spins that were precessing at a low frequency now precess
at a higher frequency as the gradient is adding rather than subtracting from the overall
magnetic field experienced, and vice versa. Rephasing now occurs, resulting in (d) echo
formation (lower magnitude due to exponential decay of M0). Spins continue to precess
after echo, shown in (e). Adapted from [86].
Figure 2.32 illustrates the SE concept, which uses the application of 180◦ RF pulses to rephase the
echo signal. Spins which are dephasing after a 90◦ pulse have their phase reversed by a 180◦ pulse
but continue to dephase in the same direction as before, as they experience the same magnetic field
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inhomogeneities that affected their precessional frequencies. This results in the spins rephasing at a time
equal to the delay between the 90◦ and 180◦ pulses, forming a signal echo. Echo formation in this manner
is most commonly referred to using the “runners on a track” analogy. Spins are represented by athletes of
varying speeds running until a whistle is blown to tell them to run directly back to their starting position.
The faster runners have further to go than the slower runners, so assuming their speeds are constant, all
runners will arrive at the starting line together. As this method relies on reversing the phase of the signal,
the decay is governed by spin spin interactions rather than magnetic field inhomogeneities and the decay
of the signal echo heights is governed by the relaxation constant T2 [86].
Figure 2.32: Spin echo formation: (a) 90◦ pulse is applied to rotate spins into transverse plane, (b) spins
then dephase naturally until (c) 180◦ is applied. This flips all spins 180◦ on transverse plane
( i.e. +y axis to -y axis). (d) This does not change the spins precessional frequencies but
does reverse their phase, therefore spins which were dephasing faster than others are now
rephasing faster. (e) As a result, an echo is formed which is used to record the MR signal.
(f) The spins then continue to dephase as before, unless another 180◦ is applied. Adapted
from [86].
Spatial encoding
The echo signal can be encoded in space by applying gradient fields in addition to the main field B0. A
3D volume is encoded by three orthogonal gradient fields: the slice selection gradient (GSS), the phase
encode gradient (GPE) and the frequency encode gradient (GFE).
The slice select gradient determines the 2D plane (or slab) of the patient which is excited by the RF
pulse. By convention, the slice select direction is taken to be the z axis9 to align with the axis of the
9An axial slice acquisition is assumed by convention.
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magnet bore and the direction of B0. The gradient coils apply a linear gradient along the z direction, with
spin precessional frequencies determined by equation (2.18) [101].
ω = ω0 +∆ω = γ (B0 +Gz · z) (2.18)
The spins within a patient therefore precess at different rates according to the local magnetic field, al-
lowing for any slice to be excited. The width of the slice is determined by the bandwidth (∆ω) of the RF
pulse and gradient strength (G) of the slice select gradient, demonstrated in Figure 2.33.
Figure 2.33: Slice excitation using RF pulse, indicating how bandwidth of RF pulse dictates size of slice
excited.
The central frequency of the RF pulse determines the slice position, illustrated in Figure 2.34. Figure
2.35 depicts how three slice excitations can be achieved using three different RF frequency pulses.
Figure 2.34: Slice select gradient, used to excite protons using an RF pulse within a desired region.
Adapted from [86].
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Figure 2.35: Different frequency RF pulses can be used to select different slices. Adapted from [86].
To acquire an orthogonal slice, Gx · x or Gy · y can be used in place of Gz · z in equation (2.18). An
oblique slice acquired at any angle through the patient, can be acquired by using a combination of Gx,
Gy and Gz, whose application can be characterised generally by a 3D spatial rotation matrix [101]10.
The GFE and GPE gradient fields (orthogonal to GSS) encode the patient’s spatial frequencies into k
space (see Figure 2.38) with axes kx and ky in 2D acquisitions, using equations (2.19) and (2.20) [101]:
∆kFE =
γ
2pi
GFE(t) ·m ·∆t (2.19)
where kFE = the unit interval of k space in the frequency encoding direction, GFE is the magnetic gradient
applied in frequency encoding direction in mT/m, m is the sampling number in the frequency encoding
direction and ∆t is the sampling interval (reciprocal of sampling frequency) in ms.
∆kPE =
γ
2pi
∆GPE(t) ·n · t (2.20)
where kPE = the unit interval of k space in the phase encoding direction, ∆GPE is the magnetic gradient
applied in the phase encoding direction in mT/m, n is the sampling number in the phase encoding direc-
tion and t is the duration of the phase encoding gradient in ms. Equation (2.21)) defines an arbitrary k
space trajectory [101],
k =
γ
2pi
∫ t
0
GPE(t)dt (2.21)
10To obtain a transverse slice rotated through angle φ from the x axis, Gx = GSS cosφ and Gy = GSS sinφ [86].
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The frequency encoding (or readout) gradient is applied at the same time as the MR signal is mea-
sured, such that it assigns a unique precession frequency (governed by equation (2.16)) to a distinct
spatial location along the gradient direction [101]. The measured signal frequency will thus be a mixture
of the different frequency components, each corresponding to a different spatial location, and a Fourier
transform can be used to determine these frequency components, as shown in Figure 2.36.
Figure 2.36: Frequency encoding (FE) schematic. With the FE gradient applied, frequencies are encoded
according to their spatial positions and the total signal consists of a range of resonance
frequencies. A Fourier transform hence produces a projection of the objects [86], [101].
The phase encoding gradient is applied whilst the magnetization is in the transverse plane but before
the readout gradient. Whilst the gradient is applied, the precession of nuclei in the gradient direction
will speed up or slow down according to their position, leading to phase differences between spins
[101]. When the gradient is switched off, the spins will revert to their original frequencies but keep their
resulting phase differences [86]. The phase encode gradient lobe area is therefore varied to introduce
different amounts of linear phase variation to the signal and thus measure the signal produced in the
object at different spatial frequencies, as demonstrated in Figure 2.37. Greater phase differences will
be encoded between the spins with increasing gradient strength. To create an image of the object, all
possible spatial frequencies must be interrogated in this manner, and the results recorded in k space.
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(a) (b)
Figure 2.37: Phase encoding schematic for 16 pixel image [101]. Whilst no gradient is applied, the
transverse magnetisations (arrows) are in phase. When a positive gradient is applied (left),
the magnetisations dephase according to their position along the gradient direction and a
position-dependent phase difference is formed. A similar process, but with the dephasing
occurring in the opposite direction, is seen with a negative gradient (right).
k space sampling
A simple MR pulse sequence captures one line of k space at a time and must therefore be repeated within
a repetition time (TR) and with different phase encode gradient values to sample the whole space, as
shown in Figure 2.38. In this example Cartesian k space sampling scheme, we begin at (0,0)11 and move
to (-kFE , -kPE) with the application of negative phase encode and negative frequency encode lobes. The
application of the larger positive frequency encode moves the readout along the k space line to (kFE ,
-kPE). Once all k space values are filled, k space is 2D inverse Fourier transformed back into real space
to create the image [86].
Figure 2.38: k space diagram of a simple Cartesian k space sampling scheme, with each phase encoding
step associated with a separate k space line.
MR pulse sequences
All these components can be represented in a pulse sequence diagram which describes how the gradients
and RF pulses are applied. All pulse sequences have the same fundamental components, beginning
11When no gradients are applied, we get the signal from the whole object, referred to as zero spatial frequency.
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with RF excitation and acquiring echo signal data using three orthogonal gradient fields (slice select,
frequency encode and phase encode) to spatially encode the signal [102]. An example of a 2D gradient
echo imaging pulse sequence is shown in Figure 2.39.
Figure 2.39: 2D MRI pulse sequence diagram for gradient echo acquisition. RF pulse excites a slice
determined by the slice select gradient, whose signal echo is then rephased and encoded
in k space using a combination of the phase and frequency encoding gradients. The phase
encode gradient is changed each TR to record a different line of k space in the readout
direction from the signal echo.
MRI images can also be acquired in 3D mode, where a slab of the patient is excited by the RF pulse
instead of a slice and a second set of phase encoding gradients are added in the slice select direction to
encode spatial frequencies in 3D k space (an additional kz direction is added to the kx and ky directions
used for frequency and phase encoding). An example of a 3D pulse sequence is shown in Figure 2.40.
Figure 2.40: 3D MRI pulse sequence diagram, showing second phase encoding gradient on slice select
axis to provide additional encoding of slab excited using RF pulse.
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Once 3D k space is filled, the data undergo a 3D Fourier transform to create an image. By acquiring
a slab, slices are obtained with more uniform slice profiles, as shown in Figure 2.41.
Figure 2.41: Slice profiles schematic, adapted from [103]. 2D acquisition (right) gives gaussian slice
profiles, with more signal coming from the centre of each slice than the edges. Dotted blue
lines indicate the gaps between successive slices which are used to reduce cross-talk. In 3D,
(left) slices are rectangular and contiguous, meaning that signal is derived uniformly from
each slice.
The main disadvantage of 3D acquisition is that the total scan time required for the 3D sequence is
equal to the 2D scan time (no. of averages × no.of phase encode lines × TR) multiplied by the number
of additional phase encode lines obtained in 3D [102].
2.2.4 Relaxation rates and image contrast
The relaxation of the magnetisation signal is modelled in the Bloch equations [104] using first order
kinetics, which assume that nuclear spins undergo relaxation at different rates along the z axis and the
x-y plane.
• T1 is a time constant that describes the spin lattice relaxation time, the exponential recovery of
the longitudinal magnetisation along the -z axis back to equilibrium as a result of thermal energy
exchanges between the spin system and the surrounding environment [102].
• T2 is a time constant that describes the spin-spin relaxation time, the exponential decay of the
transverse magnetisation within the x-y plane as a result of individual proton magnetic moment
interactions. Protons experience slightly different magnetic fields dependent upon their local en-
vironment and hence precess at different frequencies, as governed by the Larmor equation. The
protons thus relax at different rates, leading to the net magnetisation to fall as the individual mo-
ments move out of phase with each other [102].
• T2*, the relaxation constant of the FID which incorporates the effect of T2 relaxation, inhomo-
geneity in the magnetic field and differences in susceptibility, as described in equation (2.22),
1
T2∗
=
1
T2
+
1
T2′
(2.22)
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where T2’ is inversely proportional to the magnetic field inhomogeneity ∆B in each imaging voxel
[102].
Figure 2.42: T1 recovery and T2 decay profiles after a 90◦ pulse.
Tissue MR signal depends upon the different T1 and T2 values of that tissue, shown in Figure 2.43.
Contrast is defined as the ability to distinguish between intensity values in an image, with high contrast
and high SNR indicating a high quality image [86]. Pulse sequences are designed to optimise tissue
contrast and create images “weighted” toward a relaxation effect, with examples shown in Figure 2.44.
(a) (b)
Figure 2.43: The effect of different T1 and T2 values on tissue signal (A=high contrast, B=low contrast).
The greater the weighting, the more sensitive the signal intensity becomes to differences in the relax-
ation parameter. T1-weighted images are typically used to differentiate between white and grey matter in
the brain, as white matter appears brighter due to its lower T1 value. T2-weighted images are frequently
used to image edema, as water appears brighter due its longer T2 value [105].
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(a) (b)
Figure 2.44: (a) T1-weighted and (b) T2-weighted image of a rat brain.
In addition to the natural MR contrast created by tissues, contrast agents can be injected into the
subject via venous cannulas to improve the specificity of MR images and to increase SNR. The tail vein
or femoral vein is used in rodents.
Gadolinium-based contrast agents (such as those shown in Figure 2.45) are paramagnetic due to the
Gd chelation in the ligand, which possesses seven unpaired electrons. These contrast agents are designed
to be non-toxic (Gd is toxic in its elemental form), stable in vivo and are completely eliminated from
subjects within 24 hours. As a result of their paramagnetic nature, Gd-based contrast agents shorten the
T1 (and T2) of tissues where they accumulate, giving an enhanced signal on T1 weighted images [106].
This effect is used most often in brain oncology, particularly in glioblastoma where highly vascular tu-
mours will be greatly enhanced thanks to a large presence of contrast agent resulting from the breakdown
of the blood brain barrier (BBB) [107].
Figure 2.45: Chemical structure of MR contrast agents Magnevist, Dotarem and Gadovist [108], which
display high levels of stability, indicating that it is difficult to remove the Gd ion from the
chelate. Different structures give rise to different relaxivities, which indicate how much of
an effect each contrast agent has on T1 and T2 in tissue.
The following sections detail the MRI pulse sequences used throughout this thesis.
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2.2.5 Structural MRI pulse sequences - FISP MRI
The majority of MRI imaging pulse sequences required for PET/MR studies are anatomical sequences
which have much higher resolution than PET data. A simple sequence used to perform mouse whole
body imaging with good SNR is the Fast Imaging with Steady Precession (FISP) sequence, shown in
Figure 2.46. The transverse magnetisation is rewound, meaning that the signal contains FID enhanced
with echo and coherent transverse components. This gives more signal than spoiled gradient echo (see
next section) but a more complex signal weighting. FISP images are proton density (PD) weighted at
low flip angle (α < 20◦) and at α > 45◦ it depends on the ratio of T1/T2 [86].
Figure 2.46: FISP pulse sequence. To increase the available signal, rewinder gradients in the phase
encode direction are added to the standard gradient echo sequence. The signal therefore
contains the FID enhanced with echo and fresh transverse components.
Gradient echo sequences such as FISP are favoured for cardiac imaging due to their short TRs which
enable rapid imaging and their high image contrast between the moving blood and myocardium [86].
FISP can be used in cine acquisitions to acquire cardiac motion gated images of the different temporal
phases of the cardiac cycle via triggering from ECG traces, as shown in Figure 2.47 for both prospective
and retrospective gating schemes.
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Figure 2.47: ECG triggered imaging schematic, adapted from [86], with PQRST phase labelled ECG
trace (top row). Each box represents a FISP sequence acquisition, which acquires one line
of k space data. This is repeated throughout the cardiac cycle using either prospective
(middle row) or retrospective gating (bottom row). In prospective gating, an arrhythmia
rejection window (AR) is used, during which the MRI sequence is not acquired to allow
for variations in subject heart rate. In retrospective gating, the sequence is allowed to run
independent of heart rate, with the ECG trace only used to trigger and update the phase
encoding gradient to acquire the next line of k space. The position of the data within the
cardiac cycle is determined after data collection.
To speed up image acquisition and to reduce image blurring from respiratory motion, segmented k
space schemes are used to acquire multiple k space lines per heart beat for the different temporal phases
of the heart cycle. Each image is therefore composed from data gathered over several heart beats, as
shown in Figure 2.48.
Figure 2.48: Segmented k space data acquisition schematic, used to acquire multiple lines of k space for
each temporal phase (TP) of the cardiac cycle per heartbeat. In this example, k space is
segmented such that 4 lines are acquired at once (i.e. 4 phase encode gradients are used),
leading to an acceleration in acquisition time by a factor of 4.
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2.2.6 Structural MRI pulse sequences - FLASH MRI
An alternative to FISP for structural imaging is the Fast Low Angle SHot (FLASH) technique. Image
contrast generated by FISP is dependent on the flip angle of the sequence and the ratio of T1/T2 [86],
giving high contrast between fluid and solid structures. In contrast, FLASH produces PD or T1 weighted
images (depending on the flip angle used12), which generates images with high white/grey matter contrast
in the brain [86]. Signal saturation occurs if pulses are applied before the longitudinal magnetisation has
fully relaxed (thus exciting only a component of the magnetisation) and the effect is continuous with each
subsequent pulse until the excitation and relaxation processes form a steady state. Sequences such as
FLASH employ spoiling techniques to destroy magnetisation in the x-y plane before each new excitation
[109], thus and allowing for rapid acquisition of T1 weighted images [110], [111].
FLASH employs both a spoiling gradient in the slice select direction and phase offsets in the RF ex-
citation pulses to spoil any remaining magnetisation in the transverse plane, with each spoiling method
shown in Figures 2.49 and 2.50 respectively. Without any spoiling applied, there can be interference be-
tween different phase encoded signals from different excitations which can lead to FLASH band artefacts
appearing parallel to the frequency encode direction in the images [109].
In gradient spoiling (see Figure 2.49), the residual transverse magnetisation is destroyed by applying
a different gradient for each sequence repetition to dephase the non-echo forming parts of the signal.
Figure 2.49: FLASH pulse sequence diagram, showing slice select spoiling gradient and extended read-
out gradient for spoiling. The spoiling gradients are of varying size to stop spoiled signals
forming echoes [86].
12As seen later in equation, (2.25), the FLASH signal depends on the T1 of the tissue under study. The Ernst angle gives the
maximum signal from a sequence where repeated RF excitations are made, αErnst = cos−1(exp(−TRT1 )). Images produced with
α > αErnst are T1 weighted and are PD weighted when α < αErnst [86].
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For phase spoiling (see Figure 2.50), a phase offset is applied to each successive RF excitation pulse,
such that residual magnetisation in the x-y plane always points in a different direction, preventing any
magnetisation building up [112], [113]. Usually phase encodes are rewound (as in FISP) to avoid spatial
inhomogeneities.
Figure 2.50: FLASH pulse sequence diagram, showing phase offsets in RF pulses to produce spoiling.
FLASH can also be combined with ECG signals to give gated cardiac images by acquiring segmented
k space data, as shown in Figure 2.48. This process is repeated over several heartbeats to fill k space
completely [86].
If no ECG signal is available, a self-gating sequence such as IntraGate FLASH (IG-FLASH) can be
used on Bruker small animal MRI systems, which uses a navigator slice signal (positioned as a saturation
slice above the lungs and heart) to estimate the stages of the cardiac cycle from the blood signal within the
saturation slice. This navigator provides retrospective gating for cardiac and respiratory motion, although
blood appears black on IG-FLASH images (in contrast to its usual white appearance on FLASH images)
due to signal suppression by the regional flow saturation band [114]. The modified pulse sequence is
shown in Figure 2.51, with data taken over a series of heart beats, gated accorded to the navigator signal.
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Figure 2.51: FLASH pulse sequence diagram, with additional saturation slice added above heart. Nav-
igator signal derived from refocusing of saturation slice. Navigator is used to estimate the
cardiac cycle stage and retrospectively gate the segmented FLASH acquisition.
2.2.7 Structural MRI pulse sequences - RARE MRI
Rapid Acquisition with Relaxation Enhancement (RARE) describes a fast spin echo MRI sequence used
to produce high resolution, T2 weighted structural images. This sequence is based on the spin echo
principle illustrated in Figure 2.32 but instead of simply encoding a single echo signal using the slice
select, frequency and phase encoding gradients, fast spin echo sequences also employ phase rewinder
gradients to undo the dephasing of the spins. A phase encoding step of equal strength but opposite sign
is applied after the acquisition of each echo in the train, with the result that different phase encoding can
be applied for each echo, as shown in the pulse sequence diagram in Figure 2.52.
Figure 2.52: RARE pulse sequence diagram, with echo train length (RARE factor) of 3. Interecho spac-
ing denotes the fixed time between successive echoes and arrows on phase encoding direc-
tion indicate direction of changing phase encoding (rewinder gradients).
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In RARE, one line of k space is sampled in each of the intervals between successive refocusing pulses
and each echo is used to fill a different segment of k space13, a different third in the case of Figure 2.52,
illustrated in Figure 2.53. The echo train length in each TR (i.e. number of echoes generated in time
to next 90◦ pulse) defines the acceleration of the sequence compared to standard spin echo and is also
known as the RARE factor of the sequence [86]. The RARE factor is 3 in Figure 2.52 and the whole
sequence repeats after TR with different phase encoding steps.
Figure 2.53: RARE data acquisition in k space with RARE factor of 3, adapted from [86]. Effective TE
is given by time from initial excitation to echo which covers the central k space segment,
which gives the majority of contrast in the image (echo 2 in this case).
As different segments of k space are acquired with different echoes, different lines of k space have
different levels of T2 weighting and therefore very high RARE factors are not recommended, as signal
from late echoes will be attenuated as a consequence of T2 relaxation.
2.2.8 Vascular MRI pulse sequences - Time of flight MR angiography
Magnetic Resonance Angiography (MRA) produces images of blood flow through a patient, making
blood vessels appear distinct from tissue and produces rodent angiograms non-invasively. Time of flight
MRA (TOF-MRA) uses a spoiled gradient echo sequence with short TR and TE to utilise the signal
produced from moving spins inside flowing blood as indigenous contrast [86], [115].
When a gradient acts on stationary spins, the spins acquire a phase shift proportional to the magnitude
and duration of the applied gradient. By balancing the gradients, no net phase shift exists after slice
selection or at signal acquisition for static spins, although moving spins at a constant velocity acquire an
induced phase shift, explained in Figure 2.54.
13To avoid N/2 Nyquist ghosting artefacts in the image, which result from slight mispositioning of alternate echoes due to
small gradient imperfections, phase correction is applied [86]. This stops the mis-registration of alternating k space lines by
using a 1D FT of a reference scan taken without phase encoding to calculate the required phase correction.
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Figure 2.54: Phase shift created using equal area (balanced) bipolar gradients, adapted from [86].
Bipolar gradient lobes are added to MRA pulse sequences to provide flow compensation in the slice
select and frequency encoding directions [115], as explained in Figure 2.55.
Figure 2.55: Gradient moment nulling. Zero net phase shift using equal area (balanced) tri-lobed gra-
dients (1:2:1 configuration) for flow compensation, which act to unwind phase shift from
moving spins.
The pulse sequence diagram for 2D TOF MRA (essentially a FLASH sequence with flow compen-
sation) is shown in Figure 2.56. Short TR and short TE mean that tissue slice signal is saturated from
stationary spins, whilst unsaturated spins flowing into the imaging slice yield MR signal.
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Figure 2.56: 2D TOF MRA pulse sequence, with tri-lobed velocity compensation gradients on slice se-
lect and frequency encoding axes. The phase encode gradient remains unbalanced - there
are flow compensation schemes for the phase encode gradient [115], but in most 2D TOF
MRA applications, the short duration of the phase encode gradients minimizes the effect of
motion during their application [116].
Figure 2.57 illustrates how TOF-MRA uses a saturation RF pulse to suppress the tissue signal from
a slice and records the increased signal from unsaturated protons which flow into that slice in the artery.
The signal magnitude produced on the angiography image depends on the speed at which the spins are
moving through the imaging slice, as illustrated in Figure 2.58. When blood is stationary (v = 0), it
becomes saturated the same way as tissue of slice thickness z, but due to the long T1 of blood it will
appear with reduced signal on a T1 weighted FLASH image. When the blood velocity reaches v = z2TR ,
there will be increased MR signal from blood due to the partial inflow of unsaturated spins over a TR.
The maximum signal is reached when the blood can completely transport itself across the slice thickness
over a TR, i.e. v ≥ zTR , as there is the maximum inflow of unsaturated spins to the slice [86].
Figure 2.57: Schematic of TOF MRA signal generation through imaging slice.
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Figure 2.58: TOF effect response to blood flow speed, where v is the blood flow speed, TR is the repeiti-
tion time of the MRA sequence and z is the slice thickness. No enhancement seen at v = 0,
partial signal seen when v = z/(2TR) and maximum signal seen when v ≥ z/TR.
The TOF-MRA sequence is repeated for multiple slices taken perpendicular to the flow direction to
maximise the inflow effect [86]. Maximum intensity projections (MIPs) are used to view the results,
which project rays through each 2D slice to find the maximum pixel value along the line and then re-
peat this process after rotating the data at 5◦ intervals up to 180◦. Finished MIPs of stacked slices are
interpolated to display the results in 3D, as shown in Figure 2.59.
(a) (b)
Figure 2.59: (a) 2D TOF MRA rat brain MIP, axial view (b) TOF MRA mouse brain MIP in 3D, showing
contrast between bright blood vessels (arrow) and dark tissue in sagittal view.
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2.2.9 Dynamic MRI pulse sequences - DSC MRI
The dynamic MRI sequences used in this thesis are all used in conjunction with injections of Gadolinium
based contrast agents. Dynamic susceptibility contrast (DSC) MRI is used to assess perfusion in vivo
[117], [118], [119], [120] by tracking a bolus of exogenous, paramagnetic contrast agent through the
brain. Since the transit time of the bolus is only a few seconds, high temporal resolution imaging is
required to observe the wash in and wash out of the contrast agent through the brain [121], [122].
Echo Planar Imaging
The high speed required to perform bolus tracking requires a T2*-weighted (gradient echo-based) Echo
Planar Imaging (GE-EPI) sequence. The high speed of acquisition (<1s per frame) is achieved by scan-
ning rapidly through multiple lines of k space in the frequency encode direction during each FID and
using the phase encode gradient to “jump” from one k space line to the next, shown in Figures 2.60 and
2.61.
Figure 2.60: Blipped GE-EPI pulse sequence, with multiple k space line readout using a single shot
gradient echo technique.
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Figure 2.61: GE-EPI k space diagram. Each blip changes the phase encoding of the signal and is fol-
lowed by a frequency encode gradient to read out each line of k space, which allows for
rapid imaging that is limited by rate of gradient switching.
Interpretation of DSC MRI signal
Gadolinium-based contrast agents are paramagnetic and therefore the first passage of a contrast agent
bolus through the cerebral vasculature produces a transient signal drop on T2* weighted EPI images.
This effect results from local magnetic susceptibility changes within the vasculature, resulting in spins
dephasing due to microscopic changes in the magnetic field, and this effect dominates over T1 relaxation
enhancement [121]. The T2* mechanism is therefore preferred to T1 for cerebral perfusion studies, as it
produces stronger signals in the first passage of the bolus, allowing the bolus to be tracked at high speed
through the brain. The signal drop can be expressed as a change in R2* (1/T2*) shown in equation (2.23)
[123].
∆R2∗ =− 1
TE
ln
(
S(t)
S0
)
(2.23)
∆R2∗ is assumed to be proportional to the concentration of contrast agent [124] and is also assumed
to be unaffected by vessel size (i.e. both large blood vessels and smaller ones from the microvascular
contribute to the signal in gradient echo T2* EPI) [125]. The exact proportionality constant depends on
the tissue under study, the contrast agent used, the field strength of the magnet and the pulse sequence
parameters [121]. It is used as a measure of contrast agent concentration-time curves in various regions of
interest (ROIs). To attain perfusion information such as cerebral blood flow (CBF), the ROI signal-time
course can be analysed in conjunction with an arterial input function (AIF), defined as the concentration-
time curve from arterial voxels directly feeding the ROI. The mathematics of this process are described
in detail in Chapter 3. An example of the conversion of the signal loss into a concentration time curve is
illustrated in Figure 2.62.
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Figure 2.62: Schematic signal conversion using equation (2.23). Note that the Gadolinium concentration
is only proportional to the change in R2*.
2.2.10 Dynamic MRI pulse sequences - DCE MRI
Dynamic contrast enhanced MRI (DCE MRI) is used to assess BBB permeability by measuring quan-
titative changes in injected MRI contrast agent concentrations over time. DCE MRI is performed by
observing signal enhancement on T1-weighted images due to the apparent change in T1 from the pres-
ence of the paramagnetic contrast agent within the vasculature, expressed in equation (2.24) [126], [127],
which assumes a linear relation between R1 ( 1T1 ) and contrast agent concentration in the fast exchange
limit [106].
1
T1∗
=
1
T10
+ r1× [CA] (2.24)
where T10 is the initial T1, T1∗ is the apparent T1 observed, [CA] is the contrast agent concentration and
r1 is the relaxivity of the contrast agent in mMs−1. The relaxivity (r1) value defines the exact relationship
between the observed change in T1 and concentration of contrast agent for each MR contrast agent, which
is also dependent on field strength and temperature [106], [128]. Shortening of T1 occurs via thermal
vibration of metal ions, creating oscillating magnetic fields which correspond to the change in energy
(∆E) between spin states and result in stimulated emission from high to low energy states.
FLASH using Variable Flip Angles (VFA) for DCE MRI
T1 is attained by analysing the FLASH signal (assumed to be perfectly spoiled, i.e. there is no build
up of steady state transverse magnetization) from variable flip angle (VFA) acquisitions, using equation
(2.25). FLASH is used to acquire T1 maps as it is considerably faster than standard inversion recovery
techniques. The FLASH sequence used to perform DCE MRI in this thesis uses both phase and gradient
spoiling, as described in Figures 2.49 and 2.50. It was also acquired in 3D, following the acquisition
scheme of Figure 2.40. A 3D sequence was used as they have better flip angle accuracy than 2D se-
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quences, due to multi-slice 2D sequences having poor slice profiles, leading to a distribution of flip angle
values across each slice and a resulting error in the T1 values attained [129], [130].
To create a T1 map, typically between 3 and 8 different flip angles (FA) over a range of values from
2-50◦ are acquired in a single 4D acquisition, as different tissue types have different T1 values and a
range of contrasts are required to measure these accurately.
S(t) = S0 exp
(−TE
T2∗
)(
sinα
(
1− exp(−TRT1 )
)
1− cosα exp(−TRT1 )
)
(2.25)
where α is the flip angle of the pulse, TE is the echo time, TR is the repetition time, S(t) is the observed
signal for each flip angle and S0 is the equilibrium signal for each flip angle.
The majority of previous work [131], [132] rearranges the FLASH signal equation and extracts the
apparent T1 using a linear plot (see equation (2.26)) of Ssinα against
S
tanα for each flip angle, as shown in
(2.27),
y = m x+ c (2.26)
S
sinα
=
Sexp(−TRT1 )
tanα
+S0 exp(
−TE
T2∗
)
(
1− exp(−TR
T1
)
)
(2.27)
The gradient, m, is therefore taken as exp(−TRT1 ) and can be re-arranged to calculate T1, as shown
in equation (2.28). It is vital that the baseline T1 values are accurate in order to give accurate contrast
agent concentration-time curves and should be measured on an individual basis if possible to account for
variation in T1 between subjects [129], [130], [133], [134].
T1 =
−TR
ln(m)
(2.28)
Once the baseline T1 value is known, the apparent T1* value due to the presence of contrast agent
must be measured, as shown in Figure 2.63. This is done by selecting a single FA (typically in the
range 8-20◦) which provides optimum contrast throughout the subject and repeating this single FA scan
multiple times during the administration of contrast agent injection. Whilst the T1 map can take up to
several minutes to acquire, ideally the repeated single FA scans will have acquisition times of ≈3-5s to
record the contrast agent dynamics accurately [133], [134], [135].
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Figure 2.63: Stages of DCE MRI acquisition, beginning with VFA FLASH and using this to form a
baseline T1 map. The FLASH signal baseline is then taken and the signal ratio between the
baseline and scans taken after contrast agent has been administered is used to calculate the
apparent T1 due to the presence of contrast agent during the dynamic scan.
The relationship between the FLASH signal and the concentration of a contrast agent in each of these
single FA acquisitions is determined by combining equations (2.24) and (2.25) into equation (2.29),
where Srel is the relative signal i.e. the ratio between the baseline signal and the signal seen in the
dynamic image and T10 is the baseline T1 value. This assumes that the FLASH sequence was perfectly
spoiled, signal attenuation due to Gd-mediated T2 shortening is negligible and the contrast agent is
uniformly distributed within each voxel [136], as shown in Figure 2.64.
[CA] =
ln
exp
(
−2TRT10
)
cosα (1−Srel)+ exp
(
− TRT10
)
(Srel cosα−1)
exp
(
− TRT10
)
(cosα−Srel)+Srel−1

TR · r1 (2.29)
Once the concentration at each scan point is known, these can be combined together with the times
each scans were taken to give a dynamic profile of the contrast agent concentration in a region over a
series of DCE MRI time frames.
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Figure 2.64: Baseline T1 map is used in conjunction with signal ratio between the FLASH baseline and
FLASH scans taken after contrast agent has been administered. This produces the absolute
concentration of contrast agent in vivo at the time points of each dynamic scan. ROIs can
then be drawn in tissues of interest to give concentration-time curves.
2.2.11 Perfusion MRI pulse sequences - Arterial spin labelling
Arterial Spin Labelling (ASL) is an alternative method of measuring perfusion using MRI, but unlike
DSC MRI it is entirely non-invasive as it uses magnetically labelling protons in the endogenous, freely
diffusible blood supply to act as a tracer. Blood is labelled using an inversion (180◦) pulse proximal
(i.e. upstream) from the tissue of interest [121], [125]. Perfusion is measured as a small signal change
(1–2%), which is observed when labelled blood perfuses into tissue. Inverted spins present in the blood
travel to the capillary bed and exchange with the water molecules in the tissue, which reduces the total
tissue magnetisation [121], [125]. An image is taken in both this state (the “tag” image) and without any
labelling applied (the “control” image). The “tag” image is then subtracted from the “control” image to
give a perfusion image, which is used to extract cerebral blood flow (CBF) [121], [125].
There are two types of ASL: Pulsed ASL (PASL) and Continuous ASL (CASL). In PASL, arterial
spins are labelled by a spatially selective inversion pulse and the bolus of arterial blood passes transiently
through the tissue of interest, whilst in CASL the labelled blood establishes a steady state with the tissue,
requiring a longer tagging time [121], [125]. In this thesis, the PASL Flow-sensitive Alternating Inversion
Recovery (FAIR) technique was used to perform 2D single slice ASL and is shown in Figure 2.65. PASL
was used due to its higher labelling efficiency than CASL and single slice ASL was used due to the
relatively long (12 minutes) acquisition time of FAIR.
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Figure 2.65: FAIR “tag” and “control” image pulse sequences (left) used to perform ASL, with image
slice planning shown on the right [86], [137]. The non-selective inversion pulse is applied
to the whole head to give the “tag” image while the control image is produced using a slice
selective inversion pulse slightly wider than the image slice. For simplicity only the slice
select gradient is shown and the box indicates an EPI sequence, shown in Figure 2.60.
In FAIR, a frequency selective inversion pulse is applied with and without a slice select gradient to
produce the “control” and “tag” images respectively. This ensures that in the “control” image spins are
only inverted at the imaging location, whilst in the “tag” sequence the pulse inverts spins over the global
region. The magnetization for the “tag” image is inverted and therefore takes a negative sign, so the
change in magnetisation is defined as follows in equation (2.30),
∆M = Mcontrol−Mtag (2.30)
where ∆M is the change in magnetisation, Mcontrol is the positive magnetisation from the “control” image
and Mtag is the negative magnetisation from the “tag” image.
The simplest way to calculate CBF from these images assumes that magnetisation transfer between
bound and free water is compensated for and the T1 of blood is approximately the same as that of tissue
[137]. The Bloch equation [104] for longitudinal magnetisation in the presence of perfusion can therefore
be set out in equation (2.31),
dM
dt
=
M0−M
T1
+ f Mb− fλ M (2.31)
where M is the longitudinal magnetisation of the tissue, with equilibrium value M0, Mb is the magneti-
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sation of the inflowing blood, f is the perfusion rate or CBF and λ is the partition coefficient of water
molecules between tissue and blood, which is 90ml/100g for the rat brain [138]. According to this equa-
tion, the tissue T1 relaxation rate is effectively increased by fλ giving an apparent T1*, shown in equation
(2.32),
1
T1*
=
1
T1
+
f
λ
(2.32)
λ is generally assumed constant, so therefore if a T1 map is determined from the “control” images and
a T1* map is computed from the “tag” images, the CBF can be calculated in [ml 100g−1 min−1]. The
T1 maps are calculated using several different inversion times (TI) acquired using the sequence, where
the inversion time defines the time between the labelling pulse and the delay to acquisition readout. The
signal at each of the multiple TIs is then plotted against TI and fitted to the inversion recovery equation
(2.33) to calculate T1 in each case. The inversion recovery equation is derived from the Bloch equation
for T1 relaxation after a 180◦ pulse [104].
Mz(TI) = M0
(
1−2exp−TIT1
)
(2.33)
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2.2.12 Summary of MR pulse sequences
Pulse sequence Typical time to acquire Contrast used Application in thesis
FISP 6 minutes T1 weighted Whole body mouse
structure
FLASH-IG 10 minutes T1 weighted Cardiac self-gating MR
and whole body mouse
structure
RARE 6 minutes T2 weighted Rat brain structure
TOF MRA 8 minutes T1 weighted, flow
comp.
2D Time of flight MR
angiography
EPI <1s per frame, 100+
frames
T2* weighted, Gd
[CA]
Rat brain perfusion, first
pass DSC MRI AIF
FLASH VFA T1 map (7 FA) = 5mins,
Single FA = 41s
T1 weighted, Gd
[CA]
Rat brain permeability,
DCE MRI AIF
FAIR 12 minutes (20 TI) T1 weighted Rat brain perfusion, ASL
2.3 Chapter summary
The physical basis of PET and MRI scanning techniques have been respectively outlined. The hardware
of both modalities has also been discussed, with the process of signal detection explained for both tech-
niques. A brief overview of image formation in both PET and MRI has also been provided to give an
understanding of the image reconstruction techniques and pulse sequences used throughout this thesis.
Finally, dynamic PET and MRI scanning procedures were examined in this Chapter. The analysis proce-
dures required to convert dynamic PET and MR image signals into quantitative parameters are discussed
in the next Chapter.
Chapter 3
Current quantitative methods in small
animal PET and MR
This Chapter contains an overview of current analysis techniques used in dynamic PET and MRI to
produce quantitative images and parametric maps. Both modalities rely on compartmental modelling to
express the tracer and contrast agent kinetics respectively, and both PET and MRI models each require
an arterial input function (AIF) to facilitate the use of such models. As such, the accurate and non-
invasive determination of the AIF is important to produce quantitative analysis of imaging data and a
variety of techniques used to extract AIFs in PET and MRI are discussed in this Chapter.
3.1 Quantification in PET
A summary of PET analysis techniques is shown in Figure 3.1, indicating the varying levels of anal-
ysis which can be performed on PET data, with the most powerful and complex being voxel by voxel
parametric mapping, achieved through tracer kinetic modelling.
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Figure 3.1: Progression in analysis of PET data to complex, quantitative techniques.
3.1.1 Standard uptake values (SUVs)
Standard uptake values (SUVs) provide a simple, semi-quantitative measurement of tracer uptake which
can be compared across subjects on an ROI or voxel by voxel basis [139]. SUVs are defined in equation
(3.1), in units of g/ml for small animals and can be defined as both the mean or maximum SUV across
the ROI. The main advantage of SUVs lies in their simplicity - they can create a parameter map without
dynamic PET measurements or invasive blood sampling.
SUV(t), [kg/l] =
Activity concentration(t), [MBq/l](
Injected Activity, [MBq]
Body weight, [kg]
) (3.1)
SUVs are used as a biomarker of disease in clinical oncology [140], [141], [142] for both diagnosis
and cancer staging, due to 18F-FDG accumulating in tumour tissue as a consequence of a higher rate
glycolysis known as the Warburg effect [143]. SUV gives an indication of an individual’s response
to therapy, as a decreased SUV will indicate decreased 18F-FDG uptake and therefore a lower rate of
glycolysis and a less aggressive tumour [142].
The biggest drawback with using SUV measurements is their time dependence and lack of direct
physiological meaning. Over time, tracer uptake in ROIs will change and therefore many oncological
studies are performed using a “late” scan performed an hour (or more) after tracer has been administered
to the patient, as a longer uptake phase often results in a better lesion-to-background contrast ratio. The
SUVs calculated are therefore compared at this “late” time point across patients [142], [144], [145]. The
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optimal time to compare SUVs across patients (or subjects in preclinical imaging) varies according to
the kinetics of the tracer involved, in addition to factors such as the metabolic state of the subject for
18F-FDG [146]. An example showing how the distribution of 18F-NaF changes over a 2 hour period is
shown in Figure 3.2 to illustrate how SUVs can change with time.
Figure 3.2: Comparison of 18F-NaF whole body mouse PET images (sagittal view) reconstructed with
MAP 3D for (a) entire PET 2 hour acquisition, (b) first hour and (c) second hour. Image (c)
would be used to calculate SUV values as the tracer kinetics have stabilised, giving a higher
SNR image with stable activity concentration.
3.1.2 Compartmental modelling of tracer kinetics
PET imaging produces quantitative images of radioactivity measurements, meaning that if suitable imag-
ing conditions are used the tracer measurements should be influenced by the underlying physiology of
the target region. Kinetic modelling of dynamic PET data allows for non-invasive quantification of phys-
iological processes (e.g. utilization of glucose) and their alterations in various pathologies without the
time dependency of SUVs [147], [148]. Each kinetic model compares the input of the system to the out-
put using a series of stages, known as compartments, to model how the system (i.e. the imaging subject)
processes the input.
PET tracer input and output
For PET tracers, the input to the system is typically defined as the tracer concentration in arterial plasma
over time, known as the arterial input function (AIF), Cp(t). This is defined as the input because each
tracer is distributed around the body after injection via the arterial system, using the heart as a pump. The
AIF is therefore ideally measured from an artery feeding the ROI and it is imperative that it is measured
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accurately to ensure the analysis produces kinetic model parameters which will define the rates governing
the physiological process under study correctly.
If blood samples are unavailable or if accounting for a tracer’s metabolites in plasma is problematic,
a reference region approach can be used to generate parametric maps of tracer kinetic parameters. This
involves using the tracer concentration time courses from a region with negligible (or at least very low)
tracer specific uptake to compare to the tracer concentration time courses found in the ROI [149]. This
is most often used to generate estimates of the binding potential1 for reversibly bound ligands [150].
To directly measure the AIF in humans, arterial blood samples must be taken throughout the duration
of the scan and the extracted plasma activity measured. The sample data is then plotted to show how
the tracer concentration within the vasculature decreases over time, as the tracer moves from plasma into
various organs and tissues. Figure 3.3(a) shows the theoretical form of the AIF, whilst Figure 3.3(b)
shows an AIF measured in a rat from plasma samples taken from the femoral artery.
(a) (b)
Figure 3.3: (a) Schematic showing archetypal AIF curve and (b) AIF measured from blood plasma sam-
ples taken from rat femoral artery.
The output for PET tracer kinetic models are the tracer concentrations in the ROI over time, known as
time activity curves (TACs), Ct(t). TACs are taken directly from PET images and show a characteristic
increase of tracer concentration with time, which complements the decreasing tracer concentration seen
in the AIF. Figure 3.4 illustrates the typical shapes of an AIF and a myocardial TAC for 18F-FDG.
1The non-displaceable binding potential is acquired using reference region methods, which is the defined as the sum of non-
specific, i.e. binding to other than the target molecule, and free radioligand concentrations in tissue. Additionally all reference
region models assume the ratio of K1/k2 (explained in the next section) are roughly equal in the reference region and the ROI.
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Figure 3.4: Typical curve profiles of AIF and myocardial ROI TAC for 18F-FDG.
The system can therefore be modelled as applying a convolution to the AIF with the system impulse
response function, R(t), to create the output TAC [151]. This is expressed mathematically in equation
(3.2):
Ct(t) = Cp(t)⊗R(t) =
∫ t
0
Ca(τ)R(t - τ) dτ (3.2)
where Cp(t) is the AIF, Ct(t) is the TAC and R(t) is the impulse response function. A compartmental
model is selected which will best estimate the shape of R(t) (expressed as a series of exponentials, which
are the sum of each compartment’s response to the bolus input [152]) and thus explain how the measured
AIF is converted into the observed TAC. Each compartment of the selected model defines one possible
state of the tracer, specifically its physical location (e.g. intravascular space) and/or its chemical state
(e.g. its binding state to different tissue elements and receptors) [152]. The compartment model therefore
describes the various transformations the tracer can undergo as it passes between compartments, such as
the movement of a molecule from the vascular to the extracellular space or the phosphorylation of a
molecule of 18F-FDG [151].
The concentration in the first compartment is designated as Cp for the AIF (the tracer concentration in
arterial plasma), with the tissue compartments numbered from 1 to N. The concentration in the first tissue
compartment designated as C1 and so on. The net flux into each compartment is defined as the sum of all
outflows subtracted from the sum of all inflows, represented by arrows going in and out of compartments
[151], [152]. The magnitude of the flux into each compartment is the product of the rate constant and the
concentration from the source compartment. For example, a reversible one tissue compartment model
(see Figure 3.5) can be expressed as shown in equation (3.3) [151]:
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dC(t)1
dt
= K1Cp(t)−k2C1(t) (3.3)
Figure 3.5: Reversible one tissue compartment model, used to describe water flow in body and applicable
for diffusible blood flow tracers such as 15O-H2O [151].
For the reversible one tissue compartment system, the solution of the differential equation (3.4) gives
the impulse response of the system (sum of N exponential decays from N tissue compartments) as shown
in equation (3.4),
R(t) = K1 exp−k2t (3.4)
As we know that the tissue curve is a convolution of the AIF and impulse response from equation
(3.2), we can express the tissue curve using equation (3.5). Equation (3.5) can then be used to find rate
constants for this model. This process can be extrapolated for models with more compartments to find
all required rate constants [151].
Ct(t) = K1 exp−k2t
(∫ t
0
Cp(s)expk2s ds
)
(3.5)
Compartmental model selection
The two tracers used in this thesis, 18F-FDG and 18F-NaF, both use an irreversible two tissue compart-
ment binding model, shown in Figure 3.6 for 18F-FDG [29], [31], [153] with its equations shown in
(3.6) and (3.7). The first compartment shows how the tracer is transferred from the blood plasma into
the tissues within the subject. The second compartment is described as irreversible, with k4 ≈ 0, as the
phosphorylation step in tissue is irreversible for 18F-FDG [29], [31], [153].
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dC(t)1
dt
= K1Cp(t)−k2C1(t)−k3C1(t)+k4C2(t) (3.6)
dC(t)2
dt
= k3C1(t)−k4C2(t) (3.7)
Figure 3.6: Two compartment model, with irreversible phosphorylation step trapping 18F-FDG in tissue.
No metabolite measurements are required to perform full kinetic modelling with this tracer
[151].
This model can be solved with the impulse response being a summation of individual impulse re-
sponses for each compartment (with k4 ≈ 0) [29], [31], [153],
R(t) = R1(t) + R2(t) = K1 exp−(k2+k3)t+R1(t)⊗k3 (3.8)
R(t) = K1 exp−(k2+k3)t+
K1
k2 +k3
(
k3−k3 exp−(k2+k3)t
)
(3.9)
R(t) =
K1k3
k2 +k3
(
1+
k2
k3
exp−(k2+k3) t
)
(3.10)
The TAC and AIF can now be used as part of a curve fitting procedure to extract the rate constants.
Alternatively, this model can be linearized and solved graphically using a Patlak plot [154] for irre-
versibly bound tracers, as expressed in equation (3.11), where the gradient is the rate constant Ki. Ki is
a combination of K1, k2 and k3 (see equation (3.12)) and corresponds to the influx constant of the tracer.
An example Patlak plot is shown in Figure 3.7.
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Ct(t)
Cp(t)
= Ki
∫ t
0 Cp(t)
Cp(t)
+V (3.11)
Ki =
K1k3
k2 +k3
(3.12)
Figure 3.7: Example Patlak plot. Straight line is fitted to data to attain influx constant for tracer. Initial
10-20 minutes are not used in fit as they depend upon the administered tracer bolus.
3.1.3 Arterial input function derivation methods
An AIF is required to apply any form of kinetic model to PET tracer data and the gold standard in the
clinic is between 20–30 ≈ 1-2ml arterial blood samples taken serially throughout the scan [155]. The
sampling scheme depends on the tracer and its kinetics, but typically samples are taken rapidly (<5s)
in the first 2 minutes to characterise the AIF peak and these intervals are gradually lengthened to 5–10
minute intervals towards the end of the scan [156]. The sample volumes are usually reduced to 30-100µl
in rat studies to avoid ex-sanguination [39], [157], [158].
In rats, arterial blood samples are taken via a catheter inserted into the femoral artery [39], [157],
[158]. Sampling intervals are initially very short (between 5-15s) in the first 1-2 minutes to ensure the
peak of the AIF is properly sampled, as the high heart rates of rats and mice mean that tracers distribute
very quickly [39], [157], [158]. The time between samples is gradually lengthened after this period (e.g.
to 20s for the next minute then at 5, 7, 10, 20, 30, 60, 90 minutes post-injection [39]), as the timing
resolution does not have to be as high to accurately sample the AIF. Once taken, blood samples are
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spun down in a centrifuge to extract the blood plasma and their radioactivity measured in a well counter.
Tracer metabolite concentrations are also measured if they are required for the kinetic model [37], [41].
The serial sampling process may, however, disturb the physiology of the animal and the blood samples
collected will be at limited temporal resolution at a remote site from the ROI, and so will experience
dispersion both within the animal and along the cannula line [52].
In mice this process is complicated by low total blood volumes (∼2ml [106], [159]), which makes
serial blood sampling difficult, as limited volumes of blood can be collected. Although some groups have
been able to perform serial blood sampling in mice by cannulating the femoral artery [160], femoral vein
[36] or aorta [68] and extracting very small samples (10-15µl [160]), many non-invasive methods have
been considered, particularly for longitudinal studies in mice.
Alternative techniques to serial blood sampling which attempt to extract direct estimates of the blood
activity concentrations have also been tested in rats [37], [158], [161], [162], [163], [164], [165], [166]
and mice [35], [51]. These primarily use femoral arterio-venous shunts, which comprise a catheter
surgically inserted between a major artery and a vein (such as the carotid artery and the jugular vein [37])
to allow for a small fraction of blood to flow outside the body through the catheters, whose activity can be
measured by a probe and blood flow measured with a flowmeter or ultrasound [37], [161]. Coincidence
microprobes which measure gamma emissions [51], [52], [158], [161], [163], [164] or β probes which
measure positron emissions [37], [162], [165], [166] have all been used on rodents in previous work
to perform rapid blood activity measurements with temporal resolution <10s [158], [162] and sample
volumes as low as 220nl for mice [35]. Two examples of such probes are shown in Figure 3.8. The
downside of these techniques is the specialist equipment and technical personnel required to perform
them, as well as the fact that repeat measurements (as part of a longitudinal study) cannot be performed
due to the surgical techniques involved. In PET/MR there is the added complication of the length of
the magnet bore, the restricted access to the subject and the high magnetic field, such that all equipment
must be deemed MR safe to be used in the environment.
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Figure 3.8: Left: Swisstrace coincidence probe wired into arteriovenous shunt circuit to continuously
measure AIF in mice, reproduced with permission from [51]. Right: Coincidence probe
gantry setup required to measure AIF directly in rats, reproduced with permission from [162].
The use of standard AIFs derived for a mouse population [167] have also been suggested, as well as
hybrid AIFs which are scaled by a single, late blood sample taken at the end of the PET scan to calibrate
them to an individual mouse [168]. The drawback of the population AIF method is that it is customized
for a particular animal disease model, and so requires an empirical calculation of the mean (population)
AIF and cannot adapt to individual variations in the dietary state and anaesthesia of the animal, which
may lead to poor estimation of metabolic status [169]. Additionally it does not account for variations in
injection speed, volume or catheterization site, meaning that a highly repeatable injection protocol using
a power injector is required [52].
3.1.4 Challenges of using image derived AIFs
In humans, the AIF can be derived non-invasively by extracting an activity time course from arterial
voxels on dynamic PET images, in areas such as the carotids [156], [170]. Rodent arteries are, however,
frequently too small to be resolved on PET images and therefore their small size demands that image-
derived input functions be extracted from the left ventricle of the heart [29], [33], [36], [53], [171],
[172]. The restricted spatial resolution of small animal PET scanners (1-2mm FWHM [99]) makes it
challenging to accurately place an ROI in the blood pool of the heart due to partial volume effects. The
vascular radioactivity is also blurred between tissues due to the spillover effect between hot and cold
regions at low spatial resolution. This results in signal contamination, which typically reduces the AIF
peak height, increases the width of the AIF peak and raises the tail of the curve at later time points [173],
[174].
Many alternate methods have been developed to address these problems with image-derived AIFs (ID-
IFs) in preclinical studies, such as ensemble-learning independent component analysis (EL-ICA) [51],
non-negative matrix factorization [175] and factor analysis (FA) [37], [176]. FA describes the covariance
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relationships among multiple variables in terms of a few underlying, but unobservable, random quantities
called factors. FA is based on the fact that the image intensity in a given voxel from a region such as the
mouse heart is the linear superposition of counts from the myocardial TAC, the left ventricle (the AIF)
and the right ventricle, and FA transforms this old basis into a set of new basis curves i.e. to isolate the
TAC and AIF signals [37], [176]. Variables within a compartment are assumed to be highly correlated
but variables in different compartments have relatively small correlations. Dynamic images are hence
decomposed into component images via principal component analysis, which finds the eigenvectors and
eigenvalues of the covariance matrix of the time-dependent pixel signals. A similar process is followed
for EL-ICA, with the component images shown in Figure 3.9. Non-negative matrix factorization sets an
additional condition that negative activity concentration values are not allowed [175]. These approaches
can also be scaled to the activity concentration of an arterial plasma sample taken at a late time point
[37], [176], or a venous plasma sample if the tracer arterial and venous plasma concentrations have
equilibrated at this late time point [170].
Figure 3.9: Non-invasive estimation of AIF from PET images, typically using EL-ICA [51] to separate
out myocardium from heart signal and minimise spillover. Figure reproduced with permis-
sion from [51].
Partial volume correction (PVC) methods for IDIFs have also been suggested, either using reconstruc-
tion or post-reconstruction based methods. In reconstruction, algorithms such as MAP which model the
PET system response, photon-pair collinearity and intercrystal penetration [64], [65] can be used to pro-
vide resolution recovery and decrease partial volume effects. Post-reconstruction methods vary widely,
from empirically derived recovery co-efficient scaling factors applied to the data to recover the mean
signal height [177], [178], [179] to spillover correction methods [171], to profile modelling approaches,
which utilise electrocardiogram gated PET data and a 3D geometrical model of activity distribution con-
volved with the scanner PSF [180]. Hybrid methods also exist which use a PVC image-derived approach
(such as recovery co-efficients) in the peak region of the AIF, and multiple late blood samples are used
to derive the tail region before combining the data to give the full AIF [172].
Simultaneous estimation methods which take PVE and spillover into account whilst simultaneously
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fitting IDIFs and model parameters have also been developed [181] although the large number of param-
eters have led to poor reproducibility of results by other groups [53]. Other methods include fitting a 4
parameter compartmental model to the data to describe 18F-FDG tissue uptake and metabolism [182].
As yet, no consensus has been achieved in preclinical studies for the extraction of image-derived AIFs
accurately and reliably.
In summary, there are 4 main ways of attaining an AIF for PET kinetic analysis:
• Serial, arterial blood sampling - gold standard, but requires invasive surgery, has limited tempo-
ral resolution and is highly challenging in mice.
• β probe and/or arterio-venous shunt - produces high temporal resolution blood sampled mea-
surements, but requires specialized equipment, is expensive and difficult to make MR compatible.
• Population AIFs - a mean AIF is assumed for the subject group, from a model or from previously
acquired data. This method does not accommodate for individual variations in AIF shape but can
also be scaled to each animal by the use of a measured plasma sample taken at a late time point.
This sample is ideally arterial plasma, but can be venous if the tracer concentration in arterial and
venous plasma has reached equilibrium at the sampling time point.
• Image-derived AIFs or IDIFs - the AIF is extracted from an arterial ROI the PET images either
directly or through a mathematical operation, such as FA. Several corrections can be applied to
IDIFs, such that the measured activity concentration gives a more accurate estimate of the true
input function. IDIFs can also be scaled to each animal by the use of a late plasma sample and a
population IDIF can be formed from the average of multiple IDIFs.
3.2 Quantification in dynamic MR using contrast agents
Whilst PET is intrinsically quantitative if appropriate corrections and calibrations are applied, MR cannot
directly measure contrast agent concentrations. Instead, extensive processing is applied to the image
signal intensity to attain readings of contrast agent concentrations, as described in Chapter 2 for DSC
and DCE MRI. Once this analysis has been performed, however, kinetic analysis may be performed
using compartmental models in a similar way to PET tracer kinetics. Both DCE and DSC MRI require an
arterial input function to compare to the contrast agent concentration-time curves from the ROI, although
the time scales and models applied vary between the two MRI techniques.
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3.2.1 Compartmental modelling of contrast agent kinetics in DCE MRI
In a similar manner to PET, qualitative or semi-quantitative analysis can be be conducted on the con-
centration time curves produced by DCE MRI, including quoting time to peak and area under the curve
values in healthy tissue and tumours [106]. The most powerful DCE MRI analysis method, however,
uses compartment models to produce physiological parameters, such as vessel permeability [183], [184],
[185], [186]. The Tofts compartment model [129], [130] is the most commonly used model and is de-
picted in Figure 3.10. The mathematics describing the extraction of DCE MRI parameters from this
model are included in Appendix I.42.
Figure 3.10: Tofts compartment model used to evaluate contrast agent kinetics in DCE MRI acquisitions
[129], [130].
In similar fashion to the PET tracer compartmental model, an AIF is essential to extracting the con-
trast agent rate constants in DCE MRI and the AIF produced displays a similar shape to that described
in Figure 3.3(a) [187]. The accuracy of the AIF is also of importance, due to the effect it has on corre-
sponding parameter values [133], [134], [135], [188], [189] and a temporal resolution of between 3–5s
is recommended to achieve acceptable accuracy in the first few minutes after injection, as the peak blood
plasma concentration changes rapidly [129], [130], [133], [134]. Due to the higher resolution of dynamic
MRI compared to PET (for mice and rat MR typically gives <0.4mm voxels, in comparison to >1.5mm
for PET) image-based non-invasive AIF determination is regularly performed in both human and small
animal subjects, with very few studies performing validation with blood samples due to their invasive
nature.
The simplest form of MR-based AIF estimation is to draw an ROI on the feeding artery to the tissue
ROI and to take the mean ROI time course as the AIF. In mice, the aorta [190] or left ventricle are often
used [191], [192], [193], [194], [195]. Due to the increased size of rat brains, the linguofacial artery has
2DCE MRI is used in Chapter 7 of this thesis to provide MR AIFs only, no DCE MRI kinetic analysis was performed.
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been used in rats [196], [197]. A detailed summary of alternative DCE MRI AIF extraction techniques
is included in Appendix I.3.
3.2.2 Analysis of cerebral perfusion using DSC MRI
For DSC MRI, indicator dilution theory is used to express the behaviour of a contrast agent bolus as
it passes through the vasculature and to attain estimates of cerebral blood flow (CBF), cerebral blood
volume (CBV) and mean transit time (MTT), which defines the average time a particle of contrast agent
takes to pass through the tissue [121], [125]. It is assumed that the BBB is intact, the contrast agent
remains intravascular and does not have an effect on CBF itself, and that the change in T1 relaxation is
negligible [121]. As mentioned in Chapter 2, EPI sequences are used to quickly acquire a T2* weighted
image where the induced change in magnetic susceptibility due to the presence of contrast agent results
in a proportional decrease in signal.
Contrast agent AIF in DSC MRI
An AIF is also required in this analysis process, but in DSC MRI the AIF is defined as the contrast
agent concentration-time curve during the first pass phase of the injection bolus. In an ideal AIF, the
recirculation of the tracer, as well as the dispersion and delay of the bolus, should be negligible, although
this is difficult to achieve in practice [121]. The AIF is extracted from images using the signal-time course
from voxels within the feeding artery of the tissue ROI to minimize the effects of delay and dispersion,
which can result in curve spreading [120], [198], [199], [200]. A schematic DSC MRI AIF annotated
with its main features is shown in Figure 3.11.
Figure 3.11: Theoretical AIF for DSC MRI, indicating the (A) steady state, (B) bolus arrival time (BAT),
(C) time to peak (TTP) of first pass, (D) recirculation peak (second pass of bolus) and (E)
decay to steady state.
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An example extraction of an AIF from arterial voxels is shown in Figure 3.12. A clear first pass curve
shape is seen but no recirculation peak due to the noise present in the data. DSC MRI cannot directly
measure the contrast agent concentration, as outlined in the conversion between EPI signal and ∆R2*
given in equation (2.23). ∆R2* is assumed proportional to the concentration of contrast agent, although
the exact proportionality constant depends on the tissue of interest, the contrast agent used, the field
strength of the magnet and the pulse sequence parameters used [121].
(a) (b)
Figure 3.12: (a) DSC MRI signal from arterial voxels and (b) converted ∆R2* time course.
Gamma variate fitting to AIF data
The image-derived AIF in DSC MRI is usually noisy due to the high temporal resolution required to
visualise the first pass bolus, resulting in low spatial resolution images. AIF smoothing is performed
by fitting a gamma variate function to the first pass, which is an accepted model for indicator dilution
curves generated from a bolus [201]. The fitting of the gamma variate removes any recirculation peaks
and residual signal from the AIF, which may disrupt the ideal bolus curve shape [202], [203].
The gamma variate function used in this work fitted curves of the form [202],
Cgamma(t) = 0 for t ≤ D (3.13)
Cgamma(t) = A · (t-D)B exp(−t·C) for t > D (3.14)
where D was set to the bolus arrival time and the other parameters were determined in a 3 parameter fit.
If the fit is successful, Cgamma(t) is treated as equivalent to a smoothed AIF(t) for the analysis. Example
AIFs from DSC MRI data and fitted gamma variate functions are shown in Figure 3.13.
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Figure 3.13: Left: AIF profiles taken from middle cerebral artery for 2 rat DSC MRI datasets. Right:
Gamma variate functions (red) fitted to both datasets.
Perfusion parameter estimation
Ideally we model the contrast agent injection as an infinitely short bolus [120], but the tracer becomes
dispersed as it travels through the vasculature. To attain estimates of CBF, CBV and MTT from this
data, the concentration-time curve (from either an ROI or on a voxel by voxel basis) is assumed to be
the convolution of the first pass AIF and the impulse response function of the system, as expressed in
equation (3.15). It is also assumed that the proportionality constant between ∆R2* and the concentration
of contrast agent is constant in all tissues and in blood [121].
CT (t) = Cideal(t)⊗AIF(t) = CBF ·AIF(t)⊗R(t) = CBF ·
∫ t
0
AIF(τ)R(t-τ) dτ (3.15)
where R(t) is the residue function [118] describing the fraction of contrast remaining in the system at time
t and Cideal is the true concentration in tissue. CBF can hence be calculated using the deconvolution of
the tissue concentration curve (CT (t)) and the measured AIF(t). As equation (3.15) is ill-posed, however,
CHAPTER 3. CURRENT QUANTITATIVE METHODS IN SMALL ANIMAL PET AND MR 97
Fourier based deconvolution may give non-physical answers for the residue function and underestimate
CBV [121]. Modern methods therefore use singular value decomposition (SVD) [117], [118], [120],
[204] to perform deconvolution, which rewrites equation (3.15) in terms of matrices by assuming that
the AIF(t) and R(t) are constant over small intervals (∆t). The exact mathematics of this process are
detailed in Appendix E.
Although methods exist to perform quantitative analysis of absolute values of CBF and CBV using
DSC MRI [205], [206], their accuracy has been debated [121], [204], [207], [208]. The approach most
often used to calculate absolute CBF is based on Zierler’s area to height relation and the central volume
theorem, which assumes that the BBB is intact with little transfer of tracer from the capillary to the
Extravascular Extracellular Space (EES) [119]. The absolute CBV can be calculated using equation
(3.16) by scaling the ∆R2* data to the contrast agent concentration with a proportionality constant and
a correction factor that represents the brain density and the hematocrit of the subject, given in equation
(3.17).
CBV =
kH
ρ
∫ t
0 CT (t)dt∫ t
0 AIF(t) dt
(3.16)
kH =
1−Hctlarge
1−Hctsmall = 0.73 (3.17)
where Hctlarge (∼0.45 [195]) and Hctsmall (∼0.25) are the hematocrit values in large and small blood
vessels respectively and ρ is the brain density (1.04g/ml) [119], [120]. The normalization to the AIF
accounts for the fact that as more tracer is injected, a greater concentration is observed in the ROI. Once
calculated, CBV can be used to find absolute CBF and MTT using equations (3.18) and (3.19),
CBF =
kH
ρ
∫ t
0 CT (t)dt ·Cideal, max∫ t
0 Cideal(t) dt
∫ t
0 AIF(t) dt
(3.18)
MTT =
CBV
CBF
(3.19)
If only relative measurements of CBF are required (e.g. between two brain hemispheres in stroke
patients or in lesion penumbra mismatch studies) the relative rCBF can be taken as the maximum of the
R(t) [118], [120].
If further calibration is required for absolute values of CBF and CBV, the proportionality constant for
DSC MRI can be determined by cross calibration with 15O-H2O PET [209].
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Optimising AIF extraction for DSC MRI in small animals
As DSC MRI is primarily used in the brain, AIFs are usually taken directly as the mean signal from the
middle cerebral artery ROI in rats [210], [211], similarly to humans [121], [199], [207], [212]. Model
and population AIFs are not used as bolus administration speeds can vary greatly between different sub-
jects. Automatic arterial voxel selection algorithms using thresholds to locate large peak heights and
short bolus arrival times for AIF determination are favoured over manual methods as they are opera-
tor independent, more efficient and create standardized, reproducible results [204], [213] by selecting
voxels which fulfil certain criteria [212] or by applying cluster analysis [199]. Whilst these automated
algorithms are common in human DSC MRI analysis, very few have been used in small animal scanning
due to the complexity of the analysis process.
To the best of the author’s knowledge, only Yeh et al. [214] used a simple AIF peak height threshold
in rats and Pike et al. [186] used a high peak threshold and an early bolus arrival time threshold in mice
to identify suitable voxels for AIF extraction.
The local magnetic susceptibility changes caused by the passage of contrast agent create both a change
in MR signal magnitude and a localized phase shift which can be detected on complex MR images [215],
[216] and therefore the AIF can also be measured using the phase of the DSC MRI signal instead of the
magnitude [217], [218]. The relationship between contrast agent concentration, C, and phase shift (∆φ )
is linear and is detailed in equation (3.20) [215],
C =
∆φ
ω0TEχMfg
(3.20)
where ω0 is the Larmor frequency, TE is the echo time, χM is the molar susceptibility for Gd (χM ≈
0.00034M−1) and fg is a factor which depends on the geometry of the artery. ∆φ is defined as ∆φ (t) =
arg(S(t)) - arg(S(t=0)), where S(t) is the DSC MR signal time course. Phase-based measurements depend
on the orientation of the blood vessel relative to the B0 and therefore fg is maximised at 1/3 for a parallel
co-figuration i.e. when the vessel is approximated as a long cylinder and aligned with B0.
The linearity of equation (3.20) means that estimating the AIF is more straight-forward and can be
done more accurately, which is a key advantage of phase-based DSC MRI techniques. There is also
no dependence on hematocrit values involved when estimating the contrast agent concentrations for
AIFs (unlike non-linear magnitude measurements) [217], [218]. ∆φ should also be less affected by
T1 inflow enhancement and variations in contrast agent relaxivities [215], [219]. Finally, phase-based
measurements have a higher potential SNR than the signal magnitude (∆R2*) method due to its larger
dynamic range [217], [219], [220].
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The major problem with phase based techniques is that of aliasing, whereby if the phase shift for
a passage of contrast agent is greater than pi (relative to the baseline phase), the signal will be phase
wrapped. This is likely to happen in the early peak phase of the AIF, and techniques such as pairwise
subtraction must be employed to combat this effect [218]. Physiological motion induced phase shifts
may also need to be corrected for [219].
In previous studies in rats [215], ∆φ measurements could only estimate the peak AIF Gd concentration
to within 45%, although recent work in pigs [216] has demonstrated the feasibility of a fully quantitative
AIF determination from phase-based measurements in the carotid arteries.
3.3 Chapter Summary
This Chapter has detailed the theory behind kinetic modelling and AIF extraction in PET, DCE MRI and
DSC MRI. The importance of the AIF in all of these analysis protocols has been explored, with particular
reference to the challenges faced in determining an accurate AIF non-invasively. This is of particular note
in murine studies, where invasive methods are limited. The use of structural MR to provide improved
ROI delineation and PVC for PET IDIFs in mice explored in detail in the following two Chapters.
Chapter 4
Comparison of image-derived input
functions for use in 18F-FDG murine
studies
As discussed in Chapters 2 and 3, PET images are intrinsically quantitative but are limited by low spatial
resolution. This results in partial volume effects, which can lead to inaccuracies in TAC extraction and
subsequent errors in compartmental modelling analysis. The hypotheses addressed in this Chapter were
as follows:
1. MR information can improve 18F-FDG IDIFs and their corresponding kinetic parameters in mice
by providing PVC through the geometric transfer matrix (GTM) method.
2. Cardiac motion corrupts IDIF measurements and should be accounted for in murine myocardial
PET/MR studies.
3. The vena cava ROI can be used as an alternative IDIF extraction site to the LVBP in mice.
This Chapter evaluates the performance of the 3DRP and MAP reconstruction algorithm in the extraction
of IDIFs from an 18F-FDG murine study. The IDIF results were compared both with and without cardiac
gating applied to ascertain the effect of cardiac motion on the IDIFs. The left ventricular blood pool
(LVBP) and vena cava (VC) ROIs were both evaluated as IDIF extraction sites, with ROI delineation
provided from co-registered MRI images. Cardiac MR data was also used to provide an adaptation of
the GTM partial volume correction method to assist in IDIF extraction.
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4.1 Introduction
As outlined in previous Chapters, PET is a quantitative imaging technique with very high sensitivity and
specificity, able to detect tracer activity concentrations down to the picomolar range, making it ideally
suited to functional imaging investigations. Parametric mapping can be performed using SUVs [140],
although the time dependent nature of such measurements has led to questions about the specificity of
SUVs in reflecting the physiological process of interest [139] and the emphasis in small animal imaging
has shifted towards the use of biomarkers obtained with compartmental modelling of tracer kinetics [41].
In murine studies, 18F-FDG is commonly used to quantify glucose metabolism in the brain [51] and heart
[29], [33], [53] by analysing the rate constants extracted from a two compartment model, which requires
knowledge of the AIF and TACs from ROIs.
Due to the limited total blood volume of mice, image-based methods of AIF extraction are desirable,
as these techniques eliminate the need for surgically complex, invasive catheterization procedures which
provide limited temporal resolution sampling of the AIF and may disrupt animal physiology [53]. This
also avoids the inherent time delay and dispersion effects associated with blood sampling. The limited
spatial resolution of PET images, combined with the small vessel size of mice, however, makes accurate
IDIF extraction particularly challenging in murine studies and there is, as yet, no consensus on the
optimal IDIF extraction method.
4.1.1 ROI selection for IDIF extraction
In human brain PET studies, the carotid arteries are used to extract an IDIF [170], [221] but in mice the
carotids are too small to be delineated on PET images, and an IDIF must be extracted from a much larger
ROI, such as the left ventricular blood pool (LVBP) in the mouse heart [29], [36], [51], [53], [181], [182].
The LVBP ROI of a mouse is shown anatomically in Figure 4.1 on inversion recovery (IR) FLASH Late
Gadolinium Enhancement (LGE)1 images taken after a contrast agent has been administered, with the
myocardium muscle surrounding it. The ROI is drawn in diastole phase as heart is relaxed and blood
pool is largest in this phase.
1IR FLASH is a form of ultrafast GE sequence with very short TR and TE. To increase image signal, the magnetisation is
prepared with a single 180◦ inversion pulse and with a positive gradient lobe on the slice select axis. To perform LGE, data
acquisition is centred around the inversion time (TI) when the healthy myocardium signal is nulled in order for the infarcted
regions to be highlighted. k space readouts are acquired in a segmented manner over multiple heartbeats.
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Figure 4.1: Identification of the LVBP (region 1, red) and myocardium (region 2, orange) in diastole
from cardiac gated IR FLASH LGE images.
More recently, the vena cava has been suggested as an alternative site to extract an IDIF [33], [52]. It
is located below the mouse heart, and when mouse tracer injections are administered, the tracer passes
through the vena cava to the heart from the tail vein. Due to the high heart rate of mice, the distribution
of tracer between venous and arterial blood occurs at a much faster rate than in humans and therefore it
has been hypothesised that a vena cava (VC) ROI could be used in place of an arterial ROI to extract an
IDIF for kinetic analysis, with promising results having been reported using OSEM images for both mice
[33], [52] and rats [52]. The VC is not adjacent to other high activity areas which reduces spillover and
is observed in the early, high temporal resolution frames of the dynamic PET acquisition taken directly
post-injection. This also means that IDIFs from the VC ROI require limited post-processing to extract.
The anatomy of the inferior vena cava in the transverse view is shown using FISP MR in Figure 4.2.
Figure 4.2: Identification of the vena cava on (a) 18F-FDG MAP early frame image (15s after injection
start, frame duration of 5s) and (b) Whole body FISP MR images. A fusion of the PET and
MR images is shown in (c).
4.1.2 Complications arising from partial volume effects and spillover
Partial volume effects (PVE) result in underestimations of activity in small structures from a combination
of two factors: firstly due to the finite spatial resolution of the scanner spreading the signal from the
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object, and secondly the sampling of object activity distributions into a voxel grid [67].
The spatial resolution of the PET scanner is determined by reconstructing images of a 22Na point
source (the NEMA standard) located at different, standardized radial and axial locations within the FOV
[99]. The Full Width Half Maximum (FWHM) of the line profiles taken through the voxel with the
maximum intensity in the reconstructed images in the corresponding direction (radial, tangential or axial)
is quoted as the resolution of the scanner [26].
The PVE blurring from the limited resolution of the system is seen clearly when imaging objects of
diameter ≤2-3 times the resolution of the scanner, with smaller diameter objects becoming affected to
an even greater degree. Objects with diameters approximately equal to the resolution of the scanner (or
less) are severely blurred and their mean signal values decrease substantially as a result [67], [222], as
shown in Figure 4.3. This signal blurring effect on the image can be defined as the 3D convolution of the
object activity distribution with the PSF of the scanner [67], [222].
Figure 4.3: PVE effect demonstrated using uniform activity spheres. Observed signal intensity is under-
estimated compared to true profiles depending on object size (D), as determined by scanner
spatial resolution (FWHM). Observed diameter of objects (measured from line profile) also
appears to increase, meaning that small sources appear larger but dimmer on images. To
measure object shape and activity accurately, object size must be >2×FWHM (D>2mm).
Adapted from [223].
As a result of the 3D image blurring effect due to the finite spatial resolution of the system, there
is significant spillover of tracer activity signal between adjacent high and low signal regions. A “cold”
region located adjacent to a “hot” region therefore appears to have an activity concentration that is higher
than its true value due to the signal spread from the “hot” region, as illustrated in Figure 4.4. In addition
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to spill-out from the “hot” regions into the background, there is also spill-in from the background to the
object, resulting in images of small sources appearing larger and dimmer in PET images.
Figure 4.4: Effect of spillover on measured activity distribution. Spillover is seen due to spill-out at the
edges of the high activity object into the background and spill-in from background back into
the object edge voxels. The summation of the two effects is seen in the measured image
[222].
The effect of image sampling also leads to PVE, as shown in Figure 4.5. Tracer activity distributions
do not exactly match the voxel grid and voxels will often contain contributions from different tissue
types, leading to the signal in that voxel becoming an average of the signal contributions from each of
the tissue types present.
Figure 4.5: Pixels on edges of object contain both source and background activity, with resulting signal
taken as the mean of the contributions from these 2 regions. This results in image blurring at
the edge of the object [222].
This value is typically between 1.5-2mm at the centre of the FOV for scanners designed to perform
small animal imaging [99], and structures with a diameter <3× the FWHM of the reconstructed image
resolution [222] are affected by PVE, as illustrated in Figure 4.3. This means that even large structures
such as the LVBP (typical diameter between 3-4mm [53]) or VC (typical diameter of approx. 2mm [52])
can be significantly affected by PVE, both as a result of the finite resolution of the scanner and from
image sampling. In addition, PVE can be time-dependent due to cardiac, respiratory or gross subject
motion [67].
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Figure 4.6 shows a PET 18F-FDG image of the LVBP region 40 minutes after tracer injection, in-
dicating high tracer uptake in the myocardial muscle as expected and the spreading of the signal due
to PVE. The zoom inset of Figure 4.6 indicates the large spillover from the myocardium to the LVBP
region, resulting in increased signal in the LVBP region. The spillover effect is also time-dependent [67],
as at early time points when the LVBP has large activity and the myocardium muscle tissue has very low
activity, due to the tracer travelling to the heart first before being distributed around the mouse body via
the vasculature.
Figure 4.6: (a) 3DRP late frame reconstruction (transverse view) of mouse heart. This image is thresh-
olded at a lower value in (b), with a zoomed in view shown in (c) to illustrate the contami-
nation of the low activity LVBP region through spillover from the high activity myocardium
region surrounding it. Co-registered MR data is shown in (d) to illustrate the spread of PET
signal between anatomical regions.
4.1.3 Use of geometric transfer matrix (GTM) method to provide partial volume correc-
tion
PVC methods can be conducted either in the reconstruction process or on images formed post-reconstruction
[67], [222]. The geometric transfer matrix (GTM) method [224] uses high resolution MRI data as an
anatomical prior to perform PVC on PET images. The method [224] first assumes that the measured
activity concentration, g(r), is the convolution of the underlying true activity concentration, f(r), and the
scanner PSF, h(r), described mathematically using equation (4.1), where r is a three dimensional vector
in image space and r’ is a three dimensional vector in object space,
g(r) =
∫
FOV
f(r’) h(r,r’) dr’ (4.1)
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The second assumption [224] is that the PET signal comes from N spatial domains, known as Di,
meaning that equation (4.1) can be expressed as follows in equation (4.2),
g(r) =
N
∑
i=1
∫
Di
Tih(r,r’) dr’ (4.2)
These domains are each assumed to have homogeneous uptake (of tracer concentration Ti), i.e. that
uptake in the LVBP and myocardium ROIs will be different, but homogeneous within each region. Equa-
tion (4.2) can hence be re-written as equation (4.3),
g(r) =
N
∑
i=1
Ti
∫
Di
h(r,r’) dr’ (4.3)
The final assumption of the method is that the PSF is both spatially invariant and isotropic across the
FOV2. A global, gaussian PSF is assumed and calculated from a spatial resolution measurement with a
22Na point source [99]. Equation (4.4) shows how the calculated PSF can then be integrated over Di to
give the regional spread function (RSF) [224] of the tissue domain Di.
RSFi(r) =
∫
Di
h(r,r’) dr’ (4.4)
The domain of calculation for the PSF convolution with the true objects is then restricted to only the
ROI, rather than the entire image. The mean value observed within ROI j is thus given by equation (4.5),
where npix is the number of pixels in ROI j.
t j =
1
npix
N
∑
i=1
Ti
∫
ROI j
RSFi(r) dr (4.5)
True activity concentrations (Ti) are then found by re-expressing the modelled, observed concentra-
tions (t j), taken as the mean within the ROI, with a matrix of weighting factors ωi j, shown in equations
(4.6) and (4.7).
t j =
N
∑
i=1
ωi jTi (4.6)
ωi j =
1
npix
∫
ROI j
RSFi(r) dr (4.7)
2In reality, the geometry of the detector ring means that the resolution at the centre of the FOV is higher than at the edges.
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The weighting factors represent the contribution of each domain Di to any ROI j and therefore can
be expressed for each component of non-zero activity, forming a matrix shown in equation (4.8). This
system of linear equations, known as the geometric transfer matrix, is then solved to fit the weighting
factors to the measured signal [224].

t1
...
tn
=

ω11 ω21 · · · ωN1
...
...
...
...
ω1N ω2N · · · ωNN
×

T1
...
Tn
 (4.8)
The off-diagonal terms of the matrix (i 6= j) hence represent the fraction of each activity Ti spilled
over from domain Di and found in ROI j. The contribution of each domain to the ROI is defined and the
fitted weighting factors can be used to find the corrected signals for the ROIs. These corrected signals
should more accurately reflect the true activity concentrations if the region outlines and the underlying
homogeneous uptake assumptions were correct [224].
In previous work, the GTM method was found to increase the accuracy of image derived input func-
tions for kinetic modelling in the brain by segmenting the carotid arteries using co-registered patient
head and neck MRI or CT data [156], [221], [225] and has been used in rat brains to correct for spillover
between regions which may affect calculation of binding potentials for 11C-raclopride [226]. In this
Chapter, the corrected blood component extracted from the LVBP ROI using the GTM method was then
used as a PVE corrected IDIF in mice.
4.1.4 Alternative PVC approach - MAP reconstruction
An alternative approach to correcting for PVE in preclinical imaging is to apply iterative reconstruction
algorithms which already have PSF modelling built-in [67], [222], such as MAP, which was outlined in
Chapter 2. This has been reported to provide resolution recovery, reduced noise, fewer streak artefacts
and greater quantitative accuracy in MAP images compared to FBP or 3DRP in both phantom and in vivo
datasets [53], [66], [68]. These images can also be produced using relatively low count statistics with
MAP, making it ideal for the early frames of dynamic PET acquisitions. MAP has also been reported
in the literature as giving good agreement with late blood samples and accurate kinetic analysis results
when used with cardiac gating [29], [53], [68], [174].
MAP spatial resolution is object dependent and higher activity regions tend to converge faster [68]. As
signal spreading from the PSF is already accounted for in MAP, applying GTM to MAP images requires
knowledge of the residual PSF after iterative reconstruction. This is difficult to estimate accurately [227]
and therefore the GTM approach was only used on images reconstructed using 3DRP.
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In this Chapter, a selection of PVC methodologies for IDIF extraction in mice are tested using a car-
diac 18F-FDG dataset previously acquired with the Cambridge split magnet PET/MR system. Standard
3DRP and MAP reconstruction methods were compared, both with and without cardiac gating applied,
to evaluate the effects of PVE and cardiac motion on murine IDIFs. IDIFs derived using both reconstruc-
tion algorithms were attained across two seperate ROI regions - the LVBP and VC, with both regions
identified using co-registered MRI data. The arterial and venous IDIFs were compared to ascertain if the
VC ROI offered a possible alternative to the LVBP for IDIF extraction in mice, as previously reported
results have suggested for mice [33] and rats [52]. Finally, the GTM method was applied to the LVBP
ROI using co-registered MRI data as an anatomical prior to improve ROI delineation and hence provide
MR-based PVC to 3DRP IDIFs derived from the LVBP.
4.2 Materials and Methods
4.2.1 Animal models
Previously acquired sequential cardiac MR and 18F-FDG PET data3 used to study the effects of the
surgically-induced myocardial infarction in mice [30], [228] were analysed to compare various ap-
proaches to murine IDIF extraction. Twelve male C57/BL6 mice were anaesthetised using pentobarbital
and subjected to a 30 min occlusion of the left anterior descending branch of the left coronary artery, fol-
lowed by reperfusion 2 hours later. Six of these mice received an experimental drug treatment (1.2µmol/l
Riociguat, given 5 mins before onset of reperfusion via tail vein injection) during surgery and six were
control mice treated with intravenous saline [30], [228]. After surgery, each mouse underwent cardiac
MRI imaging followed by a PET scan in a single imaging session.
No blood samples were available from this dataset and therefore only relative comparisons between
IDIF techniques were able to be conducted. Inversion recovery (IR) FLASH was used to perform late
Gadolinium enhancement (LGE) MR imaging, with the magnetisation prepared with a single 180◦ in-
version pulse and with a positive gradient lobe on the slice select axis. The LGE MR image provided
an indication of myocardial viability and overlaid 18F-FDG PET showed how this related to glucose
utilization in the mouse heart. To perform LGE, data acquisition was centred around the inversion time
(TI) when the healthy myocardium signal is nulled in order for the infarcted regions to be highlighted.
k space readouts are acquired in a segmented manner over multiple heartbeats. An example PET/MR
image from the mouse dataset is shown in Figure 4.7.
3Used with the permission of Dr Guido Buonincontri, Dr Carmen Methner and Dr Thomas Krieg. All cannulations were
performed by Dr Carmen Methner.
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Figure 4.7: Co-registered PET/MR images showing myocardial infarction as hyperintense region on
LGE MRI taken in diastole (left) and corresponding decreased uptake region in 18F-FDG
3DRP PET image (right), indicated by yellow arrow.
4.2.2 Sequential PET/MR imaging
For all mice, MRI imaging was performed on a 4.7T Bruker BioSpec 47/40 scanner (Bruker Inc., Et-
tlingen, Germany) before the animal bed was immediately transferred to the Cambridge split-magnet
PET/MR system [25], [26] for PET acquisition. The same bed configuration was used and the imaging
conducted in the same session to minimize animal movement and improve the accuracy of co-registration
between PET and MR datasets.
All mice were secured prone on the scanner bed on top of a Bruker mouse heart surface coil, with
the centre of the mouse shoulder blades aligned with the magnet isocentre. Appropriate monitoring
was employed: cardiac pads were attached to the animals front paws, a respiratory pillow was placed
underneath the animal’s chest and a rectal temperature probe was inserted using a lubricated cover. A
heating water blanket was positioned around the animal and kept at a constant temperature of 37◦C
throughout the experiment. The mice were anaesthetised, using 3% isoflurane in 1l/min O2 for induction
and taken down to 1.5-2% isoflurane in 1l/min O2 throughout for maintenance, whilst monitoring the
animal to keep the respiration rate steady at 30-45 breaths per minute. Prospective gating of cardiac MRI
sequences was achieved using the ECG monitoring signal from cardiac pads on the front paws4.
The protocol workflow for all mice is summarised in Figure 4.8.
4Respiratory gating did not provide improvements in resolution or co-registration so was not applied to keep SNR high in
frames with low count statistics [53].
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Figure 4.8: Workflow of sequential PET/MR protocol. Injections conducted from outside the magnet
bore via tail vein cannula. TRX = transmission scan for PET attenuation correction (AC).
A birdcage transmitter coil of 12cm was used for MR signal excitation and a 2cm mouse cardiac sur-
face coil was used for MR signal reception. FISP MRI (TR/TE 8/4ms, 30mm FOV, matrix 256×256×128,
planar resolution 120×120µm2, 0.5mm slice thickness, NEX = 2) was conducted over the whole mouse
body to provide co-registration to the PET and the IR FLASH LGE MRI (FLASH TR 7ms, TR 550-
750ms, TE 2.8ms, 35mm FOV, matrix 256×256, planar resolution 140×140µm2, FA = 60◦, bandwidth
64kHz, 8 slices, 0.8mm slice thickness, 0.2mm gap between adjacent slices, selective inversion 0.8mm
thickness with 5ms sech shaped pulse, NEX = 1) was conducted over the mouse heart within 15 minutes
after contrast agent (Gadovist, Bayer 0.3mmol/kg) was injected intravenously through the tail vein in situ
from a cannula that ran from the mouse outside the magnet bore. The IR FLASH LGE sequence began
with an inversion pulse and acquired a full multi-slice FLASH image at the nearest inversion time (TI)
to the healthy myocardium tissue null signal point [30], [228].
After transfer to the PET scanner, a 10 minute transmission scan was conducted using a 68Ge source
in singles mode on all mice to estimate the correction required to compensate for the attenuation caused
by the MR animal bed, heart coil and mouse body. The 18F-FDG was manually administered as an
intravenous bolus injection (mean: 26±25MBq, range: 7–88MBq) through the tail vein lasting approxi-
mately 15s, from the same cannula used for contrast agent injection that ran from the mouse outside the
magnet bore. It was immediately followed by a saline flush injection. PET emission data was acquired
in list mode for 45 minutes.
Images were reconstructed by the author using 3DRP into the following dynamic frames: 12×5s,
12×10s, 12×30s, 5×60s, 5×120s and 4×300s. A zoom factor of 2.5 was applied to give an image of
matrix 128×128×95 with a transaxial pixel size of 0.35mm and a slice thickness of 0.8mm. Images
reconstructed by the author with MAP used the same dynamic frame configuration, matrix size and
voxel size as for 3DRP. MAP was performed using 12 subsets and 18 iterations, with a beta smoothing
value of 0.005 and a uniform resolution of 1mm. Data were normalized and calibrated with corrections
for decay, detector efficiency, dead time, random events and attenuation using the vendor microPET
manager software (Siemens Molecular Imaging).
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Each PET image dynamic frame was subsequently binned into four cardiac motion frames. The
triggers used to sort the list mode data into the cardiac motion frames were derived from simultaneous
ECG recordings. The diastole frame was identified and used for subsequent analysis, as the LVBP was
largest at this stage and spillover from the myocardium was minimized. Data were also reconstructed
in the same manner without cardiac gating applied to observe the blurring effect of motion on both the
resulting images and IDIF results.
Line profiles (3 voxels wide) across both LVBP and VC ROIs were manually measured by the author
in both 3DRP and MAP images, with and without cardiac gating applied. SUV values for the infarcted
and healthy myocardium regions were calculated from a summation of gated, MAP dynamic frames
forming the last 20 minutes of the scan.
4.2.3 IDIF extraction
PET images were co-registered to MRI using the SPMmouse toolbox [27] by the author. Dynamic
frames were visually inspected for gross motion and no significant motion was observed between frames
or between the MR images and different PET frames after co-registration.
ROIs used to extract IDIFs and TACs from images were drawn in Analyze 8.0 and converted into
nifti format for signal extraction in Matlab by the author. ROIs were manually delineated from the co-
registered MR images overlaid directly onto the last dynamic frame PET image for the left ventricle
region in diastole. LVBP, healthy myocardium and infarcted myocardium ROIs were taken from 8 slices
of the FLASH LGE MRI images, giving full coverage of the mouse heart, with an example slice showing
these ROIs displayed in Figure 4.9. Central voxels within the LVBP region were taken as the IDIF ROI to
minimize contamination from myocardial spillover. ROIs were viewed on all PET frames and manually
refined to reduce contamination from neighbouring tissue types caused by gross or cardiac motion over
the course of the scan.
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Figure 4.9: Location of PET/MR ROIs used to extract IDIF and myocardial TACs from images of dias-
tole phase of cardiac cycle. Red region indicates LVBP ROI used for IDIF derivation, with
central voxels selected to minimize contamination from inter-frame motion. Yellow region
indicates infarcted myocardium ROI and green region indicates healthy myocardium ROI
used for TAC derivation.
The VC ROI was segmented from 10 slices inferior to the heart region using overlaid FISP MRI and
PET data, as shown in Figure 4.2 in the transaxial plane and in Figure 4.10 for the coronal and sagittal
planes. Early time point PET frames were used with MR images to coincide with the passage of tracer
through the vena cava, as shown in Figure 4.10. The spotted appearance of the PET images in Figure
4.10 is seen due to the limited SNR in the early time point PET frames due to their short duration. The
SNR of these images is restricted further when gating is applied.
FISP MRI data was not acquired for Mouse 5 from the control group and the PET emission scan for
this mouse was not started until 20s after the tracer injection had been administered due to a technical
fault in the PET scanner software. As a result, the tracer bolus had already reached the LVBP region
when PET data acquisition began and therefore it was not possible to extract any VC IDIFs from this
mouse, so only 5 control mice datasets are used in the VC ROI analysis.
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Figure 4.10: Location of vena cava ROI used to extract IDIFs on cardiac gated MAP images. Coronal
view is shown in (a) PET data (early frame, 15s after injection, 5s duration) and (b) FISP
MRI data with the sagittal PET view shown in (c) and the sagittal MR view in (d). Orange
box indicates region of vena cava analyzed to attain IDIF estimate.
Once all ROIs were delineated, the mean values of the LVBP and VC ROIs for each dynamic frame
were used to generate activity time courses, designated as IDIFs, for both 3DRP and MAP PET images,
with and without cardiac gating applied. Healthy myocardium and infarcted myocardium TACs were
generated in the same manner using the myocardium ROIs.
4.2.4 Application of GTM method to LVBP ROI IDIFs
Five ROI classes were required to conduct the GTM PVC method on this mouse dataset and were manu-
ally delineated from co-registered, high resolution FLASH MR LGE images overlaid on the last dynamic
PET frame by the author. The ROIs were then manually inspected through all other dynamic PET frames
to ensure they were not overtly affected by motion over the time course of the scan.
The five ROI classes were as follows: (a) LVBP, (b) infarct, (c) healthy myocardium, (d) body and
(e) background. Figure 4.11 displays ROIs covering the LV lumen (red), infarct region (yellow), healthy
myocardium (green), body (blue) and background (black). These ROIs were extracted from 8 slices of
the FLASH LGE MRI images, giving full coverage of the mouse heart.
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Figure 4.11: Top row: FLASH MRI images of mouse heart. Bottom row: Illustration of ROI regions
extracted for single subject across 3 slices.
Segmented classes were convolved with a 1.8mm (FWHM) 3D isotropic Gaussian function repre-
senting the scanner PSF [26], as shown in Figure 4.12. The signal from each PET frame was modelled
as a linear combination of the signal from the 5 convolved ROI classes to find the corrected contributions
from each region. The GTM method was applied to each frame of the dynamic PET scan, and the ex-
tracted LVBP co-efficients (region (a) in Figure 4.12) for each frame were plotted as the corrected IDIF.
The healthy and infarcted myocardium co-efficients (regions (b) and (c) in Figure 4.12) were used to
generate their respective corrected TACs.
Figure 4.12: PVC GTM method of IDIF determination using 5 ROI classes delineated from MR and
convolved with scanner PSF: (a) LVBP, (b) infarct, (c) healthy myocardium, (d) body and
(e) background. PET signal was modelled as a linear combination of these classes and the
fitted LVBP values (region (a)) were used as the corrected IDIF.
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4.2.5 Conversion of IDIFs from whole blood to plasma
All extracted IDIFs represent the signal from whole blood and so were converted to the signal from
plasma. This was to ensure they matched the definition of the AIF, which is taken as the activity concen-
tration in arterial plasma, as this represents the tracer available to tissue. This conversion was performed
using equation (4.9), which employs empirically derived numerical factors to convert between blood and
plasma activity concentrations in vivo for mice [51], [182]:
APlasma = AWholeBlood× (0.39× exp−0.19t+1.117) (4.9)
where APlasma is the IDIF, AWholeBlood is the activity concentration derived directly from the LVBP on
PET images and t is the time during the scan.
4.2.6 Kinetic modelling
All resulting plasma IDIFs were then used in compartmental modelling of the mouse data using PMOD
software (v2.5, PMOD technologies Inc.). A two compartment irreversible model was assumed for 18F-
FDG detailed in Chapter 3. Model bi-exponetial curves (an accepted model for mouse IDIFs [31], [54])
were fitted to the extracted IDIFs where possible before analysis to smooth the data. Patlak analysis
(linear graphical analysis, shown in equation (3.11) in Chapter 3) [154] was performed on each IDIF and
its corresponding healthy and infarcted myocardium TACs to calculate the influx rate constant, Ki, in
units of ml/g/min in those respective regions. An example of the different Patlak plots produced using
the measured data and the smoothed fitted data is shown in Figure 4.13. If bi-exponential fits were not
achieved using the PMOD software, for example if the curve was contaminated with spillover from the
myocardium or if the noise was very high, the measured IDIF was smoothed using a running average.
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Figure 4.13: Fitting bi-exponential models to IDIFs for Patlak plot analysis. Top row: Extracted IDIF
for single subject in red, with bi-exponential model fit in blue performed using PMOD
software. Bottom row: Patlak plots produced using measured (not smoothed) IDIF (left)
and fitted IDIF (right).
Ki values were compared to literature for validation, as no blood samples were taken with this pre-
viously acquired dataset. Ki values obtained from healthy and infarcted myocardium ROIs were also
compared between treated and untreated MI mice groups.
4.3 Results
4.3.1 3DRP and MAP image comparison
Improved resolution and contrast were seen in MAP cardiac images when compared to corresponding
3DRP images, which agreed with previously published results [33], [53], [68]. Mouse heart images for
a single subject are shown in Figure 4.14 with their corresponding line profiles (3 voxels wide).
As expected, line profiles indicated that MAP was found to reduce the spillover error and displayed
reduced noise compared to 3DRP, causing the LVBP region to have a much lower activity in the late
dynamic frames and the healthy myocardium region to have higher activity peaks. This is expected at
the late stage of the PET scan when the tracer uptake is high in the myocardial muscle and has left the
bloodstream. The line profiles seen in Figure 4.14 also show broader peaks in the 3DRP images as a
result of PVE, which has been corrected for in the MAP images.
CHAPTER 4. COMPARISON OF IMAGE-DERIVED INPUT FUNCTIONS FOR USE IN 18F-FDG
MURINE STUDIES 117
The application of gating to the data also has a profound effect on the resulting reconstructed images.
By reducing the effect of cardiac motion, in both 3DRP and MAP images increased contrast is seen
between the blood pool and the myocardium in diastole, as well as sharper definition of myocardial peak
profiles when compared to line profiles taken from non-gated images. The line profile which displayed
the best contrast and least spillover was taken from the gated MAP images, which was expected due to
the smoothing, PVC and motion correction being applied.
The corresponding images and line profiles for an early frame for the VC ROI are displayed in Figure
4.15. The tracer is observed to be travelling from the tail vein through the VC into the mouse heart and
a single peak is seen in the line profiles. It can be seen again that the MAP images and line profiles
give greater contrast between the peak and the background compared to the 3DRP images. The effect of
cardiac gating in this case, however, results in increased noise in the 3DRP gated images and line profiles
due to low count statistics in these high temporal resolution frames. The MAP gated line profile does
show an increase in peak height, but also shows an increase in noise due to reduced count statistics.
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Figure 4.14: Comparison of line profiles (3 voxels wide) using 3DRP and MAP for left ventricle. Left
column: Comparison of last frame (40-45mins, 5 minute duration) mouse heart images
created using 3DRP and MAP in the transverse view, with and without cardiac gating ap-
plied. Right column: Line profiles produced using each technique, with greatest resolution
of mouse heart achieved using MAP with cardiac gating applied.
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Figure 4.15: Comparison of line profiles (3 voxels wide) using 3DRP and MAP for vena cava. Left col-
umn: Comparison of early frame (approx. 15s post injection, 5s duration) mouse inferior
vena cava images created using 3DRP and MAP in the transverse view, with and without
cardiac gating applied. Right column: Line profiles produced using each technique, indi-
cating increased noise in gated images due to low count statistics.
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4.3.2 Differences in SUV between control and drug treated mouse groups
An example mouse from each of the treatment groups is shown in Figure 4.165. The infarcted region is
identified by decreased PET tracer uptake in the untreated mouse myocardium and increased signal in
LGE MRI from contrast agent uptake, indicating that a larger infarct is present.
Figure 4.16: Co-registered SUV PET (3DRP) and LGE MRI short axis views of the infarcted mouse
heart. Top row: mouse treated with Riociguat, bottom row: untreated (control) mouse.
Infarcted region indicated by arrow.
SUV values were taken from the last 20 minutes of a dynamic 45 minute acquisition. For both groups
(n=6 in each), SUV values for the healthy myocardium remained roughly constant, with the control
group having a mean SUV of 3.9±2.2g/ml and the drug treated group a mean SUV of 3.6±1.4g/ml (two
means Student’s t test, p value = 0.729) when taken from cardiac gated images reconstructed with MAP.
The infarcted regions showed a slightly decreased SUV in the control group of 2.5±1.0g/ml compared
to 3.2±1.2g/ml in the drug treated group (two means Student’s t test, p value = 0.208). There was a
mean difference in SUV values between the healthy myocardium and infarcted regions of 1.4g/ml in
the control group and 0.4g/ml in the drug treated group, with a Student’s t test between the healthy and
infarcted region mean values giving a p value of 0.031 for the control group and a p value of 0.176 for the
drug treated group. This result indicated a significant reduction in function of the infarcted myocardium
in the control group.
The SUV values confirmed results found in previous analysis of this data - a significantly larger
average infarct size was found in the control group compared to the drug treated group, based on gold
standard measurements from LGE MRI [30], [228]. The results from the control and drug treated groups
for the different IDIF extraction techniques are therefore discussed separately in the following sections
5The control mouse shown here has the largest infarct of the cohort and the drug treated mouse has the smallest infarct,
which may indicate why the difference in healthy myocardium values appears so high in this image as the effect of the drug is
most strongly seen when comparing these two mice
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of this Chapter. A full discussion of the efficacy of the drug Riociguat evaluated using both PET and MR
can be found in [30] and [228].
4.3.3 IDIFs extracted from LVBP ROI
As shown in Figures 4.17 and 4.18, similar healthy myocardium TACs are achieved for both reconstruc-
tion algorithms, with and without cardiac gating applied in both mouse groups. In the drug treated group
(see Figure 4.18), the TACs for healthy and infarcted myocardium were found to be very similar in shape
but in the control mouse group the infarcted tissue displayed a much lower activity concentration at late
time points (see Figure 4.17). This indicated a lack of viable tissue in the infarcted regions, as it cannot
utilize the 18F-FDG, and this result is consistent with the larger infarct sizes found in that group using
LGE MRI [30], [228]. The 3DRP IDIFs shown on the left hand side Figure 4.17 are shown to have
higher tails at later time points compared to the MAP IDIFs on the right hand side, with the ungated
3DRP IDIF shown to be extremely similar to the infarct TAC. This indicates that even if central voxels
from the LVBP ROI are used to manually extract an IDIF from ungated 3DRP images (as demonstrated
in the red ROI outline in Figure 4.9), the IDIFs produced are contaminated with TAC signal as a result
of PVE and spillover.
Figure 4.17: Comparison of IDIFs and myocardial TACs for control mouse, extracted from 3DRP and
MAP images, with and without cardiac gating applied.
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Figure 4.18: Comparison of IDIFs and myocardial TACs for drug treated mouse, extracted from 3DRP
and MAP images, with and without cardiac gating applied. Note the scale on the y axis has
been changed from 8×106Bq/ml in Figure 4.17 to 2×107Bq/ml to accommodate the MAP
IDIF peak with gating applied.
The IDIFs and TACs displayed for all techniques with cardiac gating in Figures 4.17 and 4.18 show
noisier profiles than their ungated counterparts, indicating that some gross motion is still present and
affecting the gated data to a greater degree due to the decreased count statistics in the gated image frames.
This is clearer in the IDIF profiles than in the TACs as the smaller LVBP ROI is more susceptible to small
displacements due to motion.
The IDIF peak heights are similar for both 3DRP and MAP algorithms, with and without gating
applied (see Table 4.1 for a full comparison of IDIF peak heights across all extraction methods), due to
the lack of myocardial spillover in early time frames, but at late time points the extracted IDIFs show
substantial differences depending on the extraction technique used. In similar fashion to the line profiles
shown in Figure 4.14, IDIFs derived using MAP instead of 3DRP have lower activities at late time points
due to a reduction in PVE and spillover. Applying cardiac gating to reduce spillover contamination from
motion further improves the IDIF tail. The ungated 3DRP data, in particular, is seen to be affected by
significant spillover, such that the IDIFs are very similar to the myocardial TACs. None of the 3DRP
ungated IDIFs could be fitted with the bi-exponential IDIF model in PMOD as a result.
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(a) (b)
Figure 4.19: Summary of IDIFs derived from LVBP ROI for (a) control mouse and (b) drug treated
mouse. Both cases show IDIFs with lower value tails due to decreased spillover when using
cardiac gating (dotted lines) and MAP (blue), compared to 3DRP (red). Note the y axis
scale of 8MBq/ml in 4.19(a) and 20MBq/ml in 4.19(b) to accommodate the gated MAP
IDIF peak.
Figure 4.19 summarises the IDIFs shown in Figures 4.17 and 4.18. Similar changes in IDIF curve
shape caused by the application of PVC through MAP and motion correction through gating is seen
across both mice.
4.3.4 Comparison of LVBP IDIFs and VC IDIFs
The use of the VC ROI for IDIF extraction is displayed in Figure 4.20 for the control group mouse and in
Figure 4.21 for the drug treated mouse. The VC IDIFs were found to have lower tail values and a much
smoother curve shape for both 3DRP and MAP algorithms when compared to the LVBP IDIFs. Similar
results were observed in both mouse groups, as shown in Figures 4.20 and 4.21. No clear differences
in IDIF curve shape were observed between gated and ungated VC IDIFs, suggesting that the VC is not
adversely affected by cardiac or gross motion.
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Figure 4.20: IDIFs extracted from LVBP and VC ROIs using 3DRP and MAP reconstruction techniques
for control mouse. Green indicates 3DRP VC IDIFs, cyan indicates MAP VC IDIFs.
Figure 4.21: IDIFs extracted from LVBP and VC ROIs using 3DRP and MAP reconstruction techniques
for drug treated mouse. Green indicates 3DRP VC IDIFs, cyan indicates MAP VC IDIFs.
4.3.5 Comparison of LVBP IDIFs with GTM correction to VC IDIFs
LVBP IDIFs extracted using the GTM method to correct for PVE and cardiac gating to correct for motion
were found to have a greater resemblance to those extracted from the VC ROI than the uncorrected 3DRP
IDIFs, as shown in Figure 4.22.
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(a) (b)
Figure 4.22: Comparison of GTM IDIFs (black) to VC IDIFs for sample control and drug treated mice.
A second set of GTM and VC IDIFs for a different control mouse and drug treated mouse are shown
in Figure 4.23. This illustrates the variability of the IDIFs produced when using the GTM method,
although the drug treated mouse IDIFs on the right hand side of Figure 4.23 indicate that some PVC
corrected IDIFs appear to have similar curve shapes to the VC ROI IDIFs when gating is applied.
(a) (b)
Figure 4.23: Comparison of GTM IDIFs to VC IDIFs for second set of control and drug treated mice.
In all 4 mice shown in Figures 4.22 and 4.23, cardiac gating is seen to have limited effect on the
VC IDIFs, in contrast to the clear effect gating has on the GTM IDIFs. This implies that the VC ROI
is less affected by motion than the LVBP ROI. Gated GTM IDIFs are compared with all other gated
IDIFs (both 3DRP and MAP) in Figures 4.24 and 4.25. Both 3DRP and MAP VC IDIFs are, in fact,
most similar to the MAP LVBP IDIFs rather than the GTM 3DRP LVBP IDIFs for the example mice
from both groups. The lowest IDIF tail values (i.e. those assumed to have the least contamination from
myocardial spillover) were generated using the VC ROI and cardiac gated MAP images.
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(a) (b)
Figure 4.24: Gated GTM method compared to all previously discussed methods for (a) control mouse
and (b) drug treated mouse.
(a) (b)
Figure 4.25: Gated GTM method compared to all previously discussed methods for (a) second control
mouse and (b) second drug treated mouse.
4.3.6 IDIFs generated for all mice - LVBP ROI
A summary of all IDIFs for the control mouse group taken from the LVBP ROI is shown in Figure
4.26, with the corresponding IDIFs for the drug treated mouse group shown in Figure 4.27. The drug
treated group, shown in Figure 4.27, show greater uniformity on average in their ungated IDIF shapes
compared to the control mice group, although after the application of both PVC and gating all IDIFs
from both groups appear more similar. In both sets of graphs, the largest contamination in the IDIFs
from myocardial TAC signals due to spillover is seen in the uncorrected 3DRP data. This contamination
is reduced through the application of gating to remove blurring due to cardiac motion in all mice, giving
more uniform IDIFs throughout the mouse group if gating is applied. PVC from either the application
of the GTM method or from the use of the MAP reconstruction algorithm also has a similar effect in
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reducing the spillover effect from the myocardial TAC, resulting in an IDIF shape that decays over time.
In addition, if both PVC through either GTM or MAP is applied in conjunction with cardiac gating, a
greater decrease in spillover to the IDIF shape is seen, indicating that both PVC and motion should both
be accounted for in IDIF extraction techniques in mice to give the best separation of IDIFs and TACs.
Table 4.1 details the respective peak heights derived for each LVBP IDIF, with the values normalized
to injected dose (by dividing each value by the injected dose) shown in Table 4.2. Significant differences
(paired Student’s t test, p<0.05) were seen across the entire mouse cohort (n=12) between the 3DRP
peak heights and the gated 3DRP peak heights, the 3DRP peak heights and the GTM 3DRP peak heights
and the 3DRP peak heights and the MAP peak heights, indicating the large effect PVC and motion
correction have on the IDIFs. P values >0.05 were seen between the gated GTM IDIF and the gated
MAP IDIF peak heights due to their increased variances. Control mouse 2 was seen to have a gated
MAP IDIF peak height twice the size of any other IDIF peak (17.6g/ml in Table 4.1) and drug mouse
1 was also seen to have a much higher peak (6.1g/ml) with gated MAP than any other IDIF extraction
method. This effect is most likely due to the application of gating, which separates the dynamic frames
into phases of the heart cycle and in so doing decreases the number of counts used to reconstruct each
of the PET frames. Due to their short duration, early time point frames already have limited numbers
of counts available and low SNR before gating is applied, meaning that these frames they can appear
very noisy after gating is applied. The gated 3DRP data are reconstructed analytically and therefore their
images (and their IDIF peaks) are not as strongly affected as the gated MAP data, which is constructed
iteratively and with a smoothing prior, as discussed in Chapter 2. The noise spike in the gated MAP
IDIFs of some mice indicates a bias in the images due to a non-optimal prior and iteration subset being
applied for the high level of noise. This effect was monitored in the analysis, as a noisy IDIF can affect
its corresponding parameters produced in kinetic analysis.
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Figure 4.26: Summary of all IDIFs extracted from LVBP ROI for control mice group. Top row: (left) 3DRP IDIFs, (centre) GTM applied to 3DRP IDIFs and
(right) MAP IDIFs. Bottom row: (left) 3DRP IDIFs extracted from cardiac gated images, (centre) GTM applied to gated 3DRP images and (right)
MAP IDIFs extracted from cardiac gated images.
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Figure 4.27: Summary of all IDIFs extracted from LVBP ROI for drug treated mice group. Top row: (left) 3DRP IDIFs, (centre) GTM applied to 3DRP IDIFs and
(right) MAP IDIFs. Bottom row: (left) 3DRP IDIFs extracted from cardiac gated images, (centre) GTM applied to gated 3DRP images and (right)
MAP IDIFs extracted from cardiac gated images.
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Mouse 3DRP 3DRP, gated 3DRP GTM 3DRP GTM, gated MAP MAP, gated
Control 1 7.2 7.2 6.5 6.9 6.0 6.2
Control 2 10.0 10.7 9.5 10.8 7.7 15.9
Control 3 1.1 1.6 1.0 1.5 0.9 1.1
Control 4 9.6 11.4 8.7 11.1 7.0 7.7
Control 5 7.2 7.6 6.0 6.5 5.9 5.9
Control 6 3.1 3.6 3.0 3.1 2.7 2.3
Drug 1 10.3 14.5 9.5 12.6 8.5 19.8
Drug 2 2.8 3.3 2.7 3.0 2.5 4.0
Drug 3 0.5 0.9 0.5 0.7 0.5 0.5
Drug 4 2.5 2.7 2.0 2.4 1.6 1.8
Drug 5 1.6 1.3 1.0 1.0 0.8 1.0
Drug 6 5.3 5.8 5.4 5.9 3.3 4.0
Mean±Std
(All)
5.1±3.6 5.9±4.4 4.6±3.4 5.5±4.2 3.9±2.9 5.9±6.1
Mean±Std
(Controls)
6.4±3.6 7.0±3.8 5.8±3.3 6.7±3.9 5.0±2.6 6.5±5.2
Mean±Std
(Drug)
3.8±3.5 4.7±5.0 3.5±3.4 4.3±4.5 2.9±2.9 5.2±7.3
Table 4.1: Comparison of peak height activity concentration values in MBq/ml for different IDIF methods using LVBP ROI, mean value for each group of mice.
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Mouse 3DRP 3DRP, gated 3DRP GTM 3DRP GTM, gated MAP MAP, gated
Control 1 4.7 4.7 4.2 4.5 3.9 4.0
Control 2 11.0 11.8 10.5 11.9 8.5 17.6
Control 3 5.7 8.3 4.8 7.8 4.7 5.6
Control 4 3.9 4.6 3.5 4.4 2.8 3.1
Control 5 11.0 11.6 9.1 9.9 9.0 9.1
Control 6 5.8 6.6 5.6 5.8 4.9 4.3
Drug 1 3.2 4.5 2.9 3.9 2.6 6.1
Drug 2 5.5 6.6 5.3 6.0 4.9 7.9
Drug 3 1.4 2.6 1.3 2.0 1.4 1.5
Drug 4 5.3 5.7 4.2 5.1 3.5 3.9
Drug 5 5.2 4.1 3.1 3.3 2.7 3.3
Drug 6 4.0 4.3 4.0 4.4 2.5 3.0
Mean±Std
(All)
5.5±2.8 6.8±2.9 4.9±2.6 5.8±2.8 4.3±2.4 5.8±4.3
Mean±Std
(Controls)
7.0±3.2 7.9±3.3 6.3±2.8 7.4±3.1 5.6±2.5 7.3±5.5
Mean±Std
(Drug)
4.1±1.6 4.6±1.4 3.5±1.4 4.1±1.4 2.9±1.2 4.3±2.3
Table 4.2: Comparison of peak height activity concentration values (MBq/ml), normalized to injected activity (MBq/g), for different IDIF methods taken from
LVBP ROI, mean value for each group of mice.
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4.3.7 IDIFs generated for all mice - VC ROI
Figures 4.28 and 4.30 summarise the IDIFs derived from the VC ROI for the control and drug mice
groups respectively. Zoomed in versions with a maximum activity concentration of 10MBq/ml are shown
in Figures 4.29 and 4.31. In contrast to the LVBP IDIF shapes, the VC IDIFs derived using either 3DRP
images or MAP images are much smoother and much more uniform in appearance throughout both
mouse groups. The application of cardiac gating has a limited effect on the VC IDIFs, indicating that
motion in this region does not affect IDIF extraction to the same extent as in the LVBP. The MAP VC
IDIFs also do not display any clear differences in either peak height or curve shape (on average) when
compared to their 3DRP VC IDIF counterparts, with the exception of mouse 2 in the control group gated
MAP VC IDIFs, which has a peak height twice the size of any other VC IDIF peak height when gating
is applied (27.6 in Table 4.3 and 30.8 in Table 4.4). This again is most likely due to the decreased counts
in the gated image frames resulting in a noise spike in the MAP data and is seen to a greater extent in the
VC than the LVBP ROI in control mouse 2.
The peak heights for the IDIFs from the VC ROI are displayed in Table 4.3, with the normalized
to injected activity values displayed in Table 4.4. No significant differences (paired Student’s t test,
p<0.05 for significance) in peak height were detected between IDIFs formed using the VC ROI method
compared to the LVBP ROI method, except for the drug mouse group using gated 3DRP IDIFs.
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Figure 4.28: Summary of VC IDIFs for control mice group. Top row: (left) Ungated 3DRP IDIFs, (right)
Ungated MAP IDIFs. Bottow row: (left) Gated 3DRP IDIFs, (right) Gated MAP IDIFs.
Figure 4.29: Zoomed in version of Figure 4.28, with maximum activity concentration of 10MBq/ml.
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Figure 4.30: Summary of VC IDIFs for drug treated mice group. Top row: (left) Ungated 3DRP IDIFs,
(right) Ungated MAP IDIFs. Bottow row: (left) Gated 3DRP IDIFs, (right) Gated MAP
IDIFs.
Figure 4.31: Zoomed in version of Figure 4.30, with maximum activity concentration of 10MBq/ml.
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Mouse 3DRP 3DRP, gated MAP MAP, gated
Control 1 4.8 4.9 3.3 3.5
Control 2 8.6 13.6 6.7 27.7
Control 3 1.7 1.7 1.4 1.5
Control 4 15.1 15.6 11.9 12.4
Control 6 4.5 4.4 3.6 3.4
Drug 1 9.3 15.6 7.7 15.4
Drug 2 4.1 4.3 2.9 3.0
Drug 3 1.5 1.1 1.0 1.0
Drug 4 2.8 3.0 2.0 2.0
Drug 5 1.3 1.4 1.0 1.1
Drug 6 6.9 6.9 6.3 6.3
Mean±Std
(All)
5.5±4.2 6.6±5.7 4.3±3.4 7.0±8.4
Mean±Std
(Controls)
6.9±5.2 8.0±6.2 5.4±4.1 9.7±11.0
Mean±Std
(Drug)
4.3±3.2 5.4±5.4 3.5±2.8 4.8±5.6
Table 4.3: Comparison of peak height activity concentration values in MBq/ml for different IDIF meth-
ods using VC ROI, mean value for each group of mice.
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Mouse 3DRP 3DRP, gated MAP MAP, gated
Control 1 3.1 3.2 2.1 2.2
Control 2 9.5 15.0 7.4 30.8
Control 3 8.8 8.4 7.2 7.3
Control 4 6.3 6.3 4.8 5.0
Control 6 8.3 8.2 6.7 6.3
Drug 1 2.9 4.8 2.4 4.8
Drug 2 8.1 8.7 5.8 6.0
Drug 3 4.3 3.0 2.9 2.7
Drug 4 5.9 6.4 4.2 4.4
Drug 5 4.3 4.4 3.2 3.5
Drug 6 5.2 5.2 4.7 4.7
Mean±Std
(All)
6.0±2.3 6.7±3.4 4.7±1.9 7.1±8.0
Mean±Std
(Controls)
7.1±2.6 8.2±4.3 5.6±2.2 10.3±11.6
Mean±Std
(Drug)
5.1±1.8 5.4±1.9 3.9±1.3 4.4±1.1
Table 4.4: Comparison of peak height activity concentration values (MBq/ml), normalized to injected
activity (MBq/g), for different IDIF methods taken from VC ROI, mean value for each group
of mice.
In summary, the cardiac gated MAP data produces IDIFs from the LVBP ROI with the least spillover
contamination from myocardial TACs and is the most consistent across both mouse groups. This suggests
that gated MAP IDIFs from the LVBP ROI should be used in future studies but also that the VC ROI
is a promising alternative, as it is less affected by motion than the LVBP. For the VC ROI to be used in
the future, however, the technique would require further validation by blood sampling to ensure it is an
appropriate estimate of the AIF in mice.
4.3.8 Kinetic modelling results (Ki values)
Ki values were calculated for all IDIFs and compared across the healthy and infarcted myocardium
regions for the two mouse groups. The Ki values for the LVBP IDIFs are shown in Table 4.5, whilst the
Ki values for the VC IDIFs are shown in Table 4.6 and the results for the GTM PVC IDIFs are shown
in Table 4.7. All TACs were taken from the same images as their respective IDIFs i.e. gated IDIFs were
analyzed with gated TACs and ungated IDIFs with ungated TACs.
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LVBP ROI IDIF Ki values
TAC ROI 3DRP 3DRP, gated MAP MAP, gated
Control, myocardium 0.018 ± 0.009 0.026 ± 0.014 0.051 ± 0.012† 0.060 ± 0.015†
Treated, myocardium 0.014 ± 0.021 0.025 ± 0.019 0.047 ± 0.021 0.085 ± 0.034
Control, infarct 0.011 ± 0.005 0.013 ± 0.007 0.025 ± 0.008† 0.033± 0.006∗†
Treated, infarct 0.005 ± 0.002 0.026 ± 0.020 0.033 ± 0.006 0.073 ± 0.024∗
Table 4.5: Ki values in ml/min/g for IDIF methods using LVBP ROI, mean value for each mouse group
(n=6). ∗p< 0.05, paired Student’s t test, indicating significant difference between control and
drug treated groups in infarcted region. †p< 0.05, paired Student’s t test, indicating significant
difference between healthy and infarcted myocardium in this mouse group.
VC ROI IDIF Ki values
TAC ROI 3DRP 3DRP, gated MAP MAP, gated
Control, myocardium 0.080 ± 0.029† 0.078 ± 0.032† 0.104 ± 0.042† 0.098 ± 0.041†
Treated, myocardium 0.079 ± 0.031 0.072 ± 0.028 0.099 ± 0.041 0.095 ± 0.038
Control, infarct 0.057 ± 0.021† 0.056 ± 0.023† 0.071 ± 0.027† 0.062 ± 0.022†
Treated, infarct 0.071 ± 0.022 0.067 ± 0.022 0.083 ± 0.022 0.086 ± 0.027
Table 4.6: Ki values in ml/min/g for IDIF methods using VC ROI, mean value for each mouse group
(n=5 for controls, n=6 for drug treated group). †p< 0.05, paired Student’s t test, indicating
significant difference between healthy and infarcted myocardium in this mouse group.
LVBP IDIF Ki values after GTM applied
TAC ROI MR ROIs MR ROIs, gated
Control, myocardium 0.069 ± 0.028† 0.090 ± 0.041†
Treated, myocardium 0.065 ± 0.024 0.096 ± 0.030
Control, infarct 0.024 ± 0.015∗† 0.036 ± 0.016∗†
Treated, infarct 0.063 ± 0.021∗ 0.081 ± 0.028∗
Table 4.7: Ki values in ml/min/g for GTM IDIF methods using LVBP ROI, mean value for each mouse
group (n=6). ∗p< 0.05, paired Student’s t test, indicating significant difference between con-
trol and drug treated groups in infarcted region. †p< 0.05, paired Student’s t test, indicating
significant difference between healthy and infarcted myocardium in this mouse group.
Previously reported Ki values calculated using IDIFs for the healthy myocardium in mice range
widely due to the dependence of 18F-FDG uptake on mouse dietary status. For non-fasted mice, sim-
ilar to those analyzed in this study, the values range between 0.08 to 0.22±0.08ml/min/g [29], [182],
with common values reported around 0.1 ml/min/g (0.15±0.08ml/min/g [33], 0.13±0.04ml/min/g [36],
0.11±0.03ml/min/g [53], 0.13±0.07ml/min/g [181]). Bearing this variability in mind, from Table 4.7
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it appears that the best agreement with literature for the healthy myocardium results is achieved us-
ing the MAP reconstruction algorithm with cardiac gating applied in the LVBP ROI (which yields
a Ki of 0.086±0.027ml/min/g for the drug treated group) or the VC ROI (0.098±0.041ml/min/g for
the controls and 0.095±0.038ml/min/g for the drug treated group). The GTM method with cardiac
gating applied to 3DRP images also gives similar results (0.090±0.041ml/min/g for the controls and
0.096±0.030ml/min/g for the drug treated group) for the group as a whole. This indicates that the best
agreement with literature myocardium values is reached when PVC and motion correction are applied to
the IDIFs in this study. The large variance seen in the GTM Ki values compared to those measured with
MAP LVBP gated IDIFs indicates that the MAP PVC technique is more consistent and would be the
most promising for future work, as all VC ROI based techniques require further validation with blood
sampling.
Significant differences in Ki values in the infarcted region of the myocardium between the two mouse
groups were seen only when using the gated MAP, ungated GTM and gated GTM IDIF methods (paired
Student’s t test, p<0.05), indicating that the application of PVC and motion correction to improve IDIF
extraction can give significant Ki results. In addition, all IDIF extraction methods (except for the gated
and ungated 3DRP in the LVBP ROI, which had no PVC applied) also saw a significant difference
between the healthy and infarcted myocardium in the control group. In the drug treated group, however,
no IDIF methods found the difference between Ki values from healthy and infarcted myocardium to be
significant (two means Student’s t test, p<0.05).
4.4 Discussion
4.4.1 Influence of reconstruction algorithm and cardiac gating on IDIFs
It was found that the use of the LVBP ROI and 3DRP images produced IDIFs contaminated with my-
ocardium TACs, with significant spillover effects seen, even if cardiac gating was applied to reduce
motion blurring effects and co-registered high resolution MR images were used to locate and delineate
ROIs. PVC is therefore essential to separate the blood and myocardium time curve components in quan-
titative imaging studies.
The MAP algorithm reconstructs images with greater contrast and recovered resolution compared
to 3DRP due to its accurate modelling of the system response [64], [65], which was found to be par-
ticularly useful when using the LVBP ROI for IDIF extraction. PVE and spillover are further reduced
when MAP is combined with cardiac gating to reduce blurring due to motion, resulting in IDIFs with
the least spillover contamination from myocardial TACs in this study, which also agreed with previous
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work which compared 3DRP and MAP IDIFs in the mouse heart [53], [68]. The greatest differences
between 3DRP and MAP IDIFs occurred at late time points, as spillover is a time-dependent process
and myocardial tracer uptake is greatest at late time points. MAP reconstruction in conjunction with
cardiac gating was also found to produce the most consistent IDIFs across both mouse groups due to the
reduction in noise found when using MAP in place of 3DRP and due to the smoothing applied to MAP
images. The Ki values produced using the cardiac gated MAP IDIF, 0.060±0.015ml/min/g (control)
and 0.085±0.034ml/min/g (drug treated), were also found to have the best agreement with the literature,
particularly in the drug treated group, as healthy myocardium values have been previously quoted in the
range between 0.08-0.22ml/min/g [29], [33], [36], [53], [181], [182]. This was expected as the Ki values
for the “healthy” myocardium of the control mice are likely to be lower and more similar to the infarcted
region due to the larger infarct sizes seen in that group. The disadvantage of using MAP is that it is a
non-linear reconstruction technique and it is therefore difficult to calculate the residual PSF of the image
data for further PVE correction. It is also dependent on the exact reconstruction parameters specified,
such as post-reconstruction filtering to provide smoothing, MAP priors, number of iterations and sizes of
subsets. MAP reconstructions also need a much longer processing time compared to 3DRP, to the extent
where an extensive DPC cluster is required to process the dynamic data within a reasonable time frame.
The reduced PVE and spillover seen in both images and IDIFs when cardiac gating was applied to
3DRP and MAP data suggests that simultaneous PET/MR acquisition may be of benefit in future cardiac
studies, as this would provide improved co-registration between modalities (and between dynamic PET
frames as these could each be co-registered to anatomical data). Gross motion errors due to the sequential
nature of the scans (e.g. shifts in mouse torso positioning) would also be reduced and temporally co-
registered MRI data could be acquired to provide further motion correction for the PET images.
4.4.2 IDIFs derived from the VC ROI
The VC ROI was found to be large enough to be adequately resolved on microPET images from the
Cambridge PET/MR scanner and was easily identified in the early time frames of the acquisition using
co-registered MR data. The mean VC diameter for mice in this study was 2.24±0.34mm measured
from MR FISP images (previously reported as 2.54±0.30mm [33]). This was larger than the FWHM
spatial resolution of the scanner at 1.8mm [229] and the positron range for 18F, which is approx. 1mm
[20], [52]. It is also located in a region with few areas of high uptake in close proximity (e.g. the
myocardium or kidneys) and therefore was shown to experience much less spillover than the LVBP
ROI in late time frames. The VC ROI mean recovery co-efficient across the mouse group (explained
in full detail in Chapter 5) was estimated from FISP MR images as 0.43±0.05 for 3DRP, indicating
that both the peak and mean activity concentration values estimated from the VC ROI may still be
CHAPTER 4. COMPARISON OF IMAGE-DERIVED INPUT FUNCTIONS FOR USE IN 18F-FDG
MURINE STUDIES 140
significantly underestimated without some form of PVC applied. This would indicate that the peak
activity concentration of PVE-corrected VC IDIFs may actually be much higher than the results presented
here and it would require further investigation with serial blood sampling to see if the VC IDIF is an
accurate representation of the AIF in mice, particularly at early time points.
The VC IDIF tail regions displayed a slow decline in activity concentration, consistent with 18F-
FDG uptake and retention in tissue, in contrast to the increase seen in the 3DRP LVBP IDIFs due to
myocardial spillover. The lowest IDIF tail values (indicative of the greatest reduction in spillover) were
generated from cardiac gated MAP images in the VC ROI. Using the VC ROI, there was much less
variation between 3DRP and MAP IDIFs across the mouse groups, indicating that PVE and spillover
are reduced in the VC ROI compared to the LVBP ROI. There was also a smaller change in IDIF curve
shapes between gated and ungated data when compared to the LVBP ROI and all IDIFs were smoother
than their LVBP ROI counterparts, indicating that the VC ROI is less vulnerable to both cardiac and
gross motion.
LVBP IDIFs extracted using either the GTM method or MAP reconstruction to provide PVC were
both found to appear similar to VC IDIFs if cardiac gating was also applied, as expected from the lit-
erature [33]. This demonstrated that if PVE and motion are corrected for, arterial IDIFs and venous
IDIFs from mice appear very similar. This result may have interesting implications. This could provide
evidence that due to the high cardiac output of mice [33], [52], their arterial and venous tracer concentra-
tions are similar (as has been shown in blood samples taken at late time points for 18F-FDG [181]) and
therefore a venous ROI (which is more accessible and less susceptible to spillover/motion effects) could
be used to extract IDIFs for use in kinetic analysis of mouse PET/MR data.
This is desirable as the use of gating was shown to have a limited effect in the VC ROI. As it can be
difficult to record accurate ECG readings in animals with arrhythmogenesis [33], this is an advantage.
Additionally as good results were achieved using either 3DRP or MAP for IDIF extraction in the VC ROI,
this indicates the need for PVC in this region is also reduced and that an IDIF from the VC ROI would
require limited post-processing to extract. The VC ROI does require a high specification microPET
scanner, however, as it requires accurate readings to be recorded from short duration (≤5s) time frames
and a large FOV to encompass both the organ under study for TAC extraction and the VC.
The variation in Ki values generated by Patlak analyis was found to be greater when using the VC
IDIFs compared to the LVBP IDIFs, as the higher and sharper peaks generated by the VC IDIFs resulted
in higher IDIF AUC. The mean Ki values from the VC IDIFs, however, more closely resemble those
quoted in the literature, and this agrees with previous results which validated the use of the VC ROI
using both a β probe and serial manual blood sampling in rats [52] and achieved good estimates of the
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cerebral metabolic rate of glucose in mice [52].
To fully validate the assumption that a venous ROI can be used to derive an estimate of the AIF for
mice, however, serial arterial blood sampling [35], [68] would be required in future work, but this would
most likely need to be carried out using an MR-compatible blood sampler for simultaneous PET/MR
studies [51], [230]. These blood samples could also be used to validate IDIFs extracted from MAP
images in the LVBP ROI and to assess if a correction for 18F-FDG uptake by red blood cells is required,
as mice exhibit slower kinetics of 18F-FDG across red blood cell membranes compared to humans and
therefore an image-derived approach which relies on whole blood signals to estimate the AIF may not be
appropriate [53]. Previous murine studies of the quantitative performance of 3DRP and MAP in cardiac
18F-FDG PET have indicated that MAP (even with cardiac gating applied) still overestimates the AIF
tail according to serial blood sampling data, but does provide a higher estimate of the AIF peak due to
the limited temporal resolution of the blood samples [68].
4.4.3 Evaluation of GTM method for IDIF PVC
An adaptation of the GTM method for mice has been shown as a viable but unstable alternative to
providing PVC through the use of MAP reconstruction for IDIF extraction from the LVBP ROI. The
GTM method (with cardiac gating applied) produced similar IDIFs to gated MAP data, resulting in
mean Ki values for the mouse groups of 0.090±0.041ml/min/g (control) and 0.096±0.030ml/min/g (drug
treated). These gave reasonable agreement to the literature 0.08-0.22ml/min/g value [29], [33], [36],
[53], [181], [182]. There was considerable variation in the individual GTM LVBP IDIF curve shapes
compared to the MAP-based LVBP IDIFs, reflected in the increased variance in the control group Ki
value for GTM. The GTM method therefore requires both accurately co-registered MR images to aid in
ROI delineation, in addition to an accurate ECG trace to provide adequate PVC for IDIF extraction from
3DRP images in the LVBP ROI.
The main drawback of the GTM method is its reliance on accurate PET and MR co-registration, as
even a small mismatch in ROI positioning can lead to large errors in IDIFs, shown in the variable GTM
IDIFs produced across both groups in Figures 4.26 and 4.27. A few mice in each group still show slightly
increasing activity concentrations at late time points, even after GTM and gating have been applied. For
more details on the effect of ROI delineation on GTM accuracy, Appendix F details a comparison of
results to those produced shown when GTM was applied with non-optimal ROIs. GTM could be used
as an alternative PVC technique, however, if MAP images are not available. GTM could be of greater
benefit and produce more precise IDIFs in a simultaneous PET/MR acquisition, where co-registration
errors and motion between the modalities are minimized. Further validation of the GTM method in a
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simultaneous PET/MR scanner would also be advisable, again using gold standard serial blood sampling
from an MR-compatible blood sampler such as Swisstrace [51], [230].
4.4.4 Observed differences between treated and control groups after kinetic analysis
Similar Ki values which agreed with previously reported results were noted for the healthy myocardium
in both the control and drug treated mouse groups when the PVC IDIF extraction methods were used. In
addition, all IDIF methods also displayed a decrease from the healthy myocardium region to the infarcted
region for both control and drug treated mouse groups, indicating a decrease in glucose utilization rates,
as expected from the reduction in SUV results in the infarcted region. The decrease in Ki value between
the healthy myocardium and infarcted region in the control group agreed with the greater mean difference
in SUV seen in the control group (1.4g/ml) compared to the drug treated group (0.4g/ml) when comparing
healthy and infarcted myocardium regions. With the exception of the IDIFs extracted from the LVBP ROI
with no form of PVC applied, the differences in Ki values between the healthy and infarcted myocardium
in the control group were found to be significant, but not significant in the drug treated group (Student’s t
test, p<0.05). These results further support the previous analysis of this data [30], [228] which found that
the drug treated group had significantly smaller infarct volumes than those found in the control group,
according to LGE MRI.
Between the control and drug treated mouse groups, only the gated MAP, ungated GTM and gated
GTM IDIF methods saw a significant difference (Student’s t test, p<0.05) between Ki values calculated
in the infarcted region of the myocardium, with the drug treated group displaying higher values of Ki
which are closer in value to that of healthy myocardium. This suggests that, after PVC and motion
correction are applied to the IDIF for analysis, the effect of the drug (which results in smaller infarct
sizes) on glucose utilization uptake rates can now be appreciated, providing additional support in favour
of the drug’s efficacy to previous work [30], [228].
4.5 Conclusions
PVC has been shown to be crucial for deriving IDIFs in mouse PET studies. The inclusion of cardiac
gating in IDIF extraction procedure was also shown to be highly desirable, as motion correction reduces
spillover from the myocardium region into the LVBP ROI, which is used for the IDIF extraction. IDIF
curve shapes with the least contamination due to spillover from myocardial TACs, reduced PVE and
reduced noise were produced from the LVBP ROI when the MAP reconstruction algorithm was used to
provide PVC and cardiac gating was used to apply motion correction. This method also produced Ki
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values for the healthy myocardium which agreed best with those previously reported in the literature. It
was found that an adaptation of the GTM PVC method could also be used to produce improved IDIF
estimates from the mouse heart by utilising the high-resolution and excellent soft-tissue contrast of MR
to give improved ROI delineation compared to PET, which was seen to be vital to achieve accurate results
with the proposed GTM method. As a result of applying either MAP or GTM to provide PVC, significant
differences in Ki were found between areas of healthy and infarcted myocardium muscle for the control
group. In the drug group these differences were not found to be significant, indicating the ability of
the drug to reduce both infarct sizes and retain functionality in the mouse heart, which supported the
previously published of this data [30], [228]. IDIFs extracted from the VC ROI were most similar to the
gated MAP IDIFs from the LVBP ROI, indicating that the VC ROI is less affected by PVE, spillover
and motion compared to the LVBP, and could be used to produce a surrogate IDIF in mice studies if it is
further validated with serial blood sampling.
4.6 Chapter Summary
Several methods of IDIF extraction were applied to ascertain the effect of partial volume correction and
motion correction on 18F-FDG mouse PET data acquired using the Cambridge split magnet PET/MR
scanner. An adaptation of the MR-based GTM method of partial volume correction was developed and
the IDIFs produced using this method were compared to those found when using MAP image reconstruc-
tion. IDIF curve shapes attained using both these methods exhibited less contamination from myocardial
spillover, with the best results achieved using cardiac gated MAP images. The use of the VC ROI as an
alternative to the LVBP ROI for extracting the IDIF was also explored and showed promising agreement
with the IDIFs produced using gated MAP images. The next Chapter will explore the further use of the
iterative reconstruction algorithm MAP and the VC ROI in determining IDIFs, as well as the use of the
recovery co-efficient method for PVC in 18F-NaF mouse studies.
Chapter 5
Evaluation of image-derived input
function techniques for use in 18F-NaF
murine studies
This Chapter investigates the transfer of the techniques discussed in Chapter 4 to 18F-NaF murine stud-
ies. The hypotheses addressed in this Chapter were as follows:
1. MR information can improve 18F-NaF IDIFs in mice by providing PVC through the RC method.
2. The vena cava ROI can also be used as an alternative IDIF extraction site for tracers with different
biodistributions to 18F-FDG.
The use of the VC and LVBP ROIs to extract IDIFs from PET images of mice is again evaluated
to ascertain if the same techniques used for 18F-FDG are optimal for a tracer with similar kinetics
but a different bio-distribution, such as 18F-NaF. The recovery co-efficient method for PVC based upon
anatomical measurements taken from co-registered MRI images was used in place of the GTM method.
All IDIF extraction methods were tested and validated against plasma samples taken at the end of each
animal’s PET scan to ascertain if IDIF techniques can provide appropriately scaled estimates of AIF
curves.
5.1 Introduction
One of the great strengths of PET is the wide variety of tracer compounds which can be used, allowing
small animal PET imaging to be applied in the evaluation of a range of disease models. Radioactive 18F
labelled sodium fluoride (18F-NaF) is a PET tracer used to perform bone imaging and can be used to in-
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vestigate metabolic, inflammatory, degenerative and traumatic bone disease [231], [232], [233]. 18F-NaF
PET provides assessment of bone disease with a higher accuracy than 99mTc Single Positron Emission
Tomography (SPECT) and the fact that 18F-NaF does not bind to plasma proteins [231], [233]. In ad-
dition to qualitative work, quantitative 18F-NaF studies are being employed as a novel way of assessing
treatment performance via bone metabolism [231], [234], [235] and in the detection and evaluation of
atherosclerosis plaques in cardiovascular work [232], [236], although the use of quantitative 18F-NaF
PET in rodent studies has been limited [234], [237], [238]. To harness the full potential of dynamic PET
in murine studies and perform accurate kinetic modelling, this Chapter investigates different methods
of extracting image-derived input functions (IDIFs) from sequentially acquired 18F-NaF PET and MR
images.
5.1.1 18F-NaF tracer kinetics in mice
Following injection, the activity distribution of 18F-NaF throughout the subject differs from that de-
scribed in previous Chapters for 18F-FDG. The tracer bolus1 is initally injected through the cannulated
tail vein of the mouse and travels through the vena cava (VC) to the heart. After reaching the heart,
18F-NaF does not bind to myocardial muscle but is distributed throughout the mouse body via the vas-
culature and rapidly cleared from plasma. 18F-NaF binds to bone and other calcifications, with a sample
timecourse shown in Figure 5.2. The mechanism of uptake is the deposition of 18F-NaF on the surface of
newly formed hydroapatite crystals at sites of bone formation. The fluoride ion is believed to exchange
with hydroxyl groups in the hydroapatite crystals on the surface of the bone matrix to form fluoroapatite
[231] and therefore 18F-NaF is becomes concentrated with high and rapid uptake at sites of newly min-
eralizing bone. The rate limiting step for 18F-NaF bone uptake is blood flow, and therefore the initial
18F-NaF distribution represents blood flow variations between bones [231], [233].
A two compartment model was assumed for 18F-NaF [233], as shown in Figure 5.1. This model is
the same mathematically as the irreversible two compartment model used for 18F-FDG analysis (which
assumes that k4 ≈ 0) outlined in Chapter 3 and therefore the same analysis methods can be used to
calculate rate constants K1, k2, k3 and Ki, including Patlak plot analysis for Ki. For 18F-NaF, Ki is
related to the Ca2+ influx from plasma to the trapped bone compartments, giving an indication of the
bone remodelling and apposition rates as 18F-NaF is rapidly cleared from blood [233].
1Followed by a saline flush.
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Figure 5.1: 18F-NaF two compartment model. K1 and k2 represent forward and reverse transport from
plasma, k3 and k4 represent “trapping” and release from bone compartment. No metabolite
products are required to perform full kinetic modelling with this tracer.
Figure 5.2: 18F-NaF 2 hour (7200s) dynamic time course in mouse, MAP reconstruction, sagittal view.
Selected frames from 2 hour scan illustrate how tracer distributes in mouse body over time,
with frame start timings and durations indicated below each image. The tracer is distributed
through the blood stream after reaching the heart and binds to the mouse skeleton.
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5.1.2 18F-NaF IDIF and TAC extraction
The bolus can be visualised in the vena cava during early dynamic PET frames, with a sample frame
shown in Figure 5.3. The VC ROI can therefore be used for IDIF extraction from early PET dynamic
frames. The LVBP ROI has previously been used to extract IDIFs from early PET image frames in
rat 18F-NaF studies [237]. In this Chapter, IDIFs extracted from both the LVBP and VC ROIs were
compared to assess their performance in mice.
Figure 5.3: Signal from vena cava displayed in early time frame dynamic MAP PET (approx. 20s post
injection, 5s duration) in transverse, coronal and sagittal views.
A comparison between an early frame used for LVBP and VC ROI delineation in IDIF extraction and
a late frame used for ROI delineation in TAC extraction from the mouse skeleton is shown in Figure 5.4.
ROI delineation must be carefully performed to ensure the LVBP and VC ROIs do not overlap with any
part of the mouse skeleton in order to avoid significant spillover at late time points [231].
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Figure 5.4: 18F-NaF activity distribution in vivo, sagittal view, MAP reconstruction. Early frame (left)
displays the tracer bolus travelling to the heart via the vena cava (5s bin, approx. 20s post
injection). Late frame (right), displays uptake throughout the mouse skeleton, with the skull
and spine clearly visible (600s bin, 6600s into scan). Centre of LVBP indicated by yellow
cross on both images.
The proximity of the LVBP and VC ROIs to the mouse skeleton is shown with overlaid FLASH MR in
Figure 5.5. This figure indicates the importance of accurate co-registration of MR data when performing
ROI delineation. Each LVBP and VC ROI delineated from an early frame must be propagated to each
dynamic frame and inspected for motion in order to minimise spillover effects and ensure that each ROI
is correctly located within the structure of interest.
In addition to spillover, 18F-NaF IDIFs also suffer from signal reduction from PVE. As 18F-NaF does
not accumulate in myocardial muscle like 18F-FDG, it was difficult to delineate regions of homogeneous
tracer concentration on all 18F-NaF PET time frames. The assumption that each delineated ROI exhibits
homogeneous uptake is required to successfully perform the GTM method discussed in Chapter 4, and
therefore an empirical, alternative PVC method was used in this Chapter instead of the GTM approach.
The RC method has previously been used in conjunction with cardiac gating and MAP reconstruction to
produce 18F-FDG IDIFs from the LVBP ROI which agreed with blood samples taken from mice at late
time points [53], [68], [174].
CHAPTER 5. EVALUATION OF IMAGE-DERIVED INPUT FUNCTION TECHNIQUES FOR USE
IN 18F-NAF MURINE STUDIES 149
Figure 5.5: 18F-NaF activity distribution in vivo, transverse view, MAP reconstruction, overlaid on co-
registered FLASH MR. (A) Early frame, LVBP ROI, (5s bin, approx. 20s post injection).
(B) Late frame, LVBP ROI, (600s bin, 6600s into scan), (C) Early frame, VC ROI, (D) Late
frame, VC ROI.
5.1.3 Use of recovery co-efficient method to provide PVC
PVE results in a loss of signal within an image ROI due to the limited spatial resolution of the scanner
and the finite size of the image voxel grid. This effect becomes more pronounced as the size of the object
under study decreases, and is a major issue in small animal PET scanning, as shown in Chapter 4. Partial
volume recovery co-efficients (RC) for regions of known size can be calculated and used to scale the
observed mean signal for that ROI back to the true signal expected from an ROI of that size, but must be
empirically derived from phantom scans [67], [177], [178].
A typical phantom for this application consists of several tubes or spheres of known diameter which
are all filled with a tracer solution and a larger compartment filled with the same solution. The large
compartment is selected to be of sufficient diameter that it is unaffected by PVE. The tracer activity is
measured from the large compartment and compared to the observed activity in the smaller compart-
ments, which should exhibit a decrease in mean activity due to PVE. The decrease in activity concentra-
tion values with decreasing tube diameter can be plotted and used to estimate the required RC for each
compartment [53], [178], [179]. Larger RC corrections will be required as the diameter of the object
decreases [222]. In addition, the large compartment is sampled and cross-calibrated with a well counter
to ensure the accuracy of the readings.
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Once a relationship between RC and object size has been established using a phantom, object diam-
eters can be measured to calculate their respective RC, as illustrated in Figure 5.6. The RC technique
in this Chapter utilised co-registered MRI images2 to accurately measure the anatomical dimensions of
structures in vivo, such as the LVBP and VC ROIs. The mean signal taken from these regions was then
corrected for PVE using the calculated RC factors [67], [178].
Figure 5.6: Object diameter is measured using MRI scans and required RC factor needed to scale the
mean value observed back to the true value can be calculated.
RCs were calculated from signal ratios [222] defined using equation (5.1), where the true signal is not
affected by PVE and the measured signal is reduced from its true value as a result of blurring from PVE.
The calculated RCs were then used to correct the amplitude of signals using equation (5.2).
RC =
Signalmeasured
Signaltrue
(5.1)
Signaltrue =
Signalmeasured
RC
(5.2)
IDIFs were extracted from 3DRP and MAP PET images of 19 mice injected with 18F-NaF. IDIFs
attained from both LVBP and VC ROIs were contrasted, both with and without PVE correction provided
by the RC method. The last points of all IDIFs were compared to plasma activity concentrations mea-
sured from blood samples taken at the end of the 2 hour 18F-NaF PET scan. This study (to the author’s
2Registration performed manually by the author in SPMmouse using anatomical landmarks, with estimated accuracy in
LVBP and VC regions of <1mm.
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knowledge) is the first to assess the performance of VC IDIFs for tracers other than 18F-FDG in mice.
5.2 Materials and Methods
5.2.1 Phantom scans used to calculate recovery co-efficients (RC)
A microPET NEMA-NU4 2008 phantom (abbreviated to NEMA phantom for future use) was selected to
provide the RC calibration measurements, and is displayed in Figure 5.7. The NEMA phantom is made
from poly(methyl methacrylate) (PMMA) plastic and is primarily used for evaluating the performance of
PET scanners [99]. It comprises 2 large cavity regions inside a cylinder - the first half is a single region
of inner diameter 30mm and height 30mm which can be filled with PET tracer to give a “hot” region
and the second half houses 5 small tubes of diameter 5mm, 4mm, 3mm, 2mm and 1mm (all of height
30mm)3. The tubes are radially aligned around the phantom’s z axis and can also be filled with PET
tracer via a connection to the larger cavity to give “hot” regions of varying size. This gives the NEMA
phantom a total filling volume of 20.66ml. The first half also includes 2 smaller cavities inside the large
cavity, each of inner diameter 8mm and height 15mm - one is filled with water and the other filled with
air to give “cold” regions.
Figure 5.7: NEMA phantom photographs. The central compartment and five tubes of diameter 5, 4, 3,
2 and 1mm are filled with a water-based tracer solution. The two smaller compartments are
filled with air and water respectively. Filling holes sealed with plastic screws.
3An additional 1mm filling cylinder was added to the NEMA design in the centre of the bottom cavity by Dr Rob Hawkes
to improve the speed and uniformity of the filling procedure. This also enabled easier extraction of a sample to measure the
phantom activity when the phantom was positioned horizontally on the scanner bed.
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To perform the RC phantom calibration scan, the NEMA phantom was filled with 16.14MBq of 18F-
NaF (1ml) by the author and allowed to mix thoroughly for 30 minutes. The activity concentration was
measured once the phantom was positioned on the scanner bed by inserting a syringe into the additional
filling tube added at the base of the NEMA design and withdrawing a ∼160µl sample from the large
compartment into an eppendorf tube. The sampling time was noted to correct for radioactive decay and
the sample activity measured using a well counter (3 inch NaI crystal, Harwell Instruments, Canberra
UK Ltd. using GENIE 2000 software).
An emission listmode dataset was then acquired for 2700s using the Cambridge Split Magnet PET
camera (Focus 120). The data was reconstructed using 3DRP and MAP into 12×5s, 12×10s, 12×60s,
2×300s and 2×600s dynamic bins, with a zoom factor of 2.5 applied to give an image of matrix
128×128×95 with a transaxial pixel size of 0.35mm and a slice thickness of 0.80mm. Images recon-
structed using MAP were reconstructed using 12 subsets and 18 iterations with a beta smoothing value
of 0.005, giving a uniform resolution of 1mm. A 10 minute transmission scan was conducted in singles
mode using a 68Ge source the following day with the phantom in situ. Data were normalized and cal-
ibrated with corrections for decay, detector efficiency, dead time, random events and attenuation using
the vendor microPET manager software (Siemens Molecular Imaging).
RCs were calculated by the author drawing circular ROIs onto images of the NEMA phantom (ex-
ample images are shown in the Results section in Figure 5.10) using ASIPRO analysis software. This
consisted of a 20mm ROI covering 5 slices in the main compartment of the NEMA phantom and smaller
circular ROIs of diameter 5mm, 4mm, 3mm, 2mm and 1mm4 were each manually drawn over 5 slices
for each of the tubes. The ROIs were originally drawn on the 3DRP images and the same ROIs used
to analyse both 3DRP and MAP datasets. The main cylinder ROI was assumed to have a large enough
diameter to be unaffected by PVE in comparison to the tubes. To calculate the RCs, the observed mean
activity concentration in the ROI for each of the smaller tubes in the last dynamic frame of both the
3DRP and MAP images was divided by the mean activity concentration extracted from the central ROI
covering the main cylinder, as shown in equation (5.3). These values were plotted against the known
tube diameter and a quadratic relation fitted to the data.
RC =
Signaltube
Signaluni f orm
(5.3)
4Due to the small size of the tubes, the diameters were slightly overestimated - ASIPRO used ROIs spanning 15 voxels
(5.25mm) for the 5mm tube, 12 voxels (4.2mm) for the 4mm tube, 9 voxels (3.15mm) for the 3mm tube, 6 voxels (2.10mm)
for the 2mm tube and 3 voxels (1.05mm) for the 1mm tube.
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5.2.2 Animal models
19 ApoE(-/-/CCR5) mice which were part of a larger atherosclerosis disease model evaluation experi-
ment contributed data to this study5. 6 of these mice were control, wild type mice (3 males and 3 females,
26-35g) and were scanned at 26-27 weeks of age whilst 2 mice (1 male and 1 female, 30-45g) were kept
on a high fat diet for 24 weeks and were scanned at 55 weeks of age. The remaining 11 mice (4 males
and 7 females, 26-42g) were kept on a high fat diet for 18 weeks and were scanned at 26-30 weeks of
age.
5.2.3 Sequential PET/MR imaging
All 19 mice (6 in control group, 13 in ApoE group) were scanned by the author using the sequential
PET/MR workflow as described in the previous Chapter (see Figure 4.8), replacing 18F-FDG with 18F-
NaF and conducting the PET emission scan for 2 hours instead of 45 minutes. Additionally the MR
sequences were modified from those required for a cardiac mouse MR study to a whole body mouse MR
study. All mice were secured prone on the scanner bed on top of a Bruker mouse heart surface coil, with
the centre of the mouse shoulder blades aligned with the magnet isocentre. Appropriate monitoring was
employed: a respiratory pillow was placed underneath the animal’s chest and a rectal temperature probe
was inserted using a lubricated cover. A heating water blanket was positioned around the animal and
kept at a constant temperature of 37◦C throughout the experiment. The mice were anaesthetised, using
3% isoflurane in 1l/min O2 for induction and taken down to 1.5-2% isoflurane in 1l/min O2 throughout
for maintenance, whilst monitoring the animal to keep the respiration rate steady at 30-45 breaths per
minute.
MRI was performed on a Bruker BioSpec 47/40 4.7T scanner (Bruker Inc., Ettlingen, Germany),
acquiring prospectively self-gated FLASH IG (TR/TE 384/2.4ms, planar resolution 160×160µm2, 50
slices, thickness 1mm, matrix 256×256×50) and TOF angiography (TR/TE 18/4ms, NEX=3, spatial
resolution 160×160µm2, 48 slices, thickness 1.2mm, matrix 256×256×48). The animal bed was then
directly transferred to the Cambridge split magnet PET/MR scanner and a 10 minute transmission scan
was conducted in singles mode using a 68Ge source once the mouse was inside the magnet bore. A
bolus intravenous injection of 18F-NaF tracer (mean activity = 27±13MBq over 19 mouse group, range
12-62MBq) was then administered through the tail vein cannula.
Dynamic PET emission list mode data were acquired for 7200s and reconstructed by the author using
3DRP and MAP into multiple dynamic frames: 12×5s, 12×10s, 12×60s, 9×300s, 6×600s. A zoom
5Data were provided courtesy of Agnese Irkle, Dr Janet Maguire, Dr Joe Bird and Dr Anthony Davenport. Cannulations
were performed by Vicki Pell and blood sampling by Dr David Williamson.
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factor of 2.5 was applied to give an image of matrix 128×128×95 with a transaxial pixel size of 0.35mm
and a slice thickness of 0.80mm. Images reconstructed using MAP were reconstructed using 12 subsets
and 18 iterations with a beta smoothing value of 0.005, constrained to give a uniform resolution of 1mm.
Data were normalized and calibrated with corrections for decay, detector efficiency, dead time, random
events and attenuation using the vendor microPET manager software (Siemens Molecular Imaging). All
PET and MR images were co-registered using SPMMouse by the author [27].
To accommodate both a whole body MR protocol to image the mouse aorta for the atherosclerosis
study and the 2 hour 18F-NaF PET scan within a reasonable time frame for each mouse, it was not
experimentally viable to attach leads to record cardiac ECG signals and perform a separate, gated cardiac
MRI exam. As a result, no cardiac gating signals were available to be applied to the PET data. The
FLASH IG sequence described previously was used to perform prospective cardiac gating to the whole
body MRI data. Respiratory motion gating was not applied (see Appendix G for full explanation) to
maintain SNR in the early frames of the dynamic scan which had low count statistics.
At the end of the PET scan, 10 of the 19 mice were immediately extracted from the PET/MR scanner
and a≈160µl blood sample was taken via cardiac puncture6. The timing of the sample was noted before
the mouse was sacrificed using an IP injection of pentobarbitol. Each blood sample was transferred to a
microbalance (Mettler Toledo, AT261 DeltaRange, Sanyo Electric Co. Ltd.) and its weight noted. The
tube weight was then subtracted to ascertain the blood volume in each tube (blood density assumed as
1.05g/ml [239]) before inserting into a well counter (3 inch NaI crystal, Harwell Instruments, Canberra
UK Ltd.) using GENIE 2000 software for 100s to measure its radioactivity in counts per second (cps).
Cps were converted into kBq/ml using a conversion factor of 531.4cps/kBq and the calculated blood vol-
ume. Each blood sample was centrifuged at 10000rpm for 4 minutes to separate out clear blood plasma
which was then pipetted into a pre-weighed 200µl eppendorf. The plasma sample was then weighed
using the microbalance and its radioactivity measured using the well counter in kBq/ml as described
above, with the exception that mouse plasma had an assumed density of 1.025g/ml [240]. The time of
each blood and plasma measurement was also noted using an external clock and each measurement was
corrected for delay back to the injection time.
5.2.4 IDIF and TAC extraction
IDIFs were extracted from LVBP and VC ROIs segmented from overlaid FLASH MR, TOF MR and
MAP/3DRP PET images (see Figure 5.5 for overlaid FLASH IG and PET images in LVBP and VC
ROIs, and Figure 5.8 for the identification of the VC ROI using TOF MR) in a similar manner to IDIFs
6The remaining 9 were required for additional scans and histological analysis, so a terminal blood sample using cardiac
puncture could not be taken.
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extracted in the previous Chapter for mice injected with 18F-FDG. LVBP and VC ROIs were drawn in
Analyze 8.0 and converted into nifti format for signal extraction in Matlab by the author. ROIs were
manually delineated from the co-registered MR images overlaid directly onto the last dynamic frame
PET image for the LVBP ROI and an early time frame for the VC ROI.
Figure 5.8: Detection of VC ROI from 18F-NaF images. Clear VC signal on early time frame PET images
(approx. 10s post injection, 5s duration) with overlay of FLASH MR images (top left, arrow
indicates VC region). ToF angiography (blue overlay) confirms location to have high blood
flow as expected for major blood vessel.
A 10 slice region covering the whole mouse heart was used to provide the LVBP ROI and a 10 slice
region in the upper portion of the vena cava was used to provide the VC ROI for IDIF determination. The
VC ROI selected region is shown in Figure 5.9. All ROIs were viewed on all PET frames and manually
refined to reduce contamination from neighbouring tissue types caused by gross or cardiac motion over
the course of the scan.
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Figure 5.9: Overlay of VC PET signal (left) with FLASH MR (centre) and ToF angiography in blue
(right). Yellow box indicates region used to derive VC IDIF.
The lower lumbar spine was selected as the bone TAC ROI because it was easily identifiable and
displayed a reasonably consistent TAC profile across all mice. TAC profiles (not adjusted for injected
activity) are shown in full in Appendix H. The lumbar spine ROI was segmented from last dynamic frame
of the scan using the same 10 slices used to extract the VC ROI and again viewed on all PET frames and
manually refined to reduce contamination from inter-frame motion.
5.2.5 Implementation of RC PVC method in IDIF extraction
PVC was applied to IDIFs by assuming the LVBP and VC ROIs could be approximated by cylinders.
Whilst this approximation is adequate for the shape of the VC ROI, it is less appropriate for the LVBP
ROI (see Figure 5.5 for a comparison of the cross sectional views of the LVBP and VC ROIs on FLASH
MR images). The empirically derived RC factors applied may not have been entirely accurate in mag-
nitude for the LVBP ROI as the geometry of the region affects how spillover and PVE will alter the
observed signal profile on images. The LVBP ROI has, however, provide PVC from the RC method
successfully when it has been approximated as a cylinder in previous murine studies [53].
RC factors were applied by measuring the LVBP and VC diameters on FLASH MR images and divid-
ing each IDIF by the calculated RC factor. The RCs were taken from a quadratic plot of object diameter
and RC factor made from the experimental results of the NEMA phantom measurements. Additionally
a tissue background correction (previously suggested for 18F-FDG [33] in mice and 18F-NaF in humans
[241], [242] when using similar PVC methods) was applied to compensate for tissue uptake in the LVBP
and VC ROIs due to spillover. A background TAC was extracted from a surrounding tissue ROI (circle
of diameter 2.5cm in nearby liver region), which gave a consistent background uptake signal throughout
all frames. The corrected IDIFs were calculated as shown in equation (5.4) for all frames [33], [241],
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IDIFcorr =
IDIF− ((1−RC)×TACbackground)
RC
(5.4)
where the IDIF is the mean value from the LVBP or VC ROI, RC is the estimated recovery co-efficient
for the ROI measured using FLASH MR data, TACbackground is the liver background TAC and IDIFcorr is
the corrected IDIF after the RC method has been applied.
5.2.6 Conversion of IDIFs from whole blood to plasma
All extracted IDIFs represented the activity concentration from whole blood and required conversion to
plasma to estimate the AIF. To the author’s knowledge, no standard conversion function between whole
blood and plasma 18F-NaF concentrations for mice currently exists and no serial blood sampling was
available in this study, so previously published relations were evaluated for their suitability in conjunction
with the single blood and plasma samples acquired for each mouse.
A porcine study [243] evaluated the relation between whole blood and plasma concentrations and
reported a constant factor within each animal over the duration of a 2 hour scan. Whole blood to plasma
conversion factors reported for each of the 7 pigs varied between 1.1 and 1.25 [243]. This result was
further supported by a human study which reported a constant ratio of approximately 1.25-1.30 over the
course of a 1 hour PET scan in a sub-group of normal, female patients for both venous and arterial blood
samples [241], although other normal, female patients in this study reported a linearly decreasing value
of between 1.6 and 1.4. The mean ratio was found to be a linearly decreasing ratio of between 1.5 and
1.35 over 1 hour for a group of 10 women. In this study, a mean ratio between the available plasma
and whole blood samples in mice of 1.24±0.04 was found, indicating agreement with the porcine study
[243] and the first human group [241]. 1.24 was therefore used as a constant conversion ratio to increase
the derived IDIF activity to plasma IDIF activity7.
After conversion from whole blood to plasma, activity concentration values from the last dynamic
frames of the RC and non-RC corrected IDIFs were compared to plasma sample activity concentrations
measured using the well counter to evaluate their quantitative accuracy.
5.2.7 Kinetic modelling
The accuracy of 4 groups of IDIFs were evaluated using kinetic analysis: uncorrected IDIFs, RC cor-
rected IDIFs, IDIFs scaled such that their last time point agreed with their measured plasma sample
7In this application of the RC method, the RC correction was applied before the conversion factor of 1.24 was used to
convert the IDIF into a plasma IDIF.
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activity concentration and RC corrected IDIFs which were also scaled to the plasma samples. The PVC
correction from the RC method was applied to IDIFs only; lumbar spin bone TACs were measured di-
rectly from the 3DRP or MAP images the IDIFs were extracted from.
All resulting plasma IDIFs were analyzed using the two compartment model shown in Figure 5.1
using PMOD software (v2.5, PMOD technologies Inc.). Model bi-exponetial curves (an accepted model
for mouse IDIFs [31], [54]) were fitted to the extracted IDIFs before analysis to smooth the data, as
described in Chapter 4 and shown in Figure 4.13. Patlak analysis (linear graphical analysis, shown in
equation (3.11) in Chapter 3) [154] was performed on each IDIF and its corresponding lumbar spine
TAC to calculate the apparent uptake constant, Ki, in units of ml/g/min. As each injection and saline
flush took approximately 15s to complete and a dynamic bin size of 5s was selected for the early frames8
only 5-6 points were available in the first 90s to characterize the peak of the IDIF. The kinetic parameter
Ki was therefore analyzed and calculated using the Patlak method as this kinetic parameter depends on
the AUC of each IDIF and is less sensitive to variations in IDIF peak height.
5.3 Results
5.3.1 NEMA phantom RC calibration
The activity concentration of the NEMA phantom was confirmed by an aliquot measured in the well
counter as 0.538±0.005MBq/ml. In the 3DRP image the large cylindrical region had an activity concen-
tration of 0.537±0.058MBq/ml, whilst in the MAP image the activity concentration was calculated as
0.567±0.080MBq/ml.
Partial volume effects were clearly visible in the smaller tubes when tube diameters <2× FWHM
of the scanner spatial resolution (1.8mm [229]) as expected. Blurring is seen clearly in both 3DRP and
MAP images of the phantom shown in Figure 5.10, with the 1mm diameter tube almost disappearing
from both images.
85s was the minimum bin size to allow for appropriate SNR to visualise the LVBP/VC ROIs in early frames
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Figure 5.10: NEMA phantom emission images. (Left) Schematic of NEMA phantom tubes, showing
decreasing tube diameters in clockwise direction: 5mm, 4mm, 3mm, 2mm, 1mm. (Centre)
3DRP reconstruction, 600s frame duration and (Right) MAP reconstruction, 600s frame
duration on same image scale (0-0.8MBq).
The calculated RC values for the NEMA phantom are shown in Table 5.1. The 5mm tube was largely
unaffected (3DRP RC=0.80±0.07, MAP RC=0.81±0.09), but did show larger PVE than the F120 stan-
dard value of 0.93 reported from previous NEMA tests [99]. Performance dropped from the 4mm tube
onwards, as shown in the table below. A drastic drop from the 2mm to the 1mm tube is seen in both
3DRP and MAP datasets as the diameter of the object becomes less than the spatial resolution of the
system. The higher RC values generated by MAP indicated the gain in resolution recovery and reduction
in PVE performed by the reconstruction algorithm compared to 3DRP.
Rod size Measured 3DRP RC Measured MAP RC F120 reference RC
5mm 0.80 ± 0.07 0.81 ± 0.09 0.93
4mm 0.75 ± 0.07 0.79 ± 0.09 0.86
3mm 0.59 ± 0.05 0.62 ± 0.07 0.75
2mm 0.39 ± 0.04 0.52 ± 0.08 0.48
1mm 0.17 ± 0.02 0.17 ± 0.02 0.15
Table 5.1: Comparison of recovery co-efficients attained from the NEMA phantom in the Cambridge
Split Magnet Scanner and a standard F120 scanner (as reported in previous NEMA tests [99]).
Graphs of the relation between the RC value and the tube diameter are shown in Figure 5.11, and
broadly agree with previously published work [53], [68]. Quadratic relations were fitted between tube
diameter and recovery co-efficients for both 3DRP and MAP (see Figure 5.11(b)), giving R2 values of
0.996 and 0.981 respectively. These relations were therefore used in the in vivo mouse PVC work to
compute RCs for the LVBP and VC ROIs.
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(a)
(b)
Figure 5.11: NEMA phantom RC calibration graphs. (a) Comparison to F120 NEMA results [99], (b)
Quadratic trends fitted to RC relation with tube diameter.
5.3.2 Influence of reconstruction algorithm and ROI location on IDIFs
In contrast to the 18F-FDG results shown in the previous chapter, no clear differences in IDIF shape or
peak height were seen between reconstruction algorithms for LVBP IDIF from all 19 mice injected, with
an example shown in Figure 5.12. This indicates that the LVBP ROI is less affected by PVE in the case
of 18F-NaF compared to 18F-FDG.
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Figure 5.12: Comparison of IDIFs extracted from 3DRP (left column) and MAP (right column) images
for 2 mice from cohort. Similar IDIFs are attained from both LVBP and VC ROIs, with the
VC IDIFs displaying slightly lower tails.
There was little variation between LVBP and VC IDIFs using either 3DRP or MAP reconstruction
over the cohort, as shown in Figures 5.13 and 5.14 for the control mice and high fat diet ApoE mice
respectively. There was a slightly larger mean peak height found in the VC IDIFs using both 3DRP
and MAP reconstruction, although these were mainly due to a single control mouse and a single ApoE
mouse in each group. In addition, the variation in IDIF tail shapes slightly increased across the ApoE
mouse group compared to the control group in both the LVBP and VC ROIs, perhaps as a result of their
more varied physiology. The mean IDIF peak heights for each of the techniques across the mouse groups
are detailed in Appendix H in Table H.1 and the mean IDIF AUCs are shown in Table H.2. Peak height
differences were significant between the IDIFs from the LVBP and VC ROIs with the MAP algorithm for
both the control group (n=6) and ApoE group (n=13). In terms of AUC, significant differences (Student’s
paired t test, p<0.01) were seen between LVBP IDIFs formed using 3DRP and MAP for both groups.
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Figure 5.13: Overview of IDIFs extracted from 3DRP and MAP images for LVBP and VC ROIs across
all control mice (n=6).
Figure 5.14: Overview of IDIFs extracted from 3DRP and MAP images for LVBP and VC ROIs across
all high fat diet ApoE mice (n=13).
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Mouse 3DRP LVBP MAP LVBP 3DRP VC MAP VC Plasma sample
Control 1 0.217 0.138 0.239 0.175 0.137
Control 2 0.275 0.198 0.161 0.116 0.135
Control 3 0.148 0.092 0.125 0.080 0.149
Control 4 0.287 0.162 0.193 0.128 0.113
ApoE 1 0.514 0.336 0.772 0.471 0.202
ApoE 2 0.364 0.233 0.193 0.102 0.124
ApoE 3 0.379 0.332 0.006 0.122 0.129
ApoE 4 0.302 0.279 0.164 0.170 0.051
ApoE 5 0.527 0.502 0.064 0.092 0.075
ApoE 6 0.846 0.778 0.171 0.334 0.209
Mean 0.386 ± 0.201 0.305 ± 0.204 0.209 ± 0.209 0.179 ± 0.126 0.132 ± 0.049
Table 5.2: Comparison of last plasma IDIF frame values with plasma samples. All values in MBq/ml.
The comparison of the last time point of the IDIFs produced from both groups with the late plasma
samples is detailed in Table 5.2 and illustrated in Figure 5.15 and Figure 5.16. Figure 5.16 visually
displays the results for the entire cohort of plasma samples (n=10). All IDIF methods were found to
produce values that were of the correct magnitude but were biased to larger values compared to the
measured results and had a greater variation across the mouse group. The extra noise present in the
3DRP images compared to the smoothed MAP images contributed to a greater overestimation of the
plasma sample values by 3DRP. The LVBP results for both 3DRP and MAP were also found to be
significantly different to the measured samples (Student’s paired t test p≤0.05; 3DRP p=0.002, MAP
p=0.02).
The best agreement with the plasma samples in this study was found using the MAP VC method,
which produced a mean value of 0.179±0.126MBq/ml compared to the measured 0.132±0.049MBq/ml.
The VC method had lower bias to the plasma sample on average compared to the LVBP method for both
3DRP (158±115% compared to 326±190%) and MAP (154±80% compared to 265±202%). This was
expected as this method provided PVC and the VC ROI was less susceptible to motion, as detailed in
Chapter 4. It also agrees with previous work which reported bias in the last points of IDIFs compared to
plasma samples of 575% from the LVBP ROI using OSEM with 18F-FDG compared to 38% for the VC
ROI [33].
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Figure 5.15: Comparison of IDIFs extracted from 3DRP and MAP images for 2 mice from cohort. Left
column: IDIFs from LVBP and VC ROIs, right column: Zoom inset comparison of final
IDIF values with plasma samples.
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Figure 5.16: Overview of IDIFs extracted from 3DRP and MAP images across entire cohort using zoom
inserts. Greater agreement with plasma samples seen with VC IDIFs across mouse group.
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5.3.3 Application of RC method for IDIF PVC
The mean LVBP diameter for the entire mouse cohort was 3.68±0.34mm, giving a mean RC of 0.71±0.04
for 3DRP and 0.74±0.03 for MAP. The vena cava diameter was almost half the size at 1.73±0.29mm,
giving mean RC values of 0.35±0.07 for 3DRP images and 0.40±0.07 for MAP images. The application
of the RC correction is shown in Figures 5.17 and Figure 5.18 for a sample control and a sample ApoE
mouse.
Figure 5.17: Application of RC method to LVBP and VC IDIFs for control mouse.
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Figure 5.18: Application of RC method to LVBP and VC IDIFs for high fat diet ApoE mouse.
Although effective in some mice, the application of the RC method did not provide any of the previ-
ously extracted IDIF method with a consistent improvement across the mouse group according to the late
plasma samples. All IDIFs corrected using the RC method had an increase in the bias and/or variation
to the late plasma samples compared to the non-RC corrected IDIFs, as shown in Table 5.3 for all mice
(n=10).
IDIF Method Mean value (last time point) Bias (%) to well counter measurement
3DRP LVBP 0.386±0.201 326±190
3DRP LVBP RC 0.399±0.215 348±233
MAP LVBP 0.305±0.204 265±202
MAP LVBP RC 0.306±0.214 260±237
3DRP VC 0.209±0.209 158±115
3DRP VC RC 0.327±0.392 252±221
MAP VC 0.179±0.126 154±80
MAP VC RC 0.249±0.175 200±139
Plasma sample 0.132±0.049 -
Table 5.3: Last IDIF time point activity concentrations (all in MBq/ml) compared to plasma sample
measured in well counter for all mice (n=10, 4 control mice and 6 ApoE mice).
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5.3.4 Kinetic modelling results (Ki values)
The calculated mean Ki values using the IDIFs for the lumbar spine ROI are detailed in Table 5.4. To the
author’s knowledge, no previous 18F-NaF murine studie have quoted kinetic rate constants and so full
validation of the IDIFs discussed in this chapter with reported Ki values was not possible9.
IDIF Method 3DRP LVBP MAP LVBP 3DRP VC MAP VC
Control group 0.061±0.015 0.083±0.022 0.063±0.012 0.083±0.018
Control group, RC 0.054±0.018 0.082±0.025 0.052±0.017 0.073±0.016
ApoE group 0.054±0.016 0.068±0.018 0.108±0.046 0.112±0.040
ApoE group, RC 0.054±0.021 0.067±0.045 0.089±0.045 0.095±0.045
Table 5.4: Comparison of mean Ki values for IDIFs and RC IDIFs (n=19, n=6 for control group, n=13
for ApoE group) for lumbar spine ROI. All values in g/min/ml.
The mean lumbar spine Ki value for 3DRP in the LVBP ROI for the control group was 0.061±0.015g/min/ml,
which matched well with 0.063±0.012g/min/ml for the VC ROI. In contrast, for the ApoE group the
value for 3DRP in LVBP ROI was 0.054±0.016g/min/ml and 0.108±0.046g/min/ml in the VC ROI. This
pattern was mirrored in the MAP results, giving the control group a mean Ki value of 0.083±0.022g/min/ml
in the LVBP ROI and 0.083±0.018g/min/ml in the VC ROI, whereas the ApoE group displayed mean
Ki values of 0.068±0.018g/min/ml in the LVBP ROI and 0.112±0.040g/min/ml in the VC ROI. The in-
crease in Ki values seen between the 3DRP and MAP IDIFs for both groups indicates how the significant
decrease in IDIF AUC from 3DRP to MAP IDIFs can affect the resulting PET kinetic parameters. Both
sets of VC IDIFs also show a significant difference in Ki values (two mean Student’s t test, p<0.05)
between the two groups of mice, which is not seen with the LVBP IDIFs.
The RC method had a very limited effect on the LVBP Ki results, but the VC ROI mean Ki val-
ues were reduced by ≈15% in each mouse group. The 3DRP VC Ki value for the control group re-
duces from 0.063±0.012g/min/ml to 0.052±0.017g/min/ml (paired Student’s t test, p value = 0.15) af-
ter the RC method was applied, whilst the MAP VC Ki value reduces from 0.083±0.018g/min/ml to
0.073±0.016g/min/ml (p value = 0.08). Similar decreases were seen in the ApoE group values - the
3DRP VC Ki value dropped from 0.108±0.046g/min/ml to 0.089±0.045g/min/ml (p value = 0.005) and
the MAP VC Ki value dropped from 0.112±0.040g/min/ml to 0.095±0.045g/min/ml (p value = 0.005).
The Ki values attained when using the plasma samples to scale the tail of each AIF, are shown in
9Published results in humans suggest a Ki value calculated using Patlak analysis for the lumbar spine of 0.024-
0.036g/min/ml [241], [242], [244] for healthy subjects, with an increase to Ki values of 0.103±0.6g/min/ml in Paget’s disease
affected bones [242].
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Table 5.5. Examples of the scaled IDIFs are illustrated in Figure 5.19 for the two mice (one from each
group).
Figure 5.19: Scaled IDIFs extracted from 3DRP (left column) and MAP (right column) images for 2
sample mice. Same scale is used as in Figure 5.12, indicating the difference in the peak
height after applying a global factor scaling from the plasma sample.
IDIF method 3DRP LVBP MAP LVBP 3DRP VC MAP VC
Control group 0.060±0.019 0.081±0.028 0.063±0.015 0.083±0.023
Control group, RC 0.053±0.023 0.077±0.031 0.055±0.018 0.070±0.020
Control group, scaled 0.097±0.018 0.079±0.010 0.085±0.020 0.069±0.010
Control group, scaled, RC 0.096±0.018 0.078±0.011 0.076±0.033 0.065±0.017
ApoE group 0.055±0.021 0.067±0.020 0.110±0.040 0.112±0.026
ApoE group, RC 0.057±0.028 0.067±0.024 0.083±0.047 0.089±0.041
ApoE group, scaled 0.198±0.062 0.212±0.095 0.151±0.094 0.207±0.082
ApoE group, scaled, RC 0.193±0.060 0.210±0.093 0.179±0.079 0.205±0.077
Table 5.5: Mean Ki values for all scaled IDIFs (n=10 for blood sampled data; n=4 for controls, n=6 for
ApoE) using lumbar spine ROI. All values in g/min/ml.
For the control group, reasonable agreement is seen between the MAP LVBP and MAP VC Ki values
produced by sample scaled IDIFs and unscaled IDIFs, but there is a increase of between 25-40% between
Ki values produced using scaled and unscaled 3DRP LVBP and 3DRP VC IDIFs. The sample scaled
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values (with the exception of 3DRP LVBP) all broadly agree on a Ki of between 0.070-0.085g/min/ml,
suggesting that the Ki values attained for the control group by MAP LVBP or MAP VC IDIFs alone are
reasonably accurate, according to the single plasma sample taken in this study.
The scaled IDIFs for the ApoE group produced increased Ki values with greater variances compared
to their respective unscaled IDIFs, with all of these being significantly different (paired Student’s t test,
p<0.04) except for the 3DRP VC IDIFs. The ApoE group increased Ki values were also significantly
different to the control group Ki values when using the scaled IDIFs (two means Student’s t test, p<0.02).
Like the control group, all sample scaled values broadly agree for the ApoE group on a Ki of between
0.150-0.215g/min/ml. The unscaled 3DRP and MAP VC IDIFs were closest to these values, although
there was a much larger gap in this case than between the scaled and unscaled VC IDIF Ki values for the
control group.
5.4 Discussion
5.4.1 IDIF accuracy compared to plasma samples
LVBP and VC ROIs were successfully located and delineated from PET images using overlaid MR high
resolution FLASH and ToF angiography images. All IDIFs extracted using either 3DRP or MAP with the
LVBP or VC ROI all showed an overestimation of the IDIF tail compared to measured plasma samples.
This disagreement between measured AIFs and IDIFs has been previously reported in 18F-NaF human
studies [241] where serial, arterial blood sample values are underestimated by IDIFs in the early part of
the curve and overestimated in the last dynamic time frames. Although only one blood sample was avail-
able, the results from this study indicated that a low but significant spillover from surrounding structures
was present (see Figure 5.20). Typical spillover into VC or LVBP regions from spinal or rib cage bones
was of the order of 0.1-0.2MBq/ml across the mouse group in late time frames, compared to background
noise in air which varied over the mouse group between 0.002-0.003MBq/ml (2000-3000Bq/ml), which
suggests the large bias in the image-based measurements to the well counter measurements in Table 5.3
(typically between 100-300%) could be accounted for by the spillover effect from nearby bones. This
suggests that further PVC and motion correction must be applied to IDIFs to give better agreement with
gold standard blood sampling results. In addition, the 3DRP images were noisy (particularly in early,
short duration frames which had lower counts) and were not smoothed, which may have contributed to
their greater disagreement to the samples than the MAP IDIFs, as observed in previous studies [68].
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Figure 5.20: MAP image with 10% signal threshold applied, indicating non-zero (typically between 0.1-
0.2MBq/ml) spillover from mouse bones into LVBP and VC ROIs at late time points, mak-
ing accurate IDIF extraction challenging. Centre of VC ROI indicated by yellow cross.
Each sample was assumed to be arterial plasma as it was taken from the heart 2 hours post-injection.
In human studies which performed 18F-NaF PET scans with serial blood sampling, arterial and venous
samples were compared and it was concluded that venous samples taken at late time points of a 1 hour
scan were sufficient to scale population 18F-NaF IDIFs accurately [241]. As the time of the scan was
much longer in this case and mice have a higher cardiac rate than humans, it was assumed that the
concentration of 18F-NaF in arterial and venous plasma had equilibrated at this point. The samples may
actually have had a greater amount of venous plasma than arterial plasma in them, and the concentration
of 18F-NaF in venous plasma may have been lower than expected for arterial plasma, contributing to the
disagreement with the IDIFs. As only one blood sample was available per mouse, it is difficult to isolate
the exact cause of the disagreement in this case and also to be certain of the validity of the agreement
with the IDIFs.
There was greater variation in the IDIFs produced by the ApoE group compared to the control group,
both in their overall curve shapes (more variable peak heights and less consistent “shoulder” regions of
the curves) and in their increased disagreement with the plasma samples taken. This suggests that the
physiology caused in the ApoE model by the high fat diet may have had an effect on the IDIFs, as the
control group were found to produce much more consistent IDIFs, particularly in the tail region of the
curve.
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5.4.2 IDIFs derived from the VC ROI
Limited difference was seen between 18F-NaF IDIFs derived using either 3DRP or MAP techniques,
indicating that PVE had a limited effect on the IDIFs in this case, although a small difference between
LVBP and VC IDIFs was observed, with the VC IDIFs exhibiting better agreement to the late plasma
samples. The VC ROI was less affected by motion compared to the LVBP ROI, as previously discussed
in Chapter 4, and the tracer bolus appears more concentrated within the vena cava at low count rates,
as shown in Figure 5.2. No PET cardiac gating information (ECG) was available in this study so it is
difficult to know the extent to which gating the PET data to provide motion correction would improve
the LVBP results. In addition, the ribcage appears to cause greater spillover to the LVBP ROI than the
spine bone does to the VC ROI.
This is an interesting result, as the VC ROI should provide a venous output function, rather than
an arterial input function (AIF), yet in mice the VC ROI appears to produce IDIFs which more closely
resemble the measured plasma samples (which were believed to be arterial plasma). This suggests that
the distribution of 18F-NaF tracer from venous to arterial blood may well occur at a very high rate in
mice and therefore it may be possible to use a venous ROI in place of an arterial ROI to derive an IDIF,
although full, serial blood sampling over the time course of the scan would again be required to confirm
this hypothesis.
5.4.3 Effect of IDIF on Ki parameter
In both groups, for both LVBP and VC ROIs, using MAP IDIFs instead of 3DRP IDIFs resulted in
increased Ki values. This was due to the decreased IDIF AUC found with the MAP IDIFs compared to
the 3DRP IDIFs (see Table H.2 in Appendix H for full breakdown of values), which occurred because
MAP IDIFs were taken from images with less PVE and were less noisy due to smoothing being applied
in the reconstruction process.
Although the LVBP IDIF Ki values broadly agree between the mouse groups (3DRP LVBP: controls =
0.061±0.015g/min/ml, ApoE = 0.053±0.022g/min/ml; MAP LVBP: controls = 0.083±0.022g/min/ml,
ApoE = 0.068±0.018g/min/ml), the increased variation in the ApoE VC IDIFs lead to significantly
larger Ki values with greater variance being reported compared to the control mice VC IDIFs, for both
3DRP and MAP. This indicated that the cardiac motion in the LVBP region (which is larger absent in
the VC ROI) may actually obscure physiological differences in kinetic analysis and motion correction, if
available, should be applied in future 18F-NaF murine studies.
The plasma sample scaling method was found to produce IDIFs with much larger Ki values compared
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to unscaled IDIFs, particularly in the ApoE group where unscaled IDIF Ki values were significantly
lower than scaled IDIF values. The scaled IDIFs also produced consistent ranges of Ki values for all
IDIF extraction techniques (controls: 0.070-0.085g/min/ml, ApoE: 0.150-0.215g/min/ml) and showed
significant differences in Ki values between the control and ApoE groups. This suggests that the physio-
logical differences between the mouse groups highlighted by the unscaled VC IDIFs may well exist but
would require additional data with full serial blood sampling to validate this hypothesis.
5.4.4 Evaluation of RC PVC method
According to the plasma sample results, the RC PVC method does not appear to offer an improvement
over standard IDIFs derived from either 3DRP or MAP images for 18F-NaF murine studies. The last
IDIF frame activity concentrations are often moved further away from the plasma sample values after
the application of the RC method, especially for the 3DRP results, as shown in Figures 5.17 and 5.18,
resulting in greater biases to the single sample plasma concentrations, shown in Table 5.3. Ki values do
not differ significantly after application of the RC method to IDIFs from the LVBP, but a significant drop
in Ki values was seen between RC and non-RC corrected IDIFs from the VC ROI in the ApoE group for
both 3DRP and MAP. This would suggest that the larger RC corrections used on VC IDIFs due to the
smaller size of the VC ROI result in significantly lower Ki values in the ApoE group.
The limited effectiveness of RC in this study can be attributed to the fact that it is an empirical method
which assumes uniform ROI dimensions and only applies a simple scaling factor to increase the mean
signal extracted from the ROI, as shown in Figure 5.6. It does not provide resolution recovery or correct
for the profile signal spilling out from the region into other structures. PVE was also not seen to a great
extent in this dataset, as observed in both the IDIF curve shapes and the relatively similar RC values
produced by 3DRP and MAP in the phantom data. This was in contrast to the extensive PVE affecting
the LVBP IDIFs in Chapter 4, which may also explain why no large gains in IDIF accuracy were seen
with the MR-based RC PVC method in this Chapter.
5.4.5 Improvements to experimental protocol
Ideally a fully homogeneous mouse population would have been available for analysis of the IDIF meth-
ods. 13 ApoE mice which were subjected to a high fat diet were included in this study in addition to 6
control mice to ascertain the effect of the different IDIF extraction methodologies in a larger group of
mice. This also produced n=10 total mice with blood samples taken instead of just n=4 if only control
mice had been used. As the IDIFs produced by the ApoE mice were found to be much more variable
than the control mice IDIFs, future work examining IDIF methodology would ideally focus only on a
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large group of control mice to remove the confounding factor of physiological variation in the analysis
of the techniques.
The cardiac puncture method used in this study, although reasonably effective, produced only one late
blood sample for IDIF validation, and this sample was taken after the mouse’s PET scan had finished
and the mouse removed from the magnet bore. Decapitation to attain arterial blood was not performed as
the mice aorta were required intact for further evaluation via CT imaging as part of a broader atheroscle-
rosis study. Other methods which use distal tail vein incisions to extract multiple blood samples [53]
could be considered for future work, although the combined PET/MR scanner bore and magnetic field
environment makes blood sampling in this manner extremely challenging.
Future work pursuing accurate IDIF extraction in mice would benefit from a fully established relation
between whole blood and plasma 18F-NaF activity concentrations in control mice, which would require
serial arterial blood sampling. Serial blood samples would also provide a better validation of each IDIF
technique, as they would provide consistent activity concentration readings from arterial plasma. This is
extremely difficult to perform in mice, but could potentially be done through the use of an (expensive)
MR compatible blood sampling device such as Swisstrace [51] or cannulation of the mouse femoral
arteries [160], aorta [68] or tail vein [36], but these methods require highly trained and specialized
personnel to perform them and could be vulnerable to dispersion in a long cannula line which feeds
outside the MR bore.
5.5 Conclusions
A range of IDIF extraction techniques were tested on a 19 mouse 18F-NaF dataset. The last dynamic
frame activity concentrations of these IDIFs were compared to late plasma samples for 10 of these mice.
Both the LVBP and VC ROI were located using MR TOF angiography images and delineated from
high resolution MR images, and were then used to extract IDIFs from 3DRP and MAP images. The
MAP VC IDIFs provided the best agreement with the measured plasma samples and increased Ki values
for the lumbar spine in both the 6 control mice and the 13 ApoE mice. Significant differences in Ki
values between the 2 mouse groups were evident when the VC IDIFs were used, and these were not
seen with the LVBP IDIFs. The MAP VC IDIFs also provided Ki values with the best agreement to
Ki values produced when using the plasma samples to scale their corresponding IDIFs for both mouse
groups. These results both indicate that the VC ROI was less affected by motion than the LVBP ROI.
The VC ROI therefore could be suitable for future IDIF use in murine 18F-NaF studies, with the use of
co-registered FLASH and ToF angiography used to assist in optimized VC ROI segmentation, although
further work including serial blood sampling would be required to validate this technique. The RC IDIF
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correction method was not found to increase the accuracy or precision of any of the extracted IDIFs or
their respective Ki values, indicating that the required PVE correction was relatively small in murine
18F-NaF studies and more complex MR-based PVC methods may be required in future work.
5.6 Chapter Summary
The empirical RC method of partial volume correction was tested for use in dynamic 18F-NaF studies
in mice, but was not found to produce IDIF tails with better agreement to late plasma samples than
uncorrected IDIFs, suggesting more complex methods of PVC would be required to provide subtle im-
provements to 18F-NaF IDIFs in mice by accommodating for spillover from nearby bones to a greater
extent. IDIFs derived from the LVBP and VC ROIs were, however, found to be similar using both 3DRP
and MAP images, with the VC IDIFs exhibiting better agreement to the late plasma samples as the VC
ROI is less affected by motion. This supports results seen in Chapter 4 which suggested that the high
cardiac output of mice leads to a similar distribution of tracer within arterial and venous blood, which
would recommend further investigation into the use of the VC ROI in the place of the LVBP ROI in future
IDIF murine studies. Whilst the use of MR in this case is relatively limited to improved ROI delineation
using the soft tissue contrast of MRI and blood flow information derived from ToF angiography, MRI
sequences are also hypothesised to be able to assist in PET AIF determination by using dynamic MR
data to estimate an IDIF which can be converted into a PET AIF. The testing of a DSC MRI technique
used in Chapter 7 to explore this possibility is detailed in the next Chapter.
Chapter 6
Automatic AIF detection using DSC MRI
in rats
In addition to aiding PET partial volume correction approaches, it may be possible to use simultaneously
acquired dynamic MR data to provide an AIF for PET. DSC MRI, described in detail in Chapters 2 and
3, is one approach that could be used for this application in the brain, although there has been limited
exploration of optimizing the AIF extraction process in small animal DSC MRI. The development of an
automated AIF extraction approach for use in rat DSC MRI studies of the brain is described in this
Chapter. The hypotheses were as follows:
1. Automatic voxel selection processes produce more consistent estimates of AIFs in rat DSC MRI
than manual voxel selection.
2. Automatically selected AIFs produce quantitative estimates of perfusion parameters with greater
accuracy than manual AIFs.
3. The addition of MR angiography information can aid the AIF voxel selection process.
6.1 Introduction
6.1.1 Quantitative analysis of cerebral perfusion from MRI
One of the key physiological processes measured by dynamic MRI using contrast agent injections is
cerebral perfusion, which describes the delivery of blood to the tissue capillary bed in the brain through
three key parameters: cerebral blood flow (CBF), cerebral blood volume (CBV) and mean transit time
(MTT). CBF measures the average blood flow rate in [ml 100g−1 min−1], CBV measures the total volume
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of blood in [ml 100g−1] and MTT measures the average time for any given particle of contrast agent to
traverse through the tissue in seconds [121].
Dynamic Susceptibility Contrast MRI (DSC-MRI) uses T2*-weighted EPI imaging to track an intra-
venous bolus of paramagnetic contrast agent through the cerebral vasculature, via a change in the R2*
relaxation parameter, which is proportional to the change in gadolinium-based contrast agent concentra-
tion as outlined in Chapter 2. This data can then be used to estimate CBF, CBV and MTT in vivo, as
discussed in Chapter 3. DSC-MRI perfusion data has been employed in a variety of conditions, including
the evaluation of ischemia [245], [246], [247], traumatic brain injury [248], Alzheimer’s disease [249]
and the hemodynamics and cerebral tissue physiology of lesions [204], [250], [251].
As described in Chapter 3, the concentration time curve of the feeding artery to the ROI is required as
an input to the perfusion compartmental model in DSC MRI and is known as the arterial input function
(AIF). A schematic AIF annotated with its main features is shown in Figure 3.11, with an example
AIF derived from an ROI manually drawn on the middle cerebral artery of a rat shown in Figure 3.12.
AIF shape and height must be measured correctly to give accurate perfusion quantification from either
modality, as CBF and CBV scale linearly with area under the AIF [117], [118], [124], [213], [252].
As it has been hypothesized that dynamic MR data could be used to provide an estimate of a PET AIF
if PET tracer and contrast agent are injected together [54], it is vital that any MR image based techniques
of AIF extraction are thoroughly validated before being used to provide information for another modal-
ity. DSC MRI is one approach that could be used for this application, although there has been limited
exploration of optimizing the AIF extraction process in small animal DSC MRI.
6.1.2 Development of an automatic AIF selection method
Manual voxel selection to produce AIFs non-invasively from images is a standard technique in small
animal DSC MRI analysis and relies on the observer correctly selecting arterial voxels with the largest
signal change from the DSC MRI images. Automatic arterial voxel selection algorithms for AIF de-
termination are favoured over manual methods in clinical studies as they are operator independent and
create standardized, reproducible results on a reduced timescale by selecting voxels which fulfil certain
criteria [199], [204], [212], [213]. To reduce variability and manual error in operator-selected AIFs, the
simplest form of automation applies various thresholds on voxel signals [207], [212] to identify voxels
which produce curves which are most similar to an ideal arterial signal curve, i.e. high peak height, sharp
rise time and narrow bolus profile. The preclinical development of one such method is discussed in this
Chapter. The method is an advancement on previous work which used manual selection [211] or a single
peak height threshold in rats [210], [214] and mice [186].
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Arterial Spin Labelling (ASL) can also be used to measure absolute values of CBF [121], [125], as
outlined in Chapter 2, although ASL in rats is usually restricted to single slice acquisitions due to the time
taken to acquire the sequence. DSC MRI perfusion results produced using both manual and automatic
voxel selection methods are compared to ASL results in this Chapter to ascertain if the automated DSC
MRI analysis protocol produced improved perfusion parameter results.
6.1.3 Use of cerebral vasculature atlases for improved arterial voxel determination
To aid the automatic voxel selection process in the identification of arterial voxels for AIF determination,
magnetic resonance angiography information was incorporated into the voxel selection algorithm. TOF-
MRA measures the signal from flowing blood by a rapid series of slice selective RF pulses that saturate
the background signal and then record the entrance of fresh magnetisation into the imaging plane [86],
as described in Chapter 2. It does not require the aid of a contrast agent to visualise the vasculature and
can be performed before contrast agent administration.
In this Chapter, TOF-MRA scans were used to construct a study-specific rodent probabilistic vascu-
lature atlas, in a similar manner to other rodent [253], [254], and human [255], [256], vasculature atlases
constructed from libraries of MRA images. This was done so that if individual data for a single subject
was missing or corrupted, the atlas could still be used to predict the most likely position of the arteries
and veins within the rat brain. Each atlas was created by co-registering an archive of MRA images into a
common space to create a probabilistic map of major arteries and veins, which was used to identify areas
commonly used to derive AIFs for DSC MRI, such as the middle cerebral artery (MCA)1. A Bayesian
approach for AIF determination was then added to the threshold-based automatic selection algorithm,
streamlining its voxel selection for AIF extraction using prior knowledge of vascular anatomy derived
from angiography atlases.
6.2 Materials and Methods
6.2.1 Animal preparation
Previously acquired data2 was analysed to determine if voxels covering major vessels could be auto-
matically detected and produce reliable estimates of first pass bolus AIFs from DSC MRI images of rat
brains.
1A branch of the internal carotid artery originating from the arterial circle roughly 2mm caudal to bregma [257].
2This data was used with the permission of Prof Jean-Claude Baron, Dr Ulf Jensen-Kondering and Dr Sohail Ejaz. All DSC
MRI datasets were acquired by Alex Ward.
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17 spontaneously hypertensive (SHR) male rat DSC MRI datasets were examined. 10 datasets were
taken from control SHR rats (550-650g, Charles River, Margate, Kent, UK) who were part of a permanent
MCA occlusion study and received sham surgery using a drill method [258]. MRI scans were conducted
3-4 hours post surgery, after a 2-3 hour PET scan3 was conducted, using the protocol previously described
in [258]. These 10 rats did not display any ischemic lesions on T2 weighted anatomical scans or diffusion
images (data not shown) and so were used as a “control” group to ascertain if DSC MRI could produce
quantitative estimates of perfusion parameters using AIFs taken from relatively healthy rat brains.
The other 7 DSC MRI datasets were taken of SHR rats (10-12 weeks, Charles River, Margate, Kent,
UK), which had undergone a temporary MCA occlusion procedure using a distal clip method [259].
The clip was removed after 45 minutes, and the wound closed after visual verification of blood flow
restoration through the distal MCA. Animals were then allowed to survive for 28 days before MRI was
conducted, allowing for a large ischemic region to appear, which was visible on T2 weighted anatomical
scans and diffusion images (data not shown). Perfusion parameters derived from DSC MRI were com-
pared across the healthy and affected hemispheres of these rat brains to attempt to identify the ischemic
regions. These rat datasets are designated as the “stroke” rat group in this Chapter.
A further 3 SHR male rats which underwent the distal clip MCA occlusion method were scanned but
did not receive an injection of contrast agent, using ASL to measure their brain perfusion in place of
DSC MRI4.
In addition to these 20 rats (17 DSC MRI, 3 ASL), angiography data was taken from a further 7 SHR
control rat datasets produced using the drill method (who did not have DSC MRI data available). This
gave a total of 27 angiography datasets, which were used to build a rat cerebral vasculature atlas for use
in the automatic voxel selection procedure.
6.2.2 MRI imaging protocol
All rats were scanned using a Bruker Biospec 47/40 4.7T MR scanner (Bruker Inc. Ettlingen, Germany)
and secured prone on the scanner bed. A Bruker rat head surface coil was used for imaging, with the
centre of the rat brain aligned with the magnet isocentre. Appropriate monitoring was employed: a
respiratory pillow was placed underneath the animal’s chest and a rectal temperature probe was inserted
using a lubricated cover. A heating water blanket was positioned around the animal and kept at a constant
temperature of 37◦C throughout the experiment. Animals were prepared under isoflurane anaesthesia
(induced at 4% in 1.5 l/min O2; maintained at 2% in 1.5 l/min O2), whilst monitoring the animal to keep
3Four different tracers were used, as detailed in [258].
4To clarify, no rat dataset had both DSC MRI and ASL data available to directly compare CBF between the two techniques.
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the respiration rate steady at 30-50 breaths per minute. Continuous blood oxygen saturation and heart
beat were monitored using a pulse oximeter.
Each of the 17 SHR rats that underwent DSC MRI was injected with 0.5mmol/kg Gadovist (Gd-
BT-D03A) through a femoral vein cannula and scanned using a single shot T2* weighted EPI sequence
(TR/TE 250/9ms, in plane planar resolution 320×390µm2, flip angle = 50◦, 5 slices, 1.5mm thickness,
NEX =1, 150 time frames at 250ms intervals) to perform DSC-MRI over the whole rat mid-brain. DSC
MRI began 5s before tracer injection was administered and lasted 37.5s A gradient echo EPI sequence
was chosen over a spin echo EPI sequence due to its higher SNR, increased linearity of ∆R2* and
increased sensitivity to larger vascular structures [121], [122], [125]. The sequence is shown in Figure
2.60 in Chapter 2 and frames captured from the first pass bolus peak are shown in Figure 6.1. A multi
gradient echo (MGE) sequence (TR/TE 1500/4.5ms, 12 echoes were spaced 7ms apart beginning with
the first echo at 4.5ms and the last being at 81.5ms, 8 slices, 1mm slice thickness, 1.5mm gap between
each slice, flip angle = 30◦, NEX = 1, FOV = 40×40mm, 256×256×96 image matrix, planar resolution
156×156µm2) was used to perform T2* mapping in the distal clip MCA occlusion group to detect
ischemic lesion structure (in absence of other MR scans available for these rats to diagnose stroke). T2*
maps were computed by fitting an exponential model to the MGE signal decay (S = S0 exp(−TET2* )) using
the online macro in Bruker Paravision 5.0 software.
11 DSC MRI datasets were determined to be useable from the 17 datasets taken: 7 from the “con-
trol” group (sham drill method, no ischemic region detected) and 4 from the “stroke” group (distal clip
method, clear ischemic region detected). Of the DSC MRI data that had to be discarded, 3 rat datasets
exhibited poor DSC MRI signal, indicating that very little of the MR contrast agent reached the brain.
This resulted in noise that was of similar size to the DSC MRI signal and meaning that an AIF peak could
not be identified. The other 3 failed datasets recorded a “double bolus” appearing on the extracted AIFs,
meaning that the manual injection was not executed in one smooth motion and followed by a smooth,
saline flush. Over the course of the experiment, the injection protocol was refined to avoid these circum-
stances: rat cannulas were double checked with saline flushes before putting the rat into the magnet bore,
the earbars and bite bars securing the rat head were double checked to minimise motion and the contrast
agent was prefilled into the cannula line to enable a single flush injection to administer the entire bolus
in a single motion.
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Figure 6.1: T2* weighted EPI images of first pass bolus peak in rat model, going from top left to bottom
right in time order (frame duration = 250ms). Arrow highlights signal loss in vasculature due
to passage of contrast agent bolus.
The 3 rats that underwent ASL were scanned using a 2D flow sensitive alternating inversion recovery
(FAIR) EPI sequence with a selective excitation followed by a global excitation (TR/TE 16000/27ms,
planar resolution 310×620µm2, single slice, 2 mm slice thickness, 128×64 matrix, 20 TIs in 400ms
intervals from 26ms to 7626ms). A single slice in the rat striatum was used to assess perfusion by
calculating CBF. CBF maps were calculated using the comparative T1 mapping method outlined in
Chapter 2 and equation (2.33) using the built-in macro in Bruker Paravision 5.0 software.
All 27 rats which contributed to the angiography atlas (17 DSC MRI, 3 ASL, 7 angiography only)
were scanned with a 2D T2-weighted RARE fast spin echo sequence to provide anatomical information
(TR/TE 15078/36ms, NEX = 1, isotropic spatial resolution of 250×250µm2, 128 slices, 0.2mm slice
thickness, 256×256 matrix, RARE factor = 8) and a 2D TOF angiography sequence (TR/TE 12/3ms,
NEX = 2, spatial resolution 160×160µm2, flip angle = 80◦, 64 slices, 0.7mm slice thickness, 256×256
matrix) to assess the vascular structure.
6.2.3 Construction of angiography atlas
27 SHR rat MRA datasets were used by the author to construct a study-specific vasculature probability
atlas by co-registering them in a common space and averaging them together after normalisation.
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First the high resolution, anatomical RARE images were manually co-registered to known atlases of
rat grey matter (GM), white matter (WM) and cerebral spinal fluid (CSF) in a common space using the
SPMmouse Matlab toolbox5 [27]. The common space was designated Paxinos space as the structural
GM, WM and CSF atlases are based on the Paxinos co-ordinate system [257]. The co-registrations were
performed using the bulk co-registration tool present in the toolbox, which allows the user to move and
rotate the images overlaid upon atlas data. The SPM prior knowledge algorithm for affine registration
was used to fine-tune the image registrations.
The segment function of SPMmouse was then used to generate normalized and modulated GM, WM
and CSF maps for each rat using a probabilistic generative model. The segment function is based upon
a gaussian mixture model with deformable tissue probability maps as its spatial priors, which each give
the prior probability for a particular tissue at each point in the common (atlas) space which is determined
by the fraction of occurrences in previous segmentations [27]. This means that the classification of each
tissue type is determined by fitting a mixture of gaussian functions (1 per tissue type) to probability
density histograms of the MRI image intensities. This process also estimated an RF coil coverage bias
field which could be inverted using SPMmouse to compensate for non-uniform signal across the images
due to their proximity to the RF receive coil [27]. This bias correction was applied to the raw data as part
of the segmentation process.
In addition to segmenting the rat RARE data into GM, WM and CSF maps, the segment function
also created a known transformation matrix between the native space of each rat and the common, atlas
space, shown in the bottom row of Figure 6.2.
Each rat’s angiography image was then re-sliced into its respective RARE image space and the RARE
transformation matrix applied to the MRA images to transform them into the common space, as shown in
Figure 6.2. The structural scans were used to generate the transformation matrix as they were more easily
segmented and transformed to Paxinos space in SPMmouse than the MRA scans. The bias correction
field determined from the anatomical RARE scans was also applied to smooth out intensity variations in
the MRA images which occurred due to the proximity of the RF coil.
5SPMmouse is based on the human statistical parametric mapping program (SPM5) but allows the user to open files of any
given voxel dimension. This approach assumes parametric statistical models at each voxel.
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Figure 6.2: Top row: Each RARE anatomical image is co-registered to the GM, WM and CSF atlases
before being segmented using SPMmouse to generate a transformation matrix. Bottom row:
MRA images are re-sliced from their native space into that of the RARE images and then the
transformation matrix is used to transform each rat’s MRA image to the common, atlas space
(green arrow).
After bias correction, a threshold was applied to the transformed MRA images to remove noise and
signal artefacts. The threshold eliminated the bottom 5th percentile and top 1st percentile of MRA
data. The top 1st percentile was removed in order to minimise susceptibility artefacts contributing to
the AIFs. Each dataset was then normalized to its maximum signal intensity, before being averaged
together to give the atlas. TOF angiography images are bright in areas of high blood flow, which are
anatomically synonymous with known blood vessels, as shown in Figure 6.2. The largest signal in the
atlas, corresponding to the largest artery with the biggest flow, was defined as voxels with a maximum
probability of 1 whilst the background air signal was defined the minimum probability of 0. The other
arteries identified using the TOF-MRA scans were then scaled between 0–1 according to their flow
observed via the signal intensity of the images.
Once formed, the atlas was transformed back into the native space of each subject by the author using
the inverse of the RARE transformation matrix, as shown in Figure 6.3. Once the MRA atlas was in the
native RARE space of each rat, it was re-sliced into the EPI space to give a probabilistic estimates of
vascular locations in EPI voxels. The atlas thus provided a spatial prior for arterial voxels for DSC MRI.
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Figure 6.3: The inverse transformation saved as part of the segmentation process is used to transform the
newly created vasculature atlas back into the native (RARE) space of each rat. The atlas is
then re-sliced into the EPI space of the DSC MRI, which was used to give a probability of
which voxels in the EPI dataset belonged to major arteries.
6.2.4 AIF extraction using an automatic voxel selection algorithm
For each rat with successful DSC MRI (11 in total, 7 “controls” and 4 “stroke” rats), an AIF was manually
extracted by a single operator (the author) and compared to automatically determined AIFs. To produce a
“manual AIF”, 5 voxels which displayed the largest observed signal change during the bolus passage and
were located in the MCA branch area (the branch which was not occluded in any surgical procedures)
were manually selected from the EPI signal data. The MCA was selected as a good estimate of the
cerebral AIF after consultation with the literature [124], [204], [212], as it was close to the desired ROI
and therefore should produce an AIF curve that was not adversely affected by curve spreading from
delay and dispersion [121]. The signal from these voxels was converted into a ∆R2* time course using
equation (2.23), as shown schematically in Figure 2.62. The ∆R2* time course from these voxels was
then averaged to give the manually determined AIF, as shown in the example given in Figure 2.62 and
Figure 3.12.
The automatic AIF determination algorithm was adapted from [212] and [260] by the author, and
used a progressive voxel inclusion scheme with empirically determined thresholds to detect voxels with
typical AIF characteristics. AIF criteria were selected and ranked according to their importance in iden-
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tifying vasculature, as determined from analysis of previous results [119], [120], [212], [213], [260]
which observed that AIFs have lower dispersion from an ideal bolus shape (a Dirac delta function) than
concentration curves in other parts of the anatomy. The algorithm was applied on a voxel by voxel basis
to ∆R2* curves after they had been converted from voxel signal time courses using equation (2.23). Peak
height, bolus arrival times (BAT) and time to peak (TTP) values were calculated for each voxel. Previous
work recommended a total of 3–8 voxels for AIF determination [210], [212], [214], [245], and so this
method was set to accept 5 voxels to compute the AIF.
The algorithm was performed over the entire image, and voxels were progressively excluded until 5
remained. Voxels were excluded if they did not meet the following criteria (applied in this order):
(i) Voxels with time course peaks occurring <12s from the start of the scan and with rise times
<3s. Peaks which occurred within the time that the bolus was manually observed to arrive and
which exhibited short rise times between the steady state and maximum signal value were deemed
likely to be blood vessels, due to high blood flow resulting in rapid signal changes.
(ii) Voxels with peak heights greater than the 90th percentile. Only the highest peaks were accepted
as AIF candidates due to increased bolus volume passing through major arteries. Thresholds were
tested at the 50th, 60th, 70th, 75th, 80th, 85th, 90th and 95th percentiles, with the 90th percentile
providing the best estimate of major blood vessels.
(iii) Voxels with areas under the curve (AUC) greater than the 10th percentile. Curves with low
AUC were eliminated to remove tissue voxels with dispersed peaks. Thresholds were tested at the
5th, 10th and 15th percentiles, with the 10th percentile giving optimal results.
(iv) Voxels with first moment of curve less than the 50th percentile. Arterial voxels have higher
height to width ratios than venous voxels due to decreased dispersion. Thresholds were tested at
the 30th, 40th, 50th, 60th, 70th, 80th and 90th percentiles, finding the best discrimination between
arterial and non-arterial voxels at the 50th percentile.
(v) Voxels with FWHM of curve less than the 50th percentile. Arterial voxels should have a lower
FWHM than venous voxels due to decreased dispersion. Thresholds were tested at the 30th, 40th,
50th, 60th, 70th, 80th and 90th percentiles, with the best discrimination found at the 50th percentile.
The application of the algorithm is illustrated in Figure 6.4 to emphasise the impact that each threshold
has on the data, with a rejected voxel time course shown for each stage. Step (i) broadly identifies areas
of interest using BAT, with the largest difference seen in step (ii) by the application of the peak threshold
which narrows down the selected voxels to the vascular areas. Steps (iii), (iv) and (v) gradually remove
voxels whose curve shapes are too broad to produce an ideal AIF.
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Figure 6.4: Automatically selected voxels in orange at application of each thresholding step for mouse
brain. Rejected voxels at each stage are shown on the right hand side. Final voxel selection
is shown on the bottom left.
If more than 5 voxels were selected, steps (ii)-(v) were then iterated (i.e. threshold values adjusted
from 90th to 95th percentile for peak height threshold, AUC threshold adjusted from 50th to 60th per-
centile etc.) until 5 voxels remained, from which their mean time course produced an “automatic AIF”,
as shown in Figure 6.4.
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6.2.5 Addition of angiographic information to voxel selection algorithm
In addition to the automatically selected AIFs, a further “angiographic AIF” was computed for each
of the 11 rats with successful DSC MRI. A prior knowledge constraint on the anatomical position of
voxels to be in arterial regions before the first application of steps (ii) to (v) of the algorithm was applied,
with only those with a probability >0.2 of being a major artery according to the vascular atlas being
considered for selection using the custom algorithm. This therefore refined the search for voxels into
arterial and venous regions, as shown in the overlaid atlas data in Figure 6.5. Sample voxel selections
using all 3 methods are shown in Figure 6.6 for a single subject.
Figure 6.5: Angiography atlas information (in green) overlaid on EPI image, with arrow indicating high
probability region around MCA, which was used as the primary source of AIF voxels.
Figure 6.6: Example AIF voxel selections. Manual in blue, with automatic in orange and angiographic
in yellow.
The peaks of each animal’s AIFs for each analysis method (“manual”, “automatic” and “angio-
graphic” AIFs) were aligned such that comparisons were easier across subjects, with each animal’s AIF
peak repositioned to 5.25s. Population AIFs were taken as the mean of the aligned AIFs for all 11 rats.
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6.2.6 Gamma variate fitting to AIFs
Gamma variate functions, outlined in section 3.2.2 using equations (3.13) and (3.14), were fitted to the
first pass AIFs of each animal to eliminate recirculation peaks (if visible in the data) and to smooth out
motion effects in analysis [119], [120], [123], [203], [212], [213]. The fits were performed by the author
via the lsqcurvefit function in Matlab with non-linear Levenberg-Marquardt fitting selected. Default
parameters of [1, 0.01, 0.002] were used for gamma variate fitting parameters shown in equation (3.14)
and used in the initial fit of the first 500s of each data curve. Goodness of fit was evaluated using χ2 test
values normalized to the degrees of freedom of the fit, the probability of fit (1-χ2 cumulative distribution
function) and the derivatives of the fit. In addition, a qualitative assessment of fit was performed by eye.
If a fit was not achieved or deemed unacceptable using the default parameters, the data selection on the
x axis was shortened around the bolus peak until acceptable χ2 values were attained (p<0.02).
6.2.7 Calculation of perfusion parameters
Perfusion parameters were calculated as outlined in Chapter 3, Section 3.2.2. The response concentration-
time curve (R(t)) was obtained using singular value decomposition (SVD) [117], [118], [119], [261], as
described in Appendix E6. The implementation outlined in Appendix E used the standard formulas for
SVD first proposed for DSC MRI analysis by Ostergaard et al. [117], [118] and did not include ad-
ditional regularization. The R(t) was calculated for each AIF’s gamma variate and was then used to
calculate voxel by voxel CBF maps, as described in equation (3.18). CBV maps were calculated on a
voxel by voxel basis as described in equation (3.16) using each rat’s manual, automatic and angiographic
AIFs. The ratio of CBV to CBF was used to calculate voxel by voxel MTT maps, as described in equation
(3.19).
Perfusion parameters in the “control” rats (n=7) were analysed by computing the mean CBF, CBV and
MTT values from an ROI in the striatum region of each rat, as shown in Figure 6.7. The left hemisphere
is displayed in the right side of the image according to radiological conventions. Sham surgery was
conducted on the right side of the rat brain, so the left side was presumed to be the healthy side for
comparison to literature values.
6All of the perfusion analysis software, including the SVD, was written by the author in Matlab
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Figure 6.7: ROI selection to observe perfusion parameter values across the control rat group. The red
ROI (1) was placed in healthy tissue in the left hemisphere.
In the stroke rat group (n=4), parameter values from both the ischemic core of the lesion and the
penumbra of the lesion were compared to contralateral healthy region ROIs to assess the accuracy of
both the perfusion parameters produced and their corresponding ratios between healthy and ischemic
regions using each AIF determination technique. The ROIs are shown in Figure 6.8. The green ROI (2)
was placed in the ischemic core region, where the largest perfusion deficit was observed, and the red ROI
(1) was placed in healthy tissue contralateral to the core region. The yellow ROI (3) was placed in the
penumbra region, which displayed a moderate perfusion deficit on CBF maps (as shown in Figure 6.9)
and was located between the core and healthy regions.
Figure 6.8: ROI selection to observe perfusion parameter ratios between ischemic and healthy regions
in stroke rat group. Red ROI (1) = healthy hemisphere, green ROI (2) = ischemic core and
yellow ROI (3) = ischemic penumbra.
Figure 6.9: CBF maps thresholded to 80 ml/100g/min to indicate inhomogeneity within ischemic region,
with core and penumbra regions indicated by arrows for all 3 AIF methods.
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6.3 Results
6.3.1 Vasculature probability atlas
A comparison of the rat angiography images and their maximum intensity projections used to create the
vasculature probability atlas is shown in Figure 6.10. The vascular atlas generated using 27 rat datasets
is shown in Figure 6.11. The bottom row of Figure 6.11 shows the atlas after the rat brain has been
segmented from the rat neck muscles and head by summing together the GM, WM and CSF atlases and
eliminating any data outside of this region. The circle of Willis, the MCA and superior sagittal sinus
are all clearly visible in the atlas across the whole of the rat brain and provided the highest probability
estimates for use in the automatic AIF selection algorithm.
Figure 6.10: Top row: MRA images of rat brains for 3 subjects. Bottom row: MIP MRA images of the
same rat brains. Largest intensity values in regions of high blood flow, corresponding to
major arteries and veins.
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Figure 6.11: Top row: 3D MIP projections computed using ImageJ software of rat vasculature probabil-
ity atlas, scaled from 1–0, shown in coronal, sagittal and axial orientations. Inverted colour
scheme highlights the extent of the arteries within the brain. Bottom row: Brain segmented
out from atlas data using combination of GM, WM and CSF atlases.
6.3.2 Comparison of AIFs computed using automatic and manual voxel selection
A comparison of the manual, automatic and angiographic AIFs for a single subject (“stroke” rat group)
is presented in Figure 6.12. Both automatic and angiographic AIFs have a larger peak height and a
more distinct bolus shape than the manual AIF. The angiographic AIF has a higher peak height than the
automatic AIF but also displays greater dispersion as it has a larger FWHM, AUC and a higher tail.
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Figure 6.12: Example of manual, automatic and angiographic AIFs for single rat (“stroke” group).
Gamma variate functions were successfully fitted to all rat AIFs, with sample results shown in Figure
6.13 for the sample subject. It must be noted that due to the high noise in some sets of DSC MRI data,
most likely due to inter-frame movement of the rat head7 the quality of the gamma variate fits is reduced
in these cases compared to rats with less noisy DSC MRI. The gamma variate functions do, however,
show a clear difference between the 3 AIFs produced. The manual AIF gamma function is much smaller
in peak height than the automatic or angiographic AIF gamma functions, with a a longer time to peak
(TTP) and greater dispersion due to its increased width.
(a) (b)
Figure 6.13: Gamma variate functions (a) fitted to sample AIF curves, (b) displayed alone for clarity.
Note that the quality of the gamma variate fits is reduced in high noise DSC MRI datasets.
7This was attempted to be rectified through co-registration of frames using SPMmouse by the author and by Dr Steve Sawiak
in FSL, but no consistent reductions in AIF noise were found after the frames were co-registered.
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Manual, automatic and angiographic AIFs for all 11 rats with successful DSC MRI are displayed in
Figure 6.14. Across the rat cohort, the automatic voxel selection method consistently provided both the
automatic and angiographic AIFs with larger peak heights and more distinct bolus profiles compared
to the manual AIFs, with a full breakdown of the curve parameters in Table 6.1 and the corresponding
parameters for the fitted gamma variate functions in Table 6.2.
The TTP and FWHM values remain roughly constant across all AIF methods, with a decrease in
variability of the FWHM from 3.7±3.9s for the manual AIF to 2.2±0.8s for the automatic AIF and
3.0±1.5s for the angiographic AIF. The mean peak heights for the automatic and angiographic AIFs
across the entire rat cohort are nearly three times that of the manual AIFs (∆R2* of 157.6±55.7s−1
for automatic and 173.5±56.0s−1 for angiographic compared to 61.4±33.3s−1 for manual). The same
applied for the AUCs: ∆R2*·s of 521.1±320.4 was found for the automatic AIFs (dimensionless units)
and 945.8±736.8 for angiographic AIFs compared to 267.9±257.1 for manual AIFs, although all AIF
methods showed an error of at least 32% (angiographic AIF) in the mean value of the peak height and
62% (automatic AIF) in the mean value of the AUC. These large variations in the mean values indicate
that the pathology may be affecting the AIF and that none of the AIF extraction methods are completely
consistent, but the automatic and angiographic AIFs are more consistent than the manual AIFs.
The gamma variate functions display similar trends to the raw data, such as the factor of 3 in peak
height between the angiographic and manual AIF gamma variates (∆R2* of 143.6±49.2s−1 compared to
46.0±26.3s−1) but do show a small reduction in the variance of the AUC values for all 3 AIF methods,
although the lowest error in mean AUC only drops from 62% to 44% for the automatic AIF method,
indicating that the data is smoothed but the large variation between subjects remains.
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(a)
(b)
(c)
Figure 6.14: Comparison of (a) manual, (b) automatically selected and (c) angiographic AIFs for rat
cohort (n=11).
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AIF used Manual AIF Automatic AIF Angiographic AIF
Peak Height/∆R2* (s−1) 61.4±33.3 157.6±55.7 173.5±56.0
TTP/s 14.3±3.6 14.0±2.8 13.9±2.9
AUC/∆R2*·s 267.9±257.1 521.1±320.4 945.8±736.8
FWHM/s 3.7±3.9 2.2±0.8 3.0±1.5
Table 6.1: DSC MRI AIF parameters for entire rat cohort (n=11).
Gamma Variate Manual AIF Automatic AIF Angiographic AIF
Peak Height/∆R2* (s−1) 46.0±26.3 116.2±49.9 143.6±49.2
TTP/s 14.3±3.3 14.3±3.1 14.4±3.2
AUC/∆R2*·s 153.8±103.3 353.2±154.2 512.0±290.9
FWHM/s 3.2±1.5 4.0±3.0 3.3±1.3
Table 6.2: DSC MRI AIF fitted gamma variate parameters for entire rat cohort (n=11).
Significant differences were seen between the larger peak heights and AUCs generated by the au-
tomatic selection algorithm compared to manual selection (Student’s paired t test, n=11, peak heights:
comparing manual to automatic and angiographic AIFs p<0.0001; between automatic and angiographic
AIFs p=0.04, AUC: comparing manual to automatic and angiographic AIFs p<0.05; between automatic
and angiographic AIFs p=0.01). The increased peak height and AUC were also seen to give signifi-
cant differences between the fitted gamma variate functions (Student’s paired t test, n=11, peak heights:
comparing manual to automatic and angiographic AIFs p<0.0005; between automatic and angiographic
AIFs p=0.006, AUC: comparing manual to automatic and angiographic AIFs p<0.001; between au-
tomatic and angiographic AIFs p=0.02). No significant differences were seen in the TTP or FWHM
parameters, either in the AIFs or their fitted gamma variates.
The population (mean) AIFs for the entire rat cohort are shown in Figure 6.15, clearly showing the
increase in peak height and AUC between the automatic and manual methods. The angiographic AIF
also displays a slower tail decay, indicating a slightly larger dispersion compared to the automatic AIF.
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Figure 6.15: Population AIFs for entire rat cohort (n=11), showing clear difference between manual and
automatic selection methods.
When comparing AIFs within the rat “control” group and the rat “stroke” group, similar results were
found, as shown in Figures 6.16 and 6.17 respectively. Figure 6.17 indicates that AIFs taken from rats
with clear ischemic regions were seen to have noisier and less consistent AIFs than the “control” group
using all 3 selection techniques, indicating the variation in AIF shape with more severe pathology. The
parameters for the AIF curves are listed in Table 6.3 for the “control” group and Table 6.4 for the “stroke”
group.
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(a)
(b)
(c)
Figure 6.16: Comparison of (a) manual, (b) automatically selected and (c) angiographic AIFs for control
rat cohort, scanned 3-4 hours post sham surgery with no visible ischemic regions (n=7).
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(a)
(b)
(c)
Figure 6.17: Comparison of (a) manual, (b) automatically selected and (c) angiographic AIFs for rats
with confirmed stroke, scanned 28 days post surgery using DSC MRI (n=4).
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AIF used Manual AIF Automatic AIF Angiographic AIF
Peak Height/∆R2* (s−1) 61.0±39.3 172.6±57.6 180.5±51.2
TTP/s 12.9±3.4 13.4±3.2 13.1±3.2
AUC/∆R2*·s 170.7±138.6 438.5±236.4 774.6±610.4
FWHM/s 3.9±4.5 1.9±0.4 2.4±0.8
Table 6.3: DSC MRI AIF parameters for “control” rat group (n=7).
AIF used Manual AIF Automatic AIF Angiographic AIF
Peak Height/∆R2* (s−1) 62.1±24.6 131.5±47.8 161.3±70.0
TTP/s 16.6±3.1 15.2±1.9 15.3±1.7
AUC/∆R2*·s 437.9±348.3 665.6±432.0 1245.5±936.1
FWHM/s 3.5±3.0 2.7±1.0 4.0±2.1
Table 6.4: DSC MRI AIF parameters for “stroke” rat group (n=4).
Within each group, similar trends in peak height and AUC emerged, with a greater increase in
peak height between manual and angiographic AIFs in the “control” group compared to the “stroke”
group. In the “control” group, the manual AIFs displayed a mean peak height of 61.0±39.3 compared
to 180.5±51.2 for the angiographic AIFs, whereas in the “stroke” group the manual AIFs displayed a
mean peak height of 62.1±24.6 compared to 161.3±70.0 for the angiographic AIFs. A greater variance
in AUC was noted for each of the AIF methods in the “stroke” group compared to the “control” group.
When analyzed seperately, AIFs produced for the “control” rat group again displayed significant in-
creases in peak height and AUC using the automatic and angiographic methods, although less difference
between the automatic and angiographic AIFs (Student’s paired t test, n=7, peak heights: comparing
manual to automatic and angiographic AIFs p<0.005; between automatic and angiographic AIFs p=0.3,
AUC: comparing manual to automatic and angiographic AIFs p<0.05; between automatic and angio-
graphic AIFs p=0.07). This was again found in their respective gamma variate functions (Student’s
paired t test, n=7, peak heights: comparing manual to automatic and angiographic AIFs p<0.002; be-
tween automatic and angiographic AIFs p=0.06, AUC: comparing manual to automatic and angiographic
AIFs p<0.005; between automatic and angiographic AIFs p=0.1).
No significant differences were found between any of the AIF parameters for any of the AIF determi-
nation methods in the stroke group. Although this could be due to the reduced number of subjects (n=4),
it could also be attributed to the patient population and the inhomogenous nature of the ischemic region
between subjects affecting the blood flow within the vasculature.
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The population AIFs shown in Figure 6.18 for both rat groups also indicate a clear difference in
peak height between the manual and automatic methods, with only very small differences between the
angiographic and automatic method curves in the control group. The stroke rat group display much
greater variation in their manually derived AIFs, indicated by the larger width of their AIFs and their
dispersed bolus shapes.
(a) (b)
Figure 6.18: Population (mean) AIFs for (a) rat control group and (b) rat stroke group taken from DSC
MRI. Both groups show clear difference between manual and automatic AIFs, with the
stroke group exhibiting greater variation.
6.3.3 Perfusion parameter results - “Control” group
CBF, CBV and MTT maps for a sample control rat (designated as “data2” in the previous section) are
shown in Figure 6.19. Lower values of CBV and larger values of MTT seen in the ventricles compared
to the surrounding tissue, as expected from previously published parameter maps [121], [161], [248],
[262], [263].
Table 6.5 summarises the perfusion parameters produced for the control rats across the cohort for the
3 AIF selection methods using a left hemisphere ROI from the rat striatum, as indicated in Figure 6.7. No
significant differences (Student’s paired t test, p<0.05) were found between CBF, CBV or MTT values
produced using a contralateral ROI located in the opposite hemisphere of the rat brain compared to those
detailed in Table 6.5 (data not shown for clarity).
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Figure 6.19: CBF, CBV and MTT parameter maps created using each of the 3 AIF determination meth-
ods for a sample rat from the control group.
AIF used CBF (ml/100g/min) CBV (ml/100g) MTT (s)
Manual AIF 228±137 65±40 13.4±4.3
Automatic AIF 215±184 18±14 13.9±4.7
Angiographic AIF 154±105 13±7 13.1±4.9
Table 6.5: Control rat group perfusion parameters (n=7, mean±std).
None of the CBF, CBV or MTT parameter spatial distributions changed for any rats when different
AIFs were used in the analysis, indicating that qualitative imaging is not affected by using an automated
AIF in place of a manual AIF. The noise in the perfusion parameter maps and variation in mean ROI
values may be due to the lack of smoothing applied in post processing or could be due to the sham
surgery giving variable results across the 7 “control” rats.
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There is a general consensus between previously reported absolute CBF, CBV and MTT values and
those given in Table 6.5, although the range of values reported by different research groups indicates
the poor reducibility of quantitative perfusion results using DSC MRI. CBF values reported from DSC
MRI studies vary from 93±10ml/100g/min [198] to 135±29ml/100g/min [264], although these can also
be verified against CBF values determined from ASL, which range from 84±3ml/100g/min [198], to
107±8ml/100g/min [265], to between 160±34ml/100g/min and 200±66ml/100g/min [266]. Reviews of
CBF values (using a range of techniques including gold standard 15O-H2O PET and autoradiography)
in rat brains typically quote values for absolute CBF in the range of 91-262ml/100g/min [121]. Taking
this variability into account, the angiographic CBF results appear to offer the best agreement with the
literature at 154±105ml/100g/min.
CBV values also differ widely over the whole brain, reported between 4-10ml/100g [263] and at
33.39±6.51ml/100g for GM and 17.03±6.18ml/100g for WM [264]. This would suggest that only the
CBV values produced by the automatic and angiographic AIFs (18±14ml/100g and 13±7ml/100g in the
striatum respectively) agree with the literature in this case, with the angiographic AIFs again giving the
best agreement.
The mean MTT values indicated viable and healthy tissue on both sides of the brain as the contrast
agent was able to pass freely through the vasculature [186], [210], [211], [262]. All mean MTT values
(manual AIF: 13.4±4.3s, automatic AIF: 13.9±4.7s and angiographic AIF: 13.1±4.9s) were fairly stable
across each of the techniques, as these values depend only on the ratio between CBV and CBF. Previously
reported values of absolute MTT vary from 2-11s for the whole brain (3-7s, mean 6.1s [262]; 3-8s,
mean 4.91s [263]; 9-11s, GM 10.7±0.9s, WM 9.3±0.5s, [264]), with the MTT results reported here
finding broad agreement with a rat study which also used standard SVD to calculate CBF [264]. All
reported MTT values appear to be slightly overestimated, perhaps due to overestimations in CBV from
underestimated AIF peak heights resulting in higher MTT values.
The 3 AIF methods reported markedly different absolute values of CBF and CBV, particularly in CBV
where the manual AIF data gives a CBV value that is a factor of 4 larger than those attained using the au-
tomatic and angiographic AIFs. This is due to equation (3.16), where the AUC of the angiographic AIF
being 4 times as large as that of the manual AIF results in a four fold decrease in CBV value, and this ef-
fect is also seen in the CBF values, as CBF is proportional to CBV (see equations (3.18) and (3.16)). The
lower values given by the angiographic AIFs for CBF (154±105ml/100g/min) and CBV (13±7ml/100g)
appear to have the closest resemblance to literature and were due to the angiographic AIFs possessing
the highest peak heights, indicating that these AIFs were the most accurate representations of the first
bolus passage.
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6.3.4 Perfusion parameter results - “Stroke” group
The MCA occlusion resulting in the ischemic stroke region within the right hemisphere of the rat brain
was seen clearly as a deficit in the CBV and CBF perfusion data and a large increase in MTT for all 4
rats in the “stroke” group, with an example set of maps generated using each AIF determination method
in Figure 6.20. The lesion was confirmed using T2* mapping data, where it displayed a reduction in the
T2* parameter, also displayed in Figure 6.20.
Figure 6.20: CBF, CBV and MTT images created using each AIF determined from sample “stroke” rat
DSC MRI data, compared to T2* map from MRI data indicating ischemic region.
The CBF maps shown in Figure 6.20 show the same pattern of CBF reduction in the lesion area also
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displayed in ASL images taken from the 3 rats who also underwent the MCA occlusion procedure using
the distal clip method. An example ASL CBF map and a T2 weighted RARE image used to indicate the
location of the lesion8 is shown in Figure 6.21.
Figure 6.21: ASL and corresponding RARE anatomical images from additional rat group, who did not
undergo DSC MRI but did receive MCA occlusion via distal clip method. Arrow and red
outline indicates the stroke affected region.
Healthy CBF values were compared between DSC MRI and ASL in the left (healthy) hemisphere
(see Figure 6.8), with the CBF, CBV and MTT values for that ROI displayed in Table 6.6. Absolute
values of CBF, CBV and MTT produced for the stroke group again broadly agreed with previously
reported values in the literature (MTT 2-11s [262], [263], [264], CBV 4-33ml/100g [263], [264], CBF 84-
262ml/100g/min [121], [198], [262], [263], [264], [265], [266]) and with those reported in the “control”
group, but also displayed large variances (≈50-100% of the mean value) in all 3 AIF methods due to the
noisy nature of the parameter maps produced.
AIF used CBF (ml 100g−1 min−1) CBV (ml 100g−1) MTT (s)
Manual AIF (n=4) 211±99 42±31 12.1±5.6
Automatic AIF (n=4) 193±131 24±9 9.2±3.0
Angiographic AIF (n=4) 109±97 14±4 10.8±4.2
ASL (n=3) 143±4 - -
Table 6.6: Absolute CBF values (mean± std) in ml 100g−1 min−1 healthy hemisphere of “stroke” group.
The difference between CBF and CBV values produced using the manual AIFs compared to the
angiographic AIFs was seen to be as large as a factor of 2, again indicating how the increase in AIF
peak height and AUC gives a proportional reduction in the values of CBF and CBV (as expected from
equations (3.18) and (3.16)). CBF values produced using the angiographic AIFs (109±97ml/100g/min)
8These 3 rats did not have viable T2* or T2 mapping data available to identify the lesion structure.
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again gave the closest match to ASL CBF values from the literature and the measured mean ASL CBF
value of 143±4ml/100g/min, indicating that the increased peak height again resulted in greater accuracy
of mean quantitative CBF values calculated from DSC MRI.
The MTT values were seen to remain roughly constant (manual AIFs: 12.1±5.6s, automatic AIFs
9.2±3.0s, angiographic AIFs 10.8±4.2s) at values which broadly agreed with the “control” group and
the literature across the 3 AIF methods, which is again expected as MTT is defined as the ratio of CBV
to CBF and CBF is proportional to CBV.
As the relative ratios of the perfusion parameters between affected and unaffected ROIs (e.g. healthy
and suspected ischemia) are used in the diagnosis of stroke in the clinic [267] (e.g. CBF ratio <0.59
and MTT ratio >1.63 indicates ischemia [268]), ratios between the ischemic and healthy regions of the
rat brains were analyzed to check if the parameter ratios were affected by using an automatic AIF voxel
selection algorithm. Table 6.7 displays the CBF, CBV and MTT ratios attained for both DSC MRI and
ASL in the ischemic core and penumbra regions (green and yellow ROIs in Figure 6.8) when compared
to a contralateral healthy region (red ROI in Figure 6.8).
CBF CBV MTT
AIF used Core penumbra Core penumbra Core penumbra
Manual 0.12±0.02 0.34±0.21 0.32±0.09 0.58±0.23 3.31±0.64 2.20±1.16
Automatic 0.10±0.01 0.35±0.32 0.37±0.11 0.58±0.22 4.15±1.24 3.45±0.83
Angiographic 0.12±0.05 0.36±0.22 0.37±0.11 0.58±0.23 4.00±1.45 2.97±1.13
ASL 0.48±0.21 0.72±0.17 - - - -
Table 6.7: Perfusion parameter ratios (mean ± std) between lesion and healthy tissue in contralateral
ROI for rats in stroke group scanned using DSC MRI (n=4) and ASL (n=3).
The CBF and CBV ratios between the core ischemic regions and healthy regions are consistent
through all 4 rats scanned with DSC MRI and all 3 AIF measurement techniques, although slightly
lower than those obtained using ASL (two mean Student’s t test, p=0.1 between the groups). This pattern
is also seen in the penumbra regions, but with higher variance than with the core region ratios. This is
mostly likely due to the inhomogeneous presentation of the penumbra region [267].
Previous DSC MRI work comparing ischemic to healthy tissue 28 days after MCA occlusion reported
a CBF ratio of 0.42 (whole hemisphere) [214], which shows good agreement with the penumbra values
(manual AIF 0.34±0.21, automatic AIF 0.35±0.32 and angiographic AIF 0.36±0.22). The ASL penum-
bra CBF ratio reported here (0.72±0.17) did not agree as well with the literature [214], although the ASL
core value (0.48±0.21) does agree, indicating that PVE may be influencing the ASL results.
CHAPTER 6. AUTOMATIC AIF DETECTION USING DSC MRI IN RATS 206
The increased absolute MTT values, their distribution within the brain and the MTT ratios between
ischemic and healthy tissue agreed with previously reported stroke models [263], [267]. The MTT ratios
displayed in Table 6.7 for the penumbra are slightly higher than those reported in literature at 48hrs -
the manual AIF gives a ratio of 2.20±1.16, the automatic AIF a ratio of 3.45±0.83 and the angiographic
AIF a ratio of 2.97±1.13, compared to the literature value of 2.0±0.4 (n=19) [267]9. Core values were
not reported for comparison [267]. The rat group analyzed in this thesis is much smaller (n=4 compared
to n=19) and a greater period of time has elapsed between occlusion and measurement, (48hrs in [267]
compared to 28 days in this Chapter), which may also also account for this disparity in MTT.
In summary, all perfusion parameter ratios were very similar between each of the 3 AIF voxel selec-
tion methods, indicating that an automatically selected AIF may produce reduced CBF and CBV absolute
values which agree better with reported literature values (as shown in Table 6.6) but this is not required
to produce accurate MTT values or ratios of CBF, CBV or MTT, which are the parameters most often
used to define ischemic physiology.
6.4 Discussion
6.4.1 Use of cerebral vasculature probability atlases in arterial voxel selection
The rat atlas showed clear identification of the major arteries and veins within the cerebral vasculature,
including the circle of willis, the MCA and the superior sagittal sinus. This was successfully applied as
an additional threshold to the automatic AIF selection process and was found to increase the clustering
of the selected AIF voxels as expected, resulting in the highest AIF peak heights and AUC values for
the resulting AIFs. These AIFs in turn produced the lowest CBF and CBV values, in both “control”
and “stroke” groups, and gave the best agreement with the range of CBF and CBV values previously
published in the literature [263], [264].
A bias may have been introduced into this study-specific rat atlas by using only rat datasets who had
undergone sham MCA surgery or temporary MCA occlusion to construct the atlas, and therefore this
atlas would not be suitable for general use. To adapt this method to a wild type rat cohort, a database of
wild type rat MRA scans would be required.
9[214] does not report MTT values or MTT ratios between hemispheres.
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6.4.2 Comparison of automatically and manually determined first pass AIFs
The results in Figure 6.14 and Table 6.1 show that preclinical AIFs can be improved in a similar manner to
clinical AIFs if voxel selection is automated [212], [213], [260]. Across both the “control” and “stroke”
rat groups, the automatic AIFs had peak heights nearly three times that of the manual AIFs on average
(∆R2*: 157.6±55.7 compared to 61.4±33.3), with the angiographic AIFs on average slightly larger
than the automatic AIFs (173.5±56.0). Similar magnitude increases in peak height and AUC were also
seen if the two rat groups were analysed separately. Little difference was seen between the automatic
and angiographic population AIFs, meaning that either method could be recommended for future work,
although the increased accuracy of CBF and CBV values found when using the angiographic AIFs in
parameter analysis would recommend the angiographic method.
The use of the peak height threshold was the most effective of all thresholds applied in the automatic
voxel selection algorithm and could be used on its own to simplify the procedure for higher throughput
of data, as suggested in the literature [214], although the incorporation of angiographic data ensures that
the algorithm converges towards a small number of voxels more quickly and that the selected voxels
come from a consistent location across all rats.
The variability observed between individual subject AIFs indicates the difficulty in detecting blood
vessels in DSC-MRI, resulting in poor manual AIFs produced for some control mice, such as rats 6
and 7 in the control group (see Figure 6.14). The corresponding AIFs for rats 6 and 7 when using the
automatic algorithm display much larger peak heights and shapes similar to the other rats in the group,
indicating that the automatic selection would be preferred to manual selection when the DSC MRI signal
is low, when manual vessel identification is prone to error or when the exact shape of the injected bolus
is required, for comparison with another modality, as shown in Chapter 7.
6.4.3 Perfusion parameter analysis
The “stroke” rats were easily identified in comparison to the “controls”, with a clear CBF deficit in the
right hemisphere (manual AIF core to healthy ratio: 0.12±0.02, penumbra to healthy ratio: 0.34±0.21)
corresponding to a decrease in CBV (manual AIF core to healthy ratio: 0.32±0.09, penumbra to healthy
ratio: 0.58±0.23) and a large increase in MTT (manual AIF core to healthy ratio: 3.31±0.64, penumbra
to healthy ratio: 2.20±1.16). These traits are expected in an ischemic region according to the literature
[214], [266], [267] as the tissue in that area is damaged, resulting in decreased blood flow and prolonged
transit times for a bolus of contrast agent due to the damaged vasculature.
Absolute CBF, CBV and MTT values produced for both the “control” and “stroke” rat cohorts using
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each of the DSC MRI AIF selection methods exhibited large variances across both rat groups, and each
perfusion parameter appeared to be slightly overestimated compared to reported values. The increased
AIF AUCs and peak heights provided by the automatic and angiographic AIFs, however, did lower the
calculated absolute CBV and CBF values compared to the manual AIFs as expected, increasing their
agreement with the broad range of literature values derived from DSC MRI and ASL. The CBF values
produced in the stroke group using DSC MRI also agreed with the ASL CBF values measured for an
additional 3 rats with MCA occlusion, with the greatest agreement found when the angiographic AIF
was used (109±97ml/100g/min compared to 143±4ml/100g/min). The DSC MRI data and standard
SVD deconvolution analysis conducted in this study produced quantitative estimates of perfusion with
limited precision and accuracy, although the range of values quoted in the literature for these parameters
indicates that this is a general issue with the technique when it is used to produce quantitative results
[121], [122], [125], [207], [208]. This justifies why qualitative estimates of CBV, CBF and MTT are
more commonly used and quoted in the literature for DSC MRI [261], [267].
Qualitative imaging of perfusion was not seen to be affected by the choice of AIF, as all AIFs produced
parameter maps with similar ratios and spatial distributions of perfusion parameters between healthy
and ischemic areas in the “stroke” group. Additionally, no significant differences between perfusion
parameters measured in contralateral ROIs were reported for the “control” group. MTT values also
remained approximately constant in healthy hemispheres of both “control” and “stroke” groups for each
of the 3 AIFs tested for each rat, as it relied only on the ratio between CBV and CBF values. This
again indicated that the automatic voxel selection method is not required in order to perform qualitative
imaging accurately.
The disagreement between the ASL and DSC MRI CBF values ratios in rat brains reported here
suggests that a partial volume effect may be present in the ASL data presented in this chapter. The
ASL data taken in this study has a resolution of 620µm in phase encode direction, whilst the DSC MRI
images have an increased spatial resolution of 390µm in phase encode direction. This also made it easier
to identify the core and penumbra of the lesion directly from the CBF, CBV and MTT maps. Assuming a
partial volume effect, the penumbra region of the DSC MRI region could be considered equivalent to the
core region of the ASL analysis, and these values do not show a significant difference across the stroke
rats examined in this chapter (manual AIF = 0.34±0.21, auto AIF = 0.35±0.32, angio AIF = 0.36±0.22,
ASL = 0.48±0.21; p value from Student’s t test between mean values >0.5).
Large noise can be seen in all of the parameter maps shown in Figures 6.19 and 6.20, indicating the
extent that noise present in the DSC MRI signal data propagates into the parameter maps. This could
potentially be due to the inhomogeneous nature of the tissue damage caused by the sham surgery in the
control group or the ischemic lesions in the stroke group, although it could also be a result of using
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simple SVD deconvolution on the raw data without applying any smoothing or further regularization
to the data, other than that detailed in [117], [118], [120]. Applying Tikhonov regularization [200]
or block-circulant matrices [261] to the deconvolution process could be performed in future work to
refine this process. Quantifying CBF accurately using DSC MRI is known to be problematic particularly
when compared to gold standard PET or SPECT perfusion measurements [121], [207], [208], [245]
and different deconvolution methods have been shown to produce large variations in CBF results [120].
Further work in this area would seek to explore the effect of different smoothing techniques on the
DSC MRI signal data and the effect of post-processing smoothing on the parameter maps. Additionally,
professional DSC MRI perfusion software packages could be used instead of MATLAB, although (to the
author’s knowledge) no perfusion DSC MRI analysis programs are currently available which support rat
data voxel sizes.
6.4.4 Improvements to voxel selection algorithm
To reduce the number of iterations required in the automatic method, a box ROI encompassing the lower
half of the rodent brain (see Figure 6.22) was suggested as a starting point instead of the entire image
in order to immediately eliminate contributions from major veins (which displayed similar arrival times,
peak heights, AUC and FWHM to arterial voxels), which are mostly situated in the upper half of the
rodent brain. This improvement was incorporated into the algorithm for use in DSC MRI AIF selection
in Chapter 7.
Figure 6.22: Example box ROI in red used to eliminate major veins, such as superior sagittal sinus, from
automatic voxel selection.
Although more effective than manual selection, the drawback of the automated AIF method was that
voxel selection thresholds had to be calculated empirically for the patient group. Future work which
involved the acquisition of data from a more homogeneous patient group could investigate if the au-
tomation could be improved by using more complex selection processes which do not require empirical
information, such as K means clustering, which has been used in human DSC MRI [199], [204], [206]
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or Kendall’s coefficient of concordance clustering analysis [269], which has been used in mouse DCE
MRI. The use of the angiography information did streamline the algorithm, making the exact level of the
thresholds less important, although this required a large archive of angiography data to assemble the atlas
and it should be compared to other clustering-based methods to ascertain how the Bayesian probabilistic
atlas approach performs against them.
Partial volume effects were found to be a cause of error in all datasets, with the typical size of a
major blood vessel (0.24-1.3mm [257]) around the same size as a voxel (0.32×0.39×1.5mm3). Voxels
are hampered by incomplete signal, leading to shape changes and subsequent bias in kinetic parameters
[213], [270]. To improve on this, partial volume correction could be applied to the AIFs in future work,
by comparing the AIFs to venous output functions [204] or by using tail scaling [206], [271].
6.5 Conclusions
First pass bolus AIFs were determined by selecting arterial voxels from 11 rat brain T2* weighted EPI
datasets using three methods: manual voxel selection, automatic voxel selection using empirical thresh-
olds and automatic voxel selection aided by prior knowledge of the rodent vasculature. Qualitative
imaging of CBF, CBV and MTT distributions and their respective ratios between ischemic and healthy
areas were shown to be unaffected by the choice of AIF, indicating that an automatically selected AIF is
not essential to detect fundamental changes in physiology in preclinical models. The automatic AIF se-
lection method did, however, produce both individual and population AIFs with larger peak heights than
manual voxel selection and more consistent curve shapes, resulting in improved accuracy in estimates of
absolute values of CBF and CBV in both a rat stroke model and a control rat group. The study-specific
angiography atlases which were added to the algorithm streamlined voxel selection in large arteries and
angiographic AIFs were found to have the highest peak heights of all 3 AIF determination methods
(manual, automatic and angiographic AIFs). The angiographic AIFs produced quantitative estimates of
CBF which were closest to those estimated using ASL and to the wide range of values found in the liter-
ature. The estimates of CBF, CBV and MTT across both rat datasets did, however, exhibit high variance,
indicating that the analysis method in its current form requires improvement to provide consistent and
accurate quantitative estimates of perfusion in vivo. Automatic voxel selection methods are therefore
preferable to manual methods in studies which require exact and reproducible measurement of the first
pass bolus AIF curve shape, such as in Chapter 7 of this thesis, where contrast agent AIFs extracted
non-invasively from DSC MRI data are compared to PET tracer AIFs.
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6.6 Chapter summary
A DSC-MRI methodology of using T2*-weighted EPI imaging during the first passage of a bolus of
contrast agent was used to determine the arterial input function non-invasively and produce perfusion
parameter maps of rat brains. The application of an automatic voxel selection algorithm was outlined,
and its performance compared to manual voxel selection. AIFs with higher peak heights and AUCs were
attained using the automatic method in conjunction with a vascular probability atlas compared to the
manual method, and these properties were seen to give slightly improved estimates of absolute values
of CBF and CBV in both control rats and rats with a large ischemic lesion. The automatic method in
conjunction with angiographic information was therefore selected to be used in DSC MRI AIF determi-
nation in Chapter 7 to create consistent estimates of DSC MRI AIFs. These are compared with both PET
tracer and MR contrast agent AIFs derived from blood samples within the first pass of a dual tracer and
contrast agent injection bolus in Chapter 7.
Chapter 7
Comparison of AIFs derived from dual
injections of Gd-based MRI contrast agent
and 18F-FDG in rats
This Chapter outlines an experimental comparison of PET tracer and MRI contrast agent AIFs taken
from wild type rats, measured using both invasive blood sampling techniques and non-invasive dynamic
MRI acquisitions. The hypotheses addressed were as follows:
1. There exists a technique to convert MR contrast agent AIFs into PET tracer AIFs.
2. Dynamic MR data can therefore provide a non-invasive estimate of a PET AIF if a combined bolus
of MR contrast agent and PET tracer are administered.
3. DSC MRI images can be scaled and combined with DCE MRI data to estimate the MR contrast
agent AIF.
4. MR and PET AIFs have the greatest similarity in curve shapes in their initial stages, and therefore
a technique which converts MR AIFs to PET AIFs in the first pass regime should be optimal.
Gold standard AIFs derived from serial blood sampling were compared to assess if MR contrast
agent AIFs could be converted successfully into PET tracer AIFs. Image-derived AIFs from MRI were
determined in the first pass phase using the DSC MRI technique previously discussed in Chapter 6 and
at later time points using DCE MRI. It was found that the combined DSC and DCE MRI AIFs could
be converted into 18F-FDG and MR contrast agent AIFs using an empirically derived set of conversion
factors, which confirmed results previously reported by Poulin et al. [54]. Additionally, AIFs determined
non-invasively from DSC MRI were used as to estimate PET AIFs in the first pass stage.
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7.1 Introduction
Kinetic modelling requiring an arterial input function, as outlined in the literature summary of Chapter
3, and discussed in detail in Chapter 4 and 5, is a key strength of dynamic PET and is utilized in a large
number of preclinical applications from cardiac metabolism studies [29], [33], [51] to oncology [32] to
determining the specific binding of PET tracers in neurology [40]. As detailed in previous Chapters, the
AIF is usually determined by rapid blood sampling [51], [52], [161], [162], [164] which can be both
logistically challenging and has a limited temporal resolution. Non-invasive methods of AIF determina-
tion are therefore preferred, particularly in mice due to their small blood volumes, although the restricted
spatial resolution of PET makes image derived input function determination challenging due to partial
volume effects, as previously discussed in Chapters 4 and 5.
With the advent of simultaneous PET/MR imaging, however, one can hypothesise that a combined
bolus of Gadolinium based contrast agent and PET tracer could produce a similar AIF curve profile
on both dynamic MRI and PET images, thus allowing the non-invasive determination of a PET input
function for subsequent kinetic analysis from MRI images alone. This could potentially negate the need
for serial blood samples if no metabolite measurements were required, or at least reduce the number
of blood samples required. If an MR AIF could be reliably converted into a PET AIF, this would also
provide a platform for dual pharmacokinetic modelling from both modalities, enhancing the amount of
complementary information available from a single, simultaneous PET/MR acquisition.
To be a viable alternative to blood sampling, the converted MR AIF must provide consistent estimates
of PET kinetic parameters. This is potentially problematic as MR contrast agents are primarily Gd-
based ligands which have different perfusion characteristics and washout rates to many PET tracers, as
they are metabolised in different ways in vivo. In this experiment, the MR contrast agent Gadovist is
used to provide a potential 18F-FDG AIF, as the molecular weights are of the same order of magnitude,
181.1495g/mol for 18F-FDG and 604.72g/mol for Gadobutrol (Gadovist), and as such may be expected
to have similar extravasation rates from blood vessels, similar diffusion rates into the interstitium and
similar excretion rates [54], [272]. Additionally, it has been shown in phantom, volunteer and patient
studies that Gd-based contrast agents do not provide any substantial additional attenuation of PET tracer
or have any effect on MR-based attenuation maps [273]. The molecular structures for both Gadovist and
18F-FDG are shown in Figure 7.1.
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(a) (b)
Figure 7.1: Compound structure: (a) PET tracer (Fluoro-deoxyglucose, 18F-FDG) and (b) MR contrast
agent (Gadovist, Gd-DO3A-butrol 6).
There remains a major difference between the 2 compounds, however, as 18F-FDG is internalized
and trapped via phosphorylation within cells [54], [70], [139], [272] whilst Gd-based contrast agents
flow from plasma into the extravascular extracellular space (EES) [129], [130] and are not internalized
in cells [106]. This difference in kinetics will most likely lead to a difference in retention times, with the
PET tracer having longer retention times than the MRI contrast agent [54], [272], consequently meaning
that the two compounds provide complementary but fundamentally different information. To address
this, conversion methods between MR AIFs and PET AIFs must be tested to ascertain if a reliable
translation between modalities is possible, as errors in PET AIF curve shapes will propagate into the
kinetic parameters obtained [53], [155], [272].
7.1.1 Previous attempts to use dynamic MRI to estimate PET AIFs
Recent research [54], [272] in this area performed serial blood sampling throughout a PET scan on
tumour-bearing rats after a combined bolus of Gd-DTPA and 18F-FDG was administered through the
cannulated femoral vein in a PET scanner. Gold standard PET tracer AIFs were measured from the
activity concentrations of 18F-FDG present in the plasma samples, whilst gold standard contrast agent
AIFs were determined from the concentration of Gd-DTPA in each of the plasma samples. DCE MRI
image-derived AIFs were obtained using a a reference region methodology [274], [275] which utilized a
separate Gd-DTPA bolus injection, administered at the same rate and contrast agent dose as the combined
tracer/contrast agent bolus using a syringe pump. This was performed in an MRI scanner immediately
before the rat was transferred from to the PET scanner for its dual bolus injection.
Bi-exponential models of the form, (w f exp−r f t + ws exp−rst), convolved with a rectangular function
[187], were fitted to each AIF after normalization to its maximum peak height [54]. The excretion (slow)
rate constant and weighting were defined as rs and ws, whilst the extravasation (fast) rate constant and
weighting were defined as r f and w f . The rectangular function represented the delay before the arrival
of the contrast agent/radiotracer in blood [54], where its amplitude was defined by the concentration of
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the injection and its width was defined by the duration of the injection. To convert the bi-exponential
Gd AIFs and the DCE MRI image-derived AIFs to the PET AIFs, average ratios between the resulting
bi-exponential rate constants and weightings which described each AIF were calculated for the rat group.
These population conversion factors were then applied to the Gd AIFs and DCE MRI AIFs to convert
them into normalized PET AIFs and these were scaled to MBq/ml using either a plasma sample taken
from the peak of the AIF or through a normalization factor determined from the linear relation between
AIF peak height and the injected activity (MBq/kg) [54]. After normalization, fitting, conversion and
scaling, the Gd AIFs or DCE MRI AIFs could both be used in PET kinetic analysis. A schematic detailing
the method employed in [54] is summarised in Figure 7.2 and a sample of the reported normalized and
converted AIFs is shown in Figure 7.3.
Figure 7.2: Schematic showing protocol used in [54], reproduced with permission. Plasma sample AIFs
for PET tracer and MR contrast agent are normalized to their respective peak heights and
fitted with a bi-exponential convolved with a top hat function. The ratios between the bi-
exponential parameters of the AIFs are then averaged across the group and used to convert
each Gd AIF into an 18F-FDG AIF, which is then scaled to kBq/µl using a single blood
sample taken from the peak, or a factor calculated from the injected activity.
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Figure 7.3: Derived PET and MRI AIFs, with corresponding converted AIFs, reproduced with permis-
sion from [54].
This method produced interchangeable AIFs between modalities (i.e. Gd contrast agent AIFs could
be converted into 18F-FDG AIFs and vice versa), which were found to provide consistent estimates of
myocardial metabolic rate of glucose (MMRGlc) and tumour metabolic rate of glucose (TMRGlc), as
well as Ktrans, ve and vp parameters from DCE MRI analysis. Poulin et al. reported the divergence of
the 18F-FDG and contrast agent normalized curves at late times (≥30 minutes, shown in Figure 7.3),
indicating the different retention times between the compounds which becomes more noticeable at late
time points. Due to the difference in AIF curve shapes at late time points, even after normalization to
peak height, an empirical calculation of the bi-exponential model conversion ratios between the AIFs
was required for the chosen rat cohort.
It was hypothesized that a standardized and reproducible injection protocol resulted in the similar
steep rise in the curves seen in the first few minutes of the curves and that the different in vivo distributions
and elimination rates of the compounds were the cause of the curve divergence at later times [54]. This
was also seen in the fact that the fast decay constants of their bi-exponential AIF models (r f ), which
represented the rate of extravasation, were different across the 2 modalities, but the slow decay rate
constants (rs), which represented the rate of excretion, were similar for both 18F-FDG and MR contrast
agent AIFs [54]. This finding has limited the method’s usefulness and it has yet to be translated into a
clinical study. The published results do suggest, however, that the AIF shapes for both modalities are
most similar within the first pass bolus phase, where the AIF shapes depend more upon the injection
protocol and blood flow than on the retention rates of the compounds.
7.1.2 Overview of experimental AIF conversion protocol
As shown previously [54], [272], rapid, dynamic MRI imaging is required to provide adequate temporal
sampling to measure the MR AIF accurately for conversion to the PET AIF from the combined bolus of
PET tracer and MR contrast agent. DSC MRI sequences are therefore promising as these can be used to
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track the passage of the combined MRI contrast agent and PET tracer bolus through the vasculature, as
demonstrated in Chapter 6. This produces an estimate of the AIF within the first pass phase, where the
contrast agent and tracer AIFs are believed to be most similar and therefore where conversion between
them should be the most reliable. DSC MRI can also be conducted with a higher temporal sampling
rate than DCE MRI when using off-the-shelf techniques. In theory, if conversion between the modalities
was reliable, a converted DSC MR AIF could provide a PET AIF with greater accuracy than an IDIF
taken directly from PET images, due to the superior spatial resolution of MRI resulting in reduced partial
volume effects. This is of particular importance in the first pass phase of the AIF where rapid temporal
sampling is desirable as standard blood sampling techniques may undersample the AIF, resulting in an
aliasing effect which underestimates the true AIF peak [52], [68], [175], [276].
The drawback of this technique, as discussed in Chapter 6, is that DSC MRI relies on ∆R2* mea-
surements which are assumed to be proportional to changes in contrast agent concentration, rather than
a direct, absolute measurement. It is also restricted to the brain and cannot provide the quantitative para-
metric analysis of DCE MRI (see Appendix I.4 for details), such as information on the transfer constant
Ktrans of tumours, which characterizes diffusive transport of Gd contrast agents across the capillary en-
dothelium [189]. In addition, DSC MRI can only provide estimates of the AIF within the first pass, as it
relies on the transient change in T2* which occurs as the Gd-based contrast agent bolus moves through
the vasculature. This technique must therefore be combined with techniques such as DCE MRI (DCE
MRI was outlined in Chapters 2 and 3) at later time points if an estimate of the PET AIF tail is also
desired from an MRI AIF, but this would only be possible if the AIF conversion between modalities and
the scaling between DSC and DCE data is reliable and robust.
In this work, an experimental comparison of PET tracer and MR contrast agent AIFs was conducted
by imaging wild type rats injected with a combined bolus of Gadovist contrast agent and 18F-FDG in an
MRI scanner. Gold standard 18F-FDG and Gadovist AIFs were derived from serial blood samples taken
from the rats during DSC and DCE MRI acquisition using cannulas surgically inserted into each rat’s
femoral artery and leading outside the magnet bore. An overview of the entire experimental protocol
is shown in Figure 7.4. The blood sampling protocol was performed in an MRI scanner to compare
MRI image-derived AIFs to simultaneously acquired PET tracer and contrast agent AIFs from the same
rats, in contrast to the protocol conducted by Poulin et al. [54], [272]. Poulin et al. compared DCE
MRI image-derived AIFs (derived using the reference region method [54], [274]) taken from a separate
injection of contrast agent performed later in the imaging session to their gold standard AIFs, which may
not have been an identical injection despite being performed with a syringe pump. The physiological
conditions of each rat may have changed between the first and second contrast agent injection, and the
MR contrast agent AIF depends not only on bolus shape but also on cardiac output, vascular geometry
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and the cerebral vascular resistance [121]. The approach taken in this study, however, was more likely to
suffer from dispersion and delay effects as a result of the long cannulas required to take blood samples
from subjects lying within the MRI bore.
The DSC MRI experiment outlined in Chapter 6 was acquired during the first pass bolus phase to
ascertain how similar the initial bolus shapes were between the modalities and to see if DSC MRI AIFs
could be successfully converted into PET first pass AIFs. As discussed in Chapter 6, unambiguous de-
tection of blood vessel voxels to extract AIFs in EPI acquisitions is difficult due to low SNR and high
PVE, meaning that manual selection of arterial voxels is vulnerable to human error and low reproducibil-
ity. The automatic AIF determination algorithm which was developed in Chapter 6 was hence employed
along with a study-specific angiography atlas, constructed for the wild type rats scanned in this Chapter
using the same process as that outlined in Chapter 6, to ensure AIF curve shapes extracted from DSC
MRI datasets were as consistent and accurate as possible.
DCE MRI was acquired for a further 45 minutes (see Figure 7.4), to test if a composite DSC/DCE
MRI AIF (i.e. one which used later time point DCE MRI measurements to scale DSC MRI first pass
data to absolute concentrations of contrast agent in vivo), could be successfully converted into a PET AIF
in a similar manner to the reference region DCE MRI AIF proposed by Poulin et al. [54], [272]. The
DCE MRI sequence used in this study required the direct calculation of a T1 map before contrast agent
was administered to relate the change in apparent T1 observed to the concentration of Gadovist contrast
agent, summarised in Figures 2.63 and 2.64. The accuracy testing of Gd concentration readings attained
with this DCE MRI sequence can be found in Appendix I.1 and I.2, which tested the DCE MRI sequence
accuracy in both phantoms and in vivo, assessing its accuracy in both tissue and blood. The combined
DSC and DCE MRI signals formed the total MRI image-derived AIF, which was then compared to the
contrast agent AIF attained from blood sampling to assess the DSC MRI data scaling accuracy.
Once formed, the Gd contrast agent AIF and total MRI image-derived AIFs were normalized and
converted into surrogate PET AIFs using the AIF conversion method outlined in Figure 7.2 and their
similarity to the gold standard blood sampled PET AIFs was assessed. The DSC MRI data was also
analyzed on its own and used to produce surrogate first pass PET AIFs using a gamma variate function
conversion method, which were also compared to the blood sampled PET AIFs for accuracy.
C
H
A
PT
E
R
7.
C
O
M
PA
R
ISO
N
O
F
A
IFS
D
E
R
IV
E
D
FR
O
M
D
U
A
L
IN
JE
C
T
IO
N
S
O
F
G
D
-B
A
SE
D
M
R
IC
O
N
T
R
A
ST
A
G
E
N
T
A
N
D
18F-FD
G
IN
R
A
T
S
219
Figure 7.4: Experimental timetable. 2 rats were scanned in this manner each day.
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A schematic summary of all AIF data acquired and compared for each rat in this study is presented in
Figure 7.5.
Figure 7.5: Outline of measured data and comparisons made between gold standard AIFs derived from
blood plasma samples (for both PET and MRI) and image-derived AIFs from DSC and DCE
MRI. DSC MRI provides first pass bolus shape at high temporal resolution, DCE MRI pro-
vides AIF tails with absolute contrast agent concentration to provide scaling. The combined
DSC/DCE AIFs are compared to the blood sampled AIFs (orange arrows) using the conver-
sion method of Poulin et al [54] and the first pass phases of each AIF are compared using the
gamma variate fitting conversion method (blue arrows).
7.2 Materials and Methods
7.2.1 Animal preparation
Surgery was performed on 12 healthy, wild-type Wistar rats1 (525 ± 92g; Charles River Laboratories,
Kent, UK) to install 1m long femoral 27G venous and arterial cannulas using PE tubing (0.4mm inner
diameter) filled with heparinised saline (10 units heparin: 1ml saline). Animals were prepared under
isoflurane anaesthesia (induced at 4% in 1.5 l/min O2; maintained at 2% in 1.5 l/min O2) before being
transferred into a 4.7T Bruker Biospin MRI scanner (Bruker Inc., Ettlingen, Germany). The apparatus
1Surgery was performed by Dr David Williamson and Dr Steve Sawiak. Assistance in blood sampling was provided by
Asad Shabir and Dr Guido Buonincontri.
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used in the experiment is shown schematically in Figure 7.6. Anaesthesia was maintained at 2% in
1.5 l/min O2 for the duration of the imaging experiment, with a respiratory pillow placed underneath the
animal’s chest and a rectal temperature probe inserted using a lubricated cover to monitor vital signs. The
level of anaesthesia was maintained to give a respiration rate of 45-50bpm across all rats, to standardise
blood flow rates and reduce the impact of different blood pressures on contrast agent delivery. A flowing
water heating blanket was used to maintain animal temperature at 37◦C throughout the experiment.
7.2.2 MRI imaging and blood sampling, pre-injection
The imaging protocol outlined in Figure 7.4 was performed by the author using a Bruker rat head receiver
volume coil and a Bruker rat body quadrature transmit coil. All scans were positioned with their central
region covering the rat midbrain. T2 weighted RARE scans were acquired (TR/TE 15277/36ms, FOV
6.4×6.4× 3.2cm, matrix 256×256, 0.2mm slice thickness, 128 slices, planar resolution 250×250µm2,
NEX = 1, RARE factor = 8, acquisition time 6 mins 6s) to provide the structural MRI needed to imple-
ment the angiography atlas approach for automated AIF detection from DSC MRI used in Chapter 6.
TOF-MRA (TR/TE 12/3.3ms, FOV 4×4cm, matrix 256×256, 0.7mm slice thickness with 0.55mm gap,
64 slices, planar resolution 156×156µm2, NEX = 3, acquisition time 4 mins 54s) was also acquired to
implement this approach, as the atlas used in the previous Chapter was for rats who had undergone MCA
surgery, whereas the rats used in this study were wild type.
Figure 7.6: Schematic showing apparatus used in this experiment. Animal is placed in scanner to perform
TOF MRA and RARE before injection of tracer and contrast agent.
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The DCE MRI protocol used a variable flip angle (VFA) 3D FLASH sequence for T1 mapping com-
prising a 128×128×64 matrix which was acquired using 7 different flip angles2 (TR/TE 10/4.513ms,
Flip angles = [8◦, 3◦, 5◦, 10◦, 15◦, 20◦, 30◦], FOV = 3.84×3.84×3.84cm, slice thickness 0.5mm, planar
resolution of 234×234µm2, NEX = 1, acquisition time 4 mins 47s). This scan was repeated with a single
10◦ flip angle (same scanning parameters, acquisition time 41s) to give a baseline for the dynamic acqui-
sition. A flip angle of 10◦ was chosen to optimize the sequence sensitivity, dynamic range and SNR. The
settings for this scan were then stored and copied on the scanner console to ensure that all subsequent
dynamic scans would be operated with the same receiver gain as the baseline scan.
The arterial line, which extended outside of the magnet bore, was then manually opened using plastic
tongs and arterial blood allowed to flow from the rat into pre-weighed 200µl eppendorf tubes. 3 baseline
samples of 50-75µl were collected, using a plastic clamp to regulate the blood flow into the sample tubes.
An external clock was started when the first baseline sample collection was begun and all sample/scan
times from this point onwards were recorded with reference to the external clock to ensure accurate time-
keeping. All timings are detailed in Table 7.1. This experiment therefore required 3 manual operators
which were kept constant throughout: 1 operator (the author) to perform the injection and measure the
blood sample activity as they were collected; 1 operator to perform the imaging and note the start and
stop times of each blood sample/MRI scan, and 1 operator next to the MR scanner bore to physically
collect the blood samples from the animal and communicate their start/stop times.
A combined bolus of ≈100ml 0.1mmol/kg Gadovist (prepared using 2× dilution of 1M Gadovist
solution) and ≈100ml, mean activity 18±5MBq 18F-FDG was prepared by the author and administered
into the femoral venous cannula by the same manual operator (the author) for each rat, at an approximate
injection rate of 2ml/s. This solution was immediately followed by a 1ml saline flush, with the start and
stop times of all injections noted using the external clock.
7.2.3 MRI imaging and blood sampling, post-injection
A single shot T2* weighted gradient echo EPI sequence for DSC MRI. as detailed in Chapter 6, (TR/TE
350/13.631ms, FOV 2.56×2.56cm, matrix 78×64, 1.5mm slice thickness, 8 slices, planar resolution
330×400µm2, NEX = 1, 400 time frames, temporal resolution 0.35s, acquisition time 140s) was started
10s before PET tracer and MRI contrast agent injection, as detailed in Table 7.1. Blood samples were
taken as fast as possible during the first pass, immediately after injection.
After the DSC MRI had finished, 60 DCE MRI scans (using the same parameters as the baseline scan)
2This sequence was customised to repeat the 7 flip angles as part of a temporal series and store the data as a 4D image.
Without this modification, incorrect T1 values were reported due to reassignments of greyscale values between flip angle
acquisitions in the Bruker Paravision software.
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were then conducted in parallel with the blood sampling using the timetable detailed in Table 7.1. As
these scans were all conducted several minutes after the injection was administered, the high temporal
resolution condition (< 5s for accurate DCE MRI parameters in compartmental modelling [134], [135],
[272]) required to measure the peak region of the AIF could be relaxed and the relatively long acquisition
time of 41s was deemed acceptable.
Blood samples were spaced using structured breaks (e.g. 60s breaks between samples after 20 minutes
of scanning) to ensure the UK Home Office recommended limit for blood sampling was not exceeded
(10% of total blood volume for each rat, assuming rats have 64ml of blood per kg body weight, giving a
limit of approx. 2ml).
Summary of AIF blood sampling protocol
Time/s MRI scans Blood samples taken (50-75µl)
Before injection Baseline for DCE MRI (41s) 3 baseline samples
Injection (t=0) Start queue Start first sample
0-140 DSC MRI (400×0.35s) 3-4 samples, as fast as possible
140-420 6 DCE MRI scans (6×41s) 4-5 samples, 15s breaks
420-600 5 DCE MRI scans (5×41s) 2-3 samples, 30s breaks
600-1200 14 DCE MRI scans (14×41s) 4-5 samples, 60s breaks
1200-2700 35 DCE MRI scans (35×41s) 6 samples, 300s breaks
Total 460 time points + baseline 22-26 (max 1.95ml blood)
Table 7.1
Each finished blood sample was rapidly transferred to a microbalance (Mettler Toledo, AT261 DeltaRange,
Sanyo Electric Co. Ltd.) and its weight noted by the author. The tube weight before blood was added
was then subtracted to ascertain the exact blood volume in each tube (blood density assumed as 1.05g/ml
[239]) before inserting into a well counter (3 inch NaI crystal, Harwell Instruments, Canberra UK Ltd.
using GENIE 2000 software) for 100s to measure its radioactivity in counts per second (cps). Cps were
converted into kBq/ml using a conversion factor of 531.4cps/kBq and the calculated blood volume. The
time of each measurement was noted using the external clock and corrected for radioactive decay back
to the injection time. The well counter and microbalance are displayed in Figure 7.7.
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(a) (b)
Figure 7.7: (a) Well counter used to measure tracer radioactivity in blood samples. (b) Microbalance and
microcentrifuge used to weigh samples and separate blood from plasma respectively.
Each blood sample was centrifuged at 10000rpm for 4 minutes to separate out clear blood plasma
which was then pipetted into a pre-weighed 200µl eppendorf. The plasma sample was then weighed
using the microbalance and its radioactivity measured using the well counter in kBq/ml as described for
whole blood, with the exception that rat plasma had an assumed density of 1.025g/ml [240]. To ensure
maximum plasma could be extracted from each sample, all blood samples were processed before the
first plasma sample was measured and each empty eppendorf tube was pre-rinsed with heparinised saline
before weighing to minimise clotting. 18F-FDG AIFs were created from the activity concentrations of
all measured plasma samples aligned to the times which they were extracted from the rat, adjusted for
decay correction back to the injection time.
The plasma samples were then stored in a -20◦C freezer for 1 week before undergoing induced cou-
pled plasma mass spectrometry (ICP-MS) analysis, to provide measurements of Gadolinium (and there-
fore contrast agent) concentrations.
7.2.4 ICP-MS analysis of plasma to determine contrast agent concentrations
The ICP-MS analysis protocol used in this study was devised by the author. All rat plasma samples were
analysed by the author on a Perkin Elmer SCIEX Elan DRC II quadrupole ICP-MS (Inductively Coupled
Plasma Mass Spectrometer), in the Department of Earth Sciences at the University of Cambridge, UK3.
No rat blood samples were analyzed as the blood matrix was too large to be adequately processed using
3ICP-MS was conducted under the supervision of Dr Jason Day.
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ICP-MS. The calibration standards were prepared as an external calibration using serial dilutions of a
Gd157 standard (blank, 0.1, 1, 10, 100, 1000 ppb) prepared from single element high purity standards
(CPI, California, USA) in high purity 1% HNO3 (g/g, quartz distilled in house). The ICP-MS internal
standards were 10 ppb Rh, In and Re and each sample was prepared in 1% HNO3, added online with a
t-piece and mixing tube prior to the nebuliser. An independently prepared quality control standard (SPS-
SW2, LGC Standards, UK) was used as a calibration standard for additional elements and was repeatedly
analysed throughout the run to check for calibration accuracy (approx 5%) with a similar precision. The
machinery and the samples are shown in Figure 7.8.
(a) (b)
Figure 7.8: (a) ICP-MS console used to analyse samples for 157Gd content. (b) Second stage diluted
plasma samples inserted into measuring racks for ICP-MS analysis.
Instrumental drift was maintained at less than 2% measured for the raw intensity of the internal stan-
dards during the entire analytical run (approx. 25 solutions per rat batch, 3-5 rats per run, 3 runs in total).
Additional MRI contrast agent (Gadovist) samples (1:1×106 dilution factor; 1µM concentration) were
run by the author to confirm the ICP-MS calibration for Gd157 was suitable to determine MRI contrast
agent concentrations. Solutions were analysed using a Micromist FM05 microconcentric nebuliser using
a pumped flow rate of 80µl/min (Glass Expansion, Australia) and a quartz cyclonic baffled spray cham-
ber with platinum sampler and skimmer cones. ICP-MS sensitivity in this configuration was 3710±70
cps/ppb for Gd157. Concentration results were calculated the Elan v4.0 software with a simple linear
calibration line and intercept set to zero. The raw intensities were blank subtracted and internal stan-
dard normalised before calibration calculations were performed. Samples were originally taken in 200µl
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eppendorfs, attaining approx. 20µl plasma per blood sample. These were diluted by a factor of 1:10
using 18.2MΩ deionised water before a 30µl aliquot was extracted and diluted with 1% HNO3 into 4ml
autosampler cups at a factor of 1:100 for ICP-MS analysis, giving a total dilution factor of 1:1000. The
autosampler setup is shown in Figure 7.8(b). The 1% HNO3 was doped with 10ppb Holmium to assess
the precision of the sample dilutions. All results (unknowns and standards) were accurately corrected for
dilutions by mass. Gd AIFs were created from the results of all measured plasma samples aligned to the
times which they were extracted from the rat.
Plasma samples from 4 of the rat cohort were re-tested by the author 1 week after the original ICP-MS
analysis to ascertain the reproducibility of the Gd AIF measurement.
7.2.5 AIF extraction from dynamic MRI images
DSC MRI
Arterial voxels in the middle cerebral artery (MCA) were selected using the automated angiography atlas
based selection process described in Chapter 6. This was converted into ∆R2* AIF curves using equation
(2.23), which were assumed proportional to contrast agent concentration in the first pass [121] and an
example of which is shown in Figure 7.9. These curves were averaged using 30s windows to smooth
the signal from 0.35s temporal resolution into 30s temporal resolution frames, shown as the red line in
Figure 7.9(b). This was done to compare with the blood sampled data at a similar level of temporal
sampling, as the blood samples had a limited temporal resolution of between 20-40s in the first pass,
depending on the rat due to dispersion within the cannula. DSC MRI data was taken at a very high
temporal resolution to ensure that the any required smoothing/interpolation was possible at this stage of
the analysis. Additionally the averaging process reduced the large level of noise seen in the signal, shown
in Figure 7.9(a).
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(a) (b)
Figure 7.9: (a) DSC MRI AIF data taken from rat MCA. First 500s of overall scan time shown, indicating
overall bolus shape. (b) DSC MRI AIF, with smoothed data interpolated to 30s temporal
resolution shown in red.
DCE MRI
A dynamic Gadovist concentration map of the rat brain was created, applying equations (2.27) and (2.28)
to create a T1 map and then applying equations (2.24) and (2.29) to convert the dynamic signal data into
contrast agent concentrations. An experimentally determined relaxivity (r1) value of 4.2mMs−1 was
used, the details of which are contained in Appendix I.2. To account for the different relaxivities in
blood and in plasma, a 1(1−Hct) factor was applied to the whole blood concentration map to convert the
values to plasma concentrations [134], [136], [183], [195] where Hct is the hematocrit, which defines the
volume percentage of red blood cells in blood. This conversion process assumed a fixed ratio between
the concentration of Gd in whole blood and plasma and employed a hematocrit of 0.44 for rats [158],
[187], [277].
The MCA voxels used to extract the first pass AIF from the DSC MRI data were re-sliced into co-
registered DCE MRI data by the author and were used to extract the contrast agent AIF curve after the
first pass. An example DCE later stage AIF curve is shown in Figure 7.10(b), with its corresponding first
pass data (at 30s resolution) shown in Figure 7.10(a).
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(a) (b)
Figure 7.10: (a) DSC MRI data at 30s resolution, showing first pass of AIF in MCA. (b) DCE MRI
data showing later stages of AIF taken from MCA for single rat. The first point on this
concentration-time curve is used to scale the DSC MRI data to Gd concentrations in mM.
Scaling DSC MRI data using DCE MRI data
A scaling protocol (devised by the author) was attempted by taking the average ∆R2* from the last 15
frames of each DSC MRI acquisition at 0.35s resolution and dividing that by the first value (in mM)
of the corresponding DCE MRI acquisition. An empirically derived mean scaling factor of 12.6±2.0
(meanpmSEM) between ∆R2* and mM from DCE MRI was calculated as the average for the rat cohort.
Each ∆R2* DSC MRI AIF was then divided by this mean scaling factor to scale the DSC MRI data of
each rat to values of contrast agent concentration in mM. After scaling, a small baseline was subtracted
from the DSC data (now smoothed to 30s temporal resolution), such that the concentration value of the
last point of the DSC data matched the concentration value of the first point of the DCE MRI data (i.e.
the first DCE MRI scan in Table 7.1). It was manually checked that this also produced DSC MRI AIFs
(at 30s resolution) with peaks and curve shapes which roughly matched the concentration values from
plasma samples measured by ICP-MS. The DCE and scaled DSC MRI data (at 30s resolution) were then
joined together to give a single MRI image-derived AIF, with an example shown in Figure 7.11. The
MR AIF is taken directly from MCA in the brain, whilst femoral blood samples are delayed as they
must be taken outside of the magnet bore, leading to dispersion and delay of the AIF. A delay correction
which matched the peak of each blood sampled AIF to the peak of the combined MRI AIF was applied
to the MR data to align it with the blood sampled AIF for comparison, as shown in Figure 7.11(b). This
indicates that even with a delay correction applied, the combined DSC and DCE MRI data do not always
match the Gd blood sample readings from ICP-MS (see Figure 7.22 for a comparison of all rats), most
likely as a result of their different levels of temporal sampling and dispersion between the image-based
AIFs and the sampled AIFs. This indicates that these effects must be accounted for when converting
between MRI AIFs and a blood sample based PET AIF, in addition to converting them to MBq/ml. It
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also indicates that scaling the DSC and DCE data together using mean factors derived for the rat cohort
is not ideal.
(a) (b)
Figure 7.11: (a) Image derived MR AIF taken from a combination of DSC and DCE data compared to
blood sampled ICP-MS data. (b) Delay adjusted image-derived MR AIF with peaks aligned
for comparison.
7.2.6 AIF conversion method testing
All measured AIFs (FDG AIFs, Gd AIFs, DSC first pass AIFs and DSC/DCE MRI AIFs) were first
normalized to their respective peak heights before two conversion methods were tested for evaluation:
1. Poulin conversion method This method was tested on the Gd AIFs and DSC/DCE combined MRI
AIFs, using a similar conversion methodology to that described in Figure 7.2. All curves were
initially fitted with a bi-exponential model (see (7.1)) using the curve fitting function of PMOD.
The bi-exponential was convolved with a step function which detailed the delay between the bolus
arrival and the beginning of the scan. The step function’s fitted width, t0, described the injection
duration [187]. The bi-exponential models were of the form [187]:
y = A1 exp(−k1t)+A2 exp(−k2t) (7.1)
where A1 and k1 are the amplitude and rate constant of the (slow) excretion process, A2 and k2
are the amplitude and rate constant of the (fast) extravasation process and t is the time from the
injection start. A calculation of the mean rat cohort ratios of the bi-exponential parameters (A1, k1,
A2, k2) between the 18F-FDG and Gd AIFs was then performed. These mean ratios were applied
to the bi-exponential parameters of the individual Gd AIFs and MR AIFs to convert them into
normalized PET AIFs.
Scaling the converted, fitted and normalized Gadovist and combined MR AIFs to units of MBq/ml
CHAPTER 7. COMPARISON OF AIFS DERIVED FROM DUAL INJECTIONS OF GD-BASED
MRI CONTRAST AGENT AND 18F-FDG IN RATS 230
for comparison to the 18F-FDG AIFs was then performed using a plasma sample taken from either
the peak of the 18F-FDG AIF, the last point of 18F-FDG AIF (the “endpoint”) or the “midpoint”.
The “midpoint” was described as the crossover point between the first pass and the washout of
the AIF, mathematically determined by the inequality 0.01MBq/ml ≥ A1 exp(−k1t), where A1
and k1 were previously fitted to the bi-exponential model. Figure 7.12 indicates where the peak,
“midpoint” and “endpoint” samples lie on a typical AIF. The “midpoint” and “endpoint” were
trialled to see if the scaling could be performed with a single blood sample, ideally taken after the
first pass phase where temporal sampling of the peak is not critical. All sample values were used
to multiply the normalized curves from unitless values to MBq/ml.
Figure 7.12: AIF schematic indicating the position of the peak, “midpoint” and “endpoint” blood samples
used to scale the image-derived AIFs after conversion. The “midpoint” attempts to define a
point between the first pass and tail regimes of the AIF, where a single blood sample could
be taken if the high temporal sampling needed to define the peak adequately is unavailable.
The ”endpoint” could be taken after the scan has finished, as a “late” blood sample (as done
in Chapter 5).
Alternatively, a non-invasive method was used (referred to as “dose theory”). This method as-
sumed that higher AIF peaks would be produced when greater amounts of tracer activity (per kg)
were injected and was observed using empirical measurements taken in this study. To implement
“dose theory”, a linear relation was derived between the measured peak height of the 18F-FDG
AIF and the 18F-FDG injected activity in MBq/kg and this linear relation was used to estimate the
required scaling factor to take curves from unitless values to MBq/ml.
2. Gamma variate functions Gamma variate functions were described in Section 3.2.2 and detailed
in equations (3.13) and (3.14), as well as in Chapter 6 for DSC MRI. They provide idealized bolus
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profiles for first pass MR AIFs, which reduces noise, smoothes out motion effects and eliminates
recirculation peaks in the curve data [119], [120], [123], [203], [212], [213] although these can
result in reduced peak heights and AUC, as shown in Chapter 6. The gamma variate is also an
accepted model for the first pass of PET tracer AIFs [278], and therefore we hypothesise that
gamma variate can be measured using MRI and converted into a PET AIF.
The fits were performed as described in Chapter 6, via non-linear Levenberg-Marquardt fitting
to the first 500s of the 18F-FDG AIFs and Gadovist AIFs (i.e. 500s on from t=0 at injection
start, which defined the first pass region of the AIF and this AIF region corresponded to the one
measured using DSC MRI). Gamma variates were also fitted to all of the DSC MRI datasets (140s
from t=0). Default parameters of [1, 0.01, 0.002] (see equation (3.14)) were used in the initial fit
and goodness of fit was evaluated using χ2 test values normalized to the degrees of freedom of the
fit, the probability of fit (1-χ2 cumulative distribution function) and the derivatives of the fit. In
addition, a qualitative assessment of fit was performed by eye. If a fit was not achieved or deemed
unacceptable using the default parameters, the data selection on the x axis was shortened around
the bolus peak until acceptable χ2 values were attained (p<0.02).
Scaling to MBq/ml for comparison of the Gd gamma variates and DSC MRI gamma variates to
18F-FDG gamma variates was performed by the author using either the peak plasma sample or the
non-invasive “dose theory” method to multiply the normalized curves, as described for the Poulin
method.
Finally, all scaled and converted AIFs were then compared to the gold standard 18F-FDG AIFs and
gamma variates in terms of residuals, AUC, peak height and root mean square difference (RMSD).
7.3 Results
7.3.1 18F-FDG readings in blood and plasma samples
8 of the 12 rats scanned produced distinct PET tracer AIF curve shapes from their blood and plasma
sample well counter readings, with an example shown in Figure 7.13. One rat died 25 minutes into the
scanning procedure from a blood clot in the brain, whilst the other 3 gave poor results due to blood
clotting and blocking the arterial cannula line, highlighting the difficulty in performing successful serial
blood sampling in an MR environment.
A linear correlation between blood and plasma sample peak heights was observed (R2 = 0.9543, see
Figure 7.14) and the blood and plasma curve shapes matched well, as expected from the literature [51].
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Figure 7.13: Comparison of whole blood and plasma samples of 18F-FDG from a single rat.
Figure 7.14: Correlation plot of 18F-FDG blood and plasma sample peak readings.
7.3.2 Repeatability of ICP-MS results for plasma samples
All ICP-MS parameters remained within 5-10% of the of the original results, although in all rats increased
noise in the curves obtained was seen on the second run. This must be noted when using the ICP-MS
results as a metric, particularly in the case of Rat 11, shown in Figure 7.15. It appears most likely that
the freezing, thawing and re-freezing process between the first and second run may have disrupted the
cells in some manner, resulting in less uniform aliquots being taken from the water-diluted samples for
the second (acid) dilution stage, although further work would be required to isolate the cause of this
unexpected increase in noise. The second run data were all much noisier than the first run and did not
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fit the known bi-exponential AIF models from the literature [187] as well as the first run data. For the
purposes of this experiment, the first run of ICPMS results were used for all rats, as it was unclear why
the data from the second run was found to be different from the first run in some rats (but not all, as
indicated in Figure 7.15) when the samples had all undergone the same preparation on both runs.
Figure 7.15: Repeatability of ICP-MS results for 4 rats, with samples prepared in an identical manner 1
week after initial ICP-MS measurement.
7.3.3 Comparison between gold standard 18F-FDG and Gd-based contrast agent AIFs
Figures 7.16 and 7.17 show the raw data and the variation between individual AIFs in the rat cohort (n=8)
for 18F-FDG and Gadovist AIFs respectively.
No clear relation (linear plots, R2 <0.25) between the Gd contrast agent AIF values and 18F-FDG AIF
values was found at either the peak, “midpoint” or endpoint, as shown in the correlation plots in Figure
7.18. This was expected, as the volumes of tracer and contrast agent were kept approximately constant
between rats (≈100ml 18F-FDG and ≈100ml Gadovist) and the Gd contrast agent dose was the same
for all rats (0.1mmol/kg), the injected 18F-FDG activity varied between rats (range: 13-33MBq). The
AIFs were therefore normalized before conversion between Gd/MR AIFs and PET AIFs was attempted,
as there was no defined relation between mM and MBq/ml values.
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Figure 7.16: Gold standard 18F-FDG AIFs measured using a radioactive well counter for 8 rats. Note
different scales selected to highlight similarity of AIF shapes between rats. Peak heights
vary due to different rat weights and injected activities.
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Figure 7.17: Gadovist AIFs measured using ICP-MS for 8 rats. Note different scales selected to highlight
similarity of AIF shapes between rats.
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Figure 7.18: Correlation plots between 18F-FDG and Gd AIFs, taken at the peak of each AIF, the “mid-
point” (the point between the first pass and the tail) and the “endpoint” (last recorded value).
Figure 7.19 shows a comparison of AIFs for each rat, after the raw data has been normalized to the
maximum peak height and the bi-exponential model fitted to smooth out the noise present in the data.
All rats show similar profiles for Gd contrast agent AIFs and 18F-FDG AIFs, with the expected pattern of
agreement within the first pass phase that was previously published [54], with increasing disagreement
into the washout region (see Figure 7.3).
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Figure 7.19: Comparison of 18F-FDG and Gd contrast agent AIFs after peak height normalization and
bi-exponential fitting for 8 rats. Whilst the first pass phase is similar in both modalities, at
later time points the divergence between the 18F-FDG and Gd curves is clear in all but 1 of
the 8 rats.
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7.3.4 Scaling of DSC MRI data to create combined DSC and DCE MRI AIFs
To create the combined MRI AIFs, DCE data was used to scale the DSC MRI AIFs extracted from the
first pass region to values of contrast agent concentration (mM). A linear relation (see Figure 7.20) was
found between the maximum DCE point (first DCE scan) and the “midpoint” of the Gd contrast agent
AIFs, which occurred at similar points in the AIF profile (middle of the “shoulder” region, mathemati-
cally determined by the inequality 0.01MBq/ml ≥ A1 exp(−k1t) from the fitted bi-exponentials).
Figure 7.20: Correlation plot of “midpoint” values between Gd AIFs and first point of DCE AIFs. “Mid-
point” is defined as the transition between the first pass phase and the tail phase of the AIF.
No clear relationship between ∆R2* seen at the peak of the DSC MRI AIFs and the peak value of the
blood sampled Gd AIFs was evident, as shown in Figure 7.21. This relation was improved by scaling
the data using the DCE MRI curves as a baseline to add to the DSC MRI data and create the combined
DSC/DCE MRI AIFs. The values shown here reflect the agreement between the peak values of the
combined MRI AIFs and the Gd AIFs once a mean scaling factor for the cohort was applied to each
rat’s DSC MRI data. Agreement in the linear plots increases from R2 <0.30 to R2 >0.55 for both the
full temporal resolution (0.35s) DSC MRI data and the smoothed, 30s resolution data, which was used
to complement the temporal resolution of the blood sampling data. Comparisons between Gd AIFs and
MRI AIFs are shown in Figure 7.22 for each rat.
CHAPTER 7. COMPARISON OF AIFS DERIVED FROM DUAL INJECTIONS OF GD-BASED
MRI CONTRAST AGENT AND 18F-FDG IN RATS 239
Figure 7.21: Correlation plots between DSC MRI AIF and Gd AIF peak values. Top row: (Left) Change
in R2* plotted against peak Gd concentration, (Right) Smoothed R2* data at 30s resolution.
Bottom row: (Left) Scaled Gd concentration from combined DSC and DCE MRI data,
plotted against peak Gd concentration, (Right) Smoothed data at 30s resolution.
7.3.5 Comparison between image-derived MR AIFs and Gd-based contrast agent AIFs
A delay correction was required to align the peaks of the DSC and DCE MRI data with the blood
sample data, after which better agreement was found between the scaled MRI data and the Gd contrast
agent samples. This difference is a result of both dispersion present in the blood sampling line and a
consequence of the delay between the sampling of the blood in the artery and the collection of the blood
in each eppendorf. Neither of these effects were present in the MRI data, as measurements were taken
directly from the rat brain non-invasively. A comparison of the delay corrected MRI AIFs and the blood
sampled Gd contrast agent AIFs for all rats is shown in Figure 7.22.
The low temporal sampling of the blood sampled data did lead to undersampling of the AIF peak
whilst the smoothed DSC MRI data at 30s resolution did not undersample it, leading to inaccuracies
between the resulting AIFs, as shown in Figure 7.22, with the residuals between them (defined as Gd
AIF - DSC/DCE MRI AIF) shown in Figure 7.23. Larger residuals (>±1) are seen where the peak has
been underestimated by the plasma samples compared to the combined DSC/DCE MRI AIF and are also
seen when the mean scaling factor for the group was not optimum for each rat. This also resulted in
mismatches between the shapes of the normalized and bi-exponential fitted MRI AIFs and both sets of
blood sampled AIFs after normalization to peak height, as indicated in Figure 7.24. This indicates that
combining DSC and DCE MRI data together using a mean scaling factor for the group does not produce
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a good estimation of the Gd contrast agent AIF, particularly when a bi-exponential model is fitted to
this data. A separate set of conversion factors were therefore calculated for the DSC/DCE MRI AIFs to
change them to 18F-FDG AIFs and to see if consistent conversion from MR to PET AIFs was possible
using the Poulin conversion method.
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Figure 7.22: Comparison of scaled DSC and DCE MRI AIFs and Gd contrast agent AIFs for all 8 rats.
There is good agreement between the MRI and blood sampled AIFs in some rats, but in
others the varying temporal resolution of the blood samples led to mismatches when the
mean scaling factor for the group was applied.
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Figure 7.23: Residuals between scaled DSC/DCE MRI AIFs and Gd contrast agent AIFs for all 8 rats.
Note the changed scale on rat 7 (bottom row, left) where the mismatch in temporal sampling
leads to a very large residual around the peak region.
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Figure 7.24: Comparison of normalized MRI AIFs, Gd contrast agent AIFs and 18F-FDG AIFs fitted
with bi-exponential model. Different shapes were seen in MRI AIFs compared to both
blood sampled AIFs due to temporal sampling mismatch between the techniques, which
then results in different bi-exponential curve shape fits.
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7.3.6 Conversion between MR image-derived AIFs, Gd-based contrast agent AIFs and
18F-FDG AIFs
Poulin method
The average fitted bi-exponential parameters to the 18F-FDG, Gd and MRI AIFs are shown in Table 7.2.
The Gd contrast agent AIFs and 18F-FDG AIFs show similar A1 and k1 values (0.59±0.05 compared to
0.63±0.10 and 0.91±0.54 compared to 0.99±0.41), indicating agreement in the excretion (slow) rates,
similarly to those previously described [54], although greater variation is reported in this study. This
is most likely due to the dispersion and delays caused by the long cannulas required to perform blood
sampling in the MRI scanner rather than a PET scanner. Although the amplitudes of the extravasation
(fast) rates (A2, 0.41±0.05 compared to 0.37±0.08) do agree between the 18F-FDG and Gd AIFs, the rate
constant k2 does not agree (34.94±11.01 compared to 20.82±4.47). This is expected from the known
kinetic behaviour of the two compounds and was also seen in the previously published results [54], as is
the decrease in k2 reported for Gd AIFs compared to 18F-FDG AIFs.
Modality A1 k1 A2 k2
FDG AIF 0.59±0.05 0.91±0.54 0.41±0.05 34.94±11.01
Gadovist AIF 0.63±0.10 0.99±0.41 0.37±0.08 20.82±4.47
DSC/DCE MRI AIF 0.74±0.13 0.48±0.22 0.29±0.11 26.79±13.48
Table 7.2: Bi-exponential parameters of all normalized rat AIFs (n=8, mean±std for cohort)
The linear correlation plots between the bi-exponential parameters over the rat cohort between the
18F-FDG AIFs and the Gd AIFs are shown in Figure 7.25 and the corresponding plots for the 18F-FDG
AIFs and the MRI AIFs are shown in Figure 7.26. Correlation is seen between both sets of amplitude
parameters in Figure 7.25 for the 18F-FDG and Gd AIFs, although only limited correlation is seen in the
k2 parameter. No correlation is seen in the k1 parameter values. This pattern is also seen in Figure 7.26,
although much less correlation is seen between both sets of amplitude parameters in this case, but greater
correlation is seen in the k2 parameter. These plots indicate that whilst the k1 parameter average values
for the cohort may agree between 18F-FDG AIFs and Gd AIFs, they do not agree on an individual basis
and this makes it difficult to convert the AIFs reliably between modalities using the method proposed by
Poulin et al. [54]. The decreased correlation between the amplitude A1 and A2 values (and increased
correlation in the k2 value) seen in Figure 7.26 are most likely a result of the temporal mismatch, delay
and dispersion between the Gd AIFs and the MRI AIFs, resulting in a different shoulder region of the
bi-exponential AIFs.
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Figure 7.25: Linear correlation plot comparison of bi-exponential AIF parameters calculated for 18F-
FDG and Gd AIFs. From top: Amplitude parameters A1 and A2, followed by rate constants
k1 and k2. Correlation is seen between the amplitude parameters but only little correlation
is seen between the k2 parameters. No correlation is seen in the k1 parameter.
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Figure 7.26: Linear correlation plot comparison of bi-exponential AIF parameters calculated for 18F-
FDG and MRI AIFs. From top: Amplitude parameters A1 and A2, followed by rate con-
stants k1 and k2. Less correlation with the 18F-FDG AIFs is seen in A1 and A2 compared to
the Gd AIFs, but k2 shows increased correlation.
CHAPTER 7. COMPARISON OF AIFS DERIVED FROM DUAL INJECTIONS OF GD-BASED
MRI CONTRAST AGENT AND 18F-FDG IN RATS 247
The conversion between Gadovist AIFs and 18F-FDG AIFs was performed by taking the average
ratios of their amplitudes and rate constants across the group, which are shown in Table 7.3.
Conversion A1 k1 A2 k2
Gd to FDG 0.96±0.11 1.12±0.85 1.12±0.14 1.70±0.47
MRI to FDG 0.86±0.26 2.33±1.83 1.61±0.62 1.47±0.48
Table 7.3: Average ratios for cohort used to convert between modalities (n=8) using Poulin Method
Due to the temporal mismatch, dispersion, delay and estimated scaling between the DSC MRI and
Gd contrast agent AIFs, the resulting DSC/DCE MR AIFs show little agreement between each set of rate
constants for either 18F-FDG or Gd AIFs and present different curve shapes, as shown in Figure 7.24.
This indicates that this combined MRI method (on average) does not produce AIFs which are similar
to PET AIFs. A separate set of empirical parameter ratios were still calculated and used to convert the
DSC/DCE AIFs into 18F-FDG AIFs to observe the results. These ratios are also shown in Table 7.3.
Figure 7.27 shows the normalized curves after conversion using the ratios in Table 7.3, with good
agreement seen between converted Gd AIFs and 18F-FDG AIFs for 7 out of 8 rats and combined MRI
AIFs also displaying good agreement in 4 of 8 rats. Figure 7.28 shows the residuals, defined as (FDG
AIF - converted Gd/MRI AIF). The greatest differences are still observed between the MRI AIFs and
18F-FDG AIFs, mainly in the “shoulder” region of the AIF, even after conversion using the mean ratios
derived for the rat group. Large differences were seen over a small region where the peak alignment of
the MRI AIFs and 18F-FDG AIFs was not optimal. The differences in the peak and “shoulder” regions
were also seen with the converted Gd AIFs compared to the 18F-FDG AIFs, but to a much lesser extent, as
confirmed by the residuals, which indicated good agreement with previously published results [54]. This
suggests that there is also greater variation across the DSC/DCE MRI AIFs for the rat group, possibly
due to the varying degrees of temporal mismatch, dispersion and delay between the DSC/DCE MRI
AIFs and the blood samples for each rat. This could also be due to inaccurate Gd concentration values
estimated by DCE MRI resulting in DSC MRI scaling errors, as several rats show underestimation or
overestimation of the Gd AIF in the tail phase in Figure 7.22. In addition, the scaling between DSC
and DCE MRI was generalised but this appears to not be entirely accurate and would require individual
optimization of the DSC to mM scaling factors to work, which is not practical when attempting to create
a general method for MRI AIF to PET AIF conversion.
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Figure 7.27: Comparison of normalized and converted DSC/DCE MRI AIFs, Gd AIFs and normalized
18F-FDG AIFs (same order of plots as Figure 7.24). There is good agreement between
converted Gd AIFs and 18F-FDG AIFs in some rats and more limited agreements in others.
Mismatch in temporal sampling results in disagreement in some rats between converted
MRI AIFs and 18F-FDG AIF curve shapes, even after application of the mean conversion
ratios listed in Table 7.3.
CHAPTER 7. COMPARISON OF AIFS DERIVED FROM DUAL INJECTIONS OF GD-BASED
MRI CONTRAST AGENT AND 18F-FDG IN RATS 249
Figure 7.28: Residuals between normalized and converted MRI AIFs, Gd contrast agent AIFs and 18F-
FDG AIFs, indicating greatest differences seen with MRI AIFs, mainly in the “shoulder”
region of the AIF. These differences also seen with the Gd AIFs, but to a lesser extent.
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The linear relation between peak height, “midpoint”, “endpoint” and injected activity in MBq/kg are
shown in Figure 7.29. The best correlation was found with the peak heights, which was used as the
non-invasive scaling relation for the “dose theory” scaling.
Figure 7.29: Linear relationships between injected activity and measured 18F-FDG peak heights, “mid-
points” and “endpoints”. Best correlation found with peak heights.
An example of the comparison between the 18F-FDG AIF in MBq/ml and the AIFs produced using
each sample scaling method (peak, “midpoint” and “endpoint”) is shown in Figure 7.30 for the Gd con-
trast agent AIFs, with the non-invasive scaling technique results (labelled as “dose theory”) are compared
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to the peak scaled AIFs in Figure 7.31. The residuals between the 18F-FDG AIFs and the scaled AIFs
(defined as 18F-FDG AIF - scaled AIF) are shown for the Gd AIFs in Figure 7.32.
Figure 7.33 shows the peak, “midpoint” and “endpoint” scaled MRI AIFs for all rats and Figure 7.34
shows the “dose theory” MR AIFs compared to the peak scaled AIFs. The MRI AIF residuals (compared
to the 18F-FDG AIFs) are shown in Figure 7.35.
The greatest differences to the PET AIFs for both Gd and MRI AIFs were found at the end of the first
pass region and the beginning of the “shoulder” region, with these differences exaggerated in the MRI
AIFs due to the junction between DSC and DCE MRI occurring in this region. It must be noted that
the scaling in the MRI AIF residuals in Figure 7.35 is five times (±1 compared to ±0.2) that of the Gd
AIF residuals in Figure 7.32, indicating the scale of the differences between the 18F-FDG AIFs and the
DSC/DCE MRI AIFs compared to the 18F-FDG AIFs and the Gd AIFs.
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Figure 7.30: Comparison of scaling methods applied to Gd contrast agent AIFs converted into 18F-FDG
AIFs via the Poulin method, using blood samples taken at the peak of the AIF, the crossover
point of the first pass (the “midpoint”) and the last blood sample taken (the “endpoint”).
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Figure 7.31: Comparison of scaling methods applied to Gd contrast agent AIFs converted into 18F-FDG
AIFs via the Poulin method, using a fully non-invasive dose relation scaling method. The
non-invasive method appears as effective as direct scaling by the peak height for the majority
of rats scanned.
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Figure 7.32: Residuals between normalized, converted and scaled Gd contrast agent AIFs and 18F-FDG
AIFs, indicating greatest differences in the end of the first pass and in the “shoulder” region
of the AIF, with decreasing differences towards end of AIF tail.
CHAPTER 7. COMPARISON OF AIFS DERIVED FROM DUAL INJECTIONS OF GD-BASED
MRI CONTRAST AGENT AND 18F-FDG IN RATS 255
Figure 7.33: Comparison of scaling methods applied to MR AIFs converted into 18F-FDG AIFs via the
Poulin method, using blood samples taken at the peak of the AIF, the crossover point of the
first pass (the “midpoint”) and the last blood sample taken (the “endpoint”).
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Figure 7.34: Comparison of scaling methods applied to MR AIFs converted into 18F-FDG AIFs via the
Poulin method, using a fully non-invasive dose relation scaling method. The non-invasive
method appears as effective as direct scaling by the peak height for the majority of rats
scanned.
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Figure 7.35: Residuals between normalized and converted MRI AIFs and 18F-FDG AIFs, indicating
greatest differences seen in the end of the first pass region and in the “shoulder” region
of the AIF. Note difference in scale (±0.2 to ±1) compared to scaled Gd contrast agent
AIFs, indicating level of increased differences present in the DSC+DCE MRI AIFs.
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Figure 7.36 shows the AUC and peak height parameter comparisons across each of the scaling meth-
ods for both the Gd AIFs and MRI AIFs. No significant differences were found in the AUC or peak
heights over the rat cohort for either Gd AIFs or MRI AIFs after scaling into 18F-FDG AIFs, except
when using the “endpoint” scaling method (p<0.05, paired Student’s t test), as shown in Figure 7.36.
This, in addition to the large residuals seen between the “endpoint” scaled Gd AIFs and 18F-FDG AIFs
indicates that a single, late blood sample would not be suitable to perform the conversion between Gd
AIFs and 18F-FDG AIFs reliably. The peak or “midpoint” samples performed well, however, when using
the Gd AIFs, showing good agreement between the scaled curves and 18F-FDG AIFs for 7 out of 8 rats,
indicating that only limited blood samples would be required in order to scale Gd AIFs to PET AIFs.
In future work, PET AIFs should not be produced by scaling together DSC and DCE data, however,
as although they give good AUC and peak height results over the cohort, their individual residuals and
RMSD show considerable differences remain between them and the 18F-FDG AIFs. RMSD between the
MRI AIFs and 18F-FDG AIFs before scaling but after conversion was 45±13%. RMSD is subsequently
reduced to 20±13% for the peak value scaling, 21±18% for the dose/height relation scaling, 19±6%
for the “midpoint” scaling but increases to 48±47% for the “endpoint” scaling. This again indicates that
“endpoint” scaling is unsuitable but also shows that even peak height scaling still results in differences
in curve shapes across the cohort for MR and 18F-FDG AIFs.
Figure 7.36: Top row: Scaled Gd AIFs comparison (Left) AUC, (Right) Peak height. Bottom row: Scaled
DSC/DCE AIFs comparison (Left) AUC, (Right) Peak height. *p<0.05 for paired Student’s
t test.
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Gamma variate method
Gamma variate functions were successfully fitted to all 18F-FDG AIF, Gd AIF and MRI AIF data sets
after peak height normalization. The gamma variate fits are shown in Figures 7.38, 7.39 and 7.40 respec-
tively.
A delay correction was required to align the peaks of the DSC MRI data with the blood sample data,
after which good agreement was seen between first pass bolus shapes of 18F-FDG and Gd AIFs, as well
as with DSC MRI data after normalization. The impact of the delay correction is shown in Figure 7.37.
(a) (b)
Figure 7.37: (a) Gamma variate functions fitted directly to normalized 18F-FDG, Gd contrast agent and
DSC MRI data for single rat (b) Gamma functions after delay adjustment to re-align peaks,
showing similar shapes.
After delay adjustment the 18F-FDG gamma variates (in MBq/ml) were then compared to the scaled
Gd gamma variates and DSC MRI gamma variates. Good agreement with the 18F-FDG gamma variates
was seen with the other sets of gamma variates using either the peak plasma sample to scale the data (see
Figure 7.41) or the linear relation between peak height and dose (see Figure 7.43). The residuals between
the 18F-FDG gamma variates for both the Gd gamma variates and the DSC MRI gamma variates for the
peak scaling method are shown in Figure 7.42 and those for the dose theory scaling method are shown
in Figure 7.44.
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Figure 7.38: Gamma variate functions fitted to first 500s of rat 18F-FDG plasma data, with good fits
achieved in all but one rat (3rd row, right).
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Figure 7.39: Gamma variate functions fitted to first 500s of rat Gd-based MR contrast agent plasma data,
with good fits achieved in all but one rat (same rat that poor gamma fits to 18F-FDG data,
3rd row, right).
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Figure 7.40: Gamma variate functions fitted to rat DSC MRI data and compared to combined DSC/DCE
MRI AIF.
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Figure 7.41: Gamma variates fitted to 18F-FDG, Gd and DSC MRI data, scaled using maximum peak
height plasma sample for each rat dataset. Note different activity scales on y axes for each
rat due to differences in tracer dose administered.
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Figure 7.42: Residuals between gamma variates fitted to 18F-FDG and Gd/DSC MRI data, scaled using
maximum peak height plasma sample for each rat dataset. Majority of rats show a very low
residual (< ±0.05MBq/ml), but those with slight misalignments of gamma variates show
larger differences (<±0.15MBq/ml).
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Figure 7.43: Gamma variates fitted to 18F-FDG, Gd and DSC MRI data, scaled using linear relation
between peak height and administered dose for each rat dataset.
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Figure 7.44: Residuals between gamma variates fitted to FDG and Gd/DSC MRI data, scaled using rela-
tion between peak height and activity of injection administered. Almost identical residuals
produced between peak scaling method and linear dose relation method.
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The peak scaling method and the “dose theory” scaling method both produced very similar results,
indicating that non-invasive scaling performs adequately with this technique and that this process could
be repeated without the need to take blood samples if the “dose theory” relation was verified for the
subject group. Over all MRI gammas, the RMSD between the peak scaled gammas and the “dose theory”
scaled gammas was 9±4%. In over half the rats, however, both the Gd gamma variates and DSC MRI
gamma variates show high residuals (>±0.1MBq/ml) when compared to 18F-FDG gamma variates. This
could be due to problems in the fitting procedure for the gamma variates and misalligned peaks from a
non-optimal delay/dispersion correction in the case of the DSC MRI gamma variates.
(a) (b)
Figure 7.45: (a) Comparison of AUC values for each scaling technique after conversion using the gamma
fitting method. (b) Comparison of peak concentration values for each scaling technique after
conversion using the gamma fitting method.
No significant differences in AUC or peak height values were seen between normalized gammas taken
from any of the modalities measured in this experiment, as shown in Figure 7.45. The changes in RMSD
between gammas scaled using the “dose theory” technique were found as follows: 18F-FDG/Gd gammas
was 11±5%, Gd/DSC MRI gammas was 41±18% and 18F-FDG/DSC MRI gammas was 40±17%. This
indicated that larger changes were seen when comparing the gamma shapes from the DSC data directly to
those found in the blood sampled data. Additionally no significant differences were seen when comparing
peak value scaling to peak height/dose relation scaling techniques for any of these comparisons. This
indicates that kinetic modelling using the AUC may provide suitable estimates using a converted DSC
MRI AIF but full kinetic modelling results which rely on the exact AIF shape may not be accurate using
this technique.
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7.4 Discussion
7.4.1 Experimental challenges
Collecting the blood sampling data for each rat involved a number of logistical problems. The main
one concerned preventing the rat blood from clotting inside the long cannula line which extended from
the MRI bore. Clotting led to 4 of the 12 rat datasets collected using this protocol being unusable as
the sampling line became blocked, disrupting the measurement process. Steps were taken to minimise
these errors in later datasets and it was recommended that each blood sampling tube should be pre-rinsed
with heparinised saline and that at least 3 manual operators are required to perform this protocol. The
3 operators have distinct roles: a timer, a blood sampler and an injector/data processor, enabling the
parallel processing of the well counter data whilst the blood samples were being collected in order to
maximise plasma yield before each blood sample clots.
A further complication was the lack of an MR-compatible syringe pump to regularise the injection
rates for each rat, so it is unknown whether the individual variation between subjects is solely due to
their physiology or whether manual injection rates of slightly different volumes of mixed 18F-FDG/Gd
solution could be the problem. As shown in Figure 7.46, narrower AIFs were observed using MRI than
with the Gadovist blood samples although this effect was largely removed for most rats when the AIFs
were converted using the cohort ratios of amplitude and rate constants for bi-exponential model.
(a) (b)
Figure 7.46: (a) Sample normalized blood sampled and MR-derived AIFs for single subject, showing
a much narrower MR-derived AIF compared to the Gadovist AIF from ICP-MS. (b) Con-
verted AIFs using cohort ratios of amplitude and rate constants for bi-exponential model
shows that this dispersive effect is removed when an average ratio is used.
Another difficulty arose from the fact that a combined bolus of PET tracer and MRI contrast agent
was required to perform this experiment. In most PET studies a slow injection rate is preferred such that
the bolus first pass phase is elongated and reduced temporal resolution is required to adequately sample
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the AIF peak [52], [68], [279], whereas a rapid injection of a small volume is preferred in DSC and DCE
MRI [106], [121], [122], [135]. A rapid injection gives a narrow bolus and ensures high SNR in the
first pass AIF phase (by maximising intra to extravascular magnetic susceptibility differences), which in
turn enables more accurate CBF measurements to be performed [122]. The rapid bolus injection in this
study thus enforces high temporal resolution to achieve adequate sampling in the peak and “shoulder”
regions of the AIF. In future studies, the bolus injection rate and contrast agent dose should be optimized
to achieve a high SNR MRI AIF that best reflects the PET AIF curve shape.
Another issue with the combined bolus approach was that due to the combined volume of 18F-FDG
and Gadovist solution, some of the original injection was seen as an initial peak before the flush was
administered in each rat as shown in the high temporal resolution 0.35s data in Figure 7.47(a). The
smoothing of the data to 30s frames does not detect this prebolus, as shown in Figure 7.47(b). This small
difference between the initial injection and flush peaks may be reduced if injections were regulated via
a syringe pump [129], [130], which would lead to improved results in analysis as the low resolution 30s
frames would capture the bolus curve shape more accurately.
(a) (b)
Figure 7.47: (a) DSC MRI data taken from rat MCA, with 2 distinct peak contributions from the original
injection and then the saline flush. (b) DSC MRI interpolated to 30s temporal resolution,
showing overall single bolus shape when data is smoothed.
Further work would employ a syringe pump and perform only a single rat scan per day to regulate
the volume of PET tracer injected each time. An experimental measurement of cannula dispersion in a
flow phantom would be recommended, forming a “top hat” function of tracer within the measurement
cannula and measuring how dispersion spreads out the tracer bolus along the cannula [280], [281], [282].
Once the dispersion caused by the cannula is known, additional bi-exponential dispersion models could
be applied to the sampled AIF data to accommodate for dispersion of the tracer bolus within the rat body
itself between the femoral veins/arteries and the brain [52], but these dispersion models would also need
to be independently verified with serial blood samples.
CHAPTER 7. COMPARISON OF AIFS DERIVED FROM DUAL INJECTIONS OF GD-BASED
MRI CONTRAST AGENT AND 18F-FDG IN RATS 270
7.4.2 Contrast agent concentration results from ICP-MS
ICP-MS is a very accurate measurement technique, and it was therefore unexpected that the differences
between the first and second runs of Gd measurements for 4 rats would be as large. It was also observed
that the second run was noticeably noisier than the first, as shown in Figure 7.15. This effect should
be explored further, as all samples were prepared using the same dilution protocol by the same operator
in the same surroundings, with separate calibration experiments performed on each measurement day
that were in agreement. Hydrochloric acid was used in the second dilution stage to disrupt the plasma
cell integrity and should have ensured that all Gadovist within the sample was released into solution for
measurement, although all second ICPMS runs displayed higher Gadovist concentrations indicating that
the acid may not have been as effective as hoped in the first run. It appears most likely that the freezing,
thawing and re-freezing process may have disrupted the cells in some manner, resulting in less uniform
aliquots being taken from the water-diluted samples for the second (acid) dilution stage. A much more
complex effect may be at work, however, as rats 10 and 11 appear to have much greater disparity between
their first and second runs than rats 4 and 9 in Figure 7.15.
7.4.3 Comparison with previously reported AIF conversion results
Similar results for the Gadovist AIFs and 18F-FDG AIFs were reported compared to the previous study
conducted by Poulin et al. [54], [272] and this work agrees with their conclusion that MR AIFs require
significant normalization, conversion and scaling to be used as an alternative to PET AIFs. Both AIF
shapes and AUC values reported here agreed with those previously published [54] for both Gadovist and
18F-FDG AIFs, in addition to the similar average (slow) excretion rate constants and different average
(fast) extravasation rate constants being reported from the fitted bi-exponential model. Linear correlation
plots between the rate constants, however, indicated that although on average the excretion rate constants
agreed between the Gadovist and 18F-FDG AIFs, there was no linear correlation in this value seen across
the rat cohort. Whilst the initial AIF stages displayed similar steep rises which were attributed to the
rapid bolus injection protocol, the difference in clearance rates resulting in differing AIF shapes at late
time points can be contributed to a number of factors. The cell internalization rates for the compounds
will be different as 18F-FDG is phosphorylated and trapped in tissue whilst the MR contrast agent is
not internalized [106], [122]. Furthermore the extravasation rate of 18F-FDG can depend on glucose
transporters, unlike Gd-based contrast agents, which rely on passive transport alone [54]. The differ-
ent molecular weights of the compounds may also have contributed to the different washout rates and
diffusivities from plasma and therefore the AIF curve shape differences at late time points.
The success of the specific bi-exponential ratio-based Poulin conversion method using this dataset
CHAPTER 7. COMPARISON OF AIFS DERIVED FROM DUAL INJECTIONS OF GD-BASED
MRI CONTRAST AGENT AND 18F-FDG IN RATS 271
confirms that the conversion of Gd AIFs to 18F-FDG AIFs is viable but highly complex. The accuracy of
this conversion varied between rats, as indicated by the linear correlation plots in Figures 7.25 and 7.26.
These plots showed correlation in the amplitude parameters (A1 and A2) of the fitted biexponentials but
no correlation in the excretion rate constant k1 and limited correlation in the extravasation rate constant
k2, indicating that the average conversion ratios would have limited success over the cohort as a whole.
Bearing this in mind, successful scaling of converted Gd and MRI AIFs which produced similar AUC
and peak values to the gold standard 18F-FDG AIFs was achieved. These results were found when
scaling was performed using either the “dose theory” relation or with blood samples. For scaling to be
successful, the blood sample had to be taken from either the peak of the curve or from the “midpoint”
(designated as the area between the first pass phase and the washout). Each of these scaling methods
provided good agreement between converted Gd AIFs with 18F-FDG AIFs, with the “midpoint” shown
to give slightly less variance over the group, as this aligned the “shoulder” regions of the AIFs. If a blood
sample taken at the end of the scan (the “endpoint”) was used to provide scaling, however, this produced
converted Gd AIFs that were significantly different from 18F-FDG AIFs. This was an important result, as
it demonstrated that the Poulin method cannot successfully convert MRI AIFs to 18F-FDG AIFs if only
a single, late blood sample (e.g. taken after the PET scan has finished) is available. This implies that
unless the “dose theory” relation is used, some form of invasive blood sampling must be conducted in the
early stages of scanning, which would require extensive surgical expertise. It must be noted, however,
that although parameters such as AUC were not significantly different after conversion from Gd AIFs
and DSC/DCE combined AIFs to 18F-FDG AIFs, meaning that parameters such as Ki would be well
estimated (as shown previously [54], [272]), the subtle changes in AIF curve shapes would likely result
in differences in K1, k2 and k3 using this conversion methodology. This is particularly true for K1 if the
peaks are not aligned fully, as it is highly dependent on the AIF bolus peak shape.
The main problem with the conversion technique used by Poulin et al. [54] is its reliance on known
conversion ratios for bi-exponentials between modalities. In addition to the variance between subject
groups, the variance between individual subject AIFs shown in this study indicates that using mean
group values may not always produce accurate conversion ratios for AIFs. This technique is therefore not
practical for translation to the clinic due to the required pre-measurement of patient cohort bi-exponential
ratios from blood sampling data.
Another problem found with this conversion technique was the difficulty in attaining exact quantita-
tive results of Gd-based contrast agent concentrations from DSC, DCE or combined DSC/DCE MRI (as
shown in Figure 7.20). Poulin et al. themselves elaborated on this issue in a follow-up paper to their
main work [272]. In their second paper, their reference region DCE MRI methodology was refined to
stop underestimation of the Gd AIF peak by applying a linear correction, which related the apparent
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reference region DCE MRI AIF peak height to the reported peak height from the Gd plasma samples.
In this work, the DCE MRI method also struggled to always attain accurate estimates of the AIF tails
(see Figure 7.22) and the DSC MRI method required scaling with DCE MRI to produce a linear relation
between DSC MRI peak height and Gd contrast agent peak concentration values, as shown in Figure
7.21. This non-linearity in the DSC MRI signal compared to contrast agent concentration was most
likely due to the different blood vessels sizes in the image, the proton diffusion rate and the sequence
parameters that were used, such as the TE, [122] as the automatic method voxel selection method should
have reduced operator error in the AIF from manual voxel selection.
Furthermore, the combining of DSC and DCE data as a single MRI AIF was subject to a mean scaling
factor which was only validated at 30s resolution. It was also assumed that a mean scaling factor would
held for all rats, which was not always the case, as seen in Figures 7.22 and 7.23. Even after conversion
to 18F-FDG AIFs using empirically derived bi-exponential ratios, in some rats considerable differences
remain between DSC/DCE AIFs and 18F-FDG AIFs due to temporal sampling mismatch, dispersion,
delay and difficulty in accurate scaling of DSC MRI data to mM. The temporal sampling mismatch and
dispersion from the cannula line, in particular, cause the shapes of combined DSC/DCE MRI AIFs after
normalization to be considerably different to the 18F-FDG AIFs, particularly in the “shoulder” region
(see Figure 7.24), which is required for full kinetic analysis.
Scaling the data using plasma samples did reduce the errors found between the DSC/DCE MRI AIFs
and 18F-FDG AIFs, with no significant differences reported in peak height, AUC or RMSD for any
scaling method except for the “endpoint” method, although the residuals between the scaled MRI AIFs
and the 18F-FDG AIFs in Figure 7.35 were much larger than those reported for the scaled Gd AIFs in
Figure 7.32. If the Poulin approach were to be used in future studies, a DCE MRI technique which
covered all of the AIF would be recommended to remove any DSC/DCE scaling issues. It would also be
required to have at least <5s temporal resolution to ensure the AIF was not undersampled - this could be
achieved using previously reported phase based methods [283], [284] or segmented k space “keyhole”
techniques [54]. Phase based DCE MRI also produces a signal that is linear with Gd concentration
over a wide range (rather than requiring T1 mapping to be performed to calculate Gd concentrations),
has high SNR compared to magnitude data and is less vulnerable to T1/T2 relaxation effects [283],
[284]. Potential drawbacks include phase drift of magnets over time, aliasing due to the 2pi range of
phase measurements (an appropriately small TE would be required to minimise this, at the expense
of sensitivity to changes in concentration) and the difficult implementation of a projection-based AIF
measurement [283].
It must be noted however, that the use of DCE MRI to replace PET AIFs at late time points is of
much less value as the temporal resolution of PET can be equivalent to MR at this point and little extra
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information is gained by having high temporal resolution within the tail region of the AIF. PET image-
derived methods may therefore be just as accurate as a converted MRI AIF for late time points. Blood
samples to measure PET metabolites within the blood may also have to be taken anyway at late time
points, meaning that MRI techniques that focus on the first pass of the AIF may be of greater use rather
than those which attempt to retrieve the entire PET AIF.
7.4.4 Evaluation of gamma variate AIF conversion and scaling method in first pass
Fitting gamma variate functions to the first 500s of 18F-FDG, Gd and DSC AIFs provided reasonable
agreement between all modalities after data was normalized to peak height and the delay due to the long
cannula running out of the magnet bore was taken into account. The good fits achieved in all but 1 rat for
all modalities (rat 6, 3rd row, right in Figures 7.38, 7.39 and 7.40) indicate that the gamma variate model
represents the first pass stage of the AIF well and can be used to smooth data for analysis and reduce
noise. It does, however, idealize the bolus shape and would therefore be of limited use in studies which
require more than the first pass of the AIF for their kinetic analysis, as it could only be used to adjust the
measured AIF peak height and rising slope in this case.
The increased variation between the DSC MRI gamma variates taken directly from the rat brain and
the blood sampled Gd gamma variates is likely to be a consequence of both natural dispersion along the
cannula from the rat body to the sample collection point, the limited temporal resolution of the current
blood sampling technique and the various mismatches in temporal sampling between MRI and blood
sampling for each rat. This dispersive and temporal sampling effect should be investigated in future
work using an MR-compatible version of a blood sampler with high temporal resolution [51], [230]
which could then isolate the magnitude of each of these effects, as well as standardizing blood sample
measurements between rats.
Figure 7.48 indicates the problems with the gamma variate conversion technique, particularly shown
in the large residuals for rat 5 shown in Figures 7.42 and 7.44. Firstly the fitting procedure in some rats
may not have been optimal and produced gamma variate curve fits which were slightly too wide or too
narrow than the data (seen in the disagreement between the 18F-FDG and Gd curve shapes in Figure
7.48 but not in Figure 7.37). Secondly, assuming that the fitting procedure was accurate, it appears that
some rats showed different levels of dispersion between the blood samples and MRI data, resulting in
the differences in curve shapes seen in Figure 7.48(a). Finally the delay adjustment calculated from the
30s resolution DSC MRI and blood sampled data (peak to peak alignment) was found to have limited
success in some rats (see Figure 7.48(b)), giving a temporal displacement of the curves and giving large
residuals in Figures 7.42 and 7.44.
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(a) (b)
Figure 7.48: (a) Scaled gamma variate functions for 18F-FDG, Gd contrast agent and DSC MRI data
for single rat. (b) Same gamma variates, after delay adjustment attempts to re-align peaks.
Differences in residuals seen previously occur due to curve misalignment from poor delay
correction, rather than from a change in shape of the gamma variate between modalities.
The AUC, peak height (see Figure 7.45) and RMSD results all indicate that the differences seen
between the 18F-FDG, Gd and DSC MRI gamma variate residuals in Figures 7.42 and 7.44 should be
noted but may not be vital in ensuring accurate PET kinetic parameters are created from surrogate MRI
AIFs. Patlak analysis, for example, relies on the AUC of the AIF and TAC to provide estimates of Ki,
meaning that as long as MR AIFs provide similar AUCs to PET AIFs, accurate estimation of Ki would
be possible4 [231], [276], [285]. Full kinetic analysis, however, relies more heavily on the exact shape
of the AIF, particularly K1, which is dependent upon the bolus peak of the AIF and is indicative of
blood flow and perfusion [170], [209], [231], [245], [285]. To ascertain how accurate the converted MRI
gamma variates need to be, full validation in a simultaneous PET/MR acquisition would be required.
Kinetic parameters Ki, K1, k2, k3 and k4 could then be compared between blood sampled AIFs, PET
image-derived AIFs (with PVC and motion correction applied) and converted MRI AIFs.
If fully validated, the use of a non-invasive, surrogate gamma variate from MRI would be of most
use in perfusion studies which require a first pass AIF (e.g. 15O-H2O PET tracer [286]), although the
exact technique demonstrated in this work will need to produce more consistent and accurate results for
it to be considered a viable alternative to serial blood sampling or PET image-derived AIFs at this time.
To extend the gamma variate technique to further preclinical studies, simultaneous PET/MR capabilities
could be employed further in hybrid image input function approaches [170], [172]. It would be desirable
that MRI gamma variates are used as a substitute for PET AIFs in the first pass phase using a similar
technique to that detailed in this Chapter, and that later points in the AIF could be extracted either from
blood samples (if metabolite analysis is required) or simultaneously acquired PET images, in order to
avoid complications from the different washout rates of the PET tracers and MR contrast agents.
4Ki values were not calculated for this study as no PET TACs were available.
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7.5 Conclusions
Serial blood sampling data taken from rats injected with a combined bolus of Gadovist and 18F-FDG in-
side the MRI bore of a scanner confirmed previously published results [54], indicating that MRI contrast
agent AIFs can be converted into PET AIFs, but only after normalization and conversion. This was per-
formed using ratios derived from fitted bi-exponentials to accommodate for the different physiological
kinetics of the two compounds, and although image-derived combined DSC/DCE MRI AIFs exhibited
greater variation than blood sampled contrast agent AIFs, they could potentially be used as 18F-FDG
AIFs if only PET parameters depending on the AIF AUC are required (as suggested in the similar AUC
values in Figure 7.45). More consistent results were achieved when first pass AIFs taken from DSC
MRI, which were fitted with gamma variate functions and then converted into 18F-FDG first pass AIFs,
either through scaling with a single plasma sample from the AIF peak or completely non-invasively us-
ing a linear relation between AIF peak height and injected activity. These results were achieved using
off-the-shelf DSC MRI sequences which are readily available and easily implemented. Although tempo-
ral sampling mismatches, dispersion and delay are present between the DSC MRI AIFs and PET AIFs
displayed in this Chapter, this technique has the potential to be used in preclinical simultaneous PET/MR
imaging studies to provide non-invasive estimates of PET AIFs from MR images in the first pass phase,
assuming consistent conversion protocols are applied.
7.6 Chapter summary
This Chapter has explored the viability of converting MRI contrast agent AIFs into PET tracer AIFs for
kinetic modelling in rats. Blood sampling data taken from rats which had been injected with a combined
bolus of 18F-FDG and Gd contrast agent inside an MR scanner confirmed the results of previous work
published by Poulin et al. [54] for a combined bolus administered in a PET scanner. This Chapter also
proposed the use of DSC MRI (instead of DCE MRI, as proposed by Poulin et al. [54]) in the first pass as
a possible substitute AIF for PET. A gamma variate fitting and conversion protocol was shown to be the
most promising for converting DSC MRI AIFs into 18F-FDG AIFs, although requires further validation
in a simultaneous PET/MR experiment with dispersion correction to confirm if the conversion technique
is consistent and accurate enough to replace serial blood samples. The final experimental Chapter of this
thesis explores how structural MRI may be used to perform attenuation correction as a substitute for PET
transmission scanning in mice when traditional attenuation correction methods are not available.
Chapter 8
Direct evaluation of MR-based attenuation
correction for mice
All PET kinetic modelling analysis discussed in previous Chapters relies on accurate PET image quan-
tification, which is achieved through the application of a range of corrections to measured PET data, as
detailed in Chapter 2. Whilst the majority of these corrections can be adapted from PET to PET/MR in
a relatively straightforward manner, new methods of attenuation correction (AC) have been developed
to adapt to the limited space available in preclinical PET/MR scanner bores, which restricts access to
transmission scan (TXAC) or CT-based AC methods (CTAC). The hypotheses addressed in this Chapter
were as follows:
1. Accurate quantification of murine PET images requires attenuation correction.
2. There exists an MR-based method that can provide adequate AC for murine PET/MR studies.
This Chapter details the testing of an MR-based segmentation attenuation correction (MRAC) method
for use in a preclinical PET/MR environment, which was validated using the transmission scan capabil-
ities of the Cambridge split magnet PET/MR scanner.
8.1 Introduction
Accurate quantification of PET images requires the application of various corrections to the measured
data, as outlined in Chapter 2, Section 2.1.6. These corrections are vital to ensuring that any IDIFs or
TACs extracted from PET data reflect the underlying physiology of the subject and therefore produce the
correct results under kinetic analysis.
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Attenuation correction (AC) accounts for lost counts in LORs due to the absorption of photons within
the material of the imaged object. As previously discussed in Chapter 2, alternative attenuation correction
methods must be considered for use in PET/MR studies due to the limited space available in PET/MR
scanners. MR images can be used to provide AC by creating segmented tissue maps with assigned atten-
uation co-efficient values, as outlined in Chapter 2, but these must be validated against established PET
AC methods which employ ionizing radiation before they can be used routinely in PET/MR imaging.
In preclinical PET/MR, there has been limited exploration of the accuracy of MR-based attenuation
correction (MRAC) techniques due to the small size of the subjects involved. Many preclinical PET
groups ignore this correction altogether [28], [146], even when performing kinetic analysis [33], [52],
as it is typically around 20-30% of the total signal in mouse phantom studies [77], [78], much lower in
magnitude than the correction required for clinical applications in humans. For comparison, the magni-
tude of the required attenuation correction for PET is 1.3 for a 3cm diameter mouse, 1.6 for a 5cm rat
and 45 for a 40cm diameter human [77], such that approximately 90% of photon pairs from the centre of
the human body are attenuated [81]. The fractions of photons transmitted through the length of a mouse
sized phantom was reported as 79% in comparison to 14% for its human equivalent [28]. Other studies
have argued that attenuation correction provided by CT or transmission scanning is required in both rats
and mice to provide quantitatively accurate PET data [16], [28], [77], [78], [287]. Some research groups
do note, however, that a correctly scaled uniform correction (i.e. this assumes the mouse is a cylinder
with uniform attenuation and applies a single global scaling factor to this region [77]) places the average
activity concentration around the correct magnitude for the mouse but does not compensate for the cup-
ping artefact caused in line profiles as a result of attenuation [77]. PET/MR studies in rabbits [92] have
shown that a simple MRAC segmentation based approach using 4 tissue classes (air, tissue, fat and bone)
and CT templates for RF coils and the bed produced PET images with adequate attenuation correction,
but this has yet to be investigated in rodent PET/MR studies.
In this Chapter, we test the hypothesis that a simple MR whole body scan which is thresholded and
segmented to form a two class (air and tissue) attenuation co-efficient µ map can provide adequate AC
(when compared to a gold standard method) for mouse PET scanning after being forward projected to
form a PET attenuation sinogram. Two slight variations to the default MRAC two class segmentation
approach were also tested, namely changing the lung region designation from air to either lung tissue or
body tissue, to ascertain how misassignment of the lung region within segmented MRAC µ map affect
the resulting reconstructed PET images in mice.
To assess the accuracy of these MRAC methods in vivo, sequential PET/MRI data was analysed
from mice scanned as part of a cardiac 18F-FDG study [228]. A cardiac surface coil was used in the MR
acquisition and remained in place with a standard Bruker MR animal bed throughout the PET scan (as this
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configuration would be required in a simultaneous PET/MR acquisition). The attenuation effect of both
the mouse body and the surrounding equipment on myocardial and whole body SUVs was investigated.
Myocardial SUVs achieved using mouse whole body µ maps created from segmented MR images were
compared to SUVs for the same mice produced using gold standard AC from a transmission source
(TXAC) installed in the Cambridge split magnet scanner (see Figure 8.1). The SUV results generated
using the 3 MRAC techniques were also compared to SUVs produced with AC calculated from the PET
emission scan (EmAC), to see how the MR-based segmentation methods compared to applying a uniform
correction [77], [78]. As only the TXAC method corrected for both the mouse body and the surrounding
equipment (all others corrected for only the mouse body), the effect that the surface coil and mouse bed
had on the resulting SUVs was also assessed.
Figure 8.1: Split magnet PET/MR scanner from front (top) and back (bottom). Zoom (inset) shows
transmission source mechanism.
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8.2 Materials and Methods
8.2.1 Sequential PET/MR acquisition - in vivo imaging
Previously acquired data from sequential PET/MR scans of ten mice was used in this study, with the full
PET/MR scanning protocol detailed in the Materials and Methods section of Chapter 41. Each mouse
underwent tail vein cannulation before being placed into a 4.7T Bruker BioSpec MRI (Bruker Inc., Ettlin-
gen, Germany) scanner. 3D FISP was acquired over the whole mouse body (TR/TE 8/4ms, slice thickness
0.5mm, NEX = 2, 0.5mm spacing between slices, FOV= 30mm, planar resolution 120×120µm2, matrix
256×256×128) before the mouse was transferred on its standard Bruker animal bed (with single loop
surface coil, Bruker T7027, in situ) to the Cambridge split magnet PET/MR scanner [25]. A 10 minute
single pass transmission scan (68Ge) was then performed with singles mode scatter correction2 applied
to the transmission data. Emission listmode data was acquired for 45 minutes following manual admin-
istration of a ≈25MBq 18F-FDG (mean 26±25MBq, range 7-88MBq) tracer bolus through the tail vein
lasting approximately 15s seconds and followed by a saline flush.
8.2.2 Sequential PET/MR acquisition - phantom imaging
The PET/MR scanning procedure as described above was repeated using the same coil and bed con-
figuration on a water-filled NEMA NU-4 microPET phantom by the author. The NEMA phantom was
previously described in the Materials and Methods section of Chapter 5 and is shown in Figure 5.7. The
NEMA phantom images reconstructed using MRAC attenuation sinograms and TXAC attenuation sino-
grams were compared to ascertain how a two class uniform attenuation co-efficient method performed
against the transmission scan method on a phantom with well-defined hot and cold regions of known
volume.
The NEMA phantom was injected with 1ml of 18F-NaF solution3. The tracer was allowed to mix for
30 minutes to give a uniform activity concentration throughout the phantom before placing the uniform
region in the centre of the mouse surface coil and placing the phantom inside the MR scanner to perform
the FISP MRI scan. After transfer to the split magnet F120 PET scanner, the NEMA phantom had an
activity of 31.2±0.2MBq at the start of the 45 minute emission scan. A 160µl aliquot was drawn from
the phantom before it was inserted into the PET scanner via the additional feeding hole in the design to
110 mice of the 12 mentioned in Chapter 4 were analyzed. Mouse 5 from the control mouse group did not have a FISP scan
taken at the time of imaging and the transmission scan data for Mouse 3 from the drug treated group was found to be corrupted.
These two mice were excluded from the AC analysis.
2A single point of scatter, based upon a centre of mass calculation, is used to generate a scatter profile for each transaxial
angle. The scatter profile is subtracted from the transmission profile to give a scatter-corrected profile [69].
318F-NaF was used in place of 18F-FDG as it was freely available on site and has similar behaviour in water phantom scans.
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confirm its absolute activity concentration via cross-calibration with a well counter (3 inch NaI crystal,
Harwell Instruments, Canberra UK Ltd.) using GENIE 2000 software.
8.2.3 Reconstruction of images using different AC methods
The gold standard TXAC method attenuation sinograms were calculated from the ratio between the
singles counts of the 10 minute blank and transmission scans for each mouse using microPET manager
software for both the in vivo mouse data and the phantom data.
A simple two class MRAC methodology was devised by the author and explored to ascertain its
effectiveness in mice. PET emission and MR images were co-registered using the SPMmouse toolbox
[27], using its bulk co-registration tool. FISP MR scans of the mouse body were then thresholded in
Matlab using the signal magnitude to remove noise artefacts from the edge of the FOV, leaving the
body outline only. The mouse body was then segmented from the background of the MR data using the
image fusion package of ASIPRO analysis software (Siemens Medical Solutions) to form a two class
µ map. The mouse body was defined as a single region of tissue with uniform attenuation co-efficient
of 0.095cm−1, with the surrounding background and mouse lung regions assigned an attenuation co-
efficient of 0cm−1 (air). This was the default ASIPRO MRAC µ map approach. The scheme was then
modified to give two additional MR µ maps, by first segmenting the mouse lung region of the MRAC µ
maps in Matlab. The first modified MRAC approach used a two class scheme, assigning the lungs a linear
attenuation co-efficient of 0.095cm−1, and is referred to as MRAC (tissue) in this Chapter. The second
modified MRAC approach used a three class scheme, with the lung region assigned its own attenuation
co-efficient of 0.032cm−1, the default lung class in ASIPRO, which is referred to as MRAC (lung) in this
Chapter. The ASIPRO image fusion tool was then used to forward project all 3 MRAC µ maps and to
histogram them into 3D PET attenuation sinograms for use in image reconstruction in conjunction with
the PET emission sinograms.
EmAC µ maps were also constructed using the ASIPRO image fusion tool by thresholding a non-AC
PET emission image (see later in this section for full image reconstruction parameters) of each mouse and
segmenting out the mouse body contour from the background PET signal. This region was uniformly
assigned the tissue attenuation co-efficient of 0.095cm−1 and was then forward projected to give an
attenuation sinogram.
The NEMA phantom attenuation sinograms were created using a similar process to the mouse data.
Its FISP MR images were noise thresholded in Matlab and segmented into air and water4 regions after
being loaded in ASIPRO software, with each water region within the MR FOV assigned a uniform
4Plastic in mouse NEMA phantom was ignored as it could not be visualised on MR images and was deemed to be of small
enough dimension to provide a negligible contribution to overall attenuation.
CHAPTER 8. DIRECT EVALUATION OF MR-BASED ATTENUATION CORRECTION FOR
MICE 281
attenuation co-efficient of 0.095cm−1 and each air region assigned an attenuation co-efficient of 0cm−1
using the default MRAC method. This was designated as the MRAC approach for the phantom, but
could also have been performed by segmenting the water regions from an emission scan of the phantom
and assigning uniform attenuation co-efficients to these areas.
All static PET images were reconstructed using 3DRP for the last 20 minutes of the acquisition, both
with and without each AC method attenuation sinogram applied. The images were reconstructed into
a matrix of size 128×128×95 with a transaxial pixel size of 0.87mm and a slice thickness of 0.80mm.
Data were normalized and calibrated with corrections for decay, detector efficiency, dead time, random
events and attenuation using the vendor microPET Manager software (Siemens Molecular Imaging). The
reconstruction software available in microPET Manager does not allow for scatter correction to be per-
formed on non-AC corrected data, and therefore, as a direct comparison between activity concentrations
found in AC and non-AC data was desired in this study, scatter correction was not applied to the PET
images. The magnitude of scatter in mouse imaging is much smaller than that in human imaging, with
scatter fractions of only 8% reported for mice, compared to 33% for humans [28], making the effect of
scatter correction less significant [78].
A summary of how the default two class TXAC and MRAC images were created is shown in Figures
8.2 and 8.3 respectively. The µ map shown in Figure 8.2 was reconstructed using the MAPTR algorithm,
a specialized version of MAP used to reconstruct transmission scan data in microPET manager [69]. A
similar process to that described in Figure 8.3 for the default MRAC approach was performed to generate
images using both the modified MRAC and EmAC approaches.
Figure 8.2: TXAC workflow. Blank and transmission scan data is used to construct the attenuation cor-
rection sinogram. The µ map shows that both the mouse body (yellow cross indicates centre
of FOV aligned with mouse heart, red outline indicates approximate mouse body contour)
and mouse surface coil and bed underneath it are present in the attenuation sinogram. The
image on the far right comprises the last 20 minutes of scan data.
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Figure 8.3: MRAC sinogram creation. Matlab was used to apply initial noise thresholds and reslice
MR data. ASIPRO was then used to threshold tissue classes from the images and to forward
project the segmented data into an attenuation sinogram. The image on the far right comprises
the last 20 minutes of scan data.
Figure 8.4 shows the TXAC µ maps in more detail and Figure 8.5 shows the MRAC µ maps formed
using the default air/tissue two class approach, with the lungs designated as air with an attenuation co-
efficient of 0cm−1 in this case. The overlaid emission scan in Figure 8.4 indicates the range of the EmAC
method and also indicates that only the TXAC method corrects for the surrounding equipment such as
the RF coil and animal bed.
Figure 8.4: Transverse, coronal and sagittal views of TXAC µ maps with overlaid PET emission image
(red). Grey areas indicate the additional equipment corrected for using TXAC.
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Figure 8.5: Transverse, coronal and sagittal views of MRAC µ map. Overlaid MRAC and TXAC µ
maps illustrate that MRAC corrects only for mouse body whilst TXAC also corrects for
surrounding equipment including the MR coil and animal bed.
8.2.4 SUV map calculation
SUV maps were calculated on a voxel by voxel basis from the summed PET images (last 20 minutes)
for each AC technique using equation (3.1) from Chapter 3. Mean SUV values were then calculated for
healthy myocardium and whole body ROIs. The healthy myocardium ROIs were the same as those used
in Chapter 4, with an example shown in green in Figure 8.6. The whole body ROIs were segmented from
the background using a signal intensity threshold on the outline of the FISP MR scans (the blue ROI in
Figure 8.6).
Figure 8.6: MR myocardial ROI shown over 2 different slices through mouse heart, taken from dias-
tolic phase of cardiac cycle (previously shown in Chapter 4). Red region indicates LVBP
ROI. Yellow region indicates infarcted myocardium ROI and green region indicates healthy
myocardium ROI. Blue region indicates mouse body.
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8.3 Results
8.3.1 Phantom results
Tracer concentration values were compared over line profiles (3 voxels wide), which are shown in Figure
8.7. Profiles for each AC method were taken across the main compartment of the NEMA phantom
and across the cold air region. An aliquot taken from the NEMA phantom’s large, 30mm diameter
compartment was measured using a well counter with an activity concentration of 1.414±0.005MBq/ml.
(a) (b)
Figure 8.7: Left: Line profiles through large compartment of the NEMA phantom (hot region, tracer
mixed in water) Right: Line profiles through air region of the NEMA phantom (cold region).
In the large diameter compartment of the phantom (Figure 8.7(a)), both the TXAC and segmented
MRAC methods gave mean activity concentration values which agreed with those measured by the sam-
ple in the well counter, as shown in Table 8.1. These values were significantly higher (paired Student’s t
test, p<0.00001) than values achieved without AC being applied, indicating the need to apply some form
of AC to achieve absolute quantification in preclinical PET images. A uniform tissue value assigned to
the large compartment was seen to provide adequate attenuation correction in the phantom case.
Activity concentrations in NEMA phantom, large diameter region
AC method MBq/ml (mean ± std) % difference
Measured 1.41 ± 0.01 0.0
no AC 1.02 ± 0.04 -27.7
TXAC 1.35 ± 0.04 -4.3
MRAC 1.36 ± 0.04 -3.5
Table 8.1
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All image line profiles exhibited non-zero noisy behaviour in the “cold” air region of the NEMA
phantom (see Figure 8.7(b)), with the greatest noise present in the TXAC line profile. More noise and
larger spillover of activity concentration into the “cold” region was observed in the TXAC line profile
compared to the no AC applied line profile (0.028±0.05MBq/ml compared to 0.20±0.03MBq/ml), in-
dicating that the TXAC method propagates noise into the PET emission images, which may result in
overestimation of activity in “cold” regions, as indicated in Table 8.2. There is reduced noise in MRAC
image profiles and a reduced bias to the actual value of 0MBq/ml in the air region, as only uniform
co-efficients are applied to each area and thus any small variations in local attenuation are not accounted
for.
Activity concentrations in NEMA phantom, air region
AC method MBq/ml (mean ± std)
Measured 0.00 ± 0.01
no AC 0.20 ± 0.03
TXAC 0.28 ± 0.05
MRAC 0.11 ± 0.06
Table 8.2
Figure 8.8 shows how both the TXAC and MRAC methods create PET images which show a dramatic
difference to images reconstructed with no AC applied. The differences seen between these images
complement the 20-25% difference seen in the line profile results between no AC applied and both
TXAC and MRAC. The propagation of noise by the TXAC method was also seen in the increased image
artefacts seen in Figure 8.8.
Figure 8.8: Activity concentration images of NEMA phantom with various AC methods applied. Clear
difference between no AC and AC methods, with an average difference of between 20-25%
across the phantom.
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8.3.2 Mouse myocardial line profiles
Mouse line profiles through the myocardium region are shown in Figure 8.9. The results are similar to
those found in the phantom, with a 20-25% decrease in peak activity concentrations in all orientations
when any AC approach is applied compared to images with no AC. These results agree with previously
published line profiles for mice in AC evaluation studies [77], [78]
Figure 8.9: Line profiles through mouse heart for each AC method. From top: Transverse, coronal and
sagittal views. Central peaks correspond to myocardium.
8.3.3 ROI SUV comparison between AC methods in vivo
Figure 8.10 shows the SUV maps created by each AC technique for a single subject. A clear difference in
myocardial SUV can be seen between images with no AC applied and all other images, although there are
only very slight differences between the TXAC image, the EmAC image and each of the MRAC images.
No significant differences were found between the SUV values created using each of the AC techniques
(paired Student’s t test, all p>0.15) but all mice across the group displayed significantly different values
with AC applied compared to no AC (paired Student’s t test, all p<0.00001).
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Tables 8.3 and 8.5 detail the relative SUV percentage differences achieved for each AC technique
compared to no AC applied in the myocardium and over the whole mouse body respectively. For the
myocardium, the TXAC method reported the largest mean increase across the mouse group (22.6±0.9%),
whilst the EmAC approach reported the lowest (17.3±2.9%), with default MRAC only marginally higher
at 18.5±0.9%. The MRAC (lung) and MRAC (tissue) techniques were closer to the TXAC values, with
mean percentage differences of 20.3±0.9% and 21.9±1.5% respectively. The TXAC method reported
the largest mean increase of 20.7±0.7% compared to no AC applied for the whole body ROI, whilst the
EmAC and default MRAC methods again reported the lowes increases of 16.3±3.6% and 16.4±1.3%
respectively. The MRAC (lung) and MRAC (tissue) techniques again performed slightly better in this
ROI, reporting increases of 17.0±1.3% and 19.2±2.4% respectively.
Figure 8.10: Comparison of mouse heart SUV maps (transverse view). Top row: (Left) No AC applied,
(Centre) Transmission-based AC, (Right) Emission-based AC. Bottom row: (Left) MRAC,
default two class (air and tissue), (Centre) MRAC (lung, tissue and air classes), (Right)
MRAC (air and tissue), classifying lungs as tissue
All MRAC approaches produced myocardial and whole body SUV within 10% of TXAC values
across the mouse group, as shown in Tables 8.4 and 8.6 respectively. The best agreement with the TXAC
method was seen with the MRAC (tissue) method, which generated a mean difference of 0.9±2.4%
across the group. The largest percentage differences to TXAC were 6.3±2.8% for the EmAC method
and 5.0±1.6% was the default MRAC method, which misclassified the lungs as air. For the whole body,
the MRAC (tissue) method again reported the best agreement with TXAC, with a mean difference of
1.8±2.8%, whilst the EmAC and default MRAC methods reported mean differences of 5.2±3.9% and
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5.1±1.2%. The MRAC (lung) method in both cases showed better agreement with TXAC than the
default MRAC method, but worse agreement than MRAC (tissue).
Mouse TXAC EmAC MRAC MRAC (lung) MRAC (tissue)
1 23.9 21.8 17.9 19.3 20.3
2 23.9 22.3 18.7 21.1 22.9
3 23.2 18.6 18.1 20.2 22.1
4 21.7 17.4 19.0 20.6 22.6
5 22.3 14.7 19.1 21.4 24.9
6 21.9 18.2 18.8 20.8 22.3
7 22.2 16.0 20.3 21.5 22.8
8 21.7 13.8 17.2 19.6 20.5
9 23.4 14.6 18.2 19.3 20.0
10 21.7 15.6 17.9 19.3 20.5
Mean 22.6±0.9 17.3±2.9 18.5±0.9 20.3±0.9 21.9±1.5
Table 8.3: Percentage SUV increase (%, mean ± std) for myocardium, compared to no AC.
Mouse TXAC - EmAC TXAC - MRAC TXAC - MRAC (lung) TXAC - MRAC (tissue)
1 2.7 7.3 5.7 4.5
2 2.0 6.4 3.5 1.2
3 5.7 6.2 3.8 1.4
4 5.2 3.4 1.4 -1.1
5 8.9 4.0 1.2 -3.4
6 4.5 3.8 1.3 -0.5
7 7.4 2.5 1.0 -0.7
8 9.2 5.5 2.6 1.5
9 10.3 6.4 5.1 4.2
10 7.3 4.7 3.0 1.5
Mean 6.3±2.8 5.0±1.6 2.9±1.7 0.9±2.4
Table 8.4: Percentage SUV difference (%, mean ± std) for myocardium, compared to TXAC.
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Figure 8.11: Correlation and Bland-Altman plots between mean SUV values produced using MRAC, MRAC (lung), MRAC (tissue) and EMAC against TXAC for
myocardium ROI.
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Mouse TXAC EmAC MRAC MRAC (lung) MRAC (tissue)
1 21.4 23.3 15.8 16.0 15.0
2 21.3 21.6 16.8 17.9 20.8
3 20.7 16.5 14.8 16.3 19.3
4 19.9 15.7 16.2 16.9 20.3
5 20.9 13.1 17.7 18.8 22.9
6 20.3 16.8 16.9 17.9 20.1
7 22.1 15.8 19.0 19.2 21.1
8 20.3 12.1 14.5 15.4 16.5
9 20.6 13.1 16.7 16.7 18.2
10 19.9 14.9 16.0 15.5 17.8
Mean 20.7±0.7 16.3±3.6 16.4±1.3 17.0±1.3 19.2±2.4
Table 8.5: Percentage SUV increase (%, mean ± std) for whole body, compared to No AC.
Mouse TXAC - EmAC TXAC - MRAC TXAC - MRAC (lung) TXAC - MRAC (tissue)
1 -2.5 6.7 6.5 7.5
2 -0.4 5.3 4.1 0.6
3 5.0 6.9 5.2 1.7
4 5.0 4.4 3.6 -0.5
5 9.0 3.9 2.6 -2.7
6 4.3 4.2 3.0 0.2
7 7.5 3.8 3.7 1.3
8 9.2 6.7 5.8 4.5
9 8.6 4.7 4.6 2.9
10 5.8 4.6 5.1 2.5
Mean 5.2±3.9 5.1±1.2 4.4±1.2 1.8±2.8
Table 8.6: Percentage SUV difference (%, mean ± std) for whole body, compared to TXAC.
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Figure 8.12: Correlation and Bland-Altman plots between mean SUV values produced using MRAC, MRAC (lung), MRAC (tissue) and EMAC against TXAC for
whole body ROI.
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Linear relationships were observed between all MRAC approaches and TXAC values for both my-
ocardium and whole body values, as shown in Figures 8.11 and 8.12. Additionally Bland-Altman plots
showed a small bias between the TXAC and default MRAC method over the 10 mouse group in both
ROIs, which appeared to be a systematic error and was of similar size for each mouse. A small bias
was also seen in the EmAC Bland-Altman plots, with a more prominent trend seen for the myocardium
ROI. The bias was reduced in the MRAC (lung) comparison and further reduced in the MRAC (tissue)
comparison, indicating that segmenting the lung region and re-assigning its attenuation co-efficient re-
duced the error between the techniques and TXAC. The mean difference for the MRAC (tissue) and
TXAC methods in the myocardium region was very close to 0 and four of the 10 data points were below
0, indicating good agreement between these two techniques in this region. The higher variation of the
MRAC (tissue) method in the whole body ROI did result in one data point, however, being outside the
upper bound in its Bland-Altman plot, again suggesting that the MRAC (tissue) technique has the best
agreement with the gold standard technique but also exhibits the greatest variation between mice of the
MRAC techniques.
8.3.4 Whole-body SUV map comparison between AC methods
A comparison between the no AC and TXAC images in the transverse view over the mouse heart region
is shown in Figure 8.13 for a single subject. The difference in SUV values varies with position within the
mouse body. There is a 20–30% difference between the no AC and TXAC images throughout the main
torso region, increasing to greater differences of up to 40% at the base of the mouse body. A similar set
of images is shown for the EmAC technique in Figure 8.14. A smooth and uniform correction of 15-20%
is observed in the centre of the mouse torso, and reduces towards the edges of the mouse body. The
no AC and default MRAC comparison images are shown in Figure 8.15, indicating relatively uniform
differences of approximately 15% is seen in the mouse torse, with greater differences seen at the edges
of the mouse body of up to 40% and very low differences of approx -2–3% seen in the lung regions, as
this region was designated as air in the AC sinogram. The change in SUV difference map when lung
region is re-classified as lung tissue rather than air is shown in Figure 8.16, showing that the lung region
now exhibits a mean difference of 10% and the main torso difference has also increased by 10%, giving
greater agreement with the TXAC method. The best agreement with the TXAC SUV difference maps is
seen with the lung region reclassified as tissue in Figure 8.17, although the increase towards maximum
differences seen at the base of the mouse body in the TXAC results is not observed.
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Figure 8.13: SUV map comparison between no AC and TXAC applied, showing large SUV changes in
mouse myocardium region. Mouse body segmented from SUV percentage difference map
and thresholded to -10 – 40% to mask noise from streak artefacts.
Figure 8.14: SUV map comparison between no AC and EmAC applied, showing smooth, uniform cor-
rection in mouse torso. Mouse body segmented from SUV percentage difference map and
thresholded to -10 – 40% to mask noise from streak artefacts.
Figure 8.15: SUV map comparison between no AC and MRAC applied, showing relatively uniform
changes in mouse torso, except for lungs. Mouse body segmented from SUV percentage
difference map and thresholded to -10 – 40% to mask noise from streak artefacts.
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Figure 8.16: SUV map comparison between no AC and MRAC (lung) applied, showing more uniform
changes throughout mouse lung region. Mouse body segmented from SUV percentage
difference map and thresholded to -10 – 40% to mask noise from streak artefacts.
Figure 8.17: SUV map comparison between no AC and MRAC (tissue) applied, showing relatively uni-
form changes throughout mouse body region. Mouse body segmented from SUV percent-
age difference map and thresholded to -10 – 40% to mask noise from streak artefacts.
Direct comparisons between TXAC, EmAC and each MRAC method SUV images are shown in
Figures 8.18, 8.19, 8.20 and 8.21. The EmAC comparison in Figure 8.18 shows large differences of
>20% towards the edges of the mouse body, with the largest differences seen at the base of the mouse
body. Figure 8.19 indicates reductions in SUV compared to TXAC for the default MRAC approach of
up to 25% in the lung region and at the base of the mouse body. For MRAC (lung) in Figure 8.20 the
difference is reduced to between 15-20% and the torso region becomes more distinct with a difference
around 0%, although the large difference at the base of the mouse body remains at the same level. When
the lung region is re-classified as tissue (see Figure 8.21), it now appears similar to the torso region, with
a mean difference around 0% in the myocardium ROI. The large difference at the base of the mouse body
again remains at a high level, with maximum differences of up to 25% seen in this mouse, indicating that
this region remains undercorrected for attenuation in all approaches except TXAC.
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Figure 8.18: SUV map comparison between gold standard TXAC and EmAC, showing large differences
throughout the mouse body. Mouse body segmented from SUV percentage difference map
and thresholded to -20 – 20% to mask noise from streak artefacts.
Figure 8.19: SUV map comparison between gold standard TXAC and MRAC, showing large differences
in the misclassified lung region. Mouse body segmented from SUV percentage difference
map and thresholded to -20 – 20% to mask noise from streak artefacts.
Figure 8.20: SUV map comparison between gold standard TXAC and MRAC (lung), with reduced dif-
ferences in the lung region. Mouse body segmented from SUV percentage difference map
and thresholded to -20 – 20% to mask noise from streak artefacts.
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Figure 8.21: SUV map comparison between gold standard TXAC and MRAC (tissue), showing rela-
tively small differences over mouse body. Mouse body segmented from SUV percentage
difference map and thresholded to -20 – 20% to mask noise from streak artefacts.
8.3.5 Cause of disparities between TXAC and and other AC methods
Differences of up to +40% across the mouse group (mean ± std: 30.1±4.4%, range: 27–40%) between
even the MRAC (tissue) and TXAC SUVs were noted in the lower mouse body directly adjacent to
the coil and bed (bed and coil shown in grey in Figure 8.22 and corresponding photograph in Figure
8.23). This corresponds to the difference between the linear attenuation co-efficient maps for TXAC and
MRAC, shown in Figures 8.4 and 8.5.
Figure 8.22: Fusion of PET emission (blue) and transmission (grey) images showing mouse, coil and
bed. Greatest attenuation from grey areas appears at base of mouse body. (A) Transverse
view, (B) coronal and (C) sagittal.
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Figure 8.23: Photograph showing the mouse bed and coil used for heart imaging. Both are made from
1cm plastic, resulting in localised attenuation in the mouse PET images.
Figure 8.5 also shows all MRAC approaches also suffered in areas near the top edge of the mouse
torso due to the limited range of the surface coil used for whole body acquisitions, shown in the small
high percentage difference region at the top of the mouse torso in Figure 8.21. The EmAC approach also
suffered in this area and on the flanks of the mouse torso.
Large negative differences (-15 – 20%), indicating that the MRAC images were over-correcting and
reporting higher values than the TXAC images, were seen between TXAC and all 3 MRAC techniques on
side flanks of the mice, such as in Figure 8.21. In EmAC, this region reported a positive 15–20% change,
indicating it was undercorrected compared to TXAC due to the limited range of the EmAC technique.
The overcorrection therefore occured as the MRAC methods applied a uniform tissue correction over
all regions of the segmented mouse body visible on the MR scan, and did not accommodate for small
differences in the AC linear co-efficients within the side flank region where only very small regions, such
as the mouse arms, attenuate the signal.
8.4 Discussion
8.4.1 Evaluation of tested AC methods
The TXAC, EmAC and segmented MRAC methods were found to create more accurate activity concen-
tration and SUV map results compared to not applying AC by between 17-23% on average across the
mouse group. These results were also confirmed using the NEMA phantom. The difference between
SUV values and activity concentrations was found to be significant between applying AC and not ap-
plying AC (paired Student’s t test p<0.00001), but no significant differences were found between the
SUV values produced by each of the AC techniques. This agreed with previously published comparisons
of preclinical AC techniques [77], [78], which estimated the correction to be between 9-26% and also
found the difference between AC and no AC applied to be significant. Line profiles (see Figure 8.9) also
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showed that AC is required to attain accurate quantification in murine PET, particularly in high uptake
regions, such as the myocardium for 18F-FDG. These results were also supported by the similar results
reported in the line profiles and SUV maps produced from the NEMA phantom data.
SUV maps of the 10 mice scanned found the TXAC, EmAC and 3 MRAC methods increased SUV
values in both the myocardium ROI and over the whole body ROI when compared to not using AC, with
no significant differences found between them (paired Student’s t test, all p>0.15). All 3 MRAC methods
produced SUV values within 10% of those derived using TXAC for both the myocardium and the whole
body ROIs, indicating that the MRAC techniques provide an adequate approximation of the required
AC. As shown in Figures 8.11 and 8.12, a clear linear trend can be fitted between the TXAC and MRAC
techniques (R2 >0.99). The SUV percentage difference measures shown in Tables 8.3 and 8.5 were
found to agree with literature estimates of expected mouse attenuation [77]. These results confirm that
any of the 3 segmented MRAC approaches detailed in this Chapter provide adequate myocardium SUV
values in murine studies, although the best agreement with the gold standard TXAC was achieved by re-
classifying the lung regions originally classified as air in ASIPRO as soft tissue, with a linear attenuation
co-efficient value of 0.095cm−1. This agreed with previous work in humans, which noted that lung
tissue was the third most important class to segment behind soft tissue and air, as misclassification of
lung regions as air could lead to errors in activity concentrations of between 25-40% [81].
The MRAC (tissue) method gave the lowest mean SUV difference of 0.9±2.4% in the myocardium
and 1.8±2.8% in the whole body ROI and reported the smallest bias in the Bland-Altman analysis shown
in Figures 8.11 and 8.12. It also reported the greatest agreement in spatial distribution of SUVs across
the mouse body with TXAC, compared to EmAC and the other MRAC techniques, as demonstrated in
the SUV difference maps shown in Figure 8.21. This indicates that mice lung regions are so small that
the local differences in linear attenuation co-efficient resulting from lung tissue should be neglected in
a segmented MRAC approach and the default MRAC map produced by ASIPRO, which classifies the
lungs as air, must be modified accordingly. The MRAC (tissue) approach was found to be more accurate
on average across the mouse group compared to an EmAC approach, confirming results by previous
work which noted that applying a uniform AC correction across the mouse body from the PET emission
scan resulted in incorrect AC estimations at the edges of the mouse body [77], [78].
The use of previously acquired data from a myocardial infarction drug study (detailed in Chapter 4,
n=10 mice, 5 control mice and 5 drug treated mice [30], [228]) to study the effects of AC methods on
PET image quantitation was non-ideal and therefore percentage differences in activity concentrations and
SUV values produced using the different AC techniques were examined rather than relying on absolute
values. SUVs for all mice were affected in the same manner by each AC technique, indicating that the
AC effect was independent of animal model.
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8.4.2 Improvements to MRAC method
All the MRAC and EmAC methods reported SUV differences of up to +40% at the base of mouse body
over the mouse group, and these were attributed to local attenuation from the mouse coil casing and
animal bed (see Figure 8.23), which were of comparable size to the mouse and made of polyethylene
(HDPE) acrylic plastic [288] of approximately 1cm thickness each (combined thickness approximately
2cm). Acrylic plastic is used as it is inexpensive, machines well and is readily available, and fortunately
it had a relatively low linear attenuation co-efficient with a theoretical value of 0.093cm−1 [69], [288]5.
In this study, TXAC µ maps reported µ values similar to tissue within the bed region, with a mean linear
attenuation co-efficient of 0.094±0.018cm−1 recorded across the cohort, indicating that the animal bed
and coil cannot be neglected if absolute quantification is to be achieved, as it provides attenuation on a
similar level to that of the mouse body itself. If available, it would be advised that CT templates of the
coil and bed are added to future MRAC and EmAC maps (following a similar procedure to that applied
in clinical studies [76]) to avoid local inhomogeneities in the AC accuracy towards the base of the mouse
body due to presence of the animal bed and RF coil.
MRAC also suffered near the top edge of the mouse body (see maps in Figure 8.5) due to the limited
range of the surface coil, although no correction for RF inhomogeneity or FOV truncation was applied
in this work. Ideally MRAC should therefore be provided using a volume transmit/receive coil with an
RF inhomogeneity correction applied to reduce spatial bias in the AC provided. Additional truncation
artefacts could be filled in by allocating uniform attenuation co-efficients from emission scans if possible.
In this study, the myocardium ROI SUV values were not affected by these truncation artefacts, so this
would not be essential in future mouse cardiac studies. Likewise, the overcorrection provided by the
MRAC methods at the mouse flank (caused due to the MRAC methods not accounting for local variations
in µ value) could also be addressed by using the 18F-FDG emission scans to crop the edges of the MRAC
µ maps, although this overcorrection did not affect the myocardium ROI in this work, so again it would
not be essential in future cardiac studies.
It should be noted, however, that although TXAC values were taken as the gold standard in this
Chapter, this method produced low resolution µ maps and propagated noise into the final images [77],
[78], [289] with the increase in noise shown most clearly in the NEMA phantom line profiles and the
increased streak artefacts seen in all TXAC images. The SNR of the TXAC method was also limited as
it could only be performed for a single pass of 10 minutes. Further comparison of the MRAC techniques
detailed here with a CTAC approach could therefore be performed to assess the impact of TXAC image
noise on the AC comparison results.
5The very small copper components within the RF coil may also contribute, with linear attenuation co-efficient of 0.74cm−1
[69], although their small size should mean that these contributions are minimized.
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8.5 Conclusion
A simple, two class (tissue and air) segmentation based MRAC approach for quantitative, simultaneous
PET/MR imaging has been validated against gold standard TXAC for 10 mice. Both TXAC and MRAC
methods were found to give an approximately 20% increase in absolute activity concentrations and SUV
values when compared to images reconstructed without AC applied in both phantom and in vivo datasets.
MRAC was also found to provide mean SUV differences of <10% compared to TXAC in both a my-
ocardium ROI and across the whole mouse body, which was deemed adequate for myocardial imaging in
mice. To provide the best agreement with TXAC, the lung region should be re-assigned a soft tissue lin-
ear attenuation co-efficient in place of the default air linear attenuation co-efficient assigned by ASIPRO
software, resulting in a reduction of the mean SUV difference to 0.9±2.4% in the myocardium ROI
and 1.8±2.8% in the whole body ROI when compared to TXAC. Further improvements to the MRAC
method could include the addition of CT templates of coils and animal beds to MRAC µ maps, as these
were found to be the biggest source of disparity between the TXAC, EmAC and MRAC techniques. If
even greater quantitative accuracy was required, UTE sequences could also be tested to see if they could
offer a further gain in accuracy, as UTE has been shown to provide improved AC accuracy via bone
identification in human studies [75], [76], [87] and in rat SPECT studies [290] of the brain and lungs.
8.6 Chapter summary
Attenuation correction in PET/MR systems must be implemented to provide comparable image quatita-
tion results to stand-alone PET or PET/CT which utilise traditional AC approaches. In this Chapter, a two
class (tissue and air) MRAC method for mice was evaluated against a gold standard TXAC method for
both phantom and in vivo murine imaging studies. It was concluded that some form of attenuation correc-
tion was required in murine imaging and that the default two class MRAC method provided by ASIPRO
should be refined with the lung region segmented from the MR images and assigned a soft tissue lin-
ear attenuation co-efficient. This simple, two class MRAC method could then be easily implemented
to give myocardial SUV values within <5% accuracy of gold standard TXAC for use in quantitative,
simultaneous PET/MR studies of the mouse heart.
Chapter 9
Conclusions
The PET/MR field is rapidly expanding in both clinical and preclinical arenas due to the ability of
PET/MR to provide exquisite soft tissue contrast and high resolution anatomical information to com-
plement functional information derived from PET, without the need for additional radiation exposure to
the subject. This thesis has explored various uses of sequentially acquired MR images to improve the
quantification of small animal PET data.
9.1 Importance of partial volume correction in murine IDIF extraction
As shown in Chapters 4 and 5, without applying some form of partial volume correction, deriving accu-
rate PET AIFs from images is extremely difficult in murine studies. Accurate IDIFs are, however, highly
desirable due to low total blood volumes in mice, which makes serial blood sampling challenging.
9.1.1 18F-FDG
In Chapter 4 it was shown that even with the application of motion correction from cardiac gating de-
rived from mouse ECG signals, in conjunction with improved ROI delineation from co-registered, high
resolution MR images, the resulting IDIFs extracted from 3DRP dynamic 18F-FDG PET images showed
contamination from myocardial TACs due to spillover in the LVBP ROI. Through the application of ei-
ther the GTM PVC technique, or the use of the iterative PET reconstruction techniques which incorporate
PSF modelling, such as MAP, this spillover effect was shown to be reduced and more realistic estimates
of Ki were attained using Patlak analysis. This indicates that the application of PVC techniques in 18F-
FDG IDIF extraction is vital to ensuring accurate quantitative analysis of PET data, which consequently
lead to detecting significant differences in Ki between infarcted and healthy myocardium tissue.
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The GTM method, which used MR information as an anatomical prior to perform PVC, was found
to be unstable and highly reliant upon accurate ROI delineation. The greatest reductions in spillover
for LVBP IDIF determination from 3DRP images were achieved when GTM was used in conjunction
with cardiac gating to provide motion correction. The MAP reconstruction algorithm used with cardiac
gating was found to give the most consistent reductions in spillover affecting IDIFs, although it is a com-
putationally expensive technique which requires a data processing cluster for images to be reconstructed
within a reasonable timeframe.
Promising results were achieved when the VC ROI was used as an alternative IDIF extraction site
to the LVBP ROI for IDIF determination, as both 3DRP and MAP IDIFs derived from the VC ROI
displayed less contamination with tissue TACs than their LVBP counterparts. VC IDIFs also displayed
more consistent IDIF shapes across the mouse cohort and were less affected by motion than the LVBP
IDIFs. Although these results complement recently published work which derived IDIFs from VC ROI
[33], [52], a set of serial blood samples was not available to fully validate the technique at this time.
9.1.2 18F-NaF
In Chapter 5, a similar approach was attempted on a 18F-NaF mouse dataset to evaluate an empirical
recovery co-efficient (RC) technique, which used measurements from co-registered high resolution MR
images to provide PVC for IDIFs. Less spillover was seen in all IDIFs derived from the LVBP ROI
compared to those seen for 18F-FDG, as the kinetics of 18F-NaF mean that there is no trapping of tracer
within the myocardial muscle. This indicated that there was a reduced difference between the curve
shapes of the 3DRP and MAP LVBP IDIFs in all 19 mice, and much greater similarity between the LVBP
and VC ROI derived IDIFs. Late blood samples taken in 10 mice indicated the best IDIF agreement with
plasma samples was achieved using MAP VC IDIFs, although even this method registered a mean bias
of 154±80% across the cohort, indicating that some residual PVE or motion effects were still present
in the data. The empirical RC method was not found to offer a consistent improvement to any of the
IDIF extraction methods. It actually was found to increase the biases and variation for IDIF tails when
compared to the measured plasma samples over the mouse cohort, for example raising the bias of the
MAP VC method to 200±139%. These results indicate that more complicated PVC methods would
need to be applied to provide better agreement with late plasma samples. The VC ROI again showed it
could be a viable alternative to the LVBP ROI for IDIF extraction, as it was affected less by spillover and
motion, although agreement with more than one single, late plasma sample would be required to confirm
this hypothesis.
Patlak analysis in Chapter 5 revealed that despite similar IDIF curve shapes being produced across the
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mouse cohort, small but significant differences were seen in influx constant Ki when compared across
the control and ApoE groups using the VC IDIFs and plasma sample scaled IDIFs, although these were
not seen with the LVBP IDIFs. This again suggests that the VC ROI is less affected by motion than the
LVBP and therefore is a promising alternative ROI for IDIF extraction in mice.
The main conclusions from the first part of this thesis can therefore be summarised as follows:
1. For tracers with large myocardial uptake, such as 18F-FDG, PVC and spillover correction are
essential to extract accurate IDIFs.
2. PVC and spillover correction for 18F-FDG IDIFs can be provided by MR information using the
GTM method, although its use is restricted due to its reliance on accurately delineated ROIs and
its assumption of homogeneous uptake in each region.
3. The RC method did not provide any improvement in accuracy for 18F-NaF IDIFs.
4. The use of MAP reconstruction produced the most accurate IDIF results for both 18F-FDG and
18F-NaF. For 18F-FDG, these results were improved further by using cardiac gating to correct for
motion.
5. The vena cava ROI is a promising alternative to the LVBP ROI for 18F-FDG and 18F-NaF IDIF
extraction, as IDIFs extracted from the VC were less affected by spillover and motion. In the case
of 18F-NaF, VC IDIFs also agreed best with late plasma blood samples.
9.2 Relationship and conversion between PET tracer and MR contrast
agent AIFs
As an alternative to PVC IDIF methods, the use of a Gadolinium contrast agent AIF derived non-
invasively from MR images for conversion into a PET AIF was explored. Chapter 6 outlined the de-
velopment of an automated DSC MRI analysis which used empirically-derived voxel thresholds to attain
reliable estimates of an MR contrast agent first pass bolus AIF in rats. Qualitative analysis of stroke
physiology was unaffected by using an automatically selected AIF in place of a manually derived AIF,
but AIF peak heights and AUC increased by up to a factor of 3 when using the angiographic voxel se-
lection method. The angiographic method used a probabilistic study-specific rodent vasculature atlas to
streamline the empirical thresholds of the automatic algorithm in AIF voxel selection, and as a result
produced AIFs with the largest peak heights and most distinct bolus profiles, resulting in CBF and CBV
values with the best agreement to the literature. The CBF values from the angiographic method also had
the best agreement with CBF values determined from ASL, although all perfusion parameters produced
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using DSC MRI were found to exhibit a high variance and appeared to slightly overestimate CBF, CBV
and MTT. This indicated that the current method of performing quantitative analysis of perfusion was
non-ideal and could be improved upon in future work by incorporating techniques, such as Tikhonov
regularization [200], into the analysis process.
The angiographic method developed in Chapter 6 was then applied in Chapter 7 to attain consistent
DSC MRI AIFs for comparison to gold standard PET and MR contrast agent AIFs derived from serial
blood sampling following a dual injection of 18F-FDG and Gadovist in rats. The DSC MRI AIFs were
also combined with AIFs from DCE MRI acquired at later time points of the scan to create a non-invasive
estimate of the contrast agent AIF. The relationships observed between the blood sampled 18F-FDG and
Gd AIFs confirmed previously published results [54], which showed that the greatest similarity between
the AIFs was observed in the first few minutes of the examination where blood flow dominates the AIF
curve shape. Different AIF tail curve shapes were observed in the later stages of the examination (>10
minutes after injection), which was attributed to the difference in extravasation rates between the two
compounds and the fact that 18F-FDG is internalized within cells. AIF conversion between modalities
was achieved using a previously described methodology, based on empirically derived bi-exponential
rate constant ratios [54], giving AUC and peak height results which agreed between the converted Gd
AIFs, converted DSC/DCE MRI AIFs and 18F-FDG AIFs. There was more variation in the converted
DSC/DCE MRI AIFs, however, than the converted Gd AIFs across the rat cohort due to dispersion and
delay affecting the collection of the blood samples, as well as scaling difficulties between the DSC and
DCE MRI datasets for some rats. This indicated that a combined DSC/DCE MR-based method could be
used to non-invasively estimate the PET AIF but the residuals between the converted curves indicated it
would be difficult to perform full kinetic modelling of tracer rate constants accurately. The conversion
method also relied on empirically derived ratios from extensive blood sampling of each subject group,
which is time-consuming and difficult to obtain.
An alternative AIF conversion method which focused only on the first pass of the AIF was also
investigated, as this was the region where the PET tracer and contrast agent AIFs were seen to be most
similar. Normalized gamma variates were first fitted to both the first pass of the 18F-FDG and Gd AIFs, as
well as to DSC MRI AIFs. It was found that the DSC MRI and Gd gamma variates could then be scaled
to the 18F-FDG gamma variates either with a blood sample taken from the peak of the 18F-FDG AIF
or non-invasively using a linear relation derived between the injected PET tracer dose and the PET AIF
peak height. Both sets of scaled gamma variates gave more consistent AUC, peak height and residual
results in the first pass of the AIF compared to the bi-exponential method. It was hypothesized that this
DSC MRI method could be used to assist in PET AIF peak determination in the first pass phase, with
PET image-derived methods used to extract the AIF non-invasively at later time points. The reliance
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of the non-invasive conversion method on the linear scaling relation means that a similar relation would
need to be established for each subject population in order for the technique to be translated into practical
use on simultaneous PET/MR systems.
The main conclusions from the second part of this thesis are summarised as follows:
1. Automatically extracted DSC MRI AIFs provide are more consistent than those extracted manually
and automatic AIFs produce more realistic quantitative estimates of perfusion parameters CBF
and CBV. These results were improved further with the addition of angiographic information.
Qualitative perfusion estimates were unaffected by AIF voxel selection technique.
2. As expected, the AIF curve shapes produced by MR contrast agents and PET tracers were different
at late time points according to blood sample measurements. These results agreed with those
previously reported by Poulin et al. [54].
3. Scaling AIFs extracted from DSC MRI with DCE MRI data did not produce reliable estimates of
MR contrast agent AIFs, although this was most likely due to a temporal sampling mismatch and
delay/dispersion inside the cannula line.
4. The conversion method proposed by Poulin et al. [54] was found to produce good estimates of AIF
peak height and AUC values, but limited agreement with AIF curve shapes across the rat cohort.
5. Performing the MR to PET AIF conversion using normalized gamma variate functions gave more
consistent residuals in the first pass phase of the AIF compared to the Poulin method. This suggests
that future work should focus on using MR techniques which specialize in measuring the first pass
of the AIF for conversion to PET AIFs, as this part of the curve had the greatest similarity between
the modalities.
9.3 Attenuation correction approaches for murine PET/MR
A simple MR-based attenuation correction approach based on a two class (air and tissue) MR segmen-
tation method was seen to provide adequate attenuation correction for quantitative PET in mice when
compared to gold standard transmission scanning in Chapter 8. The small size of the mice meant that
the observed attenuation effect was much lower than that in humans, resulting in a 22.6±0.9% reduction
in SUV within the myocardial ROI, when comparing non-AC corrected images to those created using
TXAC. Although the default air and tissue MRAC method provided by ASIPRO gave myocardial SUV
values that had a mean difference of 5.0±1.6% in the myocardial ROI when averaged across the mouse
group, the best agreement with TXAC was achieved when the lung region was assigned the linear atten-
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uation co-efficient of tissue (0.095cm−1), giving a mean difference of 0.9±2.4% in the myocadial ROI.
There remained a large discrepancy of up to 40% in SUV values at the base of the mouse body between
images reconstructed using the MRAC and TXAC techniques, however, even with the adjustment of the
lung region, indicating that this was caused by the surrounding equipment, such as the animal bed and
RF surface coil.
In conclusion,
1. AC is required in sequential PET/MR murine studies for absolute quantification
2. To perform this in a preclinical PET/MR scanner, a whole body MR scan is required and this
should be used to provide a µ map template of the entire mouse body with the linear attenuation
co-efficient of tissue (0.095cm−1). If the lung is mis-segmented as air, this must be corrected.
3. Coil and bed µ map templates are also required to avoid a spatial bias in the AC provided.
9.4 Further Work
To build on the results of this thesis, serial blood sampling of mice in a PET/MR environment would be
required using MR-compatible equipment such as the Swisstrace [51] blood sampling and measurement
system to further evaluate the IDIF extraction techniques discussed in Chapters 4 and 5. A full set of
arterial plasma samples is required to fully evaluate murine IDIF extraction methods for both 18F-FDG
and 18F-NaF, particularly to see if the VC ROI can be used as an alternative to the LVBP ROI for IDIF
extraction, as it less affected by PVE and motion. Blood samples are also required to establish a standard
relationship between whole blood and plasma concentrations in mice for 18F-NaF. Additional analysis of
PVC approaches for IDIF determination currently used in PET, such as factor analysis [37], could also
be compared to those discussed in this thesis to determine the optimum IDIF extraction method for use
in PET/MR kinetic modelling studies.
The use of simultaneous PET/MR imaging is desirable, as each dynamic PET frame could be co-
registered to simultaneously acquired MR data. The improved co-registration between modalities would
reduce errors in ROI delineation, and as a consequence would reduce IDIF spillover artefacts. This
would also reduce gross motion errors resulting from organs shifting in position between sequential MR
and PET scans. Simultaneous PET/MR would, however, require an alternative attenuation correction
method to be used, such as the two class MRAC approach discussed in this thesis. To improve on this
method, equipment such as the scanner bed and MR coils which remain within the PET FOV could be
accommodated for using CT scan templates added into MRAC µ maps.
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Finally, further studies into the use of MR AIFs to estimate PET AIFs in rats would also benefit
from simultaneous PET/MR acquisition, as this would allow the converted MR AIFs to be tested in
kinetic analysis with PET TACs and would also allow the converted MR AIFs to be compared to PET
IDIFs extracted using techniques similar to those investigated in Chapters 4 and 5. Syringe pumps
should also be used in future studies to standardise volumes and rates of injection, as well as using
previously proposed methods [280] to account for dispersion present in long arterial and venous cannulas
when performing blood sampling from inside the bore of an MRI scanner. Rapid, MR-compatible blood
sampling techniques [51], [230] would also be advisable to gain higher temporal resolution estimates
of a gold standard AIF in the first pass of a combined tracer and contrast agent bolus. Fast imaging
sequences such as DSC MRI or phase-based DCE MRI [283], [284] could be used to provide rapid
measurement of MRI contrast agent concentrations within the first pass, to ensure that this region is
accurately represented when converting from an MR AIF to a PET AIF. Further work on this subject
using similar DSC MRI based techniques to assist in determining the first pass of the PET AIF from MR
are currently being pursued by Hasan Sari of University College London [291] and Liliana Caldeira of
Forschungszentrum Ju¨lich [292] in clinical PET/MR studies, indicating that the technique described in
this thesis may have a clinical translation.
To summarise, the results presented in this thesis provide a clear platform for the use of PET/MR
scanning in preclinical research for a number of applications which require quantitative results. Addi-
tionally, simultaneous PET/MR systems offer increased accuracy of co-registration and reduced motion
artefacts between the modalities, which should further improve the accuracy of quantitative PET images.
This research can hopefully be translated into human research and clinical studies, where quantitative
imaging information can assist in diagnosis and treatment monitoring.
Eleanor Evans
June 2015
Appendix A
Spilt magnet simultaneous PET/MR
A schematic representation of the 1T split magnet design is shown in Figure A.1. The two halves of
the magnet are split by approximately 80mm, with 120cm radial light guides attached to PMTs in the
gap, shown in Figure 1.2. The magnet is kept at field using a cryostat using both Nitrogen and Helium
cooling layers, requiring ≈200l/week of N2 and ≈100l/3 weeks of He. PET scanner has been modified
to increase the standard light guides from 100cm, such that the PMTs experience a field of 10 Gauss and
can operate with minimal shielding. Almost identical performance to a standard Focus 120 scanner is
achieved [26], with its parameters listed in Table A.1.
The drawbacks of the design lie in the low SNR achieved by the 1T MRI system (SNR scales linearly
with field strength) and decreased light yield of 40% in the optical fibres compared to the standard Focus
120 light guides, resulting in an increase from 17.2 ± 0.1% to 27.1% ± 0.1% in the FWHM of the mean
photopeak energy resolution, making it more difficult to perform voxel by voxel comparisons across
subjects [12]. Low SNR also precipitates longer acquisition times as more averages will be required to
gain the same image quality as a higher field system.
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Figure A.1: Split magnet PET/MR scanner set-up.
Parameters of the MicroPET Focus 120 scanner in Cambridge split magnet design [26], [229]
Parameter Values
Detector rings 4
Detector blocks per ring 24
Detector crystals per block 12×12
Crystal dimensions 1.52×1.52×10mm
Fibre optic dimensions 100mm bundles
PMT Hamamatsu R5900-C12
Energy resolution 27%
Maximum spatial resolution 1.8mm FWHM
Maximum sensitivity 3.4%
Axial FOV 76mm
Transverse FOV 100mm
Table A.1
The split magnet uses custom-made split gradient coils [293] (Figure A.2) and custom-made RF coils
(Figure A.3). Coil elements are not included in the gap between the two halves of the magnet to minimise
attenuation and scatter. There are also four posts inserted around the centre of the magnet to brace the
magnet halves against the attractive forces of the magnetic field. This results in some light guides being
being placed around the posts (ideally all modules would be placed at equal distances around the centre)
and modified with cuts to ensure signal from all scintillator crystals is received.
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Figure A.2: Split gradient coils required for split magnet imaging. Photos used with permission of Dr
Rob Hawkes.
(a) (b)
Figure A.3: Custom-made RF coils: (a) transmission coil and (b) mouse head coil. Photos used with
permission of Dr Rob Hawkes.
Appendix B
Time of flight PET
The principle of Time Of Flight (TOF) relies on the fact that the two gammas rays from each positron
annihilation event will have different travel times. Taking the midpoint between the 2 detectors as d, one
event must travel a distance of d + ∆x and the other must travel d - ∆x (shown as d1 and d2 in Figure B.1
respectively). As photons travel at the speed of light (c, 3 ×108ms−1), the arrival time difference is 2∆xc
[2].
Figure B.1: Schematic illustrating PET data acquisition incorporating TOF, which can localize an anni-
hilation event along an LOR. The spatial uncertainty on the annihilation position depends on
the scanner timing resolution.
A human scanner with a timing resolution of 500ps will have a 7.5cm spatial uncertainty in the
position of the annihilation event. This can then provide a probability distribution for each LOR, demon-
strated in Figure B.2. This is then fed directly into the reconstruction algorithm, leading to an SNR
improvement. Due to the small size of the subjects involved, no small animal scanners have yet been
developed with timing resolutions capable of providing TOF capabilities [99].
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Figure B.2: LOR probability distributions, showing that TOF replaces the assignment of equal probabil-
ity all along the LOR with a probability distribution.
Appendix C
Mathematics of MAP reconstruction
In iterative reconstruction, PET data are modelled as a collection of independent Poisson random vari-
ables with the log-likelihood function, L, given in equation (C.1) [65],
L(p|f) =∑
i
pi log p¯i− p¯i− log pi! (C.1)
where f ∈ RN×1 is the unknown image, p ∈ RM×1 is the measured sinogram (pi is the sinogram at
LOR i)and p¯ ∈ RM×1 is the mean of the sinogram (p¯i is the sinogram at LOR i).
The mean sinogram y¯ is related to the image x through an affine transform shown in equation (C.2)
[65],
p¯ = Pf+ s+ r (C.2)
where P ∈RM×N is the detection probability matrix, s ∈RM×1 is the scatter in the data and r ∈RM×1
are the random counts in the data.
The randoms correction is usually performed by computing the difference between the coincidence
events in the “prompt” coincidence timing window and those in a delayed window of equal duration,
assuming that the mean of all the events in delayed timing window is equal to the randoms mean in
the coincidence window, meaning that the precorrected data has a mean of Pf+s and a variance of
Pf+s+2r, such that the shifted-Poisson model with log-likelihood (l in equation (C.3)) serves as a good
approximation [65],
l(p|f) =
NLOR
∑
i=1
(pi +2ri) log((Pf)i + si +2ri)− ((Pf)i + si +2ri) (C.3)
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A Gibbs prior is used to regularize the reconstruction and is detailed in equation (C.4) [65],
G(f) =
1
Z
exp(−βU(f)) (C.4)
where U(f) is the energy function, β is the smoothing parameter that controls the resolution of the
image and Z is the normalization constant. β is incorporated to constrain the values of neighbouring
voxels to similar values [65]. A β of 0.0 imposes no constraint (MAP then becomes an expectation
maximization algorithm), with a large value (1.0) imposing high smoothing.
MAP image reconstruction is performed using the likelihood function (which incorporates the P ma-
trix) with the image prior as a penalty term, as shown in equation (C.5),
fˆ(p) = argmax
f≥0
l(p|f)−βU(f) (C.5)
where f ∈RN×1 is the unknown image, p ∈RM×1 is the measured sinogram, where U(f) is the energy
function, β is the smoothing parameter that controls the resolution of the image and l is the shifted-
Poisson log-likelihood function.
EM and OSEM approaches can exhibit high variance at high iteration numbers and are regularized
through early termination of the reconstruction or post-processing image smoothing [64]. In MAP,
smoothing is achieved using a prior to regularize the reconstruction, meaning that MAP does not ex-
hibit instabilities at high iterations and once effective convergence has been reached, the iteration stop-
ping point is not critical [64]. MAP hence provides better resolution recovery and convergence than 3D
OSEM, although takes longer to process without ordered subsets to speed up the reconstruction.
Appendix D
Segmentation-based MR attenuation
correction techniques for PET
D.1 2 point DIXON
In phase and out of phase gradient echo images can be combined to give images of water and fat using
the two point DIXON technique [85]. In the first in-phase image, the signal is expressed in equation
(D.1) [86],
Sip = Sw +S f (D.1)
where Sip is the in phase image signal, Sw is the water signal and S f is the fat signal. The out of phase
image signal, Sop, is formed at halfway between the in phase TE and the next in phase TE (i.e. if the in
phase TE was 4.5ms at 1.5T, the out of phase TE will be 6.9ms) and is given in equation (D.2) [86],
Sop = Sw−S f (D.2)
Equations (D.1) and (D.2) are then used to find the water and fat image signals [137],
Sw =
1
2
(Sip +Sop) (D.3)
S f =
1
2
(Sip−Sop) (D.4)
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As the two images are created using different TEs, a correction for T2* differences between the
images is required [86]. The two point DIXON also assumes perfect B0 homogeneity, which can lead
to phase errors accumulating between Sip and Sop. To resolve this, a three point DIXON technique
is used, which acquires a third image at a later in phase TE to calculate this phase shift and therefore
accommodate for B0 inhomogeneities [137].
D.2 Ultra shot echo time (UTE) MR
Cortical bone has very short T2 values (0.42–0.50ms [294]), leading to rapid dephasing of the MR
signal. This means that bone appears extremely similar to air on conventional MR images and can only
be visualised if the sequence TE is of the same order of magnitude as the T2 value. Specialist ultra short
echo time (UTE) sequences have hence been developed to visualise bone [294]. In order to attain a very
short TE, UTE typically uses a radial k space samplin and data acquisition starts immediately after the
RF pulse, during the ramp up time of the readout gradient [295]. The TE is limited by the RF deadtime,
which is defined as half the RF pulse duration and the delay time needed for the system to switch from
transmit to receive mode [295].
UTE is used to classify a bone class for µ maps in segmentation-based MRAC approaches, although
these are limited to brain studies due to the long acquisition times required by UTE [75]. The most
commonly utilised approach for this application is a dual echo UTE sequence - the first image is taken
from the FID very quickly after RF excitation (TE = 50-150µs) and the second is a standard gradient
echo image (TE typically 2-3ms) [75], [81], [290]. Tissues with short T2, such as bone, are visible in the
FID image, but not the gradient echo image. As soft tissue is visible in both images, and air is visible
in neither, bone can be extracted by comparing the FID and gradient echo images [81]. This approach
was recently implemented in rat SPECT/MR imaging [290], where an attenuation map was created by
first calculating a voxel by voxel R2 (1/T2) map from the FID and gradient echo images, as described in
equation (D.5),
R2 =
ln(I1)− ln(I2)
TE1−TE2 (D.5)
where I1 and I2 are the image intensities in the FID and gradient echo image respectively, and TE1 and
TE2 are their echo times. A binary body mask (taken from a threshold of the FID image) was used to
exclude erroneous R2 values from air voxels [290]. Empirically derived R2 thresholds were then applied
to the data to give a 4 class µ map (air, soft tissue, bone and lung) [290].
Appendix E
Mathematics of singular value
decomposition (SVD)
Singular value decomposition (SVD) was performed to produce the residue function and calculate esti-
mates of CBF as outlined in [117], [118] and [120].
To determine absolute CBF, Zierler’s area to height relation is used as detailed in Section 3.2.2, and
presented again as equation (E.1),
CBF =
(1−Hlarge)
ρ(1−Hsmall)
∫
CT (t)dt ·Cideal, max∫
Cideal(t) dt
∫
AIF(t) dt
(E.1)
where Hctlarge (∼0.45 [195]) and Hctsmall (∼0.25) are the hematocrit values in large and small blood
vessels respectively, ρ is the brain density (1.04g/ml), Cideal is the true concentration in tissue (i.e. the
tracer bolus is instantaneous), Cideal, max is its peak value, CT (t) is the measured concentration in tissue
and AIF(t) is the arterial input function [119], [120].
The measured concentration is a convolution of the true concentration and the AIF, shown in equation
(E.2),
CT (t) = Cideal(t)⊗AIF(t) = CBF ·AIF(t)⊗R(t) = CBF ·
∫ t
0
AIF(τ)R(t-τ) dτ (E.2)
where R(t) is the residue function [117], [118] describing the fraction of contrast remaining in the system
at time t. CBF can hence be calculated using the deconvolution of the tissue concentration curve (CT (t))
and the measured AIF(t).
Gamma variate functions as described in Section 3.2.2 (see equations (3.13) and (3.14)) were fitted
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to the AIFs as described in Section 6.2.6. It was attempted to fit gamma variate functions on a voxel by
voxel basis to tissue concentration-time curves for analysis with the AIF gamma variates, as described
in [120], but poor fitting was achieved using this method as rat DSC MRI time courses give a reduced
response compared to those found in human data, as illustrated by the lack of recirculation peaks seen in
6.14. SVD was therefore conducted with the full tissue ∆R2* concentration-time curves and AIF ∆R2*
concentration-time curves or with the full tissue ∆R2* concentration-time curves and gamma variate
functions fitted to the AIFs. The results presented in Chapter 6 use the later of these two methods.
To perform the deconvolution, it is assumed that the functions AIF(t) and R(t) (i.e. Cideal(t)) are
constant over small intervals ∆t, the time between measurements (see equation (E.3)),
CT (t j) = CBF∆t
N
∑
i=0
AIF(t)i R(t j-ti) (E.3)
The convolution can then be formulated as a matrix of the form A·b = c (equation (E.4)),
CBF ·∆t

AIF(t1) 0 · · · 0
AIF(t2) AIF(t1) · · · 0
· · · · · · · · · · · ·
AIF(tN) AIF(tN−1) · · · AIF(t1)
 ·

R(t1)
R(t2)
· · ·
R(tN)
=

CT (t1)
CT (t2)
· · ·
CT (tN)
 (E.4)
Matrix A be expressed as the product of an M × N column-orthogonal matrix U, an N × N diagonal
matrix W and the transpose of an an N × N orthogonal matrix V. The inverse of A can therefore be
written as shown in equation (E.5),
A−1 = V ·
[
diag(
1
wi
)
]
·UT (E.5)
where wi are the diagonal elements of W and UT is the transpose of U. As both the AIF and residue
function vary over small timescales compared to the temporal resolution, equation (E.5) is modified such
that AIF(t) and R(t) vary linearly with time during ∆t and the elements of A, ai j can be written as follows:
ai j =

∆t(AIF(ti− j−1)+4 ·AIF(ti− j)+ AIF(ti− j+1)6 ) for 0≤ j ≤ i
0 otherwise
(E.6)
The matrix b is then calculated, which contains the elements of R(t), using equation (E.7),
APPENDIX E. MATHEMATICS OF SINGULAR VALUE DECOMPOSITION (SVD) 319
b = V ·
[
diag(
1
wi
)
]
· (UT · c) (E.7)
In order to regularize the solution for b, values smaller than 20% of the maximum value of wi were
set to 0 [120]. R(t) (i.e. Cideal) is then used with CT (t) and AIF(t) to calculate the CBF from equation
(E.1) and (E.2).
Appendix F
Dependence of GTM PVC method on ROI
delineation in 18F-FDG murine studies
To ascertain the effect of “poor” ROI delineation on the effectiveness of the GTM method, PVC IDIFs
were obtained in an additional way from 3DRP PET data in the LVBP ROI. This was designated as the
“PET” ROI GTM method.
The five ROI classes required to conduct the GTM PVC method (as outlined in Chapter 4) were
manually delineated from the last dynamic frame over 10 slices of 3DRP images covering the mouse
heart. Each image was scaled between 0 and 75% of the maximum value found in the LVBP region.
Rough approximations of the LVBP region in the centre of the heart, the high uptake region showing
the healthy myocardium and the reduced region indicating the infarcted myocardium were manually
delineated by the same operator (the author). Each image was then scaled to between 0 and 50% of
the maximum value in the LVBP region and the contour of the mouse body was outlined. ROIs were
manually inspected through all dynamic frames to ensure they were not overtly affected by motion. An
example “PET” LVBP ROI is shown on the left hand side of Figure F.1.
Figure F.1: GTM IDIF ROIs. (Left) Method 1: LVBP ROI drawn directly on PET data interpolated to
MR space for comparison and (Right) Method 2: LVBP ROI drawn on high resolution MR.
320
APPENDIX F. DEPENDENCE OF GTM PVC METHOD ON ROI DELINEATION IN 18F-FDG
MURINE STUDIES 321
F.1 Comparison of GTM IDIFs from “PET” or “MR” LVBP ROIs
A comparison of IDIFs extracted using the GTM methodology with “PET” and “MR” ROIs taken from
the LVBP region are shown for a control and drug treated mouse in Figure F.2. The IDIFs corrected
using ROIs delineated from PET alone often result in a non-physical, negative IDIF tail, particularly
when gating is applied to the data. This indicates that the GTM method is over-correcting for spillover.
This occurs as the LVBP and myocardium classes are not delineated accurately and therefore the LVBP
signal is too high before GTM is applied, resulting in a negative value being assigned to its “corrected”
co-efficient when the signal curve is fitted to the combination of all corrected signal classes. IDIFs
produced using MRI to aid in the ROI delineation process, however, produce PVC corrected IDIFs with
positive activity concentration values in the tail region, and the application of gating to these IDIFs lowers
the tail as the signal blurring and spillover from motion is reduced. This is expected as gated PET data
should align better with gated MR data, increasing ROI delineation accuracy. In summary, these results
indicate the GTM method is unstable and highly dependent on accurate ROI delineation.
(a) (b)
Figure F.2: Comparison of GTM IDIFs for control and drug treated mouse - “MR” LVBP ROI IDIFs are
shown in black and “PET” LVBP ROI IDIFs are shown in pink, with dotted lines indicating
gated IDIFs. Generally the “MR” ROIs produce more realistic IDIF estimates than those
done using PET alone.
IDIFs derived for a second example set of mice using the GTM method are shown in Figure F.3,
to illustrate further the variability of success when using the GTM method to provide PVC and the
sensitivity of the method to ROI shape.
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(a) (b)
Figure F.3: Comparison of GTM IDIFs second set of control and drug treated mice - “MR” LVBP ROI
IDIFs are shown in black and “PET” LVBP ROI IDIFs are shown in pink, with dotted lines
indicating gated IDIFs. “PET” ROIs, with no MR to guide them, are again shown to be
inaccurate as these produce an over-correction for the IDIF and give the IDIF tail negative
values in both mice.
F.2 Comparison of Ki values calculated using GTM IDIFs from “PET”
or “MR” ROIs
LVBP IDIF Ki values after GTM applied
TAC ROI PET-only ROIs PET-only ROIs, gated MR ROIs MR ROIs, gated
Control, myocardium 0.196 ± 0.137† 0.436 ± 0.233† 0.069 ± 0.028† 0.090 ± 0.041†
Treated, myocardium 0.474 ± 0.322† 0.620 ± 0.351† 0.065 ± 0.024 0.096 ± 0.030
Control, infarct 0.068 ± 0.101† 0.147 ± 0.127† 0.024± 0.015∗† 0.036± 0.016∗†
Treated, infarct 0.229 ± 0.190† 0.227 ± 0.198† 0.063 ± 0.021∗ 0.081 ± 0.028∗
Table F.1: Ki values in ml/min/g for GTM IDIF methods using LVBP ROI, mean value for each mouse
group (n=6). ∗p< 0.05, paired Student’s t test, indicating significant difference between con-
trol and drug treated groups in infarcted region. †p< 0.05, paired Student’s t test, indicating
significant difference between healthy and infarcted myocardium in this mouse group.
As shown in Table F.1, the non-physical GTM IDIFs created by using incorrect ROIs (the “PET” ROIs)
vastly overestimate the myocardial Ki values and also show a very large variance in the values reported.
This again indicates the instability of the GTM method and its vulnerability to poor ROI delineation.
Appendix G
Motion correction in 18F-NaF murine
studies
Respiratory gating signals were taken during the PET emission scan, but were not used in the final
analysis covered in Chapter 5. No great improvements in resolution or in co-registration were achieved
using respiratory gating to re-bin the dynamic frames, as shown in Figure G.1 and as reported in literature
for 18F-FDG [53]. Respiratory gating was therefore not applied to ensure SNR was kept high in short
dynamic frames with low count statistics which covered the rapid washout of 18F-NaF from the mouse
heart.
Figure G.1: Comparison of respiratory gated and ungated 18F-NaF murine data. No qualitative differ-
ences in image quality seen by applying motion correction, so gating was not applied to
ensure maximum count statistics were available.
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Additional TAC and IDIF parameter data
from 18F-NaF murine studies
A summary of all extracted lumbar spine TACs for both control and ApoE mouse groups is shown in
Figure H.1.
Figure H.1: Lumbar spine TACs extracted from 18F-NaF murine data. Top Row: Control group TACs
from (left) 3DRP images and (right) MAP images. Bottom row: ApoE group TACs from
(left) 3DRP images and (right) MAP images.
Uniform, smooth shapes are seen across both groups, with higher uptakes seen in the ApoE group.
ApoE 2 and ApoE 10 suffer jumps at late time points due to the scanner acquisition protocol crashing
and being restarted within those time frames, fortunately this effect did not cause as a large a jump in
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their respective IDIFs, and could be smoothed out in PMOD when analyzing the TACs to calculate Ki
values.
The mean peak heights and mean AUC values for mouse groups are detailed in Tables H.1 and H.2.
These results expand upon the summary of IDIFs shown in Figure 5.13 and 5.14, indicating how the
peak heights and AUC values change with IDIF extraction technique. The AUC values, in particular,
influence parameters taken from graphical kinetic analysis such as Ki.
Mouse group 3DRP LVBP MAP LVBP 3DRP VC MAP VC
All (n=19) 4.4±1.7 4.0±1.6 5.4±2.2 6.0±2.6
Controls (n=6) 4.8±2.0 3.9±1.8 6.8±2.4 7.2±2.9
ApoE (n=13) 4.2±1.6 4.1±1.5 4.8±1.9 5.4±2.4
Normalized to injection 3DRP LVBP MAP LVBP 3DRP VC MAP VC
All (n=19) 5.5±2.0 5.0±1.7 6.7±2.3 7.3±2.4
Controls (n=6) 5.6±1.6 4.5±1.4 7.9±2.1 8.4±2.7
ApoE (n=13) 5.5±2.2 5.3±1.8 6.1±2.2 6.8±2.2
Table H.1: Comparison of IDIF mean peak heights from LV and VC ROIs using 3DRP and MAP. All
peak height values in MBq/ml. Bottom half of table shows results after each IDIF was nor-
malized to injected activity (MBq/g).
Mouse group 3DRP LVBP MAP LVBP 3DRP VC MAP VC
All (n=19) 3119±1205 2227±1212 2654±1149 2627±2221
Controls (n=6) 2662±759 2613±755 1984±481 2165±541
ApoE (n=13) 3330±1336 2049±1362 2963±1253 2841±2668
Normalized to injection 3DRP LVBP MAP LVBP 3DRP VC MAP VC
All (n=19) 4087±1983 3005±2552 3461±1650 3688±4232
Controls (n=6) 3209±800 3111±532 2382±330 2579±209
ApoE (n=13) 4492±2252 2956±3105 3960±1785 4200±5094
Table H.2: Comparison of IDIF mean AUC from LV and VC ROIs using 3DRP and MAP. All AUC
values in MBq·s/ml. Bottom half of table shows results after each IDIF was normalized to
injected activity (MBq/g).
Differences in IDIF peak height found between 3DRP and MAP in both the LV and VC ROIs both
before and after normalization to injected activity were all found to be significant (Student’s paired t test,
p<0.01) when all IDIFs from all 19 mice were analyzed together, indicating that any difference in IDIF
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extraction technique affected the resulting mean peak height for the IDIFs. For the control group (n=6),
peak height differences were significant (Student’s paired t test, p<0.01) only when IDIFs from the LV
and VC ROIs were taken from images with the same reconstruction algorithm were compared, and these
differences were only significant between the LV and VC ROIs with the MAP algorithm for the ApoE
group (n=13). In terms of AUC, significant differences (Student’s paired t test, p<0.01) were only seen
between LV and VC IDIFs formed using 3DRP and between LV IDIFs formed using 3DRP and MAP.
These differences were seen both when the IDIFs were analyzed together and when they were analyzed
in the Control and ApoE groups.
These results suggest that, unlike the 18F-FDG results from the previous Chapter, the partial volume
correction provided by MAP compared to 3DRP has slightly less of an impact on the IDIF curve shapes
of 18F-NaF data, but IDIFs from the LV and VC ROIs can still be significantly different from each other.
Appendix I
DCE MRI
A DCE MRI sequence was used to scale DSC MRI data to contrast agent concentrations for comparison
to blood sampled Gd AIFs and 18F-FDG AIFs in Chapter 7 of this thesis. DCE MRI can also be used to
extract non-invasive estimates of contrast agent AIFs and use these in compartmental modelling analysis,
as detailed in Chapter 3. The validation of the DCE MRI technique, its relaxivity value calculation, an
overview of DCE MRI AIF extraction techniques and the mathematics of DCE MRI kinetic theory are
contained in the following sections to provide necessary background on the technique.
I.1 Validation of DCE MRI sequence in vitro
DCE-MRI requires a rapid FLASH VFA protocol which can perform accurate T1 mapping using mul-
tiple flip angles. A baseline, single flip angle FLASH acquisition should also be performed before any
MR contrast agent is administered to act as a baseline and repeated multiple times after the injection to
observe the signal change due to the presence of contrast agent. This signal change can then be used in
conjunction with the baseline scan and the T1 map generated from the VFA acquisition, as detailed in
Chapter 2, to estimate the shortened T1 of the tissue due to the presence of contrast agent and therefore
the concentration of contrast agent according to its known relaxivity value. B1 mapping is often con-
ducted in clinical studies [109], [113], [296] in addition to the VFA FLASH T1 mapping protocol, to
correct for variations which may bias the resulting T1 values, although small animal studies in preclini-
cal MR scanners do not usually require this correction [193], [269] due to the smaller size of the subject
meaning the preclinical volume coils provide adequate B1 homogeneity across the subject.
The variable flip angle FLASH sequence used to perform DCE MRI in Chapter 7 was tested in an
aqueous phantom study, using 7 tubes containing known concentrations of Gadovist contrast agent (see
Figure I.1, tubes 1-7 = pure water, 0.16, 0.32, 0.48, 0.64, 0.8 and 0.96mM). The T1 values produced for
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the phantom (see Figure I.1 and Table I.1) were of the range expected for the selected concentrations and
additional T1 maps of rat brains, an example of which is shown in Figure I.2, were found to agree with
literature [297], [298], [299].
Figure I.1: Left to right: Photograph of Gadovist phantom with tube numbers; FLASH image of Gadovist
phantom used for DCE MRI; T1 map produced from signal generated by multiple flip angle
acquisitions.
Gadovist phantom T1 values
Tube Concentration/mM T1 values/s
1 0.00 2.53 ± 0.12
2 0.16 0.93 ± 0.05
3 0.32 0.52 ± 0.01
4 0.48 0.41 ± 0.01
5 0.64 0.31 ± 0.01
6 0.80 0.28 ± 0.04
7 0.96 0.20 ± 0.03
Table I.1
Figure I.2: T1 map of rat brain, showing longest T1 values (approx. 3s) in CSF rich region.
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The phantom and in vivo tests additionally showed good precision of T1 measurements and uniformity
of results across each tube of the water-based phantom. This indicated that B1 homogeneity and the
spoiling of the sequence was acceptable, providing good flip angle accuracy and was again confirmed
with the uniformity of in vivo T1 results.
I.2 Relaxivity calculation
The relaxivity (r1) of a contrast agent determines how large a change in contrast agent concentration is
reflected in the observed change in relaxation rate on the MRI images. The r1 value decreases with both
field strength [128] and temperature [298], [300]. The relaxivity for a water based solution of Gadovist
in a 4.7T scanner at 20◦ was determined from the values shown in Table I.1 as 4.5±0.3mMs−1 using a
linear fit of the difference in observed T1 values and the water (0mM) T1 value against concentration
from equation (2.24), discussed in Chapter 2.
The phantom was then tightly wrapped in a water heating blanket with a temperature probe inserted
next to the inner water tube to observe the change in the relaxivity at body temperature. The water
heating blanket was set at nominal heating temperatures 35, 38 and 40◦C and the phantom allowed to
stabilise for 10 minutes at each temperature before measurement began. The temperature reading taken
from next to the phantom inner tube was noted each time the relaxivity was re-calculated.
T1 values increased in a roughly linear fashion with temperature as expected, increasing by approx.
20% between room temperature and 37◦C. This led to a change in r1 from 4.5 to 4.0mMs−1 (11%
decrease), shown in Table I.2.
Gadovist phantom relaxivities with temperature for water at 4.7T
Water blanket setting/◦C Phantom temperature/◦C r1 value/mMs−1
Off 20.0 ± 1.0 4.5 ± 0.3
35 32.0 ± 0.5 4.3 ± 0.3
38 34.0 ± 0.5 4.2 ± 0.3
40 37.0 ± 0.5 4.0 ± 0.3
Table I.2
These results lie between the published value for Gadovist at 4.7T and 37◦C in water of 3.2±0.2mMs−1
and in bovine plasma of 4.7±0.2mMs−1 [128], although a clinical study quoted a value of 3.3±0.2mMs−1
for water and 4.1±0.2mMs−1 for human plasma at 3T and 37◦C [301]. Taking all of these results into
account, a revised mean value of 4.2±0.3mMs−1 was used to convert in vivo rat plasma T1 readings into
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contrast agent concentrations. Once this relation is known, concentration time curves can be extracted
from FLASH 4D datasets for kinetic analysis and AIFs can be extracted from arterial voxel regions.
I.3 Arterial input function extraction for DCE MRI in small animals
To streamline DCE MRI AIF extraction in the clinic, automated voxel-finding algorithms have been
developed that usually employ thresholds on peak height and bolus arrival time to ensure that the voxels
selected in the AIF ROI display the most arterial character (i.e. have a large, thin peak with a rapid decay
indicative of an AIF) [260], [302], [303], [304]. More complicated algorithms exploit various clustering
techniques for automatic analysis of mouse [269] or rat kidney [305] data to increase their accuracy and
speed.
As accurate measurement of the AIF requires high temporal resolution at the expense of SNR and spa-
tial resolution, leading to partial volume effects, uncertainty in individual AIF measurement can be high.
A model or an experimentally-derived population AIF may then be used [134], [306], which assumes
that individual AIFs do not vary greatly between subjects. This assumption has been controversial in
the literature, as some would argue that individual AIFs have an effect on the parametric maps produced
[194], [306] although comparisons between individual and population AIFs in rats [195], [196] and mice
[189] have not found significant differences in the DCE MRI parameters produced. The accepted model
for DCE MRI in small animals is a bi-exponential, [187], of the form shown in equation (I.1) [185],
Cp(t) = Aexp−k1 t+Bexp−k2 t (I.1)
An alternative to direct measurement of the AIF involves a reference region approach [272], [274],
[275]. This approach does not directly derive the AIF but uses a reference tissue (e.g. muscle) with
a well characterized signal change to compare to the ROI concentration time curve. This assumes the
same theory as the AIF analysis, but uses the ratio between Ktrans in the reference tissue and the ROI to
assist in the fitting of the parameters. This method is popular in rat DCE MRI where spatial resolution is
limited [272], [274].
A dual bolus approach can also be used if the required equipment is present [307] - first a small, pre-
bolus of contrast agent is administered to the subject (typically 1-2/10ths of the total contrast agent dose),
and a DCE acquisition is conducted with much higher temporal resolution than the typical scan. One can
then measure the AIF by drawing an ROI on this high resolution dataset, before adjusting the parameters
back to normal and conducting the full scan with the further 8-9/10ths of the total dose. This technique
additionally requires the use of a syringe pump to standardise the contrast agent bolus administration
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speed and has been successfully performed in mice [307], although complex surgery and customized
equipment was required.
Finally, phase-based AIF measurement techniques have been developed in mice [283], [284] which
enable very high temporal resolution sampling of the AIF in rodents, but do require extensive post-
processing of the MRI signal. The AIF is taken from voxels within the mouse tail [283] or aorta/vena
cava [284] where the phase change due to the passage of contrast agent is greatest and this is converted
to the concentration of contrast agent present using a separate phantom calibration experiment.
I.4 Extraction of DCE MRI parameters from compartmental model
The Tofts compartmental model is assumed for the extraction of kinetic parameters from tissue concen-
tration time curves and AIFs, as outlined in Figure 3.10. The flow of contrast agent across the endothe-
lium is given in differential equation (I.2)
ve
dCe(t)
dt
= Ktrans (Cp(t) - Ce(t)) (I.2)
where ve is the fractional volume of the Extracellular, Extravascular Space (EES, also known as the
interstitial space), Ce is the concentration of contrast agent within the EES compartment, Cp is the arterial
input function (AIF) of contrast agent in plasma and Ktrans is the transfer constant between the plasma
and EES compartments.
The AIF is converted from the whole blood concentration time curve using equation (I.3) [136],
Cp(t) =
Cb(t)
(1 - Hct)
(I.3)
where Cp(t) is the AIF, Cb(t) is the whole blood curve extracted from DCE MRI images and Hct is
the hematocrit of the species under study (e.g. 0.45 for mice [183], 0.44 for rats [187]).
The solution of equation (I.2) is a convolution of the AIF with the impulse response function R(t),
which in this case is given in equation (I.4):
R(t) = Ktrans exp−kep t (I.4)
where kep is the ratio (Ktrans/ve). The measured tissue concentration time curve from the ROI can
therefore be expressed as shown in equation (I.5), in similar fashion to the PET tracer in equation (3.5):
APPENDIX I. DCE MRI 332
Ct(t) = vp Cp(t)+Ktrans
∫ t
0
Cp(s)expkep (t-s) ds (I.5)
The shapes of the ROI enhancement curves are dependent on the values of Ktrans, ve and their ratio
kep and are determined by a least squares fit to the ROI curve and AIF between the model values and the
measured values. The inital slope of the ROI curve is given by Ktrans, whilst the peak depends on ve and
the overall shape of the curve therefore depends on kep [129], [130].
The transfer constant Ktrans characterizes the diffusive transport of Gadolinium-based contrast agents
across the capillary endothelium [129] and is frequently used to characterize tumour biology and treat-
ment response in both patients [134], [135], [184] and in small animal studies [185], [186], [191], [196].
These are of particular use in studies of anti-angiogenic treatments targeted at tumours [106], [130],
[196].
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