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Resumo
Buscaremos neste trabalho estabelecer a existência de solução positiva para o problema semilinear
(Pλ) −∆u+ λu = f(x, u)u, x ∈ RN ,
onde λ > 0 é um parâmetro e f ∈ C(RN × R+,R+) satisfaz algumas hipóteses especíﬁcas. Para isso,
usamos a técnica variacional e nossa principal ferramenta será o Teorema do Passo da Montanha com
condição de Cerami. Estabeleceremos também resultados de multiplicidade para o problema (Pλ) com
uma condição extra de simetria na não linearidade.
Palavras-Chave: Problema Semilinear; Solução Positiva; Passo da Montanha; Condição de Cerami;
Técnica Variacional; Resultados de Multiplicidade.
vii
Abstract
We seek in this work to establish the existence of positive solutions for the semilinear problem
(Pλ) −∆u+ λu = f(x, u)u, x ∈ RN
where λ > 0 is a parameter and f ∈ C(RN ×R+,R+) satisﬁes some speciﬁcs hypotheses. For this, we use
the variational technique and our main tool will be the Mountain-Pass Theorem with Cerami condition.
We establish, as well, multiplicity results for the problem (Pλ) with an extra symmetry condition on the
nonlinearity.




Ao longo deste trabalho, vamos utilizar as seguintes notações:
BR, BR(0), bola aberta centrada em zero e com raio R.
BR(y), BR + y, bola centrada em y e com raio R.
p∗ =
Np
N − p , expoente crítico de Sobolev.
(PS)c, condição de Palais-Smale no nível c.
(Ce)c, condição de Cerami no nível c.
un → u, convergência forte (em norma).
un ⇀ u, convergência fraca.
suppf , suporte da função f .
〈· , ·〉, produto interno.
C,Ci, denotam constantes positivas.
o(1), ordem pequena.
R+, conjunto dos números reais não negativos.
D(A), domínio do operador A.
σ(A), espectro do operador A.
δij =
{
1, se i = j
0, se i 6= j , delta de Kronecker.
ix
X⊥, complemento ortogonal a X.
σess(A), espectro essencial do operador A.
↪→, imersão de um espaço em outro.
C(X,Y ), espaço das aplicações contínuas de X em Y .
C1(X,Y ), espaço dos funcionais continuamente
diferenciáveis de X em Y .
∂u
∂xi
ou uxi , derivada parcial de u em relação a xi.
∂u
∂η













, · · · , ∂u
∂xN
)
, gradiente de u.
X∗ =
{
f : X → R

















∣∣∣ |f(x)| ≤ C em quase todo ponto}, norma do espaço L∞(Ω).
Hk(Ω), espaço de Sobolev W k,2(Ω).
H10 (Ω), fecho de C
∞
0 (Ω) com a norma ‖ · ‖H1 .
D1,2(Ω), completamento de C∞0 (Ω).
Lp(Ω) =
{








u : Ω→ R mensurável
∣∣∣ |f(x)| ≤ C em quase todo ponto}.
Lploc(Ω) =
{
u : Ω→ R mensurável
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Introdução
Estudaremos neste trabalho a questão da existência de solução positiva devido a Costa e Tehrani [6],
bem como resultados de multiplicidade do problema semilinear:
(Pλ) −∆u+ λu = f(x, u)u, x ∈ RN ,
onde λ > 0 é um parâmetro e f ∈ C(RN × R+,R+) satisfaz as seguintes condições (condições precisas
serão indicadas no Capítulo 2):
lim
s→0
f(x, s) = 0, uniformemente em x, (1)
f(x, s) é uma função não decrescente de s ∈ [0,∞), para todo x ∈ RN , e existem funções g ∈ C(RN ,R+)
e h ∈ C(R+,R+) com:
lim
s→∞ f(x, s) = g(x), lim|x|→∞
f(x, s) = h(s) e lim
|x|→∞, s→∞
f(x, s) = l∞ ∈ (0,∞). (2)
Nessas condições, (Pλ) é um problema assintoticamente linear. Quando essa equação é considerada
em um domínio limitado Ω ⊂ RN (com, digamos, a condição de fronteira de Dirichlet), existe uma
extensa literatura que aborda existência de solução, bem como resultados de multiplicidade. De particular
interesse é então o caso ressonante, onde −λ ∈ σ(S) e S é a linearização assintótica do problema. Em
outras palavras, S : D(S) ⊂ L2(Ω)→ L2(Ω) é o operador dado por:
Su(x) = −∆u(x)− g(x)u(x) e D(S) = H10 (Ω) ∩H2(Ω). (3)
Nesse caso, a questão de existência de soluções é mais delicada. É claro que desde que Ω é limi-
tado, σ(S) consiste em um conjunto enumerável de autovalores com multiplicidades ﬁnitas e, portanto,
ressonância é um fenômeno raro.
Por outro lado, para o nosso conhecimento, menos se tem feito quando Ω = RN no caso do problema
(Pλ). Uma das diﬁculdades nesse caso é o fato de que o espectro do operador S inclui uma parte
essencial, a saber [−l∞,∞), de modo que precisamos lidar com um problema ressonante muito mais
complicado. A outra diﬁculdade em lidar com tais problemas em RN é a falta de compacidade exibida
pelo funcional energia correspondente, digamos, como medido pela conhecida condição de Palais-Smale.
A seguir, descreveremos como este trabalho será apresentado.
Introdução 2
No Capítulo 1, apresentamos conceitos preliminares essenciais ao bom desenvolvimento dos nossos
principais teoremas e lemas. No Capítulo 2, introduzimos a estrutura variacional e estudamos a condição






∣∣∣ u ∈ H1(RN),∫ u2 dx = 1} .
Se (Pλ) possui uma solução então, necessariamente, devemos ter λ < |Λ|, de forma que assumimos
0 < λ < |Λ| ao longo do trabalho. Ademais, explorando os resultados para problemas lineares de
autovalor em RN , e sistematicamente usando o método de Concentração e Compacidade de Lions, somos
capazes de mostrar que a compacidade de Cerami vale para um certo intervalo de valores de energia do
funcional correspondente.
No Capítulo 3, provamos nosso principal resultado de existência e estabelecemos a existência de uma
solução positiva de (Pλ), para todo 0 < λ < |Λ|. Isto é feito primeiramente achando uma candidata para
um nível crítico através do Teorema do Passo da Montanha. Então, sob uma condição adicional para
f(x, s), um argumento de comparação com o problema no inﬁnito é usado para mostrar que nosso nível
candidato é de fato o nível onde a compacidade de Cerami vale, permitindo assim a aplicação de teoremas
de pontos críticos. Vale notar que, como Λ é o menor ponto espectral de S e σess(S) = [−l∞,∞), temos
Λ ≤ −l∞ e então, se 0 < λ < |Λ|, pode muito bem acontecer que −λ ∈ σ(S). Não obstante, nosso
resultado de existência, que veremos no Teorema 3.1, é independente do problema ser ou não ressonante.
Finalmente, no Capítulo 4, consideramos a questão de existência de múltiplas soluções quando f(x, s)
é uma função par de s. Nossa principal ferramenta nessa seção é uma variante do teorema do ponto
crítico abstrato para funcionais pares.





Antes de começarmos nosso trabalho principal, precisamos conhecer alguns resultados que serão úteis
no decorrer do mesmo.
1.1 Operadores Lineares de Segunda Ordem
Vamos conhecer primeiramente algumas propriedades de operadores lineares de 2a ordem, o lema de
Hopf e o lema de Lions, que serão usados no decorrer do trabalho. No que segue, estamos nos baseando
em Evans [8] e Adams [1].







bi(x)uxi + c(x)u, (1.1)
onde u ∈ C2(Ω), os coeﬁcientes aij , bi, c : Ω → R são funções dadas e Ω ⊂ RN é um aberto limitado.
Observe que como u ∈ C2(Ω), então pelo Teorema de Schwarz temos uxixj = uxjxi , para todo i, j ∈
1, ..., N . Logo, podemos supor que, para cada x ∈ Ω, a matriz A(x) = [aij(x)]N×N é simétrica.
Deﬁnição 1.1. Dizemos que o operador deﬁnido em (1.1) é elíptico no ponto x ∈ Ω se a forma quadrática
associada à matriz A(x) é positiva deﬁnida, ou seja, se λ(x) for o menor autovalor de A(x), então
N∑
i,j=1
aij(x)ξiξj ≥ λ(x)|ξ|2 > 0
para todo ξ = (ξ1, ..., ξN ) ∈ RN \ {0}. O operador é dito elíptico em Ω se for elíptico em cada ponto de
Ω. Finalmente, dizemos que L é uniformemente elíptico em Ω se existe θ0 > 0 tal que λ(x) ≥ θ0 para
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aij(x)ξiξj ≥ θ0|ξ|2, ξ ∈ RN .
E assim tomando ξ = ei, vetor da base canônica de RN , obtemos
eiA(x)ei = a
ii(x) ≥ θ0|ei|2 = θ0, i = 1, ..., N e x ∈ Ω. (1.2)
Teorema 1.1. Seja L um operador uniformemente elíptico em Ω com c ≡ 0 em Ω. Se u ∈ C2(Ω)∩C(Ω)





Demonstração. Suponha inicialmente que Lu > 0 em Ω e que existe x˜ ∈ Ω tal que u(x˜) = max
Ω
u. Como
L é uniformemente elíptico, a matriz dos coeﬁcientes A = A(x˜) é positiva deﬁnida. Por A ser simétrica,
existe uma matriz ortogonal O = ON×N , ou seja, O−1 = OT , tal que
OAOT =

λ1 0 ... 0
0 λ2 ... 0
: :
. . . 0
0 0 ... λN














Considerando agora a nova variável y(x) := x˜+O(x− x˜), note que y(x˜) = x˜ e
y − x˜ = O(x− x˜) ⇒
OT (y − x˜) = OTO(x− x˜) = O−1O(x− x˜) = x− x˜ ⇒
x˜+OT (y − x˜) = x
assim
u(x) = u(x˜+OT (y − x˜)) := v(y(x)).
Observe que y(x˜) é o ponto de máximo da função v, pois x˜ é ponto de máximo de u, e portanto
∇u(x˜) = ∇v(y(x˜)) = ∇v(x˜) = 0 e D2v(x˜) ≤ 0,
com a segunda inequação acima signiﬁcando que a matriz Hessiana do v no ponto x˜ é não positiva. Se
y = (y1, ..., yN ), então
yk = x˜k +
N∑
j=1
okj(xj − x˜j) ⇒ ∂yk
∂xi
= oki
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para i, j = 1, · · · , N .





































Uma vez queD2v(x˜) ≤ 0, temos que ekD2v(x˜)ek ≤ 0 e isto implica que vykyk(x˜) ≤ 0, para k = 1, ..., N .
Como os números λi











Consideremos agora o caso geral Lu ≥ 0. Seja γ ∈ R arbitrário, ε > 0 e considere
uε(x) := u(x) + εe
γx1 , x = (x1, ..., xN ) ∈ Ω.
Usando a deﬁnição de L, a equação (1.2), a regularidade dos coeﬁcientes e Lu ≥ 0, obtemos
Luε = Lu+ εL(e
γx1)
= Lu+ εeγx1(a11(x)γ2 + b1(x)γ)
≥ εeγx1(θ0γ2 − ‖b1‖∞γ).
Escolhendo γ > 0 suﬁcientemente grande de modo que Luε > 0, podemos usar a primeira parte da
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Teorema 1.2. (Princípio do Máximo Fraco) Seja L um operador uniformemente elíptico em Ω com





Demonstração. Seja Ω+ := {x ∈ Ω | u(x) > 0}. Se Ω+ for vazio, então u ≤ 0 em Ω. Tome x ∈ ∂Ω e
(xn) ⊂ Ω tal que xn → x. Pela continuidade de u até a fronteira, temos que u(x) = lim
n→∞u(xn) ≤ 0,
assim u ≤ 0 em Ω e portanto
max
Ω
u ≤ 0 = max
∂Ω
u+,
onde u+(x) := max{u(x), 0}.
Logo, podemos supor que Ω+ 6= ∅. Tome então x ∈ Ω+, logo u(x) > 0 e como u é contínua, então
existe r > 0 tal que u > 0 em Br(x) e assim Ω+ é aberto em Ω e, portanto, aberto em RN . Seja







desse modo, como c ≤ 0 em Ω, obtemos Ku ≥ 0, para u ∈ C2(Ω+) ∩ C(Ω+). Segue então do Teorema




















Considere x0 ∈ ∂Ω+ tal que u(x0) = max
∂Ω+
u. A continuidade de u e a deﬁnição de Ω+ implicam que
u(x0) ≥ 0. Temos dois casos a considerar:
Caso 1) u(x0) = 0 :








u = 0 = max
∂Ω
u+.
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Caso 2) u(x0) > 0 :
Neste caso, como Ω+ é aberto em Ω, devemos ter x0 ∈ ∂Ω. De fato, se não fosse assim, teríamos
x0 ∈ Ω e como u é contínua, então u seria positiva em toda uma bola Bε(x0) ⊂ Ω+, contrariando o fato
de que x0 ∈ ∂Ω+. Daí
max
∂Ω+




e temos o resultado.
Teorema 1.3. (Princípio da Comparação). Seja L um operador uniformemente elíptico em Ω com c ≤ 0
e u ∈ C2(Ω) ∩ C(Ω). Se Lu ≥ 0 em Ω e u ≤ 0 em ∂Ω, então u ≤ 0 em Ω.






pois u+ = 0 em ∂Ω, logo u ≤ 0 em Ω.
Lema 1.1. (Lema de Hopf). Suponha que B ⊂ RN é uma bola aberta, L é um operador uniformemente
elíptico em B, u ∈ C2(B) e Lu ≥ 0 em B. Suponha ainda que existe x0 ∈ ∂B tal que u é contínua em
x0 e u(x) < u(x0), para todo x ∈ B. Então,







ii) se c ≤ 0 em Ω e u(x0) ≥ 0, então vale o mesmo resultado do item acima.
Antes de provar o lema de Hopf vale observar que se x0 ∈ ∂B é um ponto de máximo local e existe
∂u
∂η





u(x0 + hη)− u(x0)
h
≥ 0
independente do sinal de Lu. A informação adicional dada pelo lema é que a desigualdade é estrita.
Demonstração. Podemos supor, sem perda de generalidade, que u ∈ C(B) e que u(x) < u(x0) para todo
x ∈ B \{x0}. De fato, se não for esse o caso, é suﬁciente tomar uma nova bola B′ ⊂ B que é internamente
tangente à B no ponto x0. Além disso, conforme veremos posteriormente, podemos também supor que
B = Br(0).
Feitas as considerações acima, vamos assumir inicialmente as hipóteses do item (ii) e considerar, para
γ > 0 a ser determinado, a função
v(x) := e−γ|x|
2 − e−γr2 , x ∈ B.







−γ|x|2 , se i 6= j,
4γ2x2i e
−γ|x|2 − 2γe−γ|x|2 , se i = j,
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ou seja,
vxixj = (4γ





































−c(x)e−γr2 ≥ 0, pois c ≤ 0
com C1, C2 ≥ 0. As estimativas acima implicam que
Lv(x) ≥ e−γ|x|2
(
4γ2θ0|x|2 − 2γ(C1 + C2)− ‖c‖∞
)
.








− 2γC3 − ‖c‖∞
)
.
Escolhendo γ > 0 grande o suﬁciente de modo que o termo entre parênteses acima seja positivo,
concluímos que
Lv ≥ 0, em Ar.
Note que se x ∈ B = Br(0), então
|x|2 < r2 ⇒






logo v(x) = e−γ|x|
2 − e−γr2 > 0 em B e, em particular, v é positiva em ∂Br/2(0) e uma vez que x0 é um
ponto de máximo estrito de u e a função v é contínua no compacto ∂Br/2(0), podemos escolher ε > 0 de
tal modo que
u(x0) ≥ u(x) + εv(x), x ∈ ∂Br/2(0).
Note ainda que a desigualdade acima permanece válida em ∂Br(0) pois, nesse conjunto a função v se
anula. Desse modo, a função
w(x) = u(x) + εv(x)− u(x0)
1.1 Operadores Lineares de Segunda Ordem 9
é tal que {
Lw = Lu+ εLv − c(x)u(x0) ≥ 0, em Ar,
w ≤ 0, em ∂Ar.
Segue então do Princípio da Comparação (Teorema 1.3) que w ≤ 0 em Ar. Observe agora que, como
x0 ∈ ∂B, temos que v(x0) = 0. Logo, w(x0) = u(x0) + εv(x0) − u(x0) = 0 e, portanto, x0 é um ponto
de máximo de w em Ar. Desse modo, pela observação antes da demonstração, supondo que existe a
derivada normal de u no ponto x0, devemos ter
∂w
∂η






u+ εv − u(x0)
)
(x0).η
























Isso estabelece a veracidade de (ii) no caso em que a bola B está centrada na origem. Para o caso
geral em que B = Br(y), basta considerar v(x) = e−γ|x−y|
2 − e−γr2 , para x ∈ Br(y) e proceder como
acima. A prova do item (i) também pode ser feita repetindo os mesmos passos.
Precisamos também conhecer o famoso Lema de Lions.





|un|q dx→ 0, quando n→ +∞
então
un → 0 em Lp(RN ), para todo 2 < p < 2∗.
Demonstração. Vamos considerar o caso N ≥ 3. Considere q < s < 2∗ e u ∈ H1(RN ). Pela desigualdade
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logo ∫
BR(y)



















(1− λ)s = s− 2 e ∫
BR(y)







Considere agora uma família de bolas {BR(yi)}i∈N que cobrem RN , de modo que cada ponto de RN
























































1, se x ∈ BR(yi),
0, se x /∈ BR(yi).
Aplicando a desigualdade acima para (un) e usando as hipóteses, chegamos em un → 0, em Ls(RN ).
Como 2 < s < 2∗, então pelas desigualdades da interpolação e a imersão de Sobolev H1(RN ) ↪→ Lr(RN ),
para 2 ≤ r ≤ 2∗, temos que
(a) se 2 < p ≤ s, então







(b) se s ≤ p < 2∗, então







Logo, desde que un → 0, em Ls(RN ) obtemos que ‖un‖p → 0, para 2 < p < 2∗, e temos o resultado.
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1.2 Análise Funcional
As demonstrações que apresentaremos a seguir podem ser vistas com maiores detalhes em Brezis [5]
e Kreyszig [13].
Deﬁnição 1.2. Um espaço H com produto interno é dito espaço de Hilbert se H é completo com a norma
induzida pelo produto interno.
Teorema 1.4. (Teorema de Representação de Riesz) Seja H um espaço de Hilbert com produto interno
〈·, ·〉H . Dado g ∈ H∗, existe um único u ∈ H tal que
〈u, x〉H = g(x), para todo x ∈ H. (1.5)
Demonstração. Se g = 0, então (1.5) é verdadeiro para u = 0. Seja então g 6= 0 e considere o núcleo
de g, que é o espaço vetorial fechado denotado por N(g). Como g 6= 0 então N(g) 6= H, e segue que o
complemento ortogonal de N(g) não é nulo, ou seja, N⊥(g) 6= 0. Tome então 0 6= u0 ∈ N⊥(g) e deﬁna
v = g(x)u0 − g(u0)x,
onde x ∈ H é arbitrário. Aplicando g, obtemos
g(v) = g(x)g(u0)− g(u0)g(x) = 0.
Isto nos mostra que v ∈ N(g). Como u0 ⊥ N(g), temos
0 = 〈v, u0〉H
= 〈g(x)u0 − g(u0)x, u0〉H
= g(x)〈u0, u0〉H − g(u0)〈x, u0〉H .
Como 〈u0, u0〉H = ‖u0‖2H 6= 0, obtemos
g(x) =
g(u0)













g(x) = 〈x, u〉H ,
e como x ∈ H é arbitrário, ﬁca provado (1.5).
Para provar a unicidade, suponha que, para todo x ∈ H, tenhamos
g(x) = 〈x, u1〉H = 〈x, u2〉H ,
então 〈x, u1 − u2〉H = 0 para todo x. Em particular para x = u1 − u2, temos
〈u1 − u2, u1 − u2〉H = ‖u1 − u2‖2H = 0,
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portanto u1 − u2 = 0, de modo que vale a unicidade.
Deﬁnição 1.3. Um espaço vetorial normado (X, ‖ · ‖X) é dito espaço de Banach se X é completo com
a norma ‖u‖X .
Deﬁnição 1.4. Seja X um espaço vetorial normado e (xn) ⊂ X uma sequência. Dizemos que (xn)
converge fracamente em X, se existe x ∈ X tal que, para toda f ∈ X∗, tenhamos 〈f, xn〉 → 〈f, x〉.
Denotamos este fato por xn ⇀ x.
Teorema 1.5. Seja (xn) uma sequência em um espaço vetorial normado X.
(i) se xn → x, então xn ⇀ x em X;
(ii) se xn ⇀ x em X, então (xn) é limitada e ‖x‖X ≤ lim inf
n→∞ ‖xn‖X ;
(iii) se xn ⇀ x em X e fn → f em X∗, então 〈fn, xn〉 → 〈f, x〉.
Demonstração. Proposição 3.5, página 58 de Brezis [5].
Teorema 1.6. Seja X em espaço de Banach reﬂexivo e (xn) ⊂ X uma sequência limitada. Então existe
uma subsequência (xnk) ⊂ (xn) tal que xnk ⇀ x em X.
Demonstração. Pelo teorema de Kakutani (Teorema 3.17, página 67 de Brezis [5]), temos que a bola
unitária de X é fracamente compacta. Tome (xn) limitada, logo (xn) ⊂ BR, para algum R > 0, e por BR
ser fracamente compacta, temos que existe uma subsequência (xj) ⊂ (xn) tal que xj ⇀ x, em X.
Teorema 1.7. Sejam H um espaço de Hilbert separável e T : H → H um operador compacto e autoad-
junto. Então H admite uma base hilbertiana formada por autofunções de T , ou seja, admite uma base
(uj) tal que Tuj = µjuj, 〈ui, uj〉H = 0 para i 6= j e 〈uj , uj〉H = 1. Além disso, a dimensão de qualquer
autoespaço é ﬁnita.
Demonstração. Teorema 6.11, página 167 de Brezis [5].
Seja agora um espaço normado real E e T : D(T ) ⊂ E → E linear. Para cada λ ∈ R deﬁna
Tλ : D(T ) → E
u 7→ Tu− λu,
ou seja, Tλ = T − λI.
Deﬁnição 1.5. O operador
Rλ : Tλ(D(T )) → D(T )
Tλu 7→ u,
quando existir, é chamado de operador resolvente de T . Em outras palavras Rλ = T
−1
λ .
Deﬁnição 1.6. Dizemos que λ ∈ R é um valor regular de T se:
(i) Rλ existir;
(ii) Rλ for contínuo;
(iii) D(Rλ) = E.
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Deﬁnição 1.7. Com relação a um operador T , temos:
a) O conjunto dos números reais que são valores regulares de T , denotado por ρ(T ), é chamado de
resolvente de T .
b) O complementar em R do resolvente de T , denotado por σ(T ), é chamado de espectro de T .
Teorema 1.8. Sejam E um espaço normado com dimensão inﬁnita e T : E → E um operador linear
compacto. Então:
(1) 0 ∈ σ(T );
(2) σ(T ) \ {0} = A(T ) \ {0}, onde A(T ) é o conjuntos dos autovalores de T ;
(3) Ocorre apenas uma das seguintes alternativas:
(i) σ(T ) = {0};
(ii) σ(T ) \ {0} é ﬁnito e, portanto, discreto;
(iii) σ(T ) \ {0} = µn → 0.
Demonstração. Teorema 6.8, página 164 de Brezis [5].
1.3 Teoria da Medida
Mostraremos aqui resultados de Medida e Integração que serão usados tanto explícita quanto impli-
citamente neste trabalho. Os próximos resultados podem ser consultados em Bartle [3] e Brezis [5].
Seja (A,A, µ) um espaço de medida onde A é um conjunto, A é uma σ-álgebra e µ é uma medida.
Denotaremos por M+(A,A) as funções A-mensuráveis não negativas de A para Re = R ∪ {∞}.
Teorema 1.9. (Teorema da Convergência Monótona de Lebesgue) Sejam (A,A, µ) um espaço de medida
e (fn) uma sequência de funções mensuráveis em A, e suponha que:
(i) 0 ≤ f1 ≤ f2 ≤ ..., em quase todo ponto de A;
(ii) fn → f , em quase todo ponto de A.







Demonstração. Sabemos que o limite de um sequência de funções mensuráveis é mensurável, logo f é























∣∣∣ fn(x) ≥ αϕ(x)},
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Como ϕ é uma função simples arbitrária satisfazendo 0 ≤ ϕ ≤ f , chegamos em∫
A









Combinando (1.6) e (1.8), obtemos o resultado.
Lema 1.3. (Lema de Fatou) Se (fn) ⊂M+(A,A), então∫
A
(lim inf

















Como a sequência (gm) é não decrescente e converge para lim inf
n→∞ fn, o Teorema 1.9 da Convergência
Monótona implica que ∫
A
lim inf
n→∞ fn dµ = limn→∞
∫
A





Teorema 1.10. (Teorema da Convergência Dominada) Sejam (A,A, µ) um espaço de medida e (fn)
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uma sequência de funções mensuráveis em A, tal que
fn → f, em quase todo ponto de A.
Se existe uma função integrável g tal que
|fn| ≤ g, em quase todo ponto de A,
então f é integrável e ∫
A












































































Assim, concluímos que ∫
A
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e Lp(A) a coleção de todas as funções mensuráveis em A tais que
‖f‖p <∞.
Deﬁnimos também L∞(A) como o espaço vetorial de todas as funções mensuráveis f tais que |f(x)| ≤M ,




∣∣∣ |f | < M, em quase todo ponto de A}.







= 1. Se f ∈ Lp(A), g ∈ Lq(A), então fg ∈ L1(A) e
‖fg‖1 ≤ ‖f‖p‖g‖q.










= ‖g‖∞‖f‖1 ≤ ∞,
e temos o resultado no caso p = 1.
Para o caso p > 1, seja α ∈ (0, 1) e ϕ(t) := αt − tα para t ≥ 0. Logo, ϕ′(t) = α − αtα−1 e assim
ϕ′(t) < 0 para 0 < t < 1 e ϕ′(t) > 0 para t > 1. Logo, t = 1 é ponto de mínimo de ϕ, ou seja, ϕ(t) ≥ ϕ(1)
e ϕ(t) = ϕ(1) se, e somente se, t = 1.
Temos então que ϕ(t) ≥ ϕ(1) implica em
tα ≤ αt+ (1− α), t ≥ 0.




aαb−α ≤ αab−1 + (1− α),
e multiplicando por b, temos
aαb1−α ≤ αa+ (1− α)b,
onde a igualdade vale se, e somente se, a = b.





= 1 e tome α =
1
p
. Segue que se A e B são








e a igualdade ocorre se, e somente se, Ap = Bq.
Suponha que f ∈ Lp, g ∈ Lq e ‖f‖p, ‖g‖q 6= 0, então o produto fg é mensurável e tomando A = |f(x)|‖f‖p



















o que prova nosso resultado.










Suponhamos também que u ∈ Ls(Ω) ∩ Lt(Ω), onde Ω é um domínio limitado. Então, u ∈ Lr(Ω) e
‖u‖r ≤ ‖u‖θs‖u‖1−θt .






































= ‖u‖θrs ‖u‖(1−θ)rt ,
logo
‖u‖r ≤ ‖u‖θs‖u‖(1−θ)t ,
e como u ∈ Ls(Ω) ∩ Lt(Ω), temos o resultado.
Teorema 1.13. Considere uma sequência (fn) ⊂ Lp(Ω) e f ∈ Lp(Ω), de modo que ‖fn − f‖p → 0,
quando n→∞. Então existe uma subsequência (fnk) tal que:
(i) fnk(x)→ f(x), em quase todo ponto de Ω;
(ii) |fnk(x)| ≤ g(x), em quase todo ponto de Ω, com g ∈ Lp(Ω).
Demonstração. Teorema 4.9, página 94 de Brezis [5].
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1.4 Espaços de Sobolev
Nesta seção, vamos abordar conceitos e resultados sobre os Espaços de Sobolev que serão utilizados
por todo este trabalho. Os detalhes desta seção podem ser vistos em Brezis [5] e Evans [8].
Seja Ω um aberto de RN , p ∈ R, com 1 ≤ p ≤ ∞ e k ∈ N.
Deﬁnição 1.9. O espaço de Sobolev W k,p(Ω) é o conjunto de todas as funções u ∈ Lp(Ω) tais que, para





∣∣∣ Dαu ∈ Lp(Ω),∀α com |α| ≤ k}.












Observação 1.1. Se p = 2, escrevemos Hk(Ω) = W k,2(Ω).
Teorema 1.14. O espaço de Sobolev W 1,p(Ω) é um espaço de Banach para 1 ≤ p ≤ ∞, reﬂexivo para
1 < p <∞ e separável para 1 ≤ p <∞.
Demonstração. Proposição 8.1, página 203 de Brezis [5].
Veremos agora as imerões dos espaços de Sobolev W 1,p(Ω). Lembramos agora que o expoente crítico
de Sobolev é dado por
p∗ =
Np
N − p , onde 1 ≤ p < N.
Teorema 1.15. Seja Ω ⊂ RN um aberto limitado de classe C1, então temos as seguintes imersões
contínuas:
W 1,p(Ω) ↪→ Lq(Ω), 1 ≤ q ≤ p∗, se 1 ≤ p < N ;
W 1,p(Ω) ↪→ Lq(Ω), q ≥ 1, se p = N ;
W 1,p(Ω) ↪→ C0,1−Np (Ω), se p > N.
Demonstração. Teorema 5.4, página 97 de Adams [1].
1.5 Caracterização de λ1
No que segue estamos nos baseando em Giovany [9]. Inicialmente vamos considerar o problema
(P )
{
−∆u = f(x), em Ω
u = 0, sobre ∂Ω,
onde Ω ⊂ RN é um domínio limitado e f ∈ L2(Ω).


















Logo, pela desigualdade de Hölder, g está bem deﬁnido e além disso, g é linear.
Tomando v ∈ H10 (Ω) e usando as imersões de Sobolev e novamente a desigualdade de Hölder, temos
|g(v)| ≤ ‖f‖L2‖v‖L2 ≤ C‖f‖L2‖v‖H ,
o que mostra que g é contínua.
Pelo Teorema 1.4 da Representação de Riesz, segue que existe único u ∈ H10 (Ω) tal que






fv dx, para todo v ∈ H10 (Ω).
Concluímos então que u ∈ H10 (Ω) é a única solução fraca do problema (P ).
Assim ﬁca bem deﬁnido o operador
S : L2(Ω) → H10 (Ω)
f 7→ u,
onde u é a única solução do problema (P ).
Vamos agora conhecer as propriedades do operador S:
Lema 1.4. O operador S é linear e contínuo.
Demonstração. Dadas f1, f2 ∈ L2(Ω) e α ∈ R, obtemos únicas u1, u2 ∈ H10 (Ω) tais que S(f1) = u1 e











f2v dx, ∀ v ∈ H10 (Ω).
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ou seja, ∫
Ω
∇(u1 + αu2)∇v dx =
∫
Ω
(f1 + αf2)v dx, ∀ v ∈ H10 (Ω).
O que mostra que
S(f1 + αf2) = S(f1) + αS(f2).










‖S(f)‖H ≤ C‖f‖L2 ,
mostrando que S é contínuo.
Observação 1.2. Note que:
S : L2(Ω)→ H10 (Ω) ↪→ L2(Ω),
onde a imersão acima é compacta. Como S é contínuo teremos
S : L2(Ω)→ L2(Ω)
um operador compacto. Daqui para frente o operador S será o operador compacto acima.
Lema 1.5. O operador S : L2(Ω)→ L2(Ω) é um operador positivo, ou seja,
〈S(f), f〉L2 ≥ 0.
Demonstração. Seja S(f) = u, logo









= ‖u‖2H ≥ 0.
Lema 1.6. O operador S é autoadjunto, ou seja,
〈S(f), g〉L2 = 〈f, S(g)〉L2 .
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f2w dx, para todo w ∈ H10 (Ω). (1.10)









o que nos mostra que
〈S(f1), f2〉L2 = 〈S(f2), f1〉L2 , ∀ f1, f2 ∈ L2(Ω).
Lema 1.7. O operador S é injetivo.
Demonstração. Temos que
0 = S(f) =
∫
Ω
fv dx, ∀ v ∈ H10 (Ω),
e como L2(Ω) ⊂ L1loc(Ω) e C∞0 (Ω) ⊂ H10 (Ω), temos que f ∈ L1loc(Ω) e∫
Ω
fv dx = 0, ∀ v ∈ C∞0 (Ω).
Assim, concluímos que f = 0.
Observação 1.3. Segue do lema acima que o operador S não possui autovalor nulo.
Lema 1.8. O operador S : L2(Ω)→ L2(Ω) admite uma sequência µn de autovalores com lim
n→∞µn = 0 e
L2(Ω) possui uma base hilbertiana formada por autofunções de S.
Demonstração. Sabemos que L2(Ω) é um espaço de Hilbert separável, S : L2(Ω)→ L2(Ω) é um operador
autoadjunto e compacto. Do Teorema 1.7, L2(Ω) possui uma base hilbertiana formada por autofunções
de S.
Vamos mostrar agora que os itens (i) e (ii) do Teorema 1.8 não podem ocorrer. De fato, se σ(S) = {0},
desde que A(T ) ⊂ σ(S), teríamos que zero é um autovalor de S, o que é um absurdo. Se σ(S) \ {0} fosse
ﬁnito, do Teorema 1.7, teríamos que L2(Ω) é ﬁnito, o que é um absurdo.
Temos então que
σ(S) \ {0} = A(S) \ {0} = µn → 0
é uma sequência que converge para zero quando n→∞.
Observação 1.4. Podemos reordenar (µn) de modo que
µ1 ≥ µ2 ≥ ... ≥ µn → 0.
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Além disso, os autovalores de S são positivos. De fato, seja µ autovalor de S, logo existe 0 6= f ∈ L2(Ω)
tal que S(f) = µf . Assim
〈S(f), f〉L2 = 〈µf, f〉L2 = µ‖f‖2L2 ≥ 0.
Portanto, µ ≥ 0 e como µ 6= 0, então devemos ter µ > 0.
Deﬁnição 1.11. Dizemos que λ é um autovalor do laplaciano se∫
Ω




para todo v ∈ H10 (Ω).
Lema 1.9. Temos que µ é autovalor de S se, e somente se, λ =
1
µ
é autovalor de (−∆, H10 (Ω)).







fv dx, ou seja,∫
Ω








Observação 1.5. Concluímos então que o operador (−∆, H10 (Ω)) possui uma sequência de autovalores
(λn) tal que
λ1 ≤ λ2 ≤ .... ≤ λn →∞.
Teorema 1.16. O inverso do primeiro autovalor do operador (−∆, H10 (Ω)) é a menor constante que
veriﬁca a desigualdade de Poincaré, ou seja∫
Ω

















é a caracterização variacional de λ1.
Demonstração. Seção 4.5, página 50 de Figueiredo [9].
Teorema 1.17. O primeiro autovalor de (−∆, H10 (Ω)) é o único que tem a autofunção correspondente
que não troca de sinal em Ω.
Demonstração. Lema 4.8, página 53 de Figueiredo [9].
Capítulo
2
Estrutura Variacional - A Condição de
Cerami
Começamos apresentando nosso principal problema, bem como as condições sobre a função f .
2.1 Condições para f
Neste capítulo, vamos considerar a questão de achar soluções positivas da equação
(Pλ) −∆u+ λu = f(x, u)u, x ∈ RN ,
onde λ > 0 é um parâmetro e a função f satisfaz as seguintes condições:
(f1) f ∈ C(RN × R+,R+),
lim
s→0
f(x, s) = 0, uniformemente em x;
(f2) Para todo x ∈ RN , f(x, s) é uma função não decrescente de s em [0,∞) e existe uma função
g ∈ C(RN ,R+) tal que
lim
s→∞ f(x, s) = g(x), uniformemente em x;
(f3) Existe uma função h ∈ C(R+,R+) tal que
lim
|x|→∞
f(x, s) = h(s), uniformemente em s;
(f4) lim|x|→∞, s→∞
f(x, s) = lim
s→∞h(s) = lim|x|→∞
g(x) = l∞ ∈ (0,∞);
(f5) f(x, s) ≥ lim|x|→∞ f(x, s) = h(s) para todo x ∈ R
N , s ∈ R+ e f(x, s) > h(s) para x ∈ ω, s ∈ R+,
onde ω ⊂ RN é um conjunto de medida positiva.
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da deﬁnição de limite, temos que ∀ ε > 0, existeM > 0, tal que
|g(x)− l∞| ≤ ε, para todo |x| > M.
Assim, g(x) < l∞ + ε, para todo |x| > M . Por outro lado, como g ∈ C(RN ,R+), temos que g(x) =
max
x∈BM
g(x), para algum x ∈ BM . Logo g ∈ C(RN )∩L∞(RN ). Analogamente, h ∈ C(R+)∩L∞(R+). Por
(f2), ainda temos que
0 ≤ f(x, s) ≤ g(x) <∞.
Além disso, por um argumento de regularidade que faremos a seguir, a solução u ∈ H1(RN ) de (Pλ)
é tal que u está em W 2,p(RN ) ∩ C1(RN ), para todo p ≥ 2, de modo que
lim
|x|→∞
u(x) = 0 e lim
|x|→∞
∇u(x) = 0.
De fato, de acordo com Stuart e Zhou [18], temos o seguinte lema:
Lema 2.1. (a) Para cada função h ∈ Lp(RN ), 1 ≤ p ≤ ∞, existe um única função u ∈ Lp(RN ), tal que
u = Th, satisfazendo a equação −∆u+ u = h em RN ;
(b) Seja h ∈ Lp(RN ) para algum p com 1 ≤ p ≤ ∞. Então, Th ∈ Lp(RN ) e |Th|p ≤ |h|p. Caso
p ∈ (1,∞), nós ainda temos que Th ∈W 2,p(RN ) e existe uma constante C(p,N) tal que:
‖Th‖W 2,p(RN ) ≤ C(p,N)|h|p.
Demonstração. Segue da Proposição 27, Capítulo II de Dautray e Lions [7] combinado com a estimativa
de Calderon-Zygmund |∂i∂ju|p ≤ A(p,N)|∆u|p(Proposição 3 do Capítulo 3 de Stein [17]).






‖u‖p, ∀ p ≥ 1.
Deﬁna f˜(x) = (−λ + 1 + f(x, u))u, em RN , então temos que f˜ ∈ Lp(RN ), para 2 ≤ p ≤ 2N
N − 2 , e
u ∈ Lp(RN ) satisfaz
f˜(x) = (−λ+ 1 + f(x, u))u = u− λu+ f(x, u)u = u−∆u, em RN .
Pelo Lema 2.1(a), temos u = T f˜ e por (b) temos u ∈ W 2,p(RN ), para 2 ≤ p ≤ 2N
N − 2 . Portanto u,
e consequentemente f˜ , pertence a Lp(RN ) para 2 ≤ p ≤ ∞ se N = 6 e 2 ≤ p ≤ 2N
N − 6 se N > 6. Um
argumento de bootstrap padrão completa a prova de que u ∈W 2,p(RN ), p ≥ 2.
A segunda parte é verdadeira para todo elemento u ∈ W 2,p(RN ) ∩ C1(RN ) desde que p > N . Além
disso, como u(x) ≥ 0, em quase todo ponto de RN , então para qualquer solução de
−∆u+ λu = f(x, u)u ≥ 0, λ > 0,
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o Princípio do Máximo Forte (Teorema 8.19 de Gilbarg e Trudinger [11]) nos mostra que u(x) > 0 para
todo x ∈ RN .
Ao longo deste trabalho assumiremos, sem perda de generalidade, que f(x, s) e h(s) são deﬁnidos
para todo s ∈ R e f(x, s) = h(s) = 0 para s ≤ 0. Nós vamos encontrar soluções positivas de (Pλ) como






F (x, u) dx, u ∈ H1(RN ), (2.1)
onde




uma vez que uma solução fraca do problema (Pλ) é uma função u ∈ H1(RN ) tal que∫
(∇u∇v + λuv) dx =
∫
f(x, u)uv dx, para todo v ∈ C∞0 (RN ).
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(iii)
〈u+ v, w〉λ =
∫





(∇u∇w +∇v∇w) dx+ λ
∫



















|u|2 dx ≥ 0, já que λ > 0.
Além disso,
min{1, λ}‖u‖2H ≤ ‖u‖2λ ≤ max{1, λ}‖u‖2H ,
logo as normas são equivalentes.
Vale notar que como lim
s→0
f(x, s) = 0, então para s suﬁcientemente pequeno, temos
|f(x, s)| < ε ⇒
−ε < f(x, s) < ε ⇒














f(x, s) = l∞, então para |x| e s suﬁcientemente grandes, temos
|f(x, s)− l∞| < ε ⇒
f(x, s) < ε+ l∞ ⇒
f(x, s)s < εs+ sl∞
e integrando a última desigualdade acima, temos que














assim, 0 ≤ F (x, s) ≤ C(s+)2, para todo x ∈ RN e s ∈ R.
Como pretendemos aplicar o Teorema do Passo da Montanha com condição de Cerami, precisamos
saber agora da regularidade do nosso funcional.
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2.2 Regularidade do Funcional Iλ
Vamos mostrar que Iλ é um funcional de classe C1 em H1(RN ). Para isso, precisamos das seguintes
deﬁnições:
Deﬁnição 2.1. Dado um espaço de Banach X e um funcional I : X → R, dizemos que I possui Derivada
de Fréchet no ponto u ∈ X quando existe um funcional linear T ∈ X∗ tal que
lim
‖v‖→0
I(u+ v)− I(u)− Tu
‖v‖ = 0.
A derivada de Fréchet no ponto u, quando existe, é única. Vamos denotá-la por I ′(u).
Deﬁnição 2.2. Se A é um aberto de X, dizemos que I é de classe C1 em A ou que I ∈ C1(A,R), quando
a derivada de Fréchet de I existe em todo ponto u ∈ A e a aplicação I ′ : A→ X∗ é contínua.
Deﬁnição 2.3. Dado um espaço de Banach X e um funcional I : X → R, dizemos que I possui Derivada
de Gateaux no ponto u ∈ X quando existe um funcional linear T ∈ X∗ tal que
lim
t→0
I(u+ tv)− I(u)− Tv
t
= 0, para todo v ∈ X.
A derivada de Gateaux no ponto u, quando existe, é unica. Vamos denotá-la por DI(u).
Observação 2.2. I é de classe C1 em A quando a derivada de Gateaux de I em A existe e o operador
DI : X → X∗ existe e é contínuo.
Lema 2.2. O funcional Iλ deﬁnido em (2.1) é de classe C
1.
Demonstração. Já conhecemos as estimativas
f(x, s)s < εs+ sl∞ e (2.2)







s2 = C(s+)2, (2.3)







F (x, s) dx,























F (x, s) dx,
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|∇(u+ tv)|2 dx+ λ
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Vamos mostrar agora que DJ0 é contínua. Seja (un) ⊂ H1(RN ) tal que un → u em H1(RN ) e tome
v ∈ H1(RN ) com ‖v‖λ ≤ 1, logo∣∣∣[DJ0(un)−DJ0(u)]v∣∣∣ = |〈un, v〉λ − 〈u, v〉λ|
= |〈un − u, v〉λ|
≤ ‖un − u‖λ‖v‖λ




∣∣∣[DJ0(un)−DJ0(u)]v∣∣∣ ≤ ‖un − u‖λ → 0.
Pela Observação 2.2, temos que DJ0 = J ′0 é de classe C
1 e J ′0(u)v = 〈u, v〉λ.
Vamos calcular agora a derivada de Gateaux DJ1. Para isso, considere h : [0, 1] → R dado por
h(s) = F (x, u+ stv) onde t ∈ R com 0 < |t| < 1, x ∈ RN e u, v ∈ H1(RN ). Observe que
h′(s) = f(x, u+ stv)(u+ stv)tv,
h(1) = F (x, u+ tv) e
h(0) = F (x, u).
Como h é contínua em [0, 1] e diferenciável em (0, 1), segue do teorema do valor médio que existe
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γ ∈ (0, 1) tal que
h(1)− h(0) = h′(γ),
de onde concluímos que ∣∣∣F (x, u+ tv)− F (x, u)
t
∣∣∣ = ∣∣∣f(x, u+ γtv)(u+ γtv)v∣∣∣.
Da condição de crescimento de f dado em (2.2), obtemos
|f(x, u+ γtv)(u+ γtv)v| < |ε(u+ γtv)v|+ |(u+ γtv)vl∞|
< ε|uv + v2|+ |uv + v2|l∞
= Cε|uv + v2| ∈ L1(RN ).









F (x, u+ tv) dx−
∫













Vamos agora mostrar que DJ1 é contínuo. Seja (un) ⊂ H1(RN ) tal que un → u em H1(RN ). Das
imersões contínuas de Sobolev, temos
un → u em Lr(RN ), com 1 ≤ r ≤ 2∗, para N ≥ 3.
Usando o Teorema 1.13, existe (uj) ⊂ (un) e g ∈ Lr(RN ) tal que
uj(x) → u(x), em quase todo ponto de RN e
|uj(x)| ≤ g(x), em quase todo ponto de RN .
Pela continuidade de f , temos que∣∣∣f(x, uj(x))uj(x)− f(x, u(x))u(x)∣∣∣p/p−1 → 0, em quase todo ponto de RN ,
e da condição (2.2), obtemos
∣∣∣f(x, uj(x))uj(x)− f(x, u(x))u(x)∣∣∣p/p−1 ≤ C[|f(x, uj(x))uj(x)|p/p−1 + |f(x, u(x))u(x)|p/p−1]
≤ C
[
εuj + uj l∞ + εu+ ul∞
]
≤ Cεg(x) ∈ L1(RN ).
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Do Teorema 1.9 da Convergência Monótona de Lebesgue, temos que
f(x, uj(x))uj(x)→ f(x, u(x))u(x), em L
p
p−1 (RN ).
Assim para todo v ∈ H1(RN ) com ‖v‖λ ≤ 1, obtemos∣∣∣[DJ1(uj)−DJ1(u)]v∣∣∣ = ∫ [f(x, uj)uj − f(x, u)u]v dx,
e como
p
p− 1 e p são expoentes conjugados, então da desigualdade de Hölder, chegamos em∣∣∣[DJ1(uj)−DJ1(u)]v∣∣∣ ≤ ‖f(x, uj)uj − f(x, u)u‖ p
p−1
‖v‖p,
e das imersões contínuas de Sobolev, obtemos∣∣∣[DJ1(uj)−DJ1(u)]v∣∣∣ ≤ C‖f(x, uj)uj − f(x, u)u‖ p
p−1
‖v‖λ







≤ ‖f(x, uj)uj − f(x, u)u‖ p
p−1
,




e, novamente pela Observação 2.2, concluímos que DJ1(u) = J ′1(u) é contínuo e temos o resultado.
Além disso, os pontos críticos de Iλ são soluções fracas de (Pλ). Em particular, se u é um ponto
crítico de Iλ, então deﬁnindo u+ = max{0, u} e u− = min{0, u} temos que u = u+ + u−, u+u− = 0 e
∇u+∇u− = 0, logo, lembrando que f(x, u) = 0 para u ≤ 0, temos












|u−|2 dx = ‖u−‖2λ.
Portanto obtemos u = u+ ≥ 0.
Vamos apresentar agora nossa principal ferramenta e a contemplação de uma de suas hipóteses pelo
nosso funcional Iλ.
2.3 Condição de Cerami
A ﬁm de estabelecer a existência de um ponto crítico não nulo de Iλ, usaremos o Teorema do Passo
da Montanha com a condição de Cerami.
Teorema 2.1. Seja H um espaço de Hilbert e I ∈ C1(H,R) satisfazendo as seguintes condições:
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(a) ∃ ρ, α > 0 tal que I(u) ≥ 0 para ‖u‖ ≤ ρ e I(u) ≥ α para ‖u‖ = ρ;
(b) I(0) = 0 e existe e ∈ H com ‖e‖ > ρ tal que I(e) < 0.






Se, além disso, o funcional I satisfaz a condição de compacidade de Cerami no nível c, então existe
u ∈ H tal que I(u) = c ≥ α e I ′(u) = 0.
Recordamos que I ∈ C1(H,R) satisfaz a condição de Cerami no nível c ∈ R, que chamaremos de





‖I ′(un)‖H∗ → 0,
possui uma subsequência convergente.
No resto deste capítulo, vamos mostrar que o funcional Iλ deﬁnido em (2.1) satisfaz a condição
(Ce)c, quando c ∈ R é adequadamente restringido, como veremos no Teorema 2.2. No próximo capítulo,







∣∣∣ u ∈ H1(RN ),∫ u2 dx = 1} . (2.4)
Como em Berezin e Shubin [4], temos que Λ = inf σ(S), onde σ(S) é o espectro do operador deﬁnido
por
Su(x) = −∆u(x)− g(x)u(x), D(S) = H2(RN ). (2.5)
Além disso, do fato que o espectro essencial de S é σess(S) = [−l∞,∞), temos
−‖g‖∞ ≤ Λ ≤ −l∞ < 0. (2.6)
Observação 2.3. Temos que σess(S) consiste nos pontos de acumulação σ(S) mais os autovalores de S
com multiplicidade inﬁnita. Como σ(S) é fechado, temos σess(S) ⊂ σ(S).
Começamos com dois lemas técnicos que serão usados nas provas do nosso primeiro resultado de
compacidade, a Proposição 2.1.
Lema 2.3. Sob hipótese (f1), assuma que lim|x|→∞, s→∞
f(x, s) = l∞ ∈ R e sejam (vn) ⊂ H1(RN ), (tn) ⊂
R+ sequências satisfazendo
(i) vn ⇀ v, vn(x)→ v(x), para algum v ∈ H1(RN );




→ 0, quando n→∞.
Então qualquer sequência (yn) ⊂ RN tal que
∫
yn+B1
v2n dx ≥ α > 0 é necessariamente limitada.
Demonstração. Vamos fazer a prova por contradição. Seja (yn) ⊂ RN uma sequência tal que∫
yn+B1
v2n dx ≥ α > 0
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e suponha que exista uma subsequência de (yn) ainda denotada por (yn) tal que |yn| → ∞. Deﬁnimos
agora
v˜n(x) = vn(x+ yn)






















v2n(x+ yn) dx =
∫
B1+yn
v2n(z) dz ≥ α.
Sabemos que (v˜n) é limitada em H1(RN ), já que vn ⇀ v em H1(RN ). Podemos então obter v˜ em
H1(RN ) de modo que, a menos de subsequência,
v˜n ⇀ v˜, em H
1(RN );
v˜n(x) → v˜(x), em quase todo ponto de RN .
Por outro lado, como o operador restrição de H1(RN ) ↪→ H1(B1) é contínuo, e a imersão
H1(B1) ↪→ Lr(B1), 1 ≤ r < 2∗
é compacta, temos que
v˜n → v˜, em L2(B1).
Assim, ∫
B1




v˜2n dx ≥ α > 0,
e portanto v˜ 6= 0.
Considere agora φ ∈ C∞0 (RN ), denotando φn(x) = φ(x − yn) e fazendo a mudança de variáveis
























f(z + yn, tnvn(z + yn))vn(z + yn)φ(z) dz.










f(z + yn, tnvn(z + yn))vn(z + yn)φ(z) dz.








Vamos agora analisar a convergência de
∫
f(z + yn, tnvn(z + yn))vn(z + yn)φ(z) dz. Primeiramente
note que estamos assumindo f(x, s) = 0 para s ≤ 0 e assim f(z+yn, tnvn(z+yn))vn(z+yn) ≥ 0. Agora,
como v˜n → v˜, em quase todo ponto de RN , então |tnv˜n| → ∞ e assim, utilizando lim|x|→∞, s→∞ f(x, s) = l∞,
chegamos em
f(z + yn, tnvn(z + yn))vn(z + yn)φ(z) → l∞v˜+(z)φ(z),
em quase todo ponto de RN , quando n→∞.
Temos, como antes, que v˜n → v˜ em L1(BR) , onde supp(φ) ⊂ BR. Lembramos agora do Teorema
1.13, que nos diz que se tivermos uma sequência (un) ⊂ Lp(Ω) com Ω limitado, e u ∈ Lp(Ω) tal que
‖un − u‖Lp(Ω) → 0, então existe uma subsequência unk tal que unk(x)→ u(x), em quase todo ponto de
Ω e além disso, existe uma função r ∈ Lp(Ω) tal que |unk(x)| ≤ r(x), em quase todo ponto de Ω. No
nosso caso, existe r ∈ L1(BR) tal que, a menos de subsequência,
|v˜n(x)| ≤ r(x), em BR,
e ∣∣∣f(z + yn, tnvn(z + yn))vn(z + yn)φ(z)∣∣∣ ≤ Cr(z), ∀ z ∈ RN e C = l∞‖φ‖∞.
Como |yn| → ∞ e tn →∞, segue do Teorema 1.10 da Convergência Dominada de Lebesgue que∫
f(z + yn, tnvn(z + yn))vn(z + yn)φ(z) dz →
∫
l∞v˜+(z)φ(z) dz.





l∞v˜+(z)φ(z) dz = 0, ∀φ ∈ C∞0 (RN ).
Desta forma, v˜ é uma solução fraca não trivial do problema
−∆v˜ = (l∞ − λ)v˜, em RN .
Por outro lado, sabemos que se u ∈ H1(RN ) for uma solução fraca do problema limite
−∆u+ λu = l∞u, λ > 0,
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então u ∈ H2(RN ) e portanto, para nosso caso particular, teremos v˜ ∈ H2(RN ). Mas isso gera uma
contradição, pois se λ ∈ R e u ∈ H2(RN ) é solução do problema do autovalor
−∆u = λu, em RN ,
então u = 0. Portanto, a contradição vem de supormos que (yn) não é limitado, logo (yn) deve ser
limitado e temos o resultado.
Eis nosso segundo principal lema desta seção.
Lema 2.4. Sob a hipótese (f1), assuma que lim
s→∞ f(x, s) = g(x) ∈ C(R
N ,R+), lim inf
|x|→∞
g(x) = l∞ ∈ R e
sejam (vn) ⊂ H1(RN ), (tn) ⊂ R+ sequências satisfazendo




→ 0, quando n→∞;
Se tn →∞, então v = 0 ou λ = −Λ, onde Λ é dado por (2.4).
Demonstração. Vamos assumir que v 6= 0 e concluir que necessariamente λ = −Λ. De fato, usando (ii)






φ = o(1). (2.7)




Como feito no Lema 2.3, tem-se
f(x, tnvn(x))vn(x)φ(x)→ g(x)v+(x)φ(x), em quase todo ponto de RN
e ∣∣∣f(x, tnvn)vnφ∣∣∣ ≤ Cr,
para algum r ∈ L1(BR) com C = ‖g‖∞‖φ‖∞,∀x ∈ RN , de modo que o Teorema 1.10 da Convergência




Assim passando (2.7) ao limite, temos que∫
(∇v∇φ+ λvφ) dx−
∫
g(x)v+φdx = 0, (2.8)
e considerando φ = v−, obtemos
‖v−‖2λ =
∫
(∇v−∇v− + λv−v−) dx =
∫
g(x)v+v− dx = 0
e segue que v = v+ ≥ 0 é uma solução fraca de −∆v+λv = g(x)v. Concluímos pelo Princípio do Máximo
que v(x) > 0 para todo x ∈ RN e, por regularidade elíptica, que v ∈ H2(RN ). Além disso, segue da
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identidade de Green que ∫ [
−∆v + (λ− g(x))v
]
φdx = 0, ∀φ ∈ C∞0 (RN ).
Sabemos, agora, do resultado que diz que se u ∈ L1loc(Ω) é tal que
∫
Ω
uφ dx = 0, ∀φ ∈ C∞0 (Ω), então
u = 0, em quase todo ponto de Ω e assim, no nosso caso, temos que
−∆v + (λ− g(x))v = 0, em quase todo ponto de RN , (2.9)
desde que −∆v+(λ−g(x))v esteja em L1loc(RN ). Como v ∈ H2(RN ), então −∆v ∈ L2(RN ), logo −∆v ∈




‖g‖∞|K| <∞, já que K é limitado, então teremos∫
K
(






















Ainda por (2.9), concluímos que
Sv = −λv, (2.10)
onde Sv = −∆v − g(x)v.
Assim, v é uma autofunção positiva de S com o autovalor −λ. Tomando φ = v em (2.8) com




e assim, pela deﬁnição de Λ, tem-se
Λ ≤ −λ. (2.11)
Lembrando também que Λ ≤ −l∞ por (2.6), vamos considerar dois casos:
Caso 1) Λ < −l∞.
Considerando
S0 : D(S0) → L2(RN )
u 7→ S0(u) = −∆u+ v(x)u,






então o operador S0 é limitado inferiormente. Além disso, para cada a′ < a temos que σ(S0) ∩ (−∞, a′)
consiste de um número ﬁnito de elementos (autovalores de multiplicidade ﬁnita) pertencentes a σd(S0).
Desta forma, para o nosso caso, temos que S possui um número ﬁnito de autovalores λ1, · · · , λk ou
2.3 Condição de Cerami 36
uma sequência (λn) de autovalores tal que λn → −l∞, onde cada λi possui multiplicidade ﬁnita para
cada i.
Lembramos agora do resultado, que pode ser visto em [4], que nos diz que se T : D(T ) ⊂ H → H
for um operador auto-adjunto, semi limitado inferiormente e K ⊂ H um subespaço denso no qual T é




〈x, x〉λ e λn+1 = supL⊂K inf06=x∈K∩L⊥
〈Tx, x〉λ
〈x, x〉λ .




dx = Λ, (2.12)
onde u0 é a autofunção correspondente ao autovalor Λ. Usando (2.12), temos que u0 ≥ 0. Lembramos
agora do resultado que nos diz que se u ≥ 0 é solução fraca não trivial de −∆u + λu = g(x)u, então
u > 0. Obtemos assim que u0 > 0. Logo
Λ = −λ,
já que, caso contrário, S teria duas autofunções positivas, v e u0, associadas a autovalores distintos, o
que é um absurdo, pois autofunções associadas a autovalores distintos são ortogonais.
Caso 2) Λ = −l∞.
No Caso 2, temos Λ = −l∞ ≤ −λ e, novamente, mostraremos que Λ = −l∞ = −λ. De fato, se
Λ = −l∞ < −λ, deﬁnimos δ := l∞ − λ
2
> 0 e seja R1 > 0, tal que
g(x) ≥ l∞ − δ, para todo |x| ≥ R1, (2.13)
e tome R2 > R1 suﬁcientemente grande, tal que
0 < µ1 ≤ δ
2
, (2.14)
onde µ1 é o primeiro autovalor de −∆ no anel A = {x | R1 < |x| < R2} com a condição de contorno
de Dirichlet. Seja ψ a autofunção correspondente e, por ter sinal deﬁnido, tomamos, sem perda de
generalidade, ψ > 0, e obtemos de (2.10) e (2.13) que
Sv = −λv ⇒













































Por outro lado, como {
−∆ψ = µ1ψ em A
ψ = 0, em ∂A
e, pelo Lema 1.1 de Hopf,
∂ψ
∂n
< 0, em ∂A





































o que contradiz (2.15). Portanto, também devemos ter Λ = −λ no Caso 2. Assim a prova ﬁca completa.
A seguir apresentaremos uma proposição fundamental para a demonstração da condição de Cerami.
Proposição 2.1. Assuma as condições (f1) − (f4) e suponha que (un) é uma sequência de Cerami no
nível c > 0 para o funcional Iλ. Então (un) é limitada desde que λ 6= −Λ.
Demonstração. Suponha, por contradição, que (un) é uma sequência de Cerami no nível c > 0 para o






. Então, ‖vn‖λ = 2
√
c e assim (vn) é limitado.
Vamos agora usar o Teorema 1.6, que nos diz que se X é um espaço de Banach reﬂexivo e se (un)
é uma sequência limitada em X, então (un) possui uma subsequência que converge fracamente. Como
H1(RN ) é um espaço de Banach reﬂexivo, temos que existe v ∈ H1(RN ) tal que
vn ⇀ v, em H
1(RN ) e
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vn(x)→ v(x), em quase todo ponto de RN .
Por outro lado, o operador restrição de H1(RN ) em H1(BR) é contínuo e a imersão de H1(BR) em
Lp(BR), 1 ≤ p < 2∗ é compacta, logo
vn → v, em Lp(BR),
para todo R > 0. Em outras palavras, temos que vn → v em Lploc(RN ), para qualquer 2 ≤ p < 2∗, onde
2∗ =
2N
N − 2 se N ≥ 3 e 2
∗ =∞ se N = 1, 2.
Como (un) é uma sequência de Cerami no nível c, obtemos(
1 + ‖un‖λ
)












Então, (2.16) e (f2) implicam que




para todo τ > 0 e n ∈ N. De fato, considere










F (x, u(x)) dx,
para u ∈ H1(RN ).




















n − F (x, τun),
logo
θ′(τ) = τf(x, un)u2n − f(x, τun)τu2n = τu2n
[
f(x, un)− f(x, τun)
]
,
e como f é não decrescente na segunda coordenada e τu2n > 0, temos que{
θ′(τ) ≥ 0, 0 < τ ≤ 1
θ′(τ) ≤ 0, τ ≥ 1
portanto τ = 1 é o ponto de máximo de θ, para τ > 0, logo
2.3 Condição de Cerami 39
θ(τ) ≤ θ(1). (2.19)








































n − F (x, un)
]
dx.



















F (x, un) dx,




n − F (x, un)
]













e provamos (2.17) .




‖un‖λ → 0, logo
Iλ(vn) = Iλ(τnun)





≤ Iλ(un) + o(1)
= c+ o(1), (2.20)
para n suﬁcientemente grande.
Aﬁrmação: v 6= 0.
Para provar essa aﬁrmação, precisamos das seguintes estimativas, que vamos demonstrar logo em
seguida




|f(x, s)s2| ≤ εs2 + C(ε, q)sq, (2.22)
para qualquer x ∈ RN , s ∈ R+, ε > 0 e 2 < q ≤ 2∗. De fato, como f(x, s) é não decrescente em s, segue
que
F (x, s) =
∫ s
0
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provando assim a estimativa dada em (2.21). Agora por (f1), dado ε > 0, existe δ > 0, tal que
|f(x, s)| < ε, se s < δ,
e por (f2), existe K ≥ 1 de modo que
f(x, s) < g(x) + ε ≤ ‖g‖∞ + ε = Cε, para s > K.
Assim temos, para 2 < q ≤ 2∗, que
f(x, s)s2 < εs2, para s < δ
f(x, s)s2 < Cεs
2 < Cεs
q, para s > K.
Deﬁnimos agora, para cada q ∈ (2, 2∗]
φq : [δ,K] → R




Logo, φq é contínua e assume máximo no compacto [δ,K], isto é,
f(x, s)s2
sq
≤ C(ε, q), para s pertencente a [δ,K],
e está provada a estimativa (2.22).





|vn|2 dx, t > 0.
Agora, se lim
n→∞Qn(t0) = 0, para algum t0 > 0, o Lema 1.2 de Lions nos fornece vn → 0 ∈ L
p(RN )
para qualquer 2 < p < 2∗. Assim, por (2.21) e (2.22), temos∫






















F (x, vn) dx ≥ 2c+ o(1),
o que contradiz (2.20), já que c > 0. Portanto, podemos assumir que lim
n→∞Qn(t) > 0, ∀ t > 0 e, em





|vn|2 dx > α > 0
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para algum α > 0 e para todo n ∈ N. Segue, para alguma sequência (yn) ⊂ RN , que∫
yn+B1
|vn|2 dx ≥ α > 0.
De fato, se ∫
yn+B1
|vn|2 dx < α





|vn|2 dx < α,
o que é um absurdo.







tnvn = un e
‖I ′λ(tnvn)‖ = ‖I ′λ(un)‖ → 0.
Desta forma, podemos aplicar o Lema 2.3, para concluir que (yn) é limitado, digamos ‖yn‖ ≤ R para








|vn|2 dx ≥ α > 0
e, como vn → v em L2(BR+1), segue que∫
BR+1
|v|2 dx ≥ α > 0,
mostrando que de fato v 6= 0.






→∞, logo devemos ter (un) limitada. A prova está completa.
Para provar nosso próximo teorema, vamos precisar do seguinte lema, cuja formulação e demonstração
podem ser encontradas em Kavian [12] e Lions [14].
Lema 2.5. (Lema de Concentração e Compacidade de Lions) Seja (ρn) uma sequência em L
1(RN ), tal
que ρn > 0 em RN e ∫
ρn dx = α,
onde α > 0 é um número real ﬁxado. Então existe uma subsequência (ρnk) satisfazendo uma das três
condições:
2.3 Condição de Cerami 42







ρnk dx = 0;
(ii) (Dicotomia) Existe α0 ∈ (0, α) tal que, para todo ε > 0, existem k0 ≥ 1, uma sequência (yn) ⊂ RN ,
R > 0 e uma sequência (Rn) ⊂ R+ com R < R1 e Rn < Rn+1 →∞, de modo que, se:
ρn = ρnχ{|x−yn|≤R}




denota a função característica de A, então
∣∣∣ ∫ ρk(x) dx− α0∣∣∣ ≤ ε, ∣∣∣ ∫ ρˆn(x) dx− (α− α0)∣∣∣ ≤ ε e
∫ ∣∣∣ρnk(x)− (ρk + ρˆk)(x)∣∣∣ dx ≤ ε,







(iii) (Compacidade) Existe uma sequência (yn) ⊂ RN tal que, dado ε > 0, existe R > 0 de modo que∫
yk+BR
ρnk dx ≥ α− ε,
para todo k.














(∇u∇v + λuv) dx−
∫
h(u)uv dx, ∀ v ∈ C∞0 (RN ).




∣∣∣ I∞λ ′(u)u = ‖u‖2λ − ∫ h(u)u2 dx = 0} ⊂ H1(RN ). (2.24)
Também deﬁnimos
0 < m∞λ = inf
u∈M∞λ
I∞λ (u), se M
∞
λ 6= ∅
e m∞λ = ∞, se M∞λ = ∅. (2.25)
Estamos prontos para enunciar e provar nosso principal resultado de compacidade.
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Teorema 2.2. Assuma (f1)− (f4). Se 0 < λ < |Λ|, então o funcional Iλ satisfaz a condição de Cerami
(Ce)c, para todo 0 < c < m
∞
λ .






F (x, un) dx → c < m∞λ (2.26)
e ∣∣∣I ′λ(un)φ∣∣∣ = ∣∣∣ ∫ (∇un∇φ+ λunφ) dx− ∫ f(x, un)unφdx∣∣∣ ≤ o(1)‖φ‖λ. (2.27)
Como λ 6= −Λ, então, pela Proposição 2.1, (un) é limitado e, sem perda de generalidade, vamos
assumir que ‖un‖λ > 0, ∀n ∈ N. Deﬁnimos
ρn := |∇un|2 + λ|un|2,





|un|2 dx = ‖un‖2λ <∞,
e passando a uma subsequência se necessário, podemos supor que∫
ρn dx→ α ≥ 0,
quando n→∞. Se α = 0, então ‖un‖2λ → 0 e por
f(x, s)s2 ≤ εs2 + C(ε, q)sq
e
F (x, s) ≤ 1
2
f(x, s)s2,
juntamente com as imersões de Sobolev H1(RN ) ↪→ Lq(RN ), para 2 ≤ q < 2∗, temos que∫





























ρ˜n dx = 1 > 0,∀n ∈ N. Como (ρ˜n) satisfaz as hipóteses do Lema 2.5 de Concentração e
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Compacidade de Lions para α = 1, podemos assumir que (ρn) está nas hipóteses do lema, logo∫
ρn dx = ‖un‖2λ → α > 0.
Vamos considerar cada uma das três possibilidades que pode ocorrer:









Neste caso, como vimos na prova da Proposição 2.1, pelo Lema 1.2 de Lions, temos que un → 0 em
Lp(RN ), para qualquer 2 < p < 2∗. Por (2.22), chegamos em∫
f(x, un)(un)
2 dx ≤ ε‖un‖2λ + C(ε, q)‖un‖qλ, para q ∈ (2, 2∗). (2.28)
Tomando φ = un em (2.27), seque que




n dx ≤ o(1)‖un‖λ, ∀n ∈ N,
e por (2.28), obtemos
I ′λ(un)un ≥ ‖un‖2λ − ε‖un‖2λ − C(ε, q)‖un‖qλ.





≤ I ′λ(un)un ≤ o(1),
o que é uma contradição, logo não ocorre o anulamento.
2. Dicotomia: Suponha que a dicotomia ocorra. Então existe α0 tal que 0 < α0 < α onde, para ε > 0
dado, existem R > 0 e sequências
(yn) ⊂ RN , (Rn) ⊂ R+,
com R < R1, Rn < Rn+1 →∞, tal que






dx ≤ α0 + ε, (2.29)






dx ≤ (α− α0) + ε, (2.30)

































dx ≤ 2ε+ o(1). (2.31)
Considere ζ ∈ C∞0 (RN ), tal que 0 ≤ ζ(x) ≤ 1 e
ζ(x) =
{
1, se |x| ≤ 1,
0, se |x| ≥ 2,
e considere também ϕ = 1− ζ, logo 0 ≤ ϕ ≤ 1 e
ϕ(x) =
{
0, se |x| ≤ 1,










, para x ∈ RN ,
e deﬁna também
u1n(x) := ζn(x)un(x) e u
2
n(x) := ϕn(x)un(x).
Logo, temos que, para todo n ∈ N,
u1n(x) =
{
un(x), se |x− yn| ≤ R,




0, se |x− yn| ≤ Rn,
un(x), se |x− yn| ≥ 2Rn.
Aﬁrmamos que
Iλ(un) ≥ Iλ(u1n) + Iλ(u2n)− Cε, (2.32)
para C > 0. De fato, denotando por
ρin = |∇uin|2 + λ(uin)2, i = 1, 2,
















F (x, u2n) dx
∣∣∣.






























































F (x, un) dx+
∫
F (x, u1n) dx+
∫
F (x, u2n) dx = −
∫
An
F (x, un) dx+
∫
An
F (x, u1n) dx+
∫
An
F (x, u2n) dx.



























ρn dx ≤ 2ε + o(1), por (2.31). Vamos agora estimar os outros termos da expressão dada
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e como ‖∇ζn‖LN (RN ) = ‖∇ζ‖LN (RN ) e H1(An) ↪→ L2∗(An), teremos∫
An











|∇u1n|2 dx ≤ Cε.
Agora com o fato de que |u1n| ≤ |un| e usando (2.31), obtemos∫
An




2 dx ≤ Cε, (2.34)
e, analogamente, ∫
An
ρ2n dx ≤ Cε. (2.35)
Como 0 ≤ F (x, s) ≤ Cs2 e |u1n| ≤ |un|, segue que∫
An








2 dx ≤ Cε, (2.36)
e, portanto, ∫
An
F (x, u1n) dx ≤ Cε e
∫
An
F (x, u2n) dx ≤ Cε. (2.37)
Assim, segue de (2.33)− (2.37), que∣∣∣Iλ(un)− Iλ(u1n)− Iλ(u2n)∣∣∣ ≤ Cε,
mostrando (2.32).
Aﬁrmamos agora que ∣∣∣‖u1n‖2λ − ∫ f(x, u1n)(u1n)2 dx∣∣∣ ≤ Cε, (2.38)































2 ≤ f(x, un)|unu1n|
≤ f(x, un)(un)2
≤ ε|un|2 + C(ε, q)|un|q.
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ε|un|2 + C(ε, q)|un|q
)
dx














2 dx ≤ Cε. (2.41)














Logo, por (2.39)− (2.42), obtemos∣∣∣I ′λ(un)(u1n)− (‖u1n‖2λ − ∫ f(x, u1n)(u1n)2 dx)∣∣∣ ≤ Cε,
ou seja, ∣∣∣‖u1n‖2λ − ∫ f(x, u1n)(u1n)2 dx∣∣∣ ≤ ∣∣∣I ′λ(un)(u1n)∣∣∣+ Cε. (2.43)
Usando que ∣∣∣I ′λ(un)φ∣∣∣ = ∣∣∣ ∫ (∇un∇φ+ λunφ) dx− ∫ f(x, un)unφdx∣∣∣ ≤ ε‖φ‖λ,
obtemos ∣∣∣‖u1n‖2λ − ∫ f(x, u1n)(u1n)2 dx∣∣∣ ≤ Cε, (2.44)
para algum C > 0 e n suﬁcientemente grande.
De forma inteiramente análoga, mostra-se que∣∣∣‖u2n‖2λ − ∫ f(x, u2n)(u2n)2 dx∣∣∣ ≤ Cε. (2.45)
Para mostrar que a dicotomia não ocorre, consideraremos dois casos:
Caso 1: (yn) ⊂ RN é limitada.
Como (yn) é limitada, temos que os centros das bolas BRn(yn) não convergem para o inﬁnito, e como
Rn →∞, temos que as bolas crescem de acordo com n, a partir de um n0 suﬁcientemente grande. Desde
que u2n(x) = 0 se |x− yn| ≤ Rn, tem-se
supp(u2n) ⊂ RN \BRn(yn).
2.3 Condição de Cerami 49
Do fato lim
|x|→∞
f(x, s) = h(s), temos que dado ε > 0, obtemos
|f(x, u2n)− h(u2n)| ≤ ε1/2,
para |x| > r > 0 suﬁcientemente grande.
Como (u2n)
2 é integrável, temos, para r grande, que∫
|x|>r
(u2n)
2 dx ≤ ε1/2.
Para n grande, ainda temos que
supp(u2n) ⊂ RN \BRn(yn) ⊂ RN \Br(0).













De (2.45) e (2.46), segue que∣∣∣I∞λ ′(u2n)(u2n)∣∣∣ = ∣∣∣‖u2n‖2λ − ∫ h(u2n)(u2n)2 dx∣∣∣
≤
∣∣∣‖u2n‖2λ − ∫ f(x, u2n)(u2n)2 dx∣∣∣+ ∣∣∣ ∫ [f(x, u2n)u2n − h(u2n)u2n] dx∣∣∣
≤ Cε. (2.47)
Dado ε > 0, temos por lim
|x|→∞
f(x, s) = h(s) que
|f(x, s)− h(s)| ≤ ε1/2,
para s grande. Logo


















2 dx ≤ ε. (2.48)
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Mostraremos que, se a dicotomia ocorre, então M∞λ 6= ∅. Para isso, vamos deﬁnir
w2n := u
2
n(σx), 0 6= σ ∈ R.









































































Para que M∞λ seja não-vazio, é suﬁciente que
∫
|∇u2n|2 dx := an > 0, para n grande. De fato, se







Se εn ≤ 0, então 1 − εn
an
> 0 e se εn > 0, como an é limitada, já que (u2n) também é em H
1(RN ), é











e w2n ∈M∞λ . Logo, se a dicotomia ocorrer, teríamos que M∞λ 6= ∅.
Precisamos então provar que ∫
|∇u2n|2 dx ≥ C > 0.
De fato, suponhamos que exista uma subsequência de (u2n), também denotada por (u
2
n), tal que∫
|∇u2n|2 dx→ 0. (2.51)
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∣∣∣ ∣∣∣ ≤ ε,






2 dx ≥ (α− α0)− ε. (2.52)






























2 dx ≥ (α− α0)− ε. (2.53)

































Logo de (2.53) e da desigualdade acima, temos
(α− α0)− ε ≤ ε
∫
(u2n)




o que é um absurdo, pois de (2.51) e do fato de que (u2n) é limitada em L
2(RN ), podemos tomar ε → 0
e n→∞, para concluir que
0 < (α− α0) ≤ 0.
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Assim, temos de fato que ∫
|∇u2n|2 dx ≥ C > 0,
logo M∞λ 6= ∅, isso se a dicotomia ocorrer.



















































































|∇u2n|2 dx+ (σ−Nn − 1)I∞λ (u2n). (2.54)
Aﬁrmamos que I∞λ (u
2
n) é limitado. De fato, usando (2.48) e F (x, u
2







∣∣∣ ∫ (F (x, u2n)−H(u2n)) dx∣∣∣+ ∣∣∣ ∫ F (x, u2n) dx∣∣∣
≤ 1
2
‖u2n‖2λ + C‖u2n‖2L2(RN ) + ε,
e como (u2n) é limitado, então está provada a aﬁrmação.
Agora, usando (2.49) e (2.54), tem-se que
Iλ(u
2










|∇u2n|2 dx− (σ−Nn − 1)I∞λ (u2n)− ε.
Fazendo (σ2n − 1)
∫





, temos, para ε = |εn|, que
Iλ(u
2
n) ≥ I∞λ (w2n) +
1
2
σ−Nn εn − (σ−Nn − 1)I∞λ (u2n)− |εn|.
Desde que σn → 1 quando εn → 0 e I∞λ (u2n) é limitado, temos
Iλ(u
2
n) ≥ I∞λ (w2n)− εn,
onde εn > 0 e εn → 0, ou seja,
Iλ(u
2
n) ≥ m∞λ − εn. (2.55)
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Para (u1n), usaremos F (x, s) ≤
1
2















2 dx− εn −
∫



















n) ≥ −εn. (2.56)
Logo, por (2.55), (2.56) e por Iλ(un) ≥ Iλ(u1n) + Iλ(u2n)− Cε, temos
Iλ(un) ≥ Iλ(u1n) + Iλ(u2n)− εn ≥ m∞λ − 2εn,
e assim chegamos em lim
n→∞ Iλ(un) ≥ m
∞
λ , o que é um absurdo, pois lim
n→∞ Iλ(un) = c < m
∞
λ . Portanto, a
dicotomia não ocorre.
Caso 2: (yn) ⊂ RN não é limitado.
Passando a uma subsequência se necessário, podemos assumir que |yn| → ∞. Pela deﬁnição de (u1n),
temos que u1n(x) = 0 quando |x− yn| ≥ 2R e segue que supp(u1n) ⊂ B2R(yn), onde os centros das bolas
vão para o inﬁnito.
Repetindo para os mesmos passos feitos no caso anterior com u1n e u
2
n trocados geramos novamente
uma contradição. Portanto, a dicotomia não ocorre e, pelo Lema 2.5 de Concentração e Compacidade de
Lions, a compacidade ocorre.
3. Compacidade: Existe (yn) ⊂ RN tal que para todo ε > 0, existe R > 0, tal que∫
BR(yn)














dx < ε. (2.57)
Como no caso da dicotomia, podemos mostrar que se (para alguma subsequência) |yn| → ∞, temos
uma contradição com Iλ(un) → c < m∞λ (note que se c = m∞λ e f(x, s) = h(s) é independente de x,
então |yn| → ∞ não pode ser descartado ). Portanto, (yn) ⊂ RN é uma sequência limitada e, para todo
ε > 0, podemos achar R0 > 0 grande, tal que
BR(yn) ⊂ BR0(0).












dx < ε. (2.58)
Como (un) é limitada em H1(RN ), podemos assumir que
un ⇀ u, em H
1(RN ).
Mostraremos que un → u em Lp(RN ), para 2 ≤ p < 2∗. De fato, sendo |u|p integrável, para todo ε > 0,
tome R(ε) = R > 0 grande de forma que ∫
RN\BR
|u|p dx ≤ ε. (2.59)
Portanto, se R∗ = max{R0, R}, então por (2.58), (2.59) e as imersões de Sobolev, temos∫
|un − u|p dx =
∫
BR∗
|un − u|p dx+
∫
RN\BR∗










Logo, un → u em Lp(RN ), para 2 ≤ p < 2∗.
Assim, un → u, em quase todo ponto de RN , e existe h˜ ∈ L2(RN ) tal que
|un| ≤ h˜, em RN .
Desta forma
f(x, un)(un)
2 ≤ gh˜2 ∈ L1(RN )
e
|f(x, un)unu| ≤ gh˜|u| ∈ L1(RN ).








f(x, u)u2 dx. (2.61)
De maneira análoga, obtemos ∫
f(x, u)unu dx→
∫
f(x, u)u2 dx. (2.62)
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Desta forma, un → u, em H1(RN ). De fato
I ′λ(un)(un − u)− I ′λ(u)(un − u) =
∫ (





f(x, un)un(un − u) dx−
∫ (





f(x, u)u(un − u) dx
=
∫ (



























Como I ′λ(un)(un − u)→ 0 e I ′λ(u)(un − u)→ 0, já que un ⇀ u em H1(RN ), então de (2.60) - (2.62)
segue que
‖un − u‖2λ → 0.
Portanto, a sequência de Cerami (un) possui uma subsequência convergente e o resultado segue.
Observação 2.4. Como já foi destacado na prova do Teorema 2.2 acima, a mesma prova implica no
seguinte resultado para o caso de f(x, s) ser independente de x: Se (un) é uma sequência de Cerami
para Iλ no nível c = m
∞




Existência de Solução Positiva
Vamos começar considerando as condições da geometria do Passo da Montanha ( (a) e (b) do Teorema
2.1).
3.1 Geometria do Passo da Montanha
Proposição 3.1. Assuma as condições (f1)− (f4) e 0 < λ < |Λ|. Então:
(a) Existem ρ(λ), α(λ) > 0 tais que Iλ(u) ≥ α(λ) se ‖u‖λ = ρ(λ) e Iλ(u) ≥ 0 para ‖u‖λ ≤ ρ(λ);
(b) Existe eλ ∈ H1(RN ) tal que ‖eλ‖λ > ρ(λ) e Iλ(eλ) ≤ 0.
Demonstração. (a) Este argumento é padrão. Utilizando (2.21) e (2.22), seja ε =
1
4
min{1, λ} e tome
Cε > 0, tal que
0 ≤ F (x, s) ≤ 1
2
f(x, s)s2 ≤ εs2 + C(ε, 2∗)s2∗ .
Segue da imersão de Sobolev H1(RN ) ↪→ L2∗(RN ) que∫
F (x, u) dx ≤ ε‖u‖22 + Cε‖u‖2
∗
2∗ ≤ ε‖u‖22 + C‖u‖2
∗
λ ,
onde C = C(ε,N). Como
1
4
min{1, λ} = ε ≤ 1
4
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seja positivo, teremos Iλ(u) ≥ α > 0,
o que prova (a).
(b) Dado 0 6= u ∈ H1(RN ), vamos considerar a função p : R+ → R deﬁnida por





F (x, tu) dx. (3.1)
Então, temos




















e os mesmos argumentos da parte (a) mostram que p(t) > 0, p′(t) > 0 para t > 0 pequeno. Provaremos














f(x, tu)u2 dx =
∫
g(x)(u+)2 dx.
Para provar a Aﬁrmação 2, basta aplicar o Teorema 1.10 da Convergência Dominada de Lebesgue.
Vamos provar apenas a Aﬁrmação 1. Para isso, note que∫














onde na última igualdade ﬁzemos a mudança de variáveis s = τ t u, com ds = t u dτ .
Para todo ε > 0, pela hipótese (f2) existe t, tal que
|f(x, tτu(x))− g(x)| < ε, ∀ t > t e x ∈ RN .
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Logo ∣∣∣ ∫ 1
0
[f(x, τtu)− g(x)]τ dτ





ε < ε, ∀ t > t.











(u+)2g(x), em quase todo ponto de RN .










u2g(x) ∈ L1(RN ).





































Agora, como (f2) faz com que f(x, s) seja uma função não-decrescente em s, (3.2) nos mostra que
p′(t)
t







































Suponha que ‖u‖2λ −
∫




≥ 0 e portanto devemos ter p′(t) ≥ 0, para














< 0, um absurdo. Logo p′(t) ≥ 0 e portanto p(t) é não-decrescente. Desde que p(t) > 0,
para todo t > 0 pequeno, devemos ter p(t) = Iλ(tu) > 0, para todo t > 0.
Suponha agora que ‖u‖2λ −
∫
g(x)(u+)2 dx < 0, e como p′(t) > 0, para t > 0 pequeno, então p′(t)
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muda de sinal. Portanto existe t1 > 0 tal que p′(t1) = 0. Deﬁna w0 =
{
t > 0
∣∣∣ t ≤ t1 e p′(t) = 0} e
t0 = inf w0. Sendo
p′(t)
t










Portanto p′(t) ≥ 0 para todo t < t0. Por outro lado, se p′(t) = 0, teremos t ∈ w0 e t < t0, uma
contradição, logo p′(t) > 0 para todo t < t0.
Agora deﬁnimos t2 = supw1, onde w1 =
{
t > 0
∣∣∣ t ≥ t1 e p′(t) = 0}, e teremos que p′(t) < 0, para
todo t > t2. Desta forma, existem t0 ≤ t2 com t0 = t0(u), t2 = t2(u), tais que
p′(t) > 0, para t < t0,
p′(t) = 0, para t0 ≤ t ≤ t2,
p′(t) < 0, para t > t2.
Em particular, temos
0 = t0p









Iλ(tu) = Iλ(tu), ∀ t ∈ [t0, t2] e lim
t→∞ Iλ(tu) = −∞. (3.4)
Agora vamos considerar os dois possíveis casos:
Caso 1. Λ < −l∞.
Neste caso, como visto na demonstração do Lema 2.4, Λ é o menor autovalor de S. Seja ψ > 0 uma
autofunção associada a Λ, temos∫
|∇ψ|2 dx−
∫








g(x)ψ2 dx = (λ+ Λ)
∫
ψ2 dx < 0,
já que λ + Λ < 0, uma vez que λ < |Λ|. Portanto, em vista de (3.4), temos que lim
t→∞ Iλ(tψ) = −∞ de
modo que podemos tomar eλ = tψ, para algum t suﬁcientemente grande, e chegamos em Iλ(eλ) ≤ 0.
Caso 2. Λ = −l∞.
Neste caso temos λ < |Λ| = l∞. Agora, se tomarmos 0 ≤ φ ∈ C∞0 (RN \ B1), onde B1 é a bola
unitária de RN , e deﬁnirmos φσ(x) = σN/2φ(σx), então, usando mudança de variáveis e o Teorema 1.10














3.1 Geometria do Passo da Montanha 60










∇φσ(x) = σN/2σ∇φ(σx) ⇒
|∇φσ(x)|2 = σNσ2|∇φ(σx)|2 ⇒∫
|∇φσ(x)|2 dx = σNσ2
∫
|∇φ(σx)|2 dx,
e fazendo a mudança de variável y = σx, obtemos
‖∇φσ‖22 = σ2‖∇φ‖22 → 0, quando σ → 0.

























φ2(x) dx < 0.
Portanto, para σ > 0 suﬁcientemente pequeno, temos ‖φσ‖2λ−
∫
g(x)φ2σ(x) dx < 0 de modo que, em vista
de (3.4), podemos novamente tomar eλ = tφσ, com t grande, para chegar em Iλ(eλ) ≤ 0. Isto completa
a prova.
Observação 3.1. Se f(x, s) = h(s), ou seja, f independente de x, então Λ = −l∞. Uma vez que
g(x) = 1 e S0 = −∆− 1, logo temos o seguinte problema de autovalor
−∆u = (1 + µ)u, em RN ,
que não possui solução. Portanto,
σ(S) = σess(S) = [−l∞,∞),
e desde que Λ = inf σ(S) temos Λ = −l∞.
Como consequência da Proposição 3.1, temos os seguintes resultados.




∣∣∣ I ′λ(u)u = ‖u‖2λ − ∫ f(x, u)u2 dx = 0}
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e tome u ∈ H1(RN ).
(a) Se ‖u‖2λ −
∫
g(x)(u+)2 dx ≥ 0, então R+u ∩Mλ = ∅ e Iλ(tu) > 0, ∀ t > 0;
(b) Se ‖u‖2λ −
∫




Iλ(tu) = Iλ(tu), ∀ t ∈ [t0, t2] e lim
t→∞ Iλ(tu) = −∞.
Observação 3.2. Ficou claro das provas acima que, caso f(x, s) = h(s) seja independente de x, os






Agora estamos prontos para mostrar a existência de soluções positivas para (Pλ).
3.2 Existência de Solução Positiva
Vamos considerar primeiramente o problema no inﬁnito:
(P∞) −∆u+ λu = h(u)u, u ∈ H1(RN ), u > 0.
Provamos a existência de uma solução para (P∞) aplicando o Teorema do Passo da Montanha (Teo-






H(u) dx, u ∈ H1(RN ).
De fato, pela Proposição 3.1 (veja Observação 3.2), sabemos que I∞λ satisfaz as condições (a) e (b) do
Teorema 2.1 do Passo da Montanha e, pelo Teorema 2.2 (veja Observação 2.4), o funcional satisfaz uma
forma adequada da condição de compacidade de Cerami em todos os níveis c tais que 0 < c ≤ m∞λ .
Vamos considerar o nível










[0, 1], H1(RN )
) ∣∣∣ γ(0) = 0, I∞λ (γ(1)) < 0}.
Vamos mostrar em seguida que c∞λ ≤ m∞λ , de modo que c∞λ é um valor crítico de I∞λ . Note que, neste caso,
teremos necessariamente c∞λ = m
∞
λ , já que se temos u0 solução de (P∞) então u0 é ponto crítico de I
∞
λ e









λ (u0) ≥ inf
u∈M∞λ
I∞λ (u) = m
∞
λ .
Agora, dado u ∈M∞λ e pela Proposição 3.2 e a Observação 3.2, temos que
‖u‖2λ − l∞
∫




I∞λ (tu) = I
∞
λ (t2u) ≤ 0.
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Portanto se considerarmos γ˜ : [0, 1]→ H1(RN ), γ˜(s) = st2u, então γ˜ ∈ Γ∞ e
c∞λ ≤ sup
0≤s≤1
I∞λ (γ˜(s)) ≤ sup
0<t<∞
I∞λ (tu) = I
∞
λ (t2u).
Como t2u ∈ M∞λ , e u é arbitrário, concluímos que c∞λ ≤ inf
u∈M∞λ
I∞λ (u) = m
∞
λ . Logo, aplicando o
Teorema 2.1 do Passo da Montanha, temos a existência da solução u0 de (P∞) no nível c∞λ = m
∞
λ :





Finalmente, mostraremos que (Pλ) tem solução positiva para qualquer 0 < λ < |Λ|.
Teorema 3.1. Assuma (f1)− (f5) e 0 < λ < |Λ|. Então (Pλ) tem uma solução positiva.
Demonstração. Como feito acima, usando o Teorema 2.2 e a Proposição 3.1 vemos que Iλ satisfaz as
condições do Teorema 2.1 do Passo da Montanha com a condição de Cerami sendo satisfeita em todos os





[0, 1], H1(RN )
) ∣∣∣ γ(0) = 0, Iλ(γ(1)) < 0},
temos que





é um valor crítico para Iλ desde que a gente possa mostrar que cλ < m∞λ . É agora que usamos a condição
(f5) pela primeira vez.
De fato, por (f5) temos que h(s) ≤ f(x, s),∀x ∈ RN e ∀ s ∈ R+, logo





f(x, τ)τ dτ ⇔
H(u) ≤ F (x, u) ⇒∫
H(u) dx ≤
∫










Iλ(u) ≤ I∞λ (u), (3.6)
para todo u ∈ H1(RN ).
Seja u0 a solução de (P∞), logo u0 é ponto crítico de I∞λ e como o conjunto dos pontos críticos de I
∞
λ
está contido em M∞λ =
{
u 6= 0
∣∣∣ I∞λ ′(u)u = ‖u‖2λ−∫ h(u)u2 dx = 0}, então u0 ∈M∞λ . Além disso, pela
Proposição 3.2 (veja Observação 3.2), devemos ter I∞λ (tu0) ≤ 0, para t ≥ t2(u0), e assim, usando (3.6),
teremos
Iλ(tu0) ≤ I∞λ (tu0) ≤ 0.
Portanto, se
γ : [0, 1] → H1(RN )
s 7→ γ = st2u0
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teremos γ contínua, γ(0) = 0 e Iλ(γ(1)) = Iλ(t2u0) ≤ 0 e assim γ ∈ Γ.




2 dx < 0.
Tomando o limite em (f5), teremos
g(x) = lim
s→∞ f(x, s) ≥ lims→∞h(s) = l∞,
logo











2 dx ≤ ‖u0‖2λ − l∞
∫
(u+0 )
2 dx < 0
e usando novamente a Proposição 3.2, temos que existe t > 0, tal que t0 ≤ t ≤ t2 e
max
0<t<∞
Iλ(tu0) = Iλ(tu0). (3.7)
Ainda usando (f5) temos que f(x, s) > h(s), para x ∈ ω, onde ω tem medida positiva, logo em ω temos
f(x, t)t > h(t)t ⇒∫ s
0




F (x, s) > H(s) ⇒∫
ω





F (x, u) dx+
∫
RN\ω




































= Iλ(tu0), por (3.7)
< I∞λ (tu0), por (3.8)
≤ I∞λ (u0)
= c∞λ = m
∞
λ ,
onde a última desigualdade segue do fato de que u0 ∈ M∞λ . Assim obtemos cλ < m∞λ , e o Teorema 2.2
juntamente com o Teorema 2.1 do Passo da Montanha provam a existência de uma solução positiva de
(Pλ).
Encerramos este capítulo com um exemplo de função que satisfaz (f1)− (f5).
3.3 Exemplo de f






, x ∈ RN , s ∈ R+,
e vamos mostrar que f satisfaz (f1)− (f5).
(f1): Claramente f ∈ C(RN × R+,R+). Além disso, como
1 ≤ e|x| ⇔
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(f2): Temos, para x ∈ RN ﬁxo,















s(r + 1) ≤ r(s+ 1) ⇔
sr + s ≤ sr + r ⇔
s ≤ r,















(f3): Seja h(s) :=
s
s+ 1
, logo h ∈ C(R+,R+) e como lim
|x|→∞
























(f4): Pelos passos acima, temos
lim
|x|,s→∞
f(x, s) = 1 := l∞ ∈ (0,∞).













para todo x ∈ RN .
Apresentamos agora os gráﬁcos de g, h e f , respectivamente:
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Existência de Múltiplas Soluções
Nesta seção, obtemos múltiplos resultados para o problema (Pλ), sob uma condição extra de simetria.
4.1 Simetria na não linearidade
Vamos assumir que f ∈ C(RN × R,R+) satisfaz (f1)− (f4) e
(f6) f(x,−s) = f(x, s), ∀x ∈ RN , s ∈ R.
Então, segue que h(s) ∈ C(R,R+) e h(−s) = h(s), para todo s ∈ R. Vamos encontrar soluções de
(Pλ) como pontos críticos do funcional energia Iλ deﬁnido em (2.1). Note que, por (f6), Iλ é agora um













= F (x, s),
onde ﬁzemos a mudança τ = −t. Assim, temos que
Iλ(−u) = 1
2








F (x, u) dx
= Iλ(u).
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Agora, lembramos de um teorema de multiplicidade para funcionais pares que será usado na prova do
nosso resultado de multiplicidade. Para isso precisamos da seguinte deﬁnição:
Deﬁnição 4.1. Seja E um espaço de Banach real e denote por X a família de conjuntos A ⊂ E \ {0}
tais que A é fechado em E e simétrico com respeito a 0, ou seja, x ∈ A se, e somente se, −x ∈ A.
Para A ∈ X, deﬁna o gênero de A como n, denotado por γ(A) = n, se existe uma aplicação ímpar
ϕ ∈ C(A,Rn \ {0}) onde n é o menor inteiro positivo com essa propriedade.
Por exemplo, se considerarmos B ⊂ E fechado com B ∩ (−B) = ∅ e A = B ∪ (−B). Então A ∈ X e





é ímpar e pertence a C(A,R \ {0}).
Para nosso teorema de multiplicidade, seja I ∈ C1(E,R) um funcional par em um espaço de Banach
de dimensão inﬁnita E. Assuma que
(i) I > 0, em Bρ \ {0} e I ≥ α, em ∂Bρ, para algum α, ρ > 0;
(ii) Existe um subespaço k-dimensional Xk de E, tal que
Xk ∩A0 é limitado e sup
u∈Xk




u ∈ E | I(u) ≥ 0
}
.








∣∣∣ K compacto, −K = K, γ(K ∩ h(S1)) ≥ m, ∀ h ∈ Γ},
onde γ(K) é o gênero de um subconjunto simétrico K ⊂ E.
Teorema 4.1. Seja E um espaço de Banach e I ∈ C1(E,R) satisfazendo as condições (i) e (ii) acima.





I(u), m = 1, ..., k.
Então
(1) 0 < α ≤ b1 ≤ ... ≤ bk <∞ e b1, ..., bk são valores crítico de I;
(2) Se bm = bm+1 para algum m ∈ {1, ..., k}, então I possui inﬁnitos (pares de) pontos críticos
correspondentes a bm.
Quando o funcional I satisfaz a condição de Palais-Smale (PS)c, para α ≤ c ≤ M , uma prova do
Teorema 4.1 pode ser vista em Rabinowitz [16]. Contudo, a mesma prova funciona sob a condição, mais
fraca, de Cerami (Ce)c, com α ≤ c ≤ M . Assim nossa tarefa nessa nova conﬁguração é determinar
os valores de c > 0 para os quais (Ce)c vale para nosso funcional Iλ. Na verdade, uma análise mais
cuidadosa das provas do Lema 2.3, Lema 2.4, Proposição 2.1 e Teorema 2.2 nos mostram que, pelos
mesmos argumentos usados nesses resultados, podemos provar o seguinte análogo ao Teorema 2.2:
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Teorema 4.2. Assuma (f1) − (f4) e (f6). Se 0 < λ < |Λ| e λ /∈ σp(S), então o funcional Iλ satisfaz a
condição de Cerami (Ce)c, para todo 0 < c < m
∞
λ .





∣∣∣ −∆u− g(x)u = λu, para algum 0 6= u ∈ H2(RN )}.
Observação 4.2. Os seguintes fatos são conhecidos sobre o espectro σ(S) (veja [4]):
(a) S tem um espectro discreto (não essencial) em (−∞,−l∞), ou seja, para qualquer l > l∞, o
espectro de S em (−∞,−l) consiste num número ﬁnito de autovalores de multiplicidade ﬁnita;
(b) Se lim
|x|→∞
(g(x)− l∞)|x| = 0, então σp(S) ∩ (−l∞,∞) = ∅.
Note que, sob a hipótese (b) acima, segue que σp(S) é um subconjunto enumerável de [Λ,−l∞].
Estamos agora prontos para enunciar e provar nosso resultado de multiplicidade.
4.2 Resultado de Multiplicidade
Teorema 4.3. Assuma as condições (f1) − (f4), (f6) e 0 < λ < |Λ|, λ /∈ σp(S). Assuma também que
existem k funções de suporte disjuntos φ1, ..., φk ∈ H1(RN ), tais que











F (x, u) dx, u ∈ H1(RN ).
Então o problema (Pλ) tem pelo menos k pares de soluções não triviais.
Demonstração. Vamos aplicar o Teorema 4.1 em Iλ com E = H1(RN ). Primeiramente, a Proposição 3.1




∣∣∣ 1 ≤ i ≤ k} ⊂ H1(RN )




















F (x, tiφi) dx.
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)∣∣∣2 dx = k∑
i=1
∫ ∣∣∣∇tiφi∣∣∣2 dx,

















= F (x, tiφi) =
k∑
i=1
F (x, tiφi), (4.5)
e assim (4.4) e (4.5) provam (4.3).
Agora estudaremos as seguintes possibilidades:
(1) |ti| ≤ 1: Neste caso, note que de (f1) sabemos que f(x, t) ≥ 0,∀ t ∈ R, logo para t ≥ 0, temos
F (x, s) =
∫ s
0
f(x, t)t dt ≥ 0,






F (x, tiφi) dx
≤ 1
2
t2i ‖φi‖2λ, pois F (x, s) ≥ 0
≤ 1
2










(2) |ti| > 1: Neste caso, de (f2), obtemos
















= t2F (x, s), (4.7)
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para |t| ≥ 1 e s ≥ 0, onde ﬁzemos a mudança α = τ
t
. Por (f6) e (4.7), temos
F (x,−ts) = F (x, ts) ≥ t2F (x, s) = t2F (x,−s),
e assim concluímos que
F (x, ts) ≥ t2F (x, s), (4.8)












F (x, φi) dx
]
, por (4.8)
= t2i Iλ(φi) < 0, por (4.1)
ou seja,
Iλ(tiφi) ≤ t2i Iλ(φi) < 0. (4.9)








Iλ(tφi) = −∞, 1 ≤ i ≤ k. (4.10)





























Assim, ﬁca claro de (4.10) e (4.11) que a condição (ii) do Teorema 4.1 também é satisfeita pela nossa
escolha de Xk. Finalmente, o Teorema 4.2 fornece a condição de Cerami necessária, de modo que o
Teorema 4.1 pode ser aplicado para obtermos o resultado de multiplicidade desejado.
Em seguida, vamos apresentar uma grande classe de tais problemas assintoticamente lineares pos-
suindo múltiplas soluções.
Sejam a(x) ∈ C(RN ,R+), b(x) ∈ C(RN ,R+) e p(s) ∈ C(R,R+) funções satisfazendo as seguintes
condições:
(h1) Existe a∞ > 0 tal que lim|x|→∞
|x|(a(x)− a∞) = 0. Note que neste caso lim|x|→∞ a(x) = a∞;
(h2) b(x) 6= 0 e lim|x|→∞ |x|b(x) = 0. Neste caso, lim|x|→∞ b(x) = 0;
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(h3) p(s) é uma função par, não-decrescente para 0 ≤ s <∞ e satisfaz as três seguintes condições
p(s) > 0, para s 6= 0,
lim
s→0
p(s) = 0 e
lim
|s|→∞






p(s), µ > 0
e consideramos o problema
(Pˆµ) −∆u+ λu = fµ(x, u)u.
Note que, em vista de (h1) − (h3), a função fµ(x, s) satisfaz todas as condições (f1) − (f4) e (f6). De
fato,









p(s) = 0, uniformemente em x;
(f2): Para x ∈ RN ﬁxo temos, por (h3), que f(x, ·) é não-decrescente para s ∈ [0,∞). Deﬁnindo




, teremos g ∈ C(RN ,R+) e
lim












(f3): Seja h(s) = p(s)a∞, logo h ∈ C(R,R+) e
lim
|x|→∞



















:= l∞ ∈ (0,∞).
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∣∣∣ I∞λ ′(u)u = ‖u‖2λ − ∫ h(u)u dx = 0},
0 < m∞λ = inf
u∈M∞λ
I∞λ (u), se M
∞
λ 6= ∅ e
m∞λ = ∞, se M∞λ .
Já que lim
|x|→∞
fµ(x, s) = h(s) é independente de µ, então podemos ver que m∞λ é independente de µ. Além



















(a(x)− a∞)p∞ + a∞p∞ + µb(x)p∞ − a∞p∞
)
= |x|(a(x)− a∞)p∞ + µp∞|x|b(x) → 0,
quando |x| → ∞, temos então que
lim
|x|→∞
|x|(gµ(x)− l∞) = 0, para todo µ > 0. (4.12)
Concluímos da Observação 4.2 que, se 0 < λ < l∞ = a∞p∞, então λ /∈ σp(Sµ) para todo µ > 0, onde
Sµ : H
2(RN ) ⊂ L2(RN )→ L2(RN ) e Sµ(u) := −∆u− gµ(x)u. (4.13)
Agora, dado k ∈ N podemos escolher k funções de suporte disjuntos 0 ≤ φ1, ..., φk ∈ C∞0 (RN ) tais






b(x)P (φi) dx > 0,
4.2 Resultado de Multiplicidade 75
onde P (s) =
∫ s
0









































de modo que, para µ > 0 suﬁcientemente grande, tenhamos Iλ(φi) < 0, para 1 ≤ i ≤ k. Provamos o
seguinte resultado.
Teorema 4.4. Assuma que a(x) ∈ C(RN ,R+), b(x) ∈ C(RN ,R+) e p(s) ∈ C(R,R+) satisfazem as
condições (h1) − (h3). Então, para qualquer 0 < λ < a∞p∞, o número de soluções do problema (Pˆµ)
tende ao inﬁnito quando µ→∞.
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