Abstract-The indirect source-coding problem in which a Bernoulli process is compressed in a lossy manner from its noisy observations is considered. These noisy observations are obtained by passing the source sequence through a binary symmetric channel so that the channel crossover probability controls the amount of information available about the source realization at the encoder. We use classic results in rate-distortion theory to compute the rate-distortion function for this model as a solution of an exponential equation. In addition, we derive an upper bound on the rate distortion which has a simple closed-form expression and investigate the coding scheme that attains it. These expressions capture precisely the expected behavior of the rate-distortion function: the noisier the source observations, the smaller the reduction in distortion obtained from increasing the compression rate.
I. INTRODUCTION
The optimal trade-off between bit-rate and average distortion in the representation of an information source is given by the Rate-Distortion Function (RDF): the RDF provides the minimum rate necessary to describe a source when its reconstruction is allowed to be to within a given average distortion from the original sequence. A natural extension of this source coding problem is the scenario in which the encoder cannot observe the source directly but obtains only noisy observations. This could be due to a number of phenomena such as environmental noise, finite precision quantization and sub-sampling [1] . In this setup, the encoder is required to describe the source from another process statistically correlated with the source itself: this problem is known as indirect or remote source coding [2, Sec. 3.5] . A motivation for the indirect source coding problem arises in centralized sensing networks in which sensors transmit their raw observation data to a remote processing unit. The communication toward the central unit introduces noise in the sensors' observations and the optimal compression rate of the data acquired at the central node is determined by the indirect RDF.
The general structure of an indirect source coding problem is depicted in Figure 1 : the source process, X n , is passed through the noisy channel P n Y |X to obtain the signal Y n . The encoder compresses the sequence Y n at rate R and the compressed observations are provided noiselessly to the decoder. The receiver produces the sequence X n which is a reconstruction of the original signal X n to within a prescribed average distortion. The optimal trade-off between the code rate R and distortion D as a function of the channel P n Y |X is the indirect RDF. Through the indirect RDF, it is possible to study the effect of the channel quality on the optimal rate-distortion trade-off. For instance, one can characterize the amount of additional code-rate needed to maintain a fixed distortion level as the observations become noisier.
It has long been observed [2] , [3] , [4] that an indirect source coding problem can be reduced to a standard source coding problem by treating the observable process Y n as the source in the standard source coding problem and appropriately defining an amended fidelity criterion. This amended fidelity criterion accounts for the distance between the reconstructed symbol X n and all possible realizations of the original source realization X n weighed according to the probability of its appearance given Y n . A particularly intuitive form of this observation appears in the case of a quadratic distortion, where the amended fidelity criterion can be decomposed as the sum of two terms: (i) the mean squared error (MSE) estimation of the source from its observation plus (ii) the error in describing the MSE estimate under a rate-limited description [4] . This separation allows one to obtain the closed-form expression of the indirect RDF in the Gaussian source, quadratic distortion and additive Gaussian noise case [5] , [1] . While, in general, similar separation results for other models do not exist, it may still be possible to solve the direct problem using the amended distortion measure. This approach is explored in this paper for the important case of a binary i.i.d source, bit-flipping noise and the Hamming distortion.
Related Work: The source coding problem was first introduced by Shannon in [6] while in [7] he provided the first of the source coding theorem. The indirect rate-distortion problem was first introduced by Dobrushin and Tsybakov in [5] . The authors of [5] derived a closed-form solution for the indirect RDF in the Gaussian stationary case and, implicitly, showed an equivalence of the indirect problem to a direct source coding problem with an amended fidelity criterion. Wolf and Ziv [4] showed that, in the case of a quadratic distortion, the new fidelity criterion identified in [3] decomposes into the sum of two terms, only one of which depends on the source coding rate R. Berger [2] noted the equivalence of the indirect problem to a modified direct problem with a new fidelity criterion, and gave an interpretation of the new fidelity criterion as the conditional expectation of the the original distortion measure given the source and noise realizations.
When considering the case of a Bernoulli i.i.d process observed through a binary channel, the computation of the iRDF is greatly simplified when the source is symmetric, i.e. when P[X n = 1] = 1/2 [2, Exc. 3.8] . For the channel we consider, a binary symmetric channel, the iRDF is given by Contributions: We derive an expression for the iRDF of a Bernoulli process X n with P[X n = 1] = α ∈ [0, 1/2) given the observation vector Y n obtained by passing X n through a binary symmetric channel with crossover probability p < 1/2. This iRDF, indicated as R X|Y (D), is obtained by finding the unique root of an exponential equation parameterized by p, α and D. Additionally, we show an upper bound on R X|Y (D) expressed as
where α p pᾱ + αp and such that
The rest of this paper is organized as follows: the indirect source coding problem is introduced in Sec. II. The main results are derived in Sec. III. Sec. IV concludes the paper.
Only sketches of proofs appear in this manuscript: an extended version of the paper is available online [9] .
II. PROBLEM STATEMENT
We consider the indirect source coding problem depicted in Fig. 1 : given the source sequence X n {X i , i = 1 . . . n} with alphabet X n , the encoder is provided with the sequence Y n with alphabet Y n obtained from X n through the channel P Y n |X n (Y n |X n ) and maps this sequence into the set
The value W (Y n ) is noiselessly communicated to the receiver which, in turns, produces the sequence X n with alphabet X n through the mapping
The sequence X n must be to within a distortion D from X n for some chosen fidelity criterion
for some real-valued, bounded function d(·, ·). The operational indirect RDF R X|Y (D) is defined as the minimal rate R in (3) and (4) such that the average distortion between X n and X n in (5) does not exceed D as the block-length n goes to infinity.
The indirect (Shannon's) RDF (iRDF) for the channel P Y n |X n is defined as
and the infimum is taken over all mappings Y n →X n = (3) • (4) such that the average distortion between X n andX n is at most D.
The customary source coding problem of [7] , also known as direct source coding problem, is obtained from the indirect source coding problem by letting Y N = X N . It is noted in [3] that the problem of finding the operational indirect source coding rate R X|Y (D) can be reduced to a direct source coding problem for the observable process Y n and a different distortion measure d(·, ·) defined as
Note that d(·, ·) depends only on d(·, ·) and P Y n |X n , which are determined by the structure of the original indirect rate distortion problem. Since
Shannon's source coding theorem [7] now implies
The reduction of the indirect source coding problem to a direct problem underd(·, ·) also provides us with an approach to solve the indirect problem. Namely, one can compute the direct distortiond(·, ·) and compute the RDF for the source Y N underd(·, ·).
A. Relevant results
The computation of a direct RDF R U (D) of a source U over a discrete alphabet U is performed by minimizing the mutual information over the set of transition probabilities
where Q(u) P[U = u] and d(·, ·) is the per-letter distortion measure. This is equivalent to finding a stationary point to the Lagrangian over the set of all transition probabilities P = P (û|u), u ∈ U,û ∈Û and r > 0. Using the Lagrange dual of (8), Gallager proved in [10] the theorem below.
Theorem II.1. [10, Thm. 9.4.1]. For a given source H(U ) and a given distortion measure d(·, ·), let
Then, for any r > 0, we have
where the minimization in the LHS of (9) is over all transition probability functions P, and the maximization in the RHS of (9) is over all f = {f u , u ∈ U} with non-negative components satisfying the constraints
Necessary and sufficient conditions on f to achieve the maximum in (9) are the existence of a set of non-negative numbers w(û),û ∈Û satisfying
and that (10) holds with equality for eachû with w(û) > 0.
It follows from (8) that, if the conditions for equality in Theorem II.1 hold, we have
B. Indirect RDF of a binary i.i.d process
We now specialize our study of the iRDF to the case where X n is an i.i.d binary process, Y n is obtained by passing X n through a memoryless Binary Symmetric Channel (BSC) and then using the Hamming distortion measure of the channel output, that is
where X n and Z n are two Bernoulli i.i.d process, independent of each other, with P[X i = 1] = α and P[Z i = 1] = p, ∀ i ∈ {1 . . . n} respectively. Accordingly, X = Y = {0, 1} and Y i is a binary i.i.d process with β P(Y i = 1) = p α, ∀ i ∈ {1 . . . n}. In view of Remark II.2 we will assume α, p ≤ 1/2 in the remainder of the paper.
III. RESULTS

A. Preliminaries
From the definition of the iRDF we can infer some properties of R X|Y (D) for the model in Fig. 2: Proposition III.1. The function R X|Y (D) must satisfy the following properties:
is the RDF of X under the Hamming distortion (see e.g. [11, Th. 10.3 .1]) corresponding to p = 0 and Y n = X n .
Using the results in Section II, we can equate the indirect RDF R X|Y (D) to the (direct) RDF R Y (D) by defining the amended distortion measure d(·, ·) in (6) obtained as
where Table I lists all the possible values of d(y i , x i ). Equation (14) provides an intuitive interpretation of the amended distortion measure: if x i ∈ {0, 1} is the estimate of X i given the symbol y i ∈ {0, 1}, then d(y i , x i ) is the probability of making an error in this estimate.
B. Result I: Characterizing R X|Y (D)
Our next step is to use Theorem II.1 to derive R X|Y (D) for the model in Fig. 2 . The iRDF R X|Y (D) is given by
where r is the unique solution tō
Proof: From Prop. III.1 we see that we only need to consider the case 0 ≤ p ≤ α ≤ 1/2: for regime we derive R X|Y (D) using Th. II.1: first we solve the maximization for f and then show that all the w( u) are positive.
In the special case where α = 1/2 and p < α, we have that β = 1/2 and (16) reduces to
which leads to
Substituting r in (15) results in g(r ) = h(∆), where
so that we re-obtain the expression in (1) from [2, Exc. 3.8]. Equation (1) has a similar form as the direct RDF (13) of a binary i.i.d symmetric process. Note that comparing (1) to (13) we observe how the properties of R X|Y anticipated in Proposition III.1 are expressed in the special case of (1).
(iii) ∆ is decreasing in p and therefore R X|Y (D) is also increasing in p. (iv) (1) reduces to (13) for p = 0.
This expression in (18) confirms the intuition that an increment in the bit-rate is less effective in reducing distortion as the intensity of the noise increases.
C. Result II: Cascade Rate-Distortion Coding Bound
In this subsection we explore the possibility of designing an optimal rate-distortion code to the indirect problem from an optimal rate-distortion code to the Bernoulli source.
Consider the direct source coding problem with the Bernoulli process Y n as the source. Fix n and a rate R code which attains distortion
, where
Now use this code to reconstruct X n by settingX i =Ŷ i for i = 1, . . . , n. The average distortion between X n andX n is given by
where we used the fact that the optimal code approximately realizes
is achievable for the indirect problem. This proves the following theorem:
Note that since the bound (19) is tight either when α = 1/2 or when p = 0, the above coding scheme is optimal in these two special cases. This bound is not tight when α = 1/2 and p > 0, as can be seen from (19) since ∆ > β at D = α for α = 1/2. In fact, due to the convexity of R X|Y (D), a better bound can be obtained by adding the point R X|Y (α) = 0 to the bounding curve and taking the convex closure, as illustrated by the dashed line in Figure 4 , where R X|Y (D) is illustrated together with R X|Y (D) and the direct RDF of X.
The fact that the coding scheme that led to Theorem III.3 is not optimal in general reveals a different situation than the indirect source-coding under quadratic distortion. Indeed, 
where Z Y ∼ N (0, 1) is independent of Y . An achievable strategy to reconstruct X from Y would be through the estimate X = E[X| Y ] which attains the quadratic distortion
which is exactly the iDRF of X given Y as shown in [1, Ex. V-1]). In other words, the optimal rate-distortion code realizes a Gaussian channel from Y toX which is a stochastically degraded version of the Gaussian channel from Y toŶ . The counterpart of this procedure in our problem, i.e. taking X to be an estimate of X fromŶ , can only achieve the RHS of (19). The difference
represents the excess rate needed to describe X from the optimal estimate of Y as compared to the minimal rate given by the iRDF. In view of the acheivability proof of the lossy source coding theorem [11, Sec. 10 .5], we conclude that when α = 0, jointly typical sequences Y n ,X n with respect to the Hamming distortion can be very different than jointly typical sequences with respect to the amended distortion d(·, ·).
In view of Theorems II.1, III.2 and III.3, the results in this paper can be summarized by the following statement. For p < D < α and any r > 0 we have
where the LHS holds with equality if and only if r satisfies (16), and the RHS holds with equality if and only if α = 1/2.
IV. CONCLUSIONS
This paper studies the indirect rate-distortion problem for a binary i.i.d. source under Hamming distortion based on its noisy observation through a binary symmetric channel. The indirect rate distortion problem is an extension of the rate distortion problem in which the encoder is provided with a noisy observation of the source sequence. We investigate the rate-distortion tradeoff for the simple scenario of a binary source, bit-flipping noise and Hamming distortion. We showed, in particular, that an optimal indirect rate-distortion code cannot be obtained by relying on the direct rate-distortion code for the observable process, as in the quadratic distortion case. In the quadratic distortion case, it is optimal to compress the observable process as in the direct rate-distortion problem: the optimal source reconstruction is then obtained using the estimator of the source sequence given the compressed observations. By contrast, in the Hamming distortion case, the statistical relation between the observable process and the source must be considered at the encoder. This implies, for example, that the optimal quantizer of a binary process in noise must depend also on the distribution of the estimated signal and its observations.
