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Abstract
Recent unsupervised machine translation (UMT) systems usually employ three
main principles: initialization, language modeling and iterative back-translation,
though they may apply these principles differently. This work introduces an-
other component to this framework: Multi-Agent Cross-translated Diversifica-
tion (MACD). The method trains multiple UMT agents and then translates mono-
lingual data back and forth using non-duplicative agents to acquire synthetic
parallel data for supervised MT. MACD is applicable to all previous UMT ap-
proaches. In our experiments, the technique boosts the performance for some com-
monly used UMT methods by 1.5-2.0 BLEU. In particular, in WMT’14 English-
French, WMT’16 German-English and English-Romanian, MACD outperforms
cross-lingual masked language model pretraining by 2.3, 2.2 and 1.6 BLEU, re-
spectively. It also yields 1.5–3.3 BLEU improvements in IWSLT English-French
and English-German translation tasks. Through extensive experimental analyses,
we show that MACD is effective because it embraces data diversity while other
similar variants do not.1
1 Introduction
Machine translation is one of the core tasks in natural language processing (NLP) that involves
both language understanding and generation. Advances in machine translation often translate to
developments in other fields of NLP, such as representation learning [8, 6, 32], text summarization
[34], parsing [21] and dialogue generation [27]. Recent neural approaches [38, 41, 37] achieve the
state of the art with near human-level performance [14]. However, they continue to rely heavily on
large parallel corpora, which are not always available, especially for low-resource languages.
The search for unsupervised alternatives using only monolingual data has been active. While Ravi
and Knight [33] and Klementiev et al. [22] proposed various unsupervised techniques for statistical
machine translation (SMT), Lample et al. [24, 25] established the principles for modern unsuper-
vised machine translation (UMT) that work for neural models as well. Specifically, there are three
main principles in UMT: Model Initialization, Language Modeling and Iterative Back-translation.
Recent UMT approaches [24, 25, 6] differ how they apply each of these three principles. For in-
stance, Lample et al. [24] use an unsupervised word-translation model [7] for model initialization,
while Conneau and Lample [6] use a pretrained cross-lingual masked language model. While the
framework is well-established, there is a question on whether there exists a fourth principle that can
be a good add-on to the framework.
1Anonymized code: https://tinyurl.com/yd9ld7kd
Preprint. Under review.
This paper introduces a new add-on to the three-principle UMT framework: Multi-Agent Cross-
Translated Diversification (MACD). The technique is applicable to any existing UMT methods and
is shown in this paper to significantly improve the performance of the underlying UMTmethod. The
procedure first trains multiple UMT agents (models), then each of them translates the monolingual
data from one languageX to another Y in the first level. After that, in the second level, the generated
data are again translated from language Y back to X by agents other than the one of its origin to
produce level 2 synthetic data - a process which we call cross-translation. The process continues
until the k-th level. In the final step, a supervised MT model is trained on all those synthetic parallel
data.
In the experiments (§4), we have evaluated our method on the WMT’14 English-French, WMT’16
English-German and WMT’16 English-Romanian unsupervised translation tasks. We compare our
results against the common UMT baselines, such as the unsupervised NMT and PBSMT approaches
proposed in Lample et al. [25] and the model with a pretrained cross-lingual masked languagemodel
(XLM) [6]. Our method shows consistent improvements of 1.0-2.0 BLEU compared to the under-
lying baselines in the tested tasks. In addition, the proposed procedure also boosts the performance
on unsupervised IWSLT’14 English-German and IWSLT’13 English-French tasks. In our analysis,
we explain with experiments why similar other variants do not work and cross-translation is crucial
for our method (§5.1). We further demonstrate that the method enhances the baselines by achieving
greater diversity as measured by back-translation BLEU scores (§5.2).
2 Background
Ravi and Knight [33] were among the first to propose a UMT system by framing the problem as a
decipherment task and viewing non-English text as a cipher for English. Nonetheless, the method is
limited and may not be applicable to the current well-established neural machine translation (NMT)
systems [29, 38, 41]. Instead, Lample et al. [24] set the foundation for modern UMT. They proposed
to maintain two encoder-decoder networks simultaneously for both source and target languages, and
train them via denoising auto-encoding, iterative back-translation and adversarial training. In their
follow-up work, Lample et al. [25] formulated a common UMT framework for both PBSMT and
NMT with three basic principles that can be customized. In particular, the three principles are:
• Initialization: A non-randomized cross- or multi-lingual initialization that represents a knowl-
edge prior to bootstrap the model. For instance, Lample et al. [24] and Artetxe et al. [4] use an
unsupervised word-translation model MUSE [7] as initialization to promote word-to-word cross-
lingual transfer. On the other hand, Conneau and Lample [6] use a pretrained cross-lingualmasked
language model (XLM) to initialize the unsupervised NMT model.
• Language modeling: Training a language model on monolingual data helps the UMT model to
generate fluent texts. Recent neural approaches [24, 25, 6] use denoising auto-encoder training
to achieve language modeling effects. Meanwhile, the PBSMT variant proposed by Lample et al.
[25] uses the KenLM smoothed n-gram language models [16].
• Iterative back-translation: Back-translation [35] brings about the bridge between source and
target languages by using a backward model that translates data from target to source. The mono-
lingual data is translated back and forth to progress the UMT model in both directions.
During the training process, the initialization step is conducted once, while the language modeling
and back-translation steps are often executed in an alternating manner [25]. It is worth noting that
depending on different implementations, the parameters for backward and forward components may
be separate [24] or shared [25, 6]. A parameters-shared cross-lingual NMTmodel have the capability
to translate from either source or target, while a UMT system using parameters-separate models has
to maintain 2 models [24]. In either way, we deem a standard UMT system as bidirectional, meaning
it is capable of translating from either source or target language.
Our proposed multi-agent cross-translated diversification (MACD) works outside this well-
established framework. It employs multiple UMT systems (or agents) to generate a diverse set
of synthetic parallel data, which it then uses to train a supervised MT system. Therefore, differ-
ent implementations of UMT as discussed above can be plugged in the MACD system to achieve
performance boost, even for future methods that may potentially not employ the three principles.
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Algorithm 1 k-th level MACD: Given monolingual data S and T , a diversification multiplier n and
level k where n ≥ k; return trained source-target and target-source MT models Mˆs→t and Mˆt→s.
1: procedure TRAINUNSUP(S,T )
2: Train randomly initializedM on S ∪ T until convergence with unsupervised method.
3: returnM
1: procedure TRAINSUP(D = (S, T ))
2: Train randomly initializedM on D = (S, T ) until convergence with supervised method.
3: returnM
1: procedure REVERSE(D = (S, T ))
2: return D′ = (T, S) ⊲ Reverse the parallel data
1: procedure RECUR_MACD(M,U , n, k, S, T )
2: if k = 0 then return (∅,∅)
3: D ← (∅,∅) ⊲ Initialize pseudo-parallel dataset
4: forMj ∈ M where Mj 6∈ U do
5: D ← D ∪ (S,Ms→tj (S)) ⊲ Add synthetic data built from source
6: D ← D ∪ (M t→sj (T ), T ) ⊲ Add synthetic data built from target
7: PushMj into U
8: D ← D ∪ RECUR_MACD(M,U , n, k − 1,M t→sj (T ),M
s→t
j (S))
9: PopMj out of U
10: return D
1: procedure GENERAL_MACD(S,T, n, k)
2: M← ∅ ⊲ Set of UMT agents
3: for i ∈ 1, . . . , n do
4: Mi ← TRAINUNSUP(S, T ) ⊲ Train UMT agent
5: M←M∪ {Mi}
6: U ← Empty LIFO stack ⊲ Initialize agent stack
7: D ← RECUR_MACD(M,U , n, k, S, T ) ⊲ Generate synthetic parallel data
8: Mˆs→t ← TRAINSUP(D) ⊲ Train the final model for s→ t
9: Mˆt→s ← TRAINSUP(D
′ = REVERSE(D)) ⊲ Train the final model for t→ s
10: return Mˆs→t, Mˆt→s
3 Multi-agent cross-translated diversification
In this section, we describe the MACD procedure in details. Let S and T be the sets of monolingual
data for languages s and t, respectively. We first train n UMT agents M1,M2, ...,Mn, where n is
called the diversification multiplier. The agents can be implemented following any of the existing
UMT techniques [24, 25, 6]. They are trained independently and randomly such that no two agents
are the same or guaranteed to generate the same output for any given input.2 Because a UMT agent
Mi is deemed bidirectional in our setup, we denote M
s→t
i (Xs) = Y to be the translations from
language s to t of corpusXs (of language s) by UMT agentMi, and vice versa forM
t→s
i (Xt) = Y .
The translations can be performed using standard greedy search or beam search.
The MACD strategy (Algorithm 1) first sets up an empty supervised dataset, D = (∅,∅). Then,
each agent Mi performs translations from the monolingual data of both sides S and T to acquire
synthetic parallel data (S,M s→ti (S)) and (M
t→s
i (T ), T ), which are then added to D. Since at this
stage only one UMT agent is used to generate the synthetic dataset, this stage is defined as the first
level of diversification. In this second level, for each agent Mi, another agent Mj (Mi 6= Mj) is
deployed to translate the translations byMi back to the original language. This process is basically
back-translation, but with the backward model Mj coming from a different regime than that of the
forward modelMi. The fact thatMj must be different fromMi is indeed crucial to achieve diversity
in data generation and the reason why our method is called “cross-translated”. We then add this sec-
ond level of synthetic parallel data (which no longer contain the real monolingual data) to the dataset
D. More specifically, in the second level, dataset D is added with (M t→sj (M
s→t
i (S)),M
s→t
i (S))
and (M t→si (T ),M
s→t
j (M
t→s
i (T ))). The process goes on where the agents at the k-th level trans-
2For neural approaches, changing the random seeds would do the trick, while PBSMT methods would need
to randomize the initial embeddings and/or subsample the training data.
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late the products of their counterparts at level k − 1. In the final step, we train a newly supervised
MT model on this augmented data. Algorithm 1 outlines the entire process of MACD.
It is worth noting that the total size of the synthetic parallel data grows quadratically with regard
to the multiplier n in second level MACD, cubically in the third level, and so on. More accurately,
assuming the sizes of monolingual data S and T are equal (i.e., |S| = |T |), the total data size |D| is:
|D| = |S|
(
2
k∑
i=1
n
P k
)
= 2|S|
k∑
i=1
n!
(n− k)!
(1)
On one hand, this is favourable for a supervised NMT model which is inherently data hungry and
performs well on very large dataset. Nonetheless, one may argue that such model only performs
well on a dataset with minimal duplicates, whereas D is prone to be overwhelmed with duplicates
because there is no additional real data sources and the UMT agents just translate the monolingual
data back and forth. In our experiments, on the contrary, the dataset D contains only around 14%
duplicates across different language pairs. We show our analysis on data diversity in Section 5.2.
4 Experiments
4.1 WMT experiments
Setup. Lample et al. [25] and Conneau and Lample [6] conducted their UMT experiments on
astronomically large datasets of 274M, 509M and 195M sentences for En-Fr, En-De and En-Ro re-
spectively, which are derived from News Crawl 2007-2017 datasets. Unfortunately, we were unable
to reproduce these (very) large scale experiments due to resource constraints. Instead, we use the
News Crawl 2007-2008 datasets for English and German, and 2015 dataset for Romanian, and limit
the total number of sentences per language to 5M.3 This results in 10M, 10M and 7M sentences of
monolingual data for En-Fr, En-De and En-Ro, respectively. We rerun the NMT and PBSMTmodels
from [25] and the pretrained XLM from [6] on these reduced datasets to acquire the baselines.
For the NMT models, we follow Lample et al. [25] to train the UMT agents with a parameter-shared
Transformer [38] that has 6 layers and 512 model dimensions and batch size of 32 sentences. We
use Byte-Pair Encoding (BPE) [36] and fastText [5] trained on the BPE tokens to initialize the token
embeddings. For PBSMT [23] models, we use MUSE [7] to generate the initial phrase table and run
4 iterations of back-translation. We subsample 500K sentences from the 5M monolingual sentences
at each iteration to train the PBSMT models.4 To ensure the randomness of PBSMT agents, we use
different seeds for MUSE training and randomly subsample different sets of data during PBSMT
training. For XLM [6], we also follow their UMT setup. For each agent, we first pretrain a big
XLM model (6 layers and 1024 dimensions) on the customized 10M data with 4000 tokens per
batch. Then we initialize the encoder-decoder system of the UMT agent with the XLM and train the
model for 30 epochs.4 The NMT and XLM agents are trained with a 4-GPU setup. In terms of the
configuration for MACD, we apply a second-level MACD with diversification multiplier of 2 (i.e.,
k = 2, n = 2), and we use the big Transformer [31] as the final supervised model. We choose the
best model based on validation loss and use beam size of 5.
Results. Table 1 shows the experimental results of different UMT approaches with and without
MACD. First of all, with the datasets that are 30-50 times smaller than what were used in previous
papers, the baselines perform around 2 to 3 BLEU worse than the reported BLEU. As it can be
seen, the MACD-enhanced model with the pretrained XLM achieves 35.3 and 33.0 BLEU on the
WMT’14 En-Fr and Fr-En tasks respectively, which are 2.3 and 1.5 BLEU improvements over the
baseline. It also surpasses Conneau and Lample [6] by 1.9 BLEU, despite the fact that the SOTA
was trained with 274M sentences. MACD also boosts the scores for XLM in En-De, De-En, En-Ro,
Ro-En by around 2.0 BLEU. For the NMT systems, MACD also outperforms the baselines by 1 to
2 BLEU. More interestingly, PBSMT models are known to be deterministic, but MACD is still able
to improve data diversity and provide performance boost by up to 4.0 BLEU.
3This is actually the default in Conneau and Lample [6]’s code at
https://github.com/facebookresearch/XLM.
4For PBSMT, Lample et al. [25] subsampled 5M out of 193M sentences of monolingual data. For NMT,
they train for 45 epochs, which is almost 60x longer than us with data size taken into account.
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Table 1: BLEU scores on high-resource WMT’14 English-French (En-Fr), WMT’16 English-
German (En-De) and WMT’16 English-Romanian (En-Ro) unsupervised translation tasks.
Method / Data En-Fr Fr-En En-De De-En En-Ro Ro-En
Results reported from previous papers on large scale datasets
Data Used 274M 274M 509M 509M 195M 195M
NMT [25] 25.1 24.2 17.2 21.0 21.1 19.4
PBSMT [25] 27.8 27.2 17.7 22.6 21.3 23.0
Pretrained XLM [6] 33.4 33.3 26.4 34.3 33.3 31.8
Results from our runs on smaller datasets
Data Used 10M 10M 10M 10M 7M 7M
NMT [25] 24.7 24.5 14.5 18.2 16.7 16.3
+ MACD (n = 2) 26.5 25.8 16.6 20.4 18.3 17.7
PBSMT [25] 17.1 16.4 10.9 13.6 10.5 11.7
+ MACD (n = 2) 21.6 20.6 15.0 17.7 11.3 14.5
Pretrained XLM [6] 33.0 31.5 23.9 29.3 30.6 27.9
+ MACD (n = 2) 35.3 33.0 26.1 31.5 32.2 29.1
4.2 IWSLT experiments
Setup. We also demonstrate the effectiveness of MACD on relatively small datasets for IWSLT
En-Fr and En-De tasks. The IWSLT’13 En-Fr dataset contains 200K sentences for each language.
We use the IWSLT15.TED.tst2012 set for validation and the IWSLT15.TED.tst2013 set for testing.
The IWSLT’14 En-De dataset contains 160K sentences for each language. We split it into 95%
for training and 5% for validation, and we use IWSLT14.TED.{dev2010, dev2012, tst2010,tst1011,
tst2012} for testing. For these experiments, we use the neural UMT method [25] with a transformer
model of 5 layers and 512 model dimensions, and trained using only 1 GPU. Since the datasets are
small, we could afford to try out MACD with larger multiplier n = 2, 3, 4 and level k = 3. Thus,
these experiments are also used for ablations to see what may be the best configuration for MACD.
Table 2: BLEU scores on the unsupervised IWSLT’13 English-French (En-Fr) and IWSLT’14
English-German (En-De) tasks with varying level k and diversification multiplier n.
Method / Data En-Fr Fr-En En-De De-En
NMT [25] (baseline) 29.6 30.7 15.8 19.1
+ MACD (k = 2, n = 2) 31.8 31.9 18.5 21.6
+ MACD (k = 2, n = 3) 32.8 32.2 19.1 22.2
+ MACD (k = 2, n = 4) 32.3 32.1 19.1 22.1
+ MACD (k = 3, n = 3) 32.6 31.8 18.9 21.9
Results. In Table 2, we compare different variants of MACD against the neural UMT baseline
[25]. As shown, 2nd level MACD with n = 2 improves the performance in all four tasks by 2-3
BLEU compared to the baseline. Furthermore, increasing the multiplier to n = 3 adds another 1
BLEU to the results. However, the experiments show that increasing it to n = 4 does not improve
the translation quality further. Furthermore, applying the 3rd level MACD seems to reduce the
performance slightly, perhaps because the long daisy chain translation process induces more noises
and deteriorates the sample quality.5 Thus, scaling up MACD’s synthetic parallel data may not
always be beneficial, rather there is a saturation point that can be found through hyper-parameter
tuning.
5We observed there are less duplicates in the 3rd level than the 2nd level MACD. There is also no perfor-
mance change if we filter those duplicates. Thus, the performance drop in 3rd level is not due to less diversity.
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5 Understanding MACD
In this section, we investigate why MACD is able to improve the underlying UMT methods.
5.1 Cross-translation is key
As mentioned, crucial to MACD’s success is cross-translation, where the agents operating at the
current level must be different from those in the previous levels. To verify this, we compare MACD
with other variants that do not employ cross-translation in the WMT tasks, which we refer as multi-
agent diversification (MAD). The first variant MAD (1st level, n = 1) has 1 UMT agent in the
1st level that translates the monolingual data only once. The second variant MAD (1st level, n =
2) employs 2 UMT agents to produce 2 sets of synthetic parallel data from the monolingual data.
Finally, the third variant MAD (2nd level, n = 2) uses 2 UMT agents to translate the monolingual
data at level 1, and then uses the same respective agents to back-translate those generated data to
create level 2 synthetic data, i.e., the dataset D is added with (M t→si (M
s→t
i (S)),M
s→t
i (S)) and
(M t→si (T ),M
s→t
i (M
t→s
i (T ))).
From the comparison results in Table 3, none of the tested variants of MAD noticeably improves
the performance across the language pairs, while MACD provides consistent gains of 1.0-2.0 BLEU.
In particular, the MAD (1st level, n = 1) variant fails to improve as the final supervised model
is trained on the same synthetic data that the UMT agent is already trained on. The variant MAD
(1st level, n = 2) is in fact inspired from Nguyen et al. [30], which improves supervised and semi-
supervised MT. However, it fails to impress in the unsupervised setup, possibly due to the lack of
supervised agents. The variant MAD (2nd level, n = 2) also fails because the 2nd level synthetic
data is already optimized during back-translation training of the UMT agents, leaving the supervised
model with no extra information to exploit. On the other hand, cross-translation enables MACD to
translate the second-level data by an agent other than the first-level agent. In this strategy, the second
agent produces targets that the first agent is not aware of, while the second agent receives as input
the sources that are foreign to it. This process creates corrupted but new information, which the final
supervised MT model can take advantage of to improve the overall MT performance.
Table 3: BLEU comparison of MACD vs. no cross-translation variants in the WMT’14 English-
French (En-Fr), WMT’16 English-German (En-De) and English-Romanian (En-Ro) tasks.
Method En-Fr Fr-En En-De De-En En-Ro Ro-En
Baseline [25] (NMT) 24.7 24.5 14.5 18.2 16.7 16.3
MAD (1st level, n = 1) 24.5 24.4 13.8 17.6 16.0 15.9
MAD (1st level, n = 2) 24.6 24.6 14.0 17.9 16.5 16.1
MAD (2nd level, n = 2) 24.7 24.7 14.4 18.0 16.7 16.4
MACD (2nd level, n = 2) 26.5 25.8 16.6 20.4 18.3 17.7
5.2 MACD produces diverse data
Having argued that cross-translation creates extra information for the supervised MT model to lever-
age on, we hypothesize that such extra information can be measurable by the diversity of the gener-
ated data. To measure this, we compute the reconstruction BLEU and compare the scores for MAD
and MACD (both 2nd level, n = 2) in the WMT En-Fr, En-De and En-Ro tasks. The scores are
obtained by using the first agent to translate monolingual data in language s to t and then the sec-
ond agent to translate those translations back to language s. After that, a BLEU score is measured
by comparing the reconstructed text with the original text. In MAD, the first and second agents
are identical, while they are distinct for MACD. From Table 4, we observe that the reconstruction
BLEU scores of MACD are more than 10 points lower than those of MAD, indicating that the newly
generated data by MACD are more diverse and different from the original data.
Data diversity can also be measured by the amount of duplicate source-target pairs in the total
synthetic parallel data. In Table 5, we compare the amount of real data, total synthetic data created
by MACD and the amount of duplicate pairs for WMT En-Fr, En-De and En-Ro tasks. Across the
language pairs, only around 14% of the parallel data are duplicates. Given that 87.5% of the data
are not real, this amount of duplicates is surprisingly low. And this fact also explains why MACD is
able to exploit extra information than any standard UMT to improve the performance.
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Table 4: Reconstruction BLEU scores of MAD and MACD in different languages for the WMT
unsupervised tasks. Lower BLEU means more diverse.
Method En-Fr-En Fr-En-Fr En-De-En De-En-De En-Ro-En Ro-En-Ro
MAD 76.5 72.7 75.1 63.3 73.6 71.2
MACD 63.1 59.5 60.7 50.6 61.0 56.8
Table 5: Comparison between the amount of real data, generated data by MACD and the duplicates
per language pair for the WMT’14 En-Fr, WMT’16 En-De and En-Ro unsupervised tasks.
Method En-Fr En-De En-Ro
Real data (monolingual) 5M 5M 3.5M
Total generated data (synthetic parallel) 40M 40M 29M
Duplicate pairs 5.8M (14.5%) 5.2M(13%) 3.9M (13.4%)
5.3 MACD outperforms ensembles of models and ensemble knowledge distillation
Since MACD utilizes outputs from multiple UMT agents to improve the baseline system, it is in-
teresting to see how does it perform compared to a simple ensemble of UMT models and ensemble
knowledge distillation [11]. To perform ensembling, we average the probabilities of 2 UMT agents
at each decoding step. For ensemble distillation, we generate synthetic parallel data from an ensem-
ble of UMT agents, which is then used to train the supervised model. From the results on the WMT
tasks in Table 6, we observe that ensembles of models improve the performance only by 0.5-1.0
BLEU, while MACD provides larger gains (1.0-2.0 BLEU) in all the tasks. The results show that
MACD is capable of leveraging the potentials of multiple UMT agents better than how an ensemble
of agents does. This is in contrast to data diversification [30], which is shown to mimic and per-
form similarly to model ensembling. More importantly, during inference, an ensemble of models
requires more memory and computations to store and execute multiple models while MACD needs
only one model. Meanwhile, ensemble knowledge distillation [11], which performs well with su-
pervised agents, performs poorly in unsupervised tasks, perhaps because the UMT agents are not
capable enough for the method intended for supervised learning. Further inspection in the Appendix
suggests that many samples in the ensemble translations contain incomprehensible repetitions.
Table 6: BLEU comparison of MACD vs. an ensemble of UMT agents and ensemble knowledge
distillation [11] on WMT’14 En-Fr, WMT’16 En-De and En-Ro translation tasks.
Method En-Fr Fr-En En-De De-En En-Ro Ro-En
Baseline NMT [25] 24.7 24.5 14.5 18.2 16.7 16.3
Ensemble of 2 NMT agents 25.2 24.8 15.3 19.1 17.7 17.1
Ensemble knowledge distillation [11] 17.3 20.0 3.5 3.7 1.2 1.1
MACD with NMT (2nd level, n = 2) 26.5 25.8 16.6 20.4 18.3 17.7
6 Parallel data size and unanswered questions
Even though our MACD method is highly generalizable and scalable, our limited resources have re-
frained us from conducting very large-scale experiments, thus leaving certain questions unanswered.
Table 7 shows the amount of synthetic parallel data that would be generated for differentMACD vari-
ants for different sizes of monolingual data in each language. A k-th level MACD with multiplier
n generates a dataset of size O(|S|nk), meaning that the required computing power also increases
with n and k. This would require 1.1B sentence pairs to be translated for the high-resource settings
(137M per-language sentences) used by Lample et al. [25] and Conneau and Lample [6]. Thus,
we were unable to replicate the large-scale experiments and confirm the effectiveness of MACD in
those very high-resource settings. Nonetheless, as MACD outperforms the baselines in 5M-sentence
WMT setting (§4.1) and 160K-sentence IWSLT setting (§4.2) across 6 different language pairs and
8 distinct corpora, we are confident that it will boost performance for the very large-scale setup as
well.
Plus, we did not experiment with higher multipliers (n = 3, 4) for the WMT tasks. The ablation
study in §4.2 indicates that n = 3 is best for IWSLT tasks. Thus, it is unclear whether n = 2, as
done in §4.1, is the best configuration for the WMT tasks, because higher multiplier may yield even
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more gains. Finally, MACD can be scaled up to 3rd, 4th, ... up to k-th level. However, we do not
include them in the scope of the WMT experiments, due to limited resources. We conjecture that 3rd
level MACD causes translation degeneration in the IWSLT tasks (§4.2), but it is uncertain whether it
would behave similarly for the much larger datasets in WMT tasks. We leave these for future work.
Table 7: The total size of synthetic parallel dataset produced by the 2nd, 3rd and 4th level MACD
with varying multiplier n for monolingual data sizes of 5M and 137M per language.
|S| = 5M |S| = 274M/2 = 137M
n = 2 n = 3 n = 4 n = 2 n = 3 n = 4
2nd level 40M 90M 160M 1.1B 2.5B 4.4B
3rd level - 150M 400M - 4.1B 10.9B
4th level - - 640M - - 17.5B
7 Related work
There has long been a desire to make use of vast monolingual data to boost MT quality. The first step
towards this direction is semi-supervised training. Back-translation [35, 9] is an effective approach
to exploit target-side monolingual data to improve supervised models. Hoang et al. [17] propose iter-
ative back-translation to further improve it. Dual learning [15, 40], on the other hand, is an attractive
alternative where the backward and forward models are trained simultaneously and intertwined with
each other. Recently, Zheng et al. [42] proposed a variational method to couple the translation model
and language model through a shared latent space to train from both parallel and monolingual data
simultaneously. There have also been many attempts in solving low-resource translation problems
with limited parallel data [12, 18, 13]. In the realm of SMT, cross-lingual dictionaries have been
leveraged to reduce parallel data reliance [19, 18, 22].
In recent years, unsupervised word-translation via cross-lingual word embedding has seen huge
success [7, 1]. This opened the door for unsupervised NMT methods that employ the three basic
principles described in §2. Lample et al. [24] and Artetxe et al. [3] were among the first of this kind,
who use denoising autodecoder for language modeling and iterative back-translation. Lample et al.
[24] use MUSE [7] as the initialization to bootstrap the UMT model, while Artetxe et al. [3] use
cross-lingual word embeddings [1]. Lample et al. [25] later established the three principles formally
and suggested to use BPE [36] and fastText [5] to initialize the UMTmodel and share all parameters.
Pretrained language models [8] are then used to initialized the Transformer encoder and decoder [6].
Artetxe et al. [2] recently suggested to combine PBSMT and NMT with subword information.6 In
addition, pretraining BART [26] on multi-lingual corpora improves the initialization process [28].
Our proposed MACD works outside the three-principle framework and is considered as an add-on
to any underlying UMT system. There exist some relevant approaches to our method. First, MACD
is similar to data diversification [30], which generates a diverse set of data from multiple supervised
MT agents. Despite being effective in supervised and semi-supervised settings, a direct implemen-
tation of it in UMT underperform due to lack of supervised signals (§5.1). In order to successfully
exploit unsupervised agents, MACD requires cross-translation which is the key to its effectiveness.
Second, MACD can also be viewed as an data augmentation technique [10, 39]. Although a typical
UMT system already has its own internal augmentation scheme through denoising autoencoder train-
ing, the noising process is rather naive, while MACD augments data by well-trained agents. Third,
MACD is related to ensemble knowledge distillation [20, 11]. However, these distillation schemes
only apply to supervised settings and the agents are used to jointly produce high quality transla-
tions rather than diverse candidates. Multi-agent dual learning [40] is also relevant, but instead of
diversifying data for UMT, it seeks to minimize the reconstruction losses to improve supervised
translations.
8 Conclusion
We propose multi-agent cross-translated diversification (MACD) - a method that works outside the
three principles for unsupervised MT and is applicable to any UMT methods. The method im-
6Since Artetxe et al. [2] did not provide the code, we were unable to apply MACD to their work.
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proves the performance of various underlying UMT approaches in the WMT’14 English-French,
WMT’16 English-German and English-Romanian by 1.0-2.0 BLEU. It also outperforms the base-
lines in IWSLT’14 German-English and IWSLT’13 English-French by up to 3.0 BLEU. Our analysis
shows that MACD embraces data diversity and extracts more model-specific intrinsic information
than what an ensemble of models would do.
Broader Impact
Our work has impact on the research and application of unsupervised machine translation. It may
help improve the quality of translations and enhance access to knowledge for native speakers of rare
and low-resource languages. On the downside, our method may require more computational power
to train the models.
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A Analysis of duplicates on ensemble knowledge distillation
Ensemble knowledge distillation [11] enhances the supervisedmachine translation by using multiple
supervised teachers. In this method, it uses multiple strong teachers to generate synthetic parallel
data from both sides of the parallel corpora by averaging the decoding probabilities of the teachers
at each step. The synthetic data are then used to train the student model. Having seen its effective-
ness in supervised setup, we use this same tactic to apply to unsupervised tasks by replacing the
supervised teachers with unsupervised MT agents. However, the method surprisingly causes drastic
performance drop in the WMT’14 En-Fr, WMT’16 En-De and En-Ro unsupervised tasks.
By manual inspection, we found that many instances of synthetic data are incomprehensible and
contain repetitions. We then quantitatively measure the percentage of sentences in the synthetic
data containing tri-gram repetitions, i.e., a word/sub-word is repeated thrice or more in sentence. As
reported in table 8, from 30% to 75% of the synthetic data generated ensemble knowledge distillation
are incomprehensible and contain repetitions. This explain why the downstream student model
fails to learn these corrupted data. The results indicate that unsupervised MT agents are unable
to jointly translate the monolingual data they were trained on through ensembling strategy. This
phenomenon may require furthre in-depth research to be fully understood. On the other hand, with
less 0.1% repetitions, MACD generates little to none repetitions, which partly explains why it is able
to improve the performance.
Table 8: Percentage of tri-gram repetitions in the synthetic data generated by ensemble knowledge
distillation [11], compared to those created by MACD, WMT’14 En-Fr, WMT’16 En-De and En-Ro
unsupervised tasks.
Method En-Fr Fr-En En-De De-En En-Ro Ro-En
Ensemble distillation [11] 30.3% 34% 73% 76% 43% 86%
MACD (2nd level, n = 2) 10−3% 10−2% 10−2% 10−1% 10−2% 10−2%
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