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Abstract—We derive the closed form Cramer-Rao bound
(CRB) expressions for joint estimation of time delay and Doppler
shift with unknown signals with possibly known structure. The
results are especially useful for passive radar where direct
path and reflected path signals are present. Time delay and
Doppler shift estimation is an important fundamental tool in
signal processing which has received extensive study for cases
with known transmitted signals, but little study for unknown
transmitted signals. The presented results generalize previous
results for known transmitted signals and show how many looks
from the direct path and the reflected path we need to derive
an accurate joint estimation of time delay and Doppler shift.
After analysis under a simple common signal-to-clutter-plus-noise
ratio (SCNR) model with separated direct and reflected path
signals, white clutter-plus-noise and line of sight propagation,
extensions to cases with different direct and reflected path
SCNRs, correlated clutter-plus-noise, nonseparated direct and
reflected path signals and multipath propagation are discussed
to support the utility of the CRB with unknown signals.
Index Terms—Cramer-Rao bound, joint estimation, unknown
signals, passive radar.
I. Introduction
The topic of time delay and Doppler shift estimation con-
tinues to attract attention [1–15], since it is recognized to be a
basic problem of significant interest in radar, communications
and related sensor signal processing systems. Early work has
built the foundation for four decades of research on time
delay and Doppler shift estimation, see for example [16–20].
The recent increased attention on passive radar systems is
noticeable [13, 21–29]. We attribute this to several advantages,
including smaller size, less detectable radar operation, more
portability and lower cost over traditional radar systems,
referred to as active radar systems.
An informative way to evaluate the estimation performance
in a radar system is to employ an achievable lower bound on
the estimation error. The Cramer-Rao bound (CRB) is a widely
used lower bound on the variance (or mean square error) of
all unbiased estimators which is achievable using maximum
likelihood estimators under mild conditions. The CRB is
regarded as an important benchmark of performance in radar
systems [14, 20, 30–32]. The CRB for estimating the time
delay and Doppler shift of the target in passive radar systems
has been calculated in [14, 30–32] under the assumption
that the transmitted signal can be perfectly estimated, so the
transmitted signal is assumed known. However, in practice, the
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exact transmitted signals from non-cooperative illuminators of
opportunity in passive radar system are typically unknown by
the passive radar system which is a topic that has not seen
much investigation for estimation of target parameters.
The impact of unknown signals on passive radar perfor-
mance is of critical importance. In practice we typically have
both direct path and reflected path observations over certain
time periods, and the direct path delay and Doppler may be
known or previously estimated such that it can be removed.
Thus a canonical problem is to estimate the parameters from
both a delayed and Doppler shifted version of the signal
along with a zero delayed and zero Doppler shifted version
of the signal. The zero delayed and zero Doppler shifted
version of the signal comes from the direct path, while the
delayed and Doppler shifted version of the signal comes
from the reflected path. In different systems, the direct and
reflected path may be separated by antenna array processing.
Further in some cases, we get multiple looks at both the
direct path and the reflected path signals and we would like
to know how these multiple looks impact our performance,
along with all the other parameters. The multiple looks could
come from observations from closely spaced antenna array
elements which see different noise observations but similar
signals, delays and Doppler frequencies. While other bounds
can be employed, the CRB seems to be the simplest and most
studied lower bound. Thus, using the CRB seems a proper
first step in this relatively unstudied direction that attempts
to evaluate parameter estimation performance with unknown
signals with either unknown or known structure. Knowing
the relationship between the CRBs with unknown and known
signals allows designers to understand the loss and decide if
they should increase the number of looks or modify something
else to close this gap. We also consider the impact of knowing
the signal structure which is also very important and can often
be exploited in passive radar.
We found only one recent paper [33] which considered the
performance of time delay estimation with unknown deter-
ministic signals. While [33] is an interesting and useful paper,
the Ziv-Zakai bound is employed in [33] after an unjustified
replacement of the likelihood ratio test required by the Ziv-
Zakai bound with a generalized likelihood ratio test. This
modification destroys the validity of the Ziv-Zakai bound such
that it is no longer known to be a bound or to have any known
relationship to the actual estimation performance so that the
provided results are not guaranteed to be meaningful. Further,
[33] does not provide simple closed-form expressions, other
than those involving a very complicated integral which almost
always requires numerical evaluation, which limits insight.
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2We, however, provide justified bounds1 and simple closed-
form expressions which are not available in [33].
In this paper, we consider the impact of unknown signals in
passive radar with direct path and reflected path observations,
but we employ canonical models, with the hope that these
results might be adopted in other applications with unknown
signals. We derive a closed-form expression for the CRB for
joint time delay and Doppler shift estimation for cases with un-
known signals with either unknown or known signal structure
and possibly multiple looks at the direct path and reflected
path returns. We explicitly consider known structure signals
consisting of amplitude modulated pulse trains. After the main
analysis is described for a simple model, we discuss extensions
to more complicated models. The main contributions of this
paper are:
1. For the case of unknown signal structure and a simplified
model, closed-form expressions of the Fisher information
matrix (FIM) and the CRB for joint time delay and Doppler
shift estimation with unknown signals are derived based on
possible multiple looks at the direct path and reflected path
returns. The relationship between the unknown signals CRB
and the known signals CRB is obtained. It is shown that
the unknown signals CRBs for delay and Doppler shift are
each the product of the corresponding known signal CRB
multiplied by a simple factor that depends on the number
of looks. With a single look from the reflected path, which
includes the delay and Doppler shift, and a sufficiently large
number of looks at the direct path, which does not include
the delay and Doppler shift, the CRB for unknown signals
approaches that for known signals. Thus, the observations can
be used to accurately estimate the unknown signal. Further,
for a sufficiently large number of looks at both the direct and
reflected paths, the CRBs can be driven to zero.
2. Similar expressions are provided for the case where the
signal has some known structure such that it can be described
by some known expressions with some unknown parameters
representing information embedded into the signals. A specific
case using amplitude modulation is used to make these ideas
concrete. The estimation performance is shown to improve
when the known structure is acknowledged.
3. Extensions to more complicated models with different
direct and reflected path SCNRs, correlated clutter-plus-noise,
nonseparated direct and reflected path signals, and multipath
returns are described and detailed solutions are provided or
outlined.
The paper is organized as follows. Joint time delay and
Doppler shift estimation with known signals is discussed in
Section II. The closed-form expressions of the CRB for joint
time delay and Doppler shift estimation with unknown signals
are developed in Section III. In Section IV, we derive the
closed-form expressions of the CRB for joint estimation with
known signal structure. Numerical examples provide the CRB
for joint estimation with unknown signals with either unknown
or known structure in Section V. In Section VI, extensions
to the observation model are considered. Finally, Section VII
1Achievable by maximum likelihood estimator with a sufficient number of
obsevations.
concludes the paper.
Throughout this paper, the notation for transpose is T , while
the symbol | | denotes the norm. Bold lower case letters are
used to denote column vectors, and bold upper case letters
denote matrices. Let Ai, j denote the element in the i-th row
and j-th column of the matrix A, 1 denote an identity matrix
and 0 denote the all zero matrix. E denotes the expectation
operator. Tr (·) denotes the trace of a matrix, ⊗ represents the
Kronecker product, and vec(·) denotes the vectorizing operator
which stacks the columns of a matrix in a column vector.
II. Joint estimation with a known signal
Consider the reflected path signal with unknown time delay
τ0 and Doppler shift f0 for a completely known finite support
narrow-band complex baseband transmitted signal s(t). Sup-
pose we take discrete-time samples with a reasonably small ∆
to obtain the baseband observations
x(n∆) = s(n∆ − τ0)e j2pi f0n∆ + w(n∆) (1)
for n = 0, 1, . . . ,N−1 with τ0 = n0∆. If s(n∆) is zero for n < 0
and n > (M − 1)∆, then x(n∆) =
w(n∆) if 0 ≤ n ≤ n0 − 1
s(n∆ − τ0)e j2pi f0n∆ + w(n∆) if n0 ≤ n ≤ n0 + M − 1
w(n∆) if n0 + M ≤ n ≤ N − 1
.
The observations in (1) are often called the reflected-path
observations in passive radar and they can be obtained by
pointing a directional antenna in the target direction. Assuming
independent and identically distributed (iid) complex Gaus-
sian zero mean and variance σ2w clutter-plus-noise samples
w(n∆), n = 0, . . . ,N − 1, then we use the JCRB to denote
the CRB for any unbiased (zero mean) joint time delay and
Doppler shift estimation (τˆ0, fˆ0) based on the observations
(x(0), x(∆), . . . , x((N−1)∆)T which implies (see Appendix A)
var(τˆ0) ≥ JCRBτ0
=
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
2
(
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
− η2
) (2)
and
var( fˆ0) ≥ JCRB f0
=
σ2w
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
8pi2
(
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
− η2
) (3)
where η is defined as
η =
M−1∑
n=0
(t + τ0)(sI(t)
∂sR(t)
∂t
− sR(t)∂sI(t)
∂t
)
∣∣∣∣∣
t=n∆
(4)
and sR(t), sI(t) are the real and imaginary parts of s(t)
respectively. We have treated τ0 as a continuous variable
for convenience, but this is a reasonable approximation for
sufficiently fast sampling [34].
3III. Joint estimation with unknown signals
Now assume that s(t) is an unknown function of t to
model the case where the narrow-band transmitted signal is
unknown. This is a problem of interest for passive radar.
Under the same high sampling rate assumptions so that the
approximation of continuous time delay τ0 is sufficiently
accurate, then we can characterize the losses from not know-
ing the signal by calculating the CRB for joint estimation
of the components of the parameters of the vector θ =
(τ0, f0, sR(0), sI(0), sR(∆), . . . , sI((M − 1)∆)T . As common in
passive radar, some direct path observations can be obtained
by pointing directional antennas at the transmitter [21] and
removing a known time delay. Let us assume that we augment
the observations from the reflected path in (1) with
xd`(n∆) = s(n∆) + wd`(n∆) (5)
for n = 0, 1, . . . ,N − 1, ` = 1, . . . , L, which we call reference
observations, to help us estimate the signal samples. We call
the case without reference observations the L = 0 case. Assum-
ing L > 0, then the observations in (5) provide L extra looks
at the undelayed and nonshifted signals. Note that combining
(1) with (5) together, we obtain L looks at the zero delayed
and zero Doppler shifted version of the signal and one look
at the delayed and Doppler shifted version of the signal. All
complex clutter-plus-noise samples in (1) and (5) form an iid
sequence (same model as w in (1)), and the real and imaginary
parts of the signal samples sR(0), sI(0), sR(∆), . . . , sI((M−1)∆)
are assumed to be deterministic unknowns.
A. Generalization of the Model
Suppose we generalize the model such that we get P ≥ 1
looks at the delayed and Doppler shifted signal as opposed to
the P = 1 case in (1). Then we replace (1) with
xr`(n∆) = s(n∆ − τ0)e j2pi f0n∆ + wr`(n∆) (6)
for n = 0, . . . ,N − 1, ` = 1, . . . , P, and we augment these
observations with the L looks from (5). Again, all complex
clutter-plus-noise samples in (6) form an iid sequence (same
model as w in (1)) and the real and imaginary parts of the
signal samples sR(0), sI(0), sR(∆), . . . , sI((M−1)∆) are assumed
to be deterministic unknowns. Note that the (i, j)th entry of
the FIM in this multiple parameter case can be computed as
[34]
I(θ)i, j = −E
[
∂2 ln p(x;θ)
∂θi∂θ j
]
(7)
where the log of the probability density function (pdf)
p(x;θ) of x = (xr1(0), . . . , xr1((N − 1)∆), xr2(0), . . . , xrP((N −
1)∆), xd1(0), . . . , xd1((N − 1)∆), xd2(0), . . . , xdL((N − 1)∆))T is
ln p(x;θ) ∝ −1
σ2w
( P∑
l=1
N−1∑
n=0
∣∣∣∣xrl(n∆) − s(n∆ − τ0)e j2pi f0n∆∣∣∣∣2
+
L∑
l=1
N−1∑
n=0
∣∣∣∣xdl(n∆) − s(n∆)∣∣∣∣2). (8)
The FIM for estimating θ in this case is defined as
I(θ) =
[
A B
BT C
]
(9)
where the specific entries in the 2 × 2 symmetric matrix A in
(9) are
A1,1 = −E[∂
2 ln p(x;θ)
∂τ20
] =
2P
σ2w
M−1∑
n=0
∣∣∣∣∣∂s(t)∂t
∣∣∣∣∣2∣∣∣∣∣
t=n∆
, (10)
A2,2 = −E[∂
2 ln p(x;θ)
∂ f 20
] = P
8pi2
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
, (11)
and
A1,2 = A2,1 = −E[∂
2 ln p(x;θ)
∂τ0∂ f0
] =
4piP
σ2w
η (12)
where η is defined in (4). The specific entries in the 2 × 2M
matrix B in (9) are
B1, j =

−E[ ∂2 ln p(x;θ)
∂sR(n∆)∂τ0
] = − 2P
σ2w
∂sR(t)
∂t
∣∣∣∣∣
t=n∆
if j = 2n + 1
−E[ ∂2 ln p(x;θ)
∂sI (n∆)∂τ0
] = − 2P
σ2w
∂sI (t)
∂t
∣∣∣∣∣
t=n∆
if j = 2n + 2,
(13)
and
B2, j =

−E[ ∂2 ln p(x;θ)
∂sR(n∆)∂ f0
] = − 4piP(t+τ0)sI (t)
σ2w
∣∣∣∣∣
t=n∆
if j = 2n + 1
−E[ ∂2 ln p(x;θ)
∂sI (n∆)∂ f0
] = 4piP(t+τ0)sR(t)
σ2w
∣∣∣∣∣
t=n∆
if j = 2n + 2,
(14)
for n = 0, . . . ,M − 1. The specific entries in the 2M × 2M
diagonal matrix C in (9) are
C j, j =
2L + 2P
σ2w
if j = 1, 2, ..., 2M. (15)
The Schur complement relation [35] has been used to derive
[I(θ)−1]({1,2},{1,2}) = (A −BC−1BT )−1 (16)
where [I(θ)−1]({1,2},{1,2}) denotes the sub-matrix of I(θ)−1 which
consists of the elements located in the first two rows and the
first two columns. Using the expressions of elements in A, B
and C derived in (10)–(15), we obtain
A −BC−1BT =
LP
L+P
2
σ2w
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
4piη
σ2w
LP
L+P
4piη
σ2w
LP
L+P
LP
L+P
8pi2
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
 (17)
where η is defined in (4). Any unbiased joint estimate of time
delay, Doppler shift and signal samples satisfies [34]
var(τˆ0) ≥ JCRBτ0,s (18)
where [35]
JCRBτ0,s =
[
I(θ)−1
]
1,1
=
[
(A −BC−1BT )−1
]
1,1
=
[
ad j(A −BC−1BT )
det(A −BC−1BT )
]
1,1
=
LP
L + P
8pi2
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
·
1
LP
L+P
8pi2
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
LP
L+P
2
σ2w
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
−
(
4piη
σ2w
LP
L+P
)2
4=
L + P
LP
·
σ2w
2
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
− η2
=
L + P
LP
JCRBτ0 (19)
where (2) is employed and η is defined in (4). Similarly, any
unbiased joint estimate of time delay, Doppler shift and signal
samples satisfies [34]
var( fˆ0) ≥= JCRB f0,s (20)
where [35]
JCRB f0,s =
[
I(θ)−1
]
2,2
=
[
(A −BC−1BT )−1
]
2,2
=
[
ad j(A −BC−1BT )
det(A −BC−1BT )
]
2,2
=
LP
L + P
2
σ2w
M−1∑
n=0
∣∣∣∣∣∂s(t)∂t
∣∣∣∣∣2∣∣∣∣∣
t=n∆
·
1
LP
L+P
8pi2
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
LP
L+P
2
σ2w
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
−
(
4piη
σ2w
LP
L+P
)2
=
L + P
LP
·
σ2w
8pi2
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
− η2
=
L + P
LP
JCRB f0 (21)
where (3) is employed and η is defined in (4). If we estimate τ0
and f0 separately for unknown signals, whose CRB we denote
as CRBτ0,s and CRB f0,s respectively, then (19) and (21) still
hold. Thus,
CRBτ0,s =
L + P
LP
CRBτ0 , (22)
with
CRBτ0 =
σ2w
2
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
, (23)
and
CRB f0,s =
L + P
LP
CRB f0 , (24)
with
CRB f0 =
σ2w
8pi2
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
. (25)
For L = 0 and any finite P ≥ 1, (19) and (21) imply there is
no unbiased joint estimator of the time delay τ0 and Doppler
shift f0. Similarly, if P = 0 with any finite L ≥ 1, (19) and (21)
imply there is no unbiased joint estimator of the time delay τ0
and Doppler shift f0. This is reasonable. In fact, it makes sense
that we need to see at least one look at the delayed Doppler
shifted and undelayed nonDoppler shifted signals to provide an
accurate joint estimation. It is clear that JCRBτ0,s and JCRB f0,s
are decreasing in either L or P. From the symmetry of (19)
and (21), the effect of increasing either L or P is exactly the
same, as we might expect2.
If we want to compare to the known signal case, (2) and (3),
we should recall we just had one look at the time delayed and
Doppler shifted version of the signal in that case so it seems
P = 1 should be considered to be fair. In this case (19) and
(21) imply that JCRBτ0,s and JCRB f0,s are generally larger
than JCRBτ0 and JCRB f0 for finite L, respectively. In fact
the factor
(
L+P
LP
)
|P=1 captures the exact increase in a beautiful
and simple expression. This is interesting since for either
L = 1 or P = 1, JCRBτ0,s and JCRB f0,s approach JCRBτ0 and
JCRB f0 respectively as the other variable (number of looks)
approaches infinity. If L > 1 or P > 1, then JCRBτ0,s and
JCRB f0,s approach a value smaller than JCRBτ0 and JCRB f0
respectively as the other variable approaches infinity. The
reason is that JCRBτ0 and JCRB f0 are calculated with only
one look. If you generalize the model in (1) to R looks, then
the JCRB can easily be seen to be JCRBR . Thus the stated limits
of
JCRBτ0
P and
JCRB f0
P as L increases towards infinity or
JCRBτ0
L
and
JCRB f0
L as P increases towards infinity should be expected.
On the other hand, if L = P then by making their common
value sufficiently large, we can make JCRBτ0,s and JCRB f0,s
as close to zero as we like. This seems reasonable since in
this case we can perfectly categorize both the undelayed non-
Doppler shifted and the delayed Doppler shifted signal.
IV. Known signal structure
Suppose s(t) is a communication signal with known struc-
ture and unknown parameters containing information. For
example, assume a pulse amplitude modulation signal with
unknown complex pulse amplitudes bq, q = 1, ...,Q such that
s(n∆) = 0 for n < 0 and n > M−1 and for n0 ≤ n ≤ n0 + M−1
s(n∆ − τ0) =
Q∑
q=1
bqg(n∆ − τ0 − (q − 1)Tp) (26)
where we assume we know the pulse shape g(t). Further the
total support of the signal is still M samples where M∆ =
QTP. In this case, we need to estimate the pulse amplitudes
instead of the signal samples. Thus the parameter to estimate
becomes θ = (τ0, f0, b1R, b1I , b2R, b2I , ..., bQR, bQI)T where bqR
and bqI are the real and imagery parts of the complex pulse
amplitudes bq, q = 1, ...,Q. It should be noted that Q, the
number of pulses, is smaller than the number of signal samples
used if there is more than one sample per pulse, reasonable
for unknown signals. Thus the estimation performance when
only estimating the pulse amplitudes should be more favorable
since we estimate fewer parameters as we show next. While
we assume the pulse amplitudes can take on any complex
value, the analysis gives a good approximation if the real and
imaginary parts of pulse amplitudes are discrete with many
levels.
Define
h(q) =
M−1∑
n=0
((
d
dt
s(t)
)∣∣∣∣∣
t=n∆
g(n∆ − (q − 1)Tp)
)
,
2See Section VI for different direct and reflected path channels.
5u(q) =
M−1∑
n=0
(
(s(t)) (t + τ0)
∣∣∣∣∣
t=n∆
g(n∆ − (q − 1)Tp)
)
,
and
c(q, q′) =
M−1∑
n=0
(
g(n∆ − (q − 1)Tp)g(n∆ − (q′ − 1)Tp)
)
. (27)
The FIM for estimating θ in this case is
I(θ) =
[
A B′
B′T C′
]
(28)
where the expressions of the specific elements in the 2 × 2
symmetric matrix A are given in (10)–(12). The specific
entries in the 2 × 2Q matrix B′ for q = 1, ...,Q are
B′1, j =
−E[
∂2 ln p(x;θ)
∂bR(n∆)∂τ0
] = − 2P
σ2w
hR(q) if j = 2q − 1
−E[ ∂2 ln p(x;θ)
∂bI (n∆)∂τ0
] = − 2P
σ2w
hI(q) if j = 2q,
(29)
and
B′2, j =
−E[
∂2 ln p(x;θ)
∂bR(n∆)∂ f0
] = − 4piP
σ2w
uI(q) if j = 2q − 1
−E[ ∂2 ln p(x;θ)
∂bI (n∆)∂ f0
] = 4piP
σ2w
uR(q) if j = 2q,
(30)
where hR(q), hI(q) are the real and imaginary parts of h(q)
defined in (27), and uR(q), uI(q) are the real and imaginary
parts of u(q) defined in (27). The entries in the 2Q × 2Q matrix
C′ for q, q′ = 1, . . . ,Q are
C′2q−1,2q′−1 = −E[
∂2 ln p(x; θ)
∂bqR∂bq′R
] =
2(P + L)
σ2w
c(q, q′), (31)
C′2q,2q′ = −E[
∂2 ln p(x; θ)
∂bqI∂bq′I
] =
2(P + L)
σ2w
c(q, q′), (32)
and
C′2q−1,2q′ = −E[
∂2 ln p(x; θ)
∂bqR∂bq′I
] = 0. (33)
We can simplify the expressions considerably if g(n∆) is
nonzero only over the duration of 0 < n∆ < TP = np∆, which
is often a reasonable approximation. In this case, the FIM is
I(θ) =
[
A B′′
B′′T C′′
]
(34)
where the elements in the 2 × 2 symmetric matrix A are given
in (10)–(12). The entries in the 2 × 2Q matrix B′′ and those
in the 2Q × 2Q diagonal matrix C′′ are
B′′ = −2P ρb1Rσ2w −2P ρb1Iσ2w −2P ρb2Rσ2w · · · −2P ρbQIσ2w−4piP γ1b1I
σ2w
4piP γ1b1R
σ2w
−4piP γ2b2I
σ2w
· · · 4piP γQbQR
σ2w
 , (35)
and
C j, j =
(2L + 2P)Eg
σ2w
if j = 1, 2, ..., 2Q (36)
with
ρ =
np∑
n=0
((
d
dt
g(t)
)∣∣∣∣∣
t=n∆
g(n∆)
)
, (37)
γq =
np∑
n=0
(n∆ + τ0 + (q − 1)TP)(g(n∆))2, (38)
and
Eg =
np∑
n=0
(g(n∆))2 . (39)
Similar to (16), by using the Schur complement relation and
(34), we obtain
[I(θ)−1]({1,2},{1,2}) = (A −B′′(C′′)−1B′′T )−1 (40)
where [I(θ)−1]({1,2},{1,2}) denotes the sub-matrix of I(θ)−1 which
consists of the elements located in the first two rows and
the first two columns and we define a 2 × 2 matrix V =
(A −B′′(C′′)−1B′′T ) where
V1,1 =
2P
σ2w
 Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
(
dg(t)
dt
)
2∣∣∣∣∣
t=n∆
− P
(L + P)
ρ2
Eg
Q∑
q=1
∣∣∣bq∣∣∣2 , (41)
V2,2 =
8pi2P
σ2w
 Q∑
q=1
(
np∑
n=0
(t + τ0 + (q − 1)Tp)2 · (g(t))2)
∣∣∣∣∣
t=n∆
∣∣∣bq∣∣∣2
− P
L + P
1
Eg
Q∑
q=1
γ2q
∣∣∣bq∣∣∣2 , (42)
and
V2,1 = V1,2 = A1,2 −
2Q∑
j=1
B′′1, j
[
C′′−1
]
j, j
B
′′T
j,2
=
4piP
σ2w
η − σ
2
w
(2L + 2P)Eg
Q∑
q=1
(
8piP2
ρbqR
σ2w
γqbqI
σ2w
− 8piP2 ρbqI
σ2w
γqbqR
σ2w
)
=
4piP
σ2w
η
=
4piP
σ2w
M−1∑
n=0
(t + τ0)
 Q∑
q=1
bqIg(t − (q − 1)Tp) ·
Q∑
q=1
bqR
∂g(t − (q − 1)Tp)
∂t
−
Q∑
q=1
bqRg(t − (q − 1)Tp) ·
Q∑
q=1
bqI
∂g(t − (q − 1)Tp)
∂t

∣∣∣∣∣∣
t=n∆
=
4piP
σ2w
M−1∑
n=0
(t + τ0)
 Q∑
q=1
bqIbqRg(t − (q − 1)Tp) · ∂g(t − (q − 1)Tp)
∂t
−
Q∑
q=1
bqRbqIg(t − (q − 1)Tp) · ∂g(t − (q − 1)Tp)
∂t

∣∣∣∣∣∣
t=n∆
= 0 (43)
where we have used the results in (12), (35) and (36) to obtain
the second line. Since the second term in the second line is
zero, we obtain the third line. We have used the known signal
structure to obtain the fourth line and we used the assumption
that g(n∆) is nonzero only over the duration of 0 < n∆ < TP =
np∆ to obtain the fifth line.
Thus when performing the joint estimation of time delay,
Doppler shift and the complex pulse amplitudes
var(τˆ0) ≥ JCRBτ0,b (44)
where JCRBτ0,b is calculated as
JCRBτ0,b = [I(θ)
−1]1,1
=
σ2w
2P
 Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
(
dg(t)
dt
)2
∣∣∣∣∣
t=n∆
− P
L + P
ρ2
Eg
Q∑
q=1
∣∣∣bq∣∣∣2
−1
.
(45)
6Similar to (44), any unbiased estimate of time delay, Doppler
shift and the complex pulse amplitudes together satisfies
var( fˆ0) ≥ JCRB f0,b (46)
where JCRB f0,b is derived as
JCRB f0,b = [I(θ)
−1]2,2
=
σ2w
8pi2P
 Q∑
q=1
(
np∑
n=0
(t + τ0 + (q − 1)Tp)2 · (g(t))2)
∣∣∣∣∣
t=n∆
∣∣∣bq∣∣∣2
− P
L + P
1
Eg
Q∑
q=1
γ2q
∣∣∣bq∣∣∣2
−1
. (47)
For the case where g(n∆) is nonzero only over the duration of
0 < n∆ < TP = np∆, the JCRB of the time delay and Doppler
shift estimation with known signals in (2) becomes
JCRBτ0 =
σ2w
2
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
. (48)
Similar to (48), the JCRB of the time delay and Doppler shift
estimation with known signals satisfies
JCRB f0 =
σ2w
8pi2
Q∑
q=1
( np∑
n=0
(t + τ0 + (q − 1)Tp)2 · (g(t))2
)∣∣∣∣∣
t=n∆
∣∣∣bq∣∣∣2 .
(49)
Provided g(t) is not equal to a scalar multiple of ddtg(t)
and np , 0, from the Schwartz inequality, (37) and (39), we
find
ρ2 < Eg
np∑
n=0
( ddt g(t)
)2∣∣∣∣∣
t=n∆
 . (50)
For P > 0, L > 0, multiplying both sides by − PL+P · 1Eg
Q∑
q=1
∣∣∣bq∣∣∣2
implies
− P
L + P
· ρ
2
Eg
Q∑
q=1
∣∣∣bq∣∣∣2 > − PL + P ·
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
(
dg(t)
dt
)2
∣∣∣∣∣
t=n∆
. (51)
Adding
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
to both sides yields,
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
− PL+P · ρ
2
Eg
Q∑
q=1
∣∣∣bq∣∣∣2 >
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
− PL+P ·
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
. (52)
Calculating the reciprocal of both sides of (52) and multiplying
both sides of them by σ
2
w
2P implies
σ2w
2P ·
(
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
− PL+P · ρ
2
Eg
Q∑
q=1
∣∣∣bq∣∣∣2)−1 < σ2w2P ·(
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
− PL+P ·
Q∑
q=1
∣∣∣bq∣∣∣2 np∑
n=0
( dg(t)dt )
2
∣∣∣∣∣
t=n∆
)−1
.(53)
According to (45), the left side of (53) is JCRBτ0,b. Using
(48), the right side of (53) is L+PLP JCRBτ0 . This implies (given
bold above (50)) JCRBτ0,b<JCRBτ0,s from previous results in
(19). Similarly, we can show JCRB f0,b<JCRB f0,s. Thus, the
known signal structure will help to improve the estimation
performance compared with that from totally unknown signals.
Noting that P = 2P
2ρ2
∑Q
q=1 |bq|2
(L+P)Eg
≥ 0 and that JCRBτ0,b in
(45) is monotonic increasing in P for everything else constant,
then the smallest possible JCRBτ0,b occurs when P = 0.
Interestingly, from (37), ρ can be zero for symmetric pulse
waveforms so such waveforms can produce this smallest pos-
sible JCRBτ0,b. In the numerical example section, numerical
results will show the magnitude of the performance gains
for the known signal structure in (45) and (47) over totally
unknown signals.
If we estimate τ0 and f0 separately instead of jointly, we
can show CRBτ0,b < CRBτ0,s and CRB f0,b < CRB f0,s where we
can show CRBτ0,b = JCRBτ0,b and CRB f0,b = JCRB f0,b since
we have shown V2,1 = V1,2 = 0 in (43).
V. Numerical Examples
Initially consider the case where the transmitted signal s(t)
is completely unknown to the estimator but is described by
(26) for b2qR = b
2
qI = +1 for q = 1, . . . ,Q (one of many
possible examples). Assume the case where g(n∆) is nonzero
only over the duration of 0 < n∆ < Tp = np∆ where
np∆ = Tp = 4, np = 10, 11, ..., 20. In particular g(n∆) =
exp (−(n∆ − 4)2/9) for n = 0, . . . , np and zero elsewhere. Let
P = L = 1, τ0 = 0.5, σ2w = 0.1, Q = 1 and M = Qnp. As
a function of np, the number of samples per pulse, JCRBτ0 ,
JCRBτ0,s and JCRBτ0,b of the joint estimation are shown in
Fig. 1. Similar numerical results for JCRB f0 , JCRB f0,s and
JCRB f0,b are shown in Fig. 2. These results illustrate the
gains of the joint estimation with known signal structure when
compared with totally unknown signals. It is worth noting
that the case just considered employed a nearly symmetric
pulse communication signal, as might typically be exploited
in passive radar, which produces a small ρ in (37). On the
other hand γq in (38) can not be zero so that Fig. 1 and Fig. 2
show different sized gains between the unknown signals JCRB
and the known format JCRB due to the different impact of
the second term inside the ()−1 in (45) and (47). For different
signals, the results might be different.
Consider the same signal example but let ∆ = 0.01, np =
500, τ0 = 0.05, f0 = 20, Q = 2, M = Qnp and σ2w = 1. For P =
1 with expressions in (19) and (21), we find JCRBτ0 , JCRBτ0,s,
JCRB f0 and JCRB f0,s as shown in Table I. This indicates that
JCRBτ0,s, JCRB f0,s approach JCRBτ0 , JCRB f0 respectively for
large L and P = 1 as expected. This is also shown in the top
curve in Fig. 3 and Fig. 4 which is labeled "unknown signal
P = 1" for the time delay and Doppler shift, respectively.
The results for different σ2w look very similar to the results in
Table I, Fig. 3 and Fig. 4 with the only difference being the
σ2w dependence in (2) and (3) which scales the results.
If we increase both P and L together we can make JCRBτ0,s
smaller than JCRBτ0 as expected and for large P = L, JCRBτ0,s
approaches zero as shown in the second lowest curve in Fig. 3
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Fig. 1. JCRBτ0 , JCRBτ0 ,s and JCRBτ0 ,b of the joint estimation for increasing
samples np when P = L = 1.
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Fig. 2. JCRB f0 , JCRB f0 ,s and JCRB f0 ,b of the joint estimation for increasing
samples np when P = L = 1.
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Fig. 3. As L increases, both the unknown signal JCRBτ0 ,s (unknown form)
and the known signal format JCRBτ0 ,b converge to the known signal JCRBτ0
when P = 1 and to zero when P = L.
which is labeled "unknown signal P = L". It is similar for the
Doppler shift case which is shown in Fig. 4.
Consider the same parameters as for the unknown signals
case but now assume only the pulse amplitudes bq, the time
delay τ0 and the Doppler shift f0 are unknown as in Section IV.
TABLE I
The CRBs with Unknown and Known Signals Results
L JCRBτ0 ,s JCRBτ0 JCRB f0 ,s(10
−5) JCRB f0 (10−5)
1 0.0239 0.0119 0.3506 0.1753
2 0.0179 0.0119 0.2629 0.1753
100 0.0121 0.0119 0.1770 0.1753
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Fig. 4. As L increases, both the unknown signal JCRB f0 ,s (unknown form)
and the known signal format JCRB f0 ,b converge to the known signal JCRB f0
when P = 1 and to zero when P = L.
The second highest curve in Fig. 3, labeled "known format
P = 1" shows the advantages of knowing the signal format
(compared to the highest) and estimating the pulse amplitudes
rather than the samples. This implies we estimate a factor of
np = 500 fewer unknowns. The lowest curve in Fig. 3, labeled
"known format P = L" shows the advantages of knowing the
signal format when P = L. The advantage for large P = L
is clear if we compare (19), which decays as
2JCRBτ0
L when
P = L, to (45), which decays as
JCRBτ0
L with a small ρ for
large P = L. Similar results for JCRB f0 are shown in Fig. 4.
VI. Extensions
After analysis with the basic models in (5) and (6) for un-
known signals and extensions to signals with known structure,
further extensions are studied in this section.
A. Different Known and Unknown SCNR for the Direct and
Reflected Paths
First consider the case where the reflected path model is
different from the model in (6), so that the reflected path signal
is
xr`(n∆) = as(n∆ − τ0)e j2pi f0n∆ + wr`(n∆) (54)
for n = 0, . . . ,N − 1 and ` = 1, . . . , P, where a is a known
factor which characterizes the different SCNR of the reflected
path when compared to the direct path. The SCNR is scaled
by the factor a if the variance σ2w of the clutter-plus-noise is
exactly the same as we used in (5) and (6). If we repeat the
calculations in Section III and Section IV, the previous results
should be modified to
JCRBτ0,s =
L + a2P
LP
JCRBτ0 (55)
8with a redefined JCRBτ0
JCRBτ0 =
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
2a2
(
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
− η2
) .
(56)
Further,
JCRB f0,s =
L + a2P
LP
JCRB f0 (57)
with a redefined JCRB f0
JCRB f0 =
σ2w
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
8pi2a2
(
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
− η2
) .
(58)
Further, we can again show JCRBτ0,b < JCRBτ0,s and
JCRB f0,b < JCRB f0,s. If τ0 and f0 are estimated separately for
unknown signals with the known factor a, CRBτ0,b < CRBτ0,s
and CRB f0,b < CRB f0,s can also be shown and the results in
(22) and (24) become
CRBτ0,s =
L + a2P
LP
CRBτ0 (59)
with
CRBτ0 =
σ2w
2a2
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
, (60)
and
CRB f0,s =
L + a2P
LP
CRB f0 (61)
with
CRB f0 =
σ2w
8pi2a2
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
. (62)
This makes sense since the relative importance of the obser-
vations from (5) and (54) are different due to the different
SCNRs. If the factor a is unknown and needs to be estimated
with the other unknowns, we still obtain (55) (57) (59)
(61) and show JCRBτ0,b < JCRBτ0,s, JCRB f0,b < JCRB f0,s,
CRBτ0,b < CRBτ0,s and CRB f0,b < CRB f0,s where
JCRBτ0,b =
σ2w
2a2P
Q∑
q=1
∣∣∣bq∣∣∣2
Eg
Eg
np∑
n=0
(
dg(t)
dt
)2∣∣∣∣∣
t=n∆
− ρ2
, (63)
JCRB f0,b =
σ2w
8pi2a2P
 Q∑
q=1
(
np∑
n=0
(t + τ0 + (q − 1)Tp)2 · (g(t))2)
∣∣∣∣∣
t=n∆
∣∣∣bq∣∣∣2
− a
2P
L + a2P
1
Eg
Q∑
q=1
γ2q
∣∣∣bq∣∣∣2
−1
, (64)
CRBτ0,b =
σ2w
2a2P
Q∑
q=1
∣∣∣bq∣∣∣2
Eg
Eg
np∑
n=0
(
dg(t)
dt
)2∣∣∣∣∣
t=n∆
− ρ2
, (65)
and
CRB f0,b =
σ2w
8pi2a2P
 Q∑
q=1
(
np∑
n=0
(t + τ0 + (q − 1)Tp)2 · (g(t))2)
∣∣∣∣∣
t=n∆
∣∣∣bq∣∣∣2
− a
2P
L + a2P
1
Eg
Q∑
q=1
γ2q
∣∣∣bq∣∣∣2
−1
. (66)
The proof is provided in Appendix B and it should be noted
that CRBτ0,b = JCRBτ0,b and CRB f0,b = JCRB f0,b which are
also shown in Appendix B.
B. Correlated Clutter-Plus-Noise
The observations from the direct path in (5) at the l-th look
can be collected in a vector as
xdl = [xdl(0), xdl(∆), ..., xdl((N − 1)∆)]T
= s0 +wdl (67)
where the N × 1 transmitted signal vector s0 is
s0 = [s(0), s(∆), ..., s((M − 1)∆), 0, ..., 0]T , (68)
and the N × 1 noise vector wdl at the l-th look is
wdl = [wdl(0),wdl(∆), ...,wdl((N − 1)∆)]T . (69)
Similarly, the observations from the reflected path in (6) at the
l-th look can be collected in a vector as
xrl = [xrl(0), xrl(∆), ..., xrl((N − 1)∆)]T = sτ0 f0 +wrl (70)
where the N × 1 transmitted signal vector sτ0 f0 is
sτ0 f0 = [0, ..., 0, s(0)e
j2pi f0n0∆, s(∆)e j2pi f0(n0+1)∆, ...,
s((M − 1)∆)e j2pi f0(n0+M−1)∆, 0, ..., 0]T , (71)
and the N × 1 noise vector wrl at the l-th look is
wrl = [wrl(0),wrl(∆), ...,wrl((N − 1)∆)]T . (72)
The observations from the direct path and reflected path can
be written as
x = [xTd1,x
T
d2, ...,x
T
dL,x
T
r1,x
T
r2, ...,x
T
rP]
T = s +w (73)
where the signal vector s is
s = [sT0 , s
T
0 , ..., s
T
0 , s
T
τ0 f0 , s
T
τ0 f0 , ..., s
T
τ0 f0 ]
T , (74)
and the clutter-plus-noise vector w is
w = [wTd1,w
T
d2, ...,w
T
dL,w
T
r1,w
T
r2, ...,w
T
rP]
T (75)
which is assumed to be complex Gaussian distributed with
zero mean and covariance matrix Q = E{wwH}. Note that
this models either the a = 1 case or the a , 1 case since the
a , 1 case in (54) can be represented as the case in (70) with
a reduction in the noise variance by 1a2 . So the a , 1 case
can be handled by modifying Q. Since we give the results for
arbitrary Q, we already consider the a , 1 case.
9Using the received signal model previously described but
now assuming correlated Gaussian clutter-plus-noise, the pdf
of the observation vector is
p (x|θ) = 1
piN(P+L) det(C)
exp(−xHC−1x) (76)
with the covariance matrix C is
C = E
{
(s +w) (s +w)H
}
= E
{
ssH +wwH
}
= E{ssH} +Q. (77)
The (i, j)th element of the FIM for the parameter vector
θ = (τ0, f0, sR(0), sI(0), sR(∆), . . . , sI(∆(M − 1))T is given by
[34]
[I(θ)]i, j = Tr
(
C−1
∂C
∂θi
C−1
∂C
∂θ j
)
. (78)
We can rewrite (78) as [36]
[I (θ)]i, j =Tr
(
∂C
∂θi
C−1
∂C
∂θ j
C−1
)
=
(
∂Cvec
∂θi
)H (
C−† ⊗C−1
) (∂Cvec
∂θ j
)
(79)
where Cvec = vec (C). Then the FIM for estimating θ is
I(θ) =
 Jτ0τ0 Jτ0 f0 Jτ0saJτ0 f0 J f0 f0 J f0sa
Jsaτ0 Jsa f0 Jsasa
 (80)
where Jτ0τ0 = J
H
τ0
Jτ0 , Jτ0 f0 = J
H
f0τ0
= JHτ0J f0 , Jτ0sa = J
H
saτ0
=
JHτ0Jsa , J f0 f0 = J
H
f0
J f0 , J f0sa = J
H
sa f0
= JHf0Jsa , Jsasa = J
H
sa
Jsa ,
Jτ0 =
(
C−†/2 ⊗C−1/2
) ∂Cvec
∂τ0
, (81)
J f0 =
(
C−†/2 ⊗C−1/2
) ∂Cvec
∂ f0
, (82)
and
Jsa =
(
C−†/2 ⊗C−1/2
) ∂Cvec
∂saT
(83)
with
sa = [sR(0), sI(0), sR(∆), ..., sI((M − 1)∆)]T . (84)
Given any unbiased estimator θˆ of an unknown parameter
vector θ based on an observation vector x, we have [34]
MSE = E
{
(θˆ − θ)(θˆ − θ)T
}
 JCRB(θ) = I−1(θ). (85)
One could calculate the closed form JCRB with unknown
signals in correlated Gaussian clutter-plus-noise by using the
results from (77), (80)–(84).
C. Nonseparated Direct Path and Reflected Path
In order to simplify our analysis, we only consider real
signals and time delay estimation. The received signals with
nonseparated direct and reflected path can be represented as
xl(n∆) = s(n∆) + s(n∆ − τ0) + wl(n∆) (86)
for n = 0, 1, ...,N − 1 and l = 1, ..., P where s(n∆) is
nonzero only during the duration 0 < n < M − 1, and
Fig. 5. A diagram showing the signals from the direct path and the reflected
path returns without overlap in time domain.
s(n∆ − τ0) is nonzero only during the duration n0 < n <
n0 + M − 1. The wl(n∆), n = 0, 1, ...,N − 1 are real clutter-
plus-noise samples with variance σ2w and P is the number of
looks at the signal. The unknown parameter vector is θ =
(τ0, s(0), s(∆), . . . , s((M − 1)∆))T and the likelihood function
of x = (x10, . . . , x1(N−1), x20, . . . , xP(N−1))T is
p(x;θ) ∝ exp{− 1
2σ2w
P∑
l=1
N−1∑
n=0
(xl[n] − s(n∆) − s(n∆ − τ0))2} (87)
In the following, the transmitted signal length M is fixed and
the impact of overlap on the CRB is investigated by changing
the value of n0. When the two signals from the direct path
and reflected path returns do not overlap in time, it implies
n0 > M−1, see Fig. 5. Let e be a scalar, b be a M×1 column
vector and D be a M×M matrix. Now the FIM for estimating
θ is
I(θ) =
[
e bT
b D
]
(88)
with
e = −E[∂
2 ln p(x;θ)
∂τ20
] =
P
σ2w
M−1∑
n=0
(
∂s(t)
∂t
)2
∣∣∣∣∣
t=n∆
, (89)
b j = −E[∂
2 ln p(x;θ)
∂τ0∂s(n∆)
] = − P
σ2w
∂s(t)
∂t
∣∣∣∣∣
t=n∆
if j = n + 1, (90)
D j, j = −E[ ∂
2 ln p(x;θ)
∂s(n∆)∂s(n∆)
] =
2P
σ2w
if j = n + 1, (91)
for n = 0, . . . ,M−1 and the other FIM entries, not mentioned,
are all zero. The CRB with nonoverlapped signals satisfies
CRBτ0,non = [I(θ)]
−1
11 =
e − M∑
j=1
b jD
−1
j, jb j

−1
=
2P
P2
σ2w
M−1∑
n=0
(
ds(t)
dt
)2∣∣∣∣∣
t=n∆
(92)
which follows, as expected, the previous results we gave before
when we set L = P but now we only estimate the time delay
and signal samples without Doppler shift estimation.
When the two signals from the direct path and reflected path
returns are overlapped in time, it implies 0 ≤ n0 ≤ M − 1, see
Fig. 6.
When these two signals are totally overlapped, which im-
plies n0 = 0. Let e be a scalar defined in (89), b′ be a M × 1
column vector and D′ be a M × M matrix. The FIM for
estimating θ becomes
I(θ) =
[
e b′T
b′ D′
]
(93)
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Fig. 6. A diagram showing the signals from the direct path and the reflected
path returns with overlap in time domain.
with
b′ j = −E[∂
2 ln p(x;θ)
∂τ0∂s(n∆)
] = −2P
σ2w
∂s(t)
∂t
∣∣∣∣∣
t=n∆
if j = n + 1, (94)
D′ j, j = −E[ ∂
2 ln p(x;θ)
∂s(n∆)∂s(n∆)
] =
4P
σ2w
if j = n + 1, (95)
for n = 0, . . . ,M−1, and the other FIM entries, not mentioned,
are all zero. Now
1
[I(θ)]−111
= e −
M∑
j=1
b′ jD′−1j, jb
′
j
=
P
σ2w
M−1∑
n=0
(
∂s(t)
∂t
)2
∣∣∣∣∣
t=n∆
− σ
2
w
4P
M−1∑
n=0
4P2
σ4w
(
∂s(t)
∂t
)2
∣∣∣∣∣
t=n∆
= 0 (96)
which means the CRB does not exist in this case.
Assume the two signals are partially overlapped, which
implies 0 < n0 ≤ M − 1. Let e be a scalar defined in (89),
b′′ be a M × 1 column vector and D′′ be a M × M matrix.
The FIM for estimating θ is
I(θ) =
[
e b′′T
b′′ D′′
]
(97)
with
b′′ j = −E[∂
2 ln p(x;θ)
∂τ0∂s(n∆)
]
=

− P
σ2w
∂s(t)
∂t
∣∣∣∣∣
t=n∆
if j = n + 1, n = 0, . . . , n0 − 1
− P
σ2w
[
∂s(t1)
∂t1
+
∂s(t2)
∂t2
]∣∣∣∣∣
t1=t2+τ0=n∆
if j = n + 1, n = n0, . . . ,M − 1,
(98)
and
D′′ j, j′ = D′′ j′ , j
=

−E[ ∂2 ln p(x;θ)
∂s(n∆)∂s(n∆) ] =
2P
σ2w
if j = j′ = n + 1, n = 0, . . . ,M − 1
−E
[
∂2 ln p
∂s[n]∂s[n−n0]
]
= P
σ2w
if j = n + 1, j′ = j − n0, n = n0, . . . ,M − 1
0 elsewhere.
(99)
Next since it is complicated to get the inverse of D′′ in
(97) when n0 ∈ [1, M2 ), we consider the CRB with the partially
overlapped signals in the special range where n0 ∈ [ M2 ,M−1].
When n0 = M2 , the inverse of D
′′ in (97) becomes
D′′−1 =
σ2w
P
[ 2
31n0×n0 − 131n0×n0− 131n0×n0 231n0×n0
]
, (100)
and the CRB with overlapped signals satisfies
CRBτ0,overlap =
(
e − b′′TD′′−1b′′
)−1
-2 0 2 4 6 8 10 12 14 16
n
s(n
)
slope=1
slope= -1
Fig. 7. A diagram showing the triangle wave with M = 16.
=
σ2w
P
13
M−1∑
n=n0
(
ds(t1)
dt1
− ds(t2)
dt2
)2
−1∣∣∣∣∣
t1=t2+τ0=n∆
.
(101)
When n0 ∈ ( M2 ,M − 1], the inverse of D′′ in (97) becomes
D′′−1 =
σ2w
P

2
31(M−n0)×(M−n0) 0(M−n0)×(2n0−M) − 131(M−n0)×(M−n0)
0(2n0−M)×(M−n0)
1
21(2n0−M)×(2n0−M) 0(2n0−M)×(M−n0)− 131(M−n0)×(M−n0) 0(M−n0)×(2n0−M) 231(M−n0)×(M−n0)

(102)
and the CRB with overlapped signals satisfies
CRBτ0,overlap =
(
e − b′′TD′′−1b′′
)−1
=
σ2w
P
13
M−1∑
n=n0
(
ds(t1)
dt1
− ds(t2)
dt2
)2∣∣∣∣∣
t1=t2+τ0=n∆
+
1
2
n0−1∑
n=M−n0
(
ds(t3)
dt3
)2∣∣∣∣∣
t3=n∆

−1
. (103)
Next, we give an example of a triangle wave, see Fig. 7
which shows
ds(t)
dt
∣∣∣∣∣
t=0
= ... =
ds(t)
dt
∣∣∣∣∣
t=7∆
= −ds(t)
dt
∣∣∣∣∣
t=8∆
= ... = −ds(t)
dt
∣∣∣∣∣
t=15∆
= 1.
(104)
By using the above results in (92) (101) (103), we have
CRBτ0,non =
σ2w
P
2
M
when n0 > M − 1, (105)
and
CRBτ0,overlap =
σ2w
P
6
5M − 2n0 when
M
2 ≤ n0 ≤ M − 1. (106)
The derivative of CRBτ0,overlap in (106) is
∂CRBτ0,overlap
∂n0
=
12σ2w
P(5M − 2n0)2
(107)
which is always positive. When M2 ≤ n0 ≤ M − 1 for M > 1,
then as n0 increases, the size of overlap decreases and the
CRBτ0,overlap increases towards its maximum of
σ2w
P
6
(3M+2) but
is always smaller than CRBτ0,non in (105). Note that the CRBs
in (106) and (107) are finite. The analysis for general signals
seems difficult.
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D. Multipath
Again consider the case where the direct path and reflected
path returns are separated and the clutter-plus-noise is un-
correlated. It should be noting that in general, the effects of
multipath propagation can be modeled by using a linear time-
varying channel filter [37]. The observations from the direct
path can be modeled as (∗ denotes convolution)
xdl(n∆) = h(n∆) ∗ s(n∆) + wdl(n∆) (108)
for n = 0, 1, . . . ,N−1 and ` = 1, . . . , L. The observations from
the reflected path can be represented as
xrl(n∆) = h(n∆) ∗ s(n∆ − τ0)e j2pi f0n∆ + wrl(n∆) (109)
for n = 0, 1, . . . ,N − 1 and ` = 1, . . . , P, where h is denoted
as the channel filter. If the multipath channel h is known, we
can jointly estimate the time delay and Doppler shift using the
same method as in Section III. If the multipath channel h is
unknown, we can jointly estimate the time delay and Doppler
shift and h using a similar approach as shown in Section III.
VII. Conclusions
The CRB for joint time delay and Doppler shift estimation
with unknown signals with either unknown or known structure
was derived in this paper. The relationship between the CRB
of unknown signals and that of known signals has been
developed. The theoretical analysis and numerical results show
that increasing the number of looks from the direct path and
the reflected path returns can help us achieve the specified es-
timation performance. The advantages of known signal format
with unknown parameters over totally unknown signals have
been shown. After analysis under a simple common SCNR
model with separated direct and reflected path signals, white
clutter-plus-noise and line of sight propagation, extensions to
cases with different direct and reflected path SCNRs, corre-
lated clutter-plus-noise, nonseparated direct and reflected path
signals and multipath propagation have been discussed. These
results generalize previous results for a known transmitted
signal and describe the number of looks needed to obtain
accurate estimation in the asymptotic region where the CRB
tightly bounds good estimators. Extensions to other lower
bounds with less restrictions would be a logical next step, but
the CRB, being the simplest and most studied lower bound,
seems a proper first step in this new direction.
Appendix A
Proof of (2) and (3)
Note that the (i, j)th entry of the FIM in this multiple
parameter case can be computed as (7). Using our previously
defined notation,
ln p(x;θ) ∝ −1
σ2w
N−1∑
n=0
∣∣∣∣x(n∆) − s(n∆ − τ0)e j2pi f0n∆∣∣∣∣2. (110)
The specific entries in the 2×2 FIM for estimating θ = (τ0, f0)T
in this case are
I(θ)1,1 = −E[∂
2 ln p(x;θ)
∂τ20
] =
2
σ2w
M−1∑
n=0
∣∣∣∣∣∂s(t)∂t
∣∣∣∣∣2∣∣∣∣∣
t=n∆
, (111)
I(θ)2,2 = −E[∂
2 ln p(x;θ)
∂ f 20
] =
8pi2
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
, (112)
and
I(θ)2,1 = I(θ)1,2 = −E[∂
2 ln p(x;θ)
∂τ0∂ f0
] =
4pi
σ2w
M−1∑
n=0
(t + τ0)
(sI(t)
∂sR(t)
∂t
− sR(t)∂sI(t)
∂t
)
∣∣∣∣∣
t=n∆
. (113)
Further,
JCRBτ0 =
[
I(θ)−1
]
1,1
=
I(θ)2,2
I(θ)1,1I(θ)2,2 − I(θ)1,2I(θ)2,1 , (114)
and
JCRB f0 =
[
I(θ)−1
]
2,2
=
I(θ)1,1
I(θ)1,1I(θ)2,2 − I(θ)1,2I(θ)2,1 . (115)
Using (111)–(115), the specific expressions of JCRBτ0 and
JCRB f0 are shown in (2) and (3).
Appendix B
Proof of (63)–(66)
Using our previously defined notation, the FIM for estimat-
ing θ1 = (τ0, f0, a)T with known signals from (54) is given in
(116), shown at the top of the next page. It is worth noting
that the JCRBs with known signals, namely JCRBτ0 , JCRB f0
and JCRBa are the diagonal entries in Iks(θ1)−1 and they are
calculated with only one look which is discussed at the end
of Section III.
For unknown signals with multiple looks, the entries in the
FIM in (9) for estimating θ = (τ0, f0, a, sR(0), sI(0), sR(∆),
. . . , sI((M − 1)∆)T are
A = PIks, (117)
C j, j =
2L + 2a2P
σ2w
if j = 1, 2, ..., 2M, (118)
and B is given in (119), shown at the top of the next page.
Using the expressions of elements in Iks(θ1), C and B
derived in (116), (118) and (119), (17) becomes
A −BC−1BT = LP
L + a2P
Iks(θ1). (120)
Computing the inverse of Iks(θ1) and A −BC−1BT in
(116) and (120) respectively, the relationships between the
JCRBs with known signals and those with unknown signals
are the same as those shown in (55) and (57).
If we estimate τ0 and f0 separately for unknown signals with
the unknown factor a, we will get the same results as those
shown in (59), (61) and (62) but a different (60) as follows
CRBτ0 =
σ2w
2a2
·
M−1∑
n=0
|s(t)|2
∣∣∣∣∣
t=n∆
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
M−1∑
n=0
|s(t)|2
∣∣∣∣∣
t=n∆
−
(
M−1∑
n=0
(
sR(t)
∂sR(t)
∂t + sI(t)
∂sI (t)
∂t
) ∣∣∣∣∣
t=n∆
)2 .
(121)
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Iks(θ1) =

2a2
σ2w
M−1∑
n=0
∣∣∣ ∂s(t)
∂t
∣∣∣2∣∣∣∣∣
t=n∆
4pia2
σ2w
M−1∑
n=0
(t + τ0)
(
sI(t)
∂sR(t)
∂t − sR(t) ∂sI (t)∂t
)∣∣∣∣∣
t=n∆
−2a
σ2w
M−1∑
n=0
(
sR(t)
∂sR(t)
∂t + sI(t)
∂sI (t)
∂t
)∣∣∣∣∣
t=n∆
4pia2
σ2w
M−1∑
n=0
(t + τ0)
(
sI(t)
∂sR(t)
∂t − sR(t) ∂sI (t)∂t
)∣∣∣∣∣
t=n∆
8pi2a2
σ2w
M−1∑
n=0
(t + τ0)2|s(t)|2
∣∣∣∣∣
t=n∆
0
−2a
σ2w
M−1∑
n=0
(
sR(t)
∂sR(t)
∂t + sI(t)
∂sI (t)
∂t
)∣∣∣∣∣
t=n∆
0 2
σ2w
M−1∑
n=0
|s(t)|2
∣∣∣∣∣
t=n∆

(116)
B =

−2a2P
σ2w
∂sR(t)
∂t
∣∣∣∣∣
t=0
−2a2P
σ2w
∂sI (t)
∂t
∣∣∣∣∣
t=0
· · · −2a2P
σ2w
∂sI (t)
∂t
∣∣∣∣∣
t=(M−1)∆
− 4pia2P
σ2w
(t + τ0) sI(t)
∣∣∣∣∣
t=0
4pia2P
σ2w
(t + τ0) sR(t)
∣∣∣∣∣
t=0
· · · 4pia2P
σ2w
(t + τ0) sR(t)
∣∣∣∣∣
t=(M−1)∆
2aP
σ2w
sR(t)
∣∣∣∣∣
t=0
2aP
σ2w
sI(t)
∣∣∣∣∣
t=0
· · · 2aP
σ2w
sI(t)
∣∣∣∣∣
t=(M−1)∆

(119)
For the known signal structure with unknown parame-
ters, the entries in the FIM in (34) for estimating θ =
(τ0, f0, a, b1R, b1I , b2R, . . . , bQI)T are
B′′ =
2Pa
σ2w
 −aρb1R −aρb1I · · · −aρbQI−2piaγ1b1I 2piaγ1b1R · · · 2piaγQbQREgb1R Egb1I · · · EgbQI
 , (122)
and
C′′j, j =
(2L + 2a2P)Eg
σ2w
if j = 1, 2, ..., 2Q (123)
with A as that shown in (117). Now V =
(A −B′′(C′′)−1B′′T ) becomes a 3 × 3 matrix and its
entries V1,1 and V2,2 in (41) and (42) are
V1,1 =
2a2P
σ2w
Q∑
q=1
∣∣∣bq∣∣∣2  np∑
n=0
(
dg(t)
dt
)2∣∣∣∣∣
t=n∆
− a
2P
L + a2P
ρ2
Eg
 (124)
and
V2,2 =
8pi2a2P
σ2w
 Q∑
q=1
(
np∑
n=0
(t + τ0 + (q − 1)Tp)2 · (g(t))2)
∣∣∣∣∣
t=n∆
∣∣∣bq∣∣∣2
− a
2P
L + a2P
1
Eg
Q∑
q=1
γ2q
∣∣∣bq∣∣∣2 . (125)
But V1,2 and V2,1 are the same as that shown in (43). Moreover,
V1,3 = V3,1 = −2aP
σ2w
Q∑
q=1
∣∣∣bq∣∣∣2 LL + a2Pρ, (126)
V3,3 =
2P
σ2w
Q∑
q=1
∣∣∣bq∣∣∣2 LL + a2P Eg, (127)
and
V3,2 = V2,3 = A2,3 −
2Q∑
i=1
B′′2,i[C
′′−1]i,iB′′3,i = 0. (128)
Then JCRBτ0,b and JCRB f0,b are obtained in (63) and (64)
by inverting V . It is worth noting that V1,2, V2,1, V2,3 and
V3,2 are all zero which means the time delay part of joint
estimation will have no effect on the Doppler shift part of joint
estimation and vice versa. This means CRBτ0,b = JCRBτ0,b
and CRB f0,b = JCRB f0,b. We can show JCRBτ0,b < JCRBτ0,s
by using (50). Similarly, we can repeat the calculations to
show JCRB f0,b < JCRB f0,s, CRBτ0,b < CRBτ0,s and CRB f0,b <
CRB f0,s.
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