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ABSTRACT
INDUCING TRANSITIONS AND QUANTUM TRANSPORT IN TOPOLOGICAL
META-MATERIALS
Aykut Teker
Physics, Doctor of Philosophy Thesis, 2019
Thesis Supervisor: Assoc. Prof. Dr. I˙nanç Adagideli
Keywords: Mesoscopic and nanoscale systems, topological insulators and
superconductors, spintronics, quantum thermodynamics
In this Thesis, we propose a novel method that changes the topological order in super-
conductor wires. We first consider the case of disorder in one dimensional topological
superconductors and show how disorder can destroy or create topological order leading
to reentrant topological phases. We then consider the effects of a superlattice potential,
a zero-average piecewise continuous weak electrostatic potential, on p-wave and s-wave
topological superconductor wires. We call such stacked wires leading to weak periodic
potential modulation, meta-topological superconductor wires. Topological superconduct-
ing wires in their nontrivial phases exhibit Majorana modes as their edge states. We show
that by stacking topologically trivial pieces of superconductors, it is possible to induce
a topological phase which feature Majorana states at the edges of the superlattice: the
meta-topological superconductor. The presence of an electrostatic superlattice allows us
to control the topological phase space via the geometry of the electrostatic superlattice.
We consider strictly one dimensional meta-topological superconductor wires as well as
their quasi-one dimensional multichannel counterparts and show that reentrant topologi-
cal phases in multichannel meta-topological superconductors occur. Finally, we consider
the analogous case of a meta-topological insulator, a quantum anomalous Hall insulator
featuring a weak superlattice of magnetic modulation, and show that the transmission
can be topologically controlled as a function of energy. The topological protection leads
to binary transmission (either transmit or reflect) through the meta-topological quantum
anomalous Hall insulator, details of which can be controlled by tuning the properties of
the weak superlattice.
iv
ÖZET
TOPOLOJI˙K META-MATERYALLERDE TOPOLOJI˙K GEÇI˙S¸LERI˙N TES¸VI˙KI˙ VE
KUVANTUM TAS¸INIM
Aykut Teker
Doktora Tezi, 2019
Tez Danıs¸manı: Doç. Dr. I˙nanç Adagideli
Anahtar kelimeler: Meso ve nanoölçekli sistemler, topolojik yalıtkan ve
üstüniletkenler, spintronik, kuantum termodinamig˘i
Bu tezde, topolojik süperiletken tellerin topolojik durumunu deg˘is¸tiren yeni bir metod
öneriyoruz. Öncelikle bir boyutlu topolojik süperiletkenlerde düzensizlig˘i ele alıp, düzen-
sizlig˘in topolojik düzeni hem kurabildig˘ini hem de bozabildig˘ini ve böylece yeniden gir-
is¸li topolojik fazlara yol açabildig˘ini gösteriyoruz. Sonra, sıfır-ortalamalı parçalı sürekli
zayıf elektrostatik potansiyelden olus¸an süperörgü potansiyellerin p-dalga ve s-dalga süper-
iletken tellerin üzerindeki etkilerini irdeliyoruz. Böyle birbirlerinin üstüne yıg˘ımlı za-
yıf periyodik potansiyel modülasyonu olus¸turan bu sistemleri meta-topolojik süperiletken
teller olarak adlandırıyoruz. Sıradıs¸ı fazda bulunan topolojik süperiletken teller, kenar
durumlarında Majorana modları sergilerler. Topolojik olarak sıradan fazda bulunan süper-
iletken parçalarını dizerek süperörgünün kenarlarında Majorana durumu bulunduran topolo-
jik faz indüklenmesinin mümkün oldug˘unu gösteriyor ve bu süperiletkenlere meta-topolojik
süperiletken adını veriyoruz. Elekstrostatik süperörgünün geometrisiyle topolojik faz uza-
yının durumunu kontrol edebiliyoruz. Bir boyutlu ve yarı-bir boyutlu çok-kanallı meta-
topolojik süperiletkenlerde yeniden giris¸li topolojik fazların olus¸tug˘unu gösteriyoruz. En
sonunda meta-topolojik sıradıs¸ı kuvantum Hall yalıtkanındaki ikicil tipli (yalnız ileten ya
da yansıtan) iletimin zayıf manyetik süperörgü ile kontrol edilebileceg˘ini gösteriyoruz.
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Chapter 1
INTRODUCTION
In this Thesis, we investigate effects of regular and irregular scattering on the topological
order of p-wave and s-wave topological superconductors. Starting from disordered sin-
gle channel topological wires, we extend our analysis to multichannel topological wires
that are under a piecewise continuous electrostatic potential which we name as meta-
topological insulators. Meta-topological insulator wires have a weak electrostatic super-
lattice that does not lead to local changes in the topological order. We show that topolog-
ical order in p-wave and s-wave meta-topological wires depend on the geometry of the
electrostatic potential. We then apply our understanding of piecewise continuous poten-
tials to put a quantum anomalous Hall sample into its topologically nontrivial phase using
a magnetic piecewise continuous potential. The main results of this Thesis is reported in
Chapters 3, 4, 5 and 6.
This Thesis is organized as follows: In Chapter 2, we briefly summarize developments
in topological insulators. After we present the most general classification of topological
insulators we concentrate on p-wave and s-wave topological superconductors. We then
explain the existence of zero-energy states that are called as Majorana fermions at the
ends of a p-wave chain [2] which we use as a sign of topological order in supercon-
ducting wires. After defining p-wave and s-wave Hamiltonians, we continue to briefly
summarize our numerical tight-binding method to detect Majorana modes at the ends of
thin wires to compare with our analytical calculations.
In Chapter 3, we calculate topological numbers for single-channel p-wave and s-wave
topological superconducting wires that have zero average Gaussian disorder [3]. We do
this by investigating the asymptotic limit of the zero-energy wavefunction. We distin-
guish accidental solutions from topologically nontrivial Majorana mode wavefunctions in
1
order to calculate topological indeces that reflects the existence of Majorana modes. We
compare our results to our tight-binding simulations and they show significant agreement.
In Chapter 4, we introduce single channel meta-topological insulator wires that are
topological superconductor wires on which a weak piecewise continuous electrostatic po-
tential is applied. We call such potentials as electrostatic superlattices and we show that
they lead to changes in the topological order. We calculate topological indeces for meta-
topological insulators using the method of asymptotic behavior of wavefunctions. We
also calculate new topological indeces that use the recursive nature of the electrostatic
superlattice. We make numerical simulations for single channel wires that shows that our
formulations are equivalent.
In Chapter 5, we extend our derivations of topological indeces to multichannel topo-
logical superconductor and meta-topological thin-wires. We calculate topological indeces
that are compliant with topological classification of multichannel topological insulator
wires. We then compare our tight binding simulations with our analytical formulae and
they show significant agreement.
In Chapter 6, we discuss piecewise continuous modulation using magnetic superlat-
tices on a quantum anomalous Hall insulator sample. We find binary transmission of the
edge state depending on the energy where we show that the details of energy dependence
can be controlled by the magnetic superlattice strength. This allows us to realize edge
states using superlattices and we consider our method of applying magnetic superlattices
opens the way edge state engineering.
Finally; in Chapter 7, we present our conclusions.
2
Chapter 2
OVERVIEW
Topologically nontrivial phases are exotic states of matter that have an electonic bandgap
in their bulk and gapless excitations on their boundaries[4, 5]. Superconductors, being
quasiparticle insulators, also feature topological phases with a quasiparticle gap in the
bulk and excitations at their edges. For one-dimensional systems, these edge states are
fermionic zero-energy modes called Majorana states [6–8]. These states attracted intense
attention due to their non-Abelian nature, which led to proposals to use them as topo-
logical qubits immune to decoherence [2, 9]. Although predicted to appear in exotic
condensed matter systems with unconventional superconducting pairing, [10–15] recent
proposals [16–19] involving hybrid structures of more conventional materials have ap-
peared [20–30]. This led to the recent conductance measurements done on a proximity
coupled InSb nanowire [31], which showed possible evidence of Majorana end states
in the form of zero-bias conductance peaks. Other experiments reported further obser-
vations of zero-bias peaks in similar settings [32–34]. Very recently, scanning-tunneling
spectroscopy experiments carried out on magnetic adatom chains on a conventional super-
conductor reported zero-bias peaks at the ends of the chains[35]. While it is compelling
to interpret the observation of these zero-bias peaks as signatures of Majorana states, the
issue is still under intense discussion [36].
Semiconductor nanowire structures that are proximity coupled to superconductors are
technologically attractive platforms for Majorana physics. However, disorder has been
prominently present in all such experimental samples to date. This led to a renewed inter-
est in disordered superconducting wires, particularly focusing on the effects of disorder
on Majorana states [1, 36–52]. These works focused mostly on disordered p-wave super-
conducting wires and showed that disorder is detrimental to the spectral gap as well as
to the formation of Majorana fermions in both strictly 1D systems [37–40, 53] and in
3
multichannel wires [36, 43, 44, 54]. We show that disorder need not be detrimental to
topological order, and in fact can even create topologically nontrivial topological phases
in strictly 1D wires[3]. In this Thesis, we show that disorder is not always detrimental to
topological order –it can also change the topological order of s-wave and p-wave semi-
conductor wires. After analyzing the effects of irregular scattering on topological order,
we continue to investigate the cases of regular scattering in order to control topological
order. We use electrostatic superlattices in order to drive p-wave and s-wave topological
superconductors into and out of their topological phases. The application of the elec-
trostatic superlattice causes the quasiparticle band gap open or close depending on the
topological order of the wire [3]. In our investigation we use weak electronic superlat-
tices that does not lead to topological phase transitions along the wire. We also apply our
understanding of superlattices to open mini gaps in quantum anomalous Hall spectrum
by using weak magnetic superlattices. In this Chapter, we present a brief summary of
topological insulators focusing on topological superconductors and Majorana end states.
2.1. Topological Phases of Matter
2.1.1. Quantum Hall Effect and Chern Insulator
The discovery of Quantum Hall Effect by von Klitzing, Dorda and Pepper in 1980 had
shown that a 2D material under the effect of strong transverse magnetic field exhibit states
that lie on the edges even though there are no states in its bulk at Fermi energy [55–58].
These states are named as edge states and exhibit metallic behavior. This experiment
showed that conductance of this 2D material is quantized, in units of so-called conduc-
tance quantum G0 = e2/h, to a very high accuracy. This effect is named Quantum Hall
Effect. The presence of edge states can be explained using a cartoon picture by the closed
circular orbits of the electrons in the bulk under strong magnetic field: The total net cur-
rent turns out to be zero in the bulk due to these closed circular orbits but, at the edge, the
electrons cannot complete a full circle and present metallic behavior. This phenomenon
can be further understood in physical terms by using the concept of Landau levels of elec-
trons [59], and the bulk-edge correspondence.
Robust nature of the edge states and their dependence on the bulk band structure implies a
topological difference between types of materials since the edge states cannot be created
or destroyed with local perturbations. The concept of topology is then applied onto the
classification of materials. In mathematics, topological classes are defined for geomet-
4
ric shapes of objects. The most concrete distinction between shapes that are in different
topological classes is the number of holes or handles it has. If a shape can be smoothly de-
formed into another they are considered to be in the same topological class [5, 7, 60–64].
Here, the notion of smooth deformation is limited by punching holes on a geometrical
shape; the number of holes are counted during mathematical topological classification.
The number of holes is related to the integral of the Gaussian curvature of the system plus
an integral of the curvature along the boundary of the shape [64–66]. We briefly outline
how topology enters the picture in gapped systems as follows: The simplest Hamiltonian
describing a gapped system is a 2× 2 Hamiltonian with levels corresponding to the level
just below and just above the gap. Such a Hamiltonian in general could be written as
H(k) = d0(k)σ0 + d(k) · σ, where σi are the Pauli matrices. One could readjust the
zero of the energy level by setting d0 = 0, and rescale the energy by setting |d| = 1.
Thus, the vector d represents a mapping from the Brillouin zone to a unit sphere. It is
the topology of this mapping that is considered in the topic of topological insulators. As
one scans the Brillouin zone via k, how many times d winds around a degeneracy point
is a topologically protected number. If the band gap closes, the topological index of the
material changes. The closing of the band gap can be justified using an argument called
bulk-boundary correspondence [5, 65]: Consider a topologically nontrivial material in
contact with vacuum. The vacuum has zero genus and the topologically nontrivial mate-
rial has a nonzero genus where both the vacuum and the bulk of the topological material
has a band gap since there is no metallic behavior in either of them. The presence of the
edge states follows from the required closing of the band gap at the boundary between two
materials with different topological indices. At the boundary topological index changes
and creates an edge state. This argument can be generalized to materials in different topo-
logical classes having different genera to show that the edge states are also present. So
a discontinuous change in topological index –which is the direct result of a contact of
two topologically different material– leads to the closing of the bulk band gap and leads
to metallic states at the edge. Hence, a gapped band structure can be characterized with
a topological index. Topological insulators are such band insulators whose topological
index is different to that of the vacuum. The robustness of the edge states follows from
the robustness of these topological invariants; any change that does not change the genus
does not change topological behavior of the materials. Smooth deformations like altering
“the shape of the material” or the band structure of the material adiabatically do not alter
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the genus so we conclude that the edge states are topologically protected.
The importance of the discovery of quantum Hall effect with its robust and edge states
is considered to be the first encounter of a topological material. As explained earlier; the
application of an external magnetic field is crucial to the existence of the quantum Hall
edge state. In presence of a magnetic field, time-reversal symmetry of the material is
broken and it cannot be considered to be a smooth deformation of the material with no
magnetic field: Thus the symmetry breaking is the reason these materials belong into dif-
ferent topological classes.
The distinction between topological and nontopological materials originates from
their Chern numbers [58, 64–66] In order to calculate Chern invariants; we first calculate
the Berry phase of a Bloch wavefunction |un(k)〉 that it acquires when it gets transported
along a closed loop in the momentum space which is calculated by integrating the mo-
mentum space path An = 〈un(k)|∇n|un(k)〉. Berry phase is then used to calculate Berry
curvature as Fn = ∇ × An which is the momentum space field strength. The Chern
invariant for a band is
cn = (1/2pi)
∫
Fnd2k (2.1)
where it accounts for the total Berry flux in the band. Finally, the Chern number for the
topological insulator is calculated by summing over all occupied channels c =
∑
n cn
where c ∈ Z is invariant unless a topological phase transition closes the band gap.
It has been shown by Thouless et al. [57] that Hall conductivity σxy is a Chern number
multiplied by half a quantum conductance G0 = 2e2/h and is coined as the Thouless-
Kohmoto-Nightingale-den Nijs invariant [58]. Connecting Chern number to Hall conduc-
tivity explained the precision behind the conductance quantization in quantum Hall effect
since it cannot be altered with smooth alterations on the material.
2.1.2. Quantum Spin Hall Effect and Z2 Topological Insulator
In 2005, Kane and Mele [67] suggested that there exists a different type of topological
insulator in which time-reversal symmetry remains intact, i.e. when there’s no applied
magnetic field. This type of topological insulators owe their topological characteristics
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Figure 2.1: Zero-energy crossing of the bands within the band-gap at Fermi energy EF
(Fig. 2.1a) for a Z2 topological insulator. Between Γa and Γb an even number of crossings
occurs for a trivial state. These crossings can be smoothly deformed to a bulk bandgap and are
not topologically protected. Odd number of crossings (Fig. 2.1b), on the other hand, cannot
be adiabatically transformed to a gapped band structure and thus are topologically protected,
resulting in chiral edge-states.
due to their intrinsic spin-orbit coupling and they also exhibit topological edge states [67,
68]. In such systems Thouless-Kohmoto-Nightingale-den Nijs invariant vanishes and new
topological invariants needs to be considered [5, 65, 69].
We understand these type of topological insulators by examining the effects of time-
reversal symmetry on spin-1/2 particles. The spin-1/2 time-reversal symmetry operator
Θ is defined as Θ = exp(ipiSy/~)K where Sy is spin along the y-axis and K is complex
conjugation [70]. Since the time-reversal symmetry operator is antiunitary, we have Θ2 =
−1. This feature requires time-reversal invariant Hamiltonians to have degenerate pairs
known as Kramer’s pairs. In the band structure of time-reversal invariant Hamiltonians the
consequence of this invariance is a symmetrical band structure around kx = 0 in the first
Brillouin zone −pi/a < kx < pi/a [70]. There’s also another degeneracy built in to the
band structure that owes its existence to Kramer’s pairs: The electronic states at Γa = 0
and Γb = pi/a are also degenerate [70]. This degeneracy allows two types of connection
between Kramer’s pairs. The spin-orbit coupling plays a crucial role when degenerate
eigenstates start to split apart in energy between Γa = 0 and Γb = pi/a points. If these
states split pairwise as depicted in Fig. 2.1a, edge states can be pushed out of the band
gap because of spin-orbit coupling so there would be no topological protection. However;
if a Kramers pair does not split pairwise, these states cannot be canceled by spin-orbit
coupling and thus we would have topological protection. This logic is implemented to
define a new topological invariant known as Z2 by counting number of crossings for
states whose Fermi energy lies within the band gap [67]. Hence an even number of Fermi
energy crossings at either half of the Brillouin zone will result in gapped states whereas if
the there’s an odd number of crossings, spin-orbit coupling would not be able to push the
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last remaining state out of the band gap and hence an edge state will be present. Using this
logic; Z2 topological invariant is defined as N = ν(mod2) where ν is the total number of
crossings at the Fermi energy in the band gap.
2.1.3. Topological Superconductors
Since superconductors also harbor a bulk quasiparticle gap [4, 7, 69], they also have a
topological index [71, 72]. The Bardeen-Cooper-Schriffer Theory allows a mean field
description of superconductors in terms of a Bogoliubov-de Gennes Hamiltonian [13].
For spinless fermions, this reads:
H =
1
2
∑
k
[
c†k c-k
]
HBdG
ck
c†-k
 , (2.2)
where c†k is electron creation operator and HBdG is a 2 × 2 block Hamiltonian which is
defined as
HBdG = H0τz + ∆ · τ (2.3)
Here, H0 = ~2|k|2/2m is kinetic term of quasiparticles, Pauli matrices τi (i = x, y, z)
designate particle-hole space and ∆ = ∆x + i∆y is the superconducting pair poten-
tial which also is responsible for the superconducting energy gap. By its construction,
particle-hole symmetry is intrinsic in Bogoliubov-de Gennes Hamiltonian, i.e.
ΞH∗BdG(k)Ξ−1 = −HBdG(−k) and particle-hole symmetry operator for spin-1/2 particles
is defined as Ξ = τxK where it is antiunitary with Ξ2 = +1. For a superconducting
eigenstate at energy + there exists a complimentary solution at the opposite energy (−)
because of the particle-hole invariance built into the Bogoliubov-de Gennes Hamiltonian.
These complementary solutions of opposite energies represent antiparticles of each other,
and are degenerate at  = 0. If, at zero energy, the antiparticle of such a fermionic state is
itself, they are called Majorana states, which are the main focus of this thesis. Just as in the
case of quantum spin Hall effect where a time reversal protected topological state exists,
there are other phases where the topological state is protected by a combination of time
reversal and particle-hole symmetry. In the next section, we focus on the classification of
these phases.
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Symmetry Dimension
A-Z Θ Ξ Π 1 2 3 4 5 6 7 8
A 0 0 0 0 Z 0 Z 0 Z 0 Z
AIII 0 0 1 Z 0 Z 0 Z 0 Z 0
AI 1 0 0 0 0 0 Z 0 Z2 Z2 Z2
BDI 1 1 1 Z 0 0 0 Z 0 Z2 Z2
D 0 1 0 Z2 Z 0 0 0 Z 0 Z2
DIII -1 1 1 Z2 Z2 Z 0 0 0 Z 0
AII -1 0 0 0 Z2 Z2 Z 0 0 0 Z
CII -1 -1 -1 Z 0 Z2 Z2 Z 0 0 0
C 0 -1 0 0 Z 0 Z2 Z2 Z 0 0
CI 1 -1 1 0 0 Z 0 Z2 Z2 Z 0
Table 2.2: Classification of topological materials with different symmetries and in different
dimensions. The 0 entries show topologically trivial configurations and ±1 values on the left
pane are values of Ξ2, Θ2 and Π2 when the material is topologically nontrivial and a zero
value denotes the absence of the corresponding symmetry.
2.1.4. Topological Classification of Materials
In this section we present the most general topological classification of materials. The
original work on the classification of random Hermitian matrices by Wigner and Dyson
[71–74] was expanded by Altland and Zirnbauer in 1972 to include superconductivity.
Along with different dimensionalities, these symmetry classes are classified using three
distinct symmetries: time-reversal symmetry with operator with Θ, particle-hole symme-
try with operator Ξ and chiral symmetry Π = ΞΘ. The zero values signify the absence of
the corresponding symmetry in material configurations, and ±1 values specify the eigen-
values of Ξ2, Θ2 and Π2.
Classification of topological materials with different symmetries and in different di-
mensions. The 0 entries show topologically trivial configurations and ±1 values on the
left pane are values of Ξ2, Θ2 and Π2 when the material is topologically nontrivial and a
zero value denotes the absence of the corresponding symmetry.
For example, the quantum Hall insulator which has no symmetries (Θ = Ξ = Π = 0)
is referred to as a class A topological insulator and has a Z topological invariant in 2D.
Quantum spin-Hall insulator that has time reversal symmetry with Θ2 = −1 belongs to
the class AII with a topological invariant Z2 invariant in 2D and 3D. The particle-hole
symmetric topological superconductors with Ξ2 = 1 belong to the topological class D
with topological invariants Z2 in 1D and Z in 2D. We present the most general topological
classification scheme in Table 2.2; we now focus on the physical systems considered in
this Thesis.
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Figure 2.3: An illustration of of the Kitaev chain. a) Electrons at a given site j can be divided
into a real and an imaginary part, each of which is a Majorana fermion. b) The diagonalized
Hamiltonian (for a certain range of parameters) relates Majorana fermions at consecutive
sites, leaving one Majorana fermion free at each end of the chain. If this state is occupied, the
system is in a topologically nontrivial phase.
2.2. Topological Superconductor Wires
In this section we begin to explore topological superconducting wires which are the phys-
ical systems that we concern ourselves in this Thesis. We first start with the Kitaev model
which demonstrates Majorana edge states in a p-wave topological superconductors.
In 2001, Kitaev introduced a toy-model [15] of a 1D p-wave paired topological super-
conductor wire that exhibits topologically nontrivial states at its ends. In order to show
that a spinless chain of p-wave topological superconductor can topologically only exist in
two states, a tight-binding approach is implemented and a simple particle transformation
showed that the topologically nontrivial edge states are actually Majorana fermions which
can be loosely interpreted as half electrons. In tight-binding formulation, the Hamiltonian
of a 1D p-wave topological superconductor can be written as
H = −
∑
j
uc†jcj + t(c
†
jcj+1c
†
j+1)−∆(cjcj+1 + c†j+1c†j) (2.4)
where c†j operator that creates an electron at site j, u is the chemical potential, t is the
hopping term between nearest-neighbor sites and ∆ is the superconducting pair-potential
which normally opens a gap in the electronic spectrum. We set ∆ ≥ 0 to insure the
opening of the bulk we require a positive pair potential. With the existence of a certain
insulating gap, we continue to make a simple particle transformation that transforms the
Hamiltonian to a different basis that is the Majorana basis. These newly introduced
Majorana operators will signify the real and complex parts of the electronic operators
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(see Fig. 2.3). We define Majorana operators in terms of electronic operators as
cj = γ2j−1 + iγ2j
which corresponds to doubling of sites in the chain. The new operators are defined with
the following relations
[γi, γj]+ = 2δij
γ2j = 1
γ†j = γj.
So the Hamiltonian can be cast into this new basis as
H = − i
2
N∑
j=1
uγ2j−1γ2j + (∆ + t)γ2jγ2j+1 + (∆− t)γ2j−1γ2j+2. (2.5)
We consider two special limiting cases and set ∆ = t for simplicity. If the hopping term
is set to zero and chemical potential is assumed to be zero the system turns out to be
collection of noninteracting electrons with no hopping between them. The other limiting
case occurs when t 6= 0, u = 0 and the Hamiltonian gives a tally of coupling between
successive sites. This time, there is N − 1 terms in the Hamiltonian where γ1 and γ2N do
not show up in Eq. 2.5. These are the Majorana states manifesting themselves at the ends
of the wire separated from each other. In the more general case, Majorana states have
localized wavefunctions that exponentially decay through the wire over a length scale set
by superconducting coherence length ξ ∝ 1/∆. Majorana states are at zero energy be-
cause of the intrinsic particle-hole symmetry built into the superconducting Hamiltonian.
More strikingly, Majorana states are their own antiparticles since γ†1 = γ1 and γ
†
2N = γ2N ;
however, two Majorana states hybridize when their wavefunctions overlap to generate a
finite energy fermion state (γ1± iγ2N ). Next we investigate possible physical realizations
of p-wave topological superconductors.
The model p-wave topological insulators we consider above needs spinless electrons,
which do not exist in nature. Nevertheless, there are theoretical proposals to find material
examples that approximates this physics. First proposal involved a proximity coupling an
ordinary superconductor to a quantum spin Hall insulator [67, 75]. As mentioned above, a
quantum spin Hall insulator harbors edge states that are chiral counterparts of each other
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Figure 2.4: An experimental proposal to realize topological superconductors (Fig. 2.4a). A
semiconductor wire is placed in proximity of an s-wave superconductor that creates an in-
duced coupling in the electron-hole bands of the semiconductor. The application of a magnetic
field breaks time-reversal symmetry that leads to topologically nontrivial states. In Fig. 2.4b,
the effects of magnetic field on the semiconductor wires is illustrated. When spin-orbit cou-
pling is larger than the magnetic field, both spin-bands of the semiconductor merge to create
nontrivial states. The application of high magnetic fields leads to spin polarization so spin
bands do separate from each other: Bands of opposite spin move away from each other. The
lower energy band then features spinless (spin-polarized) p-wave topological superconductiv-
ity.
so that it can be coupled to an ordinary s-wave superconductor since chiral edge states
carry opposite spins. However, proximity is not sufficient for topological superconductor
edge states to form because time-reversal symmetry still remains intact so a magnetic field
is applied onto it to break time-reversal symmetry. When the time reversal symmetry is
broken, the existence of edge modes simply lie in between a configuration between the
gapped phase and the magnetic field. When ∆ = 0 and B 6= 0 there will not be any
edge states since the band structure is gapless; and the edge states still cannot exist at the
other extreme (∆ 6= 0 and B = 0) since the system is time-reversal invariant. Hence we
conclude that an edge state can be present if we are dealing with a system with an energy
gap and an external magnetic field. Promising as this construction sounds, it requires the
existence of an already topological material which may complicate experimental realiza-
tions since quantum spin Hall effect is not a very common phenomenon in materials and
materials that feature quantum spin Hall effect has not been available very widely. This
obstacle is overcome with the proposal and application of employing a semiconductor
wires instead of a quantum spin Hall insulators [17, 19, 31, 32, 34, 76]: When a semi-
conductor wire with a strong spin-orbit coupling is put on top of a conventional s-wave
superconductor slab, the induced superconductivity exhibits Majorana states provided that
time-reversal symmetry is broken with an external magnetic field. The magnetic field de-
stroys spin degeneracy and the spin-orbit coupling tilts the polarization direction so that
these bands get coupled by an s-wave pairing potential ∆, which provides a band gap in
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which edge states can be present.
The existence of zero energy edge Majorana modes have been demonstrated using
Kitaev’s chain, so we now define the corresponding continuum model Hamiltonian for
spinless p-wave topological superconductor [4, 5]
H =
∫
d2r
[
ψ† ψ
]
H (p)BdG
ψ
ψ†

=
∫
d2rΨ†
[(
p2
2m
− µ
)
τz + ∆effp · τ
]
Ψ, (2.6)
where ψ† is the electronic creation operator, Ψ is the Nambu spinor, τi (i = x, y, z) are
Pauli matrices that denote electron-hole space and ∆eff is the effective superconducting
pair potential. The Bogoliubov-de Gennes Hamiltonian has particle-hole symmetry so
ΞH (p)BdGΞ
−1 = −H (p)BdG and each state with energy E should have a counterpart at the same
magnitude but negative energy −E. At zero-energy this pairing leads to two spatially
separated Majorana states which are their own antiparticles.
Adding spin to the spinless p-wave topological superconductor Hamiltonian may seem
like a straightforward step since it would not change the zero energy modes; however,
this would place two electrons at each site in Kitaev’s chain which would mean that there
would always be two Majorana fermions at both ends of the chain. Since the two could
always hybridize, we would never get an isolated Majorana mode. Adding spin to a p-
wave topological superconductor wire does not lead to Majorana mode, so is the central
reason why we need the spinful s-wave topological superconductor whose Hamiltonian
is defined as
H =
∫
d2r
[
ψ†↑ ψ
†
↓ ψ↓ −ψ↑
]
H (s)BdG

ψ↑
ψ↓
ψ†↓
−ψ†↑

=
∫
d2rΨ†
[(
p2
2m
− µ
)
τz + α(p× σ)τz +Bσx + ∆τx
]
Ψ, (2.7)
where the Nambu spinors now also include the spin degree of freedom which are denoted
with σi | (i = x, y, z). The energy spectrum of the s-wave topological superconductor is
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found by analyzing the expectation value of 〈H (s)BdG
2〉 which is
E2± = 
2 +B2 + ∆2 + α2|p|2 ± 2
√
B2(2 + ∆2) + α2|p|22.
In the above equation  = |p|2/2m − µ and E2± exhibits two gaps one of which is
corresponds to Fermi momentum with p =
√
2µm and the other at low momentum at
p = 0 [16]. The gap function near p = 0 is B −√µ2 + ∆2 which is dominated by
the magnetic field. The gap near the low energy momentum can change its sign causing
the band gap to close and reopen; so we set gap function to positive values in agreement
with our earlier assumption ∆ ≥ 0. Therefore we conclude that when B2 > µ2 + ∆2 the
band gap is open and the s-wave topological superconductor is in its nontrivial topological
phase so that it exhibits Majorana modes and when B2 = µ2 + ∆2 the s-wave topological
superconductor makes a topological transition since the band gap is now closed [16], to
the topologically trivial state for B2 < µ2 + ∆2.
We confine ourselves to thin-wire geometry, in which W  ξ, where W is the
width of the wire and ξ is the superconducting coherence length. For p-wave wires,
this superconducting coherence length takes the form ξp = ~/m∆ and for s-wave wires
ξs = ~
√
B2 −∆2/mα∆ [42]. In the case of the Fermi wavelength becoming larger than
the width ξ  λF ∼ W , we can further simplify the Hamiltonian by replacing the mo-
mentum in y-direction by its expectation value. Employing the fact that the transverse
momentum is inversely proportional to width as 〈py〉 ∼ ~/W ; we can estimate the con-
tributions coming from the py term in terms of coherence lengths as
〈∆effpy〉 ∼ ~
2
mξpW
=
~2
mW 2
W
ξp
〈αpy〉 ∼ ~
2
√
B2 −∆2
mξs∆W
=
~2
√
B2 −∆2
m∆W 2
W
ξs
. (2.8)
where ∆eff is the effective spin orbit coupling strength in p-wave wires and α is the spin
orbit coupling strength in s-wave wires. The above equations ensures the diminishing of
py contribution to the Hamiltonian since ξ  W . After we show that py contributions to
the Hamiltonian can be neglected for very-thin wires; the quadratic transverse momentum
term p2y solutions can be found by treating the y-degree of freedom as a perturbation that is
confined on the lateral edge. These solutions are in the form of periodic functions which
has quantized momenta as 〈p2y〉 ∝ ~2n2pi2/W 2, where n = 1, 2, . . . are the transverse
occupational numbers. The cancellation of the py-term when ξ  W also has a very
important consequence: The multichannel topological superconductor thin-wires behave
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like the collection of topological superconductor wires. We can say that clean topological
superconductor thin wires with even number of transverse confinement channels can not
harbor Majorana modes due to hybridization unless it is forbidden due to symmetry; so
they enter into their topologically trivial phase. On the contrary; if the number of channels
is odd, we still have a single Majorana mode at the ends making the topological supercon-
ductor thin wire topologically nontrivial [77]. When the wire gets thicker as ξ ' W , the
linear py contribution cannot be canceled from the Hamiltonian and the y-degree of free-
dom cannot be treated as a perturbation. The ability to neglect py-term contribution in thin
wires changes restores chiral symmetry of the Hamiltonians in Eqs. 2.6 and 2.7 which
belong to the symmetry class D. Topological superconductors only possess particle-hole
symmetry with Ξ2 = 1. As we show; the thin wire condition (ξ  W ) allows us to
neglect py contribution to the Hamiltonians and makes them chirally symmetric; hence
as a direct consequence of restoration of chiral symmetry, the Hamiltonians also become
time-reversal invariant since the chiral symmetry operator is defined as a product of time-
reversal and particle-hole symmetry operators as Π2 = 1 since Π = ΞΘ. The presence
of all three symmetries with positive eigenvalues Θ2 = Ξ2 = Π2 = 1 makes topological
superconductors to implicitly belong to the class BDI [72].
We briefly outline the deductions made concerning topological superconductor wires
because they are central to the results of this Thesis: The Kitaev model demonstrates
the existence of zero-energy modes that are called Majorana fermions at the ends of a p-
wave topological superconductor chain by splitting the electronic operators into two parts.
That’s why Majorana fermions are sometimes loosely called as half electrons in literature.
We then briefly discussed theoretical proposals for Majorana fermion realization. In order
to add spin degree of freedom to the p-wave wire, the s-wave wire is introduced, since
merely doubling the p-wave wire would never exhibit Majorana fermions by construction.
After the introduction p-wave and s-wave wire Hamiltonians we confined our problem to
very-thin wires (ξ  W ) and showed that the time-reversal symmetry breaking linear
transverse momentum term can be omitted in thin-wires. After that we have quantized
the remaining quadratic transverse momentum term and showed that clean multichannel
wires behave as a collection of topological chains. We have also explained that with the
recovery of the time-reversal symmetry, the very-thin wires become also chirally symmet-
ric which allow them to behave in class BDI with topological index Z –where according to
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the Table. 2.2, topological superconductors are classified in class D with topological index
Z2. Finally we mentioned that an s-wave topological superconductor wire can be thought
as a collection of two p-wave topological superconductor wires since at high magnetic
fields compared to the spin-orbit coupling (B  mα2), s-wave spin degrees of freedom
polarized and behave as two spinless p-wave wires.
2.3. Numerical Methods for Majorana Systems
In this Thesis, we use numerical tight-binding calculations to check the validity of our an-
alytical results using KWANT Library [78]. For spinful s-wave topological superconduc-
tors, the tight binding Hamiltonian for a finite lattice site a is given by [3, 17, 19, 43, 79]
HTBs = [(4t+ V (x, y)− µ(x, y)) τz +B σz
+ ∆(x, y) τx] |x, y〉 〈x, y|
+
[
−t τz − i
2
αSO(x, y) τz σy
]
|x+ a, y〉 〈x, y|
+
[
−t τz + i
2
αSO(x, y) τz σx
]
|x, y + a〉 〈x, y|
+ h.c..
For p-wave topological superconductors, the tight-binding Hamiltonian is
HTBp = [4t+ V (x, y)− µ(x, y)] τz |x, y〉 〈x, y|
+
[
−t τz − i
2
∆eff(x, y) τx
]
|x+ a, y〉 〈x, y|
+
[
−t τz − i
2
∆eff(x, y) τy
]
|x, y + a〉 〈x, y|
+ h.c.
In the above formulation, t = ~2/2ma2 is the hopping parameter, V (x, y) is the electro-
static potential, µ(x, y) is the potential of the leads, Bz is Zeeman field strength, ∆(x, y)
is the superconducting proximity-induced coupling constant, αSO is the spin-orbit cou-
pling constant and ∆eff = ∆αSO/
√
B2 −∆2 is the effective spin-orbit coupling term for
p-wave topological superconductors. In our calculations, we take V (x, y), Bz, ∆(x, y),
∆eff and αSO to be nonzero in the scattering region and we take leads to be metallic so all
these terms are taken to be zero in the leads.
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We use KWANT Library [78] to calculate the scattering matrix (S-matrix) of the
topological superconductor wires [80]. The existence of Majorana modes, and thus the
topoogical order can be checked by calculating QD = sgn(Det(r)) for a system with
metallic leads [1].
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Chapter 3
DISORDER EFFECTS IN TOPOLOGICAL SUPERCONDUCTOR CHAINS
AND SINGLE-CHANNEL NANOWIRES
In this chapter, we investigate the effects of disorder on the topological phases of p-wave
and s-wave topological 1D superconductor wires [3]. Previous works [38, 42, 43, 45,
46, 77, 81–83] show that disorder is detrimental to the topological phases of topolog-
ical superconductors; here, we show otherwise by deriving analytical formulae for the
topological indices and obtain the topological phase diagram for p-wave and s-wave sin-
gle channel topological superconductor wires in presence of Gaussian disorder. We also
perform numerical tight-binding calculations of the topological index using a scattering
matrix approach [1]. Our analytical results show significant agreement with the the tight-
binding calculations.
Topological superconductors we are interested in belong to Altland-Zirnbauer topo-
logical symmetry class-D so we use subscripts D that signify our topological index for-
mulae. Our topological index formula is a binary number in Z2 [72] in agreement with
the topological classification in Table 2.2.
We start with spinless p-wave wire in Section 3.1 since it is easier to follow our anal-
ysis, then we extend our calculation to s-wave wires in Section 3.2. Since we deal with a
strictly one dimensional construction here; the zero-energy states at the ends of the wire
are Majorana bound-states.
3.1. Topological Index Calculation for Disordered p-wave Wires
We compute a topological index for p-wave topological superconductor wires by im-
posing a boundary condition at the origin and investigating the asymptotic behavior of its
wavefunction as the wire extends. We assume a semi-infinite geometry which has an ordi-
nary insulator and topological superconductor wire interface at the origin, where the wire
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extending to infinity as x→ +∞ and the other side (x < 0) is where the ordinary insula-
tor resides. Projecting the p-wave Bogoliubov-de Gennes Hamiltonian in Eq. 2.6 [49, 84]
into a single dimension along x-direction; we obtain the one-dimensional Hamiltonian for
a spinless p-wave wire as
H = h(p, x)τz + ∆effpτx, (3.1)
where h(p, x) = p2/2m − µ is the single-particle Hamiltonian, p is the momentum op-
erator, m is effective electron mass, µ is the chemical potential and ∆eff is effective spin-
orbit coupling constant. Here, Pauli matrices τi (i = x, y, z) denote electron-hole space.
Hamiltonian in Eq. 3.1 is chiral because of the absence of chiral symmetry breaking term
proportional to py. Chiral symmetry allows us to off-diagonalize the Hamiltonian by a
unitary transformation with U = exp(iτxpi/4). Similar method is used to study zero-
energy modes in d-wave superconductors [35] Using the off-diagonalized Hamiltonian;
zero-energy Majorana wavefunctions can be written in chiral pairs as χ+ =
φ+
0
 and
χ− =
 0
φ−
 –for both block-Hamiltonians (h(p, x)± i∆effp)φ± = 0. Next, we apply
an imaginary gauge transformation φ± = e±κxψ | κ = m∆eff/~ in order to remove the
linear momentum term. We choose the exponential factor of this gauge transformation
as the inverse coherence length of the p-wave wire (κ ≡ ξ−1p ). We then solve the block-
Hamiltonians for zero-energy as(
− ~
2
2m
∂2x − µ¯
)
ψ = 0, (3.2)
where we define an effective chemical potential µ¯ = µ+ ~2κ2/2m in order to absorb the
factor coming from the gauge transformation. For physical results; solutions φ± should
be normalizable as the wire extends into infinity, rather than ψ itself. Hence a diverging
solution ψ as x → ±∞ is permissible as long as the divergence is not faster than e∓κx.
We construct the zero-energy wavefunction at the topological superconductor-ordinary
insulator interface as follows: For a normalizable wavefunction; we require that χ± → 0
fast enough as x→∞. Assuming f and g are local solutions of the normal state equation
in Eq. 3.2, we construct a general solution as ψ = Af(x)+Bg(x) and after the imposition
of the boundary condition; the solution can be rewritten as ψ = g(0)f(x) − f(0)g(x).
The generalized form of these solutions are ψ ∼ eΛxa(x) with a(x) being a nondivergent
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function and Λ(µ¯) being the Lyapunov exponent that can be calculated using a transfer
matrix of the normal solutions [41]. Therefore, the asymptotic behavior of the zero-energy
wavefunction has a general form of χ± ∼ e±κxeΛxa(x) We now continue to analyze the
three cases of the asymptotic behavior of these exponents as follows:
(i) Λ < −κ: ψ becomes a bound state solution that contains two exponentially de-
caying zero mode solutions χ+ and two exponentially diverging zero mode solu-
tions χ−. However, these states only exist because of an accidental fulfillment of
the boundary condition and thus these states are not topologically protected. Such
states do arise from the particle-hole symmetry of the Hamiltonian in Eq. 3.1: In
presence of a small perturbation, two zero-energy states get away from the zero-
energy in pairs with a positive and a negative energy. These double crossings of the
band gap are not topologically protected and a small perturbation can destroy them.
When this happens, we obtain an accidental satisfaction of the boundary condition
for a zero-energy solutions which are not topologically protected. In Section. 4 we
explicitly focus on this accidental satisfaction of the boundary condition in more
detail.
(ii) |Λ| < κ: For each block-Hamiltonian; we get a zero-energy solution χ− that decays
exponentially in one block and another one χ+ that diverges in the other block as
the wire extends to infinity. Since no local perturbation can change the asymptotic
behavior, this state remains invariant under local perturbations.
(iii) Λ > κ: The wavefunctions χ± cannot be normalized as it gives exponentially
diverging solutions, there cannot be zero modes so there are no zero-energy states
in this configuration.
We thus relate the existence of Majorana modes to the asymptotic nature of the zero-
energy block-Hamiltonian solutions in terms of the exponential factors in these solutions.
We obtain the topological charge Q(p)D as
Q(p)D = sgn
(
|Λ| − 1
ξp
)
, (3.3)
where we express the topological charge in terms of the coherence length ξp ≡ κ−1, which
depend on microscopic constants of the Hamiltonian in Eq. 3.1. The subscript D in Eq.
3.3 stands for the topological class and Q(p)D ∈ Z2 in 1D which gives −1 when a Majo-
rana mode is present and +1 when it is topologically trivial. As we mention above our
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results are obtained by comparing the exponent of the normal state equation solutions.
ψ ∼ eΛx in Eq. 3.2 with the exponent that arises from the imaginary gauge transformation
(i.e. e±x/ξp). Our solution is topologically robust unless infinite, no local perturbation can
change the asymptotic nature of Majorana mode wavefunctions. Therefore, the topologi-
cal charge in Eq. 3.3 is indifferent to local perturbations.
We now continue to analyze the topological phase transitions in a disordered wire in
order to draw a boundary where a topological phase transition occurs [41]. For longer
wires the Lyapunov exponent is a self averaging quantity, i.e. Λ(L) → Λ¯, as L →
∞, where Λ¯ is the average Lyapunov exponent [3, 85] that is calculated by solving the
differential equation in Eq. 3.2 in presence of disorder. For a wire with Gaussian disorder
〈V (x)V (y)〉 = γδ(x− y) at energy , it can be obtained in closed form [41, 85]:
Λ¯() =
m1/2
~λ
F
(
λ2
)
, λ =
(
~
γm1/2
)1/3
,
F (x) = −1
2
d ln
(
Ai(−21/3x)2 + Bi(−21/3x)2)
dx
. (3.4a)
The topological transition condition in Eq. 3.3 becomes |Λ¯| = ξp valid for the entire range
of µ, u, γ as long as the system remains within the superconducting band gap. We now
move on to compare our results to a tight-binding-calculation for a single disorder con-
figuration.
In Fig. 3.1, we present short- and long-wire topological charge calculations we make
for a single disorder realization where we calculate the topological charge as a function of
chemical potential (µ) and disorder strength (γ). The blue and grey areas are the results
of a tight-binding calculation made using Q(p)D = sgn(det(r)) formulation where r is the
reflection matrix of the scattering matrix [41]. We calculate the solid red lines using
our topological charge calculation in Eq. 3.3 where we obtain Λ from the normal state
conductance for short wires and red dashed lines are the phase space boundaries we plot
using Eqs. 3.4 and Eq. 3.3 valid for long wires. Our results and tight-binding calculations
complement each other well. We explain the difference between topological phases of
short- and long-wires as follows: The topological phase depends on the nature of the
Lyapunov exponent because it fluctuates more strongly in short wires, making a short p-
wave wire harder to remain in its topologically nontrivial phase. For long wires, the two
type of red lines converge since we use Eq. 3.4 when calculating Eq. 3.3 assuming that
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(a) (b)
Figure 3.1: Topological charge of disordered p-wave wires as a function of chemical potential
µ and disorder strength γ for a single disorder configuration for a short wire L = 100a (a)
and long wire L = 10000a (b). White and blue areas are tight-binding simulation results with
ku = 10a
−1 and a chemical potential of the leads µlead = 0.5~2/2ma2. Red solid lines are
calculated using Eq. 3.3 and red dashed lines are phase boundaries calculated using normal
state conductance with Eq. 3.4. The short wire has a smaller topologically nontrivial area
compared to a long wire since Lyapunov exponents in short wires fluctuates more rapidly.
Disorder damages the topological nontrivial phase but does not completely destroy it. In the
short wire, there exists topologically nontrivial configurations beyond the red dashed phase
boundary because of disorder.
we have a very long wire. Our calculations show that disorder is not always detrimental
to topological order as it is expected [37, 38], but it drives p-wave wires out of their
topological phases. Also, topological phase space for short-wires exhibit spikes as seen
in Fig. 3.1 that shows a topologically nontrivial phase beyond the phase boundary where it
actually should be topologically trivial. We conclude that disorder can induce topological
phase in a short disordered p-wave wire where it should be nontopological. We revisit
this interesting feature in more detail Chapter 5.
We now proceed to apply our calculation to s-wave wires and derive a topological
index similar to Eq. 3.3.
3.2. Topological Index Calculation for Disordered s-wave Wires
In this section, we derive a topological charge formula for 1D s-wave topological super-
conducting wires and compare it with tight-binding calculations of the topological phase
space. We start by projecting the Hamiltonian in Eq. 2.7 [17, 19] to a single dimension
along x-direction as
H = h(p, x)τz + αpσyτz +Bσx + ∆τx (3.5)
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where h(p, x) = p2/2m + V (x) − µ is the single-particle operator, α is the spin-orbit
coupling strength, B is the Zeeman field strength, and ∆ is the superconducting pair
potential. Pauli matrices σi | (i = x, y, z) are in spin-space and τi | (i = x, y, z) denote
electron-hole space. We employ the same method we use for the p-wave wire so we
first off-diagonalize the Hamiltonian [35]. Without the chiral symmetry breaking py-
contribution, Hamiltonian in Eq. 3.5 possesses chiral symmetry, so it can also be off-
diagonalized. However, off-diagonalization is more intricate for s-wave wires than it is
for p-wave wires. In order to achieve this, we note that Hamiltonian anticommutes with
operator σyτy; so the basis that diagonalizes σyτy into degenerate blocks, will also off-
diagonalize the Hamiltonian into degenerate blocks. We find that operator U = (1 +
iσx)(1 + iτx) ((1 + σz)(1− σz)) /4 anticommutes with σyτz so a unitary transformation
U−1HU casts the s-wave Hamiltonian into an off-diagonal form as
H = h(p, x)σzτy − αpτy +Bσxτx + ∆τx
with zero energy of solutions of the form χ+ =
φ+
0
 and χ− =
 0
φ−
 for each block-
Hamiltonian. Different from p-wave case, φ± are now solutions of a non-Hermitian eigen-
value problem with zero eigenvalue which reads as
(∓ih(p, x)σz ± iαp+Bσx + ∆)χ± = 0.
We now find the solutions of the block-solutions as follows: A rotation by +pi/2 in spin
space around x-axis and premultiplying with ±σx get rid of factors in front of the kinetic
term so we rewrite the block-solutions of the off-diagonalized Hamiltonian as
(h(p, x)σz − iαpσx ∓B ∓∆σx)χ± = 0. (3.6)
Next, we apply an imaginary gauge transformation χ± → e∓καxφ± that renormalizes
momenta as p→ p± i~κα by absorbing the linear momentum term; here, κα ∝ α and we
determine it very shortly in a way that allows us to construct zero-energy block-solutions.
We split each block Hamiltonian into two parts by collecting terms of order α and the
remaining terms in order to treat α-terms perturbatively with H = H0 +H1, where
H0 = h(p, x)σz ∓B ∓∆σx
H1 = −iαpσx + i~καp
m
+ ~καασx − ~
2κ2α
2m
σz.
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We absorb the last two terms of H1 into H0 by redefining µ and ∆. Here; local solutions
of H0 are of the form η±()ψ(x; ) where the scalar wavefunctions ψ(x; ) are eigenfunc-
tions of h(p, x)ψ(x;±) = ±ψ(x;±) with eigenvalues  = √B2 −∆2. Solving the
eigenequation (σz ∓ ∆σx)η±() = ±
√
2 + ∆2η±() gives us the spinors as η±(). So
we construct zero-energy solutions ψ(x;±) as a linear combination of asymptotically
decaying and diverging functions as Af(x;±) + Bg(x;±). At this point, we choose
the gauge transformation parameter κα to be κα ≡ ξ−1s = mα∆/~ so that H1 anticom-
mutes with (σz ∓ ∆σx). This choice of κα makes H1 off-diagonal in the η±(x; ) basis
and therefore contribution of H1 vanishes to first order in perturbation theory. Therefore,
we write the zero-energy wavefunctions up to the second order of the spin-orbit coupling
term as follows:
χ± = η±()e±καx (Af(x; +) +Bg(x;−))
+ η±(−)e∓καx (Cf(x;−) +Dg(x; +)) (3.7)
where κα = mα∆/~ and  =
√
B2 −∆2. Also, f(x;±) and g(x;±) are linearly
independent decaying and increasing solutions of h(p, x)ψ = ψ. A zero-energy mode
is present if this wavefunction decays and becomes normalizable along the wire so we
continue to its construction by imposing a boundary condition at the origin. A semi-
infinite geometry is again assumed here: x < 0 is an ordinary insulator and x > 0 is an
s-wave topological superconductor wire. The zero-energy solutions should then satisfy
the boundary condition φ±
∣∣∣
x=0
= 0. Next, we analyze the asymptotic behavior of the
zero-energy wavefunctions in Eq. 5.8 using the Lyapunov exponents of the f(x;±) and
g(x;±) which we define as Λ(µ ± ). The wavefunctions φ± should not diverge as the
wire extends to infinity, their convergence supplies us with physical solutions since they
become normalizable and do not extend to the other end of the wire. So we check for
the overall asymptotic behavior of φ± –where it depends on the interplay between κα and
the Lyapunov exponents of the local solutions Λ(µ± ). We list the three possibilities as
follows:
(i) B > ∆ and |Λ(µ± )| < |κα| or |Λ(µ± )| > |κα|: Each block-Hamiltonian have
two diverging and two converging solutions and the boundary condition can only
be satisfied accidentally if both decaying solutions are inherently zero at x = 0, i.e.
f(0;±) = 0 or g(0;±) = 0. These states arise from the particle-hole symmet-
ric nature of the Hamiltonian and any perturbation higher than O(α2) drives these
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states away from zero-energy in pairs. Such transitions away from the zero-energy
are double-crossings in the band gap and thus are not topologically protected. So
this configuration in the parameter space are topologically trivial zero-energy states
therefore are not Majorana modes.
(ii) B < ∆: There again exist two decaying and two diverging solutions for each
block but accidental satisfaction of the boundary condition cannot happen for this
parameter configuration: ForB < ∆,  becomes imaginary implying that Hermitian
matrix h(p, x) has solutions f with imaginary eigenvalues; since this cannot be true,
zero-energy modes are again not present in this parameter space.
(iii) B > ∆ and |Λ(µ ± )| < |κα| < |Λ(µ ∓ )|: There exists three decaying and one
diverging solution in one block-Hamiltonian along with three diverging and one
decaying solution for the other block complimenting the particle-hole symmetry.
The boundary condition is satisfied in order to write a Majorana wavefunction that
has three zero-energy solutions from the corresponding block. Such solutions cor-
responds to single crossings in the insulating band gap and thus are topologically
protected.
Thus we have to be in the parameter range (iii) to be in the topological region and have a
Majorana wavefunction. We define a topological quantum charge utilizing the interplay
between κα and the Lyapunov exponents of the local wavefunction solutions Λ(µ ± )
where the existence of the Majorana mode depends on the convergence of the wavefunc-
tion as the wire extends into infinity. Different from the p-wave case, there exists two
Lyapunov exponents to take into account therefore we use two signum functions for the
topological condition as follows
Q(s)D = sgn
(
|Λ(µ+ )| − 1
ξs
)
sgn
(
|Λ(µ− )| − 1
ξs
)
(3.8)
where we use s-wave superconducting coherence length ξs = ~
√
B2 −∆2/mα∆ instead
of κα ≡ ξ−1s . Our result in Eq. 3.8 gives out −1 when there exists a Majorana mode and
+1 when the wire is its topologically trivial phase: Obeying the topological classification
in Tab. 2.2 where Q(s)D ∈ Z2. Our solution is topologically robust just as in the p-wave
case since it does not include zero-energy solutions coming from accidental satisfaction
of the boundary condition.
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The application of large magnetic fields to s-wave wires leads to spin polarization [86]
and when these magnetic fields are very large compared to the spin orbit field (B  mα2)
s-wave wires can be considered to constitute of two p-wave wires that have opposite spins
in each wire [16]. The large magnetic field separates the s-wave spin-up and -down bands
away from in such a manner that these two bands act as if they are independent of each
other so that an s-wave wire can be loosely interpreted as a collection of two p-wave
wires. Indeed, comparing our p-wave formula in Eq. 3.3 to our s-wave result in Eq. 3.8,
we see that the s-wave wire system behaves as if it is comprised of two p-wave wires
that are at different chemical energies µ±√B2 −∆2. This is our central formula for the
s-wave case. The first term in Eq. 3.8 reduces to Eq. 3.3 in the large B limit (i.e., only
the spin-down band is contributing), recovering the p-wave result, while the second term
is due to the presence of the spin-up band and introduces new physics Noting that Λ¯ is a
monotonous function of energy, we get:
µ± = F−1(m1/2λα∆/
√
B2 −∆2)/λ2 ±
√
B2 −∆2 (3.9)
In the weak disorder limit, λ→∞, we recover the clean wire result: µ± = ±
√
B2 −∆2.
We also find that the topological region is not destroyed by disorder but merely shifted to
higher chemical potentials. In fact the chemical potential (or gate) range where the wire
is topological, µ+−µ− = 2
√
B2 −∆2, is independent of the disorder strength, while the
total area of the topological region in the (B, µ) plane is conserved. We stress that this
result is valid to all orders in disorder strength.
In Fig. 3.2, we show our results for short- and long-wire topological phase space
for a single disorder realization. The blue and gray refer to sgn(det(r)) = −1 (blue)
and +1 (gray) that are the results of the tight-binding calculations made using Q(s)D =
sgn(det(r)) where r is the reflection matrix. The red lines are calculated using Eq. 3.8
and the blue dashed line shows the topological boundary for clean wires which reads as
√
B2 −∆2. Our results show significant agreement in defining the topological phases,
compared to the tight-binding results Investigating the topologically nontrivial clean limit
(B2 >
√
µ2 + ∆2), we see that disorder drives the s-wave topological superconductor
wire out of its topological phase. What is more interesting is that for both realizations in
Fig. 3.2, disorder leads to topologically nontrivial material phases for they should not exist
(B2 <
√
µ2 −∆2). This feature is a direct consequence of scattering within the wire that
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(a) (b)
Figure 3.2: Topological phase space of a short (L = 100a, a) and long (L = 4000a, b) s-wave
wire is plotted as a function chemical potential µ and applied magnetic fieldB. (a is the lattice
constant.) Red lines are calculated using Eq. 3.8 and green dashed line is the phase boundary
calculated at B2 = µ2 + ∆2. The remaining tight-binding parameters are kSO = 0.05a−1,
∆ = 0.15t and γ = 0.06t2 where t = ~2/2ma2. Short wire has less topologically nontrivial
area compared to a long wire where both have topologically nontrivial phases beyond the
phase transition line.
leads to the locking s-wave wires into their topologically nontrivial phase by localizing
one Kramers partner beyond coherence length. Utilizing the effects of scattering in s-
wave wires that locks them in or out of their topological phases can be an experimentally
very usable feature –so we continue to investigate these effects in presence of regular
scattering in the next chapter.
3.3. Conclusion
In this chapter, we analytically derive new topological quantum numbers Q(p)D and Q
(s)
D
for both types of topological superconducting wires using asymptotic wavefunction anal-
ysis in terms of Lyapunov exponents Λ and superconducting coherence length ξs. Our
topological index formula returns a Z2 in agreement with the topological classification of
topological superconductors. We also calculate topological phase boundaries for the case
of irregular scattering using the self-averaging nature of the Lyapunov exponent in long
wires. We show that longer wires are more robust against disorder next to shorter wires
because of Lyapunov exponent’s strong fluctuations in shorter wires. We compare our
analytical results (Eqs.3.3, 3.4, 3.8 and 3.9) with a tight-binding topological supercon-
ductor model calculated using QD = sgn(Det(r)) where numerical and analytical results
show a strong agreement. From our plots, we infer that scattering leads to the destruction
of nontrivial topological phase near the depleted side, but it also locks a topologically
trivial realization into a nontrivial one for longer wires. The ability to tune topological
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superconductors into topological phases is very useful for experiments so we continue the
investigate the effects of regular scattering in topological superconductor wires for a more
controllable topological phase tuning. Our results were published in Ref. [3].
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Chapter 4
SINGLE CHANNEL META-TOPOLOGICAL INSULATOR WIRES
We now start to investigate topological phases of 1D topological superconductor wires in
case of regular scattering as opposed to irregular scattering caused by disorder, by using
an electrostatic piecewise continuous potential. As we show in the previous Chapter, ir-
regular scattering caused by Gaussian disorder can drive a topological superconductor in
and out of its topological phase [3]. We want to utilize this as a means to devise a more
controllable approach to these phase transitions with electrostatic superlattices. Making
use of the repetitive nature of the electrostatic superlattice, we show that topological order
in superconductor wires can be controlled: Hence it is possible to tune into the desired
phase, trivial or nontrivial. Similar approaches were proposed in literature [87–90] but
those require at least some segment of the wire to be topologically nontrivial –our method
differs by employing a weak electrostatic superlattice that does not require a change in
topological order along the wire. These proposals [87–90] lead to phase transitions that
transforms a topological superconductor into a successive collection of topologically triv-
ial and nontrivial segments that are placed one after another. Such constructions works
with creation of Majorana modes at each trivial and nontrivial interface which in turn
hybridize at short lengths. In our method, the superconductor wires with a periodic elec-
trostatic modulation remain locally in same region in the topological phase space as a
whole, so we name these meta-topological Insulators.
We derive new formulae for the topological indices for both types of meta-topological
insulator wires that depend on the repetitive construction of these electrostatic modula-
tions. Our approach uses transfer-matrices and we show here that the repetitive nature of
the electrostatic superlattice allows us to control topological order of the meta-topological
wire. Following our wavefunction analysis in the previous chapter; we inspect the asymp-
totic nature of zero-energy solutions and derive topological indices that solely depend on
dimensions of the superlattice. Our topological formulae also exclude zero-energy wave-
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functions from accidental zero-energy modes that are not topologically protected. Once
the details of the electrostatic superlattice are set, we derive new expressions for the topo-
logical indices using transfer matrices that only require the calculation of transfer matrix
of a single superlattice unit-cell.
4.1. Electrostatic Superlattice
In this section, we show how a zero-energy wavefunction for p- and s-wave wires that are
under piecewise-constant electrostatic potential can be constructed. For the calculation of
the zero-energy wavefunction; we use the transfer-matrix method [85] where the repeti-
tive nature of the superlattice plays a central role. After we construct the transfer matrix,
we show how the superlattice allows us to construct a zero-energy wavefunction, which
we use to show the existence of Majorana modes. We do this by imposing a boundary con-
dition at the origin (x = 0) and constructing the zero-energy wavefunction using selected
amplitudes that ensure the asymptotic decay as the wire extends. Using the Hamiltonian
off-diagonalization method [3, 35] that we described in the previous Chapter, we show
that we can count out zero-energy modes and distinguish that are not topologically pro-
tected which arise from the accidental satisfaction of the boundary condition. After we
construct the Majorana wavefunction, we continue to derive new topological indices that
uses transfer-matrix elements of the superlattice unit cell rather than the transfer-matrix
of the whole superlattice.
First, we define the superlattice and choose a superlattice constant that is small com-
pared to the length of the topological superconductor in order to achieve multiple reflec-
tions over its unit cells. The combination of backscattering amplitudes in each cell creates
Majorana modes in configurations where no such modes can be attained [3].
We assume that the superlattice exhibits multiple potential barriers along x-direction
but it is constant along the transverse direction in order to only affect longitudinal modes
of the wavefunction. So we define a piecewise continuous superlattice function with
period d as
VSL(x) =
V0, for 0 ≤ x (mod d) <
d
2
−V0, for d2 ≤ x (mod d) < d
with a zero average 〈VSL(x, y)〉 = 0 that does not change chemical potential of the topo-
logical superconductor wire that may lead to local topological transitions. Generalization
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Figure 4.1: A sketch of the electrostatic superlattice along the x-direction of a meta-
topological insulator. Here, a+ b = d is the period of the superlattice with a = b = d/2 and
V0 is the size of the modulation. c(n) is the amplitude vector in the nth cell.
to other lattices are straightforward in this construction, we only concern with values of
VSL that is not large enough to cause a topological transitions locally. Note that the topo-
logical order directly depends on chemical potential –we observe topological nontrivial
phases when µ < |VSL| in p-wave wires and B2 < (µ+ VSL)2 + ∆2 in s-wave wires [16]
where the wire is thought to be in its trivial phase.
After defining the nature of the superlattice that we show Fig. 4.1, we continue to
calculate its transfer-matrix so that we can construct zero-energy wavefunctions.
4.1.1. Transfer-matrix calculations
For a superlattice that comprises ofN unit cells with period d, we compute the full transfer
matrix renaming left and right segment of the unit cell as a and b for clearer understand-
ing –here a is the length of left segment of the unit cell with V0 and b is that of the right
with potential value −V0 (see Fig. 4.1). We do this substitution to be able to keep track
of wavefunctions in both segments within each cell and we reinstitute d at the end of our
unit cell transfer matrix calculations.
We start the calculation of the full transfer matrix by calculating individual transfer
matrices of each cell, and later we combine them to get the full transfer matrix of the
superlattice to make use of the recursive nature of it. To set the convention, we define the
vector c(n) to be the amplitude vector in the nth unit cell. The wavefunctions in the nth
unit cell are local solutions of the Hamiltonians in Eqs. 3.1 and 3.5. We define them as
follows:
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ψ
(n)
1,...,Nd/2
(x) = χ(n)
1,...,Nd/2
exp
(
+β
(n)
1,...,Nd/2
x
)
ψ
(n)
(Nd/2)+1,...,Nd
(x) = χ(n)
(Nd/2)+1,...,Nd
exp
(
−β(n)(Nd/2)+1,...,Ndx
)
,
where χ
m
are eigenvectors with 1×Nd/2 dimensions and wavenumbers β(n)m ∈ C in order
to include both nondivergent and exponential features of the solutions as we explain in the
previous chapter –here; we calculate wavenumbers β(n)m at the beginning of the nth unit-
cell. Also we define the index m = 1, . . . , Nd | Nd = 4 for a p-wave meta-topological
insulator wire and Nd = 8 for an s-wave meta-topological insulator wire. After setting
our convention, we proceed to write the most general wavefunction in the nth cell as
Ψ(n)(x) =
Nd∑
m=1
c(n)m ψ
(n)
m
(x), (4.1)
in which the individual amplitudes c(n)m are used to construct an amplitude vector as c(n).
Next we set boundary conditions that reflects the continuity of the wavefunction and its
velocity across the interface that separates the n− 1th cell and nth cell along with another
boundary condition that is in the middle of the superlattice [70]. We express the boundary
conditions down as follows:
• Between n− 1th and nth cells:
Ψ(n−1)(x)
∣∣∣
x→(n(a+b))−
= Ψ(n)(x)
∣∣∣
x→(n(a+b))+
(4.2)
∂xΨ
(n−1)(x)
∣∣∣
x→(n(a+b))−
= ∂xΨ
(n)(x)
∣∣∣
x→(n(a+b))+
(4.3)
• In the middle of the nth unit cell where the electrostatic potential changes its sign
Ψ(n)(x)
∣∣∣
x→(n(a+b)+a)−
= Ψ(n)(x)
∣∣∣
x→(n(a+b)+a)+
(4.4)
∂xΨ
(n)(x)
∣∣∣
x→(n(a+b)+a)−
= ∂xΨ
(n)(x)
∣∣∣
x→(n(a+b)+a)+
(4.5)
where the subscripts − and + of the x-coordinate signify the direction of approach to
the interface from the left and right directions; respectively. We continue to calculate
unit cell transfer matrix starting with constructing matrices between n− 1th and nth cells
using the boundary conditions in Eq. 4.2 as M
1
(x)
∣∣∣
x→(n(a+b))−
· c(n−1)
∣∣∣
x→(n(a+b))−
=
M
2
(x)
∣∣∣
x→(n(a+b))+
· c(n)
∣∣∣
x→(n(a+b))+
where
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M
1
(x)
∣∣∣
x→(n(a+b))−
=
χ
(n−1)
1,1 exp(+β
(n−1)
1 x) · · · χ(n−1)Nd,1 exp(−β
(n−1)
Nd
x)
...
...
χ
(n−1)
1,(Nd/2)
exp(+β
(n−1)
1 x) · · · χ(n−1)Nd,(Nd/2)exp(−β
(n−1)
Nd
x)
β
(n−1)
1 χ
(n−1)
1,1 exp(+β
(n−1)
1 x) · · · −β(n−1)Nd χ
(n−1)
Nd,1
exp(−β(n−1)Nd x)
...
...
β
(n−1)
1 χ
(n−1)
1,(Nd/2)
exp(+β
(n−1)
1 x) · · · −β(n−1)Nd χ
(n−1)
Nd,(Nd/2)
exp(−β(n−1)Nd x)

M
2
(x)
∣∣∣
x→(n(a+b))+
=
χ
′(n)
1,1 exp(+β
′(n)
1 x) · · · χ
′(n)
Nd,1
exp(−β ′(n)Nd x)
...
...
χ
′(n)
1,(Nd/2)
exp(+β
′(n)
1 x) · · · χ
′(n)
Nd,(Nd/2)
exp(−β ′(n)Nd x)
β
′(n)
1 χ
′(n)
1,1 exp(+β
′(n)
1 x) · · · −β
′(n)
Nd
χ
′(n)
Nd,1
exp(−β ′(n)Nd x)
...
...
β
′(n)
1 χ
′(n)
1,(Nd/2)
exp(+β
′(n)
1 x) · · · −β
′(n)
Nd
χ
′(n)
Nd,(Nd/2)
exp(−β ′(n)Nd x)

where χ
m,p
| m = 1, . . . , Nd ; p = 1, . . . , Nd/2 are eigenvector elements of the zero-
energy solutions to the Hamiltonian under −V0 and χ′m,p are Hamiltonian eigenvectors
under +V0; β are wavenumbers that we calculate under −V0 and β ′ are wavenumbers un-
der +V0. We calculate the matrices in the middle of the nth unit cell where the electrostatic
potential changes its sign at x = n(a+b)+a asM
3
(x)
∣∣∣
x→(n(a+b)+a)−
c(n)
∣∣∣
x→(n(a+b)+a)−
=
M
4
(x)
∣∣∣
x→(n(a+b)+a)+
c(n)
∣∣∣
x→(n(a+b)+a)+
where
M
3
(x)
∣∣∣
x→(n(a+b)+a)−
=
χ
′(n)
1,1 exp(+β
′(n)
1 x) · · · χ
′(n)
Nd,1
exp(−β ′(n)Nd x)
...
...
χ
′(n)
1,(Nd/2)
exp(+β
′(n)
1 x) · · · χ
′(n)
Nd,(Nd/2)
exp(−β ′(n)Nd x)
β
′(n)
1 χ
′(n)
1,1 exp(+β
′(n)
1 x) · · · −β
′(n)
Nd
χ
′(n)
Nd,1
exp(−β ′(n)Nd x)
...
...
β
′(n)
1 χ
′(n)
1,(Nd/2)
exp(+β
′(n)
1 x) · · · −β
′(n)
Nd
χ
′(n)
Nd,(Nd/2)
exp(−β ′(n)Nd x)

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M
4
(x)
∣∣∣
x→(n(a+b)+a)+
=
χ
(n)
1,1exp(+β
(n)
1 x) · · · χ(n)Nd,1exp(−β
(n)
Nd
x)
...
...
χ
(n)
1,(Nd/2)
exp(+β
(n)
1 x) · · · χ(n)Nd,(Nd/2)exp(−β
(n)
Nd
x)
β
(n)
1 χ
(n)
1,1exp(+β
(n)
1 x) · · · −β(n)Nd χ
(n)
Nd,1
exp(−β(n)Nd x)
...
...
β
(n)
1 χ
(n)
1,(Nd/2)
exp(+β
(n)
1 x) · · · −β(n)Nd χ
(n)
Nd,(Nd/2)
exp(−β(n)Nd x)

.
Next, we write the transfer equation of the nth cell as c(n) = R(n)((n − 1)d) · c(n−1)
where R(n)((n − 1)d) = T (b) · M−1
4
(x = (n(a + b) + a)) · M
3
(x = (n(a + b) +
a)) · T (a) · M−1
2
(x = (n(a + b))) · M
1
(x = (n(a + b))) where T (d∗) is the diago-
nal translation matrix that corresponds to a x = d∗ translation along +x-direction where
T (d∗) = Diag
[
· · · exp
(
+β
(n)
Nd/2
d∗
)
exp
(
−β(n)Nd/2+1d∗
)
· · ·
]
. In the transfer matrix,
T (a) translates amplitude vectors c(n)
∣∣∣
x→(n(a+b))
to c(n)
∣∣∣
x→(n(a+b)+a)
and T (b) translates
amplitude vectors c(n)
∣∣∣
x→(n(a+b)+a)
to the end of the unit cell c(n)
∣∣∣
x→(n(a+b)+a+b)
.
We now set a = b = d/2 and call R(n)((n − 1)d) the recursion matrix, which is the
transfer matrix of the nth unit cell that starts at x = (n− 1)d. Assuming there are N unit
cells; we calculate the complete transfer matrix that connects the amplitude vector at the
beginning of the superlattice c(0) to the amplitude vector at the end of the superlattice c(N)
as
c(N) ∝
N∏
s=1
R(s)(x = (s− 1)d) · c(0). (4.6)
Making use of the symmetry of the superlattice; we calculate the transfer matrix of nth
cell is related to that of n− 1th asR(n) = T (−d) · R(n−1) · T (d). Since we can write unit
cell transfer matrices of different cells in terms of each other; we rewrite Eq. 4.6 in terms
of the unit cell transfer matrix at the origin
(
R(1)(x = 0)
)
as
c(N) = T (−Nd) ·
(
R(1)(x = 0)
)N
· c(0) (4.7)
After dropping the unit cell superscript (1); we show that N th cell amplitude vector is
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proportional to the amplitude vector at the beginning of the superlattice at x = 0 as
c(N) ∝ (R)N · c(0) (4.8)
whereR = R(1)(x = 0) is the recursion-matrix and it is the transfer matrix of the 1st unit
cell that starts at the origin x = 0. After calculating the superlattice transfer matrix using
the recursion matrixR, we continue to construct the zero-energy wavefunction.
4.1.2. Zero-energy wavefunction construction
In this section, we construct zero-energy modes that ensure the asymptotic decay because
of the repetitive nature of the superlattice. This method differs from the one previously
calculated in Section 3 because we do not explicitly solve the Hamiltonians in Eqs. 3.1 and
3.5 to construct zero-energy modes as the meta-topological wire extends; rather, we leave
the asymptotic decay to the recursive nature of the superlattice. Our intention is to show
that there exists Majorana modes if the exponential decay of the zero-energy solution is
guaranteed as x→∞. Here, we use Hamiltonians Eqs. 3.1 and 3.5 to show the existence
of the zero-energy modes. Also; we extend our argument to the off-diagonalized version
of these Hamiltonians as shown in Eqs. 3.2 and 3.6 in the next section.
We first write the most general wavefunction in a unit cell that uses the eigenvectors
of Eqs. 3.1 and 3.5
(
defined by Hψ
j
= ψ
j
| (j = 1, . . . , Nd)
)
with amplitude vectors
c as
Ψ(x) =
[
ψ
1
. . . ψ
Nd
]
· c. (4.9)
This construction does not need to at zero-energy, it is the most general local solution of
the system –Eq. 4.9 is a wavefunction with a set of amplitude vectors c =
[
c1 · · · cNd
]T
at the start of a unit cell. The j index has an upper bound Nd that is twice the dimension
of the Hamiltonians H –i.e. Nd = 4 for p-wave topological superconductor and Nd = 8
s-wave topological superconductor. In order to have a complete solution; note that the
amplitude vector c has dimensions dim(c) = Nd × 1 that multiply individual Nd Hamil-
tonian eigenvectors for the most general wavefunction. So if we want to calculate the
most general wavefunction we need to determine Nd-many cj amplitudes by imposing
two boundary conditions to write the most general wavefunction.
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Next we write down the zero-energy wavefunction at the start of the N th unit cell as
Ψ=0(x = Nd) =
([
ψ
1
. . . ψ
Nd
]∣∣∣
x=Nd
)
· c(N)
Ψ
(N)
=0 =
([
ψ
1
. . . ψ
Nd
]∣∣∣
x=Nd
)
· T (−Nd) · (R)N · c(0) (4.10)
where, we have used the superlattice transfer matrix equation in Eq. 4.7 to carry the N th
unit cell amplitudes to the start of the superlattice and theR is the recursion matrix of the
first cell with which the superlattice starts. We then make a similarity transformation as
R = P · τ · P−1 with similarity transformation matrices P =
[
ζ
1
· · · ζ
Nd
]
that uses the
normalized eigenvectors of the recursion matrixRζ
j
= τjζj | j = 1 · · ·Nd. The diagonal
matrix in the similarity transformation has elements of the recursion matrix eigenvalues
as τ = Diag
[
τ1 · · · τNd
]
. So we rewrite the zero-energy wavefunction at the N th unit cell
as
Ψ
(N)
=0 =
([
ψ
1
. . . ψ
Nd
]∣∣∣
x=Nd
)
· T (−Nd) · (P · τ · P−1)N · c(0)
=
([
ψ
1
. . . ψ
Nd
]∣∣∣
x=Nd
)
· T (−Nd) · P · τN · P−1 · c(0), (4.11)
where in the second equation, we calculate the product of
(P · τ · P−1)N explicitly. Since
translation matrix T and unitary transformation matrix P are normalized vectors, the
asymptotic nature of the zero-energy wavefunction only depends on the amplitude of the
eigenvalues of the recursion matrix |τj|. If there are modes with recursion matrix eigen-
value smaller than unit moduli, τN term ensures their decay along the wire as it extends
to infinity. Here, it is important to talk about the recursion matrix eigenvalues: As we
construct explicitly in the previous section, our recursion matrix is the transfer matrix of
the first unit cell at the beginning of the superlattice. Transfer matrices are pseudounitary
matrices; as a consequence of pseudounitary half the eigenvalue moduli of the recursion
matrix are inverses of the other half [85]. So the diagonal matrix that has recursion matrix
eigenvalues have the form τ = Diag
[
τ1 · · · τNd/2, 1/τ1 · · · 1/τNd/2
]
where the ordering
of recursion matrix eigenvalues in the diagonal matrix is arbitrary. So, recursion matrix
has Nd/2 eigenvalues that have smaller than unit moduli, the other recursion matrix Nd/2
eigenvalues have bigger than unit moduli. The Hamiltonian eigenvectors that are con-
nected to recursion matrix eigenvalues with smaller than unit moduli decay as the wire
extends to infinity since Ψ(N)=0 ∝ τN · P−1 · c(0). Imposing the boundary condition at
origin gives us Nd/2 equations to determine Nd-many amplitude vectors cj since the di-
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mensions of the Hamiltonian eigenvectors ψj is dim(ψj) = Nd/2 × 1 Next; we consider
Hamiltonian eigenvectors that are connected to recursion matrix eigenvalues with big-
ger than unit moduli. Since we want asymptotic decay of the zero-energy wavefunction
we impose a second boundary condition Ψ(N)=0(x → ∞) = 0 for zero-energy wavefunc-
tion decay. The second boundary condition then cancels the diverging terms in the zero-
energy wavefunction and gives us Nd/2 equations where Ψ
(N)
=0 ∝ τN · P−1 · c(0). The
elements of the unitary transformation matrix are recursion matrix eigenvectors where
P−1 =
[
ζ
1
· · · ζ
Nd
]−1
=
[
ζ
1
· · · ζ
Nd
]T
so the second boundary condition gives us Nd/2-
many equations as ζk c(0) = 0. Hence, we can determine the wavefunction since we
have Nd-many amplitudes cj and get Nd equations after imposing boundary conditions.
Our zero-energy wavefunction construction decays along the wire as x → ∞ and we
can write the complete solution of it since we can determine the amplitudes that connect
Hamiltonian eigenvectors.
Up to this point we show that we can construct a zero-energy wavefunction that could
exhibit Majorana mode characteristics in a sense that it is a zero-energy solution localized
at the beginning of the superlattice. We now continue to apply our wavefunction con-
struction to p-wave and s-wave meta-topological insulators in order to derive topological
indices that show topological triviality.
4.2. Topological Index Calculation Using Transfer-Matrix Eigenvalues
In this section; we calculate new topological indices for both p-wave and s-wave one-
dimensional meta-topological insulator wires to detect Majorana modes using recursion
matrix eigenvalues. After showing that the superlattice allows construction of zero-energy
wavefunctions; we now show that recursion matrix eigenvalues τ ’s can be used to pin-
point configurations where Majorana modes exist. In the previous section we constructed
a zero-energy wavefunction that exhibits two important Majorana wavefunction charac-
teristics: Our solutions are normalizable, hence they asymptotically decay as they extend
into the superlattice and they are at zero-energy. We prove the existence of a Majorana
mode at the origin by checking whether we can construct a zero-energy wavefunction us-
ing the boundary conditions; however, zero-energy wavefunctions are not necessarily Ma-
jorana wavefunctions –in amongst the zero-energy solutions some are not topologically
protected. Such solutions accidentally satisfy the boundary condition at the origin; and
a perturbation drives them away from zero-energy in pairs. In order to distinguish zero-
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energy modes from Majorana modes, we use the off-diagonalized Hamiltonian eigenvec-
tors that we explain in the Chapter 3. Off-diagonalized eigenvectors of the Hamiltonian
allow us to take into account the asymptotic behavior of zero-energy solutions in both
blocks so that we can distinguish accidental Andreev bound state solutions from genuine
Majorana soltions. We start by explaining how a Majorana state wavefunction can be
constructed, we proceed to derive new topological indices that depend on the recursive
nature of the superlattice. We compare our analytical results for the topological indices
numerical simulations by plotting the topological phase space. We find a good agreement
between analytics and numerics.
4.2.1. Topological Index Calculation for p-wave Wires
We start by rewriting zero-energy wavefunction in Eq. 4.11 for a p-wave meta-topological
wire as
Ψ
(N)
=0 =
([
ψ
1
. . . ψ
4
]∣∣∣
x=Nd
)
· T (−Nd) · P · τN · P−1 · c(0) (4.12)
where we substituteNd = 4 which is the number of Hamiltonian eigenvectors that we can
construct our zero-energy wavefunction. We show that 4 amplitudes can be determined by
imposing two boundary conditions on the wire and the zero-energy wavefunction decays
along the wire as x → ∞. We now proceed to construct p-wave zero-energy wave-
function in Eq. 4.12 using eigenvectors of the off-diagonalized Hamiltonian. We do this
in order to account for the Majorana wavefunction which has a diverging and converg-
ing block Hamiltonian eigenvectors in both upper and lower blocks. Up to this point,
we do not consider the ordering of the Hamiltonian eigenvectors ψ
j
during our calcula-
tions since the wavefunction decays along the wire and 4 constants can be determined by
imposing boundary conditions. However; we specify the ordering of Hamiltonian eigen-
vectors when using block Hamiltonian eigenvectors since this ordering directly affects
the nature of the recursion matrix since we use Hamiltonian eigenvectors to construct it.
So we put upper Hamiltonian block eigenvectors as ψ
1
and ψ
2
and lower Hamiltonian
eigenvectors as ψ
3
and ψ
4
. This choice puts the recursion matrix into a block form as
R =
R(u) 0
0 R(l)
 where R(u) and R(l) are upper and lower recursion matrix blocks. The
block recursion matrix also orders the diagonal eigenvalue matrix τ so that we can write it
in terms of upper and lower block recursion matrix eigenvalues as τ (u) = Diag
[
t(u)1 t
(u)
2
]
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and τ (l) = Diag
[
t(l)1 t
(l)
2
]
. The upper and lower recursion matrix eigenvalues are cal-
culated as R(u)s(u)i = t
(u)
i s
(u)
i and R
(l)s
(l)
i = t
(l)
i s
(l)
i | i = 1, 2. As we show in previous
chapter, we should have a diverging and decaying block Hamiltonian solution in each
block in order to have a Majorana mode. The asymptotic behavior of block eigenvectors
are connected to recursion matrix eigenvalues as tNi ∝ e2Nd/A as ti is a recursion matrix
eigenvalue, Nd is the extent of the wire which extends to infinity Nd → ∞ [85] and A
is a constant that is a function of the Lyapunov exponent and superconductor coherence
length. The block diagonal eigenvalue moduli take the form |t(u)1 | > 1, |t(u)2 | < 1 and
|t(l)1 | < 1, |t(l)2 | > 1. We thus derive the topological index
Q(p,MTI)D =
2∏
i=1
sgn
(
|t(u)i | − 1
)
(4.13)
Our formula checks for the existence of Majorana mode by looking at the asymptotic na-
ture of block solutions of the Hamiltonian and gives a topological index that is calculated
using the block recursion matrix eigenvalues by yielding −1 when a topologicallay pro-
tected Majorana mode is present.
In Fig. 4.2a; we plot the topological phase space of a p-wave topological supercon-
ductor wire as a function of chemical potential µ and electrostatic potential V (x) = V0
that is constant along the wire. The blue area of the density plot show topologically non-
trivial phases (µ > V0) and the red area signify topologically trivial phases (µ < V0) of
the topological superconductor wire. The green dashed line is the phase transition line
plotted at µ = V0. In Fig. 4.2b; we calculate the topological phase space of a p-wave
meta-topological wire as a function of chemical potential µ and piecewise continuous
electrostatic potential of amplitude V0 = max(VSL). Density plots are the results of nu-
merical calculations for Eq. 3.3 for V (x) = VSL(x) and white lines are calculated using
Eq. 4.13 for a piecewise continuous electrostatic potential with amplitude V0. The su-
perlattice potential VSL(x) changes the asymptotic behavior of the Lyapunov exponent in
Eq. 3.3 as well as the existence of the Majorana mode. We keep the dashed green topolog-
ical phase transition line of a p-wave topological superconductor wire to show different
phase spaces of both types of topological wires. The density plot and white lines that are
calculated for the same potential with our two different formulations of the topological
index fits very well so that we say that Eqs. 4.13 and 3.3 show significant agreement.
We plot Figs. 4.2a and 4.2b for a single superlattice unit cell with an effective spin orbit
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(a) (b)
Figure 4.2: Topological phase space of a p-wave topological superconductor wire as a func-
tion of chemical potential µ and an applied constant electrostatic gate potential along wire is
plotted in (a). Topological phase space of a p-wave meta-topological insulator as a function of
chemical potential µ and electrostatic potential amplitude max(VSL) is plotted in (b). Density
plot is calculated using Eq. 4.13 where red areas signify topologically trivial configurations
and blue areas signify topologically nontrivial configurations. White lines are calculated us-
ing Eq. 3.3 where they converge to p-wave topological superconductor phase transition line
µ = V0 when the electrostatic potential is absent. Calculations are done for a p-wave topolog-
ical superconductor and meta-topological insulator wire with an effective spin-orbit coupling
∆eff = 0.03~2/2ma2 unit cell length d = 2a. Phase transition boundary in the density is ex-
cellently covered by white lines so both formulations of the topological indices show strong
agreement. The red specks below the p-wave topological superconductor phase transition line
µ > V0 show that a topologically nontrivial wire can be tuned into its trivial phase by the ap-
plication of an electrostatic potential. The topological order also flips from trivial to nontrivial
for s-wave topological superconductor wires that are the tails of blue spikes that are above the
green dashed topological superconductor wire phase transition line µ < V0.
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coupling strength ∆eff = 0.03~2/2ma2 where the length of the superlattice unit cell is
d = 2a. The effect of the electrostatic superlattice on topological phase space can be seen
in Fig. 4.2b as it leads to topologically nontrivial to trivial phase transitions that we see in
red patches which are below the yellow topological superconductor wire phase transition
line. We also see topologically trivial to nontrivial phase transitions as parts of spikes
that are above the phase transition line. Our analytical formula fits the numerical solution
well.
We continue to analyze s-wave meta-topological wires.
4.2.2. Topological Index Calculation for s-wave Wires
We start by rewriting zero-energy wavefunction in Eq. 4.11 for an s-wave meta-topological
wire as
Ψ
(N)
=0 =
([
ψ
1
. . . ψ
8
]∣∣∣
x=Nd
)
· T (−Nd) · P · τN · P−1 · c(0) (4.14)
where we now have Nd = 8 Hamiltonian eigenvectors to construct a zero-energy solu-
tion. The amplitude vector c(0) has 8 components that can be determined by imposing two
boundary conditions on the wire as we explain in Section 4.1.2. We order the first 4 Hamil-
tonian eigenvectors as solutions of the upper Hamiltonian block and the remaining 4 local
solutions are the general solutions to the lower Hamiltonian block. The ordering of block
Hamiltonian puts the recursion matrix into a block form as R =
R(u) 0
0 R(l)
 where
R(u) and R(l) are upper and lower recursion matrix blocks. Then, the block recursion ma-
trix puts the diagonal eigenvalue matrix vector into two segments that have eigenvalues
of upper and lower block as τ (u) = Diag
[
t(u)1 · · · t(u)4
]
and τ (l) = Diag
[
t(l)1 · · · t(l)4
]
The upper and lower recursion matrix eigenvalues are calculated as R(u)s(u)i = t
(u)
i s
(u)
i
and R(l)s(l)i = t
(l)
i s
(l)
i | i = 1, . . . , 4. In the previous chapter we show that the asymp-
totic behavior of Majorana modes solutions has three diverging and one decaying modes
in one block and three converging and one diverging modes in the other block. Since
the zero-energy wavefunction construction in Eq. 4.14 in the N th unit cell has τN which
affects its asymptotic behavior as the wire extends, we again relate the asymptotic be-
havior of the zero-energy wavefunction to the eigenvalues of the recursion matrix. The
asymptotic behavior of block eigenvectors are connected to recursion matrix eigenvalues
as ti ∝ e2L/A as ti > 1 is a recursion matrix eigenvalue, L is the extent of the wire
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which extends to infinity L → ∞ and A is a constant that is a function of the Lyapunov
exponent and superconductor coherence length [85]. Since we have three decaying so-
lutions and one diverging solutions in each block, eigenvalue moduli now have the form
|t(u)1 | > 1, |t(u)2 | > 1, |t(u)3 | > 1, |t(u)4 | < 1 and |t(l)1 | < 1, |t(l)2 | < 1, |t(l)3 | < 1, |t(l)4 | > 1; the in-
dices and the ordering of the eigenvalues are irrelevant we only use them to count number
of eigenvectors with moduli smaller than unity. With this form of diagonal recursion ma-
trix eigenvalue matrices, we exclude accidental solutions since they have two diverging
and two increasing solutions in each block. So we derive a topological index that check
the recursion matrix eigenvalue moduli with respect to unity for upper and lower block
recursion matrices. Hence, our topological index for s-wave meta-topological wire reads
Q(s,MTI)D =
4∏
i=1
sgn
(
|t(u)i | − 1
)
. (4.15)
The formula indicates the existence of Majorana mode is determined by the asymptotic
nature of block Hamiltonian solutions and relates it to block recursion matrix eigenvalues.
We plot the topological phase space of a s-wave topological superconductor wire as
a function of chemical potential µ and Zeeman field B in Fig. 4.3a. Using Eq. 3.8 with
no electrostatic potential along the wire V (x) = 0; red regions are topologically non-
trivial part of the phase space and blue regions signify topologically trivial phase space.
The phase transition line is plotted with a green dashed line that is at B2 = µ2 + ∆2
and our calculations using Eq. 4.15 with a zero electrostatic potential along the wire ex-
actly fits the dashed green phase transition line. Fig. 4.3b shows the phase space of an
s-wave meta-topological wire where again red indicates topologically nontrivial phases
and blue indicates topological trivial phases. The density plot is calculated using Eq. 3.8
when an electrostatic superlattice is applied on the wire as V (x) = VSL with an ampli-
tude V0 = ~2/2ma2 where the calculations are done for a unit cell of length d = 2a.
White lines are calculated using Eq. 4.15 with the same superlattice potential and we also
keep dashed green phase transition line of the s-wave topological superconductor wire in
Fig. 4.3b. Our plots fit together very well. The plots are made for a wire with spin orbit
coupling strength α = 0.03~2/2ma2, superconductor pair potential ∆ = 0.81~2/2ma2
for a unit cell of length d = 2a.
The effect of the electrostatic superlattice on the s-wave topological superconductor
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(a) (b)
Figure 4.3: Topological phase space diagrams calculated from Eqs. 3.8 and 4.15 for a (a)
clean s-wave topological superconductor wire with no superlattice and (b) meta-topological
insulator wire, as a function of chemical potential µ and Zeeman field strength B. Red and
blue parts of the density plot signify topologically nontrivial and trivial configurations that
are calculated using 3.8 and white lines are calculated using Eq. 4.15. Both topological phase
spaces are calculated with spin orbit coupling strength α = 0.03~2/2ma2 and superconductor
pair potential ∆ = 0.81~2/2ma2 for a unit cell of length d = 2a. The white lines exactly
covers the density plot transition boundary so we say that our topological indices formulae
show strong agreement. The s-wave topological superconductor wire has no electrostatic
potential applied onto it; whereas, an electrostatic superlattice potential is applied on the meta-
topological insulator wire with an amplitude V0 = ~2/2ma2. The application of electrostatic
potential flips topological order in s-wave topological superconductor wires as it can be seen
by comparing the dashed yellow phase transition line of s-wave topological superconducting
wire B2 = µ2 + ∆2. Flipping of topological order at B2 < µ2 + ∆2 turns a topologically
trivial s-wave wire into a nontrivial one so that a Majorana mode exists in s-wave meta-
topological insulator wires at configurations at which s-wave topological superconductor wire
is topologically trivial.
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can be seen by looking at the phase space of meta-topological wire: Superlattice flips the
topological order of s-wave topological superconductors as topological order is induced
in topologically trivial wires.
4.3. Conclusion
In this chapter, we show that the application of a weak electrostatic superlattice potential
on topological superconductor wires changes their topological order and thus drive them
into or out of their topological phases. Specifically, we show that we can drive p- and
s-wave topological superconductors out of their topologically nontrivial phases with the
application of a weak electrostatic superlattice. To show this, we use the presence of Ma-
jorana modes as a sign to determine topological order by analyzing whether a Majorana
mode wavefunction can be constructed. Our method uses weak superlattices does not
lead to local changes in topological order so we call them meta-topological insulators.
We derive topological indices that use the recursion nature of the superlattice and our
topological indices are compliant with the topological classification of meta-topological
insulators as they also belong the class D since no symmetries are broken. We numeri-
cally compare our results for meta-topological superconductors in Eqs. 4.13 and 4.15 to
our earlier results given in Eqs. 3.3 and 3.8 in presence of a superlattice, and find they
show very good agreement. In the next section we generalize our formulae to thin wires
that also have a transverse degree of freedom along y-direction.
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Chapter 5
MULTICHANNEL TOPOLOGICAL AND META-TOPOLOGICAL WIRES
In this chapter; we extend our results of Chapters 3 and 4 to multichannel topological
superconductor and meta-topological thin-wires. Owing to the transverse degree of free-
dom, our topologically nontrivial zero-energy calculation needs to account for the possi-
biliy of multiple Majorana modes. We construct multichannel Majorana mode wavefunc-
tions using our wavefunction analysis and define topological indices that are consistent
with their corresponding topological classification shown in Table 2.2. We present our
analytical and numerical results for both p-wave and s-wave topological superconductor
and meta-topological thin-wires and compare them using our tight binding simulations.
We concentrate on thin wires whose superconducting coherence length is much larger
than the transverse length of the wire. As we explain in Chapter 2; the thin-wire constraint
(ξ  W ) makes the chiral symmetry breaking py contribution to the Hamiltonian [83]
subdominant so that we can off-diagonalize the Hamiltonians and include these pertur-
batively. Also; without the py contribution; there is a special time-reversal symmetry
since the Hamiltonians become real. Hence the Hamiltonians now has three symmetries
including the intrinsic particle hole symmetry of superconductors. The topological class
that has of all three symmetries with +1 eigenvalues is Altland Zirnbauer class-BDI with
Z topological indices [72]; so thin wires belong to this class [91]. In light of this; we
calculate a class-BDI topological index QBDI in Z and also calculate class-D topological
index QD in Z2 which are connected to each other as QD = −1QBDI [19].
5.1. Multichannel p-wave Wires
In this section we calculate topological index for multichannel p-wave topological super-
conductor and meta-topological wires in thin-wire limit to derive class-BDI and class-D
topological indices. Thus we generalize our results from Chapter 4 on meta-topological
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insulators to multichannel wires. We also perform tight binding simulations and compare
our results.
5.1.1. Topological Superconducting Wires
Starting with the Bogoliubov-de Gennes Hamiltonian for 2D wires, we first investigate the
Hamiltonian in the thin-wire limit and define a topological index Q(p)BDI. This allows us to
generalize our topological index result of Eq. 3.3 to multichannel wires. The Hamiltonian
reads as
H = h(p;x, y)τz + ∆effp · τ, (5.1)
where h(p;x, y) = p2/2m−µ is the kinetic term, ∆eff is the effective spin-orbit coupling
strength and Pauli matrices τi | (i = 1, 2, 3) define the electron-hole space [4, 5]. Unlike
the single channel wire the Hamiltonian now has a chiral symmetry breaking contribution
that does not allow us to off-diagonalize the Hamiltonian and analyze the asymptotic
behavior of the block wavefunctions. Nevertheless for thin-wires with a superconducting
coherence length much larger than the transverse coordinate of the system (ξp  W ) we
may ignore this contribution since 〈∆effpy〉 ∝ W/ξp [86]. However, different from an
actual stacking of 1D wires, our 2D thin-wire approximation has contributions coming
from transverse confinement channels as 〈p2y〉 ∝ n2ypi2/W 2 where ny = 0, . . . , Ny is the
transverse channel index [81]. Now the wire approximately belongs to class-BDI with
topological indices in Z so we focus on the corresponding topological index. Later on we
treat the chiral symmetric Hamiltonian perturbatively. The restoration of chiral symmetry
allows us to off-diagonalize Hamiltonian in Eq.5.1 as
H '
(
p2x
2m
− µny
)
τz + ∆effpxτx (5.2)
with a renormalized chemical potential µny = µ − ~2n2ypi2/W 2 that contains transverse
channel contribution. The off-diagonalization process of this Hamiltonian is the same
we make in Chapter 3 but with a chemical potential µny with transverse channel energies.
Zero-energy solutions are asymptotically of the form χny± ∼ e±κxeΛnyxa(x, y) where κ is
the inverse coherence length κ ≡ ξp = m∆eff/~ and a(x, y) is a O(1) nondivergent func-
tion. Now, Lyapunov exponent along x-direction also depends on the index of transverse
channels so we write them to include this contribution as Λny . Similar to the 1D p-wave
topological superconductor wire, Majorana solutions exist when |Λny | < κ where each
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Hamiltonian block have an asymptotically decaying and diverging zero-energy solution
as the wire extends to infinity. However; we formulate the exponential factors of Majo-
rana wavefunctions differently from the way we do for the p-wave wire since a 2D p-wave
wire belongs to class D with a Z2 topological index, but the thin-wire approximately be-
longs class BDI with a Z topological index rather than to class D with a topological index
Z2 as the p-wave chain belongs. We use subscript BDI to derive the quantum number of
thin-wires as
Q(p)BDI =
Ny∑
ny=1
Θ
(
|Λny | −
1
ξp
)
, (5.3)
where there are Ny-many longitudinal channels and Heaviside theta function gives 0 for a
topologically trivial wire and adds +1 for each Majorana mode in the transverse channels.
Next, we construct a multichannel p-wave topological superconductor topological
index using the wavefunction decay argument but with transverse confinement chan-
nels along the y-direction. Zero-energy solutions of block Hamiltonians has the form
χny± ∼ e±κxeΛnyxa(x, y) where a(x, y) is a nondivergent function; whereas, we take into
account Lyapunov exponents along x-direction that has different longitudinal channel
contributions while constructing the topological formula. Also; we derive the topological
index respecting the topological classification of the chain as it belongs to the class D
with a Z2 topological quantum number. Similar to the discussion leading up to Eq. 3.3,
we find the topological index as
Q(p)D =
Ny∏
ny
sgn
(
|Λny | −
1
ξp
)
, (5.4)
where this equation gives −1 if a Majorana mode is present and +1 when the wire is
topologically trivial. We stress that Eqs. 5.3 and 5.4 depend only on the coherence length
and normal state properties. In the above formula we take into account multiple cross-
ings over the inverse superconducting coherence length of Ny-many Lyapunov exponents
along the x-direction.
We now continue to generalize our topological index formulae for multichannel meta-
topological thin-wires.
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5.1.2. Meta-Topological Insulators
In this section, we derive exact formulas for the topological indices.ï£ijï£ijï£ijï£ij In Sec-
tion 4, we showed that we can construct a zero-energy wavefunction that depends on the
elements of recursion matrix eigenvectors whose eigenvalues are less than unit moduli.
Then, we imposed boundary conditions and showed that we can construct a topologically
protected Majorana mode wavefunction since we exclude accidental zero-mode wave-
functions from topologically protected modes while we construct the meta-topological
wire index in Eq. 4.13. We apply the same method to multichannel meta-topological
wires as follows: We start by rewriting a zero-energy wavefunction at the start of the N th
unit cell like in Eq. 4.12 but for a transverse channel with an ny index as follows
Ψ
(N)
ny ,=0 =
([
ψ
ny ,1
. . . ψ
ny ,4
]∣∣∣
x=Nd
)
· T (−Nd) · P · τN · P−1 · c(0) (5.5)
where ψ
ny ,j
are zero-energy block Hamiltonian eigenvectors with a renormalized chemi-
cal potential µny = µ− ~2n2ypi2/W 2 since we omit the chiral symmetry breaking py con-
tribution. For a channel with chemical potential µny ; we calculate the matrices in Eq. 5.5
same way we did in Section 4.2.1 but at different ny channels since the dimensions of the
translation matrix T , similarity transformation matrix P and diagonal recursion matrix
eigenvalue matrix τ do not change.
To construct the zero-energy wavefunction, we use upper Hamiltonian block eigen-
vectors as ψ
ny ,1
, ψ
ny ,2
and lower block eigenvectors as ψ
ny ,3
, ψ
ny ,4
so that the recur-
sion matrix eigenvalues get into a block diagonal form as τ (u) = Diag
[
t(u)ny ,1 t
(u)
ny ,2
]
and
τ (l) = Diag
[
t(l)ny ,1 t
(l)
ny ,2
]
. We calculate upper and lower block diagonal eigenvalue ma-
trices for each channel as R(u)s(u)ny ,i = t
(u)
ny ,i
s
(u)
ny ,i
and R(l)s(l)ny ,i = t
(l)
ny ,i
s
(l)
ny ,i
| i = 1, 2. The
zero-energy wavefunction in Eq. 5.5 should have one asymptotically decaying and di-
verging wavefunction in each block to be topologically nontrivial; so we determine the
asymptotic behavior of the recursion matrix eigenvalues using tNi ∝ e2Nd/Any where ti
is a recursion matrix eigenvalue, Nd is the extent of the wire which extends to infinity
Nd → ∞ and Any is a constant for a channel which is a function of the Lyapunov ex-
ponent and the coherence length [85]. So the block diagonal eigenvalue moduli take the
form of |t(u)ny ,1| > 1, |t(u)ny ,1| < 1 and |t(l)ny ,1| < 1, |t(l)ny ,1| > 1 where the subscripts do not
correspond to an ordering of the eigenvalues but we use them to count the eigenvalues
with smaller than unit moduli. Therefore we derive the multichannel meta-topological
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thin wire topological index as
Q(p,MTI)D =
Ny ,2∏
ny ,i=1
sgn
(
|t(u)ny ,i| − 1
)
, (5.6)
where the above equation takes into account multiple transverse channels with index
ny = 1, 2, · · · . This formula can also be derived by using the lower diagonal block of
recursion matrix eigenvalues since the total number of decaying and diverging modes re-
mains the same because of the pseudounitarity of the recursion matrix.
In Fig. 5.1a we plot the topological phase space for a 3-channel p-wave topolog-
ical superconducting wire as a function chemical energy µ and electrostatic potential
V (x) = V0 that is constant along the wire. Blue areas in the phase space are calcu-
lated using µn1 > V0 > µn2 and µn3 > V0 where the wire is topologically nontrivial since
there are odd numbers of channels. In red areas, the wire is in its topologically trivial
phase since there are no Majorana modes for µn1 < V0 and two Majorana modes that
hybridize due to the chiral symmetry-breaking terms, when µn2 > V0 > µn3 . The dashed
green lines are topological phase transitions that are at µn1 = V0, µn2 = V0 and µn3 = V0.
Fig. 5.1b is the phase space plot for a meta-topological wire as a function of chemical en-
ergy µ and amplitude of piecewise continuous electrostatic potential V0 = max(VSL). The
density plots are calculated with Eq. 5.4 and Q(p)D = (−1)Q
(p)
BDI in presence of the super-
lattice and red and blue areas are topologically trivial and nontrivial configurations of the
meta-topological wire, as we calculated from Eq. 5.3 [19]. The white lines are calculated
using Eq. 5.6 in presence of a superlattice potential with amplitude V0. Density plots and
contour plots that we calculate with two different formulations of the topological index fit
perfectly. Therefore we conclude that our analytical formula Eq. 5.3 which uses normal
state data and the coherence length is a good approximation to the exact formulation of
Eq. 5.6. In both plots we plot the phase space of a single superlattice unit cell with effec-
tive spin orbit coupling strength ∆eff = 0.03~2/2ma2 where the length of the superlattice
unit cell is d = 2a. We again see that electrostatic superlattice can flip the topological
order in a multichannel meta-topological wire and comparing plots in Figs. 5.1a and 5.1b
we say that multiple number of channels directly affects the changes in topological order.
Next; we present our tight binding simulations that we calculate using the
Q(p)D = sgn(Det(r)) topological index formula where r is the reflection matrix part of
the scattering matrix and we compare it to our topological index formula in Eq. 5.3 with
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(a) (b)
Figure 5.1: Topological phase space of a 3 channel p-wave topological superconducting wire
as a function of chemical potential µ and a constant potential V0 along the wire is plotted
in (a). Topological phase space of a 3 channel p-wave meta-topological insulator wire as a
function of chemical potential µ and electrostatic superlattice potential amplitude max(VSL)
is plotted in (b). The density plots are calculated using topological index in Eq. 5.6 where
red areas signify topologically trivial phases and blue areas signify the nontrivial topological
phases of the wire. Dashed green lines are p-wave topological superconductor boundaries
at µny = V0 | ny = 1, 2, 3. The white lines are plotted using Eq. 5.3 where dashed green
lines and white lines converge when the superlattice is absent. The plots are for a thin wire
with a unit cell length d = 6a, effective spin-orbit coupling ∆SL = 0.03~2/2ma2 with a
superlattice unit cell length d = 2a. In p-wave meta-topological insulator wire, the phase
transition boundary in the density plot is perfectly covered by the white lines showing that
our topological indices formulae show significant agreement. Compared to the single channel
phase space plots, there exists more topologically trivial phase space area that transitions into
their topological phases with the application of an electrostatic superlattice.
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Q(p)D = (−1)Q
(p)
BDI [1, 78].
We calculate our numerical results for a wire of length L = 15000a that is attached to
metallic leads at both ends with an effective spin orbit coupling strength ∆eff = 0.3twhere
t = ~2/2ma2 and a is the lattice constant. Fig. 5.2a is the tight binding calculating of the
topological phase space of a 3 channel p-wave topological superconductor as a function of
chemical potential µ and electrostatic potential V (x) = V0 that is constant along the wire.
Figs. 5.2b- 5.2f are phase spaces of 3 channel meta-topological wire that we calculate as
a function of chemical potential µ and electrostatic superlattice potential with amplitude
V0 = max(VSL) superlattice unit cell lengths d = 10a, d = 20a, d = 30a, d = 40a,
d = 50a, respectively. The black lines are obtained by calculating Q(p)D = (−1)Q
(p)
BDI
using Eq. 5.3 and tight binding dispersion relation. Our tight binding calculations and
analytical results show a significant agreement since Eq. 5.3 accounts for the asymptotic
behavior of the Majorana wavefunction since we have a very long meta-topological wire
of length L = 15000a. We see that superlattice flips the topological order of topological
superconductor wires and drives them in and out of their topological phases.
5.2. Multichannel s-wave Wires
In this section we focus on multichannel s-wave topological superconductor and meta-
topological insulator wires.
5.2.1. Topological Superconductor Wires
We start by calculating multichannel topological index Q(s)BDI for a 2D Bogoliubov-de
Gennes Hamiltonian Eq. 5.1 for narrow wires. The Hamiltonian reads
H = h(p;x, y)τz + α(p× σ)τz +Bσx + ∆τx, (5.7)
where h(p;x, y) = p2/2m− µ is the single particle kinetic term, α is the spin-orbit cou-
pling strength, B is the Zeeman field strength, and ∆ is the superconducting pair potential
constant [17, 19, 92]. Pauli matrices σi (i = x, y, z) and τi (i = x, y, z) represent the spin-
and particle-hole spaces. In thin-wire limit ξs  W , we omit the chiral symmetry break-
ing contribution the the Hamiltonian coming from py since its expectation value becomes
negligible as 〈∆py〉 ∝ W/ξs [42]. We absorb the remaining py contribution to the Hamil-
tonian 〈p2y〉 by renormalizing the chemical potential to include the transverse quantization
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(e) (f)
Figure 5.2: Topological phase space of a 3 channel p-wave topological superconductor as a
function of chemical energy µ and constant potential along the wire is plotted in Fig. 5.2a.
Topological phase space of a 3 channel p-wave meta-topological insulator wire as a func-
tion of chemical energy µ and electrostatic superlattice amplitude max(VSL) is plotted in
Figs. 5.2b-5.2f for different lengths of electrostatic superlattice unit cell lengths d = 10a,
d = 20a, d = 30a, d = 40a, d = 50a; respectively. Red and white density plots are results
of tight binding calculations where we detect topological phases using sgn(Det(r)) [1]. The
numerical tight binding calculations are made for a 3 channel wire of length L = 10000a for
an effective pair potential ∆eff = 0.3t where t = ~2/2ma2and a is the lattice constant. The
black lines are calculated using Eq. 5.3 and they fit nicely to our numerical calculations.
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as µ → µny = µ − ~2n2ypi2/W 2 [81]. Later we treat chiral symmetry breaking term in
perturbation theory. We then off-diagonalize the Hamiltonian with the method we explain
in Section 3 and write the zero-energy block solutions for a channel with index ny with as
φny± = η±()e
±καx (Afny(x; ) +Bgny(x;−)) (5.8)
+ η±(−)e∓καx
(
Cfny(x;−) +Dgny(x; )
)
, (5.9)
where spinors η±() are eigenvectors of σx+∆σz with positive and negative eigenvalues
for channels ny, κα is the inverse coherence length with κα ≡ ξ−1s = mα∆/
√
B2 −∆2 [3,
91]. Here; fny(x;±) and gny(x;±) are linearly independent decaying and diverging so-
lutions of the single particle Hamiltonian with h(p)ψ
ny
= ±ψ
ny
whose exponential
behavior we write down using Lyapunov exponents along x-direction as fny(x;±) ∝
eΛny (±)x and gny(x;±) ∝ eΛny (±)x at chemical potential µny . We do not consider
the B < ∆ case because it leads to divergent solutions, so we analyze the asymp-
totic behavior of the block-wavefunctions when B > ∆. Zero-energy block solutions
φny± have exponential factors e
±(|κα|−Λny (+))x, e±(|κα|+Λny (+))x, e±(−|κα|−Λny (−))x and
e±(−|κα|+Λny (−))x which gives two decaying and two diverging block-solutions when
Λny(−) < |κα| < Λny(+) and three decaying and one diverging block-solutions when
Λny(−) > |κα| > Λny(+) for each Hamiltonian block. As we already show in Sec-
tion 3, when we have two decaying and two diverging solutions in the same Hamiltonian
block we have accidental solutions so we must count them out. Therefore we derive
the multichannel topological index for s-wave topological superconductor wires with a Z
topological index as
Q(s)BDI =
Ny∑
ny=1
Θ
(
1
ξs
− Λny(+)
)
Θ
(
Λny(−)−
1
ξs
)
−
Ny∑
ny=1
Θ
(
1
ξs
− Λny(−)
)
Θ
(
Λny(+)−
1
ξs
)
(5.10)
where this equation accounts for Majorana modes at the wire’s ends for a multichannel
s-wave topological superconductor [91]. In Eq. 5.10, the first term accounts for all zero-
energy solutions and the second term subtracts the number of accidental solutions. We
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also derive the topological index for each channel with ny index as
Q
(s,ny)
BDI =

+1, if Λny(−) > ξ−1s > Λny()
−1, if Λny(−) < ξ−1s < Λny()
0, otherwise
where the first condition accounts for the Majorana modes and we set the second con-
dition to exclude accidental solutions. We count topologically protected states using a
summation over all channels as Q(s)BDI =
∑
ny
Q
(s,ny)
BDI [91].
We now construct multichannel s-wave topological superconductor wire topological
index in class D. We use Hamiltonian block solutions whose exponential behaviors are
e±(|κα|−Λny (+))x, e±(|κα|+Λny (+))x, e±(−|κα|−Λny (−))x and e±(−|κα|+Λny (−))x. Since we are
in topological class D, topological index should be in Z2. Using similar arguments of
asymptotic decay along the wire, we derive multichannel s-wave topological index by
counting the crossings of the Lyapunov exponents of different channels over the super-
conducting coherence length as
Q(s)D =
Ny∏
ny=1
sgn
(
|Λny(−)| −
1
ξs
)
sgn
(
|Λny(+)| −
1
ξs
)
, (5.11)
where we calculate the topological index using the condition Λny(−) > |κα| > Λny(−)
which gives three decaying and one diverging block functions so that a zero-energy solu-
tions are Majorana wavefunctions.
5.2.2. Meta-Topological Insulators
In this section we extend our exact treatment of the meta-topological wire index formula
in Eq. 4.15 to multichannel thin wires and show that zero-energy wavefunction for each
channel along y-direction with indices ny can be calculated. We first rewrite the zero-
energy wavefunction for a single transverse channel as
Ψ
(N)
ny ,=0 =
([
ψ
ny ,1
. . . ψ
ny ,8
]∣∣∣
x=Nd
)
· T (−Nd) · P · τN · P−1 · c(0), (5.12)
where ψ
ny ,j
are the zero energy Hamiltonian eigenvectors for each of the ny channels.
Translation matrix T , similarity transformation matrix P and diagonal recursion matrix
eigenvalue matrix τ are calculated at the chemical potential µny for a single channel so the
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(a) (b)
Figure 5.3: Topological phase space calculations of a 3 channel s-wave topological super-
conductor in (a) and meta-topological insulator wire in (b) as a function of chemical potential
µ and Zeeman field strength B. The density plots are calculated using Eq. 5.10 where red ar-
eas are topologically nontrivial phases and blue areas are topologically trivial phases. White
lines are plotted using Eq. 5.13 and dashed green lines are s-wave topological superconductor
phase transition boundaries at B2 = µ2ny + ∆
2 | ny = 1, 2, 3. Both topological phase spaces
are calculated with spin orbit coupling strength α = 0.03~2/2ma2, superconductor pair po-
tential ∆ = 0.81~2/2ma2 for a unit cell of length d = 2a. The white lines cover the phase
transitions boundaries in the density plot showing that our formulations of the topological
index are in strong agreement. Topological order flips with the application of the electrostatic
superlattice. The s-wave meta-topological insulator wire phase space strong topological reen-
trant behavior as the phase spaces of each three channels mix into each other.
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dimensions of these matrices do not change. We now calculate the zero-energy wavefunc-
tion after the imposition of boundary conditions. To construct the wavefunctions we again
use upper Hamiltonian block eigenvectors as ψ
ny ,1
, ψ
ny ,2
, ψ
ny ,3
, ψ
ny ,4
and lower block
eigenvectors as ψ
ny ,5
, ψ
ny ,6
, ψ
ny ,7
, ψ
ny ,8
. Then the recursion matrix gets into a block
diagonal form as τ (u) = Diag
[
t(u)ny ,1 · · · t(u)ny ,4
]
and τ (l) = Diag
[
t(l)ny ,1 · · · t(l)ny ,4
]
,
where we calculate upper and lower recursion matrix eigenvalues for each channel as
R(u)s
(u)
ny ,i
= t
(u)
ny ,i
s
(u)
ny ,i
and R(l)s(l)ny ,i = t
(l)
ny ,i
s
(l)
ny ,i
| i = 1, · · · , 4. The wavefunction in
Eq. 5.12 should have three asymptotically decaying and one diverging wavefunction in
one block for a topologically protected solution, so we determine the asymptotic behavior
of the recursion matrix eigenvalues with tNi ∝ e2Nd/Any where ti is a recursion matrix
eigenvalue [85]. So the upper and lower block diagonal eigenvalue moduli take the form
|t(u)ny ,1| > 1, |t(u)ny ,2| > 1, |t(u)ny ,3| > 1, |t(u)ny ,1| < 1 and |t(l)ny ,1| > 1, |t(l)ny ,2| < 1, |t(l)ny ,3| <
1, |t(l)ny ,4| < 1, where the subscripts of recursion matrix eigenvalues does not order the
eigenvalues but we use them to count the number of eigenvalues with moduli less than
unity. Therefore we obtain the multichannel meta-topological thin wire topological index
as
Q(s,MTI)D =
Ny ,4∏
ny ,i=1
sgn
(
|t(u)ny ,i| − 1
)
, (5.13)
where our formulation also includes contributions coming from different channels. Topo-
logical index in Eq. 5.13 can also be derived using the lower block diagonal eigenvalue
matrix since the total number of decaying and diverging solutions are constant. Next we
present our numerical results.
We plot the topological phase space of a 3 channel s-wave topological supercon-
ductor wire in Fig. 5.3a. We obtain density plots using the topological index formula
in Eq. 5.13 as a function of chemical potential µ and Zeeman field strength B. The
red and blue segments in the phase space signify topologically nontrivial and trivial ar-
eas respectively and there is no electrostatic potential V (x) = 0 along the wire. The
dashed green lines are phase space boundaries that we calculate using topological index
in Eq. 5.10 by using the relation Q(p)D = (−1)Q
(p)
BDI [19] with Lyapunov exponents cal-
culated for a constant potential. The calculations done using Eq. 5.10 excellently fits
the three parabolas that come from the topologically nontrivial phase space conditions
B2 > µ2ny + ∆
2 | µny = µ − ~2n2ypi2/W 2 for a three channel s-wave wire ny = 1, 2, 3.
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(a) (b)
Figure 5.4: Tight binding calculations of topological phase spaces of two 3 channel s-wave
meta-topological insulator wires as a function of chemical potential µ and Zeeman field
strength B with a spin orbit coupling constant α = 0.05t, superconducting pair potential
∆ = 0.25t where t = ~2/2ma2 and a is the lattice constant. Both wires in the plots have
the length L = 20000a and they are under an electrostatic superlattice potential with an am-
plitude max(VSL) = t. Numerical tight binding calculations are made using the topological
index Q(p)D = sgn(Det(r)) [1]. Two wires only differ from each other by the electrostatic
superlattice unit cell lengths; in (a) the unit cell length is d = 25a and in (b) the unit length is
d = 100a. The geometry of the electrostatic superlattice affects the topological phase space
strongly. With a smaller unit cell length we see a more severe reentrant behavior of the topo-
logical phase compared to the wire. As the superlattice unit cell length gets larger; we get a
clearer phase space which can be useful in physical realizations of s-wave meta-topological
insulator wires.
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Topologically trivial blue patches for B2 > µ2ny + ∆
2 arise from the hybridization of Ma-
jorana modes, when two bands have Majorana modes at some point in the phase space,
the wire becomes topologically trivial. Fig. 5.3b is the topological phase space of an
s-wave meta-topological wire when the superlattice potential V (x) = VSL is turned on
with an amplitude V0 = ~2/2ma2 where b is half the length of the superlattice unit cell
d = 2a. The dashed green s-wave topological superconductor wire phase transition lines
are kept to compare the phase spaces of both type of wires. The white lines are calculated
using Eq. 5.10 with Q(p)D = (−1)Q
(p)
BDI and they fit the density plot results that we calcu-
late using Eq. 5.13. Figs. 5.3a and 5.3b are calculated with spin orbit coupling strength
α = 0.03~2/2ma2, superconductor pair potential ∆ = 0.81~2/2ma2 for a unit cell of
length d = 2a.
In Figs. 5.4a and 5.4b we present the topological phase space of two 3 channel s-wave
meta-topological insulator wires as a function of chemical potential µ and Zeeman field
strength B with a spin orbit coupling constant α = 0.05t, superconducting pair poten-
tial ∆ = 0.25t with t = ~2/2ma2 and a is the lattice constant. Both wires in the plots
have the length L = 20000a and it is under an electrostatic superlattice potential with an
amplitude max(VSL) = t. Red and white areas in the phase space signify topologically
nontrivial and trivial phases, respectively and the density plots are made calculating the
topological index with Q(p)D = sgn(Det(r)) [1]. We compare numerical density plots to
our analytical topological formula by calculating the topological phase using topological
index formula Eq. 5.10 with Q(p)D = (−1)Q
(p)
BDI . The difference in topological phase spaces
is caused by the superlattice unit cell length where we plot in Fig. 5.4a for a superlattice
unit cell length d = 25a and in Fig. 5.4b for d = 100a. Different unit cell lengths lead
to different topological phase spaces as we see a strong topological reentrant behavior
because of the number of times that the Majorans wavefunction gets backscattered to the
end of the wire. The meta-topological wire in 5.4a has four times less superlattice unit
cells in it which affects the phase space significantly as the topological reentrant behavior
does not dominate the phase space.
Therefore we extend the superlattice unit cell length to d = 800a for a 3 channel wire
and plot our tight binding results using Q(p)D = sgn(Det(r)) as the red and white density
plots and compare them to our numerical calculations using topological index formula
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Figure 5.5: Topological phase tight binding plots as a function of chemical potential µ and
Zeeman field strength B of a 3 channel s-wave topological superconductor wire is plot-
ted in Fig. 5.5a and of a 3 channel s-wave meta-topological insulator wires are plotted
in Figs. 5.5b-5.5i under different electrostatic superlattice amplitudes max(VSL) = 0.25t,
max(VSL) = 0.5t, max(VSL) = 0.75t, max(VSL) = 1.0t, max(VSL) = 1.25t, max(VSL) =
1.5t, max(VSL) = 1.75t, max(VSL) = 2.0t; respectively. The tight binding calculations are
done with Q(p)D = sgn(Det(r)) [1] with spin orbit coupling constant α = 0.05t, supercon-
ducting pair potential ∆ = 0.25t where t = ~2/2ma2 and a is the lattice constant. The
superlattice unit cell length of the wires is d = 800a with a length L = 60000a. The topo-
logical phase space changes as the amplitude of the electrostatic superlattice increases and
we show that topologically nontrivial configurations become more experimentally accessible
since nontrivial segments of the phase space move towards each other. So the electrostatic
potential can be used to observe Majorana modes in s-wave topological superconductor wires
by driving a topologically trivial wire into its nontrivial phase.
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Eq. 5.10 with Q(p)D = (−1)Q
(p)
BDI that we show as the solid black lines. In Fig. 5.5 we use
a very long wire of length L = 60000a in order to increase the number of reflections
which directly effects the nature of the Majorana mode due to backscattering to wire end.
In our tight binding plots in Fig. 5.5 we use a wire with the same material parameters
as the wires in Figs. 5.4. Fig. 5.5a is the phase space of a 3 channel topological super-
conductor wire which has no electrostatic potential applied onto it. In Figs. 5.5b- 5.5i
we plot topological phase space of a 3 channel meta-topological wire as a density plot
using our tight binding results where the superlattice potential amplitudes of each real-
ization are max(VSL) = 0.25t, max(VSL) = 0.5t, max(VSL) = 0.75t, max(VSL) = 1.0t,
max(VSL) = 1.25t, max(VSL) = 1.5t, max(VSL) = 1.75t, max(VSL) = 2.0t; respectively.
As we increase the superlattice potential amplitudes the bands gets closer to each other
around µ = 4t because of the tight binding dispersion relation and display a more experi-
mentally accessible phase space as we see in Fig. 5.5f. We also see that as the superlattice
potential gets stronger we start seeing topological reentrant behavior at higher Zeeman
field strengths as in Figs. 5.5g and 5.5h. The reentrant behavior starts to dominate topo-
logically nontrivial phase space and after a certain superlattice strength the topologically
nontrivial phase almost completely disappears as in Fig. 5.5i. The reason for the non-
trivial phases disappearance is that by applying a very strong superlattice we violate our
weak superlattice potential condition so the wire completely loses its nontrivial phase.
5.3. Conclusion
In this chapter we derived topological indices for multichannel p-wave and s-wave topo-
logical superconductor and meta-topological wires. Considering the thin wire limit; we
derive topological indices for p-wave and s-wave topological superconductors in class D
as Eqs. 5.4 and 5.11, in class BDI as Eqs. 5.3 and 5.10. Also; we calculate topological
indices of p-wave and s-wave meta-topological insulators that use block recursion matrix
eigenvalues in Eqs. 5.6 and 5.13. We also performed simulations that show an excel-
lent agreement with the analytical formulae that we derive using two different methods.
We also compare our formulae to our tight binding calculations that we numerically cal-
culate with a different topological index formula and we see that our analytical results
also show a good agreement with tight binding calculations. In topological supercon-
ductor wires, the application of an electrostatic superlattice flips the topological order
so meta-topological insulator wires have a different topological phase space than that of
60
topological insulator wires. The electrostatic potential we use is a weak electrostatic po-
tential that does not lead to local topological phase transitions that can turn the wire into a
collection of trivial and nontrivial segments. Specifically, we find that p-wave and s-wave
wires can be driven out of their topologically nontrivial phases to enter their trivial phase
with the application of a weak electrostatic superlattice. The reverse statement also holds
for topological wires so an electrostatic superlattice can drive a topologically trivial wire
into its nontrivial phase that harbors Majorana modes. After analysing the geometry of
the electrostatic superlattice we see that applying of an electrostatic potential on a very
long s-wave meta-topological wire with considerably larger superlattice unit cells we can
alter the topological phase space which makes it experimentally more accesible to create
Majorana modes in configurations where an s-wave topological superconductor wire is
its trivial phase. We published some of the results of this chapter in Ref. [91].
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Chapter 6
MODULATING CONDUCTANCE IN QUANTUM ANOMALOUS HALL EF-
FECT
In quantum Hall effect; externally applied magnetic field breaks time reversal symmetry
and leads to the creation of edge states, as discussed in Chapter 2 [55–58]. While the
magnetic field seems essential to the existence of a topologically nontrivial phase, it turns
out substituting it with an internal magnetization on topological insulators and still have
a quantized Hall effect. First proposed by Qi et al. in 2006 [93] this phase is called the
Quantum Anomalous Hall effect. In this proposal, the effective system with magnetiza-
tion M0 that harbors edge states is specified with Hamiltonian [94]
HQAH = h(p;M0)σz + αp · σ, (6.1)
where σi(i = x, y, z) are Pauli spinors in spin-space, α is the spin orbit constant. Different
from p-wave realizations of topological superconductors which have Hamiltonian in the
particle-hole space, the quantum anomalous Hall Hamiltonian is written in a spin space.
So, the kinetic term now has a magnetization term h(p;M0) = M0 +Ap2 whereM0 is the
magnetization. In the kinetic term the constant factorA determines the topologically non-
trivial phase (see Chung et al. [94]). The quantum anomalous Hall Hamiltonian in Eq. 6.1
does not posses chiral symmetry so we cannot use our method of off-diagonalization to
explicitly calculate topologically nontrivial states. We therefore capture essential features
of the edge state by considering its asymptotic nature. This step is similar to our calcula-
tions in Chapter 5, so we do not repeat it here.
The quantum anomalous Hall system whose Hamiltonian is given by Eq. 6.1 has gap-
less states [93]. We apply a magnetic superlattice to cause the opening and closing of
the band gap. Similar to the case of the electrostatic superlattice of Chapters 4 and 5, we
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Figure 6.1: Intermittent closings in the insulating band-gap in a quantum anomalous Hall
insulator caused by the application of magnetic superlattice with an amplitude 0.6t with an
average magnetization 〈M(x)〉 = −1.0t where t = ~2/2ma2 where a is the lattice constant.
apply a weak magnetic superlattice that is not powerful enough to change the topological
order of a quantum anomalous Hall system 〈MSL〉 = M0 and observe that we can open
mini-gaps in the energy spectrum that harbor topologically nontrivial edge states. We
define the magnetic superlattice as
MSL(x) =
M0 +M, for 0 ≤ x (mod d) <
d
2
M0 −M, for d2 ≤ x (mod d) < d
where the amplitude of modulation M is not strong enough to open minigaps without the
magnetic superlattice. We see the effect of the weak magnetic superlattice opening mini-
gaps as the transmission switches to zero in Fig. 6.1. We propose a potential experimental
setup hat can be constructed using weak magnetic superlattices that control transmission
via the edge states by changing the superlattice parameters and the energy of the incoming
particle.
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Chapter 7
CONCLUSION
In this Thesis, we investigate the effects of irregular and regular scattering on topological
order for topological superconducting wires. Work done in this Thesis is partially pub-
lished in Refs. [3, 91]. The results of Chapter 6 will be published in a separate manuscript
(in preparation).
In Chapter 2; we give a brief introduction to the topological properties of materials.
After we explain important developments, we concentrate on topological superconduc-
tors. We explain the existence of topologically protected Majorana modes and properties
of topological superconducting thin wires. We also explain our numerical methods that
we use for tight binding simulations and detection of the Majorana mode.
In Chapter 3; we investigate effects of disorder on the topological index of single
channel p-wave and s-wave topological superconducting wires. We start by calculating
zero-energy wavefunction solutions and look at their asymptotic limit as the topologi-
cal superconductor wire extends into infinity. By investigating the asymptotic behavior
and imposing boundary conditions, we derive new topological indices that show whether
topological superconductor wires harbor Majorana modes at their ends. We compare
our analytical formulae with numerical tight binding calculations that show significant
agreement. We conclude that irregular scattering caused by the disorder leads to a flip
topological order.
In Chapter 4; we apply an electrostatic superlattice on topological superconductor
wires that we name as meta-topological insulators due to their different topological phase
spaces compared to that of topological superconductor wires. We start by analyzing the
transfer matrix of the electrostatic superlattice and then construct a zero-energy wavefunc-
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tion that we use to show topologically protected Majorana wavefunctions exists. We also
derive new topological indices that solely depend on the transfer matrix eigenvalues and
we compare them to our topological indices from the previous chapter using numerical
methods where they show significant agreement.
In Chapter 5; we extend our topological indices formulae to multichannel topological
superconductor and meta-topological thin wires. Different from our earlier topological
indices for single channel wires, we derive two topological indices for each type of multi-
channel topological superconductor and meta-topological thin wires since the topological
classification of superconductors requires a Z topological index in 2D. We numerically
compare our analytical formulae to our tight binding simulations and they show signifi-
cant agreement. Especially, we show that topological order of meta-topological thin wires
can be flipped depending on the electrostatic superlattice modulation amplitude and unit
cell length. We show that the electrostatic superlattice opens and closes the insulating
band gap at configurations where the wire should be topologically trivial, making poten-
tial applications with s-wave topological superconductor wires more easy to attain.
In Chapter 6; we demonstrate the opening and closing of the band gap using a mag-
netic superlattice in a quantum anomalous Hall sample. We show that the quantum
anomalous Hall sample exhibits topologically protected edge states in configurations
where they band gap should be open without the application of the magnetic superlat-
tice.
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