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We demonstrate that supervised machine learning (ML) with en-
tanglement spectrum can give useful information for constructing
phase diagram in the half-filled one-dimensional extended Hubbard
model. Combining ML with infinite-size density-matrix renormal-
ization group, we confirm that bond-order-wave phase remains sta-
ble in the thermodynamic limit.
The theoretical characterization of phase transitions in
strongly correlated systems is important for constructing a
phase diagram. We usually find phase boundaries by detect-
ing anomalous behaviors of physical quantities such as en-
ergy. However, the quantities sometimes exhibit little changes
at the boundaries. Entanglement spectrum (ES) consisting of
the eigenvalues of the entanglement Hamiltonian has been
suggested as an order parameter. For example, the absence
of a gap called Schmidt gap between the low-lying neighbor-
ing two levels of ES is characteristic of topologically ordered
phase like the Haldane phase1) and Kitaev-spin-liquid phase.2)
However, the Schmidt gap is not necessarily a good quan-
tity for detecting phase transition between non-topological
phases. Another strategy will be the use of machine learning
(ML). In fact, ML has been successful in characterizing or-
dered states,3) topological states,4, 5) and photoexcited states.6)
In this paper, we show an example of determining a phase
diagram in a strongly correlated electron system with the help
of supervisedML.We take the half-filled one-dimensional ex-
tended Hubbard model (1DEHM), whose phase diagram has
been discussed in connection with the entanglement of the
ground-state wavefunctions.7–12) In our ML, ES is used as
a training dataset for possible ground states, i.e., the Mott-
insulating (MI), charge-density-wave (CDW), bond-order-
wave (BOW),13) phase-separated (PS), and superconducting
(SC) states. Using a trained neural network, we determine
phase boundaries between the phases in the 1DEHM.
We define the 1DEHM with nearest-neighbor hopping t,
on-site (nearest-neighbor) Coulomb interaction U (V) as
H = − t
∑
i,σ
(c
†
i,σ
ci+1,σ + H.c.) + U
∑
i
ni,↑ni,↓ + V
∑
i
nini+1,
where the operator c
†
i,σ
is the creation operator of an elec-
tron with spin σ(=↑, ↓) at site i and ni =
∑
σ ni,σ with ni,σ =
c
†
i,σ
ci,σ. We consider a half-filled system and take t = 1.
0
4
8
0
4
8
0 2 4 6 8 10 12 14 16 18
0
4
8
x i
i
(a) (b)
(d)
(c)
Fig. 1. ES for the half-filled 1DEHM obtained by iDMRG. We take U = 6.
(a) V dependence of ξi. The distribution of ξi for (b) V = 2.9, (c) V = 3, and
(d) V = 3.1.
Since ES is useful for characterizing phases of
1DEHM,7–12) we use ES as a training dataset in the
present study. In order to calculate ES, we use infinite-
size density-matrix renormalization group (iDMRG)
method14) . We keep 400 to 600 density-matrix eigenstates.
In a system composed of two subsystems, A and B, a
Schmidt decomposition of a many-body state |ψ〉 reads
|ψ〉 =
∑
i pi|ψ
i
A
〉|ψi
B
〉 =
∑
i e
−ξi |ψi
A
〉|ψi
B
〉, where pi is the
eigenvalue of reduced density matrix ρA = TrB|ψ〉〈ψ| = e
−HE
for subsystem A and ξi is the eigenvalue of the entanglement
Hamiltonian HE that constructs ES. We take the subsystem
A to be half of the whole system throughout this paper.
Figure 1(a) shows V dependence of ξi for the ground state
with U = 6. It is known that there are three phases atU = 6:15)
MI in 0 < V . 3, BOW in 3 . V . 3.1, and CDW
in 3.1 . V < 5. In Fig. 1(a), we can identify the change
of distribution in ξi around V = 3. In order to make clear
phase boundaries around V = 3, we plot ξi for V = 2.9,
3.0, and 3.1 in Figs. 1(b), 1(c), and 1(d), respectively. We
find that the number of degeneracy from the lowest level
is 1, 3, 4, 1, 1, 3, 4, · · · for V = 2.9, 1, 3, 4, 1, 1, 3, 4, · · · for
V = 3, and 1, 2, 1, 1, 2, 2, 2, 3, 1, 1, 1, · · · for V = 3.1. The se-
quence of degeneracy does not change between V = 2.9 and
V = 3, but changes between V = 3 and V = 3.1. In this sense,
phase transition at V ∼ 3.1 between BOW and CDW is eas-
ily found by using the degree of degeneracy equivalent to the
Schmidt gap. On the other hand, for phase transition between
BOW and MI at V ∼ 3, there is no obvious signal indicating
a qualitative change in ES. This may be due to the fact that
the phase boundary is of Kosterlitz-Thouless type. One of the
useful strategies for detecting the change in ES will be the use
of ML, which can automatically detect the intrinsic pattern of
ES for each phase.
Among various techniques in ML, K-means clustering16) is
a type of unsupervised learning, which is used when we have
data without defined categories or groups. This algorithm can
find K groups in the data by minimizing the within-cluster
sum of squares. In Fig. 2 (a), we show the phase diagram for
the parameter space {0 < U < 10, 0 < V < 5} obtained by
the K-means clustering on the ES data with K = 3 corre-
sponding to CDW, BOW, and MI. We cannot obtain correct
phase boundaries denoted by white lines. This indicates that
the clustering structure of ES is insufficient for constructing
1
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Fig. 2. (Color online) Ground-state phase diagram of the half-filled
1DEHM constructed by using ML techniques combined with ES. (a) K-
means clustering for U > 0 and V > 0. The white lines denote the
phase boundaries determined by finite-size DMRG.15) (b) Neural network for
U > 0 and V > 0. (c) The same as (b) but using ES from finite-size DMRG
with L = 120. (d) Neural network for −10 < U < 10 and −5 < V < 5 using
ES from finite-size DMRG with L = 40. MI, CDW, BOW, PS, singlet-SC,
and triplet-SC phases are shown by red, yellow, blue, brown, green, and light
green colors, respectively.
phase diagram.
We next try supervisedML. Training data are extracted ran-
domly from the following parameter regions: {1 < U < 3, 0 <
V < 0.2} and {3 < U < 7, 0 < V < 1} for MI, {0 < U <
0.8, 0.5 < V < 4} for CDW, and {2 < U < 6,V = U/2} for
BOW. The total number of the data for each phase is 10,000.
Using these dataset, we construct a three-layer neural network
with one hidden layer, where 200 input units for the 200 low-
est ES, 300 hidden units for the hidden layer, and 3 output
units to distinguish the CDW, BOW, and SDW phases. Our
network is trained and optimized with the help of Chainer
framework.17) The network produces a phase diagram shown
in Fig. 2(b), where phase boundaries are consistent with the
reported ones15) denoted as the white lines in Fig. 2(a).
The presence of BOW has been confirmed only for finite-
size system up to the system size L = 512.15) On the other
hand, our ML result in Fig. 2(b) corresponds to the thermody-
namic limit because of the use of iDMRG. This confirms the
stability of BOW in the thermodynamic limit. Phase bound-
aries can be determined by order parameters and excitation
gaps, while these simulations are performed very naively. The
ML-approach in combination with iDMRG gives an alterna-
tive opportunity to obtain phase diagram directly in the ther-
modynamic limit.
In order to know whether the same phase diagram is ob-
tained for finite-size systems, we calculate ES by finite-size
DMRG18) and train the neural network. Figure 2(c) shows the
phase diagram for the L = 120 chain. The phase boundaries
similar to the thermodynamic tcase in Fig. 2(b) are obtained.
Encouraged by this small finite-size effect, we apply our
ML procedure to a shorter chain with L = 40 but examine
phase boundaries in the full parameter space with −10 < U <
10 and −5 < V < 5, where six phases are known to exist: MI,
CDW, BOW, singlet-SC, triplet-SC, and PS states. We thus
use 6 output units. Training data are extracted randomly from
various parameter regions.19) In order to improve the accuracy
of ML, the neural network is combined with majority voting,
which is called model averaging.20, 21) In addition, we use not
ξi but ξi+1−ξi as a training dataset. Figure 2(d) exhibits the ob-
tained phase diagram, being qualitatively consistent with the
previous reports (see, for example, Fig. 1 in Ref. 11). How-
ever, there are several problems: the MI phase (red in color) is
seen near the narrow region of U ∼ 0 and V < 0, and the PS
phase (brown in color) is nonuniformwith several dots. These
problems indicate that the classification of all six phases at
once is less accurate as compared to the case with only three
phases [Figs. 2(b) and 2(c)]. In order to classify these phases
more accurately, we need to find out a more efficient way to
construct the neural network, which remains as a future work.
To summarize, we have demonstrated that the supervised
ML whose neural network is trained by inputting ES can give
a phase diagram of the half-filled 1DEHM, which is consis-
tent with the previously known result. We have also confirmed
that BOW remains stable in the thermodynamic limit. Further-
more, examining unknown states of matter using this super-
vised ML will be interesting. One example is an application
for photoexcited states in the 1DEHM.6)
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