The syzygies of a generic canonical curve are expected to be as simple as possible for p ≤ (g − 3)/2. We prove this result here for p ≤ (g − 2)/3 only. The proof is carried out by considering infinitesimal deformations near a hyperelliptic curve.
Introduction
Let C be a nonsingular curve of genus g over an algebraically closed field k of characteristic zero. Let K be the canonical sheaf on C. If C is not hyperelliptic, the map associated to the complete canonical series |K |,
is an embedding and the image curve is projectively normal. If the curve is neither trigonal nor a plane quintic, the ideal of C is known to be generated by quadrics. Continuing in this vein, M. Green made the conjecture that the resolution of the ideal of C in P g−1 should depend on the linear series that C has.
To make this precise, one defines property N p . Take a minimal resolution of the ideal sheaf of C in P g−1 . Then one says that property N 0 holds if C is projectively normal, N 1 means that the ideal of the curve is generated by quadrics, and N 2 means that in addition the syzygies among these quadrics are generated by linear relations. In general, N p means that N p−1 holds and the pth syzygies are generated by linear relations.
Define the Clifford index of C by
In particular, for a curve that is generic in the sense of moduli, the Clifford index of C is given by [(g − 1)/2], while the most special curves from the point of view of the Clifford index are hyperelliptic curves that have Cliff(C) = 0. CONJECTURE 0.1 (Green (cf. [G, Conj. 5 
.1]))
The curve C has property N p if and only if Cliff(C) > p.
Most of the early effort on syzygies of curves seems to concentrate on the proof of this conjecture. The only if part of Conjecture 0.1 was proved by Green and R. Lazarsfeld (cf. [G, Appendix] ). The conjecture has been proved for g ≤ 8 (cf. [S1] ) and for p = 2 (cf. [V] , [S3] ). Much less publicised (maybe outside a circle of experts) is the following statement that says the generic curve satisfies Conjecture 0.1. CONJECTURE 0.2 (Generic Green's conjecture (cf. [G, Conj. 5.6 
]))
The generic curve C of genus g satisfies N [(g−3) /2] .
An early attempt to deal with this weaker statement was made by L. Ein [E] . Some methods that could be used to deal with the problem are suggested by D. Bayer, D. Eisenbud, and Green (cf. [BE] , [EiG] ). The most complete result to date seems to be in [S2] , where it is proved that the generic curve satisfies N p for p bounded in the order of √ g
The relevance of Conjecture 0.2 is enhanced by the following result of A. Hirschowitz and S. Ramanan (cf. [HiR, Th. 1.1] ). In fact, we can prove slightly more. The generic ( p + 3)-gonal curve satisfies N p . The previously known result in [S2] gave a bound g ≥ p 2 + p. Our approach is as follows: define a vector bundle E as the dual of the kernel of the evaluation map of the canonical linear series.
Definition 0.5
The vector bundle E is the dual of the kernel of the following exact sequence:
From a result of K. Paranjape and Ramanan (cf. [PR, Rem. 2.8, p. 507] ), Green's conjecture follows from the surjectivity of the maps
, r ≤ Cliff(C).
We expect this to be the case for C generic. To this end, consider a hyperelliptic curve C 0 . Notice that the map E) . As C 0 is hyperelliptic, this subspace is proper. We start by computing W and the image W r ⊂ H 0 (C 0 , ∧ r E) of its exterior powers ∧ r W . Every infinitesimal deformation of the curve C 0 determines a unique infinitesimal deformation of E which preserves it as the dual of the kernel of the canonical evaluation map. Consider the deformation of ∧ r E that this induces. We then look at the sections of H 0 (∧ r E) that give rise to sections of the infinitesimal deformation of ∧ r E . For a deformation corresponding to a k-gonal curve, we expect that for r ≤ k − 2 these sections are those in W r .
Identification of the vector bundle E and its space of sections
Notation. In this section and in Section 3, C = C 0 denotes a hyperelliptic curve, and L denotes the unique line bundle of degree 2 with two sections.
If F is a vector bundle on a curve C, we write H i (F) for H i (C, F) if there is no danger of confusion. If several curves are involved or if we are considering sections on an open set only, we make this clear.
As in the previous section, E denotes the vector bundle defined in Definition 0.5, 
and that
Therefore, the exact sequence defining E * is the pullback of the exact sequence in P 1 ,
Denote byH the space of sections H 0 (P 1 , O P 1 (1)). Tensoring (*) with O(1) and taking global sections, one obtains
Hence, H 0 (Ker ⊗O(1)) ≡ S g−2H ⊗ ∧ 2H (cf., e.g., [FH, Ex. 15.20, p. 224] ). Using the exact sequence (*), one checks that Ker is a direct sum of line bundles of degree
⊗∧ 2H ⊗O(−1). As E * = π * (Ker), H = π * H , the result follows. PROPOSITION 
1.2
Let the notation be as above. Choose r ≤ g − 1. Then
Moreover, the map
can be identified to
and is an immersion. In particular, its image W r has dimension g r .
Proof
From the exact sequence defining E (cf. Definition 0.5 ), we obtain the following exact sequence:
Note that the slope µ(
Then, taking cohomology in the sequence above, we obtain the injectivity of the map
The map
is obtained as follows. Consider the natural map t,
Tensoring with S g−2 H and composing with the natural cup-product map cup, we obtain
Define ϕ 1 as the dual of the above composition. We give next a description of this map in coordinates. Let 1, x be a basis for H , and let 1, y be the dual basis for H * . Then
For any positive integer k, we can identify S k H with the space of polynomials of degree at most k in a variable x, and S k H * with the space of polynomials of degree at most k in one variable y = x * . Identify ∧ 2 H * → k by the isomorphism y ∧ 1 → 1. Then
Hence, by duality, ϕ 1 acts by
with the convention that on the right-hand side y g−1 = 0, y −1 = 0. With the identification of ∧ 2 H * with k, this can be written as
By taking wedge products of this map, one then sees that
again with the convention that on the right-hand side
The images of these elements are linearly independent as their leading terms (i.e., the terms of highest degrees on x and y jointly) obviously are. This gives an alternative proof of the result.
General setup for infinitesimal deformations Recall 2.1
We recall the basic setup for deformations of a curve, a vector bundle, and its space of sections.
Write k[t]/t 2 = k . By an infinitesimal deformation of the curve C we mean a curve C over Spec k with central fiber C. Similarly, by an infinitesimal deformation of a vector bundle F we mean a vector bundle over C × Spec k with central fiber F. By an infinitesimal deformation of the pair we mean a curve C and a vector bundle E over C .
Recall that the set of infinitesimal deformations of the curve C can be parametrised by H 1 (C, T C ) and the set of infinitesimal deformations of the vector bundle F can be parametrised by H 1 (F * ⊗ F), while the set of infinitesimal deformations of a pair consisting of a curve C and a vector bundle F on C can be parametrised by H 1 ( F ), where F denotes the sheaf of first-order differential operators acting on F.
We describe next the correspondence between these objects (cf. [W, proof of Prop. 1.2 ] and also [BiR, proof of Th. 2.3] ). Assume as given an element ν ∈ H 1 (T C ). We think of the sections of the sheaf T C over an open set U as the set of (k-linear)-
. We associate to ν the following deformation of C. Consider the trivial deformations of the U i , namely, U i × Spec k . Glue them along the intersections U i j × Spec k using the matrices Id 0 ν i j Id .
The correspondence ν i j → C obtained in this way is a bijection. Assume now as given an element ϕ ∈ H 1 (F * ⊗ F). Represent it by a cocycle
This gives the correspondence between H 1 (F * ⊗ F) and deformations of F. Assume now that a section s of F can be extended to a section s of the deformation. Then there exist local sections
This can be written as ϕ i j (s) = s j − s i . Equivalently,
This result can be formulated using the language of Brill-Noether theory; the set of infinitesimal deformations of the vector bundle F which have sections deforming a certain subspace V ⊂ H 0 (F) consists of the orthogonal to the image of the Petri map
Assume now as given an element σ ∈ H 1 ( F ). We think of F (U ) as the set of additive morphisms σ :
Consider the associated element (ν i j ) ∈ H 1 (T C ) and the corresponding deformation C of C. Take then the vector bundle on C obtained by gluing the trivial extensions of F on U i by means of the matrices Id 0 σ i j Id .
As in the case of deforming the vector bundle alone, deformation of sections is easy to interpret; the set of infinitesimal deformations of the pair (C, F) that have sections deforming a certain subspace V ⊂ H 0 (F) consists of the orthogonal to the image of the Petri mapP
defined as the dual of the natural cup-product map
Consider the exact sequence
and its dual (cf. [AC, p. 18 
Here ⊕ T C F i denotes the fibered sum over T C of the F i . Proof
Consider an open set U . Let σ : F(U ) → F(U ) be a first-order differential operator acting on F. Using the decomposition of F as a direct sum, σ admits a representation as a matrix (σ i j ), where σ i j :
Using the fact that
we find that σ kk is a first-order differential operator corresponding to the same ν as σ ,
is a direct sum of vector bundles. Denote by P i ,P i , P i the Petri maps corresponding to the F i . Then P F can be obtained as the composition
where the first map is the projection and the second map is (1/n) ⊕ P i .
Proof
Consider the right-hand square in (2.1.3) for each one of the F i . As in Lemma 2.3, consider the fibered sum of the F i over T C . One then has a commutative square
Take also the corresponding square for F,
Consider the cube that has these diagrams as back and front faces, respectively. We define four maps in the side edges. The maps
are natural diagonal injections (with zeros on the terms corresponding to a pair
Notice that from Lemma 2.3 the first map is well defined. With these definitions the left-hand square commutes. The map
is defined as the dual of the natural projection. By dualisation, one can then check that the bottom face commutes. If we take as the fourth map the homothety
then the top face commutes too. As
is onto, this shows that the right-hand square commutes. Dualising this square, one obtains the result in Lemma 2.4.
Recall 2.5
We want to study next the infinitesimal deformations of a hyperelliptic curve that correspond to loci of (k = r + 2)-gonal curves. Consider a g 1 k on a hyperelliptic curve C, k ≤ g − 1. Such a linear series can be written as its fixed part D plus its mobile part V , where D is a divisor of degree k − 2 j and V is a two-dimensional subspace of the space of sections of jg 1 2 , 1 ≤ j ≤ k/2. Let i be the hyperelliptic involution. Denote by t,t sections of O(D), O(D) corresponding to D, i(D), respectively. Let s 0 , s 1 be sections of jg 1 2 generating V . Let P V be the Petri map corresponding to this g 1 k . By the base-point free pencil trick, the kernel of P V can be identified to the space of sections of (g − 1 − k)g 1 2 as follows:
where D s is the divisor associated to the section s and R V denotes the ramification divisor corresponding to V . Notice that R V = R + ϕ * (R P 1 ), where R P 1 is the ramification divisor of a g 1 j in P 1 , ϕ : C → P 1 is the map associated to the g 1 2 , and R is the ramification divisor of ϕ. Hence, all these linear series have R as a fixed divisor and contain an additional fixed divisor that can be written as D + i(D ) with D of degree k − 2. The orthogonal in H 1 (T C ) to one such subspace is a vector space of dimension 2g + k − 3. As the divisors D depend on k − 2 j parameters, their union fills a subvariety of dimension at most 2g + 2k − 5 . If k < (g + 2)/2, this is a proper subspace of H 1 (T C ). In particular, this gives another proof of the well-known fact that a generic curve is not k-gonal for k < (g + 2)/2.
We now want to fix for every k < (g+2)/2 one particular direction corresponding to a k-gonal curve that is not (k − 1)-gonal.
Giving a direction in H 1 (T C ) is equivalent to giving a hyperplane in H 0 (2K ). Also, as we are only considering linear series in H 0 (2K − R), it is enough for our purposes to give the trace of the hyperplane with H 0 (2K − R). The hyperelliptic directions are those that deform the g 1 2 , hence, those that contain H 0 (2K − R). Any nonhyperelliptic direction gives rise to a proper hyperplane in H 0 (2K − R).
Choose a basis of the space of sections of the g 1 2 as 1, x, vanishing at infinity and zero, respectively. Then a basis for (g − 3)g 1 2 is given by 1, x, . . . , x g−3 . We want to choose a hyperplane in (g − 3)g 1 2 corresponding to a k-gonal curve that is not (k − 1)-gonal. This is equivalent to saying that the hyperplane contains a subspace of the form D k−2 +(g −k −1)g 1 2 but does not contain any subspace of the form D k−3 +(g −k)g 1 2 . Take the hyperplane to be the subspace of codimension 1 of (g − 3)g 1 2 with basis the monomials in x except for x k−3 . Then this hyperplane contains the linear series of divisors that vanish with multiplicity k − 2 at zero but does not contain any complete linear series with a fixed divisor of degree k − 3.
Deformations of E
We apply the setup of the previous section to the hyperelliptic curve C 0 and the vector bundles ∧ r E. As in Section 1, L denotes the hyperelliptic line bundle (i.e., the line bundle on C of degree 2 with two sections). We assume in all that follows that r ≤ g − 1 − r . PROPOSITION (E) gives by restriction an isomorphism
Proof From 1, tensoring with K ⊗ ∧ r E, one obtains the following exact sequence:
* has negative slope and is semistable, it has no sections. Hence, taking cohomology above, the result follows.
We give next a second proof that allows us to deal with the subject in coordinates. From Proposition 1.2,
so one has
Hence,
Then the Petri map P H 0 (∧ r E) and its restriction P W r to W r ⊗ H 0 (K ⊗ (∧ r E) * ) can be written as the tensor product with the vector space U = ∧ r (S g−2 H ⊗ ∧ 2 H ) of the diagram 
with the convention that on the right-hand side y −1 = 0, y g−1 = 0. We describe q W r as follows. Assume as given integers 0
There is then a value l with 0 ≤ l ≤ r such that
where the sumation extends to the indices
with the conventions j r +1 = g − 1, j −1 = −1. Notice that the map q W r is well defined as 0
We check next by direct computation that the composition p W r oq W r = Id. As the two vector spaces involved have the same dimension, this suffices in order to prove the isomorphism:
Note that for a fixed value of t 2 , . . . , t l , s l+1 , . . . , s r , 2 , . . . , r the terms corresponding to t 1 and 1 = 1 and to t 1 = t 1 + 1 and 1 = 0 cancel each other. The only terms that then remain are those with maximum t 1 and 1 = 1 or with minimum t 1 and 1 = 0. The former correspond to y j 1 − j 1 −1 = y −1 , and so they are zero by convention. The latter correspond to y j 1 . Hence, any term that remains in the sum has j 1 as the first exponent for y. Similarly, for one of these fixed values of t 1 , 1 , and arbitrary values of t 3 , . . . , t l , s l+1 , . . . , s r , 3 , . . . , r , the terms corresponding to t 2 , 2 = 1 and t 2 = t 2 + 1, 2 = 0 cancel each other. The only terms that then remain are those with maximum t 2 and 2 = 1 or with minimum t 2 and 2 = 0. The former correspond to y j 2 −( j 2 − j 1 −1)−1 = y j 1 . As we know that the first exponent of y is j 1 , we get y j 1 ∧ y j 1 ∧ · · · = 0. The case of minimum t 2 , 2 = 0 corresponds to y j 1 ∧ y j 2 ∧ · · · . Continuing in this way, we see that we only need to consider terms of the form
Start then at the other end. Reasoning as above, one sees that the only term that stays for the last coefficient is y j r . After this, one checks successively that the only term that remains in the (r − 1) place is y j r −1 ; in the (l + 1) place, y j l+1 .
COROLLARY 3.2 For any given infinitesimal deformation ν of the curve C 0 , there is a unique infinitesimal deformation σ of the pair consisting of C 0 and the vector bundle ∧ r E such that W r can be extended to a space of sections of the deformation. Proof
Consider the Petri map
Consider the commutative diagram (2.1.3) in the case when F = ∧ r E, V = W r :
From Proposition 3.1, P * is an isomorphism and Ker P = 0. Hence, every element in 
Proof
It is enough to prove the result whenŴ has dimension a = dimW r + 1. Consider the diagram (2.1.4) for the case F = ∧ r E, V =Ŵ . We obtain
We make the identification
by using the exactness of the sequence below after tensoring with U and U * :
Here the map i :
The map from Ker P to H 0 (2K ) is now easy to describe using Lemma 2.2. Identify H 0 (2K − R) = S g−3 H . Consider the natural cup-product map
Take the tensor product with U and U * , and get
Compose this with the cup product with the Id in U ,
and, finally, the inclusion of
to obtain the desired map. Fix an (r + 2)-gonal not (r + 1)-gonal direction. We want to show that for every q the image of the subspace corresponding to q is not contained in the corresponding direction.
There is a unique map
The mapψ can be obtained by tensoring with Id U * from a map
The equations of ψ can be given in coordinates. Choose a basis element in U ⊗ S r H ⊗ S g−1−r H . Write it as y j 1 ∧· · ·∧y j r ⊗x a ⊗x b . Let k be such that j k +1 ≤ a+b ≤ j k+1 . Here we take j 0 = −1, j r +1 = g − 1.
Define
Also, for another set of subindices 0 ≤ t 1 < · · · < t r ≤ g − 2, define
We drop the (t i ) and/or the ( j i ) from the notation when these are clear. Then, using again the convention y −1 = 0, y g−1 = 0,
Here the first summation excludes the term (t 1 , . . . , t r ) = ( j 1 , . . . , j r ). Let us check first that the indices that appear are in the allowable ranges, namely,
As λ 1 ≤ c ≤ λ 2 , the condition for c is equivalent to λ 1 ≥ 0, λ 2 ≤ r − 1, and these follow from the definitions of λ 1 , λ 2 .
Now from c ≥ λ 1 , b + a ≤ j k+1 , it follows that
Using the definition of λ 1 , this quantity equals
Similarly, from c ≤ λ 2 , b + a ≥ j k + 1, it follows that
Using the definition of λ 2 , this quantity equals
Hence, b + a − c + t i − j i − 1 ≥ 0. In order to check that the definition of ψ is correct, it suffices to show the following two things.
CLAIM 1
The map ψ satisfies the following property:
CLAIM 2
Proof of Claim 1
As (a + 1) + b = a + (b + 1) and the j 1 , . . . , j r are fixed, the value of k in the definition of ψ is the same for
Hence, the first large summand in the definition of ψ is the same for both. Then
If k ≤ a, the first and third terms in the above expression do not appear, while the difference between the second and fourth terms is
as needed. If k > a, the second and fourth terms in the above expression do not appear, while the difference between the third and first is the same as before. This finishes the proof of Claim 1
Proof of Claim 2
We distinguish several cases. Assume first that some t i (say, t i 0 ) is different from j i , j i − 1. Consider the coefficient of (t 1 , . . . , t r ) in the two sets of indices given by ( j 1 − 1 , . . . , j i 0 , . . . , j r − r ) and ( j 1 − 1 , . . . , j i 0 − 1, . . . , j r − r ) for fixed values of 1 , . . . , r . If both indices give the same value of k, then the λ's are also equal. Hence, y t 1 ∧ · · · ∧ y t r appears in both sets of indices with the same coefficients, and the corresponding expressions cancel each other. If the k is not the same for both expressions, there is an l, l = i 0 , such that
We further regroup the indices j's by considering the following set of four:
The first two sets of indices give k = l, while the second two give k = l − 1.
(1) denote the lambdas corresponding to (1). Then this value of t's does not appear in the expression of ψ for (2). In (3) the values are λ 1 (3) = λ 1 − 1, λ 2 (3) = λ 2 − 1, and in (4) they are λ 1 (4) = λ 1 − 1, λ 2 (4) = λ 2 . For a given value of c the sum of the signed coefficients is
Similarly, if t l = j l − 1, the λ's are, respectively, λ 1
, while this set of indices does not appear in (3). Again, the sum of corresponding coefficients is zero.
If t l = j l , j l−1 , the lambdas satisfy
Hence, the corresponding coefficients cancel each other. Assume now that each t i equals either j i or j i−1 . We use induction on r . The case r = 2 can be checked by hand.
Assume first that for some i, t i = j i − 1. We can take i maximal so that t i+1 = j i+1 , . . . , t r = j r . We want to compare the coefficients corresponding to the (r − 1)-
with those of
There is an l such that
the values of the lambdas in (0). Then in (1) they are again k = l, λ 1
(1) = λ 1 , λ 2 (1) = λ 2 , while these values of t do not appear in the expression of ψ for (2). Hence, the coefficients in (0) and (1) for a fixed value of c are the same and (2) can be ignored.
If l > i, then in (0), k = l − 1. We distinguish two cases. If r − 1 − i < j l+1 − l+1 , then k = l for both (1) and (2), while λ 1
(1) = λ 1 + 1, λ 2 (1) = λ 2 + 1 and λ 1 (2) = λ 1 , λ 2 2 = λ 2 + 1, respectively. As
the coefficients in (1) and (2) add up to the coefficient in (0).
If l > i and r − 1 − i = j l+1 − l+1 , we further regroup the indices. We can assume l = 0; otherwise this value of t would not appear in any of the indices considered. In order to simplify notation, assume that l+1 = 0. Consider then, in addition to (0) and the corresponding (1) and (2),
together with the corresponding (1) and (2) , where
. These values of t do not appear in (2) . As
the signed coefficients in (1), (2) , (1) , and (2) add up to the coefficient in (0) and (0) . Finally, consider the case
0) the values of the lambdas for (0). Then in (2) they are k = l, λ 1 (2) = λ 1 + 1, λ 2 (2) = λ 2 + 1, while these values of t do not appear in the expression of ψ for (1). Hence, the coefficients in (2) for a fixed value of c, λ 1 + 1 ≤ c ≤ λ 2 + 1, can be compared to the coefficients of c − 1 in (0).
. . , j r − r ), k = l + 1, and as t l+1 = j l+1 , the index t does not appear in (2) . Also, the index does not appear in (1) and (1) when they have first index j 1 − 1. Now
So the coefficients of (0) and (0) for c − 1 add up to the coefficient of (1) for c. If j 1 + 1 ≤ r − i , the coefficients in (0) and (2) are both k = 0, λ 1 , λ 2 , while in (1) they are 0, λ 1 , λ 2 + 1. Again,
Hence, the sum of coefficients in (1) and (2) adds up to the coefficient in (0). This completes the proof of Claim 2.
Consider now the composition of the map ψ with the natural product map
The image by p of the first summand in the definition of ψ is zero unless λ 1
Notice that
It follows that λ 1
where in the above sum t ≤ j i , i < k and t > j i , i > k. As before, let π id be a cup product with the identity in U andp = p ⊗ Id U * Denote by α the composition α = π Idpψ . Consider the following condition: 
Here any term containing y −1 , y g−1 or · · · ∧ y i ∧ y i ∧ · · · is zero by convention. Assume as given an elementw of U ⊗ S r H − W r . This can be written in the formw
Write now w
Consider the expression of w 0 in coordinates,
By construction, this satisfies (c 0 ) 0 j 1 ,..., j r = 0. Define now
Again, write its expression in coordinates as
The coefficients satisfy
Continuing by induction, define This w r satisfies all the conditions required. We now prove unicity of such a w r . Assume there are two elements of the given form in a given W that do not differ in a homothety. Then a nonzero linear combination of the two is in W r . Hence, W r contains an element of the given form. We show next that such an element is zero.
We write an element in W r as
..,r −1 = 0.
As c 0
Using the condition λ i 1 ,...,i r = 0 if i 1 > 0, we obtain λ 0i 2 ,...,i r = 0 if i 2 ≥ 2. Continuing by induction, we obtain λ 01i 3 ,...,i r = 0 if i 3 ≥ 3, . . . , λ 0,1,...,r −1 = 0. This completes the proof of unicity.
Fix now an r . Choose a direction corresponding to an (r + 1)-gonal curve that is not r -gonal. As we saw in Recall 2.5, one can take the direction whose dual hyperplane is given by x r −1 = 0. With the notation as above, we want to show now that for any space W strictly containing W r ,
is not contained in this hyperplane. To simplify typesetting, we write β for the composition of α with projection corresponding to taking the coefficient of x r −1 . We can assume l i = j i , l i = j i−1 , and i < k; or l i = j i+1 and i > k. Then = 0 for some j 1 > 0. Choose a minimal with the condition c a n 1 ,...,n r = 0, n 1 > 0. In particular, a ≥ 2. Let k be such that n k ≤ r − 1, n k+1 ≥ r . As 1 ≤ j 1 < j 2 < · · · < j r , k ≤ r − 1. We now look at β(q ⊗ x b ⊗ y l 1 ∧ · · · ∧ y l r ) for the following values of (b; l 1 , . . . , l r ):
(r − a; n 1 , . . . , n r ), (r − a + 1; n 1 , . . . , n i − 1, . . . , n r ), i = 1, . . . , k, (r − a + 2; n 1 , . . . , n i 1 − 1, . . . , n i 2 − 1, . . . , n r ), i 1 < i 2 ≤ k, . . .
(r − a + k; n 1 − 1, . . . , n k − 1, n k+1 , . . . , n r ).
Note that by assumption 3r ≤ g + 1, k ≤ r − 1, a ≥ 1. It follows that r − a + k ≤ 2r − a − 1 ≤ 2r − 2 ≤ g − 1 − r . Therefore, the values of b above are allowable. The values of the l i may not be allowable if there is a pair of consecutive terms satisfying n i+1 = n i + 1 as we then cannot take n i+1 − 1. We deal with this situation later. We check that β(q ⊗ x b ⊗ y l 1 ∧ · · · ∧ y l r ) = 0 for all these values of (b; l 1 , . . . , l r ) implies c a n 1 ,...,n r = 0, contradicting our choice. We continue to make the conventions = ac a n 1 ,...,n r .
We can assume a = 0 as by assumption c 0 n 1 ,...,n r = 0. Hence, as we work in characteristic zero, c a n 1 ,...,n r = 0. Note that if n i+1 = n i +1 for some i, we cannot consider the values (b; l 1 , . . . , l r ) that contain n i+1 − 1 unless they also contain n i − 1. But the formal expressions β(q ⊗ x b ⊗ y l 1 ∧ · · · ∧ y l r ) are zero; each of its terms contains either the pair c ...,n i n i ,... or c ...,n i n i +t,... . The latter terms appear twice with different signs: the first occurrence appears when we modify the term (i + 1) th ; the second one comes from the term n i+1 − 1 = n i that slides down to the place i. Note that for C nonhyperelliptic, W = H 0 (E). This follows from the projective normality of C (case p = 0 of the conjecture).
Proof
If, for a given curve C, ψ C,r is injective, the same holds for every curve in a neighborhood of C in M g . As dim ∧ r W = g r , Proposition 1.2 shows that ψ C 0 ,r is injective for C 0 hyperelliptic. Hence, the result follows. Alternatively, the proof of Proposition 1.2 holds for any curve.
The following proposition now concludes the proof of Theorem 0.4. 
