Abstract. The well-known central configurations of the three-body problem give rise to periodic solutions where the bodies rotate rigidly around their center of mass. For these solutions, the moment of inertia of the bodies with respect to the center of mass is clearly constant. Saari conjectured that such rigid motions, called relative equilibrium solutions, are the only solutions with constant moment of inertia. This result will be proved here for the Newtonian three-body problem in R d with three positive masses. The proof makes use of some computational algebra and geometry. When d ≤ 3, the rigid motions are the planar, periodic solutions arising from the five central configurations, but for d ≥ 4 there are other possibilities.
Introduction
It is a well-known property of the Newtonian n-body problem that the center of mass of the bodies moves along a line with constant velocity. Making a change of coordinates, one may assume that the center of mass is actually constant and remains at the origin. Once this is done, the moment of inertia with respect to the origin provides a natural measure of the size of the configuration. The familiar rigidly rotating periodic solutions of Lagrange provide examples of solutions with constant moment of inertia. Saari conjectured that these are in fact the only such solutions [11] . The goal of this paper is to provide a proof for the three-body problem in R d . This corresponding result for the planar problem was presented in [9] .
The three-body problem concerns the motion of three point masses m i > 0, i = 1, 2, 3, under the influence of their mutual gravitational attraction. Let q i ∈ R be the moment of inertia with respect to the origin. Saari's conjecture is about solutions such that I(t) is constant, say I(t) = c. One way to get such a solution is to make the configuration rotate rigidly around the origin. Suppose that q i (t) = R(t)q i (0) where R(t) ∈ SO(d) is a time-dependent rotation in R d . It is known that such a rigid motion is possible only if R(t) is a rotation with constant angular velocity Ω ∈ so(d); see [12, 1] ). Such uniform rigid motions are called relative equilibrium solutions.
In dimensions d ≤ 3, the relative equilibrium solutions have been known since the time of Euler and Lagrange [8, 12] . The masses must form a so-called central configuration. The only possible shapes, up to symmetry, are the equilateral triangle and three special collinear configurations, one for each of the rotationally distinct orderings of the masses along the line. The corresponding solutions rotate in a plane containing the masses with constant angular velocity.
However, when d = 4, Albouy and Chenciner showed that there are other relative equilibrium solutions. For example, when the masses are equal, the shape can be an arbitrary isosceles triangle [1] . The corresponding rigid motions involve simultaneous rotations around two orthogonal planes in R 4 . If the rotation rates in the two planes are incommensurable, the resulting solution will be quasi-periodic. Note that for the three-body problem, the initial position and velocity vectors of any solution with center of mass at the origin will always span a subspace of dimension d ≤ 4 and the solution will then remain in this subspace for all time. Thus there is no point in considering d > 4.
A priori, rigid rotation is a stronger condition than constant moment of inertia, but the goal of this paper is to prove: Theorem 1. A solution of the three-body problem has constant moment of inertia if and only if it is a relative equilibrium solution.
Here is an outline of the proof. Consider a solution with constant moment of inertia. To show that it is a rigid motion, it suffices to show that the mutual distances r ij are constant. If not, then they would take on infinitely many different values. Using the assumption of constant moment of inertia, one can derive a set of algebraic equations involving the variable r ij and certain velocity variables. The proof will consist of showing that among the solutions of these equations, only finitely many distinct values of the r ij are attained.
The algebraic equations are derived from the equations of motion and the assumption of constant moment of inertia: I(t) = c. Differentiating this equation gives:
where the second equation uses Newton's law of motion and the fact that U is homogeneous of degree −1. The equation K = U together with the energy equation (2) shows that K = U = −2h. Now any bounded solution of the three-body problem has energy h < 0 and by rescaling, one may assume without loss of generality that h = − 1 2 and so K = U = 1. The constancy of U also implies that the timederivatives of U of all orders must vanish along the solution. Each of these provides a constraint on the positions and velocities. Finally, for solutions in R 4 (which include all lower-dimensional solutions as special cases) there are two rotationinvariant angular momentum integrals C 0 , C 1 whose values can be fixed.
Therefore, for any solution with constant moment of inertia, the following ten equations must hold:
The reason for using ten equations is that in section 3 these equations will be expressed in terms of ten variables, among which are the three mutual distances r ij . After some elimination, a set of five equations for the r ij and two other variables will be obtained. Then in section 4 it will be shown that solutions of these equations admit only finitely many values of r ij , completing the proof of the theorem.
The proof presented here would not be feasible without the use of computers. Mathematica was used throughout to perform symbolic computations on the very large expressions which arise [13] . Porta was used to compute convex hulls [4] . A Mathematica notebook presenting details of all computations with extensive comments can be found at [10] .
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Lagrange's Equations of Motion
Equations of motion for the distances r ij were first derived by Lagrange [8] . Albouy and Chenciner generalized these equations to the n-body problem [1, 2] . The presentation here follows that in [2] with a few changes of notation.
Let q ij = q i − q j ∈ R d . Then Newton's equations (1) give:
where
Using the variables q ij eliminates the translation symmetry of the three-body problem. To eliminate the rotation symmetry, Lagrange introduced the following variables:
and ρ = q 13 ·q 23 − q 23 ·q 13 .
Clearly s ij = s ji so only three of these variables are needed. To be definite, the variables with subscripts 12, 31, 23 will be adopted. After imposing the same convention for the s ij and s ij , one has ten variables in all.
Lagrange derived differential equations for these variables which may be found in [2] . However, to avoid square roots, it is convenient to replace s ij by r ij and s ij by v ij = s ij /r ij =ṙ ij . Then the differential equations are: Here (i, j, k) is always a cyclic permutation of (1, 2, 3) . By construction the ten variables r ij , v ij , s ij , ρ are all invariant under rotations and translations in R d . The differential equations (4) give a remarkable dimension-independent reduction of the three-body problem.
A relative equilibrium solution of the three-body problem will be defined as one whose Lagrange variables give an equilibrium point of the reduced differential equations (4) . From the first differential equation, it is clear that for any such solution, the mutual distances are constant, i.e., it will be a rigid motion. Less obvious is the fact that the only rigid motions which solve (4) come from its equilibrium points [1] . Thus rigid motion solutions and relative equilibrium solutions coincide.
The moment of inertia and the various integrals of the problem can all be expressed in terms of Lagrange's variables. First one has The angular momentum is more complicated, especially in dimension d = 4. Recall that in R 3 the angular momentum vector is not invariant under rotations. However its length is invariant and so provides an integral of the reduced equations of motion. In R 4 , there are two independent rotation-invariant integrals. The method used to derive them here follows [1, p.161-162] . Let β denote the symmetric 3 × 3 matrix:
and let γ and δ be defined in a similar way but with entries involving s ij and s ij respectively. Also, letρ be the antisymmetric 3 × 3 matrix:
is used in [1] to represent the reduced state of the three-body problem. It is a tensor version of Lagrange's variables, where the last Lagrange variable is given by ρ = 2(ρ 12 + ρ 31 + ρ 23 ). Now let ω µ denote the 6 × 6 block matrix
Consider the linear map ω µ E : R 6 → R 6 . Let P be the plane in R 3 with equation
If one identifies R 6 with R 3 × R 3 then ω µ E maps the four-dimensional subspace P ×P into itself. The characteristic polynomial of ω µ E| P ×P is of the form λ 4 + C 1 λ 2 + C 0 where C i are polynomials in the variables s ij , s ij , s ij , ρ ij but the ρ ij only appear in the combination ρ 12 + ρ 31 + ρ 23 so can be replaced by ρ. These polynomials are the rotation-invariant angular momenta. To compute them, a matrix of ω µ E| P ×P was calculated with respect to the basis
The integral C 1 can be written in a fairly simple form (compare [2] ):
where I, K are given by (5) 
The formula for C 0 is more complicated. It can be written:
where D is the determinant: 
One only needs to make the substitutions s ij = r 2 ij and s ij = r ij v ij into these formulas to obtain the angular momentum integrals in the form C i (r ij , v ij , s ij , ρ) .
Constant Moment of Inertia Solutions
The goal of this section is to derive algebraic constraints on the coordinates of solutions with constant moment of inertia. Actually, the final equations will only apply to solutions which are hypothetical counterexamples to theorem 1. In addition to having constant moment of inertia, such a solution would have nonconstant mutual distances. Therefore the velocity variables v ij =ṙ ij are not all zero, except at isolated values of the time. As time varies, such a solution would sweep out a curve containing infinitely many points with different values of the mutual distances r ij and such that the v ij are not all zero. By deriving equations which apply to such points and then showing that they do not have have an infinity of such solutions, the theorem will be proved.
The first step is just to express the ten equations (3) in Lagrange's variables. The first three equations
are straightforward. From (5), one gets equations involving rational functions whose denominators are monomials in the nonzero quantities r ij and m. Clearing the denominators gives polynomial equations g i = 0, 1 ≤ i ≤ 3. One could take a similar approach to the angular momentum equations to get two further polynomials g 4 , g 5 , but as will be seen shortly, a significant simplification of these formulas is possible for solutions with constant moment of inertia.
Using the differential equations (4) together with the chain rule one can find the time derivative of any function f (r ij , v ij , s ij , ρ), i.e., the derivative in the direction of the vectorfield. For examplė Note thatİ = 2J where J is given by (7) together with the substitutions for s ij . Thus J = 0 for constant moment of inertia solutions.
Of course the expressions for the higher time derivatives of U are more complicated, but they are all rational functions whose denominators are monomials in the r ij and m. Clearing denominators in the equationṡ
gives five more polynomial equations g i = 0, 6 ≤ i ≤ 10. From (6) and the equations above one finds:
Clearing denominators gives a polynomial equation g 5 = 0. This shows that the quantity (φ − ψ + ρ 2 ) is constant and this can be used to simplify C 0 . Instead of setting C 0 = ω 0 one can set
where ω 0 is a different constant. This gives the last equation g 4 = 0.
Next, the variables v ij and s ij will be eliminated. It is easy to see that equations (9) uniquely determine the direction of the three-dimensional vector v = (v 12 , v 31 , v 23 ) unless the three mutual distances r ij are all equal. Namely the "gradient vectors" ∇I = (I r12 , I r31 , I r23 ) and ∇U = (U r12 , U r31 , U r23 ) are linearly independent in this case. If the distances are equal, their values are uniquely determined by, for example, the equation U = 1. Since the goal is to show that only finitely many values of the mutual distances are possible, one may assume a priori that the distances are not equal. In other words, if assuming that the r ij are not equal leads to equations which restrict the r ij to a finite set, then the original equations also restrict r ij to a finite set.
Let V (r ij ) denote some nonzero scalar multiple the cross-product ∇I × ∇U . Then one can replace the three variables v ij by a single variable d such that v = dV . After this is done, equations g 6 = g 7 = 0 will hold automatically so one has eight remaining equations for the eight unknowns r ij , s ij , d, ρ.
Next, it turns out that the formulas for g 3 , g 8 , g 9 are linear in s ij (these are the equations K = 1,Ü = ... U = 0). Apart from nonzero factors of powers of the variables m i , r ij and a factor of d, the determinant of the 3 × 3 coefficient matrix is The other three are too complicated to include here (see [10] ). A few terms of each are shown here:
After collecting terms with the same powers of the five variables r ij , d, ρ, the total number terms is 2238, 244 and 509 respectively. If a counterexample to theorem 1 exists, then the equations constructed in this section would admit solutions with infinitely many distinct values of the mutual distances r ij . However, in the next section it will be shown that if the parameters satisfy m i > 0, c = 0, this is not the case.
Finiteness Proof
It remains to show that among all solutions r ij , d, ρ of the five equations g 1 = g 2 = g 4 = g 5 = g 10 = 0, only finitely many values of the mutual distances r ij are attained. This will be proved even allowing all the variables to be complex but with the assumptions r ij = 0, d = 0. The method is a variation on the one used for the planar problem in [9] and further developed in [5] . It is based on fundamental work of Bernstein, Khovanskii and Kushnirekno [3, 6, 7] . which is sometimes described as BKK theory.
4.1. BKK Theory. Assume for the sake of contradiction that there exists infinitely many values of the mutual distances among the solutions. Then, as in [9, 5] , the algebraic variety V ⊂ C * 4 × C determined by the five polynomials contains a subvariety which projects dominantly onto one of the copies of C * = C \ 0 corresponding to the variables r ij (projections of complex varieties onto coordinate axes are either finite sets or else the complements of finite sets; the latter case is called dominant). It follows that the polynomial equations admit solutions in the form of Puiseux series in some variable, t (which is unrelated to the time variable of the equations of motion). In other words, there would be fractional power series r ij (t), d(t), ρ(t) which solve the equations identically in t. Moreover, these series r ij (t), d(t) would not be identically 0 and at least one of the series r ij (t) would be nonconstant (in fact one can even use one of these variables as the Puiseux parameter, t). To get the contradiction, one only needs to show that such series solutions are impossible.
Here are slight variations of some results from [5, sec.3] which make the form of the series more explicit. Consider the general problem of solving m polynomial equations in n unknowns:
where the exponent vector k = (k 1 , . . . , k n ) runs over a finite set S i ⊂ Z n (called the support of f i ). Suppose that one wants complex solutions where the first k variables are to be nonzero, i.e., one wants x = (x 1 , . . . , x n ) ∈ T where T = C * k × C k . The result in [5] assumes that k = n, k = 0 but the proof is virtually the same. Proposition 1. Suppose that a system of m polynomial equations f i (x) = 0 in n variables defines an infinite variety V ⊂ T. Then there is a nonzero rational vector α = (α 1 , . . . , α n ), a point a = (a 1 , . . . , a n ) ∈ T, and Puiseux series x j (t) = a j t αj + . . ., j = 1, . . . , n, convergent in some punctured neighborhood U of t = 0, such that f i (x 1 (t) , . . . , x n (t)) = 0 in U , i = 1, . . . , m. Moreover, if the projection from V onto the x l -axis is dominant, there exists such a series solution with x l (t) = t and another with x l (t) = t −1 .
The vector α of leading exponents will be called the order vector of the Puiseux solution. Note however, that some of the a i with i > k could be zero. In this case α i will not really be the lowest-order exponent of the series x i (t). Of course, if a series is not identically zero it will have some leading term and one could insist that α i be taken as the leading exponent, but for i > k the possibility of an identically zero series is not excluded, To apply this test one needs a way to show that Puiseux solutions of a given order do not exist. Bernstein provides a simple test based on the leading terms of the solutions. Substituting x j (t) into equations f i (x) = 0 and reading off the coefficients of the lowest order terms in t gives a reduced system
where µ i = min l∈Si α · l. The equation α · k = µ i which determines which terms of f i appear in the reduced equation has a beautiful geometrical interpretation. Let P i be the Newton polytope of f i , i.e., the convex hull of the support S i . Then α · k = µ i defines a supporting hyperplane of P i for which α is an inward normal vector. The hyperplane defines a face of the Newton polytope and the exponent vectors k which appear in the reduced equation are the vertices of P i which lie on this face. Since the coefficients of the leading terms of any series solution must vanish, one has a simple test for nonexistence of a solution of order α: Proposition 2. Let α be a nonzero rational vector. If the reduced system (13) has no solutions in T then there does not exist a Puiseux series solution of the full system f i (x) = 0 of order α.
As Bernstein noted, there are only finitely many possible reduced systems arising from a given system of equations. To find them it suffices to construct the Minkowski sum polytope P = P 1 + . . . + P m of the m Newton polytopes, then for each face of P choose an inward pointing normal vector α. If the resulting reduced system has no solutions in T then all of the inward normals for that face of P are eliminated.
These ideas will be applied to the system of five equations g 1 = g 2 = g 4 = g 5 = g 10 = 0. The Newton polytopes of these polynomials are the convex hulls of the supports which contain 4, 4, 2238, 244, 509 points respectively. These polytopes live in R 5 because there are five variables. However, the equations have a special structure which makes it possible to work with only three variables at a time. Namely, the first two equations (10) involve only the three mutual distances. These two equations restrict the r ij to an algebraic curve in C * 3 . By analyzing the threedimensional Newton polyopes of g 1 , g 2 , it will be shown in section 4.2 that there are essentially only two possiblities for the Puiseux series r ij (t). Substitution of these series into g 4 , g 5 , g 10 gives three equations in the variables d, ρ, t. In section 4.3 elementary methods are used to show that these equations have no series solutions d(t), ρ(t).
Puiseux Expansions for the Distances.
In this subsection, it will be shown that the equations (10) admit only two types of Puiseux expansions r ij (t) for the mutual distances. By proposition 2, the order vector α = (α 12 , α 31 , α 23 ) of the series must be such that the corresponding reduced system has nonzero solutions (a 12 , a 31 , a 23 ) ∈ T = C * 3 . The Newton polytopes P 1 , P 2 of g 1 , g 2 are the convex hulls in R 3 of the vectors of exponents k = (k 12 , k 31 , k 23 ) of the monomials which appear. Since each polynomial contains 4 monomials, the individual Newton polytopes are simple tetrahedra. As candidates for the order vectors, α, one needs to check the inward normals to the faces of the Minkowski sum polytope P 1 + P 2 . Using Porta [4] , one finds that their Minkowski sum is a polytope with 12 vertices and 14 facets. The inequalities defining the facets are shown in table 1 For each inequality, the coefficients of the left-hand side give an inward normal for the corresponding facet. For example, α = (1, 0, 0) is a normal for facet 8. This represents a possible order-vector of a Puiseux series solution which would therefore look like:
with all leading coefficients nonzero. The leading coefficients would have to satisfy the reduced system of equations corresponding to α. These are:
The second reduced equation consists of a single term in the nonzero variables a ij . In this case the reduced system is solveable only if the coefficient m 1 m 2 vanishes, which violates the assumption on the masses. Therefore the reduced systems has no nonzero solutions and it follows that there does not exist a Puiseux solution with order vector α. A facet such that at least one of the reduced equations consists of a single term will be called trivial. It turns out that facets 7-14 are all trivial.
This leaves facets 1-6. By proposition 1 one can choose to look for Puiseux solutions with one of the r ij = t. The corresponding face of the Minkowski sum polytope would have to have an inward normal α with a 1 in the α ij position (or, allowing for a rescaling the normal vector, at least a positive entry in that position). This rules out facets 4-6. Finally, facets 1-3 are the same up to permutation symmetry so it suffices to consider one of them.
In searching for possible order-vectors, one should also consider inward normal vectors to lower-dimensional faces of P 1 + P 2 . For three-dimensional polytopes, this means the edges and vertices. Reduced systems arising from vertices necessarily involve just one term from each of the equations and so are automatically trivial. It turns out the reduced equations for the edges are also trivial. Thus, up to symmetry, the only possible Puiseux series for r ij (t) arise from facet 1.
The order vector for such a series is α = (1, 1, 0) . One of the first two variables can be set equal to the Puiseux parameter t. Make the substitution r 12 = t r 31 = t u 31 r 23 (t) = u 23 + . . .
where u 31 (t) = a 31 + . . . , u 23 (t) = a 23 + . . . and the leading coefficients are to be nonzero. Then (10) gives (after cancelling a factor of t from the second equation):
At t = 0 one obtains the reduced system for the leading coefficients:
Thus the leading coefficients are given by:
Moreover, the Jacobian matrix of (G 1 , G 2 ) with respect to (u 31 , u 23 ) evaluated at (a 31 , a 23 ) and t = 0 is −2m 1 m m .
The following proposition summarizes these results:
Proposition 3. Suppose r ij (t) are Puiseux series with order vector (α 12 , α 31 , α 23 ) = (1, 1, 0) which satisfy equations g 1 = g 2 = 0 identically in t. Moreover, suppose that r 12 (t) = t. In either case, all of the indicated coefficients are nonzero.
4.3.
Non-existence of Series for d and ρ. In this section, it will be shown that it is impossible to extend the Puiseux series solutions of Proposition 3 by finding series d(t), ρ(t) satisfying g 4 = g 5 = g 10 = 0 and d(t) not identically 0. Cases I and II will be treated seperately. Also, it will turn out that case I splits into three subcases, but they can all be treated together.
For case I, make the substitutions r 12 (t) = t, r 31 (t) = a 31 t + b 31 t 2 , r 23 (t) = a 23 + b 23 t 2 in equations (11) . The result is equations of the form:
where the coefficients C ij , D ij , E ij are very complicated polynomials in t which also involve the parameters m i , a ij , b ij , c, ω 0 , ω 1 . Equations (20) can be viewed as three equations for the variables d, ρ, t. The goal is to show that there do not admit Puiseux series solutions d(t) = a d t α d + . . . , a d = 0 and ρ(t) (the possibility that ρ(t) is identically 0 is open at this point). The method will be to show that it is impossible to find even the leading exponent α d and coefficient a d for d(t). This is in the spirit of proposition 2 but it turns out that it can be done in a completely elementary way.
Fortunately, it will turn out that only the lowest-order terms in t of the polynomials C ij , D ij , E ij will be needed. Let C ij (t) = c ij t kij + . . . where c ij = 0 and introduce a similar notation for D ij , E ij . After finding all these lowest-order coefficients and the corresponding exponents for t one can define a much-simplified system of equations: 
where the coefficients c ij , d ij , e ij are rational functions in the parameters m i , a ij , b ij which are given in the Appendix. The exponent q is either 0, 1, 2 depending on the choice of the parameters m i , c. For the different choices, the coefficients e 00 are different. However, the argument given below works for all three cases. The only thing one really needs to know about the coefficients is that they are nonzero when the masses are positive and when b 31 = 0 (which is the condition defining case I). Suppose one has Puiseux series d(t), ρ(t) solving (20) and suppose d(t) is not identically zero. Then since Puiseux series form a field and since d(t), E ii (t) are nonzero elements of this field, one can solve equations G 10 = 0 for ρ(t). Then substituting into the other two equations gives two equationsG 4 (d, t) =G 5 (d, t) = 0 for d(t). However, only the lowest-order terms in t of the coefficients of these new equation are needed and these can be found by carrying out the elimination of ρ in (21) instead of (20).
Solving H 10 = 0 gives: If there is a Puiseux solution d(t) = a d t α d + . . ., a d = 0 then the vector α = (a d , 1) must be an inward normal to edges of the classical Newton polygons Q 4 , Q 5 of K 4 , K 5 . Now plotting the exponents (k d , k t ) for the monomials of K 4 gives a polygon Q 4 which has only one bottom edge -the one containing (0, 0), (2, 8) , (4, 16) , (6, 24) . This is true no matter which value is used for q. This edge has inward normal α = (−4, 1) so the only possible leading exponent for d(t) is α d = −4. This time the Newton polygonQ 4 has a unique bottom edge containing (0, 0), (2, 10) , (4, 20) , (6, 30) showing that the leading exponent for d(t) is α d = −5. Here is a brief summary. If a solution with constant moment of inertia were not a rigid motion then the mutual distances would not be constant. In this case, the algebraic equations satisfied by such solutions which were derived in section 3 would admit solutions with infinitely many different values for the distances r ij and with the velocity variable d = 0. In that case, there would exist Puiseux series series solutions r ij (t), d(t), ρ(t) all of which are not identically zero, with the possible exception of ρ(t). But in sections 4.2 and 4.3, it was found that no such Puiseux series solutions can exist. QED 
Appendix
This appendix contains the leading coefficients in t for the coefficient polynomials C ij (t), D ij (t), E ij (t) from section 4.3. For case I, the coefficients in 21 are: 
