Abstract
Introduction
Many real-life problems can be converted into optimization problems in continuous search space. Although traditional mathematical methods can easily solve these problems, they suffer from many difficulties as the complexity of problems increases. Recently, some swam-based intelligent algorithms were proposed to solve optimization problems, such as Particle Swarm Optimization (PSO) [1] , Ant Colony Optimization (ACO) [2] , Artificial Bee Colony (ABC) [3] , Cat Swarm Optimization (CSO) [4] , etc. According to a recent study [5] , ABC shows better performance than genetic algorithm (GA), DE and PSO over several benchmark optimization problems.
Compared to PSO and ACO, ABC is a new algorithm which was firstly proposed by Karaboga in 2005 [3] . It is motivated by the behaviors of honeybee swarms. Although ABC has shown good performance in many real-life and benchmark optimization problems, it easily suffers from premature convergence in solving complex problems. To improve the search abilities of ABC, many researchers have proposed different improved strategies. Tsai et al. [6] proposed an enhanced ABC algorithms (IABC), which employs the universal gravitation between the artificial bees for the ABC to retrieve the disadvantages. Moreover, the onlooker bee is designed to move straightly to the picked coordinate indicated by the employed bee. This aims to reduce the computational complexity. The presented experimental results show that IABC outperforms the original ABC and PSO. Kang et al. [7] proposed a hybrid ABC algorithm by introducing a simplex mechanism to solve structural inverse analysis. Zhu and Kwong [8] presented a novel improved ABC variant by using a guided mechanism based on the global best position. Chong et al. [9] described a bee colony optimization algorithm based on the foraging behavior and the waggle dance. The algorithm was applied to job shop scheduling. Baig and Rashid presented honey bee foraging (HBF) algorithm which simulates the foraging behavior of the honey bees and performs swarm-based collective foraging in promising neighborhoods with individual scouting searches in other areas [10] .
In this paper, an improved ABC algorithm is proposed to solve function optimization problems. The proposed approach is called OCABC which employs two strategies: opposition-based learning and dynamic Cauchy mutation. The first strategy is helpful to generate high quality candidate solutions, and the former is beneficial for improving the global search ability. To verify the performance of OCABC, we test it on eight well-known benchmark optimization problems. Simulation results show that our approach outperforms the original ABC, PSO and Opposition-based PSO on a majority of test problems.
The rest paper is organized as follows. Section 2 briefly introduces the original ABC algorithm. In Section 3, the proposed approach OCABC is described. Section 4 presents the experimental results and discussions. Finally, the conclusion and future work are given in Section 5.
Artificial bee colony
In the original ABC, the position of a food source represents a candidate solution to the search space of a given problem, and the nectar amount of a food source corresponds to the fitness values. There are three types of bees: employed bee, onlooker and scout. The employed bee stays on a food source and provides the neighborhood of the source in its memory. The onlooker gets the information of food sources from the employed bees in the hive and selects one of the food source to gather the nectar. The scout controls the exploration process and discovers new positions. The number of the employed bees or onlooker bees is equal to the number of solutions in the population. Assume that the initial population contains SN solutions (food source positions), where SN is the size of employed bees or onlooker bees. Define that X i (i=1,2,…,SN) is a candidate solution in a D-dimensional search space. The ABC mainly consists of three steps: sending the employed bees onto their food sources and calculate the fitness value (nectar amount); Sharing the nectar information of food sources with onlookers based on a wheel selection mechanism; Searching new food sources (positions) by the scouts. The process of the ABC algorithms is described as follows.
Step 1. Randomly initialize the population of food sources (positions) and calculate their fitness values (also called nectar amount). Place the employed bees on the food sources.
Step 2. Produce new solutions V i for the employed bees by using equation (1), and calculate the corresponding fitness values. If the new V i is better than the old X i , then replace X i with V i ; otherwise keep X i unchanged.
Step 3. Calculate the probability values p i for the solutions X i by equation (2).
Step 4. Produce the new solutions V i for the onlookers from X i selected depending on p i and calculate their fitness values. If the new V i is better than the old X i , then replace X i with V i ; otherwise keep X i unchanged.
Step 5. If the fitness values of the employed bees do not improve by a predefined number of iterations, which is called "Limit", then the corresponding food sources (solutions) are abandoned and replace them with new random solutions by equation (3).
Step 6. Memorize the best solution found so far.
Step 7. If the number of iterations reaches to the maximum value MCN, then stop the algorithm; otherwise go to Step 2.
A onlooker bee chooses a food source depending on the probability p i :
where f(X i ) is the fitness value of X i , and SN is the population size. 
where r is a random number within [0, 1], and
 is the constrained box for the jth dimension.
Opposition
The proposed approach

Opposition-based learning
Opposition-based learning (OBL) was firstly introduced by Tizhoosh [11] . The main idea of OBL is to simultaneously evaluate the current candidate solutions and its opposite. Based on this idea, OBL is applied to many evolutionary algorithms to obtain good performance [12] [13] [14] .
For each individual X i in the current population, its opposite individual X i * is computed as follows [12] .
where [a j , b j ] is the interval of the jth dimension for the current population, and they can be computed by:
Every generation, we first use the OBL to generate an opposite population with a probability J r . Then, the SN fittest individuals (solutions) are selected from the current population and the opposite one as the new current population.
Dynamic Cauchy mutation
To improve the performance of evolutionary algorithms, different mutation operators were proposed based on Gaussian or Cauchy probability distribution. Compared to Gaussian probability distribution, the Cauchy probability distribution has a much longer tail. Therefore, the offspring generated by the Cauchy mutation can be quite different from their parents. Based on this idea, the Cauchy mutation has frequently used to other algorithms [15] [16] [17] .
In most evolutionary algorithms (like PSO), the global best solution (gbest) found so far plays an important role in the search process. Good gbest could guide other population members (individuals) to move to better positions when the population tends to be trapped. In the literature [16] , the Cauchy mutation is conducted on the gbest to improve the global search ability of PSO.
The reason for using such a mutation operator is to increase the probability of escaping a local minima. The proposed dynamic Cauchy mutation operator used in this paper is defined as follows.
where {1, 2,..., } j D  , gbest is the global best solution (food source) found so far, Cauchy() is random number generated by the Cauchy distribution function with scale factor t=1, and  is a dynamic weight which is defined by:
where MCN is the maximum number of iterations, iter is the current number of iterations, 0.001
, and up  is empirically defined as:
where   min max , X X is the definition domain of a given problem.
Opposition-Based Artificial Bee Colony with Dynamic Cauchy Mutation for Function Optimization Xiaoji Yang, Zhiguo Huang
Simulation studies
In order to verify the proposed approach OCABC, there are eight benchmark function optimization problems used in the following experiments. All the problems are to be minimized. For all test functions, the dimension D is set to 30, and the global optimum is zero. Table 1 presents the definitions of these problems [18] [19] [20] . Table 1 . Test benchmark problems Name Function Search range 0.00e+00 0.00e+00 0.00e+00 0.00e+00 f 5 3.38e+01 1.34e+01 2.66e-04 2.36e-12 f 6 1.34e+00 2.41e-03 6.10e-06 3.83e-08 f 7 6.85e-02 2.47e-04 2.12e-09 7.15e-12 f 8 6.23e-01 3.92e-06 1.18e-13
4.79e-15
In the experiments, we compare OCABC with PSO, opposition-based PSO (OPSO) and the standard ABC on the test suite. For the sake of fair comparison, the common parameters use the same settings. For al algorithms, the population size (SN) and the maximum number of cycles (MCN) are set to 100 and 1,000, respectively. For PSO and OPSO, w=0.73, c 1 =c 2 =1.496. The probability of opposition in OPSO and OCABC is set to 0.3 by the suggestions of [12] . The parameter Limit in ABC and OCABC is set to 100. Each algorithm is run 30 times for a function. In each run, the algorithm stops until reach to the maximum number of cycles. Table 2 , where "Mean" represents the mean best fitness value over 30 runs. From the results, it can be seen that OPSO surpasses standard PSO on all test functions except for f 4 . On this function, all the four algorithms can find the global optimum. It demonstrates that the opposition could improve the quality of solutions for the PSO. Both PSO and OPSO obtain better results than ABC and OCABC on f 1 and f 2 , while the latter two ABC algorithms show better performance on the rest functions except for f 4 
. OCABC outperforms
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To observe the convergence rate of PSO, OPSO, ABC and OCABC, Fig. 1 presents the evolutionary processes of them on two selected functions. For unimodal function f 1 , both PSO and OPSO converges faster than ABC and OCABC. For multimodal function f 6 , OCABC shows faster convergence than other three algorithms.
Conclusions
In this paper, an improved ABC algorithm, called OCABC, is presented to solve function optimization problems. The OCABC embeds two strategies into the standard ABC algorithm. The first strategy is opposition-based learning concept which simultaneously considers the current candidate solutions and its opposite to achieve a better approximation. The second strategy is dynamic Cauchy mutation which dynamically adjusts the mutation size during the search process. Experimental studies on eight benchmark functions show that our approach achieves better results than PSO, OPSO and ABC on the most test functions.
