Proceedings of the UCLA International Conference on Radiation and Remote Probing of the Atmosphere by Kuriyan, J. G.
PROCEEDINGS
(NASA-CR-140816) PROCEEDINGS OF THE UCLA N75-11549
INTERNATIONAL CONFERENCE ON RADIATION AND THRU
REMOTE PROBING OF THE ATMOSPHERE N75-11562
(California Univ.) Unclas
CSCL 04A G3/46 03006
THE UCLA INTERNATIONAL CONFERENCE ON RADIATION
AND REMOTE PROBING OF THE ATMOSPHERE
AUGUST 28-30, 1973
Department of Meteamlogy
UuIevityi of Caifornia
Los Angeles, California
z
as SUET To oWn'
0. V
Reproduced by
NATIONAL TECHNICAL
INFORMATION SERVICE
US Department of Commerce
Springfield, VA. 22151
Jacob G. Kuriyan Editor
Spnom;y
WC.,.A.P.
N A AND
lSPA ~AETION
T.RW i OINC
V.*t. ARMY F H OFFICE
https://ntrs.nasa.gov/search.jsp?R=19750003477 2020-03-23T02:58:53+00:00Z
PROCEEDINGS
THE UCLA INTERNATIONAL CONFERENCE ON RADIATION
AND REMOTE PROBING OF THE ATMOSPHERE
AUGUST 28-30, 1973
Department of Meteorology
University of California
Los Angeles, California
Jacob G. Kuriyan Editor
Sponsored by:
U.S. DEPARTMENT OF
TRANSPORTATION - C.I.A.P.
NATIONAL AERONAUTICS AND
SPACE ADMINISTRATION
T.R.W. SYSTEMS INC.
U.S. ARMY RESEARCH OFFICE
DEPARTMENT OF METEOROLOGY, U.C.L.A.
Additional copies may be obtained
from
Western Periodicals Company
13000 Raymer Street
North Hollywood, California 91605
17
Copyright © 1974, Jacob G. Kuriyan
iI
THE UCLA
INTERNATIONAL CONFERENCE
ON RADIATION '
AND REMOTE PROBING
OF 1
THE ATMOSPHERE
x
CONFERENCE CHAIRMAN
Jacob G. Kuriyan
University of California, Los Angeles
ARRANGEMENTS CHAIRMAN
,Len Speltz
0" TRW Systems
CONFERENCE SECRETARY
K N. Sundararaman
California State University (Northridge)
PROGRAM CONSULTANTS
M. T. Chahine
AUGUST 28-30, 1973 JPL Caltech
UNIVERSITY OF CAULIFORNIA D. Deirmendjian
LOS ANGELES Rand
C. R. N. Rao
University of California, Los Angeles
Sponsored by: S. V. Venkateswaran
TRW SYSTEMS University of California, Los Angeles
DEPARTMENT OF TRANSPORTATION
NASA M. G. Wurtele
U.S. ARMY RESEARCH OFFICE University of California, Los Angeles
III
PROGRAMME
Tuesday, August 28, 1973
Morning:
9:00 Welcome Address
Memorial -Tribute to Professor
Z. Sekera
M. G. Wurtele,
W. F. Libby
and D. S. Saxon
9:30 Speaker: S. Chandrasekhar
University of Chicago
Topic: "Polarization of a
Sunlit Sky"
Chairman: D. S. Saxon
University of California,
Los Angeles
10:45 Coffee Break
11:00 Speaker: G. Yamamoto
Tohoku University
Sendai, Japan
Topic: "Radiative Transfer of
Visible Radiation in
Turbid Atmospheres"
Chairman: J. Bjerknes
University of California,
Los Angeles
12:15 Lunch Break
Afternoon:
1:30 Speaker: R. T. H. Collis
Stanford Research
Institute
Topic: Lidar Observctions
of Atmospheric
Particulate Content
Chairman: J. D. Lawrence
NASA-Langley
Research Center
2:30 Speaker: J. G. Kuriyan
University of California,
Los Angeles
Topic: "Particulate Sizes from
Polarization
Measurements"
Chairman: J. D. Lawrence
NASA-Langley
Research Center
3:30 Coffee Break
3:45 Panel
Discussion: "Remote Sensing"
Chairman: M. Tepper
NASA Headquarters
IV
This page is reproduced at the
back of the report by a differentreproduction method to provide
better detail.
Dedicated to the Late Professor Zdenek Sekera, 1905-1973.
Wednesday, August 29, 1973 Thursday, August 30, 1973
Morning: Morning:
9:00 Speaker: H. C. van de Hulst
Sterrewacht te Leiden
Leiden, Netherlands 9:00 Speaker: V. E. Suomi
University of
Topic: "Visible Radiation in Wisconsin
Cloud Layers"
Chairman: A. J. Grobecker Topic: "Infrared Radiation"
U. S. Department ofTransportation Chairman: J. G. Kuriyan
Universityof California,
10:15 Coffee Break Los Angeles
10:30 Speaker: J. C. Gille 10:15 Coffee Break
National Center for
Atmospheric Research 10:30 Speaker: C. D. Rodgers
Boulder, Colorado Clarendon Laboratory
Topic: "Method of Calculat- Oxford, England
ing Infrared Transfer Topic: "Infrared Remote
in the Atmosphere - Sensing"
A Review"
Chairman: M. T. ChahineChairman: W. R. Bandeen Jet Propulsion
NASA-Goddard Space Laboratories
Flight Center Pasadena
12:00 Lunch Break 12:00 Lunch Break
Afternoon: Afternoon:
1:30 Speaker: I. Kuscer 1:30 Speaker: K. S. Bullrich(Jointly with N. J. Johannes Gutenberg-
McCormick) Universitat
Univerza v Ljubljana Mainz, West Germany
Ljubljana, Yugoslavia Topic: "Scattering and
Topic: "Some Analytical Absorption from
Results in Radiative Polydispersed
Transfer" Aerosols"
Chairman: S. V. Venkateswaran Chairman: D. Deirmendian
Universityof California, Rand Corporation
Los Angeles Santa Monica
2:30 Speaker: R. A. McClatchey 2:30 Panel
Air Force Cambridge Discussion: "Unsolved Problems
Research Laboratories in AtmosphericRadiation"
Topic: "Molecular Absorption
Parameters in Atmo- Chairman: J. London
spheric Modelling" University of
Colorado
Chairman: C. R. N. Rao
UniversityofCalifornia, 3:30 Coffee Break
Los Angeles
3:30 Coffee Break 3:45 Panel3:30 Coffee Break Discussion: "Environmental
Problems and
3:45 Speaker: W. M. Irvine Atmospheric(Jointly with J. Radiation"
Lenoble)
University of Chairman: F. Singer
Massachusetts University of
Topic: "Solving Multiple Virginia
Scattering Problems in
Planetary Atmo-
spheres"
Chairman: S. Ueno
University of Southern
California
V
PREFACE
The death of Zdenek Sekera on January 1, 1973 deprived Meteorology and Geophysics of a distinguished
pioneer in atmospheric optics.
It was perhaps his early association with Linke and the tabulations he made of Chandrasekhar's
solution to the transfer problem in a multiple scattering atmosphere that prepared him to grasp the sig-
nificance of such research to remote sensing. During the intense activity in space research that
followed the launch of the Sputnik, Sekera was one of the strongest proponents of the meteorological
applications of satellites.
While Sekera had an obvious bias for theoretical research, he recognized that there would be no
substitute for experimental observations. The dearth of experimentalists in his area of scientific
interest dictated that he begin an experimental programme at UCLA which, over the last twenty years,
has produced some of the outstanding scientists in experimental atmospheric optics.
The systematic measurements of skylight polarization by Sekera and his associates, under varied
atmospheric conditions indicated, without doubt, measurable deviations from Chandrasekhar's pre-
dictions. These he attributed to the presence of particles in the atmosohere which invalidated the
assumption of a molecular atmosphere. Thus began his long and arduous endeavor to solve the 'inverse
problem', that is, to determine the optical characteristics of atmospheric particles from remote
measurements of skylight polarization. This problem is best defined in his 1967 paper , where he il-
lustrated the inverse solution to the Rayleigh atmosphere that is afforded by the tabulations of
Chandrasekhar's results. He observed that such a solution in a turbid atmosphere will have to in-
corporate a non-Lambertian ground reflector, and a proper parameterization of the phase matrix for
aerosol scattering.
Having identified the problem he dedicated his considerable scientific resources to solving it.
Evidence of his single-minded zeal and his meticulous investigative abilities can be found in his
numerous reports and papers on the transfer of radiation through planetary atmospheres. While each
report addressed itself to a narrow problem, his reports, taken in their entirety, convey the perse-
verancb with which he strove, unremittingly, ignoring scientific fads and fashions, to reach his goal.
The examination of Sekera's scientific pursuit, and the obstacles that he had to overcome, suggests
that such adventures, in the existing framework of funding for science, are a rarity. On the one
hand, the pioneering spirit is epitomized by the youthful mind, unfettered by the bonds of tradition,
and to have "dreams that others do not have and ask, why not?" On the other hand, it takes a consi-
derable scientific reputation, a quality often equated to age, to win the support of funding agencies,
so as to be able to conduct these long term investigations of a speculative nature. It is gratifying
that Sekera had the correct blend of talents to launch and sustain such a research effort until it
reached fruition.
Icarus, 6, 348, 1967.
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It was Professor Sekera's intention to devote his first years of retirement to writing a mono-
graph, to review the developments in the field of atmospheric optics and remote sensing of pollutants.
It seemed desirable therefore, to organize a conference, dedicated to his memory to bring together
his outstanding colleagues, for an in-depth review and discussion of the progress achieved in the
various aspects of the field.
The management of TRW Systems, Inc. appreciated the need for such a conference and offered to
support, financially, our endeavor. Soon after, the National Aeronautics and Space Administration,
the United States Department of Transportation and the United States Amy Research Office joined in
this venture to enable us to bring the foremost scientists in the field to discuss and summarize the
state of the art in the transfer of radiation through planetary atmospheres, a problem of paramount
importance to remote sensing.
The area of remote sensing involves the scientist, the engineer and the governmental agencies.
Unfortunately, this field exhibits an unhealthy preoccupation with the development of hardware, per-
haps due to the immediate commercial value and glamour associated with gadgetry, and a general neglect
of basic scientific research. This imbalance reflects in the appearance of sophisticated instruments
whose measurements are interpreted not on the basis of theoretical analysis, but on algorithms and
numerical empiricisms. A finite, albeit small, investment in basic research is essential in order
to assure maximal utilization of resources.
This conference exposed the users of remote sensing (the government agencies such as the National
Aeronautics and Space Administration and the United States Department of Transportation) and the in-
dustries that develop the hardware (such as TRW Systems, Inc.) to the pioneering scientists whose fun-
damental investigations have proved to be a cornerstone to remote sensing. That Chandrasekhar's
solution of the Rayleigh scattering problem, or van de Hulst's meticulous investigations of the Mie
scattering, were not motivated by the relevance of their work to user agencies, did not diminish the
importance of their rnntr.-,,on to applied research. It may even be argued that mission-oriented
research would mould thinking along guidelines that stifle creativity and prove, in the long run, to
be counter productive.
If this conference brought out the importance of basic theoretical and experimental research to
the field of remote sensing, then it would have been an appropriate tribute to the late Professor
Sekera. If, in addition, it revived, in some small measure, an interest in such investigations, it
would have pleased Professor Sekera.
Jacob G. Kuriyan
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INTRODUCTORY NOTES
This conference dealt with the transfer of visible and infrared radiation and its relevance to
remote sensing.
The scientific sessions began with the talk of Professor S. Chandrasekhar on the "Polarization
of a Sunlit Sky". His eloquence and clarity of presentation belied the fact that this was, apart
from one lecture a few years ago at Oxford, a short visit to his field, after a complete break of
over twenty years. Since his lecture is not included in the proceedings I shall dwell upon those
points in his lecture that are of a historical nature and are, therefore, absent in his treatise on
Radiative Transfer.
In the mid 1940's when Chandrasekhar was studying the transfer equation there arose the question
of the inclusion of the polarization of the radiation field. Finding his eminent physicist-colleagues
equally unaware and the textbooks on optics of no great assistance, he scoured the library and found
the trace of a clue, an obscure reference to a paper by G. G. Stokes in a book by Walker entitled the
"Analytical Theory of Light". It then seemed logical to Chandrasekhar, that a matter as important
could not have escaped the attention of the old masters and hence, he proceeded to examine the col-
lected papers of Lord Rayleigh, Lord Kelvin, and Sir G.G. Stokes. The discovery, by Chandrasekhar,
of the relevant paper, after over 90 years of obscurity, brought about a revival of the Stokes
formalism that has immortalized Stokes. Indeed, the name is even emblazoned in neon at the Jodrell
Bank Observatory.
Chandrasekhar marched into the field of radiative transfer armed with a technique for solving
the relevant equation, not fully aware of its power or versatility. Progressively he attempted to
solve problems representing more difficult and realistic situations and the problems yielded, before
the method failed. It was indeed an intellectual adventure and, therefore, it is not surprising that
he described it as his "happiest years of research". The enormous application that his research has
found in the field of remote sensing ought to dispel the myth that useful results come only from mission-
oriented research and add substance to the theory that fundamental thinking requires a mind free to
soar at will.
An amusing anecdote that illustrates the mysterious path that leads to scientific discovery was
in the success he had persuading a young astronomer, W. A. Hiltner, to study eclipsing binary stars,
to confirm the 11% polarization that his calculations predicted. The first measurements, taken during
an eclipse, detected the polarization and was greeted with elation. But, contrary to expectation,
the polarization persisted even in the following days. This was subsequently identified as the first
experimental detection of another phenomenon, interstellar polarization.
The section on the transfer of visible radiation begins with the article by W. M. Irvine and
J. Lenoble, that assumes little prior knowledge of the field on the part of the reader and presents,
in a critical fashion, various analytical approximations and exact numerical solutions to the trans-
fer problem. They conclude by identifying some of the outstanding unsolved questions.
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Most of the methods used in the solution of the transfer problem assume that the medium is plane
parallel and ignore effects of sphericity. The Monte Carlo method is free of such assumptions and
its underlying mathematical framework is described in the paper contributed to the proceedings by
G. I. Marchuk and G. A. Mikhailov. The principal criticism levelled at the Monte Carlo method seems
to be the inordinate amount of computing time that is required if the results are to have a great
degree of precision.
G. Yamamoto, under whose leadership the group in Japan has made fundamental contributions to the
field of atmospheric radiation, presents, in a paper with M. Tanaka, detailed analyses of the exact
methods that are currently in use to solve the transfer problem viz: the doubling method and the
closely related matrix method, the iterative method, Chandrasekhar's method of discrete ordinates and
the Monte Carlo method. 'In order to consider the transport of radiation through a turbid atmosphere it
is necessary to develop a model of the atmosphere and characterize the aeorsols by parameters. For
some assumed values of these parameters Yamamoto and Tanaka evaluate the effects of the aerosols on
the heat budget and on the atmospheric temperature profile. They point out the crucial role played
by the complex index of refraction of the aerosols in these calculations.
The wealth of information obtained by the concerted research effort of the Mainz group is reported
in the paper by K. Bullrich, R. Eiden, G. Eschelbach, K. Fischer, G. Hgnel, and J. Heintzenberg. The
extensive experiments with the aid of in-situ sampling techniques help them to arrive at representative
values of the aerosol parameters which are used to compute the radiation field and, hence, infer the
heating rate due to aerosols. K. Bullrich et al. conclude that the heating rate due to aerosols could
be of the same order as that due to water vapor.
These numerical experiments on the radiative effects of aerosols suggest the need for their in-
clusion in the climatic studies and in the numerical simulation of atmospheric circulation. The inde-
pendent investigations of K. Ya. Kondratyev's group in the USSR summarized in his latest book echo the
conclusions of Bullrich and Yamamoto. While these results dispel all doubts as to the adequacy of the
theoretical methods to calculate radiative effects of aerosols, they also emphasize the importance and
the desirability of experimental determination of the relevant aerosol parameters on a global basis so
as to arrive at realistic estimates of heating and cooling.
Perhaps the overriding and common feature of van de Hulst's numerous publications are the sound
physical principles he uses to arrive at approximate solutions to complicated scattering problems. It
seems desirable that a first estimate of the effect of aerosols on the heat budget should be generali-
zations of the many approximate expressions derived by van de Hulst and compiled in his treatise on the
"Light Scattering by Small Particles". In his paper he investigates the scattering in cloud layers, a
problem that has received scant attention primarily because of its intrinsic difficulty. In the re-
search world of the atmospheric sciences mathematical analysis often takes a back seat to numerical ex-
periments with computers. van de Hulst points out the importance of tailoring a calculation to the
specific problem and the possibility of an overkill. In his words "...it does not always require a
professional furniture maker to prevent a four legged table from rocking. If the sole purpose is
to avoid spilling coffee, a folded paper under it may be equally satisfactory."
X11
Under certain idealized situations it is still possible to use analytical methods to solve the
transfer problem. These may provide useful clues to obtain approximate solutions under more realistic
conditions. I. Kuter and N. J. McCormick describe the singular eigenmode expansions to study the
transport of radiation through thick atmospheres.
In the study of the transfer problem in the absence of scattering the approximations of Schuster,
Schwarzschild, Eddington and Milne have played a central role, facilitating physical interpretation of
unusual phenomena. In the presence of scattering, the Mie solution, in the form of an infinite series,
complicates the problem. In a set of lectures delivered at the Department of Meteorology, UCLA at the
request of Professor Sekera, D. S. Saxon described the Mie solution and obtained the Born-Rayleigh-Gans,
the Frauhofer and the Wentzel-Kramers-Brillouin-Jeffreys approximations. That the reciprocity principle
was a consequence of the time reversal invariance of the Maxwell's equations was also established. The
integral and phase shift formalisms were explored, and the geometrical optics and the Rayleigh-Gans
limit to the scattering cross sections derived. This unpublished set of lecture notes are included
in this monograph.
In remote sensing from space probes the signal that is detected has been transported through an
intervening medium and, therefore, carries information pertaining to the source as well as the con-
stituents of the medium. For instance, infrared image of land surfaces will be contaminated by at-
mospheric effects and there is a need to factor out this interference. K. Ya. Kondratyev, A. A.
Buznikov, 0. B. Vasilyev and 0. I. Smokty discussthe method of transfer functions that enable the
elimination of atmospheric effects from spectral photometric data measured from a spacecraft. The
fascinating experimental data gathered by the Soviet spacecraft Soyuz 7, Soyuz 9 and SALYUT show that
the Soviet scientists continue to enjoy the lead in the field of theoretical and experimental atmos-
pheric radiation and insert a note of urgency for international collaboration, to derive the benefit 
of
these investigations.
The next paper deals with the use of a ground based polarimeter to derive equivalent optical
characteristics of the medium. The importance of such a determination and the inherent non-uniqueness
in model calculations are discussed. These optical parameters can be used in a program such as those
described by Yamamoto and Bullrich to derive the radiative effects of aerosols. A ship-based polari-
meter will be used to infer the particulate characteristics in the forthcoming GARP Atlantic Tropical
Experiment, off the coast of Senegal. The heat budget estimates from this experiment, it is envisaged,
will complement the direct measurement of radiant flux. Helicopter-borne polarimeter measurements of
upwelling radiation have also been interpreted using similar methods. However, there has not been
statistically significant amount of data to warrant a definitive statement.
The other remote sensing device that is based on these theoretical developments is the lidar. The
Stanford Research Institute is one of the foremost centers of Lidar research and the use of lidars to
measure atmospheric particulates is described by R. T. H. Collis, P. B. Russell, E. E. Uthe and W. Viezee.
While the location of the scattering layer is uniquely determined, the inference of the characteristics
of the aerosol particles from the intensity of the signal involves other assumptions. A careful asses-
ment of the success and the limitations of the method is provided by Collis et al.
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The section on infrared radiation included the talk by Professor V.E. Suomi on the role of
radiation in the general circulation of the atmosphere. This was a highly entertaining and informative
discourse liberally illustrated with color slides. He pointed out that the general circulation models
were plagued with truncation errors, problems of boundary conditions and finite differencing schemes and,
therefore, on the time scale of a few days, radiation was ignored. He predicted that this situation
would change dramatically in the next year or two when radiation will become an integral part of the
model calculations.
The article by J. C. Gille reviews the methods used in the transfer of infrared radiation. High
precision radiation measurements are shown to agree with calculations using line-by-line integrations.
The advantages of using the various types of band models to obtain approximate results are also dis-
cussed. The paper includes the transmittance, fluxes and the heating rate calculations in an inhom-
ogeneous atmosphere.
Line-by-line calculations require the specification of molecular parameters. R. A. McClatchey
gives the most recent calculations of specific parameters for H20, CO2 , N20, CO, CH4 and 02. The
random model is then used to calculate transmittance spectra. The systematic and thorough tables pro-
duced by McClatchey et al. have proved to be of great value to the research scientist.
The use of satellites for the remote sounding of the earth's atmosphere is discussed by C. D.
Rodgers. The radiation that is detected has information on the temperature and composition of the
atmosphere as well as the emissivity of the surface. The underlying theory of the retrieval of this
information from radiation field measurements is given. The types of instruments that are in use on
space probes for infrared remote sounding of planetary atmospheres and their uses are also described.
The panel on "Unsolved Problems" in atmospheric radiation was chaired by Professor J. London and
included Professors V. E. Suomi, H. C. van de Hulst, S. Twomey and Dr. D. Deirmendjian. Professor
Londnn initiated the discussion by enumerating the outstanding unsolved problems published in the
Bulletin of the American Meteorological Society in 1971. Professor Suomi urged that radiation ex-
periments be performed in concert with one another, as in the Soviet Union, so that intercomparisons
and correlations can be studied. It is interesting and perhaps not a coincidence, since Professor
Suomi was one of the architects of GARP, that the forthcoming GARP Atlantic Tropical Experiment will
include such complete radiation experiments. Professor van de Hulst suggested that infrared band
model absorption could probably be systematized along the lines of his early contributions. As for
multiple scattering calculations the theory is adequate and to quote him "I feel like a waiter in
a restaurant. In the beginning when everyone is hungry and thirsty you pour some water and coffee and
give some bread, because that is what they will ask for anyhow. But this is more or less the end of
the dinner and they are all saturated. So we have to ask "Do you want anything else, Sir?"
Professor Twomey pointed out that assumptions of spherical particles and uniform refractive index in
aerosol calculations are inherently unrealistic and hence, render the results to be of questionable
value. Dr. Deirmendjian stressed the usefulness of the concept of equivalent description of the atmos-
phere in terms of spherical scattering. It has been stressed elsewhere in this monograph that the
determination of the parameters of an equivalent description of the atmospheric scattering can be used,
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as explained by Bullrich and Yamamoto, to calculate heating rates. The knowledge of the parameters is
only the intermediate step of the calculation and it is a non-unique result. This, however, leads to
the inference of the entire radiation field and hence, heating rates. If, for instance, the inferred
size distribution is to be used to deduce the cloud nucleation abilities, clearly the results will go
awry, since the model is only one member of an equivalence class. The alternative method of treating
scattering as due to a medium with a coordinate-dependent refractive index is used by radioscientists.
At present no great advantage is envisioned by these methods unless experiments can be designed to
determine the relevant probability distribution function. It is perhaps useful to recall Sekera's
justification for the use of a spherical scatterer with uniform refractive index. In his "Advances of
Geophysics" review article he observed that it is likely that most aerosols have a water coating and,
therefore, assume a spherical shape. Further Kerker proved a theorem that a spherical object "with
a thin coating scatters light as if the inner core were not present provided that the outer shell has
a moderate refractive index", and hence the assumption of a uniform refractive index.
The panel on Remote Sensing consisting of Dr. W.R. Bandeen, Dr. J.D. Lawrence, Jr. of NASA, Dr.
C.B. Farmer of JPL, and Mr. P.G. White of TRW, was chaired by Dr. M. Tepper of NASA. Drs. Bandeen,
Lawrence, and Tepper described the Earth Observation Program carried out by NASA, including the various
meteorological satellites and the satellites to survey earth resources and monitor environmental
quality. Some of the typical instrument packages on them and the proposed experiments were discussed.
Mr. P. G. White described the use of a multichannel ocean color sensor to monitor the chlorophyll
content in the oceans from radiative field measurements. Dr. C. B. Farmer discussed the radiometric
and spectroscopic remote sensing techniques used at JPL. The modification of Chahine's algorithm that
was used to determine the temperature profile on Mars and the study of the 4.7 P band in the Jovian
atmosphere using a Michelson interferometer that detected the presence of Deuterated Methane were
two of the examples of remote sensing of planetary atmospheres. Dr. Farmer concluded his talk with
a description of his high speed Michelson interferometer, designed to detect trace gases, that has
been flown on the Concord and the Good Year Blimp.
The conference ended on a note of cautious optimism when Professor Fred Singer argued that the
evidence available indicated no increase in global particulate levels during the last decade. He
pointed out that man's activities perturb the atmosphere in a local fashion and hence local ob-
servations must be interpreted with care.
Apart from minor corrections of spelling and misprints, the texts reproduced here are those sub-
mitted by the authors.
Jacob G. Kuriyan
Editor
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SOLVING MULTIPLE SCATTERING PROBLEMS IN PLANETARY ATMOSPHERESt
William M. Irvine
Department of Physics and Astronomy
University of Massachusetts
Amherst, Massachusetts 01002
and
J. Lenoble
Laboratoire d'Optique Atmospherique
Universite des Sciences et Techniques de Lille
59-Villeneuve d'Asco, France
1. INTRODUCTION
Radiative transfer problems in planetary atmospheres within the extended visible portion of the
spectrum may conveniently be referred to as multiple scattering problems, to distinguish them from
transfer problems at longer wavelengths where thermal emission by the atmosphere is important. We shall
begin this paper by recalling several earlier reviews on this topic. Eleven years ago, van de Hulst
and Irvine (1962) discussed just this question and stressed the necessity for considering anisotropic,
forward-directed single scattering within the multiple scattering problem. Almost all computations
prior to that time had been made for nearly isotropic scattering, a situation which rarely applies in
an actual planetary atmosphere (although the results obtained for isotropic scattering may be used to
interpret observations of more realistic atmospheres; see below). Methods for attacking such problems
were proposed in that paper and by van de Hulst (1963), and the review was updated by Irvine (1968).
During the following decade, vey considerable progress was made in computational methods, in large part
as a result of improved electronic computers. These computational techniques were the subject of a
recent review by Hunt (1971), which contains extensive references. The extension of computed results
outside of their original domain of validity has been the subject of extensive work by van de Hulst
(e.g., 1971) through the use of asymptotic expansions, "similarity relations" for transforming the
results from one set of atmospheric parameters to another, and the computation of a large number of
"test cases" of atmospheric scattering with the aid of easily parameterized phase functions. An up-to-
date discussion of the theoretical, analytic approach to radiative transfer theory in the visible
spectrum is the subject of a recent book by V. V. Sobolev (1972), which is being prepared for English
translation by Pergamon Press. This text brings together in one place a comprehensive account of
t Contribution from the Five College Observatories Number 171.
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radiative transfer theory for atmospheres with highly anisotropic scattering, and includes a discussion
of approximate methods and also the problems associated with multiple scattering in inhomogeneous and
spherical atmospheres.
The recent reviews tend, however, to be either directed toward research workers within the field, or
to be not yet generally available. In the present paper, we shall take a somewhat different point of
view, and shall orient the discussion toward the scientist with little or no prior experience in radi-
ative transfer theory who finds himself confronted with such a problem during the course of his re-
search. We shall thus begin in quite an elementary manner, shall try to bring together in a coherent
picture available results and procedures, and shall rely heavily on earlier reviews for both lists of
references and the basis of the following discussion.
The standard English language textbook on radiative transfer theory (not limited to planetary
atmospheres) is that of Chandrasekhar (1950), whose terminology we shall generally follow. Other
important general references include the books by Sobolev (1956) and Busbridge (1960).
2. ANSWERS DESIRED FROM THE THEORY
The degree of complexity in a multiple scattering problem depends to a large extent upon the answer
desired for a particular application. Because the identical transfer problems have been considered
within the contexts of astrophysics, atmospheric optics, and neutron transport theory, there is a
rather confusing wealth of nomenclature, and it would be well to begin with a set of definitions.
The basic physical quantity entering both the theory and observation is the specific intensity of
radiation I (radiance in atmospheric optics, angular neutron flux in neutron transport theory). It
is defined as the energy per unit area, time, frequency interval, and solid angle, crossing a small
test surface which is oriented normal to the direction of propagation. The monochromatic flux H
(radiation flux, energy dependent neutron current) is the radiant energy per unit area, time and
frequency interval crossing a small test surface, measured positive from one side and negative from
the other. It is a vector quantity, with direction determined by the normal to the surface under
consideration, and is obtained by integrating I ever solid angle and aLdking account of the projected
area for non-normal incidence:
H do cos e I(Q) (1)
47r
where the direction of propagation is specified by polar and azimuthal angles (e,4) = defined with
respect to the surface normal and do is an element of solid angle. The flux incident upon a surface
from one side only is known as the illumination (irradiance); the illumination due to direct solar
radiation is called the insolation.
The conceptually simplest property of a planet or an atmosphere which may be desired in a particular
application is the albedo, defined as the ratio of the total flux reflected by the atmosphere (which
equals the illumination of the upper atmospheric boundary from below) to the incident solar flux. If
the atmosphere overlies a planetary surface, then the planetary albedo is the ratio of the total re-
flected flux to the incident flux. The usual definitions apply to the case of parallel radiation in-
cident on the atmosphere. We may then distinguish between 1) the case of a plane atmosphere, which
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applies to a situation at a particular point on a planetary disk and leads to the definition of the
plane albedo as
A(p0 ) = d p I(at top of atm.)/TF po0 (2)
21, up
where 60 is the angle of incidence, iF is the solar flux at the position of the planet through a
surface perpendicular to the direction of insolation, so that iF 0 is the flux through the upper
atmospheric boundary, and we have set p = cos 6, po0 = cos 60 . The plane albedo may depend signifi-
cantly upon angle of incidence a0 . This is not the case for the spherical or Bond albedo, which is
the corresponding ratio of reflected to incident flux for parallel solar radiation incident on a
spherical planet. Integrating over the planetary disk, we obtain
2xr R
I2 dy JR dr r A[u 0 (r,y)]
0 0
As = (3)wR2
where y and r are polar coordinates on the (plane) disk of the planet of radius R. Thus, the
spherical albedo may be found once the plane albedo is known as a function of position on the disk.
The albedo is of paramount importance in determining the total solar energy absorbed by an atmosphere
and is thus fundamental in computations of thermal balance. It may also serve as a measure of the
expected relative surface brightness for a series of objects for which the directional distribution of
reflected intensity does not vary greatly.
Some problems require knowledge of the surface illumination. We may define the ratio of this illu-
mination to the insolation at the top of the atmosphere as a quantity V(pO, 0 ):
V(pO,'T 0) = do p I(at bottom of atm.)/TF po0 . (4)
27, down
In many instances, it is of course desirable to know the angular distribution of radiant energy
reflected, transmitted, or within an atmosphere; that is, the intensity I. Measurements of the bright-
ness versus position on a planetary disk ("limb darkening") or the brightness distribution across the
terrestrial sky are observations of the intensity. In addition, knowledge of I as a function of angle
is required for accurate computations of planetary phase curves and accurate computations of albedos.
If polarization may be neglected (see below), the intensity will satisfy the equation of radiative
transfer (74), whose solution is discussed in subsequent sections (4-6).
If only the radiation emerging from an atmosphere is desired, then one may seek the reflection and
transmission functions which may be defined as
R(Q,00) = I(at top going up)/F v0
(5)
T(Q,QO) = I(at bottom going down)/F p0
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and which may be found without the necessity for obtaining the entire radiation field within the medium.
R and T are the reflected and transmitted intensities for incident solar flux 7 through a surface
oriented perpendicular to the solar direction, so that the reflected and transmitted intensities for
unit incident flux through the top of the atmosphere are clearly R/r and T/n , respectively. Other
definitions of analogous quantities are sometimes employed, such as the scattering and transmission
functions Sc = 4p p0 R and Tc = 4v uO T (Chandrasekhar, 1950).
The most detailed diagnostic information concerning the composition and state of a planetary
atmosphere is frequently obtained from observations of polarization. Since we shall not consider
problems of the propagation of coherent radiation for which phase relations may be important (as
potentially with laser probes), the radiation field including polarization may be characterized by the
four Stokes parameters (see Chandrasekhar, 1950). Up to the present time, almost all observations have
been of the linear polarization
P = (I±L- I~jl(I0 + 111) (6)
where I and I, are the radiation intensities with electric vector perpendicular to and parallel to
the plane defined by the angles of incidence and reflection on the planetary atmosphere. Measurement
and interpretation of the linear polarization versus phase angle and wavelength for Venus have provided
stringent limitations on the properties of the cloud particles for that planet (Hansen and Arking, 1971).
The circular polarization for radiation reflected by a planet is generally very small, but some measure-
ments are now becoming available (e.g., Swedlund et al., 1972). The polarization may be obtained by
solving a vector transfer equation in which the components of vector I are the four Stokes parameters.
Because the scattering within a planetary atmosphere is to a good approximation elastic (or, in a
different use of the word from above, "coherent"), each of the quantities considered above may refer
either to radiation of a particular frequency (e.g., IV) or to the corresponding quantity integrated
over wavelength (I = fdv IV). See, however, the comments under frequency in the following section.
3. DEFINING CHARACTERISTICS OF THE PROBLEM
Almost all theoretical and computational work on multiple scattering problems to date has attacked
the direct problem; that is, the physical parameters characterizing the atmosphere (see below) are
taken as given, certain boundary conditions are assumed for the sources of radiation, and the radiation
field in the atmosphere is sought. The inverse problem, in which the radiation field is assumed known,
and it is desired to infer the parameters characterizing the atmosphere, is of course usually more
appropriate for the interpretation of observations. Because of the multitude of parameters needed to
characterize an actual atmosphere (and perhaps underlying surface), however, there has not as yet been
developed any reliable and consistent procedure for solving the inverse problem (some steps have been
taken by Twomey, 1963; Herman and Yarger, 1969; Bellman et al., 1965; Fymat and Kalaba, 1973). The
usual procedure is to assume a set of values for the atmospheric parameters which are being sought and
compute the expected intensity (or albedo, or other measured characteristic of the radiation field) for
that particular model atmosphere. Comparison of results obtained for a set of models will then hope-
fully allow one to define the properties of the atmosphere. In the present review, we shall assume
that the latter procedure is being followed, so that we shall discuss solution of the direct problem.
It is then necessary to specify those characteristics of the atmosphere which will determine the
radiation field for a particular model.
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Of fundamental importance in this regard are the scattering and absorbing properties of an elemental
volume of the atmosphere. The extinction coefficient a (more correctly called the volume extinction
coefficient) determines the attenuation of a beam that is normally incident on a plane layer of geo-
metric thickness ds according to
dl/I = -a ds , (7)
which of course leads to the usual law of exponential attenuation. The extinction coefficient thus
describes the attenuation per unit length suffered by a beam, and may also be thought of as the
effective interaction cross section per unit volume of the medium. For a monodisperse medium consist-
ing of n particles per unit volume each with an extinction cross section C, we would have a = nC,
which is of course the reciprocal of the mean free path. For a distribution of particle sizes or
properties, the appropriate average must be performed. In the study of stellar atmospheres, but not
ordinarily planetary atmospheres, the mass extinction coefficient is employed. It is related to the
volume extinction coefficient by ap = a/p , where p is the mass density.
The extinction coefficient consists of two parts, a scattering coefficient a and an absorption
coefficient K, each with dimensions and definitions parallel to that for the total extinction coefficent.
Some workers apply the term "absorption coefficient" to a, in which case K is referred to as the
coefficient of true absorption. In any case, K defines that portion of the energy removed from a
beam which is converted into other forms of energy (or into radiation with a frequency outside the
range being considered), while a describes the radiation which .is scattered from one direction into
another without such change of frequency. It is important to emphasize that each of these coefficients
is a macroscopic quantity characterizing the average properties of a volume element of the atmosphere,
so that it makes no difference whether the scattering or absorption is produced by a gas, aerosol
particles, or some combination.
Fortunately, the solution of most multiple scattering problems requires only the specification of
the ratio
aOI/a = 0  , (8)
which is known as the single scattering albedo. It clearly represents the probability that, if a
photon interacts within an element of volume, it will be scattered rather than truly absorbed. It will
be identical with the average particle albedo of the aerosols in the atmosphere provided that the
scattering and absorption by atmospheric gases are negligible.
The directional distribution of radiation scattered by an element of volume is described by the
phase function p, which is sometimes referred to as the scattering diagram (indicatrix of scattering
in Russian work, normalized scattering kernel in neutron transport theory). It is normalized such that
S do p(cos y) = 1(9)
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where y is the angle of scattering. Thus p(cos y) do/41 is the probability that radiation which is
scattered will be deviated through an angle y into an element of solid angle do.
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As was mentioned in the introduction, a principal complicating factor in the solution of planetary
scattering problems is the marked anisotropy of p(y) in practical applications. This property is
often characterized by
1
g = <cos y> = d(cos y) cos y p(cos y) , (10)
-l
the asymmetry factor, which equals the weighted mean cosine of the scattered radiation. Clearly g = 0
for isotropic scattering and approaches 1 for the more and more forward-elongated phase functions which
are typical of scattering by aerosol particles with dimensions comparable to or larger than the wave-
length (cf. Irvine, 1965). Small metallic particles or large rough particles may have g < 0 (pre-
dominance of backward over forward scattering). The determination of p(cos y) requires some
assumptions concerning the ratio of molecules to aerosol particles and concerning the particle size,
shape, and composition in the atmosphere. Only spherical particles have been considered in detail,
for which Mie theory applies. Problems involved in the specification of p(cos y) have been considered
in the books by van de Hulst (1957) and Shifrin (1951) and for spheres by Deirmendjian (1969); numerical
problems are reviewed by Hunt (1971); Greenberg (1968) has compared the scattering on spherical to non-
spherical particles.
The atmospheres must also be characterized by its optical thickness T0 . The element of optical
path dr = ads , so that TO = fdsa along the vertical path through the atmosphere.
The quantities underlined above in this section are sufficient to define the porperties of a homo-
geneous, plane-parallel atmosphere. To complete the specification of a particular problem for such an
atmosphere, we must give the boundary conditions including the specification of the radiation sources
and the properties of any underlying surface. Normally in the consideration of visible radiation in
planetary atmospheres the only source of radiation is incident sunlight. It is almost always possible
to neglect the finite size of the solar disk, so that this radiation incident at the top of the
atmosphere may be taken as parallel and hence defined by
10 = 601 - 1O) 6(o - 0 ) nF (11)
where the corresponding flux normal to the beam has been taken equal to iF as above.
The properties of the planetary surface may be much more difficult to characterize. Up to the pre-
sent time, only isotropically scattering ("Lambert") surfaces and specularly reflecting surfaces have
been considered in any detail, although the analytical procedure to be used with a more complicated
law of reflection is known (see Sobolev, 1972).
For a particular application it may, of course, not be permissible to assume that the atmosphere is
homogeneous and plane-parallel. The introduction of the possible inhomogeneity of the atmosphere may
significantly complicate attempts to model the problem, although study of such situations offers the
opportunity to potentially determine the altitude profile of such basic atmospheric properties as
temperature and pressure. Some of the computational approaches to multiple scattering problems remain
virtually unchanged for atmospheres which are vertically inhomogeneous, as has been emphasized by
Hunt (1971). In that case the difficulty occurs in knowing how to limit the models to be considered
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from an infinitude possible with the abandonment of homogeneity. Analytical results are more limited
in extent, although a beginning has been made in this direction (cf. Sobolev, 1972; Kanal, 1973;
Yanovitskii, 1972; Ueno, 1960; Bellman, Kalaba, and Ueno, 1963; Chamberlain and McElroy, 1966; Fymat
and Abhyankar, 1970).
Horizontal inhomogeneity is much more difficult to handle, and useable results have been obtained
to date only by quite approximate methods or by Monte Carlo techniques (Van Blerkom, 1971); see Section
7 below. A somewhat more tractable problem, at least theoretically, concerns the illumination of a
homogeneous atmosphere by a horizontally inhomogeneous external source such as a searchlight beam.
Initial results with this problem were obtained by Chandrasekhar (1958), and more recently it has been
investigated by Rybicki (1971) and Romanova (1971, 1973).
The necessity for considering the sphericity of an atmosphere arises for certain problems such as
the examination of twilight phenomena or the illumination over a planetary disk near inferior con-
junction. The most attention to these effects seems to have been given by the Soviet group, and
results are summarized by Sobolev (1972) (cf. also Sobolev, 1973; Ueno, 1973). Fortunately, for most
applications the plane-parallel approximation is sufficient, since the thickness of the atmosphere is
very much less than the radius of curvature of the planet.
Infrequently one may be interested in the time response of an atmosphere to an impulsive source of
radiation. The velocity of light insures that the propagation of radiation through an atmosphere occurs
much more rapidly than temporal changes of atmospheric properties, except perhaps in such instances as
a solar eclipse. In the optical probing of an atmosphere the temporal return may be important, however,
and an approach such as that used by Romanova (1969) or Minin (1971) might be utilized.
As we have stated above, radiation at separate frequencies may normally be considered separately in
solving multiple scattering problems for visible light in planetary atmospheres. It is also generally
possible to uncouple the visible transfer problems from those in the thermal infrared, because the
overlap between the black body curves for the sun and for a planet is quite small. Recently, however,
the possible importance of incoherent (in the frequency domain) scattering such as Raman scattering has
been pointed out for the reflection from Uranus and Neptune (Wallace, 1972). Rigorously, problems of
this sort would require simultaneous solution of transfer problems at a set of frequencies. In
practice approximate methods based on a monochromatic solution may be adequate for at least some
applications.
A more usual frequency-related problem concerns the computation of the shape of absorption lines
formed by reflection of solar radiation from a planetary atmosphere containing a gaseous absorber.
Since the atmosphere is "cold" (relative to the radiation temperature of the incident sunlight), each
frequency in the line or band may be treated separately, so that the problem reduces to a series of
monochromatic transfer problems. The difficulty arises in the number of such parallel problems that
must be solved to define a line shape with sufficient precision; see the discussion in Section 7.
The multiple scattering theory which we are considering assumes that the scattering centers in the
atmosphere are far enough apart so that each particle is in the far field of the scattered radiation
from any otherparticle (according to van de Hulst, 1957, this will be satisfied if the inter-particle
distance is greater than about three times the particle radius, unless the particles are very large
indeed with respect to the wavelength of radiation). As a result, the particles effectively cast no
7
shadows. This situation would seem to apply to all conceivable atmospheric situations, including
multiple scattering by large rain drops. There are, however, other situations where the scattering
centers are large enough and their volume density is great enough that mutual shadowing may occur.
This effect is thought to produce the "opposition effect" observed as a sharp increase in brightness
in the back-scattered direction for observations of Saturn's rings, the surface of the moon and certain
asteroids (cf. Bobrov, 1970; Veverka, 1970). The usual multiple scattering theory may in some cases
be modified to include such effects (Irvine, 1966); see also Section 7 below.
4. RAPID, APPROXIMATE ANSWERS
In the present section, we shall examine the possibility of finding the answer to a particular
multiple scattering problem without the necessity for performing detailed calculations. More ex-
plicitly, the methods and results presented in this section require no programming of electronic
computers for their application to the problem at hand. When such an approach will be useful depends,
of course, on both the quantity being sought (Section 2 above) and upon the accuracy desired. We
shall initially limit the discussion to homogeneous, plane-parallel, coherently scattering atmospheres
illuminated in a steady state by parallel solar radiation.
Precise formulas will be given where this is possible. In many cases, however, we must resort to
approximate procedures. Two of the most useful are described below:
Similarity Relations. It would be a great simplification in planetary scattering problems if the
solution for a given anisotropic phase function could be reducedto the known solution for isotropic
scattering. We would expect that such a transformation might exist provided that the radiation field
has been "smoothed" by a large percentage of multiple scattering and/or by integration over angle.
Such "smoothing" is necessary to remove the sharp maxima and minima which are present in the primary
scattered radiation if the phase function is highly anisotropic. Obviously no information concerning
the azimuthal dependence of the radiation field can be obtained from such a comparison, since for
isotropic scattering the intensity is independent of azimuth.
Such "similarity relations" have been used for some time in neutron transport theory (cf. Davison,
1957; Sobolev, 1972). It may be shown that the solution to a given transport problem for a single
scattering albedo 0 and optical thickness TO will be "similar" (may be approximated by) the
0 0 *
solution to the same problem for isotropic scattering and an albedo wO and optical thickness TO
where
0 (1 - g)Wo0  , (12)
1 - gwo
= ( - g~0 ) t0 . (13)
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More recently, van de Hulst has pointed out that essentially the same "similarity relation" may be
expressed as
k TO = kT0  (14)
1 - @0 1 - m0
* k (15)
k k
where k is the inverse diffusion length in the atmosphere (see A.I. below). For the most interesting
case of (1 - '0) << 1, Equations (14) and (15) reduce to Equations (12) and (13) (cf. Figure 1 and
Sobolev, 1972, Ch. VIII).
The validity of the relations (14) and (15) for determining the profile of absorption lines formed
in a scattering and absorbing atmosphere has been studied by Hansen (1969), who finds good agreement
with the exact theoretical results except for large angles of incidence of the solar radiation. The
validity for integrated quantities such as the albedo is even more striking (van de Hulst and Grossman,
1968).
Eddington and other Approximations. Approximate values of the flux H may be obtained without
rigorously solving the transfer equation by procedures developed for use in stellar atmospheric pro-
blems by Eddington, Schuster, Schwarzschild and others [some historical background is given in Sobolev
(1956) and Beasley et al. (1967)]. These approximations have different realms of validity.
When the radiation field consists largely of multiply scattered light, so that sharp maxima and
minima resulting from the shape of the phase function are smoothed out, the Eddington approximation
will provide useful answers. This will be particularly true for quantities integrated over angle,
such as the albedo or transmitted flux. This condition applies to thick atmospheres with nearly con-
servative scattering (t0 >> 1, (1 - '0) << 1), but the useful range of parameters is quite large.
An alternative approach, with a similar range of applicability, is the "modified two-stream" appro-
ximation proposed by Sagan and Pollack (1967).
When single scattering predominates, as will occur for a thin layer or for a semi-infinite medium
if the absorption is large (W0 << 1), it is preferable to use the standard two-stream approximation
(see below).
We now proceed to the computation of physical quantities, using approximately the ordered sketched
in Section 2.
A. Albedos
1. Semi-infinite atmospheres
In this case the properties of any underlying surface can be ignored. It is important to point out,
however, under what conditions an actual atmosphere may be considered to be semi-infinite. If the
atmosphere is weakly absorbing, in the sense that [3(1 - 0)(1 - g)]1/ 2 T0 << 1, the atmospheric
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reflection will be identical to that of a semi-infinite atmosphere to 0(13(I - g)T 0 ]-1). In contrast,
when kT >> 1, the departure from the semi-infinite condition is 0(exp - 2kr0 ), where k is the inverse
diffusion length.
The parameter k is determined by solving the "characteristic equation" for a given phase function.
It is the smallest discrete eigenvalue of the transfer equation, so that deep within a homogeneous
absorbing medium the radiation field decays as e-k . For isotropic scattering
W0 ln(+ k) = 1 , (16)
.~ n 1 - k
while Figure 1 presents curves relating 0, k, and g for the case of the Henyey-Greenstein phase
function
p(cos y) = (1 - g2)/(l + g2 - 2g cos y)3/ 2  (17)
for which g is the asymmetry factor <cos y> . Equation (17) is a convenient phase function formany
purposes, since it may be varied from purely forward scattering (g = 1) to purely backward scattering
(g = -1) by changing just the one parameter g. The "similarity principles" (see above) suggest that
the curves in Figure 1 will apply quite closely to any phase function with the same g = <cos y> .
The plane and spherical albedos are rigorously 1iven for any phase function by
A( O ) = 1 - 0 0)/ 0  (18)
and
As = 1 - 2a
0  (19)
where the auxiliary function 01(o0) and its zeroth moment
a =  dpo O(l 0)  (20)
0
are defined in Section 6. A list of available tables is given in Table 1. In the case of isotropic
scattering equations (18) and (20) reduce to
A(pO) = 1 - H(O)(l - )1
/ 2
(21)
As = 1 - 2(1 - W0) /2 h1
where H(1) = HO() is the familiar Chandrasekhar H-function (see Table 1) and h1  is its first
moment f d1i 1 H(p) . Note that 0 and H are functions of %0 , although this is often not
explicitly indicated.
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For general anisotropic scattering with an asymmetry ig] 0.33 appropriate tables will not be
available. Unless the numerical solution of an integral equation is undertaken to obtain 0 (0 ), we
must then proceed in an approximate fashion, or make use of asymptotic expressions that apply in certain
limiting cases.
Setting TO = in Equation (37) below, we obtain for the albedo of a semi-infinite atmosphere in
the Eddington approximation
A(pa) =0 2 - 3bu0 + 3g(l - 'O 0O (2i0 - b) fA0 - for W0 1 .(22)(1 + b)(1 - k2 2)
0
where b = 2k(l - g'wo0)- /3, k2 = 3(1 - 10)(l - w0 g), and g is given by Equation (10). A comparison
of results obtained from this approximation with the exact solution to the transfer problem is
illustrated in Figure 2 and Figure 3. Note the good agreement between the exact and approximate results
over a wide range of values of the parameters WO, g, and 0 . Figure 4 illustrates the spherical
albedo for a semi-infinite atmosphere ascomputed from Equation (21).
The albedo for the "modifed two-stream approximation" is given by
A = (r- s)/(r + s) 0 1 (23)
where
r = 1 - 2f 1 + wob1
Ol2 ru2 2 112s = [(1 - 2- w'22l
(24)
fl = (1 + g)/2
b= 1 - fl
and g has been defined in Equation (10). When T0 or W0 are small, it is preferable to use the
standard two-stream approximation. The equations are the same as (23) to (24) except that
fl d1 p(p) . (25)
0
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2. Finite atmospheres
If the atmospheric optical thickness is not semi-infinite, we must in general take account of the
reflecting properties of the planetary surface. Detailed results have been obtained only for isotropic
(Lambert Law) surface reflection and specular reflection. We shall confine ourselves to the former
case, referring the reader to Sobolev (1972, Ch. IV, §5), and Casti, Kalaba, and Ueno (1969) for a
discussion of the latter.
In this case, the probability that a photon incident at an angle arccos P0 to the surface normal
will be reflected at an angle arccos p into an element of solid angle do will be
2 a pi d/2n (26)
where a is the albedo of the surface. The incident intensity I0 is then related to the reflected
intensity I by
Il = (2 a p) 10 0/27r
(27)
I = a 10 0 /
We may now express the albedo in the presence of a planetary surface in terms of quantities
characterizing the atmosphere in the absence of such a surface (i.e., for a = 0). Designating the
former quantities with a superposed bar, we have (e.g., Sobolev, 1972, Ch. IV)
a Vs 0
Ap0,T0) = A(i0 t0) + 1 - a As(t 0 ) V( 0,T0 ) (28)
where the surface illumination V(p0 ,T0) is defined by Equation (4) and, in analogy to the definition
of A_.
Vs (t 0 ) = 2 dpo p0 V(o0 'T0 ) . (29)
0
The problem is thus reduced to finding the reflected and transmitted flux in the absence of an under-
lying surface.
In terms of the auxiliary functions defined in Section 6, the exact expressions are
A(00) = 1 - 0(P 0 ,T 0 )/ 0  (30)
and
0
V(0 0 ) = 1 ( 0 ,T 0 )/P 0  . (31)
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The corresponding spherical albedo and surface illumination are
1
As (T0) = 1 - d.0  0 OTO) (32)
0
and
Vs (T0 ) = 2 d o0  (PT 0 ) (33)
0
We emphasize again that the functions 0 and 0 are their moments, as well as the X- and Y-functions
introduced below, are functions of '
For values of T O  3, one may frequently avoid the necessity of detailed computation, even if quite
precise results are desired, by using asymptotic formulae to interpolate between known results for
TO = - and numerically obtained anwers at moderate TO . Van de Hulst (1968) has described this pro-
cedure in detail.
For isotropic scattering we have in terms of the familiar X- and Y-functions (suppressing the de-
pendence upon TO)
0) 2p(l - 0 )[(2 - 000) X(P) + wOo Y()] (34)
()= 2 2(34)(2 - m a0 )2 - (OO)2
o 2i(1 - ' O)O 00 X(u) + (2 - 10 0) Y(u)]
= (35)
(2- 0 0)2 - 0c\0 2
where
1 1
I0 =O du X(6) , 0 =j du Y() . (36)
0 0
Tables of X and Y are referenced in Table 1. With their aid, we may use the similarity relations
[Equations (12) - (15)] to relate a given problem to the corresponding solution for isotropic scattering.
The steps in this procedure would thus be 1) relate the known values of 1O, g, and T0 to the
"similar" values for isotropic scattering; 2) solve the appropriate isotropic problem for A, As , V,
and Vs for the case of no surface reflection .(a = 0) by using tables of X and Y functions; 3) find
the desired albedo for a $ 0 from Equation (28).
The Eddington approximation when TO < - takes the more complicated form
A() = 2(Cl + C2 + D) (37)
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where
kr 
- O/O(
C1 = F[T1 ekT 0(l + b) + T2 e (1 - b)] (38)
C2 = -F[T e -kTO(1 - b) + T2 e /0 (1 + b)] (39)
F = O 1
-2 k (40)
4 (1 - k2) [ek0(1 + b)2  -k 0 (1 - b)2]
-3 [1 + (l -'o)g] (41)D - 4 l-2) POmO (41)
4 (1 - k22 0) 0
2k = 3(1 - 0 (1 - W09) (42)
T = 2 + 3p0 + 3(1 - W0) g po(1 + 2p0) (43)
T2 = 2 - 3p0 - 3(1 - ) g po0(l - 2po) (44)
b = 2k (45)
3(1 - W0g)
As in the semi-infinite case, it will be most precise for thick layers with small absorption, but in
such cases it can be quite precise even for quite anisotropic phase functions (cf. Kawata and Irvine,
1970). For a purely scattering atmosphere WO = 1 and these equations simplify to
2 R (10,T0)
A(00 ) =1-4 + 3(1 - g)TO
(46)
3 0  3 T0 O/1  0
R(p0 ,T0 ) = 1 +L +( -2) e
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The corresponding expressions for the modified two-stream approximation have the same general realm
of applicability, and take the form
G[l - exp(-2 s TO/i 0)]
A = (47)
1 -G 2 exp(-2 s TO/ O )
where s is defined in Equation (24) and G = (r - s)(r + s)-1 with r given by Equation (24). For
m0 = 1 , we have the limit
A b1 0 /1i0  (48)1 + bI T0 /O
with b1 = 1 - f1 and fl = (1 + g)/2 .
When single scattering predominates, the two-stream approximation may be used. We may then use
Equations (47) or (48) with b1 = 1 - fl and fl defined by (25).
In addition to the reference quoted above, comparison of exact and approximate expressions of this
form has been carried out by Irvine (1968; but note the error corrected in Kawata and Irvine, 1970)
and Lyzenga (1973). Additional results are presented in Figures 5 and 6. It appears that for a con-
servative atmosphere (10 = 1), both the modified two-stream and the Eddington approximation give
agreement with exact results to better than about 5% for quite anisotropic scattering (at least to
g ' 0.8) for values of To I 5 and angles not too close to grazing incidence. For w0 < 1, the situation
is more complex, the accuracy of the approximate methods depending upon whether reflection or trans-
mission (see next sub-section) is being sought, as well as on 0, g, and -10. As has been stated
above, the Eddington approximation and the modified two-stream approximation have the same general
realm of validity; from the evidence to date, it appears that within this realm the Eddington approxi-
mation is preferable. When low order scattering predominates, the usual two-stream approximation is
preferable. Note that for a given atmosphere (fixed TO , 1O ' 0g, ) it may be appropriate to use an
Eddington-type approximation for the transmitted radiation (which has a high component of multiple
scattering if 0 is large) and the two-stream approximation for the reflected flux (if (1 - g) << 1
and W0 is not too close to unity, low order scattering will then predominate).
An interesting possibility is to combine the Eddington approximation and the similarity principles;
i.e., use the Eddington approximation for g = 0 and values of W0 and T related to the actual
g, w0 , and TO by Equations (12) - (13). In the trial cases shown, this procedure and the standard
Eddington approximation bracketed the exact values (see Figure 5).
B. Surface Illumination (Finite Atmosphere)
It is sometimes important to know the flux incident on the surface of a planet, either to estimate
sky brightness or to compute heat deposition. In relative units, this illumination is defined by the
function V(1O,T0 O ) introduced by Equation (4). If the surface reflects isotropically with an albedo
a (Lambertian reflection), the actual surface illumination V is related to that for the same
15
atmosphere but with a = 0 by
V(PoT o)
V(p00 )  1 - a As (T0 ) (49)
where As  is the spherical albedo of the atmospheres for a = 0.
The exact expression for V(p0 ,T0 ) has been given above [Equation (31)]. It is also obvious from
energy conservation that if 0 = 1,
A(1 0 ,T0 ) + V(P0 ,T0 ) = 1 . (50)
When W0 = 1 (conservative scattering), we may bound V(V0 ,t0 ) by
0 I + P(
(1 - g)TO + 1 < V( 0't0 ) < (1 - g)10 + (51)
which provides the useful approximation (Sobolev, 1972, Ch. VIII)
1/2 + v0
V(10'T0) ( 0- g)T 0 + 1 0 1 (52)
for which the maximum error may be determined from.(51).
Turning again to the Eddington approximation, we have
V( 0,-r0) = 2(CIe-k 0 + Cek0 + De 0  ) + e - T  0  O 0  1 (53)
where C1 , C2 , and D are determined by Equations (38) - (41) above, or
S 2R( 0 , 0) (53a)
V("0'0) 4 + 3(1 - g) -r = (53a)
where R(p0 ,T0) is given by the second of Equations (46).
Some new results are presented in Figure 6, where we have plotted the diffuse contribution to
V(0 0); that is, the total surface illumination minus the unscattered contribution. The exact curves
were computed using the doubling method as described below, while the approximate results were obtained
from the equations given above. Observe that at least for W0 0.98 and T0 4 5, the Eddington
approximation gives accuracy of a few percent in the transmitted flux, even for quite anisotropic
scattering. Note the comments in the previous section concerning realms of validity and concerning
the combined Eddington-similarity approximation.
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When the transmitted radiation results primarily from low order scattering, we may use the two-
stream approximation to obtain
-2 s T 0 2
V(OO)= e 1 - G 0)
(1 - G2e 0 0
(54)
V(O ,TO) = 1 - A(OT O )  W0 = 1
with s and G determined as in Equation (47) except that fl is given by (25).
The similarity principles may be used as described at the beginning of this section to approximately
reduce the problem for a general anisotropic phase function to one with isotropic scattering. Thus,
when V(1pA0 O, 0 ) is not dominated by low order scattering, we relate the values of w0' g, and 0 to
the corresponding "similar" values for isotropic (g = 0) scattering with Equations (12) - (13) or
(14) - (15), find V and As from Equations (31), (32), (34), (35), and the relevant tables for iso-
tropic scattering, and then use Equation (49).
C. Energy Deposition in the Atmosphere
Determination of the atmospheric temperature profile may require knowledge of the solar energy
absorbed as a function of altitude. The temperature profile may be needed for dynamic computations or
to calculate the atmospheric thermal emission. The rate at which energy is absorbed by the atmosphere
per unit of verticle optical depth per cm2 will be given by the derivative of the net flux A = -dH/dT
(cf. Fouquart, 1971).
If the single scattering albedo and the optical thickness are not too small, we may usefully apply
the Eddington approximation to obtain
A = iF(l - W0)[4 0(Cl e-k + C2 ekT + De 0) + e ] (55)
where the constants C1 , C2 , and D have been defined previously [Equations (38) - (41)].
D. Intensity
As we have pointed out, most planetary atmospheres most of the time contain a sufficient number of
aerosol particles to make the phase function quite anisotropic. Nonetheless, comparison with the
results for more nearly isotropic scattering is sometimes useful; clear days of exceptional visibility
do occur for the Earth, and otherplanets may have nearly aerosol-free layers in their atmospheres
(cf. the discussion of Uranus by Belton et al., 1971). In addition, use of the similarity relations
allow us in many instances to relate the solution of a more complex scattering problem to the simple
solution for isotropic or nearly isotropic scattering.
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Table I presents a "Tables of Tables" of functions providing the exact solutions for the reflection
and transmission of light from homogeneous atmospheres scattering according to the phase functions
listed. Extensive results are available only for isotropic scattering and Rayleigh scattering. The
authors may use somewhat different notations, and the reader should read the articles to ensure that
he uses the appropriate formula relating the computed functions and the desired intensity. Note parti-
cularly that, in writing an expression for (say) the reflected intensity, different authors may take
the incident solar flux normal to the solar direction as rF, 7, 1, rFli0  PO etc.
There is an annoying tendency for tables to exclude those particular parameter values that are
important for the application you have in mind. In this connection, asymptotic expressions relating
solutions for TO = . to solutions for TO >> 1 are often very helpful. Van de Hulst (e.g., 1968)
has emphasized this approach, which of course, can be used with numerically computed values corresponding
to arbitrary phase functions, as well as when tables are available. He has emphasized that by an appro-
priate choice of abscissa it is often possible to interpolate accurately between TO = and values
as small as TO  3. As examples of such formulas, we may cite the azimuth independent portion of the
reflection R and transmission T functions, which are related to the corresponding quantities in
the semi-infinite case by
-
2kT0
R(P,~,p 0 ) R ,PO) _ M N -2k u(1) u(i0 ) (56a)
1 - N2e 0
M -kTO
T(p,pOT 0 ) e -kT0  u(p) U(po) (56b)
1 - N2 kT 0
where k is the inverse diffusion length illustrated in Figure 1 (cf. also van de Hulst, 1970b), M
and N are ccnstants defired by
N = 2 0 d 0 0 u(p 0 ) i(- 0)
(57)1
M = 2 dp V i
2()
-1
The quantity u(p) is the "escape function" describing the relative angular distribution of radiation
emerging from an atmosphere for which the radiation sources are at great depths (or, equivalently,
the transmission through a very thick atmosphere), and i(.) describes the relative angular distri-
bution of intensity within the deep layers of a thick atmosphere. They are normalized such that
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20 dp i(p) = 1
2 0'
(58)
1
2 d1i p i (u) u() = 1
0
In practice, u(p) may be found from the tabular or computed values of transmitted intensity for suf-
ficiently large rTO , while the constants M and N may be obtained by solving Equation (56a) or (56b) at
two values of T0 in the asymptotic regime (given that R or T is known at those TO).
Note that u(p) depends only weakly on the phase function asymmetry g (see van de Hulst and
Grossman, 1968). Sobolev (1972, Ch. VIII)has shown that in the case 10 = 1, u0 (P) u( 0 = 1, P')
may be approximately represented in linear fashion as
u0() = (1 + p)(l + 2 /3)-1 (0 = 1) (59)
where
= 1 de sin26 p(cos ) . (60)
0
Figure 7 illustrates this approximation for a quite forward-directed phase function (g = 0.75).
According to a strict application of the similarity principles, +Pu,i0 ) should be identical for all
phase functions when w0 = 1. This does not give particularly good results in the
present case.
Various simplifications are possible in Equation (56) in certain cases. If absorption is small
(1 - ' << 1, so that k << 1)
R(ppOT0) = R (pO 0) - h(T 0 ) u0(p) u0 (p 0 )
(61)
kT0
T(pI0,0) = e f( 0 ) u0 (u) u0( 0 )
where
h(=O : 4k
h(T0 ) 3(1 4k g) + f(-r0 )
f(O 28k (62)f(T0 ) = 2kT 0  '
3(1 - g)(e - 1) + 66k
6 = 4 du 2 P 0()
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and u0 (p) and R(1,po0) refer to the case m0 = 1.
In the conservative case (O = 1) or more generally if kr0 << 1, Equation (61) takes the parti-
cularly simple form
u0(U) u0( 0)R(p,p0,TO) = R (,P0) - 4 3(1 - g) tO + 3 (63)
4 u0(P) u0 ( 0 ) (64)T(1',10' 0 ) = 3(1 - g) TO + 36 (64)
Other particular cases, such as kT0 >> 1, may be easily deduced from (56).
Perhaps the most convenient and rapid approximation to use if the angular dependence of the
radiation field is desired is a combination of exact first order scattering plus higher order scattering
computed for the appropriate isotropic case from the similarity principles. Thus, if we take the
incident solar flux through a surface normal to the solar direction as rF, we find (suppressing the
dependence upon TO)
R( = 0F X() X( 0 ) - Y() Y(110 ) + [( 0) - 1 - exp(-T 0 ( 1 + 110-1) (65)R 0) 4[ 1 + J0 65
for the reflected intensity, and
=0F X(o0) Y() - X() ( O) + (p(,0) - l)(e 0 - e1-0/0 - (66)
T(Q,PO0 0 O - 1)(e e (66)00 4 L 1- 110
for the trasmitted intensity, where X(1) and Y(p) are given for isotropic scattering in the tables
listed in Table 1. We have allowed for azimuthal dependence (f) in Equations (65) and (66) by writing
R and T as functions of Q (6,4) and 00 = (0, 0 = 0) .
Alternatively, we might compute the higher order scattering using the tabulated functions available
for scattering according to the phase function p(p) = 1 + ulp , as suggested by Sobolev (1956, 1972).
This amounts to finding the source function for the radiation field in an Eddington approximation. A
comparison of such an approximation with exact values for the reflection from a semi-infinite atmosphere
is shown in Figure 8.
Other approximate methods are available which are particularly useful if the phase function is very
forward directed, such as the expansion of I in a Taylor series in angle about the direction of in-
cidence (Sobolev, 1972, §7, Ch. VIII), but the availability of modern computers makes it essentially
as easy to obtain an "exact" solution to the actual transfer equation (see next section).
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E. Polarization
Quite precise polarization data are becoming available for the planets, and their interpretation
requires a correspondingly precise solution of transfer problems. A "quick look" estimate of polari-
zation can be obtained, however, using a procedure originally suggested by Lyot (see Kuiper, 1947).
The linear polarization of radiation reflected from an atmosphere arises in large part (but not
entirely) from the singly scattered light. A reasonable estimate is therefore to compute the intensity
difference due to primary scattering (Ill) - Il)), where I and I,, represent the intensities with
electric vector perpendicular and parallel to the scattering plane (the plane containing the directions
of incidence and emergence), respectively; and divide this quantity by the total intensity, either
computed theoretically in the absence of polarization (i.e., from the scalar transfer equation or an
approximation as in the previous section) or derived from observation. The percentage of linear
polarization is then
(I(1 1 ))
P - (67)
which will be a function of angles of incidence and reflection, as well as the parameters characterizing
the atmosphere (0, T0 , phase function).
Computation of the first order intensities in each polarization requires that a form be assumed for
the phase matrix. For very small particles, Rayleigh scattering may be used. For spheres of any
diameter, Mie theory is appropriate (e.g., van de Hulst, 1957). Radially inhomogeneous spheres lead
to a modification of Mie's original theory (see Olaofe and Levine, 1967). Tabular material, as well
as a description of the integration over particle size distribution which is normally required, is
given by Deirmendjian (1969).
If the particles have dimensions on the order of the wavelength or larger and have typical
crystalline forms, no general theory exists for computing the phase matrix.
5. PRECISE NUMERICAL METHODS
In this section, we shall consider methods for solving multiple scattering problems which may be
made arbitrarily precise by choosing a sufficient number of, say, Gaussian integration points in a
necessary numerical integration. Such methods are necessary to obtain precise solutions when the phase
function is highly anisotropic, as will normally be the case in planetary atmospheres. Those methods
which carry analytical procedures as far as possible will be considered in the next section; they also
ultimately require numerical methods, such as the solution of an integral equation.
It is possible to combine any of the methods in this section with a procedure to "separate off" the
extreme forward diffraction peak in the radiation field that occurs in low order scattering by particles
large compared with the wavelength. This may be done either by re-defining the phase function to
exclude this peak (and appropriately renormalizing '0 and -0 ; cf. van de Hulst, 1971a; Hansen, 1969)
or by separating the radiation field into two parts with the aid of a "small angle" approximation such
as that employed by Romanova (cf. Malkova, 1972; Irvine, 1968).
21
The different methods discussed below each have certain advantages and disadvantages, and the choice
will depend to some extent upon the particular problem being solved. They all require access to an
electronic computer of at least moderate size. We shall limit the present discussion to finding
intensities averaged over azimuth, since each component of an expansion of the intensity in a Fourier
series in azimuth may be found in the same manner, and the zeroth order term is numerically the most
difficult to compute (see next section; Dave and Gazdag, 1970; and van de Hulst, 1971).
A. Adding or Doubling Method
The antecedants of this procedure apparently go back to Stokes (1862), who considered the trans-
mission and reflection by a stack of glass plates. The principle is simply stated: if we know the
complete reflection and transmission properties R(p,i 0) and T(p,pO0) of each of two layers, we may
find the reflection and transmission from the combined layer by computing the successive reflections
back and forth (and the corresponding loss to transmission) between the two layers. The infinite series
comprising the reflection or transmission in fact converges quite rapidly to a geometric series, so
that the required sum is quickly obtained (van de Hulst and Grossman, 1968). A detailed numerical
procedure is described by Hansen (1969). It consists essentially of repeated numerical integration
over angle to obtain each successive reflection and transmission. The same method was developed
independently by Twomey et al. (1966).
What is in essence this method has been developed independently by several authors in different
fields. A helpful historical summary is given by Plass et al. (1973). Because the calculation of
the series is equivalent to inverting a matrix, the method has received a variety of applications,
including matrix operator theory (cf. Kattawar et al., 1973) and discrete space theory (Preisendorfer,
1965; Grant and Hunt, 1969). The most detailed study of the precision, error propagation, and appli-
cation to inhomogeneous atmospheres has been given by Grant and Hunt (cf. Hunt, 1971), who also showed
that the procedure can be used to obtain the internal radiation field (including the case with a
distribution of internal energy sources).
In the limit in which all layprs to he added .re infinitesimally Lhin, the equations lead to the
invariant imbedding theory used extensively by Bellman, Kalaba, Ueno, and others (e.g., Bellman, 1969).
The Grant and Hunt algorithm to obtain the internal radiation field leads in the same limit to the
Riccati transformation equations of Rybicki and Usher (1966).
Given a reliable integration scheme, the difficulty is only in obtaining R(P,1 0 ) and T(p,p )
for the constituents layers. We may distinguish two cases. If the atmosphere is homogeneous, we
begin with a layer of known properties and successively double its thickness. Conceptually the
simplest procedure is to begin with layers sufficiently thin (t0 << 1) that only single scattering is
important. Hansen (1969) takes initial values of T = 2-2 5 , while Irvine (1968) has obtained at
least one per cent accuracy by choosing TO = 2 9 . A layer of optical thickness T0 = 32 (for many
purposes semi-infinite) is obtained following thirty or fourteen doublings, respectively. It may be
possible to take a coarser angular grid if the initial layer is chosen somewhat thicker (To0  1/2),
in which case the first R and T must be found from another method, such as successive scattering
(see below and van de Hulst and Grossman, 1968).
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If the atmosphere is inhomogeneous, layers of different reflection and transmission characteristics
are added at each step. If each layer may be taken to have a finite width, the procedure is essentially
the same as before, with a little added bookkeeping to construct each layer and then add them together.
This will frequently be the case in practice, since our knowledge of the gradient of (for example) 10
in an atmosphere will normally not be sufficiently accurate to warrant a more detailed procedure.
If, however, we wish to compute a model with continuously varying optical properties, the speed of
the adding method is largely lost, and it may not have an advantage over method (C) below.
This method has a number of advantages:
1) the numerical procedure is straight forward, involving only integrations
over angle;
2) a physical interpretation of the results is available at each step;
3) there is no difference in principle in the program for isotropic and
for highly anisotropic scattering, although in practice more Gaussian points
must be used in the integrations when the phase function is anisotropic;
4) results are obtained for a range of angles of incidence (those used in
the integration scheme);
5) results are obtained for a range of optical thicknesses between the
final value and the starting value.
Drawbacks of the method are:
1) a complete new computation must be performed if the single scattering
albedo W0 is changed (as will occur as a function of frequency within an
absorption line or band);
2) the method must begin with extremely thin layers or with results
obtained from another method;
3) if only one angle of incidence is required in a given application, the
method may be less economical for a layer of relatively small thickness
(T0 \ 1) than other methods in which p0 is given as a parameter.
B. Successive Scattering
Like the previous method, the physical reasoning behind the method of successive scattering is very
simple: compute the intensity by adding the contributions due to photons which have been scattered
once, twice, etc.:
I(T,Q) = 0 In(T,&) (68)
n
where In( ,s) is the intensity due to n-times scattered photons in the conservative case (0 = 1).
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Mathematically, this procedure corresponds to finding the Neumann series solution to the integral
equation for the source function.
In addition to physical simplicity, the great attraction of the method lies in the ability to relate
the solution to a problem for arbitrary W0 to the solution for W0= 1 and the same optical thick
ness T0 . This means that in a set of models within which the ratio of scattering to absorption
(i.e., W0) is changing, while the optical thickness remains constant, only one radiative transfer
problem need be solved (to obtain the In for 0 = 1). In the case of absorption line formation,
this situation will apply to semi-infinite atmospheres (for which TO =  in both the continuum and
the line).
It has long been recognized that the series (68) converges extremely slowly for T0 , 1 unless
0 << 1. Van de Hulst and Irvine (1962) have pointed out, however, that the ratio of successive terms
!n/In-l approaches a constant value as n increases, so that the sum in Equation (68) may be truncated
and the remainder replaced by a geometric series. The approach to this situation is slow, however, for
To i 1.
Of perhaps greater significance is the discovery (Uesugi and Irvine, 1970) that even for TO =
In approaches an asymptotic form as n - . In practice, this enables the method to be used even for
extremely thick atmospheres (cf. van de Hulst, 1970). The appropriate asymptotic expressions for
1 << To < - have not been worked out, however.
The necessary equations to be used in a numerical computation are presented in van de Hulst (1948)
for the case of isotropic scattering, in Irvine (1964) for the case of an arbitrary phase function with
TO < - , and in Uesugi et al. (1970) for TO = . Successive numerical integrations over angle and
optical depth are required unless TO = . The usual procedure has been to use Gaussian integration
(or some variant such as Radau integration) for the former and a Simpson rule approach to the latter
(evenly spaced points are desirable in the T-integration because the value of the integral is needed
at all intermediate values of T).
Of considerable importance is the immediate applicability of thpe methodn for finitc -+ to vertically
inhomogeneous atmospheres, which requires no substantive change in the procedure. Another advantage of
the procedure (applicable to small TO ) occurs if only one angle of incidence is important in a parti-
cular abpplication. The method gives an answer for that value, without wasting computer time determining
the intensity for all other values of the parameter e0
Disadvantagesof the successive scattering method remain slow convergence for (1 - W0) << 1 and
TO % 1; and, if the intensity is desired as a function of p0 , the necessity to solve a new problem
for each such value to be considered.
C. Invariant Imbedding
As we have mentioned above, if the layers being added in the adding method are very thin, the pro-
cedure reduces to the method referred to as invariant imbedding. The origin of this method in radiative
transfer theory lies with the "principles of invariance" introduced by Ambartsumyan (1943) and extended
and generalized by Chandrasekhar (e.g., 1950). The invariant imbedding equations form an initial value
(at TO = 0) problem for the determination of the radiation field. Its practicality for use as a
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numerical method has been demonstrated by Bellman and his colleagues (e.g., 1963). Because a thick
layer is built up only slowly, however, the method would seem to have been superseded by Method A.
D. Spherical Harmonics and Discrete Ordinates
The spherical harmonics procedure was used in a low order of approximation in neutron transport
theory, but generally discarded with the advent of larger computers. Recently, however, adaptation of
the method to such machines has given promising results (e.g., Devaux and Herman, 1971).
Since the spherical harmonics form a complete set, it is natural to approximate the m-th azimuthal
component of the intensity (see Section 6) at an optical depth T by an expression of the form
L
Im(T,p) : (2n + 1) An() pn() . (69)
n=m
In the p-th order of approximation, L = 2p -l + m > N, where N is the number of terms retained in a
Legendre expansion of the phase function. Substitution of (69) into the equation of transfer leads to
a system of first order, linear differential equations for the coefficients AnQ(r). The boundary con-
ditions that no diffuse radiation be incident on the atmosphere from outside cannot be satisfied for
all i by an expression like (69). Instead one may choose, for example,
1 0d Im(o,p) P~m+2j-l() = 0 (70)
0
for j = 1, 2, .... , p.
If the atmosphere is homogeneous, the solution to the coupled differential equations takes the form
p 
- i Tr/-i
n ki niA(T) g ( ) e +hn e 0 (71)
i=-p
where the gn are defined by a system of 2p linear homogeneous algebraic equations, the km are
specified by the boundary conditions, and the h n are defined by another system of algebraic equations.m
The constants v are the roots of the characteristic equation obtained from the condition that themn n
equation system for the gm have a nontrivial solution. The only numerical difficulty in this pro-
cedure is the solution for the vm , which, however, is simplified by the fact that the values in the
(p-l)-st approximation provide a good approximation to the (p-l) smaller roots in the p-th approxi-
mation. In the limit as p + = , this solution leads to the exact eigenfunction solution obtained by
Case and co-workers (see sub-section E below).
If the atmosphere is inhomogeneous, the equation for the An may be solved by finite differences.
Suitable linear transformations eliminate possible instabilities.
The spherical harmonic method for m = 0 leads to equations identical to those obtained by the
method of discrete ordinates, proposed by Wick (1943) and developed by Chandrasekhar (1950). The
approach here is to replace the integral term in the transfer equation (74) by a Gaussian quadrature
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sum, so that we obtain a system of linear, differential equations for the 2p functions Im(T,Pj)
where the discrete values pj are (for the strict Gauss formula) the roots of P2p(p). When m 0,
the equations differ slightly from those obtained by the spherical harmonic method, but the method of
solution remains the same.
The method has the advantage that the formulae have been worked out in detail for the homogeneous
case (Chandrasekhar, 1950); increasing the number of directions for a given choice of p does not
appreciably change the computation time; if the atmosphere is homogeneous the computation time is
independent of TO; and the angle of incidence appears only in the last stage of the computation, so
that several values of p0 may be treated without a large expense of computer time.
The principle drawbacks of the method seem to be that it is difficult to obtain an a priori idea
of the accuracy of a given order of approximation; the computation time increases with increasing
anisotropy of the phase function (increasing number of terms N in a Legendre expansion); and numerica
difficulties occur in the solution of the characteristic equation for v when N ( 30.
E. Eigenfunction Expansion
This elegant procedure will be discussed at this symposium by Professor Ku6er (cf. also Case and
Zweifel, 1967; Pahor and Zweifel, 1969), so that I will not dwell upon it here. It provides a complete,
rigorous, mathematical solution once the eigenfunctions have been obtained for a particular problem.
Much analytical work has been done, but the final expressions are relatively complicated. There has
not yet been much in the way of numerical results for the case of anisotropic scattering of most
interest to this paper.
F. Gauss-Seidel Method
The method of successive scattering can be looked upon as a way of iterating an initial estimate
of the solution (first order scattering) to obtain a final solution. The speed of convergence of such
an iterative procedure can be considerably enhanced by using the Gauss-Seidel prncPdreP, as has been
demonstrated by Herman (e.g., Herman and Browning, 1965). The procedure, like the successive scattering
approach, is essentially unaltered if the atmosphere is vertically inhomogeneous, and it is easily
modified to include polarization.
The principal drawback of this approach is its apparent limitation to relatively thin atmospheres
(T \ 5), and the necessity to re-solve the problem each time the single scattering albedo is changed
in a homogeneous atmosphere (unlike the successive scattering approach).
G. Monte Carlo Method
Given enough computer time, there is probably no radiation transfer problem in planetary atmospheres
that cannot be solved by means of the Monte Carlo method. Basically, a Monte Carlo computation follows
one photon at a time on a three-dimensional traversal of an atmosphere. The interaction of the photon
with the atmospheric constituents is described by defining suitable probability distributions.
Consider, for example, a Rayleigh scattering atmosphere. The scattering phase function is
p(P) = -( + P2) (72)
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so that the probability that a photon is scattered through an angle B is given by the probability
distribution
cos 6 1
P(cos 6) =1 p(p) di/ p(p) du (73)
-1 -l
In a Monte Carlo calculation of the process, a random number uniformly distributed between 0 and 1 is
generated and equated to P(cos 6), which thus determines cos e. Distances between collisions and
reflections off surfaces may be handled in the same manner. For most applications, where reflected or
transmitted intensities are desired, the photon is followed until it emerges from the atmosphere, when
its direction is recorded.
It is obvious that very many photons must be followed for the method to have any value. Since
Monte Carlo programs can use up huge amounts of computer time, most of the mathematical sophistication
goes not into setting up the problem, but in finding ways to make it run more economically. Programs
may involve upwards of 106 photons and take hours to run, so it seems prudent that Monte Carlo calcu-
lations be avoided if there is any other method available to solve the problem at hand.
The ability of the Monte Carlo method to treat radiation transfer in the terrestrial atmosphere is
shown in a long series of papers by Plass and Kattawar. Of these, specific reference is made to Plass
and Kattawar (1968) where the Monte Carlo program is'described and to Kattawar and Plass (1968) where
polarization is included. Danielson, Moore, and van de Hulst (1969) describe a Monte Carlo program
for plane-parallel atmospheres with a Henyey-Greenstein phase function. Sanford and Pauls (1973) used
an "inverse" Monte Carlo technique in studying circumstellar dust shells. This method follows photons
backwards from the detector and gives improved statistics.
This method may be the only practical approach for difficult geometries (see below), but it should
probably be avoided if other methods are available. Another possible application is in obtaining the
distribution of path lengths traveled by photons, which can be used to solve spectral line problems
(see Section 7 below).
6. ANALYTICAL SOLUTIONS
Considerable progress has been made since the time of earlier reviews (van de Hulst and Irvine,
1962; Busbridge, 1960; Kuser, 1958) in the rigorous analysis of radiative transfer for general
anisotropic scattering. The approach of Case and others was mentioned in Section 5(E) above. An
alternative (but related) approach is the expression of the solution in terms of functions of one
variable which may be determined from appropriate integral equations. This method is associated with
the classical H, X and Y functions. The necessary functions may be specified either by non-linear
integral equations plus necessary constraints to insure uniqueness, or by linear singular integral
equations with corresponding constraints. It has been shown in recent years that the solution for
any phase function expressible in a Legendre expansion can be obtained in this way. As the auxiliary
functions which arise in this process are often referred to in the literature, and the terminology can
be confusing, it seemed advisable to present the solution here. Note that it is not clear that in the
final numerical computation this method is superior to the others described in the preceding section.
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The complex of algebra required for quite anisotropic scattering has thus far prevented the develop-
ment of a general algorithm using this method, and very little is available in numerical results for
such cases. Nonetheless, it is useful to have the analytic form of the solution available for an
arbitrary phase function, approximate and asymptotic formulas can be obtained rigorously, and it may
in the future be possible to successfully program such a procedure for machine computation. Note,
however, that the method has thus far been developed almost entirely for homogeneous atmospheres
(however, see Sobolev, 1972, Ch. III).
We shall treat the general problem of an azimuthally dependent radiation field, since this will be
frequently encountered in practice. Consider, then a homogeneous, plane-parallel layer characterized
by a phase function p( cos y), a single scattering albedo 0 , and an optical thickness TO . We
use coordinates such that 6 is the polar angle with respect to the downward normal in the atmosphere,
0 is the corresponding azimuthal angle, and we set p = cos 6, Q = (8,4). Let parallel radiation be
incident in a direction 0 = (60, 0 = 0) with a flux TF through a surface oriented perpendicular
to the radiation. We measure the optical thickness T downwards from the top of the atmosphere.
The diffuse intensity I(T,0,00) = I(tlj0 ,0,0 = 0) satisfies the equation of radiative
transfer:
dI
-= - I + B , (74)
where the source function B(T,,Q0) is given by
=0 21 1 ) 0 -TO
B(T,, = de d' p(o,') I(T,',0) + F e p( 0) (75)
0 -l
We shall expand the phase function as
N
p(cos y) = 1 + nPn(cos y) (76)
n=l1
with
1
l d(cos y) p(cos y) = 1 (77)
-1
so that
N
p(,,) = p0 (,v') + 2 1 pm(Pp') cos m(4 - ') (78)
m=l1
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with
N
Pm(.'') = cT P() P (p') (79)
1i=m
and
cm = i - m!
I i (i + m)!
cosy = p ' + I - s ( - ')
In Equations (76) and (79), P (p) and Pm(p) are the Legendre and the associated Legendre polynomials,
respectively. We may then expand the intensity in a cosine series in azimuth, so that
N
I(T0,0,0) = I 0 (Top 0 ) + 2 Y Im(T,P, 10 ) cos m@
m=l1
(80)
N
B(-,,p0.,) = B0 (T,11 0 ) + 2 Y Bm(T, ,u 0 ) cos m
m=1
Substitution of (80) into the transfer equation shows that each azimuthal component Im  satisfies a
mm
separate transfer equation with a source function B . If the Bm  are known, we may integrate these
equations to obtain
Im(T ,P0) = -dT' Bm(TI',p,p 0 ) e- p > 0
0
(81)
"0
Im(T, ,,90 ) = - d-- Bm ,' p0) e- P < 01 P
T
The radiation field is thus determined if we can find the Bm('P 0).
If the internal radiation field is desired, we may set
N
Bm( 'PP0) = . cm P (p) Bi(-r, 0) . (82)
1=m
The Bi are in turn determined from an integral equation whose solution may be expressed in terms ofI
functions Hm(p) if the atmosphere is semi-infinite, or Xm(1l) and Ym(u) if the atmosphere is
finite. For details, see Sobolev (1972).
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We shall limit the further discussion to the radiation emerging from the atmosphere.
A. Semi-Infinite Atmospheres
The reflection function R(j,=Io, ) = I(T = 0, -P, pO
, 
4)/F in this case may be expanded in the
corresponding azimuthal series as
N
R(p,o,f) = RO (i,pO0) + 2 Y Rm(,JO0) cos m . p > 0 (83)
m=l1
Each azimuthal component may be expressed in terms of auxiliary functions m(ii) as
ru N
Rm(II) = ci(-l)i +m  0  (83a)i=m + 0
Each OT(N) may in turn be expressed by means of an H-function Hm :
m(u) = qm(,) Pm(,,) Hm (,) (84)
m
where the qi are polynomials which must be determined by solving a system of linear algebraic
equations. One form of this system is
N
qm() = Rimm(1) + I [qkm() + k+m-l qm 2 () ]  x d Hm() gk() (85)k=m+l 0
,here the Rm k -. .. _" e oud Frumi the recurrence relation
(i re+l) Rm Rm
ii - m +l
,
) R+k(u) + (i + m) Rm _lk() = (2i+1 - WO wi Rk() (86)i l (i))0 ik(11)
with Rk(.) = 1 and R k(i) = 0 for i < k, and the gm are defined by
g m() R m m() Rm( )
01) m ikP k m
(87)
IN
k 0 Pm() I cm RikT P '(
2 m i=k
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A further discussion of the determination of these quantities is given by van de Hulst (1970c).
The appropriate H-function for the m-th azimuthal component satisfies the non-linear integral
equation
Hm(P) = 1 + i Hm( S di' Hm( ') (88)
0 P+P'
where Tm (p) _ m() is the characteristic function for the given phase function (79). Equation (88)
m
is usually solved numerically by iteration. Alternatively, Hm may be found from the non-linear integral
equation
Hm(p) Tm(p) = 1 + , di' 'm( ) Hm(p') (89)
0
which may be solved explicitly if the function
Tm() = 1 + I dp' m(p') (90)1 P - 11
-1
is not too perverse (cf. Mullikin, 1964, who has also examined in detail the uniqueness of solutions
to (88) and (89), a question further investigated by Pahor and Kuscer, 1966).
B. Finite Atmospheres
The functions R, T, pm, P, Xm, and Ym will all be functions of 0 and T0 , but for simplicity
we shall not indicate this dependence explicitly . We then find that the reflection function can
still be expressed in the series (83), while the transmission function has the corresponding expansion
N
T(p,p , =)  TO(I.pO) + 2 Tm( c' 0) os m . (91)
m=l
The expansion components are expressed in terms of auxiliary functions by
4.
0 N () -(0) - (92)
0 Y. 1 ~ jN)
Rm v"'"0) -c (-1)
4 i=m +  0
(92)
N m o%(I0 ) m(1 ) - om(j,) m(ljo)
Tm(P'10) : 1 i T 1 - 1o
4 i=m P P
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where the auxiliary functions may be expressed in terms of X- and Y-functions:
S() = [Xm (p) r (]) + (-l)i+m ym(11) s(-01) ] PM)
(93)
4() = [Xm(p) s() + (-l)i+m Ym(p) rm(-p)] Pm()
The r (p) and sT(p) are polynomials to be determined from an appropriate set of linear algebraic
equations similar to (85) (Sobolev, 1972).
The Xm and Ym are determined either from non-linear equations of the form studied by
Chandrasekhar (1950) and Busbridge (1960):
Xm(A) = 1 + P1 d' 1 [Xm(') Xm(p) - ym() ym(,)]
0
(94)
ym() = e P dp' " [ym() Xm(,) - ym(p,) Xm(p)]
0
or from linear singular equations (cf. Leonard and Mullikin, 1964; Carlstedt and Mullikin, 1966). In
each case, appropriate constraints are necessary.
7. FURTHER COMPLEXITY
The theoretical models which form the basis for the methods and results described in the last three
sections are sometimes too simplified to elucidate actual physical situations. We shall now comment
briefly on the extension of the theory into more complex situations.
A. Horizontal Inhomogeneity
Anyone who has flown above a cloud deck must have observed the striking departures from the
idealized plane-parallel state which frequently occur. Humps and troughs, towers and valleys, rifts
and gaps are present. What will their effect be on the angular distribution of reflected intensity?
On the strength of absorption lines as a function of position on a planetary disk? On the polarization?
These questions have hardly been posed, let alone answered.
The only approach for planetary atmospheres used heretofore in this situation seems to be the
Monte Carlo method. The results suggest that the presence of deep towers and troughs, such as might
be expected for cumulus clouds on Earth and perhaps on a planet with violent convective regions such
as Jupiter (cf. Squires, 1957), can profoundly influence the form of the radiation field emerging from
the atmosphere. The difference from the plane-parallel case is particularly marked when absorption is
present (W0 < 1; cf. Van Blerkom, 1971). In addition, the presence of horizontal striations will of
course introduce an azimuthal dependence in the radiation field, even if the phase function is isotropic.
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Figure 9 has been kindly supplied by Appleby (private communication) and shows the center to limb
variation of the equivalent width for a weak line observed in a planetary spectrum at opposition. A
simple square line shape was used, and a square wave cloud profile with maxima (and minima) running
normal to the scan direction has been assumed. The resulting curves are qualitatively similar to those
obtained by Hunt (1971)for avertically inhomogeneous atmosphere, and show the possible pitfalls of
interpreting observational data with an oversimplified model (even though Hunt's models are themselves
the most sophisticated yet applied to the Jovian atmosphere!).
In my opinion, investigation of this problem should have a top priority within present multiple
scattering theory.
B. Shadowing and Surface Reflection
If the constituent scatterers making up a particulate medium are sufficiently close together that
the wavelength
S<< p/ , (95)
where p is the particle radius and A is the mean free photon path (or the slant thickness of the
layer, if that is smaller), they will cast shadows on each other (see the last paragraph of Section 3).
If such a medium is viewed from the direction of incident radiation (scattering angle y = T), no
shadows can be seen. This phenomenon can be observed around an airplane shadow when flying over a
rough ground, around one's own shadow cast upon dewy grass, apparently also in the "opposition effect"
or anomalous brightening at small phase angles observed for a number of astronomical objects (including
the Moon, Mars, Saturn's rings, and certain asteroids), and also for powdered surfaces in the laboratory
(Oetking, 1966). Analysis of the effect may be viewed as part of another largely untouched theoretical
problem, the nature of the reflection from natural surfaces.
If the "surface particles" may be taken to be randomly distributed in three dimensions, the problem
may be reduced to the computation of a correction to the usual multiple scattering theory, at least
in so far as diffraction of light into the shadow behind each particle may be neglected (Irvine, 1966).
The environment within Saturn's rings probably approximates such random conditions, but the necessity
for particle support in the vertical direction means that it cannot strictly apply to a surface. None-
theless, Veverka (1970; and private communication) has obtained good agreement with the observed re-
flectivity of the Moon and of powdered surfaces using the Irvine (1966) procedure.
Further comparison of theory and experiment is clearly needed. The case of partially transparent
particles (1 - W 0 << 1) is particularly important. In this case, multiple scattering will predominate
and it is important to determine if the opposition peak will be washed out. There is as yet insufficient
laboratory data available for comparison with theory. Both observational and theoretical investigations
of additional types of surface are of fundamental importance in many radiation problems, including the
reflection from planetary atmospheres adjoining such surfaces. It is interesting in this regard that
even small objects in the solar system seem to have a low density regolith (e.g., Phobos and Deimos).
C. Computation of Spectra
Absorption spectra formed by diffuse reflection or transmission of solar radiation through a
partially absorbing planetary atmospheres call for special attention. Both the line shape
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Ir = (96)
and the equivalent width
W = Jdv (1 - r) (97)
are of interest, where Ic is the intensity in the continuous spectrum adjacent to the line and I
is the intensity in the line.
To obtain a precision comparable with that obtainable by modern observational procedures, a
theoretician must evaluate I at a large number of frequencies within the absorption band. At any
given frequency, if the assumptions referred to in Section 3 in this connection are valid, any of the
methods described in Sections 4-6 may be used. The requirement of multiple calculations may, however,
change the computing economics involved in choosing the optimum procedure.
It is possible, provided p(cos y) is independent of frequency within the limited frequency range
of the absorption feature and that the atmosphere is homogeneous, to reduce this problem to the solutior
of a single transfer problem in the continuum plus the performance of a quadrature or sum. This pro-
cedure requires a knowledge of either the probability distribution of photon path lengths travelled
by the reflected light ( Appleby and Irvine, 1973; Kargin, Krasnokutskya, and Feigel'son, 1972) or the
intensity corresponding to successive orders of scattering (Uesugi, Irvine, and Kawata, 1971).
Both these procedures also provide some physical insight into the nature of the line
formation process. Results at present are limited to homogeneous atmospheres, but with this restrictiol
the method looks promising. Because of the smoothing character of the integration process which
specifies the intensity, it would seem that great accuracy is not needed in the determination of the
probability distribution, and approximate or numerical results have been obtained by van de Hulst
(Lhis Symposium) and Romanova (1965) as well as by the authors cited previously.
The alternative approach, through successive scattering, is limited at present to homogeneous, semi
infinite atmospheres. The procedure is straightforward, and the asymptotic theory developed by van de
Hulst (1970) may simplify the computations.
D. Polarization
Strictly speaking, all multiple scattering problems should be solved taking polarization into
account, since the electromagnetic field is a vector field. The approach to such problems is con-
ceptually quite simple; it consists of replacing the scalar equation of transfer (74) by a vector
equation of exactly the same form except that I + I, a vector whose four components are the Stokes
parameters, and p - p, the phase matrix which specifies the polarization produced in a single act of
scattering and whose sixteen components generally satisfy a number of equalities.
Precise numerical methods such as the adding method may be generalized to include polarization,
and the results indicate that if only the total intensity (or flux) is desired, computations made with
scalar equations will normally be accurate to a few per cent. Computation of the polarization, of
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course, requires use of the vector equations. We shall not discuss this question further, but refer
the reader to the recent review by Coffeen and Hansen (1973: cf. also Hansen, 1971).
Analytical work on the polarization of multiply scattered light for anisotropic phase functions is
largely absent (cf., however, the symmetry relations discussed by Hovenier, 1969). This is another
field where further research is very desirable. Considerable insight into both computational methods
and physical results has been gained from the extensive work of Hansen and Herman (cf. Coffeen and
Hansen, 1973; Herman et al., 1970).
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TABLE I
I. Semi-Infinite Atmospheres (H-functions)
A. Isotropic Scattering
1. D. W. N. Stibbs and R. E. Weir (1959)
0 1 0 ; i 0(0.05)l
Interpolating polynomials given
B. Linearly Anisotropic (p = wo(1 + x cos e))
1. Chandrasekhar (1950) paragraphs 46-47
= 0(0.05)1
= 0.1(0.1)0.9(0.025)0.975 for x = 1
x = -1.0(0.2)1.0 for '0 = 1
2. D. L. Harris (1957)
S= 0(0.05)1 x = -1(0.2)1
O = 0.975
3. V. V. Sobolev (1956), Tables 6 - 8
p = 0(0.1)1 0 = 0.4(0.1)1
x = 1
More extensive tables are contained in Minin et al. (1963)
C. Rayleigh Phase Matrix
1. K. D. Abhyankar and A. L. Fymat (1971)
0 = 0(0.1)0.6(0.05)0.8(0.025)0.9(0.01)0.98(0.005)0.995(0.001)0.999
= 0(0.01)1
2. J. Lenoble (1970)
w0 =0.2(0.2)0.6(0.1)0.9(0.025)0.95(0.01)0.99
p = 0(0.05)1
3. S. Chandrasekhar (1950), paragraph 70
0 1 , = 0(0.05)1
D. Rayleigh Phase Function (p = T (1 + cos2 8))
1. J. Lenoble (1970)
O = 0.2(0.2)0.6(0.1)0.9, 0.925, 0.95(0.01)0.99
S= 0(0.05)1
2. Chandrasekhar (1950), Table 21
20 = 1 j = 0(0.05)1
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E. Other
1. A. K. Kolesov and I. 0. Smotkii (1972)
p = 1 + E xi (p)  i = 1, ... 3
W = 1 v = 0(0.1)1
selected xi
2. V. V. Sobolev (1972), Chapter VII
p = 1 + E x i Pi (p1 ) 1 = 1, ... 2
WO = 1 = 0(0.l)l
(xl, x2) = (1, 1) and (3/2, 1)
cf. A. K. Kolesov and V. V. Sobolev (1969) for more detailed tables
3. A. K. Kolesov (1972)
Henyey-Greenstein phase functions
4. Fymat (1971)
Rayleigh-Cabannes phase matrix (linear combination of Rayleigh and isotropic scattering)
W0 = 0(0.1)0.6(0.05)0.8(0.025)0.9(0.01)0.98(0.005)0.995(0.001)0.999
P = 0(0.01)1
q = depolarization factor = 0.4(0.5)0.95
II. Finite Atmospheres (X and Y Functions)
A. Isotropic Scattering
1. J. L. Carlstedt and T. W. Mullikin (1966)
v = 0(0.01)I.0 0 = 0.3(0.1)0.9, 0.95(0.01)1.0
T O =0.2(0.2)3.0, 3.5
asymptotic formulae for T ;t 3.5
2. J. Caldwell (1971)
= 0(0.2)1 
=
TO = 0.5(0.5)4.5
3. Y. Sobouti (1963)
P = 0(0.02)1.20(0.05)2(0.1)3(0.2)5(0.5)10(1)20
T = 0.1(0.1)0.6(0.2)1.0(0.5)3
0 = 0.1(0.1)0.8(0.05)1
Values for I > 1 useful for certain problems
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4. R. Bellman et al. (1966)
w = 0.4 [T 0 = 0(0.1)3]
0 = 0.9 [TO = 0(0.1)6]
wO = 0.975 [TO = 0(0.1)10]
w0 = 1.0 [TO0 = 0(0.1)20]
7 angles from Gaussian quadrature
5. D. F. Mayers (1962)
p = 0(0.025)1
0.05 < TO < 10
w0 = 0.5, 0.8, 0.9, 0.95, 1
B. Linearly Anisotropic
1. ?
C. Rayleigh Phase Matrix
1. Z. Sekera and A. B. Kahle (1966)
T = 0.15, 0.25, 0.5, 0.7, 1, 2, 4, 8, 16, 100
w0 = 1 = 0(0.02)1
2. S. Chandrasekhar and D. Elbert (1954)
TO = 0.05(0.05)0.25, 0.5, 1
= 0(0.02)1 w = 1
3. K. L. Coulson, J. V. Dave, and Z. Sekera (1960)
T = 0.02, 0.05, 0.10, 0.15, 0.25, 0.50, 1
w0= 1
Intensity and polarization, but not X and Y functions
D. Rayleigh Phase Function
1. A. V. Seigart (1970)
w0 = 0.3(0.2)0.7(0.1)0.9, 0.95, 0.98, 0.99, 0.995, 0.999, 1
TO  = 0.2(0.2)1.0(0.5)3(1)5, 10, 20,
20 Gaussian points for p
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FIGURE CAPTIONS
FIGURE 1: Inverse diffusion length k as a function of single scattering albedo W0 for a Henyey-
Greenstein phase function (17) with four choices of the asymmetry factor g = <cos y>.
FIGURE 2: Albedo of a semi-infinite atmosphere for isotropic scattering (p(cos y) = 1) as a
function of single scattering albedo W0 and angle of incidence 110. Crosses (po = 1) from
the Eddington approximation (Equation 22), curves from the exact solution (Equation 21).
FIGURE 3: Albedo of a semi-infinite atmosphere versus angle of incidence 110 for the phase function
p(cos y) = I + 1.5 cos y + P2 (cos y), where P2 is the Legendre polynomial of second order.
Exact results (solid line) from Equation (21) compared with the Eddington approximation
(open circles, Equation (22)), for three choices of single scattering albedo w0'
FIGURE 4: Spherical albedo As of an isotropically scattering semi-infinite atmosphere as a function
of single scattering albedo w0"
FIGURE 5: Plane albedo A(1) versus optical thickness rO for normal incidence on a homogeneous
atmosphere with a single scattering albedo W. The phase function is computed from Mie
scattering theory for spherical particles with an index of refraction m = 1.33 (cor-
responding to water droplets in the visible spectrum) and a size parameter 2 (radius)/
Yavelength) = 20. The corresponding asymmetry factor g = 0.76. Approximate methods are
described in the text, exact results computed from the adding method (Section 5.A).
Results shown for two values of 10*
FIGURE 6: Diffuse surface illumination as a function of optical thickness TO for normal incidence
and the same phase function as in Figure 5. Results shown for three values of the single
scattering albedo '0.
FIGURE 7: Escape function u0( ) for conservative scattering (W0 = 1) with a Henyey-Greenstein phase
function (Equation 17) and an asymmetry factor g= 0.75. Straight line is the approxi-
mation given by Equations (59) and (60).
FIGURE 8: Reflection function for a conservative (W0 = 1) semi-infinite atmosphere with a phase
function characteristic of maritime haze (phase function A, g = 0.7861, from Irvine, 1968,
for normal incidence. Exact results (adding method; Section 5.A) compared with intensity
obtained for a source function found using the Eddington approximation. Exact results
for isotropic scattering shown for comparison.
FIGURE 9: Center to limb variation of the equivalent width W of a weak line computed for a planet
at opposition. Reflecting layer model (absorbing gas overlying perfectly reflecting
cloud)compared with "cumulus tower" structure as shown. R = radius of planet,
r = radius vector of observed point on (plane) disk of planet.
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SOLUTION OF THE RADIATIVE TRANSFER THEORY
PROBLEMS BY THE MONTE CARLO METHOD
G.I. Marchuk and G.A. Mikhailov
Computer Center, Siberian Branch
U.S.S.R. Academy of Sciences
Novosibirsk, Siberia, U.S.S.R.
There are a number of physical problems that require the exact calculation of radiative transfer
that includes multiple scattering and the detailed radiative model of the medium. First there are
problems of interpretation of optical observations from meteorological satellites in the short-wave
part of the spectrum. In some cases it is necessary to consider the sphericity of the atmosphere, the
propagation function and the polarization of the light. This problem is related to the satellite
orientation problem, which demands exact calculations of the spectral brightness of the atmosphere
within the horizon line. The second important class of problems deal with the theory of the spreading
of narrow beams of light. As a rule in these problems it is necessary to determine such subtle char-
acteristics of the radiation field as the time-dependence of the intensity for a localized collimating
receiver with a slight divergence of the source, the perturbation of observed intensity due to insert-
ion of some object in the medium, etc. The latter problem is connected with the development of
optical location method and method for transferring information with the help of optical quantum
generator.
In the approximation of ray optics as a rule such problems are described by the integrdi - differen-
tial traisfer equation with the corresponding boundary conditions. It is practically impossible to
solve this equation by means of classical methods of numerical mathematics (finite difference methods,
spherical harmonics, etc.), if real indicatrixes, non-homogeneity of the medium and polarization are
considered and if it is necessary to estimate local and temporal characteristics of the radiation field.
When the propagation function is used for calculating the scattered radiation field in the case of non-
homogeneous medium, the problem cannot be described by integral - differential equation and it must be
solved by the sequential calculation of the intensity of multiply scattered light following the
increase of multiplicity. In many cases this can be practically realized only by the Monte Carlo
methods: the process of light diffusion can be considered as a random Markov chain of photon collisions
with a substance, which lead either to scattering or to absorption of photons. The Monte Carlo method
is based on the simulation of trajectories of this chain by computers and the construction of the
statistical estimate of the desired functionals.
58
The construction of random trajectories for the physical model of the process is called direct
simulation. The mathematical aspect of direct simulation is in finding the optimal methods for simu-
lating random variables by means of a computer. As a matter of fact the direct simulation of photon
trajectories does not differ from the neutron trajectories simulation or gamma-quanta, which is used
for the solution of complicated problems of nuclear physics. A number of methods for decreasing the
probable error of the algorithm are developed. As a rule these methods are, in effect, to carry out
the simulation on the modified model and to compensate for the resulting shift by introducing special
"weights" and by analytical averaging. The effectiveness of the application of different methods of
reducing the variance depends to a large extent upon the specifics of the problem. As a rule the
consideration of a new class of problems requires special investigation of the exactness of various
combinations of the well-known algorithms and the development of new modifications. In particular
work of this kind has been done for the solution of the problem of narrow beam scattering (together
with Kargin and Krekov) and for radiative transfer in a spherical atmosphere (together with Nazaraliev
and Darbinian). Different aspects of theory and practice of the Monte-Carlo methods as applied to
light scattering theory are considered in [ 2-6 ] and [ 18-20 ].
Direct simulation of light scattering and the mathematical form of medium radiation model represen-
tation. As it has already been pointed out the radiative transfer process in the approximation of ray
optics represents a homogeneous Markov chain, realizations of which are particle trajectories in phase
space X= Rx 0 of coordinates r e R and directions w E 0. As i-th "state" of the chain let us con-
sider point xi c X immediately before i-th particle collisions. Let the distribution of the initial
collisions X with the density (x) be given. Random transfer from Xi into Xi+l can be divided into
three elementary random events: (1) "the choice" of the scattering type (for example molecular or
aerosol) or absorption, (2) "the choice" of the dispersion direction, (3) "the choice" of the distance
to the next collision. While solving the problems by the Monte Carlo method these random events are
consecutively simulated on the computer. If the absorption function is considered, then this function
argument (for example, effective mass of water vapour along the particle trajectory) is calculated, and
the estimate of the result is multiplied by the absorption function corresponding to the value of the
argument. If polarization is considered, the Stokes vector after simulation of the scattering is
transformed by a scattering matrix.Its components are the direction function before and after scatter-
ing (see [7,8]). The simulation of the polarization becomes slightly more complicated if the "dis-
persion" matrix ( analogue of scattering coefficient [7]) is not scalar. In this case it is already
necessary to use "weight" multipliers which take into account the attenuation of the Stokes vector
components.along the path of the particle. For estimating the temporal distribution of the intensity
the time of particle motion along the trajectory is also calculated.
Before the methods of simulating basic random trajectory elements are considered we shall say
several words about the mathematical form of the representation of the characteristics of the radiative
model of the medium. The experience of Monte Carlo method calculations shows that the scattering
coefficient and the density of the absorbing substance for a non-homogeneous medium can be specified
most conveniently in terms of piecewise constants, i.e. to divide the medium into domains with constant
values of these characteristics. Scattering indices and absorption functions can be specified in terms
of tables with linear interpolation between points.
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The forms of model representation described above are apparently most appropriate for universal
calculation programs. But other analytical methods of representation permitting the simulation of the
path and the scattering direction can be used as well.
Now let us pass to the consideration of the random values that define the particle trajectory - the
dispersion direction and free path. Random values are usually simulated by the transformations of one
or more independent random numbers, uniformly distributed in the interval [0,1]. We shall denote these
standard random numbers by the symbol a with different indices. There exist different ways of genera-
ting random numbers and among them the method of recurrent correlations which produces a sequence of
pseudo-random numbers is most commonly used. These sequences are quite determined, but the method of
the conversion from the previous number to the consequent one is arithmetically so complicated that in
totality the numbers obtained in this way possess many "random" characteristics. The method of residues
is most commonly used, for example in such a form (for computer BESM-6):
1, u u 517 (mod 2"), an = u . 2-
0  n  n-1 n n
Different methods of random values simulation on the basis of distribution laws are described in
[9-11]. Let the probability density f(x) be given and let F(x) - be the corresponding distribution
function. It is well known, that the random value
S= F- (a) (1)
is distributed in accordance with the density f(x). In cases when the function F (a) is not express-
ed in terms of elementary functions, the simulation with the help of formula (1) may be found too
difficult. In references[10,11] the question is studied on the determination of the suitable numerical
simulation formulae of the form:
E = g(ax, 2' ... ' ak1
In particular in [11] the most economical formula for the simulation of theRayleigh law for the cosine
of the angle of photon molecular dispersion in the atmosphere is determined in terms of the density
f(x) = - (l+x 2 ), -l < x < +1.8
Let a, a , a , a be independent and distributed uniformly in (0,1). Then the Rayleigh law can be simu-
1 2 3
lated by means of the formula
8 3
- -1, 0 < a <
sign ( a - I)max (a a a )  < a < 1 .
8 1 2 3 4
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It is obvious that for 0 < a < 3/4 random numbers a , a , a may not be selected.
1 2 3
Photon dispersion indices for aerosols are usually given by the tables. Let us consider a corres-
ponding simulation algorithm, obtained with the help of formula (1). Let the probability density be
linear in each interval : xk < x < xk+l , k = 0, 1, .... n, f(xk) = .Yk Denote
Ax k < 0 S Yk-l+ Yk
Axk = xk- xk < , sk  2 Axk
n m
Evidently sk = 1. Let M = a -- sk < 0, M+ sm > 0.
k=l k=l
Then
YmAXm+ /y m(Ax - 2Ax (ym- )M
m "Ym m-l
There is a certain interest in the most economical formulae for recalculating the particle path
direction coordinates at the collision, as obtained by Chentzov. Let 0 be the latitude angle and 4 the
azimuth angle of the new direction with respect to the previous one.
p = cos 0 , 6 : = cos , 62 = sin 4,
a,b,c - are coordinates of the previous direction,
a
2 
+ b2 + c2 = 1, a61 - b62 = A
and a', b', c', are coordinates of the new direction.
Then a', b', c' can be calculated by the formulae:
a'= a ( A ) + 61, b'= b(P - A ) 62
1 + Ic 1 + IcI
c' = c p - A sign c.
Since the angle ¢ is isotropic, 61 and 62 can be calculated with the help of the following
algorithm:
a) independent a 1 a2 are chosen and
x = 1 - 2al, y = 1 - 2a2 are calculated;
b) if m = x2 + y 2 < 1 , we assume
61 = x 2
m61
61
if x2 + y2 > 1 then the condition "a" is realized again, etc. Let us consider now the simulation
of the free path 1 of the particle. Let o(i) be a total coefficient of attenuation at the point
Sof the space. Then the "natural" distribution function of the variable 1 is expressed by the
formula: x
F(x) = 1 - exp(- c(ro + t)dt), x > 0,
f o0
where r 0 is the initial point of the particle path, and & is a unit vector of the path direction.
Formula (1) states that for obtaining the "sample" value of 1 it is necessary to solve the equation
F(1) = a, a e [0, 1],
which is equivalent to the following:
1
o (r + t) dt = - 1na (2)
The latter equation can be easily solved, if a is piecewise constant and {pi } distances are
calculated up to the boundaries of the constancy domains a along the path directions. The
algorithm for the calculation of the distances {pi} for the spherical geometry is described
in [4]. In [13] the most economical but complicated algorithm for calculating {Pi} is developed
for practically arbitrary geometrical configurations of the medium.
Lately a rather simple method for simulating the free path has been developed, and it may
help to effectively solve some problems of radiative transfer in a medium with an arbitrary de-
pendance of o(r) by the Monte Carlo method. In [12] this method is described in the following
way. It is supposed that o( ) <a m = const. For the simulation of 1 two sequences of indepen-
dent "samplin" values re co nstructed. l ..... n - with the density am exp( - amx); al ...
...an for a distribution uniform in [0,1];
n
n = Ck
k=l k
Let it be
N = min { n : an o(r+ n )/  } .
Then 1 = n It is obvious, that this way permits us to radically simplify calculations based on
the Monte Carlo method for many complicated problems. In [12] there is an awkward and complicated
proof of the indicated method of simulating 1.
Let us consider a very simple proof which makes the meaning of the method clear and permits
us to generalize it to a certain extent. To both parts of the transfer equation
(, grad I) + () I(r, w) = w(, ') s(r) g(' )d' + 0(, ) (3)
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we shall add corresponding parts of the equality
[am - a60)j i(r , ) S 1 I6r, w )[am - o(ir)] S(W'- W)dW'
and combine the integral on the right hand side. The ordinary method of simulating 1 , corresponding
to the obtained equation, obviously, coincide with the method considered above. The proof given here
shows how to apply this method only within the limits of certain medium domains. It also becomes
obvious how to combine such a simulation of 1 with "weight" methods of calculation, which will be
considered below. It is known, that the average number of "physical" collisions is equal to
( a , I) = 1 (r) 1(r, w)dr dw.
Hence the average number of collisions in case of the simulation of kinetic equation is equal to
( m , I ). These arguments may help in the case of the selection of the method of the particle
path simulation for the concrete problem.
Now let us consider the question of the evaluation of radiation intensity I(r, ') by the
direct simulation. Only integrals of function I can be directly estimated within some domains of
phase space, using the fact that the term
Jo(x)I(x)dx, where x = (_r, ) , DcX = R x S,
represents the average number of collisions in the domain D, and the 
surface integral
s ds ( , ) I(r, w)df,
k
(where ' - normal to the surface S at the point r ), is equal to the number 
of the particles
crossing the surface in the directions W e kG . Hence we can estimate 
the average integral
values of the intensity by calculating the particle collisions or 
the intersections on some sur-
faces. Thus in fact the estimate of the distributions of the intensity 
can be obtained from the
histogram.
In [14] another method for estimating the distribution density is suggested, 
based on the
mean square approximation of the desirnd density with the help 
of systems of orthogonal functions.
Let f(x) be the distribution density and {pi (x)} , i = 1,2,...,m - the 
system of functions,
orthonormalized with the weight p(x) . The best mean square approximation 
of the function f(x)
can be expressed in terms of linear combinations of the function pi(x) with the 
following co-
efficients:
ai = f(x)p(x)Pi(x)dx = M.O.p()pi(E)
Let the sampling sequence X X,..., xn be obtained. Then 
the value
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np(xk)Pi (xk )
* k=l
ai =
n
may serve as a statistical estimate for ai and for the function f(x) the function
m
f (x) =  a*iP i (x).
i=1
This method is particularly convenient for estimating "smooth" distributions, when one may a priori
suggest that the distribution density is well approximated with the help of a small number of co-
efficients.
As a practical rule for the choice of the number of coefficients one may choose to consider
only those coefficients whose absolute value essentially exceeds the value of their statistical
error.
There exists a group of methods under the general title of "local calculation methods" for
estimating the intensity directly at the point. These methods are beyond the limits of direct
simulation and will be considered later.
It should be noted that in the Monte Carlo calculations one may, together with mean
calculations, simultaneously estimate their meansquare error which defines the accuracy of the
calculations.
The Monte Carlo method and the general integral transfer equation. The process of shortwave
radiative transfer with the wavelength X may be considered as a homogeneous Markov chain where
the states of this chain are the "positions" of the particles in the phase space X = R x 0
with the coordinates r E R and the directions w Q immediately before the collisions. The
transport density k(x', x)dx is the collision probability in (x, x + dx), and the variable
p(x') = 1 - I k(x', x)dx
x
is the probability of the "death" (i.e. absorption or escape) of the particle immediately after
collision at point x'. Taking into account the representation x = ( , w), where r E R, W E ,
one may write
C (_r"' ) e-T (r ~rg(PWW( - Wa HO (-r*) + a (-r,)],(4k(x', x) =  s( -')e- " - °)[os( ) + c(  )]  , (4)
2r[as(r') + a c(r ')]I -'I 2
where as and oc are the total coefficients of dispersion and absorption respectively;
T(r , i) is the optical length of the segment (', *); p = (', -); g(p) is the dispersion
index and . is determined by the relation
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o i -r I
The general principles for constructing the most economical modification of the Monte Carlo method
for solving radiative transfer problems can be obtained by considering the transfer integral equation.
f(x) = k(x', x)f(x')dx' + (x), (5)
x
or
f = Kf + .
Here f(x) is the collision density at the point x E X , p(x) is the "initial" collision
density, which can be conventionally considered to be situated in the field of the physical source.
It is supposed, that the solution of the equation (5) can be represented in the form of Neumann
series:
f = Kn, K =
n=O
The function Kn represents the n-th order collision density from the "source" with the density
. Different integral characteristics of the transfer process , as a rule, can be represented in
the form of linear functionals of the solution of equation (5).
I = (f, S) = f(x)p(x)dx = (Kn, )
x n=O
From here it is obvious that
N
I = M, C = (Xn ),
n=O
where {xn } is the particle collisions chain and N is the number of the last collision. The
latter formula shows that for estimating the functional I by the Monte Carlo method it is necessary
to simulate the chain of the trajectories {x d by means of the computer and to average the sums of
the values c(x) for the different order collisions.
Let us also consider the equation conjugated with (5) with respect to the function p(x)
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f (x) = k(x, x')f*(x')dx' + 4(x). (6)
x
It is easy to show that
I = ( , f ). N
Hence supposing (x) = S(x - x0 ) , we obtain f (x0 ) = 4(x0 ) + M Y O(xn).
n=l
The latter correlation may be used for approximately estimating the "value function" f*(x) in
the case of simulation of particle trajectories.
The "value" function plays an exclusively important role in the mathematical representation
of inverse problems of atmospheric optics [15].
The local calculation method and its modifications. The local calculation method is based on
the estimation of the particle flux at the location of the receiver. In reference [16] it is shown
that for obtaining an estimate of the total particle flux at the point x = (r , w ) it is
necessary to average the expressions in the following form for all the collisions:
F = exp( - T(r, *r )) g(p*) (7)
2 H -r2
where T(r, r ) is the optical length of the segment (, ), = cos e is the angle
between the particle direction before the collision and vector r - r , and g(p*) is the
scattering index. This statement can be proved in the following way. If we assume = d(x - x*),
we shall obtain
I= (f, ¢) = f(x*).
the expression
(f, ¢) = (Kf + , d) = (, l) + (f, K*f)
shows that for estimating the functional I one may use the function K 0. But
[K ](x) = J k(x, x')6(x' - x*)dx' = k(x,x ).
x
The variable k(x,x ) is determined by the expression (4). Integrating this expression over angles
we obtain a variable that differs from (7) by the multiplier 0(r) . This can be explained by the
fact, that the flux density I(x) and the collision density f(x) are connected by the relation
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f(x) = I(x)o(x), x w (, 1).
Due to the multiplier Ir - 2  in the denominator of the expression (7), the local estimate of
the particle flux has infinite dispersion. It is known, that the probability convergence of this
estimate is equal to 1/ 7TN (where N is the trajectory number instead of 1/ F-N in the
case of finite dispersion. Therefore in different ways one tries to obtain modifications of this
method with finite dispersion (see for example [4] ) exploiting the properties of the symmetry of
the system.
For estimating the angular flux distribution at the point r it is necessary to average
values FAi , where Ai is the characteristic function of the angle interval Qi , e.g.
r- r
r r
0, 1r" r
+ * 4+
In order to get a similar estimate averaged in the domain of the detector D ,the point r E 0
should be chosen randomly according to the known density p(r ), and the estimate of the flux (7)
should be multiplied by the variable IDI / p(r). Under this condition one may deal with the
choice of density p(r ) to get an estimate of the intensity integral with finite dispersion [6].
It is obvious that the estimate of the form of FA. is not efficient, if 0. is a small
1 1
angular interval. This occurs for example when it is necessary to estimate the readings of the
collimating detector. In such cases the "double" local calculation method with random sampling
at an intermediate dispersion point in the domain, corresponding to the interval 0i can give
a satisfactory result [20].
Modification of the simulation using information on the "value" function. The method de-
veloped here includes algorithms for simulating based on "value" [16] which use approximate
information on the solution of the conjugate equation (6). Let g (x) > 0. Let us consider
the homogenous Markov chain {xn } with the density of transfer probabilities
p(x', x) = k(x, x) q (x)(8)
[Kg ](x')
and with the initial density r(x) = (x)g(x) / (p, g). Beginning with the transition xm x m+l,
let us also introduce the "cut-off" probability (or "absorption") of the trajectories
e (X) < 6 < 1.
p p67
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Furthermore let N be the random number of the last (before the "cut-off") condition of
the chain and
(0) (0) _) n [K g ](xi-)Q()= (~.. (o) ,
g (xo) n g (xo) i=1 g (xi)
Q), n < m,
n n-
Qn Q(0) n-l 1 , m < n < N,
=m 1 - (xi
0, n > N,
= Qn (xn).
n=O
If g (x) > 0, then
M(Q (x )) = (Kn , f) and ME = (Kn, ) =
n=O
The condition g > 0 can be changed for a weaker one; g > 0 at f. > 0, because on the strength
of equation (6) and relation I. = (. f*) thp pnnints where f = 0, rnbe excluded from the
space X. In [17] it is proved that in the case of g = f and 6p = 0 the dispersion of the
random variable C is equal to 0. The estimate of the variable D can be given under the
following conditions:
g = const(l + s)f*, I(x)< 6 < 1, (9)
1 + 6 <1.
IIKII (1 -I 6)(l - 6p)
Let us notice that the condition (9) is fulfilled if
0< M < g* (x) < < +
f (x)
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Supposing c = 2 / (MI + M2), we have
cg = (1 + E)f , IE(x)I M2 - M <
The lack of dependence upon the constant in expression (9) is a rather useful property of the method
considered here, e.g. it is sufficient to have information on the function proportional to f . It
is well known, that the efficiency of the Monte Carlo method algorithms can be determined by the var-
iable S = tD , where t is average computing time for getting one "sampling" value of . We
note that m is the simulated collision number without absorption.
From the estimate for DE it follows that if E (x) = 0(6) and m I ln 61 , then lim S = 0.P 6 + 0
The relations given here show that the Monte Carlo method Algorithms for the arbitrary 0 < O(x) e L
can be improved by using approximate information on f . In this connection it is appropriate to
select large values of m in the cases where "good" approximation of the "value" function is used.
The density (8) simulation in real problems is carried out by the simulation of the corresponding
distributions of the "elementary" random variables: initial coordinates xo  , the free path 1 and
the particle velocity direction W . It can be demonstrated that if trajectory simulation is obtained
by multiplying the conditional probability densities of the variables xo , 1 and W by the "values"
of the points in phase space, then the probabilistic error of the functional estimate will be equal
to 0. In this connection the exact simulation based "on value" [7] is attained. Thus using a 2priori
information on the relative "value" of xo , 1, W, one may construct the algorithm corresponding to
the method considered here.
It is necessary to make a remark about the value function fo , appropriate for the calculation
of several functionals I.
Let the function (x) in addition depend upon a certain parameter t (t = 1, 2, ..., S) and
the demands upon the exactness of the estimate of the variables I(t) = (f, ot), where *t = O(x, t),
S
are determined by the weight p(t) > 0, and also 2' P(t) = 1. It is necessary, by means of sel-
ection of the modifying function g , to mihimize the variable
s
Dl  E ' DE(t)p(t),
t=l1N,
where E(t) = E Qn4(x , t) and ME(t) = I(t). Let us determine the functions and f by
n=O n n 0
the relations o0(x) = ( O ~2 (x, t) x P(t)) f o = Kf + 0 , and let I = (f, @ ). Cal-
t=l
culating directly the variable. D and using the Helder inequality it is not difficult to show, that
if g = f0  then
D1  2 0
t=l
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The latter inequality is the reason for using approximate information about fo in the Monte
Carlo calculations.
With the help of a priori estimates of the "value" function, effective algorithms were
obtained for solving problems of the theory of radiative transfer in a spherical atmosphere [4].
On the basis of the above discussion, the use of the asymptotic solution of the Milne
problem has been developed to improve the radiation transfer calculations through the layer of
a thick substance in the Computer Center of the Siberian Branch of the USSR Academy of Sciences.
The dependent tests method, the estimate of the derivatives and the solution of the inverse
problems. The dependent tests method for the solution of the transfer theory problems is based
on the fact that particle trajectories simulation in different systems is carried out in terms
of one and the same random numbers. One may, in particular, estimate the functional for dif-
ferent values of the parameter of the system on the basis of exactly the same trajectories,
eliminating the resulting shift with the help of special weight factors. Let X be a system
parameter e.g.
k(x, x') = k(x, x', X) and O(x) = O(x, X) = .
Then
I (X) = (K n,
n=0
Let us consider the relation
Kf, ) .. (x(o)) k(x(o), x(1), X)...
n+l
x k(x(n), x, X) 4(x, X)dx(o) dx(1) ...dx(n) dx
= f ... f (x(°)) k(x(o), x( ), Xo) ... k(x(n) X, X 0)
n+l
x k(x(°), x(1) , x) ... k(x(n) , x, X) O(x, X)dx(° ) ...dx(n)dx,
k(x( ), x(I), X 0) k(x(n) , x, A)
from which we can see that the trajectories, constructed for A = X , can be used to estimate
I(), if after each transition x' - x the auxiliary "weight" of the particle is multiplied
by the variable
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k(x', x, X)
k(x', x, X0 )
It is supposed, that there do not exist points x, x', in which k(x', x, X) / 0, and
k(x', x, Xo) = 0.
In practice k(x', x, X) is represented in the form of the bundle of the conditional
probability densities of the elementary random variables (the path of the particle and the
cosine of the scattering angle) and after each elementary "sampling" the auxiliary "weight"
of the particle is multiplied by the relation between the corresponding probability densities
for the values X and X0
So, after the selection of the next path 1 "the weight" should be multiplied by
o(1, X)e-T(1, X) o(l, X) -[T(l, X) -r(l, X0 )],
o(l, X )e-T(
I
, X )  J(l, X )  e
QW = Q,( C ( I ) e - T(l, X0 )],
a(l, X )
and after the selection of the 1, i.e. cosine of the scattering angle:
Q() = Q'(X) g(", X)
g(p, Xo)
On the basis of the dependent tests method one may estimate the change in the radiation field due
to small changes in the aerosol dispersion coefficient, albedo or indicatrix.
It is also appropriate to use the dependent tests method for the simultaneous calculation of
radiative transfer involving different wavelengths.
Now let us consider the case, when the dispersion coefficients oi, i = 1,...,m, are
parameters in m fixed spheres and the variables
N
Ik(i) = M I Qn(ai) Ok(xn, oi), (10)
n=0
are calculated, where the averaging is carried out over a certain definite distribution of par-
ticle trajectories. In [4] the expression of the form
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S N (n) I n Q 2 ln pkn)
k = M Qonk _ + a k
i n=0
is shown and the algorithm for its calculation is given. Thus, simultaneously with the estimation
of variables Ik by the Monte Carlo method one may calculate the matrix of the derivatives
91k / Dai  This gives the possibility of solving inverse problems, that are stated in [15].
Let the meanings of Ik be experimentally measured, and the initial approximation for the
desired dispersion coefficients o(o), ...,(o) is known. We find the next approximation,1' m
obtained by means of the solution of the linear system of equations, is of the form:
m
k ( a(0) =k ()Do i  ki=l ea 1
In the case of overdetermination of the latter system it should be solved by means of the least
squares method, using auxiliary weights for "regularization" of the algorithm. The example of
the solution of the inverse problem by this method is given in [4]. Calculations by the Monte
Carlo method can be used to search for mostly "informative" systems of functionals.
The methods described here can obviously be applied for the effective averaging of the
characteristics of the radiation model of the medium, when the least change of the main functi-
onals in the sense of the least squares method occurs.
In conclusion it should be noted, that the results of the calculations of different problems
of radiation transfer theory by the Monte Carlo method are given in the works [3, 4].
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RADIATIVE TRANSFER OF VISIBLE RADIATION IN TURBID ATMOSPHERES
Giichi Yamamoto and Masayuki Tanaka
Geophysical Institute
Tohoku University
Sendai, Japan
1. INTRODUCTION
The progress and popularization of the high speed electronic computer have caused a marked improve-
ment in techniques of obtaining numerical solutions to equation of radiative transfer which deals with
the multiple scattering and absorption processes of solar radiation in the atmosphere. Main objectives
of recent investigations in this field are to clarify quantitatively the radiative transfer processes in
turbid atmospheres as well as in clouds and their thermal and optical effects. In order to do so, most
of the recent studies take into account the effect of multiple scattering and accompanying polarization
effect as strictly as possible, based on realistic model atmospheres. At the same time, usefulness of
radiation observations for obtaining informations on aerosols and clouds, such as their size distributions
and optical properties, has come to be recognized and the methods are going to be developed.
Among these problems, recent advancement in the study of radiative transfer of visible radiation in
turbid atmospheres is reviewed in this paper, in which particular emphasis is laid on its thermal effect.
In the following second section, several rpresentativP mpthod- of nsolving eqnijation of radiative transfer
are reviewed. Section 3 describes the relation between atmospheric turbidity and reflectivity of the
turbid atmosphere and accordingly the heat budget of the earth. Section 4 describes the flux divergence
of solar radiation inside the turbid atmosphere, which naturally occurs due to the absorptive property
of aerosols. Section 5 reviews the problems of the intensity distribution of diffuse radiation and its
state of polarization.
2. EQUATION OF RADIATIVE TRANSFER
Recently the trend of study of radiative transfer is changing from obtaining analytical solutions for
simplified atmospheric models to obtaining numerical solutions for realistic ones. In this respect,
many numerical methods have been proposed recently that a working group was established as the Radiation
Commission of the IAMAP for the purpose of examining merit and demerit of various methods. Generally
speaking, selection of the methods depends upon the model atmospheres to be used and upon the nature of
the required informations. In addition, reseacher's subjective point of view or taste inevitably comes
into selecting the methods. Therefore, in this paper we shall describe several representative methods
and merit and demerit of them from our subjective point of view.
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Now we shall consider the diffuse radiation field in a plane-parallel atmosphere illuminated by the
sun at PO , 40, where P0 = cos 60', 0  being the zenith angle, and 40 is the azimuthal angle. The
flux of the solar radiation at the top of the atmosphere is assumed to be rF. The equation of radiative
transfer is then given by Chandrasekhar (1950)
d I(d,,) =
dtr
+1 2Tr
1 p(T,p,4;y',4') I(T,p',0') dp' d '
F e
- T-e p(T,p,p; -P 0 , 0 ) , (1)
where I is the intensity of the diffuse radiation, p is the phase function which represents the
angular distribution of the scattered light due to single scattering, T is the optical thickness
measured from the top of the atmosphere, and v and 4 designate the direction of light, where p = cos 0
(e being the polar angle) and is the azimuthal angle. We can draw a line between an inhomogeneous
and a homogeneous atmosphere according as the phase function p depends upon the optical thickness T
or not. From the principle of energy conservation, the following normalization condition for p is
derived:
+1 21r
d1 p (T ,i, ;p ' ) d i ' d o ' = 1 
(2 )
where w is the albedo for single scattering of the medium at level T, which is defined by the ratio of
the volume scattering coefficient, (s), to the volume extinction coefficient, (e), i.e.
= (s) (T)/(e)(T) (3)
When the atmosphere is composed of different kinds of scatterers, p is expressed as
p(T,PO; ', ') =: 1 - S) Pi (T 'j '9 ;Pi' ' ') , (4)
where 4s) and Pi are respectively the volume scattering coefficient and phase function of the i-th
component. The boundary conditions are given by
l(0,-1,0) = 0 , (5)
and
I(Ts,+,) Ig(+p,) , (6)
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where I (+,4) is intensity of the reflected light, which depends upon both reflection characteristics
of the underlying surface and incoming radiation to the surface. The problem of radiative transfer with-
out consideration of the surface reflection (i.e., I = 0) is called the standard problem and that with
consideration of the surface reflection is called the planetary one.
So far the polarization of the radiation field is disregarded. In case of considering polarization,
the radiation field is expressed, instead of the scalar intensity I, by the one column matrix (or vector)
II which is composed of four Stokes parameters. Correspondingly the law of single scattering is ex-
pressed by the phase matrix lp (4x4) instead of the phase function p. The equation of radiative transfer
appropriate to this case is obtained by replacing I and p in Eq. (1) by !I and 1p, respectively.
The problem of obtaining the diffusely reflected radiation at the top of the atmosphere, I(0,+p,f),
and the diffusely transmitted radiation at the bottom of the atmosphere, I(T s,-,4), by solving equation
of radiative transfer (1) under boundary conditions (5) and (6), is called the problem of diffuse
reflection and transmission.
In order to solve this problem, Chandrasekhar (1950) has introduced the scattering function, S, and
the transmission function, T, and has derived simultaneous non-linear integral equations for these
functions, S and T, by means of the principle of invariance. Then by expanding the phase function p
in a series of Legendre polynomials, and accordingly, expanding the functions S and T in Fourier
cosine series in azimuthal angles, he has separated the integral equations for S and T into a set of
5m admintegral equations for a pair of expansion coefficients, S and Tm , of respective degrees. The
solutions of these integral equations are then given in the form of tabulated functions, such as X-
and Y-functions.
This method has succeeded in cases of isotropic and Rayleigh scatterings. The most comprehensive tables
for Rayleigh scattering have been published by Sekera and his collaborators (1960). In addition, Sekera
(1963), Chamberlain and McElroy (1966) and Fymat and Abhyankar (1969) have extended this method to in-
homogenous atmospheres. However, this method is not necessarily profitable in the case of highly
anisotropic scattering. It is due to the reasons that the expansion of the phase function for aniso-
tropic scattering generally needs many terms, particularly when the forward scattering predominates,
and accordingly computing time in obtaining numerical solutions of X- and Y-functions corresponding
to each term becomes enormous.
Recently several methods, by which the problem of diffuse reflection and transmission can be solved
with less amount of computation than the classical method of Chandrasekhar, have been developed.
2.1 Doubling Method
van de Hulst (1963) has shown that if the problem of diffuse reflection and transmission can be
solved for a layer of small thickness TO, then starting from this solution it can also be solved for
layers of thickness 2TO , 4T0 , etc., with relatively easy calculation, and thus the computing time in
obtaining the solution for any thick layer can considerably be saved. The method is called the
doubling method, and effectiveness of this method has been shown numerically by van de Hulst and
Grossman (1968). They obtained the solution for the initial layer by the Neumann series method
(iteration in orders of scattering). Irvine (1968) has also obtained the solution for an elongated
phase function by the combination of the Neumann series method and doubling method. On the other hand,
Hansen (1969) has proposed to save labor of obtaining the solution for the initial layer by starting
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from an extremely thin layer. In this case, the initial layer can be considered as a single scattering
layer and the corresponding scattering and transmission functions can be given by the phase function.
We shall describe an outline of this method in the following:
Let us assume that the intensity of the incident radiation at the top of the layer of thickness TO
to be I inc(i',4'). The diffusely reflected radiation, I(0,+p,o), and diffusely transmitted radiation,
I(To,-1,b), respectively are expressed by using the scattering function S and transmission function
T as follows (Chandrasekhar, 1950):
1 2Tr
I(O,+ ,) = - S(To;l O;', ') linc(!' , ') d!i' do' (7)
0 0
and
( = T(rO;o; ',0') Iinc(1', ') dp' do' (8)
0 0
When the incident radiation is the parallel beam of the net flux iF per unit area perpendicular to
the incident direction, we have
linc(i',') = nF 6(p' - O) 6(' - 0) ,()
where 6 is Dirac's 6-function and (pO , 0 ) is the direction of the incident beam. Inserting (9)
into (7) and (8), we have
I(0,+p, ) = S(TO;j,0;O 00 ) F , (10)
I(TO;-,) -1 T(ToO;Joo) F . (11)
Now we shall assume that the second layer with the same thickness is added below the first. The
component - S(TO;J, b;p4,o0 ) F is unaffected by this addition, but the diffusely transmitted radiation4P 
-T0 /1J0
ST(t;^,;p± ,0) F and directly transmitted radiation TF 6(p - i 0 ) 6(o - 0 ) e are partly4 i u 0 "0uu
transmitted through the second layer and partly reflected by it to become an additional radiation inci-
dent upon the first layer from below. As shown in Fig. 1, succession of the processes is repeated
endlessly. Since the combination of the initial and second layers must be equivalent to a single layer
of thickness 2T0 , one can write the relationships between the function S(TO0 ;,'; iO,^O) [or
T(2TO;po';pO,0)] for the combined layer and the functions S(TO;PI';I, 0 ' 0 ) and T(To;1, 0;1 i0 0 )
for respective layers, as follows:
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+ e-T 0/11 Y-0 (10 ;1190;110 ,00 ) e-OP
+ 2- T0 /110 1 2 T (T-r 0 ;d1' go' ) 1: (T ;p , W'P 0 ,00 ) 4 do,
0 0
4r 1 0 d 1
0 0
+ 2T 1 T T(T0;Pgo ;1" o")l 0 ('r 0 ;Vi",;v',W)
and
+ e-T/ e(1;~~jsO e 0 0[/P
47T J 0JO 10'I y 511 IF I I kLS 0,4) qp(P 0 j -7U(p
+ Le ~ T(cO:u~o~u'.' 01 (T~i o joso d o
16r 00 00 e ' '~~
T /11
L_ 0 1 2T 0078
where
10 09 0 n1,3,... Sn(TO 0;,o;0,0) (14)
l Oe (T0 ;1'0;P0'0) = Sn(T0;11;o 0o) , 
(15)
n=2,4,...
Sl (10 ;1,9;10,00) = S(T0 ;PO;P0 , 0 ) , (16)
and
S(-r; ' ;00) = S(TO; ;' n-0; 00) dP- d '  (17)
n O0 O 47L J0 0  n01
Thus, if the scattering and transmission functions for the initial layer are known, those for 2T0 ,
4T0 , etc. are successively derived from (12) and (13). If we take the value of T0  to be sufficiently
small, the initial layer can be considered as a single scattering layer, whose scattering and trans-
mission functions are given by
S(T0;P';0') = ( +0 -1 1 - e / h(p(+,P;-10, 0) , (18)11 P0 j
=1 .1 )-l le -To e't/ }p(.p,4;.-o,.o) (19)
T(T0;pO';p0O0) = ( 10 -1 e 0 e- 0 /P (19)
In practical computation considerable advantage is gained in computing time and computer storage if
the azimuth dependent functions, such as p, S and T, are expanded in Fourier series in (4 - 00
).
Generally the phase function p(p,4;p',4') can be expanded in cosine series in (4' - ) as follows:
p(p,;p,) = pm('11,p') cos m(p' - 0) , (20)
m=0
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where
pm (1 + 60,m p( ~4;'') cos m(' - q) d@' (21)(1 + 6
09
60, m  = 0 if m / 0 and = 1 if m = 0
Correspondingly the functions S and T are expanded as follows:
S( ;p ;p', .') = Sm(T;u 1, ' ) cos m(p' - o) , (22)
m=0
and
T(;p;'.') = T(;llJ') cos m(4' - o) (23)
m=0
Inserting (20), (22) and (23) into (12) we have relation for the expansion coefficients of m-th
degree as follows:
Sm(2T0;pp0) = Sm(TO;jIs0p) + e 0 0 (T 0 ;J 110 ) eT 0
-T0 /P TI  (m (Tn' , dn
-T0  I 1
+ e (4 26. 0 Ao0 ' T " (To 9P o0um 0
+ ( 40 - ( 46 2 i 1's 01 , ) 0 (T0 ; i", ') Tm (TQ ; 1, , P0 P9
(4 - 260,m 0 0
(24)
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where
m
) O ='' 3, S ;11910) (25)0 n=l,3,....
Sm (TO;P9O) = Sm(T 0;,0) , (26)
and
1 1 smd0u'')S
Smn(T ;P1jO) = 1 (SM(T;l,Pi) SM~1 (T0 ;1 '1 0 ) ~- .(27)S. O "0 (4 - 260,m 0 n' O''0)
Similar relations can be derived for Tm . The succeeding computation is simply to replace the
integrals involved in equations for Sm and Tm by sums through Gauss quadrature. Therefore it is
straightforward. It is apparent that Sm(2PT0 ) and Tm(2PTO) are generated in p cycles starting
with Sm (T0) and Tm(T0) rather than 2P  cycles of the simply additive procedure.
According to Hansen (1968) necessary computing time is remarkably short except for strongly peaked
phase functions. For aerosol phase functions varying three orders of magnitude from their peak to
their lowest value (requiring about 50 terms in the cos me expansion) the total computing time is
4 minutes on the IBM 360/95 for the scattering and transmission functions (and derived quantities) for
every T-multiple of 2 from 2-25 to 27 for 20 values of 1, 20 values of p0, and any reasonable number
of values of 0 - .0 As can be seen from this example the doubling method is very effective in
obtaining numerical solutions of the problem of diffuse reflection and transmission for homogeneous
atmospheres. However, for inhomogeneous atmospheres the doubling procedure can no longer be applied,
since the functions for the second layer are different from that of the first. In this case only
additive procedure is applicable, so that the above merit is greatly diminished.
Hansen (1971a) has also applied this method to the case in which polarization is taken into account.
In this case formulation of the problem can be made with use of Chandrasekhar's S and T matrices
instead of the functions S and T . The definition of Z and T is analogous to that of S and
T. The different point is that, even if the atmosphere is homogeneous, the scattering and trans-
mission matrices for the case, in which the top of the layer is illuminated by the incident radiation,
should be distinguished from those for the case, in which the bottom of the layer is illuminated by
the incident radiation, (Hovenier, 1969). Therefore, if we designate the incident radiation fields
at the top and bottom of the layer by linc ,P') and linc(',') respectively, it is necessary
* inc *inc
to consider the matrices, 0, T, * and T defined followingly:
1 2Tr
1(~3 S(Ti;~,4;)',p') oinc( ',o') di' do'4Tor, p 004-P9' o [in(1
O0
(28)
127T
47m 100T( 1 ; , ,,,' '') linc(p'') d' dp'
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*1 i2 "( 1  * ,
1= 1  ;2T I4 ',' W n(p ') dpi' do'
O
(29)
I (0;+,) T (Tl; p,;i', ') in (p',0') dy' dp'
00
If we take such distinction into consideration, the matrix 3 for the layer of thickness 2T0 can be
obtained referring to thedoubling equation (12) as follows:
$(2T0 ;P,;P,0) = (T0 ;,4;P 0 ,00 ) + e 0 0 (T0 ;P O'0) e 0 O
-- O/P(T;.,;p.,) II
0 ( 0 ;p',';O,o0 ) dW do'40 0
e T 0/4 1T d '
+ e 4T (t 0 ; 0;0',')T(T;1 ', ; 0 , O)P do'+ - oT o P
+ 1 .1 2Tr 1 2T T* (Tt;po;p",o") X 0 (T0 ;P",o";I',0' ) T(T;p' 04'; , 0 )
16Tr 0 0 0 0
Sd d d "I!- do' -7do
(30)
Similarly the matrix T(2t0 ) can be obtained by changing the functions T and le in equation (13)
to T and le respectively. Here we should note that
0(T0;*;0, ) = n=i3.. 'n 'r0 ; 1;0 ,0) (31)
= 0 ;'(;P0*0) S(T 0;10p 0 0 ) , (32)
• 1 [I 2Tr
Sn(To,0' ';0' 0 ) = I . O(T0 ;V',;P'') n-I( 0 ;p ';00) -Sd ' ,
00
if n is odd,
(33)
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and
:(T0 ;I L*(' ; ' ') 5n-I (T0 ;i' ';P0900) d'n 0 4T 0 0 0 "14' n-1 P
if n is even.
(34)
Similar doubling equations for f and T* can also be obtained. However, in the case of a homo-
geneous atmosphere the following simple relations hold:
= ((T0 00) * 0,4) , (35)
and
T(T0 ;,;p 0 ,p 0 ) T (T0;,r0;p 0, ) , (36)
so that the doubling equations for S and I are needless.
The matrices S and T for the initial layer can be obtained respectively from (18) and (19) by
replacing the phase function p in these equations by the phase matrix p . As in the case of the
scalar equations, by means of the Fourier expansion of the matrices concerned with respect to (00 - )
we can separate the doubling equation for 5 (or T) into a set of equation corresponding to the
coefficient matrices of respective degrees. The expansion of the elements of the matrices concerned
is shown in general form as follows:
Mij (T0 ;'P,;p0 , 0 ) = M (T0;P'P0 ) cos m(O0 - 0) , (37)
for i = 1,2; j = 1,2 or i = 3,4; j = 3,4 ,
M (TI ;P0,0) = M i(TO;p0 o) sin m( 0 - 4) , (38)
for i = 1,2; j = 3,4 or i = 3,4; j = 1,2 ,
where the matrix IM = (Mij) represents any matrix concerned.
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Inserting (37) and (38) into (30), we have
m(20;p10) = m(T ;p ,p 0 ) + e
0  (T; , 0 ) e0
0 0
_ P 1 1 I m
+ e"00 (4 - 2m0,m  0 ( 1 m O P
+ e (4 - 20,m) 0 0
0 m 0 0
1 *1 '1 T ,,,;'1) ( mPP 11 0)'d
6r 0 0 (39)
where IMm = (fij) , and the operation C = A/B is defined as follows:
Cij = Ail Bij + Ai2 B2j - Ai3 B3j - Ai4 B4j (40)
for i = 1,2; j = 1,2 or i = 3,4; j = 3,4 ,
and
Cij = Ail Blj + Ai2 B2j + Ai3 B3j + Ai4 B4j , (41)
for i = 1,2; j = 3,4 or i = 3,4; j = 1,2 .
Effectiveness of this method has been shown by Hansen (1971b) in evaluating the intensity and
degree of polarization of the near infrared radiation diffusely reflected by water clouds.
2.2 Matrix Method
Twomey et al. (1966) have shown that if the radiation field is approximated by a discrete distri-
bution at points or a latitude circles on the unit sphere, matrix relationships can be written between
the incident and reflected or transmitted radiation fields, and that the reflection and transmission
matrices thus defined satisfy algebraic equations which can be used to compute the optical properties
of thick layers by building up thick layers from thinner sub-layers.
More recently, this method has been extended by Tanaka (1971a) and by Jacobowitz and Howell (1971)
for the case in which polarization is taken into account. However, the matrix method and doubling
method can be considered to be essentially equivalent. For instance, starting from the doubling
equation (24), we can derive the matrix equation as follows:
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If we introduce
M(T0;'910) (4 - 26 0,m)p Mm(TO; 1, 0O , (42)
Mm = (Sm, Tm, 0 ) , (43)
equation (24) can be written as
-z0/ T  m -T 0 /P0
sm(2T;0V ) :0 m(T ;~lJ 0 ) + e 0-1 (T0 ;p' 0 ) e 0 0
-T0 1.0 C 
-
+ e 0 0 Tm ( -ro;' 0 ;i '0) di'
+ e 0 m (T0 ;PI') Ym(0;' 0) dp'
1 0+T/I -lm,00
+ m(TO 1 ,") 0 T0 ;p",' m ) 0;1',0) dp' dp"
0 (44)
Now we shall approximate the radiation field by discrete distribution and introduce the N x N matrix
l-n_ m , m ) whose elements are given by
M (T M (TO~'i',j) wi  , (45)
(i,j = 1,2,...,N) ,
where wi  represents the quadrature weight at the division i = By use of (45), equation (44)
can be written as
m
Sm(2T0 ) : (TO) + IE(T0 ) I (To) E(ro)
+ m(-o)  M (TO)E(o) + E (TO) JoM(TO) Vm(-o)E 21 0 0 000
+ TT) (T0 m  ) )4(T O 6
0 (46)
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where IE(T 0 ) is the diagonal matrix whose elements are given by
Eij = e , if i= j
(47)
=0 , if i j
and
0 n=l ,3,... O (T (48)
r(TO) = (TO)
(49)
n 0 0 -/
Inserting (47), (48) and (49) into (46), we have the following alternative form of (46):
m(2TO) Jm(T0) + (Fm(0) + E(T0))m(0 )
x (I + [m(0)]2 + 0m(0)]4 + --- ) (m(T0) +E(T0) )
: m(0) + (Im(T0) + E(T 0 )) (I - [m( 0)]2)-1 (Tm(TO0) + E(TO))
(50)
where I is the identity matrix. Similarly, from the doubling equation for Tm(2 0; ' 0) we can
derive
iF(2- 0 ) + E(2T0 ) (m(0) + E(TO))
x (3 + [ir( T0)]2 + [ 0m(0)]4 + --- ) rm( 1 0) +E(T 0 ))
(fm(TO0 ) + E(TO)) ( - [m(T )]2)-l (im( 0) + E(T 0 ))
(51)
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Equations (50) and (51) are equivalent to the matrix relations derived by Twomey et al. (1966) for
the case in which the thicknesses of the initial and second layers are made to be equal (T1 = T2  T )'
Tanaka (1971a) has extended the matrix method for a more general case in which polarization of
the radiation field and inhomogeneity of the atmosphere are taken into account. In this case, the
matrix method is expressed by simultaneous algebraic relations with regard to four matrices which
correspond to 5, T, * and T . By use of the interaction principle, which has been introduced
by Preisendorfer (1965) and which is the extension of the principle of invariance introduced by
Ambartsumian (1943) and Chandrasekhar (1950), Hunt and Grant (1969) have made a more general formu-
lation of the matrix method which involves evaluation of not only reflected and transmitted fields
but also internal fields.
Effectiveness of the matrix method is of the same order as that of the doubling method. Both
methods are effective for a homogeneous atmosphere even if it is thick, and not so effective for a
thick inhomogeneous atmosphere. However, both methods are effectively applicable to the earth's
atmosphere, because its optical thickness is not so thick (T : 1), although it is inhomogeneous and
turbid.
2.3 Iterative Method
The method of solving equation of radiative transfer by successive iteration has been adopted by
many researchers. In this sense it is one of the most popular methods. The Neumann series method which
has extensively used by Irvine (1965, 1968) consists of expanding the radiation field by orders of
scattering and of determining successively higher order terms of scattering, starting from lower order
terms. Herman and Browning (1965) have proposed to solve the formal solution for the specific intensity
of equation of transfer, by means of the iterative procedure using the Gauss-Seidel technique. Herman
et al. (1971) have applied this method to the turbid atmospheres. So we shall describe briefly on
this method.
The equation of transfer appropriate to the case in which polarization is considered can be obtained
by changing I, p, and F in (1) to 1, 1p, and F respectively, where I and IF are the Stokes
representations of the field intensity and incident solar flux, respectively, and jp is the phase
matrix. The formal solutions of this equation can be written as
I~t ~ X~t-(Tn+ 1 - Tn)/J
I(n ;+P ) = (n+l,+p,O) e n+ 
n
In+ 
-et - tn)/ dt+ S T (t;+p,0) e -(t t
Tn (52)
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I(Tn;-p, ) = I(n _-i -i,P ) e n n-
Tn 
-(n-t/ dt
+ n p(t;+p,) e n - t)/ d
Tn-l 1  (53)
where 0 = T0 < T n-1 < n 
< Tn+1  TN =S , and _ is the source vector given by
J) 27T +1
= -4 .3 p(±Pp' d' dp'
+ 1p(±, ; -,0) F e-t/ 0
(54)
Here it is assumed that the atmosphere is homogeneous and p is independent of T . If we consider
the p-th Stokes parameter Ip , equation (53) becomes
-(Tn - in-l)/li
Ip(T n,-1,4) = Ip(_ ,-i,0) e n
pIn J -(Tn t)/ dt
+ jP(t;-,4) e -
n-1 (55)
and
4
p -4 r pq-,,- ' I 9L;±,P') dj' dP
4
- # p..... ii Jo J- 'qP)4 "q
o1-1 q
+ = Ppq- 0;-00 ) Fq e 0
(56)
where , is the p-th element of the source vector J and P is the (p,q) element of the phase
p pq
matrix p . Equation for I (T ,+p,0) can also be obtained similarly. The problem to solve these
equations under certain boundary conditions, e.g., Ip(0,-p,0) = 0 and Ip(Ts,+p,o) = 0 , is a so-
called two-point boundary value problem, and its numerical solution can be obtained by the Gauss-
Seidel iterative technique.
Now let us denote I (T,-,) by I(n)(-p,) and Tn - Tn 1  by AT , then equation (55) canp n pn -
be written as
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I~n) (-lJe) A(n1)('.I'$)eaT/1P +e (57):p~ I-(p , pe+ (-lJ,4) (1 - e 
) (57);
P 
e
where p(-9,) is the average value of p defined by
n e tn l / - e A ) (58)
Tn-l1
If At is small,, is approximated by the value of/p(t;-1,0) at t = Tn1/2 = n -AT/2
Namely from (56), we gave
7) (- ,) 4 (n-1/2)
IP (-Idp)
4 +1 271
41 P (-m,4±i'',4') 1(n-1/2)(+p',') dIi' d4'+ 1k: I Ppq(-Po;-' , q' o'Id'
q=1 -1 p
4
+ I P (-'.0;-1o'0o) F(n-1/ 2)
q=l pq (59)
where F(n-1/ 2 ) = F e n - AT/2P0 . In practical computation the evaluation of the integral
+1 2 q------ d' do' is made by use of the quadrature formula.
-1 0
Inserting (59) into (57), and rewriting it with respect to levels n, n-l, n-2, instead of
levels n, n-1/2, and n-1, we have
(60)
I(n) (n-2)(-v,o) e- 
(-p,) ( - e -26T/
p p p
(n > 2)
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The only non-zero parameters at the level T = 0 are those associated with the outward directed
intensities for which p > 0 (i.e., the reflected radiation) and the incident parallel flux represented
byF (0) . However, the outward directed intensities are unknown initially, and thus, for the purposeby q
of getting the solution started, they are assumed to be zero. This gives the first approximation to
the parameter I('l ) . The second equation in (60) is then used to compute the parameters at thep
second and succeeding levels, for v < 0 . Parameters for 1 > 0 are assumed to be zero for all of
these initial calculations. At the bottom of the medium (t = -s) initial calculations for all
I(n) -,f) have been made.
p
Starting with (52) and utilizing the boundary condition, I (ts;+p) = 0 , a pair of computing
equations analogous to (60) may be derived for the Stokes parameters for 1 > 0. Using the equations
so obtained, these parameters are computed starting with the first level above the bottom and working
back up to the level T = 0. However, now values for Stokes parameters for P < 0 have already been
computed, and these values are used in the numerical evaluation of the source term. When the level
T = 0 is reached, initial values for all of the unknowns have been computed, and the same process is
now repeated, utilizing the previously calculated values for all unknowns appearing on the right hand
side of the set of equations, until successive values of the same variable agree to within some
specified tolerance.
In the above approach, double integrals with respect to the polar and azimuthal angles are directly
involved, so that it is not necessarily advantageous in saving computing time as well as computer
storage. In this respect, Dave and Gazdag (1970) have suggested an approach in which the phase
function (and related function) are expanded as a Fourier cosine series whose total number of terms
varies with the angle of incidence and reflection.
There are various kinds of the iterative method other than shown above. The merit of the above
iterative method is that in addition to the solution to the problem of diffuse reflection and trans-
mission, that for the internal field can also be obtained by it, and that no special difficulty arises
in solving the problem for an inhomogeneous atmosphere. The disadvantage of this method is that it
becomes time consuminq when the ontiral thikness i4ncreases. It is due to simple additio n of thin
layers by this method, contrary to the doubling method.
2.4 Method of Discrete Ordinates
Chandrasekhar (1946, 1950) has developed a method to replace the equation of transfer (1) by the
system of 2n linear differential equations, by approximating the continuous radiation field with the
2n discrete streams of radiation. Recently this method is not so widely used as before, except by
Samuelson (1965, 1969) and Yamamoto et al. (1971) for the study of transfer of thermal radiation inside
the clouds. One of the reasons will be due to somewhat insufficient explanation in Chandrasekhar's
statement in obtaining the roots of the characteristic equation, and due to difficulty of determining
the constants of integration for optically thick, but finite layers. As can be seen below these
difficulties can be avoided, so that the method of discrete ordinates still has wide applicability.
We shall review the method following Chandrasekhar.
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The phase function p(i,¢;pi',') is expanded by threLegendre polynomials, P , in the form
N
p(P,4;P',4') = p (cos I) = 2 1 PY(c6s E) , (61)£=o0
where 0 is albedo for single scattering, ti's (. = 1, ---, N) are constants independent of 9
0 being the angle of scattering, and cos® = pp' + (1 - 2) 1/2 (1 - 2 )1/2 cos (€' - 4). Therefore
we have
P (cos ) = P[p' + (1 - 2) 1/2 (1 - P1,2) 1/2 cos (' - 0)] (62)
By use of the addition theorem of spherical harmonics for (62), we have
P
.
(cos E) = P9 (p) P9(,') + 2 --
x Pm ( Pm(') cos m(' - 4) (63)
Corresponding to the above expansion of the phase function, the intensity of radiation is 
also expanded
as follows:
N
I(T,P,4) = I()(,P) + __ I(m)(T,) cos m(O0 - 4) (64)
m=1
Inserting (61), (63) and (64) into equation (1), it can be separated into (N + 1) independent
equations with respect to I(m) as follows:
N
dI(m)(,11) (m)(r ._ . (1 -N pmM) P(m)(,') 1(m)( ,'
P1 d-r ~ T1, 2 7 {+jjj)W 2 P .91 2  di9,=m
N
S(2 - 6 ,m F 0  (1)+m m
4 t=m+M)
(65)
(m = 0, 1, 2, ---, N)
In the method of discrete ordinates the integral involved in (65) is replaced by sums according
to Gauss's quadrature formula, and each of the (N + 1) equations is replaced by 
an equivalent
system of linear equations of order 2n . Solutions must be sought 
in approximations n such that
4n - l > 2N (66)
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The 2n(N + 1) linear inhomogeneous differential equations which replace the (N + 1) linear
inhomogeneous integro-differential equations given by (65) are
i d (m) (m)('ri) -9 -j-I Pm(I(i) aj Pm(ij) (m)(Tj)
=m 3
N
2 - O m 6/1 0  N 1t+m P m M m!( ,  ) F e 0  I (-I { 3 P(pi) PM(110)
4=m
(67)
(i = ±1, --- , ±n; j = ±1, ---, ±n; 0 m N) ,
where aj's are the weights appropriate to the Gauss's quadrature formula based on the division Pi
of the interval (-1, +1) .
The complete solution of the system of equations given by (67) involves 2n(N + 1) constants of
integration, which are to-be determined from the following boundary conditions;
(m)(0,-i ) = 0 ,
(i = 1, --- , n; m = 0, 1, ---, N) . (68)
I(m) ,+ i) = 0 ,
The solution for (67) can be obtained by an entirely analogous method for every m so that we shall
here describe the method of obtaining the solution for m = 0, i.e., the azimuthally independent case.
The general solution for the homogeneous part of (67) is given by
n L -ke
S 0) k [' w (+k) P (Ii)]
a=l1 ik
n +kt NL e
+ Y 1 -j ik [  (-k ) P(Ili ) ]
a=l a 9=
(69)
(i = ±1, --- , ±n) ,
where L. are the 2n constants of integration, and k 's are the roots of the following system
of characteristic equations;
n a P (li )  N
(k) = a 1 P k (vi ) (k) Px(j) , (70)
j-n j a=0
( = 0, 1, --- , N)
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In order to evaluate k± , Chandrasekhar (1950) and Samuelson (1965) have used a single equation
obtained from (70) by setting z = 0, i.e.,
n N
= 1 +Pik a X Y(k) PXCj() (71)
j=-n =0
and they stated that this equation is of order n in k2 and involves 2n distinct nonvanishing
roots occurring in pairs as ±kA (k.a = -ka) for the case of non-conservative scattering. Since the
function E(k) is even (or odd) with respect to k when t is even (or odd), it is true that the
roots occur in pairs. The order of equation (70) in k , however, is given for the case with
0 < <  as follows:
(2n + N) , for N = even and k = even ,
(2n + N - 2) , for N = even and k = odd , (72)
(2n + N - 1) , for N = odd and t = even and odd
Thus it is evident that any equation in (70) including (71) has in general more than 2n roots. It
is true that in the conservative case treated by Chandrasekhar, in which the phase function is expanded
till the second order of Legendre polynomials, equation (70) has 2n roots. However, in more general
cases as treated by Samuelson and also by Yamamoto et al., it can be shown by numerical calculation
that any equation in (70) has more than 2n real roots. Therefore the 2n values of k±, should
be determined as the common roots of the system (70). [Yamamoto, Tanaka and Asano, 1971].
In order to complete the solution, a particular integral must be found which, when added to
equation (69), satisfies equation (67). This particular integral is given in the form
- I 0 NYO e- T/0
I(0)(i O : F 1 + ei/O [  0 ( ) P(i)] '
(i = ±1, --- , ±n) , (73)
where
YO = H(v0) H(-p 0 ) (74)
and n
IH'(x + Pi)
H(x) = 1 i=l (75)
Il ... 1n nn (1 + k ax)
a=1
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The integral given by equation (73), when added to the general solution in equation (69), comprises
the complete solution to equation (67), and this is
-k
(0) L a e ka 
T  N
I(O)(l 1k [  =0 J(+k) PZ(pi )]
+k 7
n L e A N
+ i k Z (-k P i
-7/90 N
+ F 1 li/PO z z1) P(i
(76)
(i = +1, --- , +n)
Now, the 2n constants of integration L+a (a = 1, ---, n) have to be determined by the fol-
lowing boundary conditions:
n L N
I(0)(0,- j) = 1 L k (+ka) Pk(-ij)]
nN L N
+1 + pjk a 0 £-k)P( )
aJl a =O
N
4 F 
-pj/)O 1 0
=0 (77)
(j 1, ---,n) ,
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and
(0) T)¥+ ujk [  = ( a ) P (Nj)
n L ea N
a1 j a £~=0
-T/11 0  N
+44 F y0  e j yO 0 0
(78)
(j = 1,---, n)
Samuelson (1969) stated that the method of discrete ordinates is not very amenable to studies
involving the optical range T > 1 because of instabilities that are inherent in the method for the
intermediate optical thickness, and that these instabilities arise as a result of the great disparity
±ka-T
in magnitude of the coefficients, e k , in (76). Thus the direct application of the boundary
conditions (77) and (78) to determine the constants L±, leads to highly unstable solution when the
magnitude of the exponent pairs, ±ka , differ greatly. To avoid this difficulty Yamamoto 
et al.
(1971) have proposed to use, instead of (77) and (78), the following equations derived respectively
from [(77) + (78)] and [(77) - (78)]:
n N -k T1  N
M[ 1  ~k ' (k.i) (e
z M - kM I  -) (k ) P j) + k £ £ (k ) P(Pj)]
= I(O)(o,-Pj) + I(0)(',+Pj )  l(O)(o,-j,(O) - ljO)(Tl,91O )
(79)
(j = 1, --- ,n)
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n N 
-k t1  N
e P (s p(i-j)]
Na [ 1 - ka (-I), , (ka) PzIj) 1 + jka Yka Uj
= I(O)(0,- 
-) I( ) 1 - (0)(0,-j,10 )  + I0)( 1,j', 0 )
(80)
(j = 1, --- , n) ,
where
+k T
M = La + L_ e 1
( a = l, ---, n) . (81)
+k' i
Na = L - L e k 1
The coefficients L±, are directly obtained by the following relations:
La = (Ma + Na)/2 ,
( a = l, ---, n) , (82)
-k -r
L- = (M - N) e -kT 1/2
where Ma and Na (a = 1, ---, n) are solutions of 2n simulataneous equations (79) and (80).
Equations (79) and (80) give stable solutions even for intermediate values of kl . When its
values becomes very large, L±a obtained by (79), (80) and (82) tend to solutions identical to those
for semi-infinitely thick atmosphere. It is thus shown that the method of discrete ordinates is use-
ful for any optical thickness.
The method ofdiscrete ordinates can be applicable in evaluating not only the reflected and trans-
mitted lights at the boundaries of the atmosphere but also the internal radiation field. It can be
applicable to layers of any thickness with a relatively short computing time. Most of the computing
time in this method is consumed for the expansion of the phase function and the determination of the
roots of the characteristic equations. When the forward peak of the phase function predominates, many
terms are necessary for the expansion of it. As the double expansion of the phase function with
respect to m and 9 is used in this method, difficulty arising from strongly peaked phase function
is more serious than in other methods. In this respect, the "truncated peak" approximation (see
Potter, 1970 and Hansen, 1969a), which tends to decrease the anisotropy of the phase function by in-
cluding some portion of the forward peak into the incident radiation, seems worth noticing in combined
use with the method of discrete ordinates.
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2.5 Monte Carlo Method
During the recent ten years many attempts have been carried out to apply the Monte Carlo method to
the problems of multiple scattering of radiation in the atmosphere. In this method the solution is
obtained by a series of statistical analyses, performed by applying mathematical operators to random
numbers. The problem of the time-dependent scattering of the pulsed point source due to the cloud
layer is solved by this method by Skumanich and Bhattachajie (1961), and then extensive applications
of this method to the problem of radiative transfer have been made by Collins and Wells (1965). Later,
they modified their code to include the effects of water vapor and carbon dioxide absorption (Collins
et al. 1967) and to allow for molecular and aerosol polarization (Collins, 1968). Plass and Kattawar
(1968) have also developed a similar computer code to that of Collins and Wells (1968), and solved the
problem of diffuse reflection and transmission for clouds. Starting with this study they have carried
out a series of reseaches taking into account effects of polarization, inhomogeneous stratification,
absorption of gaseous constituents for realistic models of various systems, such as turbid atmospheres,
clouds, and atmosphere-ocean systems. Danielson et al. (1969) have also applied the Monte Carlo
method for the problem of transfer of visible radiation in the clouds.
One of the merits of the Monte Carlo method is that it can be applicable not only to a plane-
parallel atmosphere but also to atmospheres of any geometry. Most interesting one for us is the
spherical-shell atmosphere. Marchuk and Mikhailov (1967), Kattawar et al. (1971) and Collins et al.
(1972) have attacked this case. Marchuk et al. have evaluated the intensity of diffusely reflected
light as observed from the position of satellite. Kattawar et al. have evaluated the flux and
polarization of the reflected light from the Venus atmosphere assuming several models for it. Collins
et al. have studied the intensity and degree of polarization of the reflected and transmitted
radiations on both Rayleigh and turbid atmospheres, taking into account scattering by molecules and
aerosols as well as absorpition by gaseous constituents. Collins et al. (1972) have also developed
a new code which is capable of estimating the Stokes parameters for discrete directions at the
receiver position, by utilizing the backward Monte Carlo procedure.
Another merit of the Monte Carlo method is that no particular difficulties arise due to anisotropy
of the phase function, complexity of the optical stratification and reflection characteristics of
the underlying surface.
On the other hand, the disadvantage of the Monte Carlo method is that the standard deviations of
the results obtained are roughly inversely proportional to the square root of the computing times.
Therefore the method may not be suitable when high accuracy is required.
So far we have reviewed briefly methods of numerical solution of equation of radiative transfer
from the point of view of application to realistic model atmospheres. The difficulty which arises,
when the degree of anisotropy of the phase function is large, is more or less common in most of the
methods. According to the doubling method or matrix method the reflected and transmitted lights can
easily be evaluated however thick the layer is, provided that it be homogeneous. If the layer is
inhomogeneous, it becomes difficult to treat a thick layer by these methods. The iterative method is
effective in obtaining solutions for the reflected and transmitted radiations as well as for the
internal field. However, it is unsuitable for a thick layer, irrespective of whether it be homogeneous
or not. The method of discrete ordinates can be applicable to a layer of any thickness and leads
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to the solutions for the reflected and transmitted radiation as well as the internal field. However,
the difficulty due to anisotropy of the phase function is more serious than in other methods. The
Monte Carlo method is more flexible than other methods in the point that it can be applicable to,
for instance, the spherical-shell atmosphere. However, it is time consuming when high accuracy of
computation is required. In conclusion, it will be difficult to say which method is effective in
general. Anyway, because of the fact that the earth's atmosphere, even if it is turbid, is not so
thick optically, can be considered approximately homogeneous, most of the problems in this field are
now soluble, so far as the earth's atmosphere is concerned.
There are still other methods. For instance, Bellman and his collaborators (1966) have developed
the method to transform the integro-differential equation of transfer into a system of simultaneous
differential equations of the initial value type by the invariant imbedding technique. However,
because of the reason that at present this method treats idealized models, we omitted its explanation
3. EFFECT OF AEROSOLS ON THE THERMAL REGIME OF THE EARTH
Recently, increase of man's activity, particularly of his industrial activity, has been changing
his environment. Increase of aerosols in the atmosphere is one of the noticeable changes. This
increase will affect the radiation field in the atmosphere and will result in the change in the heat
budget of the earth-atmosphere system. Most of the up-to-date studies with respect to the turbid
atmosphere were concentrated to clarify its optical side, such as the intensity of skylight and its
state of polarization. However, it will become important to investigate its thermal effect. Recently,
Rasool and Schneider (1971) have evaluated the change of the earth surface temperature due to increase
of aerosols by use of the two-stream approximation in solving equation of radiative transfer.
Yamamoto and Tanaka (1972) have solved the same problem utilizing the matrix method, and evaluated
the change of the global albedo due to increase of aerosols and the resulting change in the heat
budget of the earth. Their results will be shown below.
With regard to the vertical distribution of aerosols, that compiled by Elterman (Fig. 2) is used
in their model atmospheres. As to the size distribution of aerosols, the "haze C" model proposed
by Deirmendjian (1964) is used. This model simulates the size distribution in the continental air
masses fairly well, and is given by
C x 104, for 0.0311 r O.11 ,
n(r) =
Cr-4  , for O.lp 5 r 101 ,
where C is a constant and n(r)dr is the number concentration of aerosols of radii between r and
r + dr , included in the whole air column.
The optical thickness due to aerosols, TM , is then given by
TM = Tr2 Q(a,m) n(r) dr , (83)
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where a = 27r/X , and Q(a,m) is the efficiency factor of the Mie scattering. Because of the op-
tical ineffectiveness of small particles (say, r < 0.lij) , and of the scarcity of large particles
(say, r > lOu ) , n(r) in (83) can be replaced by Cr 4  over the whole range of the integral.
Then we have
TM -1 (84)
where
S= 2Tr2C Q(a,m) -2 da . (85)
0
In this study 8 is taken, instead of the aerosol amount, as a parameter representing the turbidity
of the atmosphere. This quantity B has a meaning similar to that of the turbidity coefficient of
0-1.3
Angstrom, A , which is defined by TM = OA '._
As the value of the real part of refractive index of aerosols, nr = 1.50 is assumed, and for its
imaginary part, ni = 0, 0.005, 0.01, 0.02, 0.05, and 0.1 are assumed, in order to cover inaccuracy
involved in the determination of this quantity at present. Such quantities as the phase function,
albedo for single scattering, extinction coefficient, etc., which are necessary for computation, are
evaluated based on the Mie theory. The surface reflection is assumed to follow the Lambert law of
reflection, and average reflectivity for sea and land surfaces is assumed to be As = 0.05 and
As = 0.15 respectively. The values of turbidity are changed from a = 0 (the pure Rayleigh atmosphere)
to a = 0.4 (corresponding to the atmosphere over large cities).
As the effect of polarization on the flux of radiation is small (e.g. Tanaka, 1971b), it is
neglected. Also as we assume the horizontally homogeneous, plane-parallel atmosphere, we need to
consider only the azimuthally independent part of the radiation field. Then equation of radiative
transfer (1) becomes
d(P(T,') + 1 p(0)(T;,I) (0)(T,p') d'
-l
S F e (0) ) , (86)
and the boundary conditions are given by
I(O)(0,-) = 0 ,
(87)
I()(~s+ P) g (+1)
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where T s is the optical thickness corresponding to the whole air column, and I is the intensity
of the reflected radiation from the Lambert surface.
Yamamoto et al. have evaluated I(O)(o,+) and I(O)(T s,-) as a function of X and B Here,
as the atmosphere is inhomogeneous, the mixing ratio of aerosols varies with height, and accordingly
the ratios (s)/B(e) and (s)/ (e ) are functions of T , where (s)and (s)are the volume
scattering coefficient of molecules and aerosols respectively. To compute the properties of the whole
layer by building up the whole layer from thinner sublayers, they first divide the atmosphere into
sufficient number of parts with same optical thickness and assume that each part is optically homo-
geneous. They then divide each part into several sublayers whose thickness are given by AT1 = T 0
and ATn = 2n-2 0 (n 2: 2), where ATrn is the optical thickness of the n-th sublayer. An example
of this dividing scheme is illustrated in Fig. 3. Steps of computation are also shown in the figure.
Clearly, this combined scheme economizes computing time considerable in comparison to simply additive
scheme.
If I(0)(o,+p) and I(O)(T s,-) are evaluated, the corresponding fluxes are given by
1
R(vp0) = 2T I(O)(o,+p) d ,
0
(88)
T(jo) = 2 1  1 (0) (Ts,-P)p 
d(
0
It is evident that these quantities are dependent upon po , although pO is not explicitly involved
in i(0)(0,+1) and I(O)(Ts,-v) . The flux of the incident solar radiation referred to the horizontal
top surface of the atmosphere is given by iFv 0 . Therefore, the diffuse reflectivity 'R(p0 ) and
transmissivity J(vp0 ) referred to 7Fp 0 are given by
R(p0 ) = R(p0 )/7Fp
(89)
J(p0) = T(p0 )/iTFp 0
An average reflectivity R and transmissivity J over the sunlit hemisphere are then given by
10
1 0 R ("O) dpo/wF
1 (90)
= 2 f T(vp0 ) dvp0o/rF
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Of course, the contribution of the direct solar radiation is not included in T(P0 ), J(p0 ) and J .
The transmitted flux and transmissivity of the direct solar radiation at T = Ts  are given by-Ts/IJO-Ts/lJ0
7Fw0e
- s/ 0  and e , respectively, and the average transmissivity of the direct solar radi-
ation over the sunlit hemisphere is given by
2 e s O O dp0 = 2 E3(Ts) (91)
0
where E3 ([s) is the exponential integral of the third order. Solutions of the equation of transfer
were obtained for the spectral region from 0.3 to 2.3p . Although values of R and J (or I
and U) are obtained as functions of A , 1O, 3 , As and ni  (or X , , As  and ni) , it is
not the purpose of the present paper to explain such detail.
The average value of R over wavelength, which is nothing but the global albedo A0 , is now
given by
2.3p 2 .3
A = rF(X) R(X) dA)/ iTF(X) dX . (92)
0.3p 0.3p
It should be noticed that the effect of absorption by atmospheric absorption bands is not taken into
account in A0 . Fig. 4 shows A0  as a function of 1 and ni for two cases of As = 0.05 and
As = 0.15 . An interesting feature is that when ni is small, A0  increases with increase of ,
while for very large values of ni , A0 decreases with increase of 1 .
In the above calculations we assumed cloudless atmospheres. Actually, however, about half of the
earth surface is covered by clouds. Because of the large optical thickness of normal clouds, which
is about two orders of magnitude greater than that of a cloudless atmosphere, the effect of aerosols
will be reduced in a cloudy atmosphere.
If we designate the global albedo of the real atmosphere by A , then we have
A = nAc + (1 - n) A0  , (93)
where n is the global average cloud amount, and A is its average albedo. Based on the estimation
by Robinson (1966) and Budyko (1969), we shall adopt the values n = 0.05 and Ac = 0.5 . If we
assume that the overall area ratio of ocean to land, 0.71: 0.29 is applicable to each latitudinal
belt, appropriate values of A0  for given 1 and ni values can easily be obtained from the curves
of A0 in Fig. 4. Accordingly, we can estimate the values of A, which are also shown in Fig. 4.
It is seen that the effect on A due to changes in 1 and ni has been significantly reduced due
to the existence of clouds. Still it can be seen that A decreases with increase of 1 for a very
large value of ni  (ni = 0.1) .
Based on the above estimation of A we shall next discuss the effect of increase of aerosols on
the thermal regime of the earth by use of a simple global model.
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An equivalent blackbody temperature Te (oK) of the earth-atmosphere system, which corresponds
to the net incident solar energy, is given by
TR
2 S(1 - A) = 47R 2a T4  (94)e
where R is the radius of the earth, S is the solar constant, and a is the Stefan-Boltzmann
constants. Taking the value of Te = 254.1 K for the molecular atmosphere (l = 0) as a reference,
the value of ATe is shown in Fig. 5 as a function of l , with ni as a parameter. It can be
seen from the figure that for small values of ni , ATe decreases with increase of 3 , whereas for
ni = 0.05 no appreciable change of ATe vs. 8 is seen; for values of ni larger than 0.05,
ATe increase with increase of .
A similar estimation of global average temperature near the earth surface, Ts can be made as
follows: If we let the global average outgoing longwave flux from the top if the atmosphere be I,
then
rR2 S(l - A) = 4R 2 I . (95)
According to Budyko (1969), I is expressed empirically as a function of Ts as
I = a + bTs - (a1 + blTs)n (96)
where n is the global clouds amount, and a, b, a1 , and bI are numerical constants. If I is
expressed by kcal cm 2 month- , a = 14.0, b = 0.14, aI = 3.0 and b1 = 0.10 are the values
evaluated by Budyko. Again taking the value of Ts = 292.0 K as a reference for a molecular atmosphere
( = 0), the form of the functional variation of ATs with l and ni , shown in Fig. 6, is seen to
be similar to that of AT given in Fig. 5. It is noticed, however, that the overall changes of AT,
are larger than those of ATe . It is shown that the results obtained by Yamamoto and Tanaka agree
fairly well with that obtained by Rasool and Schneider, though the latter being restricted to the
case of small ni'
Corresponding to the behavior of A0 , the transmissivity averaged over the sunlit hemisphere and
wavelength is shown in Fig. 7. This figure shows that the average transmissivity of diffuse radiation
increases with increase of , but it decreases with increase of ni . The average transmissivity
of the direct solar radiation versus a is also shown in the figure as a single curve irrespective
of the value of . Curves indicated by (DIRECT + DIFFUSE) mean the total transmissivity on the
earth surface. Because of the predominant contribution of direct solar radiation, it decreases with
increase of B and ni . The important point shown in this figure is that transmissivity and
accordingly the intensity of transmitted radiation depends strongly upon ni . This fact suggests us
the possibility of determining the value of ni from the field observations of the direct solar and
sky radiations and the careful analysis of the observed results.
Fig. 8 presents the heating rate (°C day -1 ) due to absorption of solar radiation by aerosols
averaged over the globe and whole air column. It shows that the heating rate evidently increases
with the increase of l , ni , and As
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In conclusion, the effect of air pollution on the heat budget of the earth depends greatly upon
the value of n . Namely, we are led to quite contrary conclusions depending upon where the true
value of ni is larger than 0.05 or not. Therefore a more accurate determination of ni is badly
needed.
It should be noticed that in the above computation, the effect of absorption of solar radiation in
the near infrared region by water vapor and carbon dioxide is not taken into account. According to
our recent evaluation (unpublished), if we take into account the absorption due to gaseous constituents,
the value of the albedo A0 decreases slightly from that shown in Fig. 4. However, the variation of
A0 due to increase of B is almost similar as the result shown in Fig. 4.
Of course, in a more accurate evaluation of the fluxes of radiation over the whole range of solar
spectrum, it will be necessary to consider scattering and absorption by aerosols and absorption by
gaseous constituents simultaneously. In this case, new difficulty arises in the absorption band
region in evaluating multiple scattering process due to the fact that, in contrast to a smoothly
varying property of ni with regard to wavelength, absorption by gaseous constituents varies intensely
with wavelength due to the line structure of the absorption band. It is extremely time consuming to
follow this change directly.
In treating the above non-gray absorption problem, Yamamoto et al. (1970, 1971) and Hunt and
Grant (1969) have used the mean transmission function for a spectral interval Av in the form of a
finite sum of exponential terms, i.e.,
M
1 - -ku -aiu
1 e dv = , (97)M i=l
AV
where v is the wavenumber, and k, and u are the volume absorption coefficient and the effective
amount of absorbing gas, respectively. Since no interaction between radiation of different wave-
numbers occurs in the radiative transfer process which we are considering, it is possible to adopt a
new independent variable such that the absorption coefficient increase (or decrease) monotonously
with increase or decrease of the new variable. Then ai in the equation (97) is interpreted as the
mean absorption coefficient in the i-th subinterval in the new wavenumber coordinate system.
The equation of radiative transfer (86), for instance, is then transformed to the following
equation in the new wavenumber coordinate system:
d _ i +l
i e() Ti P
1 -1
- - F e(O P0) ' (98)
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where 6i is the albedo for single scattering, i.e., i = B(s) /( (e) + ai) , s(s) and B(e)
being the volume scattering and extinction coefficients of aerosols, respectively, T.i is the optical
thickness for i-th subinterval and P(O) is the normalized phase function. Using the solution of
equation (98), the solution of (86) averaged over a spectral interval Av is given in the form,
M
( = 1 I(0)(tv,) dv = - I , , (99)V AV i=1
where x is the geometrical thickness defined by
x = Ti/ (e ) + ai) = i (100)
Evidently, this method is applicable to all methods of solving transfer equation described in Section 2.
4. HEATING OF THE LOWER ATMOSPHERE DUE TO ABSORPTION OF SOLAR RADIATION BY AEROSOLS
In the preceeding section, we have evaluated the rate of heating due to aerosol absorption
averaged over the globe and whole air column. In this section, we shall clarify the vertical distri-
bution of the heating rate within the air column (Yamamoto et al., 1973). The model atmospheres used
are same as used in the preceeding section. The method of calculation used is similar to the Neumann
series method by Irvine (1965).
The alternative form of equation of transfer is given by
dI(O(d '") = I(),p) 
- : (T, 1) (101)
where jis the source function defined by
:,P = I p(O)(T;V' ) l(O)( T" P ) dij '
1
S(0)
(102)
If we use the boundary conditions given by (87), the formal solution of (101) is given by
- (Ts- T)I/P S i  tm)nd
I(O)(T,+) = I e + s, (t,+P) e , (103)
104
104
I()(T,-p) = t,-p) e -(T-t/" dt (104)
0
Inserting (103) and (104) into (102), we have the integral equation forAd as follows:
,1 F T/1 0  I + O) -(T s-T)/11'
4 (T,±p) F e p(0)(T;P 0 - p(0)T ;p,+') I e di'
JsI -(t-T)/1'
0g
P(0)(T;,+P) TS (t,+p') e dt] d'
1 0() -(T-t)/p' dp'
l-+ P(0(T;+p,-p') [ ag (t,-p') e dt] p'
0
(105)
If we put Ig = 0 in equation (105) we have the equation for the standard problem. Namely, denoting
the source function for it by ,s we have
s( = F e o
+ P(O)(±+') I S (t,+P') e(t-) ' dt] d
0 T
le-(t)/P' ddt]0 P(0)(;0P'  (t,-') dt d
0 0 i
(106)
The solution of equation (106) can be obtained by the iterative method. We shall define f(n) as
follows:
(,+p) = F e-T/ 0 P(0) (T;±,- 0 ) , (107)
105
n(,) = F e T  P (O);+p,-
+ 0 p()(;_,+) [ s nl)(t,+p') e dt] 1L
+ p(0)( ,_, [ II n-)(t,.,) e  dt]
2 0 TrI
T
(n, 2)
(108)
Evidently, j(n) represents the radiation scattered up to n times. Then the function "O can
be obtained by iterating (108) until the following condition is satisfied for any value of T and p
tj)(n),±P n - 1 )
9(n-1l) ( ) , (109)
where c is a small value corresponding to the required accuracy.
Next, we shall proceed to obtain the solution of the planetary problem, or of equation (105). The
intensity of the reflected radiation, Ig, can be expressed, utilizing the solution of the standard
problem to be (Chandrasekhar, 1950)
-Ts 0
AsF {10 e + t(Po)}Ig =i, (110)
1 - 3-As
and
= - 0 T dt) .,f(t,+ii) e dii , (111)
2 s 
s  1 ( 
-t/
SF 0  dt (t,-p) e di , (112)
0 006
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where As  is the reflectivity of the Lambert surface. Then we shall express..a as follows:
4(T,±) =-~J(T,± ) + -dj(t,±) (113)
From (105) and (106), we have the following equation for
1 -(T s-T)/'
AO ; , 1 p(0) - +')e dp'
1 [T 
-(-TLp0
+ P(0) I s ,(t,+I') e dt]
0 T
2 p(0)(r;+p,-y') [ JO (t,-p') e dt]
0(114)
Further we shall put
I = f(As o) 1g (115)
where from (110)
f(A s'O) = AsF/(l - j-As) , (116)
and
I = 0 
e-T s / O + t(0) (117)
Correspondingly we shall write as follows:
4 (T,) = f(As,1O4)j(T,±) . (118)
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Inserting (115) and (118) into (114), we have the following equation for 46:
*1 * (0) -(Ts -t)I'
4  hA(T,_) = 2 g P (T;+1,+') e dp'
1 
.T~ .T -(t-T)/1a' d
0
0 p0) 1 (,-')e dt] dr
(119)
Equations (114) and (119) take a similar form. However, as the surface reflectivity A is not in-
cluded in (119), if its solution is once obtained, the solution for any value of A can be obtaineds
from (118). The solution of (119) can be obtained by solving the following equation by the iterative
procedure as in the case of the standard problem:
1* £ (0 
-(-T)/I4'
'/ (1) 1 P(0)(T;±p,+p') e dS_' , (120)
1 * ~ (0)-(rs-T)/p'
*()1 P (0) s~5~0
+ = p 1 14(0)(;j,+) e 4s (n-l)(t,+i') e dt] d
0
(121)
until the condition,
+ P(O) (T;± , Ts*(n-1
.4*(n)(r (t(niA) I
[ ) ,(122)
(n10
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is satisfied. If s and 4A are obtained the downward and upward fluxes, D and U
respectively, of the diffuse radiation are given by
2Tr
D= O d o I(O)(T,-p)p dj
0 0
1 T -(T-t)/vI 5 -(T-t)/I
= 2T s(t,-) e dp dt + f(As ,io) 21T A(t,-I1) e dp dt ,
(123)
and
2T 1
U = d1 I(O)(t,+p), dI
T Is- T)/1 Ts
= 21 Ig e dI + 21 0 T s(t,+1) e dvi dt
I I I is * -(t-t)/ ,
+ f(Asi 0 ) 2i1 Ts (t,+p) e d dt
0 T
(124)
The total net flux, N , is then given by
-T/I0o(15
N = D(T) + nFp0 e 0 - U(T) ,(125)
where Fi0 e represents the flux of the direct solar radiation.
The results of the computation is shown below. Fig. 9 shows the vertical distribution of the net
flux X = 0.451 , ni = 0.03, and As = 0.05 taking p0  and 8 as parameters. The solid line
represents the case for 8 = 0.15 and the broken line, for 8 = 0.30 . It can be seen in the figure
that the net flux increases with increase of p0 and that it decreases appreciably below 5 km, while
it is almost constant above 5 km.
Fig. 10 shows the vertical distribution of the net flux for X = 0.45p , v0 = 0.75, and As = 0.15
taking 8 and ni as parameters. If ni = 0, the net flux is independent of height, as it ought to
be, and it decreases with increase of 8 , corresponding to increased diffuse reflection. In the
cases of ni = 0.03 and 0.1 , the net flux decreases rapidly with decrease of height, and the rate
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of decrease is larger for larger ni  and 6 . A noticeable point in the case of ni = 0.03 and
particularly of ni = 0.1 is that the net flux increases with increase of , contrary to the case
of ni = 0. The explanation of this result is that, if ni is large, the upward reflected
radiation from the earth surface and lower atmosphere is absorbed by aerosols more strongly when
aerosols are more abundant, causing the net flux to increase with 6 . Therefore, this effect is
more evident when the surface reflectivity As  is large, although it is not shown in the figure.
The heating rate (°C day-1 ) for each height is then obtained by integrating the net flux with
regard to wavelength and further taking average of it with respect to the sun's altitude. It should
be noted here that the present computation of the heating rate is due to absorption of solar radiation
by aerosols from O.3p to 0.8-p , and absorption of solar radiation in the near infrared region by
water vapor and carbon dioxide as well as aerosols is not taken into account. Fig. 11 indicates an
example of the result for the case of = 0.075, ni = 0.03, and As = 0.15 , showing the latitude-
altitude variation of the heating rate. Fig. 12 indicates another example for same values of ni
and As , but for = 0.15. The turbidity value of = 0.075 will not be so far from the global
average value of it, and = 0.15 corresponds to the value over rural districts of Japan at present.
Figs. 11 and 12 indicate that the heating rate is greater in the lower atmosphere of the low latitude
region, and that in the case of B = 0.15, the heating rate in the lower troposphere is comparable to
that due to absorption of solar radiation by water vapor and carbon dioxide. However, the heating
rate is very sensitive to ni . For instance in the case of ni = 0.01 , the overall heating rate
diminishes to about 2/5 of that for ni = 0.03. This again suggests to us the importance of a more
accurate determination of n . In this respect, the results shown in Figs. 9 and 10 indicate another
possibility of determining ni from field observations, utilizing an airplane or balloon, of the
vertical distribution of the flux.
5. INTENSITY AND POLARIZATION OF RADIATION REFLECTED AND TRANSMITTED BY TURBID ATMOSPHERES
The problem of diffuse reflection and transmission of the solar radiation by turbid atmospheres
is one of the main topics in the atmospheric optics and its study has been making rapid progress in
recent years. Extensive investigations have been carried out by Feigelson et al. (1960a,b) in which
the effect of inhomogeneity of atmosphere has been taken into account by considering a two-layer
model. An interesting point in their investigations is that they specify the scattering properties
of atmosphere basing on the directly observed phase function, but no account has been made by them
on the effect of polarization of the radiation field.
Series of calculations and observations of the transmitted solar radiation field (intensity and
polarization) have been presented by Bullrich et al. (1967, 1968, 1969) and de Bary et al. (1965).
Their calculations were based upon an approximation which added the singly-scattered radiation by
aerosols to the multiple-scattered radiation by the molecular atmosphere. Since this approximation
do not correctly allow for higher order scattering by aerosols nor for any interaction between scat-
tering due to the two components, aerosols and molecules, it gives results of varying degrees of
accuracy, depending upon the optical depth of the aerosol components.
110
Recently, series of investigations have been made by Plass and Kattawar (1968, 1970, 1971) taking
into account the effects of polarization, vertical distribution of aerosol and ozone absorption. In
these studies, they used the Monte Carlo method and avoided all the mathematical difficulties involved.
The only difficulty of the Monte Carlo method is its enormous computations required to achieve suf-
ficient accuracy and resolution of the angular distribution (see Section 2.5). In fact, the resolution
of their results with respect to the azimuthal angle is too low to enable one to draw a picture of
the angular distribution of the intensity and state of polarization of the emergent radiation.
Herman et al. (1971) and Tanaka (1971b,c) have investigated the intensity and polarization of
radiation emerging from turbid atmospheres. Herman et al. have used the iterative method which is
described in Section 2.3, and computed the intensity and polarization of the diffusely transmitted
sunlight for atmospheres containing various distributions of aerosols, as well as normal molecular
constituents. Comparing the theoretical results with observations of their own, they have shown that
inclusion of aerosols in the theoretical models results in considerably better agreement between the
observation and theory than can be achieved by assuming a pure molecular atmosphere for the theoretical
computations. Tanaka has adopted the matrix method originally developed by Twomey et al. (1966) and
generalized by himself to be applicable to the inhomogeneously stratified medium and also to the case
of polarized light. He has shown that general tendency of the diffusely transmitted radiation thus
obtained is in good agreement with the results of classical observations.
We shall briefly review Tanaka's results which give detailed information about the angular
distributions of the intensity and polarization of the skylight and their dependence on atmospheric
parameters.
As to the size distribution of aerosols, he assumed a continental type of aerosols compiled by
Manson (1965), but with the largest size of 3.0p in radius. The refractive index of aerosols was
assumed to be 1.33. The phase matrix for this distribution of spherical particles is calculated from
the Mie theory for wavelengths of 0.451 and 0.7p.
In order to study the effects of changes of aerosol amount, computations were carried out for the
following cases:
(1) a pure Rayleigh atmosphere (B = 0);
(2) (1) plus a conceivable normal aerosol amount (B = 0.1);
(3) (1) plus twice the normal aerosol amount (B = 0.2) .
In all these cases the same relative vertical distribution of aerosols are given by Elterman (1964)
was used.
Fig. 13 shows a result of comparison between measured and computed phase functions. The broken
line in the figure indicates the computed phase function, p = 1/2(P 1 + P2 ) , where P1 and P2
are components of the phase matrix, for the aerosols alone at X = 0.45P and the solid line that
for the lowest layer of the turbid atmosphere with B = 0.1. The measured values by Foitzick and
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Zschaeck (1952) and Reeger and Seidentopf (1946), which are concerned with a white light, are cited
from Feigelson et al.'s monograph (1960a). These measurements were made in a layer near the earth
surface under conditions with the visibility range of about 20 km which is roughly compatible with
the turbidity condition of S = 0.1 for X = 0.45p . Agreement between measured and computed phase
functions as shown in Fig. 13, therefore, implies that the model of aerosols used by Tanaka's study
is reasonable, at least with regard to the angular distribution of scattered light.
Fig. 14 shows an example of the calculated angular distribution of intensities of the diffusely
reflected (the left half of the figure) and transmitted (the right half of the figure) radiation
at A = 0.45P for the case of 5 = 0.1 (T = T1 according to the notation of the orginal paper),
A = 0.25 and 60 = 330, where A and 60 are the surface albedo and solar zenith angle, respectively.
This figure shows that as for the diffusely transmitted radiation (or skylight), there is a bright
aureole around the sun and a dark zone stretching from antisolar sky sideways to the part of the sky
below the sun. This general tendency of the figure coincides with the results by Feigelson et al.
(1960a,b) and follows fairly well the observed distribution of sky brightness. As for the diffusely
reflected radiation, it can be seen that the distribution of brightness is more uniform than that of
the skylight. In this case, a darker area appears around the image point of the sun and it tends to
brighten toward the horizon. Again, this general tendency agrees well with Feigelson et al.'s
results.
Fig. 15 shows the angular dependence of the degree of polarization of both the diffusely reflected
(the right half) and transmitted (the left half) radiation for the same case as Fig. 14. From the
figure, it can be seen as for the diffusely transmitted radiation that there is a region with minimum
polarization in the sky around the sun and region with maximum polarization in the antisolar sky.
As for the diffusely reflected radiation, we can see that a region with minimum polarization generally
appears on the opposite side (p = 1800) of the solar image and that a region with maximum polarization
is stretching sideways from the solarside ( = 00) to the horizon near $ = 90' where the polari-
zation of the reflected radiation is most pronounced.
Corrsponding dstr-bu,,io of t1h irec iud i Uf pularization plane is shown in Fig. 1b. As can be
seen, the diffusely reflected and transmitted radiation fields are nearly symmetric in this case. It
should be noted that the direction of polarization plane is not remarkably affected by the existence
of aerosols, in accordance with Bullrichs (1964) suggestion. This is especially true for the diffusely
reflected radiation.
By reviewing Tanaka's results in more detail, it is pointed out that his results agree qualitatively
well with observations, but quantitatively some discrepancy remains. An example of comparisons between
observed (Coulson, 1971) and calculated results (Kano, 1964; Plass and Kattawar, 1970; Tanaka, 1971)
is shown in Fig. 17 on the degree of polarization at the maximum for various wavelengths as a function
of sun elevation. Plass and Kattawar's results correspond to the model atmosphere with refractive
index of aerosols m = 1.55-0.0i, surface reflectivity A = 0.0 and turbidity coefficient 5 = 0.09,
whereas Tanaka's results correspond to the model atmosphere with m = 1.33-0.0i, A = 0.25, 0 = .1
(broken lines) and that with m = 1.33-0.0i, A = 0.25, a = 0.2 (solid lines), respectively. As
shown in the figure, Tanaka's results can explain observed dependence of maximum polarization on the
sun elevation better than that of Kano and Plass and Kattawar. But his choice of the value of
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refractive index is less realistic than Plass and Kattawar's. A more detailed comparison between
observed and calculated polarizations in Fig. 17 reveals that the wavelength dependence of the
observed polarization can not be explained by theoretical calculations. This fact suggests that the
refractive index of aerosols may depend upon the wavelength. A more detailed knowledge on optical
properties of aerosols is needed to explain polarization phenomena.
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Fig. 1 Schematic diagram of the individual contribution making up the whole reflected and transmitted radiation. Solid line
segments indicate direct transmission and broken line segments, diffuse reflection and transmission.
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The scheme used for X = 0.45 p and a = 0.1 is shown as an example.
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Abstract
In the present study, results from numerical computations of the diffuse sky
radiances and degree of polarization are given. These results were obtained
by solving the equation of radiative transfer in the formulation of Eschelbach.
In these computations, multiple scattering and absorption by aerosol particles
were considered. In addition, results from experimental measurements of the
complex refractive index of aerosol samples at different relative humidities
are presented. From the radiation flux divergences which were computed based
on the determined properties of atmospheric aerosol particles, atmospheric
heating rates were derived which were found to be comparable to the heating
rates by water vapor. In how far these heating rates are compensated due to
cooling as a result of infrared emission of the aerosol particles has not yet
been investigated.
1. INTRODUCTION
The knowledge of the heat balance of the atmosphere is of paramount importance in meteorology. The
heat balance is highly controlled by the radiation balance. Thus, its evaluation comprises--among
other calculations--the computation of the radiant fluxes in the visible and their divergences. The
computation of these divergences at different heights of the atmosphere necessitates to meet two
requirements:
1) the equation of radiative transfer must be solved by taking into account
multiple scattering in a turbid atmosphere;
2) the properties of extinctive material in the atmosphere, that affects
multiple scattering and absorption of radiative transfer.
The fulfillment of both these conditions requires expert knowledge in the field of mathematics as well
as in the field of physics and chemistry.
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2. RESULTS
I. Computations with the Help of the Equation of Radiative Transfer
The equation of radiative transfer is an integrodifferential equation describing the radiation field
in an extinctive medium by taking into account the multiple scattering. The solution yields the four
Stokes' parameters of the atmospheric radiation field. The vertical radiant flux is obtained by in-
tegrating the vertical components of the radiance over all directions. To solve our problems, the
equation of radiative transfer must be transformed into a system of linear algebraic equations by
discretion of the coordinates of space and angle for obtaining a numerical solution. The basic featuresof
this technique have been described by Herman et al. (1971). Eschelbach et al. (1969) published as a modi-
fication for adjusting this technique to the complexity of the scattering properties of the atmospheric
aerosol. Under the assumption of the atmosphere being plane parallel, infinite in extent and homo-
geneous in a horizontal plane, the spatial functional relationship of the radiation is reduced to a
mere height dependence. This technique gives the radiation field also inside of the atmosphere. Thus,
it is suitable for determining divergences. Since this procedure has been published, it is appropriate
to concentrate on the results obtained. Of course, only some exemplary computational results can be
given here. They are based upon specific assumptions on the properties of the atmospheric aerosol
particles which will be commented upon in the second part of this paper.
On the other hand, we hasten to mention that several authors reported on other methods to solve the
equation of radiative transfer which all have their merit if applied to the range of problems they
chose to investigate. [W. G. Blattner et al.(1971); S. Chandrasekhar (1969); C. Devaux et Lenoble
(1972); J. E. Hansen (1971); K. Heger (1971); A. C. Holland et al. (1970); J. W. Hovenier (1971);
H. C. van de Hulst (1963); W. M. Irvine (1968); G. W. Kattawar and G. N. Plass (1968);I . Kuscer and
M. Ribaric (1951; G. S. Livshitz (1973); H. Quenzel (1971); E. Raschke (1972); M. Tanaka (1971);
G. Yamamoto et al (1972)].
a) Sky Radiance
The first example gives the computed regional distribution of sky radiance sighted from the surface
of the earth, for the green wavelength X = 0.55 p at the solar zenith distance of 370, (See
Figure 1, left).
The isolines of sky radiance have been plotted as functions of the zenith angle4 and the azimuth
angleO in polar coordinates. -x5 is the radial and P angular component. It has been assumed that
the turbidity factor was T = 4, the real part of the complex refractive index of the aerosol particles
was m = 1.5 and the albedo of the surface of the earth was A = 0.25. The computation has been based
upon Junge's model of aerosol particle size distribution dN/d log r = const r- *, with v* = 3 which
3will be commented upon later. N denotes the number of aerosol particles per cm , r the particle
radius, and A is the ratio of the amount of radiation reflected by the surface of the earth to the
amount incident upon it.
The values refer to a normalized extraterrestrial solar irradiance being SO = T. These values
include the multiple scattering on air molecules and aerosol particles. Though the computation has
taken multiple scattering into account, the computed values in most cases show characteristic devi-
ations from the measured ones. This is due to absorption of radiation by the atmospheric aerosol
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particles. This absorption can be accounted for by adjusting the imaginary part of the complex re-
fractive index, which is written m = n - ki , with n being the real and k the imaginary part
of the complex refractive index. It will be pointed out later that the assumption of m = 1.5 - 0.02i
is realistic for continental atmospheric aerosol particles.
The influence of aerosol absorption shown in Figure 1, right, has been evaluated under the above
assumption of refractive index. The isolines represent the ratio I/Iabs , i.e. I denotes the sky
radiance without and labs with aerosol absorption. The assigned parameters and the way of pre-
sentation have been chosen the same as in the previous Figure 1, left. It is obvious that the
regional distribution of sky radiance is greatly influenced by aerosol absorption: The values
including absorption are increased by 10% to 50%.
It is noteworthy that in those regions of the sky which are far from the sun, the fraction of
multiple scattering can be double or more that of primary scattering; no sooner than in the immediate
surroundings of the sun, it becomes negligible in comparison with primary scattering.
Figure 2 shows an example of the influence of the scattering of higher order for the case of albedo
A = 0. There can be seen the ratio of the sky radiance I in the sun's vertical and the counter-
vertical for multiple scattering to that for primary IPS. If absorption is considered (values re-
presented by dashed lines),the effect becomes smaller.
b) Divergences of Radiant Flux and Heating Rates
The above computations can be conducted for any heights above the ground. The integration of the
radiances taken over all directions yields the radiant flux which can be computed for both vertical
directions, downward and upward. The differentiation of the vertical radiant fluxes F in relation
to the height z yields the radiant divergences dF/dz which are needed for determining the heating
rates with respect to time for the visible:
S2
dT/dt = 1 (dF/dz) dX ,pcj
with T denoting the temperature; t, the time; p, the air density; cp, the specific heat at
constant pressure p, X, the wavelength; F, the radiant flux; and z, the height above MSL.
Figure 3 shows the daily heating rates in the lower troposphere for the zenith distances of 370 and
660; the three albedo values of the surface A = 0, A = 0.25, and A = 0.8; and for the spectral range,
0.45 p 1 X & 0.85 1 under the assumption that the decrease of aerosol particles with the height z
follows the relation N(z) = e-(Z/HD ) with HD = 1.25 km denoting the vertical extent of the homo-
geneous turbid atmosphere and under the further assumptions that again m = 1.25 - 0.02i and T = 4.
The decrease of the heating rates with increasing height had to be expected, because the decrease of
the absorbent aerosol particles acts in the same direction. The influence of the surface albedo can
be clearly seen. Since the amount of turbidity factor, T = 4, applies for central Europe, the results
presented here imply that at least near the ground the influence of the aerosol in the short-wave
portion of the spectrum is equal to or even greater than that of the vapor pressure if the mean value
of vapor pressure is assumed to amount to 2 grams per cm
2 according to Roach (1961). (Of course, these
heating rates are counterbalanced by cooling rates of the same order of magnitude due to outgoing
radiation in the infrared as has been shown by Grassl in 1973).
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These introductory remarks were meant to point out which important conclusions on the energy
balance of the planet, earth, could be drawn if the equation of radiative transfer could be solved
under realistic boundary conditions which apply to the atmospheric conditions.
c) Degree of Polarization of the Sky Radiance
Some supplementary examples of the degree of polarization of sky radiation are given which have
been obtained by way of theory as well of experiment. It is well known that Sekera and his colla-
borators have made comprehensive studies on this subject with regard to the molecular atmosphere.
Today, it is possible to account for the multiple scattering on molecules and aerosol particles; this
results in a remarkably good agreement between theory and experiment. It is the polarization of sky
radiation which is such a sensitive indicator for the addition of aerosol particles in the conser-
vative hypothetical atmosphere consisting of gas molecules only.
Figure 4 gives an example out of the numerous measuring series of sky radiation polarization
which have been carried out at first at Mainz and then at various places of the globe; this example
gives the results obtained at Mainz. To the left, there are the results of the measurements taken
by Nowak (1970); to the right, there are the results of the computations conducted by Eschelbach (1973).
On Figure 5, one can see the difference PPS - P (%) between the sky light polarization for primary
scattering (Pps) and that for multiple (P) in the sun's vertical and counter vertical (calculations).
The strong influence of higher order scattering is remarkable, particularly if no absorption is assumed.
In this context, the elliptical polarization of the sky radiation has a bearing, too. Already in
1955, Sekera had furnished proof that elliptical polarization cannot occur in a mere molecular atmos-
phere, whereas R. Eiden in his measurements of the distribution of sky radiation in 1970 had found
characteristic features of this elliptical polarization.
Figure 6 gives an example of the results of measurements taken at Mainz. The ellipticity tan 8 is
plotted as a function of the azimuth angle o. (The elliptical polarization is characterized by tan 8;
8 is the ratio of the greater to the smaller axis of the ellipse which is traced by the electrical
vector). A maximum is located in between the azimuth angles 40' and 900; it amounts to tan 8 = 0.1 or
less, depending on turbidity and elevation h of the observation in the sky. It is the highest for
large elevation above the horizon. In both directions to the sun's vertical, the ellipticity decreases
continuously and goes sometimes to negative values. Tan 8 being negative means lefthanded elliptical
polarization. What is the explanation for these measurement results? Already Mie had proved that
only linear polarization of the natural light can be expected when it is scattered on aerosol particles
and gas molecules. Thus the production of elliptically polarized skylight due to primary scattering
is not possible. But in case of higher-order scattering processes, the light which is subject to
another scattering process is already at least partly linearly polarized. From these processes, we
can expect elliptical polarized light from the sky. Furthermore, the position of the plane of polari-
zation with regard to the reference plane plays an important role. If the plane of polarization of
the incidient light is parallel or normal to the reference plane, the scattered light cannot show any-
thing but linear polarization; for instance, the plane of polarization in the sun's vertical is parallel
to the reference plane. Therefore, no elliptical polarization can be found here. Thus, Arago looked
for elliptical polarization here in vain. Fesenkov (1961) could not find any elliptical polarization
in the sky because the atmosphere at Alma Ata was too clean.
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Figure 7 represents results from computations. The measured data only are understandable if
absorption is assumed.
II. The Atmospheric Aerosol
Over the past few years, increasing attention has been focused to possible global temperature
changes due to absorption by particulate matter in the atmosphere. Only minimal data, for instance,
on the absorbing properties of natural atmospheric particles are available as yet.
The examples given here furnished proof that the variations of sky radiance and its degree of
polarization can be simulated by computations if the equation of radiative transfer is solved by
accounting for multiple scattering in the turbid atmosphere as well as absorption by the aerosol
particles. This requires the making of specific assumptions on the constitution of the atmospheric
aerosol particles. On the other hand, quite a contrary approach has been tried by drawing conclusions
on the physical properties of the aerosol particles from physical experiments in the way of radiation
measurements. However, we do not go into detail here because the interpretation is always somewhat
equivocal.
It is rather deemed necessary to discuss the question whether the assumptions on the size distri-
bution and the physical properties of the aerosol particles are realistic. Recently, some basic ex-
periments have been made for answering this question. They covered the complex influence of the
relative humidity on the aerosol particle size distribution and the refractive index of the particles.
a) Aerosol Particle Size Distributions
Figure 8 shows a variety of mean aerosol particle size distributions derived from recent measure-
ments which were based on different measuring techniques at various locations of the globe by Junge in
1971. The graph shows a schematic size distribution of tropospheric aerosol particles: the curve
No. 1 denotes the background distribution; No. 2, the continental; No. 3, the maritime (background
plus seasalt component); No. 4, the Sahara dust component. These are the basic models of aerosol
particle size distribution which have the tendency of turning up again and again. There are
individual exceptions from this rule, e.g. in the neighborhood of aerosol sources. And in the higher
troposphere and in the stratosphere, the radius range is less wide resembling a logarithmic Gaussian
distribution.
The immediate response of the degree of polarization to the aerosol particle size distributions had
been demonstrated by Eiden's computations in 1971 which are are shown in Figure 9. The aerosol particle
size distributions have been assumed to follow logarithmic Gaussian distributions, the most frequent
radius of which is called RO. Linear polarization has been attributed to the incident radiation; thus,
its degree of polarization (ordinate) at the scattering angle 0 = 00 (p is the abscissa) is 100%.
The upper part of Figure 9 shows the angular dependent polarization for water droplets; the lower part,
for coal particles for various wavelengths. The differences in the refractive indices result in con-
siderable deviations of the values.
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b) Real and Imaginary Parts of the Complex Refractive Indices of Atmospheric Aerosol Particles
Obtained From Sample Measurements
It is not sufficient to know the size distribution of the aerosol particles. Their physical and
chemical properties must also be known for determining their influence on the attenuation of radiation
due to scattering and absorption processes in the atmosphere. These properties are characterized by
the complex refractive index, m = n - ik, with n denoting the real part and k, the imaginary part.
The complex structure of the aerosol particles precludes the direct measurement of the real as well as
the imaginary part. Certainly, most of the individual chemical constituents--water soluble or insoluble--
suspended in the atmospheric aerosol are rather well known. However, it is the mixed structure of the
individual particles that forbids any straightforward statement on the refractive index. Therefore,
H'a'nel, in 1966, developed a measuring method for determining the real part of the complex refractive
index of aerosol particle samples. He found values ranging between 1.33 for water and 1.77 for dry
matter following the influence of the given relative humidity as mentioned previously.
Now, let us concentrate on recent investigations into the imaginary part of the refractive index
carried out by K. Fischer in 1973. The measurements have been performed on films of aerosol particles
collected by an automatic jet impactor at several urban and remote sites. Details of the measuring
method will be published later. We want to place the emphasis on some examples of the results obtained.
The imaginary part, k, of the complex refractive index is called the absorptive index; K = LT k
is called the absorption coefficient; k/p, the mass absorptive index with p being the density of
the aerosol particles; and K/p, the mass absorption coefficient. K/p is specified by the energy
which is absorbed in an infinitesimal wavelength interval and indicates the relevance of the selecti-
vities of the light absorption in the atmosphere.
Figure 10 shows the mass absorption coefficient, K/p, in the wavelength range between 0.4 and
2.4 p. The aerosol samples were taken at four different places. The result from Mainz is an example
of urban air particles of medium absorptivity. The samples from Tsumeb, South Africa, and Jungfraujoch,
high mountains, Switzerland, were collected at remote sites with low aerosol particle concentrations.
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It should be noted that the values of the clean air sample from Tsumeb in Southwest Africa are
similar to that of Mainz (urban origin) which contains soot and further carbon mixed polymerides of
polluted air. The absorption coefficients of carbon containing residues of combustion mainly range
between 0.3 and 0.8. Thus the absorption of a sample is essentially determined by relatively small
contributions of such strongly absorbent constituents like carbon compounds. The South Africa Tsumeb
particles are originated by bush burning during the seasonal dry spell. These particles are removed
by abrasion if dry blades of grass and leaves are ribboning each other. These particles consist of
organic matter, i.e. carbonic compounds, which affect the values like those of polluted air samples
taken at Mainz.
Also relatively few carbon compounds are contained in the collections of the high altitude
Jungfraujoch aerosol particles.
The mass absorption coefficient measured from samples collected at Mace Head, Ireland, shows lower
values. The wind from the north brought air directly from the Atlantic Ocean which is not contaminated
by any human activity.
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Bands of liquid water are found in the absorption spectra of the investigated aerosol particles.
The measurements were performed at a relative humidity of air of 35%. In spite of this relative low
relative humidity, water vapor of environmental air is condensed and absorbed on the aerosol substance
(Winkler, et al. 1972; H~nel, 1972) thus increasing the absorption additionally. The density of the
particles varies with the relative humidity as well as the amount of additional absorption caused by
the bands of liquid water in the IR.
On the other side, it is to be seen that between the wavelengths 0.4 and 2.4 P that the absorption
of the investigated aerosol particles as a dry substance may be labeled as grey to a good approximation.
That means a continuous attenuation of solar radiation at every process of scattering in the aerosol
layer over industrial regions as well as over those with uncontaminated air. The values of the mass
absorptive index range from 10-3 to 10-2 cm3 /g.
Figure 11 shows results of measurements of the mass absorption index, k/p, in the wavelength range
2-17 micron from samples taken at Mainz and Jungfraujoch. The peak at 3 micron is originated by water
in the atmosphere. The maxima at 7 and 9 microns is caused by (NH4)2 SO4 . The absolute amount of
absorption depends upon soot and other carbon admixtures. See also Volz (1972, 1973).
Figure 12 represents results from the west coast of Ireland at westerly winds from the ocean (dashed
line) and easterly winds (full line) from the continent.
c) The Density of the Atmospheric Aerosol Particles
The measured values of the mass absorptive index k/p and the mass absorption coefficient yield
the density p of the aerosol particles. In order to determine the density Hinel* in 1972 developed
special techniques for measuring the mass and the volume of aerosol particles. Mean densities of
several types of aerosol particles at the relative humidity of 35% have been found as follows in Table 1.
d) The Change of Light Extinction, Scattering, and Absorption Due to Atmospheric Aerosol Particles
as a Function of the Relative Humidity
As mentioned in the beginning, the relative humidity modifies the radius of the aerosol particles--
and thus also their size distribution as well as their complex refractive index. In this way, the
attenuation of radiation and the angular dependent scattered radiation become remarkably dependent
upon the mositure.
There are two basic ways of determining the variation of these radiation parameters as functions of
the relative humidity: (a) The radiation parameter under investigation is being measured on particles
in an air volume under different relative humidities. (b) The changes in the radiation parameters are
being calculated with the help of Mie's theory by basing the computation upon direct measurements of the
essential aerosol parameters, namely the size distribution, density, mass and complex refractive index
at various relative humidities. The latter method has been applied for obtaining the results discussed
here. This method had been developed by H'anel in 1972 under the assumption that during the moisture
change the aerosol particles do not coagulate and that they are in thermodynamical equilibrium with the
surrounding air. The latter condition is practically always fulfilled at relative humidities less than
* Ph.D. Thesis, University of Mainz
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95%; whereas at relative humidities equal to or greater than 95%, it is fulfilled only if the moisture
changes are going on rather slowly. Furthermore, it is assumed that the chemical composition and the
structure of the particles in dry state are independent of the size of the particles, i.e. that
differences in size are only due to differences in mass of the particles. The investigation covered
three continental and one maritime type of aerosol.
Figure 13 refers to two aerosol particle size distributions called Model 6 and Model 3 here. The
change in size distribution due to a change in relative humidity has been demonstrated. The abscissa
is the radius r in cm; the ordinate is dN/d log r per cm3; and N is the total number of particles
3per cm .
The "Model 6" characterizes an aerosol particle size distribution in clean air (see also Figure 8).
The samples of which have been collected on top of the Hohenpeissenberg in southern Germany at a height
of 1,000 m above MSL.
The "Model 3" represents an aerosol particle size distribution which in April 1969 had been measured
by Jaenicke on board the research vessel "Meteor" on the central Atlantic. These aerosol samples re-
presnt a typical maritime aerosol (Junge and Jaenicke, 1971).
Table 2 shows the change in the mean values of the density, of the real, and of the imaginary parts
of the complex refractive index of aerosol particle samples; and the ratio of the volume of the humid
aerosol sample to that of the dry as a function of the relative humidity. The samples were taken on
board the "Meteor" on the North Atlantic. The values are valid for the wavelength X = 0.59 p.
Figure 14, which is valid for the wavelength X = 0.55 v, shows the functional relationship between
the relative humidity f and the changes of the extinction coefficient aE(f), the scattering coef-
ficient as(f), the absorption coefficient aA(f), and the total geometrical cross-section Q(f). The ratios
aA(f)/o 0 are the abscissa, whereas the ordinate represents 1 - f in its lower part and f in its
upper part. (f) denotes the moist state at the relative humidity f; the index 0 denotes the dry
state at the relative humidity f = 0.
Obviously, three conclusions can be drawn:
(1) The extinction coefficient aE(f) and the total geometrical cross section
Q(f) are closely related. Both these quantities have almost the same
rate of growth with increasing relative humidity. The differences do not
surpass 20% to 30%.
(2) The scattering coefficient shows a greater rate of growth with increasing
relative humidity than the extinction coefficient.
(3) The absorption coefficient shows only little variation with the relative
humidity.
The physical explanation for these effects can be seen from Figure 15. The ordinate represents the
efficiency factors o/Q. The abscissa represents the generalized size parameters (R. Penndorf, 1962;
H. C. van de Hulst, 1957; D. Deirmendjian, 1969; G. H~nel, 1971)
2Trr2S 2r /(n-) 2 + k
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The solid lines refer to f = 0. The dashed lines are valid for large values of f. The black color
means extinction, red means scattering, and blue means absorption.
It can be seen that the efficiency factors related with high relative humidities oscillate around
the efficiency factors related with low relative humidities, i.e. the mean value almost remains the
same. This explains the close relationship between the extinction and the total geometrical cross
section of all particle sizes.
The efficiency factors scattering at f = 0 are very well lower than the efficiency factors
extinction. At high relative humidities, the imaginary part of the complex refractive index is
diminished. This raises the efficiency factors scattering so that they come close to the values of the
efficiency factors extinction. This means that their mean value increases with increasing relative
humidity. Consequently, the scattering coefficient shows a higher rate of growth with increasing
relative humidity than the extinction coefficient whereas the efficiency factors absorption consi-
derably decrease with increasing relative humidity. Correspondingly, the absorption coefficients can
only slightly increase with increasing relative humidity.
The conclusions drawn from Figure 14 also apply to the wavelength X = 1.0 1. At f = 97%, the
extinction and scattering coefficients show a 20% to 30% higher rate of growth than those in Figure 14.
The absorption coefficient shows only a slightly higher rate of growth with increasing relative
humidity at X = 1.0 p than at X = 0.55 p. Deviations occur if the aerosol particle size distri-
butions differ from those of the Models 3 and 6. The investigation of a mixed aerosol, e.g. a mari-
time aerosol mixed with Saharian aerosol (see Figure 8), yields a lesser rate of growth with increasing
relative humidity at a wavelength X = 1.0 p than at X = 0.55 1. This is due to the special type
of aerosol particle size distribution and the small imaginary part of the complex refractive index.
Figure 16 shows the variation of the scattering function as a function of the relative humidity on
accountof the previously mentioned measurements of the refractive index and the aerosol particle density.
The scattering angle 4 is the abscissa. The radiation intensity is the ordinate. The results in
Figure 16 refer to an aerosol particle size distribution for continental aerosol (see Figure 8) as it
has been measured at Mainz, Germany. It is obvious that an increase in the relative humidity affects
an increase in the angular dependent scattering within the range of small scattering angles, i.e.
in the range of forward scattering, whereas it affects a strong decrease of scattering intensity at
scattering angles > 30'. A similar functional relationship with the relative humidity exists for the
angular dependent degree of polarization or the elliptical polarization respectively,
e) Measurements of the Wavelength Dependent Extinction Over the North Atlantic
Finally, extinction measurements taken over the North Atlantic shall demonstrate the great varia-
tions of the spectral extinction coefficient upon quick changes in air mass of different source regions.
The self-recording of spectral extinction coefficients which is presented in Figure 17 has been obtained
on the Atlantic on board the research vessel "Meteor". The ordinate represents the extinction coef-
ficient ; the abscissa the time elapsed on the 17th of April 1969 from 01 until 24 o'clock. The
different curves refer to six wavelengths within the range from 0.475 v up to 0.924 p. The values have
been recorded with an integrating nephelometer in an open scattering volume. From 01 up to about
08 o'clock in the morning, almost grey extinction prevailed in the SE trade wind, the corresponding
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standard visibility amounting to about 100 km. On Figure 18, it can be seen how the extinction
depends upon the wavelength. The ordinate is the extinction coefficient without Rayleigh scattering.
The abscissa is the wavelength. Both are in the logarithmic scale. After 8 o'clock in the morning,
the extinction strongly increases and it is stronger in the near infrared than in the short wave range--
the corresponding standard visibility being only about 20 km. The change in the behaviour of the
extinction coefficient can be explained with: (a) a change in the aerosol particle size distribution
due to the transport of Saharian dust by the NE trade wind (the maximum in the aerosol particle size
distribution is shifted towards greater radii (see Figure 8); (b) the air in the NE trade wind is
drier than the air in the SE trade wind; (c) the refractive index is influenced by the quartz compo-
nent of the Saharian dust.
f) The Influence of the Relative Humidity on the Volume Extinction of an Artificial KC1 Aerosol
The influence of relative humidity is pointed out by a laboratory experiment with an artificial
potassium chlorate aerosol. In Figure 19, the ordinate shows the extinction coefficient in logari-
thmic scale; the abscissa shows the elapsed time in linear scale and the relative humidity in an
arbitrary non-linear scale. The four curves are valid for the four wavelengths they are labeled
with each. Obviously, the difference in extinction between the blue and the green spectrum is smaller
than that between the red and the infrared spectrum. The simultaneous measurements of the aerosol
particle size distribution yielded a Gaussian distribution with the maximum radius being r = 0.15 i.
At the relative humidity of 80%, potassium chlorate dissolves; the particle grow strongly. Conse-
quently, the maximum radius of the particles is shifted towards greater radii resulting in anomalous
extinction, i.e. the extinction in the blue spectrum does not differ from that in the green spectrum.
With the further increase in relative humidity, the maximum of extinction is shifted from its initial
position at X = 0.475 p towards X = 0.875 p -- this affects the blue sun or the blue moon,
respectively. (Covert, Charlson and Ahlquist, 1972; Ahlquist, Covert and Heintzenberg, 1972).
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Figure 1: Left: Isolines of the sky radiance I on polar coordinates. Zenith
distance of the sun4 = 370, wavelength X = 0.55 micron, turbidity
factor T = 4, albedo of the surface A = 0.25. Power law of the
aerosol size distribution with exponent 3, real part of the re-
fractive index m = 1.5, no absorption.
Right: I/Iabs where I is the sky radiance without absorption and
labs is that with absorption; imaginary part of the refractive index
k = 0.02. (G. Eschelbach, 1973)
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Figure 2: Ratio of the sky radiance I (ordinate) Figure 3: Uppe: Heating in C per day (abscissa)
in sun's vertical and counter vertical due to the aerosol absorption versus
(abscissa) for multiple scattering to height z (ordinate) for the zenith
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that for primary scattering Ips. distances of the sun% = 370, 660Azimuth angle a = 50 respectively 1750 and albedo A = 0, 0.25, 0.8. Wave-
zenith distance of the sunt o = 370; length range 0.45 - 0.85 micron.
wavelength X = 0.55 micron, turbidity
factors T = 1, T = 2, T = 6; albedo Lower: Same conditions as in upper
A = 0. Full lines: no absorption figure, but heating in °C for a day
(real part of the refractive index during the last third of April or
m = 1.5); dashed lines: with ab- second third of August at 50° north
sorption (imaginary part of the re- (G. Eschelbach, 1973).
fractive index k = 0.02). Aerosol
model as Figure 1 (G. Eschelbach,
1973).
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Figure 4: Isolines of skylight polarization Figure 5: Difference PPS - P (%) between the sky-
P (%) on polar coordinates. Zenith light polarization for primary scat-
distance of the sun o = 66.50, wave- tering (PPS) and that for multiple
length X = 0.55 micron, turbidity scattering (P) [ordinate] in sun's
factor T = 4, albedo A = 0. vertical and counter vertical [abscissa].
Left: measurement performed at Zenith distance of the sun 0 = 370
Mainz (W. Nowak, 1970). wavelength X = 0.55 micron, albedo
A = 0, turbidity factors T = 2, T = 6.
Right: calculations (G. Eschelbach, Full lines: no absorption; dashed
1973). lines: with absorption.
(G. Eschelbach, 1973).
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Figure 6: Elliptical polarization of skylight. Figure 7: Same conditions as in Figure 6.
Results of measurements performed at However, results are from computations.
Mainz. Ordinate: tan 8 (8 = a/b; Upper: with absorption (imaginary
a major, b minor axis of the ellipse part of the refractive index k = 0.1).
traced by the electrical vector);
abscissa: azimuth angle c, h Lower: without absorption.
elevation of the observation. Sun's Power law of the size distribution
altitude H0 = 60', wavelength with exponent 3: r = 0.1 - 10 micron;
= 0.405 micron. exponent 0: r = 0.04 - 0.1 micron.
Upper: visual range S = 40 km. (R. Eiden, 1970).
Lower: visual range S = 10 km.
(R. Eiden, 1970).
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Figure 8: Schematic size distribution of tropo-
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1) background; 2) continental;
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(maritime); and 4) Sahara dust com-
ponent. (C. Junge, 1971).
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Figure 9: Degree of polarization of scattered Figure 10: Mass absorption constant K/p cm 2/g,
radiation by water droplets and coal (ordinate) versus wavelength (0.4 - 2.5
particles (ordinate) versus scattering micron, abscissa). Aerosol samples taken
angle (abscissa). Size parameter at Mainz (AAA), Tsumeb (Southwest Africa
a = 2ir/X; X wavelength, r radius of ++), Jungfraujoch (high mountain 000),
the particles, R0 radius pertaining to Mace Head (Ireland ...). (K. Fischer,
the maximum of a particular Gaussian 1973).
size distribution. (R. Eiden, 1973).
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Figure 11: Mass absorption index k/p cm 3/g (ordinate) versus
wavelength ( 2 - 17 micron, abscissa). Aerosol
samples from Mainz and Jungfraujoch.
(K. Fischer, 1973).
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Figure 12: Same as Figure 11, but samples are from the west coast
of Ireland (Mace Head). Full lines: westerly winds,
dashed lines: easterly winds.
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Figure 13: Variation of the size distribution of tropospheric
aerosol particles with relative humidity of the
air f (f = 0; dry, f = 1.0; 100%).
Left: aerosol samples taken in clean continental
air at Hohenpeissenberg, 1000 m NN.
Right: samples from Central North Atlantic, sea-
salt aerosol.
(G. Hanel, 1972).
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scattering coefficient; oE extinction; GA
absorption; Q total geometrical cross-section
of the aerosol particles; f relative humidity.
Subscript 0 pertains to f = 0. Wavelength
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Size distribution of aerosol particles according
to Models 3 and 6 given in Figure 13.
(G. HWinel, 1972).
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SCHEMATIC REPRESENTATION OF EFFICIENCY FACTORS AT DIFFERENT
RELATIVE HUMIDITIES f
EXTINCTION - f1 D, -- -- f LARGE
. SCATTERING - fr 0, --- f LARGE
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IIt
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Figure 15: Efficiency factor Cordinate) for scattering,
absorption and extinction at different relative
humidities f versus generalized size parameter
* 4x n 2 2
a*= / (n -1) + k ;
n is real and k is imaginary part of the
refractive index (abscissa). Full lines: f = 0;
dashed lines: f large.
(G. Hnel, 1971).
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Model 1: Mean summer aerosol 1966,Mainz,
Spower low size distribution with exponent 3, = 0,5jum
10o
F f n k r r
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Figure 16: Scattered intensities as function of the scattering
angle for three relative humidities; i.e. three
real and imaginary parts of the refractive index
(n, k) and three boundary radii rl, r2 for a
typical summer aerosol size distrlbution measured
at Mainz following a power law with exponent 3.
Wavelength X = 0.5 micron. Full line: f = 0.63,
n = 1.5, k = 0.012, r = 0.04 micron, and
r2 = 5 micron. Dash-Aot line; f = 0, n = 1.62,
k = 0.02, rl = 0.033 micron, and r = 4.2 micron.
Dashed line: f = 0.975, n = 1.35,2k = 0.001,S=0.08 micron, and r = 10 micron.
S . Hinel, 1973--unpublshed).
"METEOR- 1 9 9
Figure 17: Measured volume extinction coefficient [km -1 ]
(ordinate) as a function of tion f tme (abscissa)
during April 17, 1969, on board the "Meteor" onthe North Atlantic for different wavelengths
ranging between 0.475 - 0.924 micron. From
noon on results influenced by Sahara dust.
(J. Heintzenberg, 1970--unpublished).
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Figure 18: Measured volume extinction coefficient OD(X)
as a function of wavelength on board the
"Meteor" on the North Atlantic during morning
(a.m.) and afternoon (p.m.) on April 17, 1969.
Rayleigh scattering subtracted.
(J. Heintzenberg).
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Figure 19: The influence of the relative humdity on the volume
extinction, illustrated with an experiment with an
artificial KC1 aerosol. Ordinate: spectral
extinction coefficient (log. scale). Abscissa:
elapse time (linear) and the relative humidity (non-
linear).
159
Table 1: Mean density g/cm of different types of aerosol particles. Relativehumidity 35%. (Hgnel, 1972a).
Urban Mountain Maritime Maritime--Continental
(Mainz) (Hohen- (Atlantic) (Sahara dust over
peissenberg) Atlantic)
Increasing
humidity 2.77 2.41 2.59
1.81
Decreasing
humidity 2.68 2.35 2.53
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Table 2: Example of results of measurements in April, 1969, on board the "Meteor"
on the North Atlantic. (K. Fischer and G. Hanel, 1972).
Increasing Rel. Humidity Decreasing Rel. Humidity
f P n k V/V0  f p n k V/V0
0.000 2.45 1.55 0.047 1.00 0.835 1.28 1.37 0.009 5.22
0.305 2.41 1.54 0.046 1.03 0.701 1.42 1.40 0.014 3.46
0.497 2.35 1.53 0.044 1.07 0.599 2.11 1.50 0.036 1.31
0.604 2.25 1.52 0.041 1.16 0.516 2.22 1.51 0.040 1.19
0.676 1.98 1.48 0.032 1.48 0.400 2.33 1.53 0.043 1.09
0.722 1.36 1.39 0.012 4.06 0.317 2.38 1.54 0.045 1.05
0.900 1.20 1.36 0.006 7.50 0.202 2.40 1.54 0.045 1.04
0.962 1.09 1.35 0.003 15.00 0.000 2.45 1.55 0.047 1.00
Mean bulk density, real part n and imaginary part k of the mean refractive index
at the wavelength of light = 0.589 micron as well as the ratio V/V0 of the volume
of the humid aerosol sample to that of the dry one as functions of relative hu-
midity f.
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MULTIPLE SCATTERING IN CLOUD LAYERS; SOME RESULTS
H. C. van de Hulst
Leiden Observatory
Sterrewacht
Leiden 2401, Netherlands
1. INTRODUCTION
Radiative transfer, for the purpose of this lecture, is the art of calculating how the light in a
cloud layer or in a turbid air layer may bounce once, or several, or many times in succession against
cloud droplets, aerosol particles and air molecules. This once was a formidable subject but by now
most problems are solved in principle and many questions have a ready answer in the published litera-
ture. But the answer may be hard to find and it is too often disguised in difficult mathematical terms.
Therefore, in this talk I shall mostly present to you a variety of slides to show what is now available
in the way of accurately computed models.
I fully understand that this is only one side of a wide set of problems. Professor Sekera knew
both sides: the first and major side is to assess under what circumstances and with what specifi-
cations meteorological problems require the inclusion of a diffuse radiation field set up by multiple
scattering or radiative transfer. The second minor problem is to perform with good accuracy the
calculation once such a model problem is set up. I shall address myself in this talk only to such
models and say little more of the real world.
At one frequency of visible light the properties of a small volume of air (including all its
constituents) are characterized mainly by the individual scattering albedo a and the "asymmetry factor"
of the single scattering pattern g . An albedo smaller than 1 means that some light at the frequency
gets lost, i.e. absorbed, in addition to the scattering process. The energy does not get lost but
reappears in heating and eventually in infrared emission but this part is not under discussion now.
The cloud layer, or the total atmosphere, is characterized by its total optical thickness b and
a level within the atmosphere may be identified by the optical depth T from the top down. Uni-
directional incidence (e.g. from the Sun shining on the atmosphere) is noted by the cosine pO of the
angle between the normal and the direction of incidence. The direction of emergence i is defined
similarly. You will notice in the slides that I found it useful to introduce separate symbols for the
most often occurring integrals over p0 or p , the symbol U standing for . . . 2p0 dp0  or
S. . d 2 and the symbol N standing for those same integrals without the factor 2p0  or 2P
Both have the character of weighted averages and both correspond to simple physical situations. When
applied to p0 the U means uniform illumination and N the illumination by a narrow layer of
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isotropic sources. When applied to P the U defines the emergent flux and the N the density of the
emergent radiation, all with proper normalization.
The range of parameters we have to cover thus becomes
a : 0 .... l
g : -l .... 1
b : 0 .... "
T : 0 .... b
10: 0 .... 1, U , N
4 : 0 .... l, U , N
I shall say very little about methods because other speakers at this conference have covered that
subject. But as a word of general warning, I may remark that it does not always require a professional
furniture maker to prevent a four-legged table from rocking. If the sole purpose is to avoid spilling
coffee, a folded paper under one leg may be equally satisfactory. Similarly practical solutions exist
for some problems in multiple scattering. A lot depends on the required precision in the particular
problem at hand. For instance, since nearly 50 years observations of the planet Venus have given the
degree of polarization of the light reflected under various angles from its cloud layers with an
accuracy of 0.1 per cent. Clearly, their explanation requires calculations which can claim at least
that accuracy, a job which has been cleared only recently. In many other situations only a rough
estimate is needed and a 1 per cent, or even 10 per cent, error is acceptable. Most sample computations
I describe below have been performed to 5-figure accuracy. They are taken from a reference book in
preparation.
I shall not give many references. Review papers from an earlier symposium (Hunt, 1971; van de Hulst,
1971) as well as several papers at this symposium (Kuscer and McCormick, 1974; Irvine, 1974) give a good
lead into the extensive literature.
2. INTERNAL RADIATION FIELD IN A SLAB
For convenience the illustrationsin this section and the next one are from isotropic scattering.
This is not essential. The theory for anisotropic scattering is equally well developed but numerical
results are less readily available.
Figure 1 shows the full internal radiation field I(l,T) (up and down) for an atmosphere
with b = 1, a = 1, perpendicular incidence pO = 1, and backed by a soil with albedo 0.20 and
0
uniform diffuse reflection by Lambert's law. Note the discontinuities at 1 = 0 for T = 0 (top)
and T = b (bottom). The transition from these discontinuities to smooth curves for any T close to
top or bottom makes the mathematics annoying in numerical and analytical methods alike.
In further illustrations, we omit the ground surface. Figure 2 shows the radiation density or
source function (expressed as a "gain") as a function of T . For b = 0.1 the gain remains close to
1, which means that the influence of the atmosphere is hardly felt. At larger b (b = 1 or 2) it
bulges into a curve. At b = 10 we see that a "diffusion domain" has developed, in which the dependence
on T is linear. This is always so if a = 1 because a constant net flux has to be transported. At
the bottom (T = 10) it edges slightly off in exactly the same form as has been studied for approxi-
mately 80 years now. This is the famous Hopf solution of the Milne problem, which is shown separately
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as a graph of T + q(T) in Figure 3.
3. VERY THIN AND VERY THICK SLABS
Obviously there must be simple limiting forms for small b and for large b . But how small is
small and how large is large? Let the facts speak in Figure 4, which shows in the domain
a = 0 . . .1, b = 10-3. . .lO3 where deviations from simple forms become 1 per cent or 5 per cent.
The curves have been accurately constructed for the function IRU (= reflected flux for perpendicular
incidence) in isotropic scattering. But this limitation is not essential. Any other example would
show a very similar pattern. At small a there is overlap and, hence, never a computing problem. At
large a, a fairly wide gap is seen between the extreme curves at both sides, i.e., "single-scattering"
and "b = -." This gap is narrowed down to 6 doubling steps (less than 2 decades) in b if we take
at both sides the next better and still very simple approximation and thus go from "single + double
scattering" to "asymptotic formulae."
A few comments on the appropriate methods for both domains may be in order.
Small b. The method of successive orders, of which single scattering and double scattering form
the first terms, is simple to grasp and easy to perform. Unless b = - and a = 1, the sum of all
orders converges as a geometric series because the ratio between successive terms tends to a constant.
This constant, the eigenvalue, is well known for all b and for a variety of phase functions. The
corresponding eigenfunctions may be easily computed.
A method which may have merits for numerical work in isotropic scattering for b : 2 is to expand
the Milne operator systematically in these eigenfunctions. Some tests show that a few terms suffice,
fewer than in successive scattering.
Large b. The key is the existence of a diffusion domain, which is any domain of [ far from
boundaries and sources. The theory is conceptually simplest for non-conservative scattering. Then
a diffusion stream down consists of the basic "mode"
i(T,O) = P(cos e) e-k
and, similarly, up with reversed signs of r and cos 0. This is symbolically illustrated in Figure
5 . Near each boundary a transition domain occurs, which involves other modes. These modes are
spelled out precisely in the method of singular eigenmode expansions (= Case Method) which will be
explained by Professor Ku'er. However, if our sole purpose is to derive the asymptotic
equations for large b, we don't have to do that but can simply postulate the existence of an in-
jection and escape function. Near any boundary the diffusion stream suffers negative reflection by
a coefficient k = e-2kq < 1, which also can be interpreted as reflection against a point at an
optical depth q beyond the boundary.
My preferred derivation of these concepts (van de Hulst, 1968a) goes via some simple fictitious
experiments. The results are straightforward and precise and this basis is as solid as the basis for
writing the equation of radiative transfer. Yet my more mathematical friends, conditioned by a
century-old tradition, persist in referring to this approach as "heuristic" or "handwaving."
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In order to make this less abstract, let us look at actual examples. Figure 6 shows the
values of J (source function) for a = 0.90 as function of T for various b. The diffusion
domain shows again as a straight line because now the J-scale is logarithmic. In this example, the
albedo is sufficiently different from 1 to cause fairly strong damping, k = 0.5254. As a consequence,
only the downwards diffusion stream shows. The counter stream with negative strength running upwards
is numerically insignificant.
It gets more interesting if the upstream also counts, which is always true when a is close to 1.
Figure 7 shows IRU in the entire a, b domain. The linear ordinates chosen for this graph
are (b + 1)-1 and [1 - a so that the entire physical range of the parameters is mapped on a square.
Full 100 per cent reflection occurs only in the upper right corner, a = 1, b = - .. There is a
strong suggestion that all curves become geometrically similar near this corner. This is indeed
confirmed by the asymptotic equations. Taking an arbitrary direction of incidence pO and observing
that the non-reflected flux must be lost either in the atmosphere or in the ground (here assumed
black) we have for an arbitrary phase function:
1-f
Loss in atmosphere Lat t+f
4K(1Io) 2fLoss in ground Lgr  =43K(1- t f2gr p-3(1-g) 1-2
Combined loss Lat + Lgr t l+f2
1-f
2
Ratio Lat/Lgr = (1 - f)2/2f
With incident flux = 1,
t = /(T1aT, t < < I
s = (b+2q) -1, s< < 1
q = extrapolation length
K(l, p0 ) = interjection function for a = 1, b =
g = asymmetry factor of phase function
f=es
Values of the quantity q and the function K(l,pi0) can be found for a range of assumptions in the
literature (van de Hulst, 1968b).
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An enlarged and more accurately constructed portion of Figure 7 near the upper right corner is
shown in Figure 8 together with some exact ratio curves loss in atmosphere/loss in ground. The labeling
has been changed to show the lost flux, rather than its complement, the reflected flux. It is seen
that the combined loss curves become similar and the ratio curves approach straight lines, all in
exact correspondence with the formulae reproduced above. The physical basis of the similarity is that
the losses due to a slight deviation from conservative scattering (1-a << 1, losses in atmosphere)
and those due to a large but finite depth (1/b << 1, losses in underlying soil) both act as "deep"
sinks. Therefore, they have the same dependence on angle of incidence.
Note also that they are by no means additive (which would correspond to straight-line connections
between the intersections of the axes in Fig. 8). For, the losses due to a minute absorption per
scattering event need a very deep atmosphere to work out fully and the losses due to seeping of the
radiation through a very thick atmosphere require an albedo close to 1 in order to materialize at all.
4. REPRESENTATION OF THE PHASE FUNCTION
All of the preceding problems should be redone, in principle, for any new assumption about the
phase function. The most important parameter besides the albedo a is the asymmetry factor g,
but even in the absence of polarization a complete presentation in the traditional form
0(cos a) = I Wn Pn(cos a)
n=O
where P are the Legendre functions, requires the set of coefficients w0 = a, wl = 3ga, w2 ' W3'
etc.
Figure 9 based on the work of a number of authors, shows how g varies for Mie particles
from small to large, nonabsorbing and absorbing. We cannot dwell on all interesting details shown
in this figure. An important fact is that typical values for water drops in clouds are g = 0.75
to 0.9 . This makes it ile!e.sary to pay attention to very highly asymmetric phase functions.
Instead of dutifully performing a new and lengthy calculation every time that a new phase function
is proposed, it is tempting to economize. There are indeed several good reasons for doing so:
a. economy or convenience
b. details corresponding to higher wn tend to be washed out in polydisperse clouds
c. influence of any coefficient besides wl vigorously vanishes in the diffusion
domain if scattering is conservative (w0 = 1)
d. numerical similarity tests show that influence of w2 etcetera is weak,
except in first-order scattering.
Sometimes the fraction f scattered into the forward hemisphere has been used as a distinctive
parameter instead of g. Figure 10 shows in an f, g plot many phase functions that have been
used as practicing examples. The Henyey-Greenstein phase functions defined by wn = (2n+l)a gn , which
I have used in most of my examples, form a good middle-of-the-road choice.
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Figure 11 shows by one example out of many, how strongly the value of g influences the
result. The atmosphere is semi-infinite (b = -). The plotted function is URU, which is the
reflected flux for uniformly distributed incidence but also equals the Bond albedo of a planet covered
by such an atmosphere. At g = 0.85 a drop in a from 1 to 0.99 causes a drop in URU from 1 to 0.56.
5. SIMILARITY CHECKS
There are certain similarity rules by which it is possible to transform a, b, and g to a new
set in such a way that the results, e.g., reflection pattern, transmission pattern, absorbed flux, etc.,
come out approximately the same. These rules permit us with fair confidence to use tables that happen
to be available. Often this may be a table for isotropic scattering, g = 0, but many other appli-
cations are possible. For instance, in dealing with a variety of assumptions about composition and
size distribution of aerosols, all of which lead to a strongly forward directed phase function, it
would be "safer" to reduce all results by means of the similarity rules to a standard phase function
with g = 0.75 than to isotropic scattering with g = 0.
The similarity rules may be summarized as follows:
Nonconservative: transform a, b, g so that
kb = constant
(l-a)/k = constant
with k(a,g) = diffusion exponent
Conservative: transform b, g so that
b(l-g) = constant
Strict forward scattering is no scattering at all. Hence, addition or subtraction of a mathematically
sharp forward peak leads to exactly the same results. It may be verified that this artifact falls
within the similarity rules.
Note that b = - remains b = and a = 1 remains a = 1. Hence, full similarity should exist
for any phase function if b = , a = 1 . Figure 12 provides a striking illustration. The
extrapolation length q for widely varying phase functions is always between 0.71 and 0.72 with minute
differences in the next decimals depending on m2 and w3' An illustration of the similarity rule for
conservative scattering is shown in Figure 13. It gives the function URU for Henyey-Greenstein func-
tion S over the full range g = -l to g = +1. Strangely enough, I have never yet found the exact
limit at g = 1.
We may also check similarity with g = constant. Three functions with g = 0 are shown in
Figure 14. For convenience we denote by "unit forward peak" a hypothetical conservative phase
function in which all energy is scattered in the forward direction. This phase function has
Wn = 2n + 1. Similarly, a "unit backward peak" has wn = (2n+l)(-l)n . With this notation, the
specification of the three functions shown in Fig. 14 is:
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W0 Wl 2 W3 4
isotropic O(cos a) = 1 1 0 0 0 0
Rayleigh function 1 0 0.5 0 0
P(cos a) = 3/4(1+cos a)
1/2 "unit forward peak" + 1 0 5 0 9
1/2 "unit backward peak"
Note that the value of w2 in the second example is exactly one tenth of that in the third example.
This suggests an interpolation method to do even a little better than simple similarity. Take the
result for isotropic scattering and the equivalent result for the double peak function. Divide the
difference in parts 1:9 and the result should be (about) that for the Rayleigh phase function. Tests
show that it works.
There have been statements in the literature that the results obtained with full Rayleigh scattering
(including polarization) and those for the.Rayleigh phase function (without polarization) should be
about the same in total intensity. This statement is only half correct. The differences are small
but also the differences with isotropic scattering are small, as expected from similarity. This is
numerically illustrated in Figure 15. The same graphs serve to illustrate another point.
Similarity is most useful if the details of the single scattering are washed out, i.e., for thick
layers and for quantities involving integrations over p or p0 . Indeed, the "deviations from
similarity" are of the order of 10-2 in the reflection function itself, 10-3 in the moment UR, and
10-4 in the bi-moment URU.
A test with gratifying results has also been made with six phase functions with g = 1/3. All
phase functions shown in Table 1 have been selected to have a = 0.9, g = 1/3 and they have been
arranged in the order of growing m2. The symbol HG(g) stands shorthand for "conservative Henyey-
Greenstein function with asymmetry factor g". The reflected flux for perpendicular incidence against
a semi-infinite layer has been exactly computed for each of these assumptions and is shown in the last
column. There is indeed a slow progression (because of similarity) and the results rise smoothly with
W2  (suggesting that w3 etc. hardly count).
Figure 16 shows sketches (on scale) of each of these phase functions. Figure 17 shows
the dependence on w2 . Since the first-order scattering pattern never can be changed and, therefore,
escapes any similarity transformation, it is useful to know what fraction of the reflected radiation
arises from first-order scattering. This is shown in Figure 18 for a = 1, all b, HG phase
functions with all positive g, referring to the reflected flux for perpendicular incidence.
A final example, Figure 19, typical for a case in which I do not recommend using similarity is
the absorbed fraction of the incident flux in a layer with b = 1, perpendicular incidence. For a = 0,
the absorption is 1 - e 1 ; and for a = 1, it is zero, so anisotropy makes no difference in these end
points. But at intermediate values, near a = 0.6 or 0.8, anisotropy (g = 0.75) increases the
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absorbed fraction by 3 per cent for grazing incidence but decreases this fraction by 4 per cent for
perpendicular incidence.
6. POLARIZATION
I shall say nothing much about polarization, because Rayleigh scattering has been treated in
Professor Chandrasekhar's lecture (Chandrasekhar, 1974) and I have no additions to make to what I pre-
sented at an earlier symposium (van de Hulst, 1971).
Yet I wish to show two slides. Figure 20 shows the degree of polarization reflected back from
a semi-infinite Rayleigh atmosphere for all angles of incidence and angles of view in the normal plane
(azimuth difference 0' or 1800). Figure 21 shows the cross-section of this figure for a planet
viewed at phase angle lO0. Both figures show a striking "near-reciprocity". This is understandable on
physical grounds: the first-order scattering contributions are strictly reciprocal, hence it must
show the same degree of polarization. The contributions from higher-order scattering lead to quite
different functions in the exact solutions but to rather similar results in the precise numbers.
Likewise, the asymptotic forms of the reflection and transmission by thick slabs with Rayleigh
scattering can be readily found from general thick layer theory, which makes it often possible to avoid
the lengthy exact expressions derived by Mullikin (1966).
7. EMISSION BY INTERNAL SOURCES
Any problem in which we find the absorption at an internal point for a given direction of incidence
can by reciprocity be inverted into a problem in which we have an internal isotropic source and wish to
find the patterns of the emerging radiation.
Although such a problem will find more application in infrared radiation, it may be useful to show
in Figure 22 an example for isotropic scattering, b = 1, p and a variable. In this example, the
sources were homogeneously distributed over all depths T = 0 to 1. The resulting curves of emergent
radiation cannot easily be guessed but are readily derived from the reciprocal problem.
8. PATH LENGTH DISTRIBUTIONS
Spectral absorption lines still form one of the most important sources of information on planetary
atmospheres. The information contained in these lines is useful only in connection with a model of the
atmosphere and a theory of absorption lines in diffuse reflection by multiple scattering. Obviously we
have all we need if we know the probability distribution p(X) of the optical path length X.
At first sight, this seems to pose an entirely new problem. Fortunately, this is not true for we
can define certain strict equivalence rules. Some such rules are indicated, but not spelled out, in
Figure 23. The exact solution of a problem posed in an area corresponding to one of the four levels
in this diagram can often be transposed to yield the exact solution to an equivalent problem in the
next higher or next lower level. The principle of the transposition is contained in the keyword of the
first column.
We shall here discuss only the transition from the second to the third level and this not in the
most general case to keep things simple. The appropriate formulae are brought together in Table 2.
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It is seen that determination of the path length distribution requires an inverse Laplace transform
and determination of the mean path length <X> requires a simple differentiation. This method can be
extended at will. For instance, the dispersion 02 about the mean path length requires a second-order
differentiation. The relations of Table 2 are exact and the results are precise, provided the formulae
or tables of R(a,b) from which we start are precise. Once p(X) is known, the road towards a dis-
cussion of line profiles, curves of growth, etc., is open although this is still a complicated affair.
Two numerical examples, both for isotropic scattering, may illustrate this method. Figure 24
shows p (A) for n-th order reflection from a slab with b = 1, p = p0 = 1. The curves for n = 1
and 2 have been exactly computed by Irvine (1964). Note the kink in the n = 2 curve. It is
possible to fit any two-parameter standard curve to the exact <X> and 02. I recommend the choice
of a Poisson curve defined by
PW m N)k-l emXp(X) = (k (m)k- I e - m
2 2 2
with m = <X>/o 2 , k = m <X> = m2 2 . This corresponds to a skew curve with the maximum at
<X> - 1/m . The dotted curve in Fig. 24 shows that already at n = 2, a fair approach to the exact
path length distribution is reached. For n = 5, we give only this fitted Poisson curve. It is quite
likely that the exact curve (which is not available) would show only minute differences. Figure 25
shows what happens to the average path length <X> if a = 1 and b goes to infinity. Irvine
(1964) made the conjecture that it would diverge as 1.7b. The actual ratio <A>/b varies (for
S= W0 = 1) from 1.5 at b = 0 to 2 at b =
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TABLE 1: Similarity test for six phase functions all with a = 0.9, g = 1/3.
The computed function is 1RU = reflected fraction of flux for perpen-
dicular incidence against a semi-infinite medium.
Phase Function W0 1  12 3 RU
(a) linearly anisotropic 0.9 (1 + cos a) 0.9 0.9 0 0 0.327
(b) 1.2 HG(1/2) - 0.3 forward peak 0.9 0.9 0 -1.05 0.326
(c) 0.9 HG(1/3) 0.9 0.9 0.50 0.27 0.332
(d) 0.8 HG(1/4) + 0.1 forward peak 0.9 0.9 0.75 0.79 0.336
(e) 0.6 isotropic + 0.3 forward peak 0.9 0.9 1.50 2.10 0.349
(f) 0.6 forward peak + 0.3 backward peak 0.9 0.9 4.50 2.10 0.451
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TABLE 2: General recipe to find path length distribution and mean path length
in diffuse reflection.
Preparation:
Find R(a,b) by any acceptable method.
Choose values of unwritten parameters 10, p, g
Notation for inverse Laplace transform:
F(A) = L 1  {f(y)} defines the function satisfying f(y) = F(A) eY dX
0
Full reflection function:
p(a,b,X) = R L 1  , b(l+y)
<X(a,b)> =- 3 n R(a,b) _ 2 Zn R(a,b)
D kn a 3 Ynb
Separate scattering orders:
1 - IRn[b(l+ y )]
Pn (b,X) =Rn-b L (1+y)n
d kn R (b)
<n(b)> = n d £nb
Sn-1 -A
for b - ; Pn lA) < An()> = n
Checks:
R(a,b) = an Rn(b)
n= 1
p(a,b,A) R(a,b) = Pn(b,X) an Rn(b)
<A(a,b)> R(a,b) = <A (b)> an Rn(b )
n=l
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Fig. 1 Radiation field, expressed as intensity versus cosine of angle with normal (u)
in an atmosphere of total optical depth, 1, with conservative isotropic scattering
if radiation enters perpendicularly from above and if the soil has Lambert scat-
tering with albedo 0.20. Curves for seven values of optical depth, T, are shown.
Unit incident flux (here and in other figures).
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Fig. 2 Radiation density as a function of optical depth T in an
atmosphere with five assumptions about the optical thickness
b. In all examples, the scattering is isotropic and conser-
vative and radiation incident perpendicularly from the top
(T = 0). The radiation density is expressed as a gain,
i.e., divided by the radiation density existing in the inci-
174dent beam in the absenc of a  atmosphere.
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Fig. 3 Hopf solution for radiation density near the boundary where a constant
net flux of radiation emerges from a conservative isotropically
scattering atmosphere.
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Fig. 6 Source function in a non-conservative atmosphere. If the total depth
is large enough, a diffusion domain develops.
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Fig. 7 Reflected flux for perpendicular incidence for all
values of a and b, isotropic scattering. Linear
scales of / - a and (1 + b)
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Fig. 8 Enlarged portion of Fig. 7 in upper right corner, where losses are small, to-
gether with curves showing where these losses occur.
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NON-ABSORBING SPHERES
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Fig. 9 Asymmetry factor of the phase function of spherical scatterers according
to the Mie theory. The curves are based on the work of many authors. A
full explanation is not presented in this lecture.
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Fig. 10 Various phase functions commonly used as practicing examples have been plotted
in a diagram of f (= fraction scattered into forward hemisphere) against
g (= asymmetry factor).
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Fig. 11 The Bond albedo URU of a planet covered with a semi-infinite atmosphere depends
strongly on the asymmetry factor g of the phase function if the albedo a
for single scattering is kept constant. Henyey-Greenstein phase functions.
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Fig. 12 The extrapolation length q' in conservative scattering
is 0.71 for almost any phase function. The diagram shows
that the third and fourth decimals depend systematically
on w2 and "3
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Fig. 13 The similarity rule for conservative scattering is illustrated by means of the
bimoment of the reflection function, URU. Dotted curves connecting similar
situations are about horizontal.
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Fig. 14 Three phase functions with g = 0 used in similarity
tests are isotropic scattering, Rayleigh phase function,
and double-peak function. (The last one cannot be drawn
on 1caie since a very narrow peak with a very large in-
tensity is meant).
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Fig. 15 Mutual differences in reflection function, its moment 1RU, and its
bimoment URU, among three assumed conservative scattering laws. The
Rayleigh phase function (P) shows differences with correct Rayleigh
scattering (R) of the same order as with isotropic scattering (I).
Abscissa is optical thickness b.
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Fig. 16 Six non-conservative phase functions with a = 0.9, g = 1/3 as specified in
Table 1. In order to give a somewhat realistic impression, the cone of the
added or subtracted forward peaks has been widened to 150 (total width) but the
lengths of the peaks corresponding to this width should be ten times stronger
than shown.
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Fig. 17 Reflected flux for perpendicular incidence
against a semi-infinite atmosphere for the
six non-conservative phase functions of Fig. 16.
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Fig. 18 A numerical example showing how 
in reflection the fraction due to single
scattering depends on the asymmetry factor g and 
the depth b. A conservative
Henyey-Greenstein phase function is assumed.
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Fig. 19 The effect of a drastic asymmetry on the absorbed fraction of the incident flux
may have different signs depending on the direction of incidence.
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Fig. 20 When direction of view (earth) and direction of illumination (Sun) are chosen in
a plane containing the normal, the polarization of the radiation diffusely re-
flected from an infinitely deep Rayleigh scattering atmosphere may be read from
this graph. The curves were computed from available exact solutions. The
symmetry about the two diagonals is only approximate.
190
+.oI I I I I I
DEGREE OF MAX+05%
POLARIZATION
0
-.01
.02
.03
.04 centre I
of disk ' 'ubsolar point
mirror angle
-.05
-.06
dark bright
limb Terminator limb
VIEWING ANGLE
III I I90 60 30 0 30 60 90
INCIDENCE ANGLE
I I I I I I I
90 60 30 0 30 60 90
Fig. 21 Cross-section through the preceding figure corresponding to a planet seen with
phase angle lO0. The curve shows the degree of polarization along the great
circle of the planet which contains the sub-earth and sub-sun point.
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Fig. 22 Intensity emerging under various angles (cosine = i) from a layer with 
optical
thickness 1, homogeneously filled with emitting sources. The scattering is
assumed isotropic with albedo a.
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STRICT EQUIVALENCE
EXISTS BETWEEN PROBLEMS IN THE FOLLOWING CATEGORIES
Transformation Main Problem
Principle Variable
Ssuccessive orders of
scattering
power series expansion
non-conservative
scattering
Laplace transform
Sdistribution of optical
paths
factor c
t time-dependent problems
Fig. 23 Principles on which certain strict equivalence rules can be formulated.
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Fig. 24 Path length distribution of n-th order refection from an isotropically scattering
layer with total depth 1, perpendicular incidence and emergence. Exact curves
for n = 1, 2; Asymptotic approximation for n = 2, 5.
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Fig. 25 The average path length for reflection against a slab
with conservative isotropic scattering grows approx-
imately as the optical thickness b, but the ratio climbs
slowly from 1.5 to 2.
195
N75 1155
SOME ANALYTICAL RESULTS FOR RADIATIVE TRANSFER IN THICK ATMOSPHERES
V
I. Kuscer and N. J. McCormick*
Department of Physics
University of Ljubljana
Ljubljana, Yugoslavia
Abstract
Singular eigenmode expansions are a convenient analytical tool with which to
study problems of monochromatic radiative transfer in thick or semi-infinite
atmospheres. Some closed-form solutions are presented for anisotropic scat-
tering, with the neglect of polarization effects.
A basic ingredient for applications to the semi-infinite medium is
Chandrasekhar's H-function, which is best defined through the Wiener-Hopf factor-
ization [A(z)] -' = H(z)H(-z). Herein H(z) is required to be regular in the
right-half of the complex plane, while A(z) is the dispersion function whose
zeros are the discrete relaxation lengths. Use of the Busbridge polynomials
qp,(z), along with H(z), permits the construction of adjoint eigenmodes. A bi-
orthogonality relation follows which may be used to determine the coefficients
in eigenmode expansions.
Attention is given to the solutions of the Milne and albedo problems in order
that the method of matched asymptotic approximations may be used to describe the
solution for a thick atmosphere adjacent to a diffusely reflecting ground. Ex-
pressions for the emerging distributions are quoted. A possible extension of
the general scheme to problems involving polarization is indicated.
1. INTRODUCTION
The equation of transfer, which may be regarded as a specialized form of the Boltzmann equation,
rarely permits closed-form analytic solutions. Most often these refer either to an infinite or semi-
infinite medium of uniform composition, with no exchange of energy in scattering. However, since
problems of this type are of basic importance for the optics of turbid atmospheres, a discussion of
some of the analytic methods and results appears justified.
The two leading analytic methods are the Fourier-transform technique (the Wiener-Hopf technique in
the case of a semi-infinite medium'), and the method of singular eigenmode expansions.2-s They differ
more in appearance than in substance, so that an exposition of the latter method will suffice. We are
going to concentrate upon problems for semi-infinite atmospheres with anisotropic scattering. Such
* Present address: Department of Nuclear Engineering, University of Washington, Seattle, Washington.
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problems have been extensively studied in the monographs of Chandrasekhar,6 Sobolev,7 Busbridge,8 and
Case and Zweifel, 3 as well as in papers by Mullikin,9 Maslennikov,1 o and many others. Thus genuinely
new and meaningful results can hardly be expected. Yet we trust that the use of singular eigenfunctions
can expose new mathematical aspects of the problems and we believe it leads to a condensed presentation.
If the intensity depends only upon one coordinate (7), on the cosine of the polar angle with respect
to the positive T-axis (p), and on the azimuth (4), the equation of transfer in the absence of sources
is,
1 27
( + 1) I(Tp) 4T d d4' p(cos 6) I(r,p',4'). (1)+ T 'l 
- 10
The photon mean free path serves as the unit of length. The tacit assumption has been made that polari-
zation effects may be neglected, so that the distribution of radiation can be represented by a single
function I.
The scattering function (phase function) p(cos 6), where 6 is the scattering angle, shall be bounded
and non-negative, vanishing at most for a discrete set of angles. Anisotropic scattering of arbitrary
but finite order will be admitted, which shall mean that
L
p(cos 6) = a P9(cos 6). (2)
£=0
We assume that some absorption is present, hence 0 < g0 < 1, postponing the conservative case (1O = 1)
for separate discussion (Sec. 5). The remaining coefficients are limited by Iji < (2Z + l) 0 •
Application of the spherical harmonics addition theorem helps to rewrite Eq. (2) as" 9
L 2m/2
p(cos 6) =1- (2- 6mO) pm(,p')(1 - p2)m/2 ( - 2m/2 cos m( -4'), (3)
m=0
where
L
pm(v..,) = cm p (p) p(m p) , (4)
£=m
pm(p) = (dm/dm) p() , (5)
c= (k - m)!/(k + m) . (6)
We recall that the pm(p) (the polynomial factors .of the associated Legendre functions) are mutually
orthogonal in the sense that
Ipm ) pm( ) dm(p) = 2k + M ! 6 k
-l
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where dm(p) = (1 - P2)m d. .
The azimuthal variable may be separated by a Fourier expansion. We define
2T
im(,)( 2)m/2 cos m( - om) =- I(T,v,4') c s m(p - p') d' , (7)
0
which also determines 4m A set of uncoupled integrodifferential equations for the coefficients I
m
follows,
m1
-l( -- + 1) Im(T, =  pm( ,, ,) im(T, ') dm(p') (8)
-I
There is no need to deal with Eq. (8) for m > L because the right-hand side then vanishes. This
means that those higher Im(T,p) only contribute to the unscattered distribution (consisting of light
that arrives directly from the outside without having been scattered). For any given boundary con-
dition the intensity 1(T,P,O) can be reconstructed from the first (L + 1) azimuthal coefficients
by separating out the part of the unscattered distribution that is not included in those terms. If
light is incident only at the boundary T = 0, this is written as follows,
L
YI(T,,) = (2- 6mO ) Im(T,)(l - 2 m/2 cos m(O - 0m
m=0O
+ [1 - 9(~) e T /1 (0,P,,) - (2 - 6mO) Im(0 ,)( 1 - 2)m/2 cos m(O - m ' (9)
m=O
where e(u) = 0 for 0 < p : 1 and 6(p) = 1 otherwise.
Since each equation (8) is to be treated independently, it suffices to di-russ one of them. Except
when needed, the superscript m with Im(T,P) and pm(P,W,), and with any further functions to be
derived therefrom will be suppressed henceforth.
2. EIGENFUNCTIONS AND EIGENVALUES
It is relatively easy to find the eigenmodes, i.e., special solutions of Eq. (8) where the variables
T and p are separated, but the boundary conditions in general are not obeyed. The unknown I(T,P)
is then expanded in the eigenmodes and the expansion coefficients determined from the boundary con-
ditions. The procedure is much the same as in the well-known method of Fourier, except for one
essential difference: a continuous set of singular eigenmodes will be involved, owing to the presence
of a continuous part of the eigenvalue spectrum.
The ansatz I(-r,p) = 0(v,p) e- /V leads to the following equation for the eigenfunction 0(v,P),
(v - P) 0(v,) = p(ip') 0(v,p') dm(p') . (10)
19-l
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We first discuss the regular (square integrable) eigenfunctions that correspond to some discrete eigen-
values. Obviously these occur in pairs (±v.), and they are all bounded, real, and outside the interval
[-1,1].11 We make the additional assumption that all eigenvalues are simple, i.e., that to each of them
there corresponds only one eigenfunction. The positive eigenvalues--the so called relaxation lengths--
shall be ordered for each m as 1 < vj < ... < V2< < The largest among all relaxation
lengths (v1) occurs with the azimuth independent component 10. It is called the diffusion length
and is of particular importance since it determines the asymptotic approximation describing the be-
havior of the radiation field deep in the interior of the medium. The corresponding eigenfunctions
00 0,) are the only non-negative ones.' The second largest relaxation length determines how fast
some general solution approaches the asymptotic one. In view of these observations, the eigenvalues
and the problem of their existence will be studied at some length.
The integral in Eq. (10) has the form
L
g(v,p) = ck gz(v) pP(i) , (11)
Z=m
where
1
g,(v) = 0(v,P) p Z() dm(p) . (12)
-l
The regular eigenfunctions can then be written as
v.j g(±,p)
2  j. (13)
The coefficients g (v) are seen to obey a recurrence relation,
(k - m) g,(v) = h,_ v gl(v) - (Z + m - 1) g,-2(v) (14)
for k m, where hZ = 2k + 1 - ay , and gm-l = 0. Obviously the lowest coefficient gm(v) can-
not be allowed to vanish; it is convenient to choose the following constant,
9
m-1
m= pm = (2n + 1), m 1 , (15)gm Pm n= =
adg 0 = 1. By Eq. (12) this implies that
f (v,lj) dm(p) = 1 (16)
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After multiplication by dm(u) and integration, Eq. (10) leads to a similar result,
p 0(v,p) dm(p) = v[l - /(2m + 1)] . (17)
-1
With the above normalization all g P(v) become polynomials, alternatively even and odd, of degree
( - m). Linear independence is assured in view of the different degrees. These polynomials have
first been introduced by Chandrasekhar, 6 and reinvestigated by a number of authors.', 9 12-17 An
explicit expression (a generalization of the one given by Kaper is and In6nUl7 ) is
hm v 1 0 . . 0
(2m+l) hm+ 1v 2
gm 0 (2m+2) hm+2v
g (v) = ( , A > m
0 0
hZ- 2v (k-m-l)
0 0 (k+m-l) h-11
(18)
Condition (16) represents a transcendental equation for the eigenvalues. It may be rewritten as
A( v) = 0 , (19)
where A is the so-called dispersion function,
A(z) = 1 - i g(z,) dm(p)A~) l-2 z-y
-1
=1- z- ~~I dm(p) .(20)
z-1
Equality of the two expressions follows from orthogonality of pt(i) to any polynomial of lower degree.
Incidentally, g(p,p), which will play an important role in the analysis, equals twice Chandrasekhar's
characteristic function T(p).6
We notice that A(z) is analytic in the complex plane cut along (-1,1), real for real z outside
the cut, and with at most logarithmic singularities at the endpoints of the cut. The boundary values
of A on both sides of the cut are
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A±(v) H lim A(v ± iE)
E: -0+
X(v) Tr iv g(v,v) (1 - V 2)m  (21)
where
1
X(v) = 1 - 2 dm(p) , ve (-1,1) . (22)X~v) 2 v-p
-1
The integral here, as well as subsequent integrals of a similar nature, is to be understood in the
Cauchy principal-value sense.
The number of pairs of eigenvalues can be assessed from the argument principle, according to which"4
J = [Im ln A+(v]) 
V  l
Plots of the values of A (v) will be helpful (Fig. 1); those for m = 0 and for m > 0 have to be
investigated separately. In the first case, and if g(p,p) is positive, X(v) goes to -- at
v - 1, while the imaginary part in Eq. (21) reaches a positive limit. Hence J = 1, i.e., exactly
one pair of eigenvalues exists. 6  If, on the other hand, the sign of g(P,P) changes once in 0 < p < 1,
so that g(l,l) < 0, the plot may have the form b on Fig. 1, and we expect J = 2. More complicated
cases can be conceived.
Since the polynomial g(p,p), being even and of degree 2L, can have at most L zeros in the
interval (0,1), it follows" that the number of pairs of eigenvalues is bounded by J g L + 1. For
the higher azimuthal components (m > 0) the situation is different because dm(6) in Eqs. (20) and (22)
contains the factor (1 - 2)m . Thereby X stays bounded while the imaginary part in Eq. (21)
vanishes at v = 1. Hence for a non-negative g(j,p) we obtain a plot of the type c on Fig. 1,
showing that one pair of eigenvalues exists, or none, depending upon whether X(1) < 0, or 0 .
For not too strongly anisotropic scattering, and certainly for L ~ 2, the functions g(p,p) are
found to be positive, so that for m = 0 only one pair of eigenvalues exists. However, this is not
generally the case for the strongly peaked scattering functions observed in natural fog. There
additional eigenvalues were indeed found, even for m > 0.18,19
It is instructive to see how the eigenvalues change if T is varied, yet with the shape of the
scattering function being kept constant. That is, we study the functions v (cT-O) when a = ao0b ,
b = constant. A simple case of linearly anisotropic scattering (L = 1, b1 = 1) is illustrated in
Fig. 2. For higher values of L, additional curves could appear, some of them possibly connected as
in the example shown.
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Some of the features of Fig. 2 turn out to hold generally. The curves can be shown to intersect the
horizontal axis at the values (2 + 1)/bz , Z = m, m + 1, . . . , L. It also can be shown by a
perturbation calculation that for 0 < O < 1 all vj(aO0 ) are monotonically increasing functions.
The number of eigenvalues therefore can be determined by counting the number of limiting points s
(see figure) to the left of the given ar0O . These points are defined by
s = lim 0(vj)
S v.+1l
For m = 0 they are evaluated by observing that the integral in (20) diverges for z + 0+, unless
g(l,l) vanishes. The latter quantity is a polynomial in g0 , of degree L, and divisible by g
Thus the values s,, j = 1, . . . , L, are found as zeros of this polynomial, and one of them is
s1 = 0.
For m > 0 the evaluation is less simple. Since the integral never diverges none of the sj can
vanish.
We see now that for sufficiently strong absorption (sufficiently small m0 ) only one pair of
eigenvalues (±v1 ) exists for m = 0, and none for m > 0. With this observation, we conclude the
discussion of the eigenvalues, and turn to the examination of the rest of the v-spectrum.
Arbitrary functions of p , say from the Hilbert space L2 (-l,l), obviously cannot be expanded in
terms of the finite number of regular eigenfunctions. These must therefore be supplemented by a set
of singular eigenfunctions that belong to the continuous spectrum, i.e.,to v E (-1,1). (The endpoints,
though belonging to the spectrum, are deleted here, because no corresponding eigenfunctions exist;
this creates no difficulties, however.)
The singular eigenfunctions are distributions (generalized functions) and include the Dirac delta
function. The exact form is inferred from Eq. (10),
0(v,p) = , + (1v) 6(v-) v 6 (-1,1) . (23)2 v-p (1-V 2)m '
As agreed before, integrals of the first term shall be understood in the Cauchy principal-value sense.
3. HALF-RANGE EXPANSIONS
The full set of eigenfunctions (regular + singular) is complete in the sense that the eigenfunctions
can be used to expand arbitrary functions f(p) given on the full range -l 1 1. The proof of this
statement is usually achieved in a constructive way, " although it is expected also to follow from
some general theorems on selfadjoint operators. 20'21 The evaluation of the expansion coefficients is
greatly facilitated by the full-range orthogonality relation
I
S0(v,p) 0(v',p) p dm(p) = 0 , (24)
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valid for v t v' and v, v' s (-1,1) or = ±v , . . . . v , and by the associated normalization
relations. " 's Both follow from Eq. (10).
An explanation is needed for the case that v' - v E(-1,1) . The ensuing conceptual difficulty,
arising from the merging of the two singularities in the integrand, is best avoided if such integrals
are understood as convolutions of distributions. 20  The switching of orders of integration, needed in
applications to eigenfunction expansions, is then allowed by definition. In carrying out the details,
one needs the Poincare-Bertrand formula.
22 ,
'
5
Full-range orthogonality and full-range completeness have only indirect relevance in problems for a
semi-infinite atmosphere. Normally, solutions bounded at T - are sought, as in the albedo problem
where the incident intensity is given. In such case exponentially increasing eigenmodes (v < 0) must
be excluded. The expansion of I(T,p) then takes the form
J 1
I(T,P) = A(v ) 0(vjj,) eT/Vji + A(v) 0(v,p) e-T/vdv
j=1 0
This will be abbreviated as
I(T,P) = A(v) 0(v,p) e-T/dv , (25)
+
where o+ denotes the positive half of the spectrum, i. e., the union of the interval (-1,1) and of
the set v, v2, . . . , 9Vj . The reader is reminded that the superscript m denoting the m'th
azimuthal Fourier component is suppressed for such quantities as Im(T,1), Am(,), cm, m , 0m(vp)
gm(), pm(), gm(v,j), Am(z), and Xm(v).
The unknown coefficients A(vj) and A(v) should be determined from the boundary condition at
T = 0. If I(0,p) is given for 0 < 1, then
I(0,p) =  A(v) 0(v,p) dv . (26)
0+
Thus a function known only upon the half-interval (0 ,l] is to be expanded in terms of half the set of
eigenfunctions. To justify such an expansion, we need a half-range completeness theorem. This was
first proved by Mika1 4 by way of construction. An easier, indirect way that was worked out by Pahor
and Suhadolc in a different context23can undoubtedly be adapted to the present problem. The proof
combines existence of the solution of the albedo problem (established through a Neumann expansion) and
full-range completeness. Formally a full-range expansion is applied to the solution I(T,p). The
coefficients for v < 0 are found to vanish; hence for T = 0, the half-range expansion (26) ensues,
which completes the proof.
Once completeness is assured, we are left with the task of determining the expansion coefficients
in Eq. (26). Noticing that the set of singularities of the reciprocal dispersion function [A(z)]-
l
coincides with the whole spectrum of v, we are led to expect that a corresponding function is needed
with singularities in half of the spectrum. The need is met by Chandrasekhar's H-function, defined
through the Wiener-Hopf factorization,
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[A(z)] - = H(z) H(-z) , (27)
where it is required that H(z) be analytic for Re(z) > 0.
An explicit expression for In H(z) follows from Eq. (27) through Cauchy's integral theorem:6
ln H(z) = z S de , Re(z) > 0.
By bending the contour and carrying out some manipulation, other expressions are derived, e.g. 24
S (l + z) - J  (1 + z/Vj exp - ln + v (28)H: I 7T 0 A ( ) -V + -
for z g [-1,0 ). It must be mentioned that for each A(z) the factorization (27) is unique if the quoted
requirement is observed. To prove this, we only have to consider the ratio of two hypothetical H-
functions factorizing the same A and to call upon Liouville's theorem.2s
The H-function is regular in the complex plane cut along (-1,0), except for the poles at -vj,
j = 1, 2, . . . , J. On the real axis outside the cut, H(z) is seen to be real and positive for
z , 0. For jzj > 1, we find
22 N (29)
n2 n4
z Z
A(z)AH(z) - no - 2 z- 4 -  . . . , (30)
z
Atz) Htz) I LFT o-T -" ' (30)
where
n2n 1 2n g(p,p) dm(p)
-1
L h
n0 1 = 1 - +
=m
n = n g(p,p) H(p) dm(p) ,
0
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no - 2 0 +  = 0 , (31)
n2 - 22 + 2aO2 - l 
= 0 , (32)
etc.' 4  The n are to be expressed in terms of the moments of the H-function,
a = p n H(p) dm(p)
n
0
In view of Eq. (19), the product A(z) H(z) has no singularities at all in the plane cut along (0,1).
We apply Cauchy's integral theorem to this function, drawing a contour around the cut. After shrinking
the contour onto the cut, we find
1
A(z) H(z) = - () H(p) dp + A(-) H(o), z 4 [0,1] . (33)A(z) H(z) :11-- z (3
0
From Eq. (21) we substitute A+(p) - A-(p) = Tip g(1,1) (1 - 2)m . Taking z + 0, and combining the
result with Eq. (33), we simplify the equation to
1
0fI & J H(p) dm(p) + A(z) H(z) = 1, z 410,1] . (34)
0Z
The well-known non-linear integral equation' is derived by substituting A(z) H(z) = 1/H(-z) from
Eq. (27). Such an equation has often been used for computations in preference to Eq. (28).
For z v (0,1l) in Eq. (34), we apply Plemelj's formula 2 2 to obtain
V -1H(1) dm(1) + X(v) H(v) = 1 , (35)
which represents an inhomogeneous Cauchy singular integral equation for H(p). For z + vj, j = 1 ....
J a set of subsidiary conditions follows, with A(vj) H(v ) = 1/H(-vj) = 0. Because J is the index 2 2
of Eq. (35), a J-parametric family of solutions exists which is just right to fit the subsidiary con-
ditions in a unique way.
The factor multiplying H(p) in the integrand of Eq. (35) looks suspiciously like 0(v,p), except
that g(v,oi) is replaced by g(p,p). To gain more insight, we turn from Eq. (34) to a modified
relation,
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z
glz1p Q(p) H(1) dm(p) + Q(z) A(z) H(z) = G(z), z t [0,1] , (36)
0
where the functions Q(z) and G(z) are yet to be specified. It turns out that if G(z) is a
polynomial of maximum degree L - m, the same is true of Q(z). This can be seen by observing that
the discontinuity across the cut of the first term on the left-hand side is exactly cancelled by that
of the second term (by the Plemelj formula). Hence Q(z) is an entire function. The maximum degree of
Q(z) easily follows from g(z,p) and G(z).
Let us take G(z) = gz(z), P = m, m + 1, . . . , L, for which choice the corresponding Q(z) define
the Busbridge polynomials 8 q P(z).* When z reaches the positive half of the spectrum, a singular integral
equation ( with subsidiary conditions) follows,
1
S0(v,ji) q (p) H(p) dm(li) = g (v) , v + . (37)
0
It was derived by Pahor 24 from the original definition of Busbridge. A comprehensive discussion by
van de Hulst 26 should also be consulted.
Another useful relation ensues when z approaches the negative half of the spectrum,
1I q (-v)
0 (-vp) q(I) H(p) dm(p) = g (-v) -H(v) V E o+ (38)
0
Doubts about existence and uniqueness of the Busbridge polynomials, arising because some determinant
involved in the calculation might vanish, can be resolved by resorting to the original definition, i.e.
by expressing q (P), pE (0,1), in terms of the solution of the albedo problem and relying upon the
existence and uniqueness of this solution. A more direct proof might be obtainable from theorems 22'2 7
relating the multiplicity of solutions q,(p) H(p) of Eq. (37) to that of the corresponding adjoint
dominant equation (36).
For computational purposes both sides of Eq. (34) are multiplied by q,(z) and combined with Eq. (36)
(with Q = q. and G = g ) to derive the Fredholm-like equation,24
z1 g(z,p) q (p) - g(,p) q (z)q klz) = g ,(z) - 6 z! I-q(z) = g (z) 2 H(u) dm(p) . (39)
0
Multiplying both sides of Eq. (37) by (vc p() and summing over t we obtain
21 k
*The sign convention2 '""6 differs from that of Busbridge by a factor (-1)
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K(JKp') O(vp') H(p') dm(I') = 2 g(v,4)
0
= (v - V) 0(v,P), v G+ 1 (40)
where
LK(j,p') = c p,(p) q (p') (41)
P=m
Thus the Busbridge polynomials have made it possible to construct a half-range integral equation for the
eigenfunctions 0(v,p), where K(i,p') has taken the role of p(p,p') in Eq. (10), and the integrand
is weighted with the H-function. This equation will be the key to further analysis.
Since K is not a symmetric kernel (except if scattering is isotropic when K = const), it becomes
necessary to study also the adjoint equation,
jlK(p',p) 0 (v,ji') H(p') dm(p') = (v - 1) 0 (v,1) N gt (v,), v E (42)
0
0
(In a different form this equation (for v = v0) has already been formulated by Ambarzumian. 26 '7) A
somewhat indirect and lengthy procedure leads to the conclusion" that, with appropriate normalization,
v-
1 Ot(v,p) differs from v-1 0(v,p) only by a polynomial of maximum degree L - m - 1 in each
variable. This means that 0t has the form
0t cv,v±) = X(v)
= v-6 + Vm 6(v - 1) (43)2 v - p (l - v2)m
with the same X(v) as before; another consequence is that
g t(pp) = g(P,P) (44)
From Eq. (37) we infer that the q. are linearly independent so we may expand g as
L
gt( No) c g(v) q() , (45)
9=m
implying that
It
0 t (v,p) pp(p) H(i) dm(p) = g(v) , v E o+ . (46)
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In a manner similar to that used to obtain Eq. (38), it follows that
0 0t(-v,i) p,() H(u) dm(p) = g(-v) - pg(-v) . (47)0k - ,T V 6 a+ ( )
By a standard procedure equations (40) and (42) are combined to derive a biorthogonality relation
between the 0(v,p) and t0 (v,p). The normalization constants can be evaluated by first generalizing
those two equations to complex v and v' , combining both as before and then taking the appropriate
limits. All results can be condensed into one formula,4
1 t(V,) O (v ,p)i H(u) dm(p) = [1 - 9(v)] N(v) H(v) 6(v-v')
0
- O(v) A - OW) V'O(V,v()48
- H(-v') (48)
with the same 9(v) as in Eq. (9) and
N(v) = vA+(v) A-(v) = v X2(V) + g(vv)(l - v2 2 E (0,1).
When v = v' = vi , the last terms must be understood in the sense of the limit as v v and
v' - vj. Thus
0 O(Vj P) 0 ( j,p) p H(p) dm(p) = N(vj) H(vj) (49)
where N(vj) is expressed with the derivative of A ,
N(v ) = _ g(v j,V )A'(vj) (50)
A particularly useful example of Eq. (48) is the following transformation, where some of the
variables have been renamed,
I
0(v,p')(p'/) 0tt(-lp,p') H(p) H(p') dm(p') = 0C(v,-,)
VE G+ , 1 E (0,1) (51)
0 0 7
For v = v0 this equation, as well as Eq. (48) for v' = v , were already considered by Sobolev.
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The 0(v,P) and 0(v,-i) may be regarded as intensities exchanged at the plane T = 0 between two
halves of an infinite medium.2 " Obviously the single 0 may be substituted by any linear combination
of eigenfunctions. In view of half-range completeness, the transformation (51) represents the re-
flection law for a semi-infinite medium. It is traditionally stated in terms of Chandrasekhar's
S-function,r
S = (2 - 6mo) ~ gt(.j,,') H(i) H( ')(l - 2)m/2 (1 - ,2 m/2 (52)
The reciprocity relation6  S(ji,p') = S(p',p) translates into the present notation as
gt(-',1) = gt(-p,p') or p 0t(-p',1) = p' Ot(-p,'i) (53)
We are now able to determine the g.(v). Combining Eqs. (12), (37), (51), (53), and splitting the
range of integration in (12), we obtain
1 1
0(v,p) q(p) H(p) dm(u)= 0( ,(V,) [P () +
1
0 0L
+ (-l)£+m 0 t(-,p') p (p') H(pj) H(p').dm(p')] dm(p)
0
Because of half-range completeness, the bracketed factor on the right must equal the corresponding
factor of the left-hand integrand. The equation thus obtained is further modified by substituting a
complex i , invoking the factorization (27), and taking the limit i -v , where VE 0+. The
result is
lt(v,,) p (p') H(') dm(p') = (-1)t+m q,(-v) , vE o+ , (54)
0
and hence
g9 (v) = (-1) £+m q£(-v) (55)
by comparison with Eq. (46). Thus finally 8' 24
L
gt( ,P) : ( 1 )l+m c q2 (-v) q,(p) . (56)
209=m
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With expression (56) inserted in Eq. (54), we recover Busbridge's definition of the q.-polynomials,
i.e., her Eq. (48.4).8 On the other hand, with (55) and (56) substituted, Eq. (46) becomes equivalent
to an equation given by van de Hulst. 26
4. ALBEDO AND MILNE PROBLEMS
After the preceding lengthy preparation, problems can be solved in a very expedient way by only
carrying out quadratures. For the albedo problem the coefficients in Eq. (26) are determined by
multiplying both sides by 0t(v,p) p H(j) dm(p) , and integrating. The result from Eq. (48) is
I(O,-) = dv N H v) dm(i') I(O,p) 0 (v,lj') p' H(p') , e (O,l) . (57)
0+ 0
As it stands, expansion (57) is of no direct use because it only reproduces the given incident
distribution on the surface. This is made clear by stating the closure relation
6(p - P') = (1 - P,2)m ~' H(v') ON tH( ) dv , (58)
0+
which is a concise expression of the half-range completeness property of the eigenfunctions.
Meaningful results quickly follow from expansion (57). If the factor e- /V is included in the
integrand, we obtain the m-th azimuthal component of the distribution inside the medium. The angle
integrated intensity p(T) and the net flux j(T) then follow (for m = 0) by integration and
by aid of Eqs. (16) and (17). If we are interested in the distribution emerging from the surface, we
need only replace p in Eq. (57) by -p , where p > 0. With 0(v, -p) from Eq. (51) substituted
and with reciprocity taken into account, we have
, . = i(O,p) Ot(-p,p) H(p) H(L') dm(p') , E (0,1) . (59)
0
Equation (59) for m = 0 may be used to calculate the angle-integrated intensity and net flux at
the surface of the semi-infinite medium. After switching the orders of integration, we conclude from
Eq. (47) that 29
p(O) = 1 dv21 d I(O,p,4) = 2 10(0,p) q0(1) H0 (p) d , (60)
-l 0 0
1 2i 1
j(0) = I do do I(0,p,f) = 24 10 (0,) q0(p) HO (p) d . (61)
S 0210
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Let us consider the specific albedo problem where a parallel incident beam is given by
I(0,p,0) = 6( - 00 0)o , 0 < P 5 1 (62)
According to Eq. (7), we have Om = 00 and
(v - iO)
0 I(0,), < . (63)21 0(i P 2)m/2 1
From Eq. (59), we obtain the value of I(O,-p) to be used in Eq. (9) for calculating I(0,-,) ,)
(1 - ,2)m/2
I(0,-0) 20 0(-p,p) H(p0) H(p) , 0 < 1 (64)2 0
Equations (60) and (61) reduce to
1 - 0 0 1 0 0p(O) = uo q0(uO) HO (O) , j(0) = 1 q1 (pO) HO(10 ) . (65)
In general, we see that any spherical-harmonics moment of the surface intensity can be expressed in
terms of the corresponding qm( 0 ) Hm(p0 ) in the manner of Eqs. (60) and (61).
It is also interesting to know the distribution in the deep interior of the atmosphere. Let it
suffice to quote the asymptotic approximation, consisting of the dominant term in the expansion, i.e.,
0the one depending upon the longest relaxation length v, (hence m = 0),
las(T,u,) = A(v1) 0(v1 ,p) exp(-T/v1 ) , (66)
Pas(T) = 2r A(v1 ) exp(-T/v1 ) , (67)
jas(T) = 2h 0 1i A(v1) exp(-T/VI) . (68)
Here
t
1 (v1,'iO) H(v0)A(v1 ) 127 N(v1) H(v1 ) (69)
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according to Eq. (58), with N(v1 ) to be taken from Eq. (50). Significant deviations from this
approximation can be expected only in a boundary layer near the surface. The thickness of this layer
is a few times the next largest relaxation length if it exists, or a few mean free paths if it does not.
Another albedo problem of some interest is that with a uniformly diffuse illumination. For a unit
incident flux, the boundary condition is
I(0,,) = -1 , 0 < < 1
Multiplying expression (64) for m = 0 by 2 po0dvp0 and integrating, we obtain
- = - - Il H( ) , o0 < 1 , (70)
and then
I
p(0) = 4- 2 1-1 ql1 (i) H(u) dp , (71)
0
j(0) = 2 ql(p ) H(ji) dp . (72)
0
Another expression for p(0) follows from the first of Eqs. (65) through integration with 2 po0d p0
or from (71) by aid of the identity
2 - -1 ql() H(p) du 1 qo (u) H(u) d ,
0 0
which is derived from Eq. (47).
In expressions of the form (66) - (68), we now have
A(Nl) = _7-1 ql(_ )/N(vl) H(,1 )  (73)
In a similar way the Milne problem is solved, where an azimuth-independent distribution is postu-
lated satisfying the boundary conditions
I(0,1) = 0 , 0 < u 1 , (74)
I(ti) = 0 (-VO) exp(T/v0), T 4 (75)
We drop the superscript m = 0 henceforth.
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The increasing term from Eq. (75) must now be added to the expansion (25). However, when fitting
the boundary condition, we transfer this term to the left-hand side, so that the function to be
expanded according to the half-range procedure, Eq. (57), now is -0(-vl,p). In switching to the
emerging intensity via Eq. (59), however, some care is needed since we must add the term 0(-v 1,-) I
to obtain 1(0,-p). Use of Eq. (48) then gives
I(0,-1) = 0 (v1 ,p) H(p)/H(v1 ) , 0 < V g 1 . (76)
In passing, the generalized Milne problem may be mentioned, 2 where instead of Eq. (75) we prescribe
that at T - - the intensity be proportional to some other increasing eigenmode. The problem is
only of mathematical interest because the solution is partly negative or even singular. It is worth
noticing, however, that a picture of all the adjoint eigenfunctions for v Eo+ is obtained, since
I(0,-p) = 0 t (v,w) H(p) . (77)
Integrating Eq. (76) with 2rdu or -2r dj , respectively, we derive by aid of Eq. (54) the
angle-integrated intensity and net flux at the surface,
p(0) = 2q 0o(-v 1)/H(v l) , j(0) = 2Tql(-v 1)/H(v1 ) (78)
It is sometimes convenient, especially when ar + 1, to renormalize the Milne solution to unit
emerging net flux by multiplying everything by [-H(v 1 )/2nql(-vl)].
The asymptotic approximation is now defined with the two terms
Ias(,) = 0(-v 1 ,u) exp(T/v 1) + A(v1 ) 0(v1 ,p) exp(-T/v1 ) , (79)
where the expansion coefficient is found as before,
v19 1'( 11)(0A(v1 ) = - v g(v,-v)(80)
4 N(v1 ) H2(v)
In writing the angle-integrated intensity and net flux it is convenient to lump both terms together in
the form
Pas(T) = 4r exp(-T*/v1 ) sinh[(- + T*)/v 1 ] , (81)
Jas(T) = -4Th 0v1 exp(-T*/v1 ) cosh[(T + T*)/v 1 ] . (82)
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The so-called extrapolation length -r* is defined by the condition pas(-T*) = 0 , so that from Eq.
(79)
exp[-2T*/v1 ] = -A(v1) . (83)
With expression (80) substituted, this formula has been used in a few numerical calculations. 30
Next we consider a weakly absorbing atmosphere of finite but large thickness (0 gr 1 TO  T0 >> 1)
resting upon a ground of albedo a and reflecting light according to Lambert's law. This corresponds
to the boundary condition
T0, 1 ' dpe' do' I(T 0 ,',O') , 0 < p 1 (84)
0 0
As before we take a parallel incident beam, Eq. (62).
A matched asymptotic approximation31 will be constructed from the solutions for the semi-infinite
atmosphere. These will be distinguished by subscripts p (parallel incident beam), d (diffuse
source) and M (Milne). In the case of a = 0, we argue that at the bottom of the atmosphere, where
the unscattered contribution shown in Eq. (9) becomes negligible, the solution must approximately
equal that of the homogeneous problem--the Milne problem. More generally, if reflection from the
ground is present, a multiple of the albedo solution for a diffuse source must be added. Thus with an
obvious change of variables,
I(T,P,) C1 IM(T0 - T,-) + C2 Id( 0O - T,-) , T 1 . (85)
Actually this approximate equality is expected to hold within most of the atmosphere, with only a top
boundary layer (bI on Fig. 3) excepted, according to what was said before.
By similar reasoning the solultion in the upper part of the allmusphere can, with neglect of a
bottom boundary layer (b2  on Fig. 3), be represented as a superposition of the solutions I and
IM ,
I(T,I,) Ip(T,p, ) - C3 IM(9,) , T0 - T >> (86)
In the asymptotic region (as on Fig. 3), where both boundary layers are excluded, we keep only
the terms proportional to exp(±T/v1 ) in the eigenmode expansions of Ip, Id , and IM . Equations (85)
and (86) thereby yield two relations for the coefficients Ci, C2 , C3 . It suffices to equate angle-
integrated intensities, and to then take T = -r* and T = T0 + T* to obtain
TO + 2T*
2 C1 sinh T + C2 Ad(vl) exp(-T0/Vl) = A p (vl) exp(2-T*/v1 ) , (87)
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C2 Ad(v1 ) exp(2T*/v1 ) = Ap(v1 ) exp(-TO/v1 ) - 2 C3  sinh T0  (88)
The third equation follows from relating the net fluxes emerging and reflected at T = T0  according to
the boundary condition (84),
C2 = a [Cl IJM(O) + C2 1i - Jd(O) . (89)
The system (87) - (89) is easily solved. We then only have to substitute the previous results in
Eqs. (85) and (86) to obtain the quantities relevant to the thick atmosphere. For instance, if there
is no ground reflection (a = 0, C2 = 0) , we find
C (V) exp(2T*/v1 )
S2 slnh[(T 0 + 2T*)/v 1  , C3 = C1 exp[-(T O + 2T*)/v 1 ]
and then (for 0 < 1)
Ot(,v1 50 )  t(vl,9p) H(pO )  H(p)
O, ) T V1  sinh[(TO + 2T*)/v 1 ] gt( 1,v1 ) (90)
I(0,-P,O) 1 Ip(O,-p,o) - exp[-(- 0 + 2T*)/v 1 ] I(T0 ,1,0) . (91)
The appearance of the argument (tO + 2T*)/v 1 ) can be understood from Fig. 3.
A rigorous justification of the above approximations must start with full-range expansions for the
exact solution.5s'3 2'33. Equations (85) and (86) coincide with the initial approximations in an
iterative procedure, obtained by neglecting the terms decreasing or increasing with t, respectively,
except for the dominant terms that involve exp(±T/v1 ).
Alternatively, for atmospheres of any thickness (if no ground reflection is present), the reflected
and transmitted intensities can be expressed exactly in terms of Chandrasekhar's X- and Y-functions
and by a generalization of the Busbridge polynomials.7 Gibbs has succeeded in linking this formalism
(so far for isotropic scattering) to the method of singular eigenfunctions. 3"  However, no closed-form
expressions have been found for the functions X(p) and Y(p).
5. THE CONSERVATIVE CASE
In the conservative case, i.e., when there is no true absorption, a few modifications become
necessary. These only affect the azimuth-independent component, and the reason is that the eigenvalues
vo and -v0 merge at infinity. Rather than make a fresh start, we are going to derive the results
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by taking limits with *0 - 1 (or h0 + 0). As before, the superscript m = 0 will be omitted.
The diffusion length can be seen to approach infinity like v = (h0 h1 )-1/ 2 . Equation (30)
shows that H(v)- = /2 1 . Next, we notice that in the unit o = O = 1 and 81 = n2 . The latter
quantity now allows a concise expression,
L h
n2 = 3 Z=2
=2
While two of the eigenmodes become identical,
lim 0(:v,lp) exp(Fr/vl) (92)Lr_0 1  2(v ,(2
a new linearly independent eigenmode arises in the following way:
lim -1 hlI[1(-vlp) exp(T/vl) - 0(vl,li) exp(-T/v1) = -(hl-r - 311) . (93)
a01
Half-range completeness remains intact if the eigenfunction from Eq. (92) is included. That is, we
agree that the set o+ shall include the point v1 = M
The polynomials gt(v) now become g0 = 1, g1 = 0, g2  2 ' 3 = -h2v/3! , etc. To obtain
the higher g.'s , the first two rows and columns of the determinant (18) may be deleted and the sign
changed." s Except for g0 , the degree is A - 2, and linear independence is preserved only for
g2' . " ' gL
Equation (92) implies that
lim g(v 1 ) = (94)
(In fact, g,(vl) = 0(vIk),' so that for weakly absorbing atmospheres v1  can be calculated efficiently
from the higher gk's.13) Notice that first the substitution v = v is made and only then the limit
taken. It can be shown, moreover, that 4
lim g(Vl,1) = 1/hl 2  (95)
The Busbridge polynomials are still uniquely defined by the set of equations (37) provided we
include the equation for v = v1  =, i.e.
1f qZ(1) H(P) dij = 6 0 (96)
0
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which must also be used with Eq. (39). We notice that q1 (z) vanishes because g, = 0. Taking into
account that H(z) now has a simple pole at infinity, we find that the maximum degree of the q,(z)
is lowered to L - 1 for L Z 2.
If condition (96) is disregarded, the homogeneous versions of Eqs. (37) and (39) become solvable.
The solution is q0(z) + 2q2(z) , in view of g0 + 2g2 = 0.
Examination of Eq. (39) indicates that the following limits are bounded too,
L0(u) : lim 0t(v 1 ,p) 0 y qt(j) (97)
0+1 o=0
Y = (-1) lim q (-vl) 1 3 T(p) PX(p ) H(1) d . (98)
Of course, 01(p) is orthogonal to 0(v,1), v e a+, except for v = m. There we find
S0(I ) p H(p) di = = 1/h1 ll (99)
0
by taking the limit of expressions (49), (50), and using Eqs. (29) and (95). We shall also need the
quantity
L
lim gt (vl,-V) = (-l) . --- , (100)
1n=0 2
where the last expression is derived from Eqs. (48) and (99).
The orthogonality relation between 0(v,ji) and 0t(p) may be regarded as a homogeneous integral
t1
equation for the function 01( 1) . Since the operator is the same as in Eq. (37), we conclude that
]1 0 t() equals a solution of the homogeneous version of that equation, and hence is a multiple of
qo(p ) + 2q2(P) . Comparing the normalization condition (99) with (96) we have finally
0tM q0(u) + 2q2() (101)S 2 p hlB 1
With this expression substituted, we may find the remaining y9 from Eq. (98).
After such explanations, it is clear how Eq. (48) is to be applied in the limiting case. A useful
supplementary equation," with (101) substituted, is
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0 (v,) 2 H(w) di =  + (v) [qo(-v) + 2q2(-v) (102)
H(-v) 3 (102)
0
The results (64) and (65) for the albedo problem for a semi-infinite atmosphere remain valid with-
out modification. Taking the limit of expression (69) we find that
p(=) = 2hI 8l 0t(l'o) H(p0) , (103)
while of course j(T) = 0. For a uniformly diffuse illumination, we can verify that I(T,ii,f) = const.
It remains to deal with the Milne problem.2  Setting j = -1, we find
0 () H( ) [q0 (p) + 2q2 (jp)]H(p)(0,-) = 2 = < 1 . (104)2= Yl 4,,p 
0 < < I
The Hopf-Bronstein relation, well known for isotropic scattering, 6 generalizes in the following way,36
(2T)2 2 d1 dj' I(0,-p) p(l,-p') I(0,-p') = h1  , (105)
0 0
which checks with Eq. (101). Next we find
p(0) = yo/Yl , (106)
Pas(-) = h1 (T + T*) , (107)
T* =  0(p) + 2q2 (l) p H(u) di . (108)
The factor multiplying (3/hl) is always found to be very close to 0.71.3118
Expression (90) for the intensity transmitted through a thick plane layer simplifies by aid of
Eqs. (100) and (101) to
[qO(1i0) + 2q2 ( 0jO)][qo0 (i) + 2q2(p)] H(vO0) H(p) (09)
I (TOv,4rh 1 vi0 0yTO + 2T*)
Integration leads to values of the angle-integrated intensity and net flux.
24 
'
36
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Results for different nonabsorbing plane atmospheres can approximately be compared in a way that
has been known in neutron transport theory,3'3 and that is concisely formulated by the similarity rules
of van de Hulst. 38'39 Two atmospheres permit a comparison if the values of h1iT0 are the same. That
is, the thickness measured in transport mean free paths must be the same, the latter parameter being
equal to 3/h1 = 3/(3 - cr1) in our notation. Under such condition the transmitted and the azimuth-
averaged reflected intensities are found to be very insensitive to details of the scattering law.
To see what is happening, we consider the case with m = 0 and ar0 = 1, keeping all the higher
, t = 2, 3, .. . , L , constant, but varying IT . We notice that g(v,j) is independent of l '
and consequently the functions A(z), X(v) , H(z) do not depend upon this parameter either. The
same is true for all the eigenfunctions 0(v,p) and, according to Eq. (37), also for the Busbridge
polynomials and the adjoint eigenfunctions 0 (v,), with 01(p) excepted, however. Along with the
latter function, the coefficient y, is proportional to h 1
The most important occurrence of a- is in the new eigenmode (93), which shows that
S 1 dpas (T)
as h1  dT
implying a diffusion coefficient 1/h1  . This is where the idea of the transport mean free path
comes from.
Clearly the solution of the albedo problem is independent of U, as witnessed by Eq. (64). How-
ever, the same cannot be said for the Milne problem where the mode (93) comes into play because of the
non-vanishing net flux. If the solution is normalized to j = -1, the intensity can be shown3  to
depend upon tI according to
I(T,I) = (4Tr) - I  h1T + I'(T,) , (110)
where I' is independent of 1. Consequently the same independence holds for I(0,-p), as is also
clear from Eq. (104). We should note that with such normalization the gradient of pas(T) is pro-
portional to h1 *
Turning to finite thick atmospheres, we conclude from the last observation that for two different
a1's the net flux, and thereby the emerging intensities, will be approximately the same only if the
values of hit 0  agree. An example of this is in Eq. (109).
Similarity can approximately be extended to cases with weak absorption, provided we impose as a
second condition that T O/V 0 (the thickness measured in diffusion lengths) be the same. Since0 0hoh /2-0/2
v 1 (h / , an equivalent condition is that the values of h0/h1 must be equal.
It remains to explain why the azimuth-averaged intensities only very weakly depend upon the higher
S, = 2, 3, . . . , L. The reason is that for m0 = 1 the leading eigenmodes (92) and (93) that
compose the asymptotic approximation are independent of those coefficients. Relatively small deviations
from this approximation (the curly tails on Fig. 3) only arise in the boundary layers. Inevitably,
variations due to changes in the higher m- should be smaller still.
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None of the above arguments hold for the azimuth-dependent components (m ? I), which behave as
if strong absorption were present. Therefore, anisotropy in single scattering always shows up strongly
in the azimuthal dependence of the intensity reflected by a plane layer.
6. COMMENTS
So far we have adhered to the assumption of a finite expansion of the scattering kernel p(cos 6).
This, of course, in itself is an approximation, justified less by the nature of the problem than by
the desire to avoid annoying problems of convergence. We should honestly ask what happens when L - .
Then g(v,p) ceases to be a polynomial, and Busbridge's q,(p) also become transcendental functions,
no longer expressible in closed form. This makes the various factorizations apparently meaningless,
in particular the extraction of H(p) H( 0 ) from S(p,p 0), since the remaining factor still is an
infinite bilinear sum of transcendental q 's.
Two arguments may be raised against such opinion. Several of the formulas quoted in Sections 4
and 5 contain only one or a few of the q,'s, which can still be evaluated from the (now non-degenerate)
Fredholm-like equation (39). The other argument is purely mathematical and refers to the analytical
properties of the functions involved. A natural assumption that must be made in this context is that
p(cos 6) can be expanded in a series that converges absolutely for Icos 61 1. This suffices to make
all the pm(p,p') analytic functions for complex values of u and p' in the ranges i 1 ,
I''g 1. A study of the g-polynomials shows17 that the functions g(v,) too are analytic for Ilvi 1
and 1i| 1. Analyticity also appears to hold in some vicinity of the eigenvalues ±vj. Presumably
it should then be possible to prove that the qY(p) are analytic for pi !5 1, as well as for
P+ -v. , and that a corresponding statement applies to g (v,).
If these conjectures can be confirmed, the factorization in Eq. (52), for example, at least retains
an aesthetic justification. The factors H(p), H(p0), and (1 + P)0-1 carry all the singularities
within the unit circles, i.e., the cuts -l < p < 0 and -l < p0 < 0 and the pole at p = -0 '
respectively, whereas the remaining factor g (-P,p±O0 ) is analytic within lpi 1, Iv0j 1.
A sernnd rnmment refprz to polarinainn. U.... polarization effects are properly taken into
account, we cannot be fully satisfied with having solved radiative-transfer problems for more than
artificial models.
Instead of one function describing the radiation field, one now has to use a 2 X 2 density matrix
I(T,P,f), or equivalently a "vector" consisting of the four Stokes parameters I, Q, U, V.6'40  The
scattering function then becomes a fourth-order 2 X 2 X 2 X 2 matrix, or a second-order 4 X 4 matrix
in the Stokes representation.
By nature, the scattering matrix p(cos 6) is given in a coordinate system attached to the incident
and scattered beams. Before azimuthal integration can be carried out to derive the pm(p,j'), the
matrix must be transformed to a fixed coordinate system. For Rayleigh scattering the result is well-
known. 6  Also in more general cases this step can be carried out smoothly 40  if the components of
p(cos 6) are expanded in terms of generalized spherical functions. "  A modified representation
referring to circular polarization must be used for this purpose.
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While a great deal of analysis, including work with singular eigenfunctions, has been accomplished
for Rayleigh scattering, relatively little use has been made of the more general formalism.'0 94 2 Yet
no insurmountable obstacles appear to impede a more extensive application of singular eigenfunctions
in a manner analogous to that shown in the preceding sections. However, since matrices are involved,
the calculations inevitably become more tedious. In particular, a matrix Wiener-Hopf factorization
has to be carried out,
[A(z)] -1 = H(z) HT(-z)
In general this cannot be done in closed form, as seen from the work of Siewert and co-workers
41- s
for the example of a mixture of Rayleigh and isotropic scattering. Pure Rayleigh scattering represents
an exception in this respect.6
We finally have to face the unpleasant question about the practical usefulness of this kind of
analysis in problems of radiative transfer. The method of singular eigenfunctions turns out to be quite
elegant for simple scattering kernels, in particular for L = 0 or 1. Occasionally it has been
applied to considerably more complicated cases, with L up to 15.' "' 9 However, as these cases
clearly indicate, with increasing L the calculations become more time consuming and they cannot
compete in efficiency with some of the direct techniques, such as the doubling method of van de Hulst
and Grossman. 3 '39 This method also was successfully applied by Hansen 4 6 and Hovenier 7 to problems
involving polarization. While acknowledging the practical advantage of such an approach, one can still
argue that mathematical enthusiasm need not be the only excuse for advancing analytical methods beyond
their direct applicability. Understanding of the mathematical structure of the solutions can be and
has been of help in preparing computational programs, even if they do not follow the same analytical
approach. Let us recall, for instance, that the often used asymptotic approximations are clearly
defined and understood only in terms of eigenmode expansions.
Sometimes the solution of a problem is not required in full detail, but only the value of some
characteristic quantity. It may happen, as in the case of the intensity transmitted by a thick
nonabsorbing atmosphere, Eq. (109), that a particularly simple and computationally efficient expression
exists for that quantity. Then the analytic approach, perhaps with some approximation for the H-
functions,48 should facilitate an almost direct study of the influence of the various parameters.
We ought to think also of the inverse transfer problem, which requires the determination of p(cos 6)
from observed intensities reflected and/or transmitted by a plane layer. Evidently this is a problem
of central relevance to the present conference, and we should recall that Professor Sekera was among
the first to initiate its study.4 9 It appears that methods of solution are still not fully satis-
factory and that advances are being tried in several ways. However, regardless of whether parameterized
models 5" or model-independent approaches s 5 s2 will be used, it appears likely that mathematical
understanding of the direct problems will be helpful, if not essential, to further progress in this
field.
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0 (Re[A(Y)]
+ co
Fig. 1. Schematic plots of A (v) for 0 v < 1 for three typical cases. The
curves a and b are for m = 0, with g(p,p) positive and with
g(u.u) changing its sign once in 0 < u < 1. respectively. The plot c
is for m > 0, g(i,v) > 0, X(1) > 0, when no eigenvalue exists.
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Fig. 2. Squared reciprocal eigenvalues versus 6y0  for m = 0 and for the scattering function
p(cos 6) = Ur(1 + cos 6).
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N N
I
b as b2
Fig. 3. Angle-integrated intensity in a thick atmosphere illuminated at r = 0. with no refl rtinn
at the ground. The boundary layers (bl , b2) and the asymptotic region (as) are indicated.
Equations (85) and (86) approximately hold in the regions as + b2 and b1 + as, respectively.
The upper curve refers to a semi-infinite atmosphere.
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ABSTRACT
The exact (Mie) theory for the scattering of a plane wave by a dielectric
sphere is presented in more detail and using somewhat more modern methods than
is customary in the literature. Since this infinite series solution is com-
putationally impractical for large spheres, another formulation is given in
terms of an integral equation valid for a bounded but otherwise general array
of scatterers. This equation is applied to the scattering by a single sphere,
and several methods are suggested for approximating the scattering cross-section
in closed form. Finally, a tensor scattering matrix is introduced, in terms of
which some general scattering theorems are derived. The application of the
formalism to multiple scattering is briefly considered.
INTRODUCTION
When considering transfer of solar radiation through the earth's atmosphere, the scattering of the
radiation by particles whose size is of the order of or larger than the wavelength is of fundamental
importance. An exact theory for the scattering of an incident plane wave by a sphere was first pre-
sented by Mie (1908). Although the Mie theory is given in many places, it is presented here in more
detail and using somewhat more modern methods than is customary. The infinite series solution of Mie
can be applied to many problems in atmospheric optics but becomes computationally impractical when the
sphere is larger than the wavelength of the incident light. Hence, it is desirable to see if other
methods can be made available for computing the scattering by large spheres.
To investigate possible approximate solutions, the radiation field is examined using an integral
equation formulation in terms first of the electric field and then of the magnetic field. These
equations are deduced from Maxwell's equations with the aid of a tensor Green's function. In the
electric field case, several approximations for the field interior to the sphere, in terms of which
the scattering is completely defined, are considered as follows: a Kirchhoff-Born approximation, a
modified Born approximation, a W.K.B. interior wave, a W.K.B. interior wave with refraction, and an
asymptotic approximation to the exact interior solution. Estimates are also discussed using the more
complicated magnetic field integral equation. Apparently, the W.K.B. interior wave gives the most
realistic approximation in both cases although no actual computations have yet been performed.
SNotes prepared by Robert S. Fraser, May 1955. Lectures delivered at the Department of
Meteorology, University of California, Los Angeles.
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To arrive at the underlying character of the scattering process, some general relations are derived.
Using a tensor scattering matrix, the field at large distances from the scattering object, the reci-
procity principle, the total scattering cross-section theorem, and the relation between the scattering
matrix and the plane wave scattering amplitudes are studied. The application of the formalism to
multiple scattering is briefly discussed.
Although these problems are developed somewhat within the context of atmospheric optics, the
principles are quite general. For instance, only dielectric spheres are discussed, but many of the
results become applicable to conducting spheres if the real propagation constant is made complex; or
the scattering particles can be imbedded in a medium other than free space; etc.
I. MIE THEORY
A. Solutions of the Vector Wave Equation in Spherical Coordinates
As a mathematical preliminary, we discuss the properties of the solutions in spherical coordinates
of the vector Helmholtz equation
Vx V xA - VV - A - k2A = 0
For our applications, we require only divergenceless solutions, that is, V * A = 0; and accordingly
we restrict ourselves to the simplified Helmholtz equation
V x V xA - k2A = 0 . (1)
We now show that if ip(r) satisfies the scalar Helmholtz equation
(V2 + k2) (r) = 0 , (2)
then the vector functions M and N defined by
M(r,6,) V x r(r,e,4) = Vp x r (3)
and
N(r,O,4) V x V x (r4) (4)
satisfy the vector Helmholtz equation (1). As indicated in Fig. 1, r,e,p are the usual spherical
coordinates (unit vectors are also shown).
To show that M satisfies (1), we have first
Vx M = Vx V x r
228
= -V2 (r) + V[v (ri)]
Using the relation
V 2(r) = rV2 + 2V ,
we find
Vx M = -rV2  - 2V + V[V (ri)]
Since i satisfies the scalar Helmholtz equation, we then have
Vx M = k2r + V[V * (rip) - 2] ;
and hence
Vx V x M = k2(V x rp) = k2M
which is Helmholtz's equation as asserted. Further, since N ~ V x M , it obviously satisfies the
vector Helmholtz equation if M does. Note that when both M and N are derived from the same p
N Vx M -Vx N . (5)
The general solutions of the scalar Helmholtz equation in spherical coordinates have the form
pqm(r,e,) = Ct(kr) Ym(e,4) (6)
where C (kr) is a general spherical Bessel function
C (kr) = (2r)1/2+ Z~+1 /2 (kr)
and satisfies
S /2 3C ) + [k2 Z 0r2 ar rk r2J+ C
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The Ym(eO,) are normalized spherical harmonics, which we can write in the form
Y (, (2k + 1) (L.A ImLI)! p ml (cos O)eim ; (7)
L 411 (k. + Iml)!] -
.= 0, 1, 2, ..., m = 0, +1, +2,... > ml .
The Ym(e,f) satisfy the orthonormality condition
0  0 Ym Y * do = 6~ 
6mm, (8)
where
0, n / n'
6
nn' = 1, n = n' do = sin 0 dGd ,
m* mand Ym denote the complex conjugate of Y. The spherical harmonics are solutions of the dif-
ferential equation
(r x v)2 Ym((, f) + Z(Z + 1) Ym(E, f) = 0;
that is
Sm 2Ym + ( + )m
s 2 sin 0 + 22  0sin e ( D sin 2
We shall frequently use the abbreviation
L = rx V (9)
so that equivalently
2m + ( +(+ I) Y = 0 . (10)
The normalization constant for these functions is most easily derived using the relation
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P(cos 0 ) = Pm(x) = (1 - x2)n/2  dnm(x
2 
- 1 )
n
2nn' dxnm
and successive integration by parts. The orthogonality properties are most easily derived from
the differential equations.
From their definitions (3) and (4), the vector wave functions we shall deal with, are thus
seen to have the form
m = V x m
= im C (kr) Ym(8, 0)e0 - C (kr) - Ym(e, )e , (11)
and
N = V XV X rtm
+ 1) C (kr) Y (O, )er
kr -
+ - rC (kr) a eO
kr 3r aO ~
+ im a rC.,(kr) M e
kr sin r C(kr Yme (12)
We shall use superscripts (1), (2), (3) to denote spherical Bessel functions ji, yP,
and hIl) respectively; that is, M(l) j (kr), etc.z m z
Note from (5) that if the electric vector E ~ M, then the magnetic vector H ~ N, and
vice versa. Hence, these are essentially transverse electric and transverse magnetic waves with
respect to the radial direction.
Stratton (Stratton, 1941a) gives the following orthogonality relations for the N's and
M's:
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S rm *'m' dQ P ( + ) C[(kr) 6 6mm'
S * = ,do  0
27T
0 0
07 0T N -Q 2.( +1) (P. + 1) 11C_1(kr ) 12
210 O N2M khm do 2Z + I
+2rCP+1(kr)j 2  6 mm, . (13)
(Note that Stratton uses unnormalized real spherical harmonics in his definition of the M's and
N's.) These relations are a little special for our purposes, because they are tied to the radial
factor which arises from the wave equation. Since only angular integrations are involved, however,
the basic character of the results cannot depend on the radial functions in any essential way. To
remove the apparent dependence, we now introduce general "vector spherical harmonics." These are
suggested by the form of the defining equations for M and N. We write as follows:
m(8,V) x rYm(0,0) = -LYm
z - 92mr=,1 )Y
rTm(,@4) vr "(V x V x rrYm r
S 2L Ymer = 9,(Z + 1) Vie
Y.m(O,@) E V x V x rrYm -
= - 2(e x LYm) = 2rVYm . (14)
r m z
The alternative expressions for Tm and m follow after some vector algebra. Upon inspection
of (11) and (12), it is easily seen that, in terms of these functions,
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M = C.(kr),m (15)
and
C,(kr) 1 
. (16)
N kr 9 + Ca(kr) 9m2kr ar
These relations can also be established directly from the definitions (3), (4), and (14) after a
certain amount of vector algebra.
We now show that the vector spherical harmonics satisfy the following orthogonality relations:
(A) m " I'm' do = Z(9 + 1) 6 , 6mm ,
(B) ffm '9T'm' do = 92(k + 1)2 6k , 6mm,
(C) fgm "V'm' do = 4k(k + 1) 6 , 6mm '
(D) ~m Y'm' do = fm "t'm' da
= f m I'm' do = 0 (17)
m
Note that (B) follows at once from the orthonormality relation (8) for the Ym, that (C) follows
immediately once (A) is established (since v. = 2e r x vkm), and that since the u's and v 's
are orthogonal to the T's, only the first equation of (D) and (A) require proof. We first prove
(A) as follows: convert the angular integral to an integral over all space by writing
m "E'm' do = all 6(rr) m ,E'm, r
2 drd2
space r
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where the Dirac 6 function is defined by
6(r- r0 ) = 6(r0 - r) = 0, r r0  ; (18)
6(r - rO ) dr = 1 ,
provided the interval of integration includes r0. Now from the definition of m (and since
L involves no radial derivatives),
Jm 9'm do = LY' L m'* 6(r r 0  r2 drd
space
= all L (rr 2 r0)m* LY r
2 drdo -
space rI
-
1all 6(r- r0) m'* L2  r 2 drd 2
space
The first integral is easily seen to iLtgrdte to zero, since the integrated part vanishes at in-
finity; hence, performing the radial integration in the second integral,
m 'm d = - Ym:* L
2Ym do
In conjunction with the differential equation (10) satisfied by the orthonormal Ym, this completes
the proof of (17A). (The artifice of converting to a volume integral is rather annoying, but it
seems difficult to avoid without destroying the essential simplicity of the proof.)
To prove the first equation of (D), which is all that remains for the verification of (17),
we have
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m 'm do = S (-LYm) (2rVY .*) do
= J(-LYm) * V(2rYm:*) d
since LYm has no radial component. Further, since V- LYm = 0,
m * 'm' do = - V (2rYm:* LY) do
= - - (2 sin Y e* LY) do +
sin 0 e k k
+ - 1ne (2Ym:* e * LYm)d~.
sin 0 D@ k ~
The first term gives zero when the 0 integration is performed because the sin 0 factor vanishes
at the limits. The second term likewise is seen to vanish when the 0 integration is performed
because the Yi are single-valued functions, thus completing the proof.
Equations (17) are the general orthogonality conditions we require -- freed from all dependence
on radial factors. We note that the previously mentioned special relations (13) (from Stratton) are
easily recovered using (15), (16), (17), and standard recursion formulae for the spherical Bessel
functions.
As final mathematical preliminary, we now derive some expansion theorems for vector plane
waves which we shall require later. Specifically, we seek expansions in spherical coordinates ofikz eyikz
exe kz and eyekz . Since these functions are divergenceless solutions of the vector wave
equation, they must be expressible in terms of the fundamental vector solutions Mm and N ;
that is
!xeikz= ( + M) (19)
and since
ikz = exeikz
ye Tk V xe
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therefore, also
lk M(1) + N l )) 0
eyeikz = T (tm Mm m )  (20)
m k
As indicated by the superscript (1), only Bessel functions of the first kind j£(kr) enter --
the reason being that the other Bessel functions are irregular at the origin. Observe that since
xeikz = (e r sin e cos 0 + e cos e cos 0 - e sin 0) eikr cos ,
the angle p enters only through the factors ei  and e-i '. Hence, only terms for which m = + 1
can occur in the final result.
The coefficients am and m can be determined directly using the orthogonality properties
*m91 ikz * ikz
of M m and N £m' but this involves integrals of m xekze and Nm ee ikz , the evalu-
ation of which is somewhat involved. We derive the result from the much simpler expansion of a
scalar plane wave, namely
eikz = eikr cos e = i(2k + 1) jz (kr) P. (cos 0)
9=0
= r i '2Z + 1 l (21)
£=0
kkz
(See Stratton (1941b) for details.) As a first step, we construct expansions of xeikz  and
ikz
yeikz as follows:
xeikz = r sin 0 cos eikr cos a
- 21k (ei +~ eikr cos 0
which, together with (21), yields
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(22. j2.(r) (1~+ 1~)d[P2.(cos E))]xeikz 1 (2 + 1) j(kr) (e+ ei dO
Z=I
Using
dP,(cos 0) 1
de : - P(cos ) ,)
and also (6) and (7), we obtain
xeikz r+ i /T( 2(1) 7 + (22)
.= 1
and similarly,
yeikz = / 2( V + 1) 1 T(1)ye k i F-2 + 1 - L k,-IJ
Z:I
To find the expansion coefficients a and aw, take the scalar product of (19) with r. Since
M( ) has no radial component,
r * xeikz = xeikz ( 1 )
m 2 m
Thus, from the expression (12) for Nim, we obtain
xeikz (zm ) (
m
and hence, upon comparison with (22) we have
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aY T9 + 1
eyikz,
Considering r kz, we find in the same way
if - / 2Z+1
at, = - = + 1)
Finally, the vector plane waves are expressible as
e
ik z 
= /Tr iZ-1 /  29 + 1 M(1) M(1) + (1) + N(1)
txe 1 - 1l 1+l -, 1,- l + '
S+ ( ) + M(1 ) + N(l) N( . (23)
eeikz = -i ,r i - l 2 + ) ,-l , -ee £
These expansions in spherical coordinates complete the preliminary discussion.
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B. Scattering from a Dielectric Sphere
In an isotropic medium with dielectric constant e and with permeability = 1, Maxwell's
equations (in Gaussian units) in the absence of sources are
1 aHVx E- 1 ~
c at '
VxH= E
c at
where c is the velocity of light in free space. When the fields have harmonic time dependence
-iet
e , these reduce to
V X E = ikH ,
V X H = -ickE, (24)
where k 2r is the free space propagation constant and X0 is the free space wavelength.c X 0 0
From (24) we see at once that E and H satisfy the vector Helmholtz equation
V X V X E = Ek2E 2E F n2k2E ,
V XV X H = sk2H.(25)
~ ~ (25)
Therefore, E and H are expressible in terms of the solutions previously described. In (25) K
is the propagation constant in a medium of dielectric constant e or the index of refraction n
Specifically, the problem that we wish to solve is this: A plane, polarized wave is incident
on a non-conducting sphere of dielectric constant E and radius a. The sphere is imbedded in
free space with E = 1. Find the electric and magnetic fields interior and exterior to the sphere.
Choose the coordinate system such that the z-direction is the direction of propagation of
the incident wave, the x-axis is in the direction of the incident electric field, and the origin
of coordinates is the center of the sphere.
The differential equations are, from (25),
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Interior of sphere, r < a: V X V X E =  2 E,
V XV X H = 2H;
Exterior of the sphere, r > a: V X V X E = k2E,
V X V X H = k2H. (26)
The boundary consitions are:
(a) The tangential conponents of E and H are continuous at r = a;
(b) The wave at large distances from the sphere is composed only of
the incident plane wave and the scattered, outgoing wave; that is
E =E. + EE 
-inc   sctd '
r,
H= H inc + H sctd ; (27)
where
ikz
inc =  xe kz
~inc = yeikz  (28)
H. ~ (28)
As r + , Esctd has the following form:
ikr
Esctd = ~ (e, ) er (29)
with A * r = 0, of course. Similarly,
eikr
~sctd 2r X A r (30)
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A(e, 4) is called the scattering amplitude.
The mean energy flux in the incident wave is given by the Poynting vector; that is,
L Re X H* ergs
8inc=  R inc in cm2 X sec
1 e
Similarly,
sctd = , Re { sctd Xstd
1 2 Re A X (er XA )8wr
Using the identity
A X (BX C) (A * C) B - (A B) C
and the fact that A r = 0, we then have
- : A .*A eSsctd 87r 2  ~
Hence, the differential cross-section, defined as the energy scattered into do per unit incident
flux, is
Isctd r 2 ds2
de(G, P) = sctd = A* A do = AI2  d2 ;d inc (31)
241
and the total scattering cross-section is
2x 2
'tot = 0 0 AJ2  do. (32)
The actual solutions of the scattering problem are obtained as.follows: First, exterior to
the sphere, r > a , we write
E - exeikz + [a M 3)(kr) + b N(3 ) (kr)] X
£=l ;m=l ,-1
/ 2£+I ;
X i-+ 1) (33)
and using (24),
ye kz + a N (kr) + b (M )(kr)
kmm LMm
9=l ;m=l ,-
X i - l / 2k+ 1
The superscript (3), meaning h l)(kr), is required to satisfy the boundary condition at infinity.
Substitution of the plane wave expansions (23) then yields
E =/T i-1 / + 1 (1) + a 1M 3 ) - M( l) +X:I / 9'T- + ) nl tN l -1- 
+ a M( 3 ) + N(1 ) +b (3)+ ,-l-,,-l tl b£,INl +
+ N(l) + b (3)
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and
/ E- 21+ 1 (1)(3) + (1)H 1 2P' +1) F0, + b ,-1 +
+ b (M3 ) + N(l) + a (3) - N(1) +Z, -1N,_-I " ~4, n , ,1 -,-
+ a N
(3)-I
In the above, kr is the argument of all the spherical Bessel functions.
Now consider the region interior to the sphere, r < a. We write
E =f / 12 2.(.+) c2 ,1M,1 + c2.,- 1M 1)1 +
+ d N )l + d,2.l )d, (34a)
S k , 1 2- + 1 +,
H = -- - i- - -1) dt,1 M 1
£= 1 I c
+ d,-1 ) + c N 11 + c,-1N,1 j , (34b)
where now the argument of all the spherical Bessel functions is Kr. Only functions of the first
kind enter since the interior solutions must be regular at the origin. The factor K/k arises
because M(Kr) =1- VX N and N(Kr) = - VX M but H = 1k ~X E = k - V X E.
K K Tk ik- r2 + 1
It remains only to satisfy the requirement that tangential E and H be continuous at
r = a; that is, that
Etan(r < a) E (r > a)
Htan(r < a) = Htan(r > a). (35)
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Taking the scalar product of the first equation with p.',1 and integrating over all solid angles,
we find at once, using the orthogonality relations (17),
(k + ) 2 i--  + 1 1  j(Ka)
.= .(1 + ) i- +) (ka) + a,, h()(ka
9,k+1) i ll' 1 2.(.+i 1) t ~ l 2
*
Similarly, taking the scalar product of the second equation of (35) with v,' we find,
after integrating over all solid angles,
!(9 l) +I) K it-I 29 + d FrJ2 (Kr
a2  i k / ( l 
c 1 dr _ r=a
2£(k + 1) IT .2-1 2k + 1 d r (kr)
a2  i 1  2.2+ rL
+ a(1 r r h +)(krk
!d h(1)(k
+ a r
L r = a
Introducing
a= ka and = Ka
and letting a prime denote differentiation with respect to the arguments, these equations become,
upon cancelling common factors,
= +a h(l)(ca)
C.,ljw = j(a) + a,1h1)() ,
c, [BjI ()]' = [ij (a)]' + a(,1  [ahl)(a)] ' ,
which determines a2 ,1  and c, 1. The pair of equations for (-c,- 1 ) and (-a,,_,) are iden-
tical. Hence, we have
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a - h(a) ah1(c - h1)(ca)E j (a)]
c -k -
od t (O-
£,1(a f ,-1 1 ( ) (a)]- hpl (') [aj()
If in the numerators we let h 1) =j + iy, perform the differentiations, and use the Wronskian
relation
()y 1(z) ., 1
j (Z) ( - y,(z)ji(z) = ,
z
we obtain
%c11 -C I/a
j (O) [ah 1)(o,)] - h1( (36)91, X-c(,.i)
Note that the expression for a, 1 has the form x , so that introducing
x = R sin 6., y = R cos 6.,
we obtain
i t
a, 1 = -a ,-1 = i sin 69 ei  , (37)
where
tan6 6 j ( )]' -h£(a) [Bz(O)]'
tan 6 = JW() v(a)' 
- yt(a) (B)' (38)
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Next, consider the b's and d's. Multiplying the equation for Etan by v ,l and for
Htan  by v,'1 integrating over all solid angles, and proceeding just as before, we find,
after cancelling common factors,
1  [ i 0 + bi hl)(,dn , (B)] = (a + , h 1 )(2
nd j, () = j (a) + bhl)()
An identical pair of equations holds for b,-1 and d ,-l These equations are the same as
the previous set execpt that j (B) is replaced by nj£(G) and [Bj (8)]' is replaced by
S[Bj(B)]' Hence,
n2j(B)['j( (a)] - j BjIb b '-I
,l ,-l 2j () ah 1)(a)] - (1)l) j (
or
b t 1 = b ,-l = i e1  sin I (39)
tan n itan n2j() a[y (a)] - Y (a)Bj( (40)
Also,
d =d - i n/a
9n2j.() h )(a) ' - h1)() Bj(B '  (41)
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We return to the interior fields much later -- for now we require only the a's and b's.
The scattered fields are given from (33) by
sctd - i -I  2Z + 11 Fa M(3 ) - M()1 + b + 1N(3)9=1 T-T-7x a zIL"l -U '  41 -4-
Hsctd is similar. Asymptotically, using
ik
hl)(kr) = (_i)Z +1 ek rkr
we obtain from (15) and (16)
M(3)(kr) = (-i) +I eikr  = - (-i) t+ eikr  m
kr Z,m kr LY ,
N(3) (kr) = - (-i)9+2 ikr = ier XM3)
~NM 2kr z ,m
where terms of order 1 and higher have been neglected. Consequently, we have for r =,
2
r
e i r  k 12Z+ 1 (-i)+ x
Z=l
X a,1 - - (-i)k+2
x [,1 + 1,-1] bt,1
Comparing this with (29), the scattering amplitude A (0, 0) is then
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A(o, )) = - - Z 22r + 1 [2,1 - .-l a2,1
+ -f [,l + vz,-1 bi, ,
or alternatively,
A(O, ) =-/_2.1) a2.,1  Y - LY1k : / 7-k - T ) al 'l ~ z ~
k=1
+ ib,1 erX + LY
Hsctd is given by (30).
The differential cross-section is simply Al2 do = A A do while the total cross-section
is given by
'tot .2J 0 1" ul2  - 2 ( . ,1) jak 1 , I+b |
z=1 (42)
-2 (2 + 1) (sin 2 6 + sin 2 n)
£=1
The orthogonality relation (17) and the expression (37) and (39) for a£,1  and bz, 1  have been
used.
The physical significance of the quantities 6. and n is easily established. For the
th2 vector spherical harmonic, M,1 say, the incident wave can be shown to behave asymptotically
like
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I 'T 129.+1 W, 2 e-ikr eikrlinc 2k / -m-+) r r I ,l '
that is, as a combination of incoming and outgoing waves. From the last expression for Esctd'
the corresponding harmonic for the scattered wave, which is of course purely outgoing, behaves like
E(Y) / 2R + 1 eikr
Esctd k 2 +. ) a
.
, ,l
Hence, substituting the expression (37) for a, 1
inc ~sctd 2k I 29 ) L r
eikr]
eikr (1 + 2i sin 62 ei6) ,
_- 2(+ 1 _)2 eikr eikr+2i6,
2k / (2 +1) jj' r r 1ho,
Similarly for the vector harmonic N ,m with n replacing 6k and v9 replacing
h. Therefore, the entire effect of the scattering center on the far field is simply to shift
the phases of the outgoing waves by 26k and 2n respectively relative to their values in
the absence of scattering. One may think of a given spherical vector wave as impinging on the ob-
stacle, being reflected at the origin, and then returning to infinity with amplitude unchanged (as
required by energy conservation, since different vector harmonics are not coupled by the spherical
scatterer) but with phase shifted by 26k or 2n . In virtue of this interpretation, 6£
and n are customarily called "phase shifts."
It is perhaps of interest to make a few brief comments about the character of the solutions.
As a check we note first that as the index of refraction n approaches unity, the phase shifts
and hence also the scattered wave, properly vanish.
Note also that, as expected, the scattered light is generally elliptically polarized. (The
light is linearly polarized for 4 = 0, T/2, 7, (3f)/2.) If two scattered components, say
E and E0, are compared, the ratio is seen to be complex; that is, a phase difference exists
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between the two components.
As a second check, consider the limit in which the radius of the scattering sphere is very
small; that is, in which a = (2Tra)/X < < 1. The coefficient b1,1  is seen to be dominant
in this limit, and the scattered field thus corresponds to that of an induced dipole oriented in
the direction of the incident electric vector. The total cross-section is easily found to be
128 5 a6 /n 2 1 2
tot 3 ' 4 n 2+ 2/ (43)
This is Rayleigh's well known law of scattering in which the energy radiated is proportional to
-4
Next, consider briefly the geometrical optical limit a > > 1. In this case, the series for
the scattered field converges very slowly, the phase shifts becoming small only when L > a .
Further, for the important terms in the series X < a , the Bessel functions in the determining
expressions for the phase shifts are rapidly fluctuating functions of a, while the differential
cross-section is a rapidly varying function of the scattering angle (because of the complicated
interference between the very many vector harmonics). Hence, calculation of the scattering from
the exact Mie solution becomes impractical -- even using high speed computers. For this reason,
in Section II we shall consider methods for obtaining closed form approximations to the scattering
cross-section.
Next, we say a few words about the total cross-section in the geometrical limit. This is not
too difficult to estimate, at least in the case n > > 1 (nearly opaque spheres). In this case
sin 2 6 and sin 2 n2 .  are easily seen to fluctuate rapidly between zero and unity as functions
of Z for 9 < a and to become small rather rapidly when Q. exceeds . Thus, we write
(42) approximately as
a22
tot ' k(2£ + l) (sin 2 69 + sin 2 n)
£= 1
Replacing sin 2 6 and sin 2 n by their average value 1/2, we find at once
o tot 2 Ta2
The exact total cross-section fluctuates rapidly, but with ever smaller amplitude, about this value
as a increases. The situation is similar for the more general case in which the sphere is not
opaque. Hence, the total cross-section is very much more stable than the differential cross-section.
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It is of interest to remark on the fact that the total cross-section above is twice the geo-
metrical cross-section of the sphere. This is a consequence of our definition (27) of the scat-
tered field as the correction to the incident field. The fact that a shadow is formed in the
geometrical optical limit means that the incident wave is annihilated behind the sphere by a wave
which exists only over the shadow and is exactly out of phase with the incident wave. By our
definition, however, this annihilating wave must be counted as part of the scattered field, and
it evidently contributes ra2  to the total cross-section. Together with the contribution
na2  arising from the geometrical optical specular reflection, this yields the result found above.
Finally, we comment on the requirements of energy conservation and its relation to interfer-
ence between the incident and scattered field. Evidently, the normal component of Poynting's vec-
tor for the total field (incident plus scattered) must give zero when integrated over the sphere
at infinity, as over any closed surface. Now the incident field alone integrates to zero, but the
scattered field alone does not, since it contains only outgoing waves. Indeed, it gives just the
total cross-section times the incident flux. Hence, the interference term between the scattered
and incident field must compensate this if energy is to be conserved. Since this interference
term is linear in the scattering amplitude A, this implies that the total cross-section is
linearly related to A. This relation is the famous cross-section theorem which states that for
scattering from a sphere, a tot is 4r/k times the imaginary part of the scalar amplitude
of the scattering in the forward direction. A proof of this result is deferred until Section III,
but some use will be made of it in the following.
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II. INTEGRAL EQUATION FORMULATION
A. Derivation of the Integral Equation
In the following we shall present an integral equation formulation of the scattering problem
which automatically incorporates all of the boundary conditions. We shall then use this formula-
tion to find approximate closed form expressions for the scattering amplitude. We start, naturally,
with Maxwell's equations, which for harmonic time dependence become (in Gaussian units and with
= 1)
V XE = -H ,
(44)
iwE(r)
VX H -i- D - E
~ C ~ C "
c- c -
As indicated, we consider a medium in which e = F(r). We shall assume that E is continuous
except, perhaps, for surface discontinuities. Also, we assume the condition e - 1 as r - ;
that is, all of the scattering centers can be enclosed within a sphere of finite radius. The wave
equations satisfied by E and H then become
2
VXVX E - (r) k2E = O, k
2  w2
c
(45)
V XV X E - K (r) E = 0, K = k2
and
V X V X H - k2 H = 0 (46)
Evidently, it is easiest to work with the equation for E and to regard H as determined in
terms of E by (44). At least we shall start that way. Note that E is not divergenceless,
but rather that
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V (eE) = 0 ,
so that in fact
V * E =- E * V
E -
Substitution of this result into (45) yields the alternative form of the wave equation
V2 E + V E V F) + e(r) k2 E = 0 (47)
It is understood that the Laplacian operates on the rectangular components of E. We now derive
the integral equation for E using the methods of Levine and Schwinger.
1. Schwinger-Levine Method (Levine and Schwinger, 1950)
We start with Green's identity for vectors, namely
Sdsn * [B X (VX A) - A X (V X B)] =
Sdv[A (VXVXB)-B (VxVxA)]
v (48)
This identity can be established, using
V • (C X D) = D (V X C) - C - (V X D) ,
as follows: first, identify D with A and C with V X B; then identify D with
B and C with V X A; subtract; integrate over the volume; and finally, use Gauss' theorem.
to obtain the surface integral.
Now introduce the tensor Green's function r satisfying the equation
V X VX F (r, r')- k2 r (r, r') = e ( r - r') , (49)
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where c is the identity tensor,
E = ii + jj + kk .
The Dirac delta function 6jr - r'I), which is the generalization to three dimensions of that
introduced earlier (18), has the properties that
6(Ijr - r'l) = 6(jr' - rj) = 0, r r' ,
S 6(jr - r') dv' I ,
v f(r') 6(Ir - r'I) dv' = f(r).
The physical significance of r can be seen as follows: Take the scalar product of (49) with
the arbitrary vector j(r'). Then F(r, r') * j(r') is the vector field at the position r
generated by a vector point source of strength j located at the position r'.
Following Schwinger and Levine, upon taking the divergence of (49), it follows that
k2 V * = - V 6(jr - r'j) = V 6(jr - r'j) ,(50)
where V' denotes the operator V actina on r'. Usina thp rplatinn
VXVX = - V2 + (v
equation (49) becomes
~ 
2  
~ 1 r'
(V2 + k2) r - ( - - v') 6(Ir - ri)
k
If we introduce the scalar Green's function
eiklr - r'
G(r, ) = 4r Ir - r' , (51)
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which satisfies the scalar equation
(V2 + k2 ) G(r, r') = - 6(Ir - r'I) , (52)
then a solution for r is
r (r, r') = (E - 1 V ') G(r, r') = F (r', r)
~k (53)
since the scalar operator V2 + k2  commutes with E - 2 V V'. Note that
~k
F (r, r') = F (r', r) ,
where F is the transpose of F ; that is,
(r)ij = ji
Now apply Green's theorem (48) to E(r') and F (r', r) e, where e is an arbitrary
constant vector, and let the integral extend over all space. We then find at once
E(r) e= E in e + Iv dv' I k 2[e(r')-l] E(r') * F (r', r) e
where the integral over the surface at infinity supplies the incident wave. Since e is an
arbitrary, constant vector, this last equation is equivalent to
E(r) = E inc(r) + v dv' I k2[E(r')-l] E(r') F (r', r) .
Using
E F (r', r) = F (r', r) * E = F (r, r') E
we obtain the somewhat more convenient form
E(r) = E inc r) + iv dv' k2[e(r')-l] F (r, r') E(r')} .(54)
255
In view of our previous interpretation of F , this equation simply states that E is the
incident field plus a superposition of the fields created at each point r' by sources of
strength k2[E(r')-l] E(r') .
It is easily verified that E satisfies its wave equation. It is interesting to show, how-
ever, that E satisfies the proper divergence condition. Using V Einc = 0, we have
V. E = Sv dv' Ik2[e(r')-l] V * r (r, r') E(r')
With the help of (50), we find
V E = v dv' I[e(r')-l] V 6(jr r' ) E(r')
- - Iv dv' I6(jr - r') V * [(E(r')-l)E(r')]
= - V * [(E(r)-l) E(r)]. ,
and hence, properly
V eE= 0
Note that since F is outgoing at infinity, the correct boundary conditions at infinity are
incorporated into the integral equation. Further, since no derivatives of E or E are in-
volved, this formulation is valid even if F(r) has surfaces of discontinuity.
If we introduce the actual form of r (53) into (54), we have more explicitly
E(r) = Einc (r) + k2 f dv'[E(r')-l] E(r') G(r, r')
- V fv dv' V' G(r, r') * E(r')[E(r')-l] (55)
This is the formula with which we shall work.
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2. Alternative Derivations of the Integral Equation
Before proceeding further, it might be helpful to give a less abstract derivation of our
results. To this end we now construct the integral equation without the use of tensors. We
start with the vector wave equation (45), and write it in the form
(V2 + k2) E(r) = - [E(r)-l] k2 E(r) + V V E(r)
In rectangular coordinates this represents three scalar equations, each of which can be written
(V2 + k2) Ei(r) = fi(r), i = 1, 2, 3,
where
fi(r) = - [E(r)-l] k2E i (r) + - V E(r)
Now we know the solution of this equation to be
Ei(r) = Eiinc(r) - v fi(r') G(r,r') dv'
If we multiply by the corresponding unit vectors and add, we have
E(r) = Einc(r) + k2  [e(r')-l] E(r') G(r, r') dv'
- Iv G(r, r') V' V'* E(r') dv' (56)
Using
G(r, r') V V' * E(r') = V' [G(r, r') V' E(r')]
- V' G(r, r') V' E(r')
= V [G(r, r') V' E(r')]
+ V G(r, r') V' * E(r') ,
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we obtain
E(r) = E inc(r) + k2  v [E(r')-l] E(r') G(r, r') dv'
-. fC V . . . -
- V v G(r, r') V' E(r') dv',
the integral of V'[G V' E] vanishing because E is divergenceless at infinity. Next,
consider
G(r, r') V' E = - G(r, r') V' [E(E - 1)] ,
since EE is divergenceless everywhere. Thus,
G(r, r') V' E = - V' [GE(E - 1)] + V' G * E(E - 1) ;
and hence, upon substitution, we recover our original result (55), the surface integral vanishing
because c - 1 = 0 at infinity.
Still another derivation of this result is discussed in Morse and Feshbach (1953b). The
tensor Green's function used there is simpler than that of Schwinger and Levine. However, this
derivation immediately leads to the expression (56), and we shall not bother to give details.
3. The scattering Amplitude
We now obtain an expression for the scattering amplitude by considering the far field as
given by the integral equation (55). We start with the easily derived asymptotic form
eikr e-ikn' * r'G(r, r') =- -e ~ ~ , r
4 Tfr
where n' is a unit vector along r, that is in the direction of observation (we reserve
n to denote the direction of incidence). The first integral in (55) then becomes for r + ,
fv G(r, r') k2[e(r')-l] E(r') dv'
eikr k2 .v -in re ikr
e~ k k 1 ek' (e - 1)E dv' - eikr D(n') ,
r 4 Jv I r
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where
D') =k e-ik' * [E(r)-l] E(r) dvT 
~ ~ (57)
The second integral of (55) becomes
V IV V' G(r, r') E(r') [e(r')-l] dv'
(eikr ( -ikn' * r'
V - -- V' e- ik ' E( - 1) dv'4Trr
eikr k2 
-ikn' r'n'4 [n * e ~ ~ E(e- 1) dv']
r 47
eikr
r (n' D)n'
r
Accordingly,
ikr
E =  [D - (n' * D)n'] e
-sctd r
From its definition, consequently, the amplitude of the wave scattered in the direction n'
when the incident wave is in the direction n is given by
S(n, ') = D - (n' D)n' = - n' X (n' X ) (58)
If the polar axis is chosen to lie along n, and if 0, p specify the orientation of n'
with respect to the polar axis, then we write A(n, n') as A(0, p) as in the past. The
present more general notation is only intended to describe the scattering in a more explicit way.
It perhaps ought to be mentioned in this connection that the direction of incidence (and the po-
larization direction) appear in the expressions for D and hence for A, only implicitly
through the dependence of the field E upon these directions.
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The essential feature of these results is that the scattering amplitude is expressed in terms
of a relatively simple (looking) integral of the electric field over the scattering objects.
Choosing "reasonable" approximations for the field internal to a single scattering object, one
hopes to obtain correspondingly reasonable approximations to the scattering amplitude for that
object. This is the main point of the formulation. Before proceeding with such considerations,
however, we briefly present a second formulation in terms of the magnetic rather than the electric
field.
4. Magnetic Field Integral Equation
Here, of course, we start with equation (46) for H, namely
VX [ 1I VX H(r) - k2H(r) = 0
Now
Vx VxH=(r ~ V xVx H +V XV H
1 ik
- VX VX H + i-k V X E  ,
uSing Lhe second Maxwell equation. Hence we have
VXVX H + ik V X E -K2H = 0
Applying Green's theorem (48), we obtain in the same way as before
H(r) = H inc(r) + Sv k2[e(r')-l] r (r, r') * H(r') dv'
-ik Jv (r, r') [V (r') X E(r')] dv'
Asymptotically, we then find
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eikr
Hsctd(r) er 2(n' (59)
where
A = D'(n') - n' (n' D') + D" (n') - n'(n' D")
= - n' x [n' X (D' + D")] , (60)
with
D' (n') = e-ikn' r k2[c(r)-l] H(r) dv ,
4T v (61)
and
iD"(n') k -ikn' * r V (r) X E(r) dv
One interesting feature is already apparent. In the electric field case, any approximations
in which the interior E has the fixed polarization e of the incident wave gives rise to
a dipole-like polarization of the scattered wave (that is, A . n' x (n' x e) ). In the mag-
netic field case this is not so -- the contribution from D" automatically contains polarization
corrections.
A second interesting feature appears if there are surfaces of discontinuity present, since
then surface integrals occur. Now in the geometrical limit, specular reflection at the surface
must play an important role. This seems to be a rather promising aspect. To make the character
of these terms more apparent, let us specialize to the case of a sphere of dielectric constant
e and radius a by writing
E(r) = e - (e - ) u(r - a) ,
where
0, r < a
u(r - a) =
1, r>a
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Then
d~) r - (E: - 6(r - a) er
as is easily verified by integrating this expression for d Hence,dr ce,
D"(n') - ik(E -) e-ikn' - e X E(r) ds4 T is r (62)
This explicitly exhibits the surface integral contribution to H
B. Calculation of the Scattered Field by Various Approximations to E
We now specialize to the scattering from a sphere and consider several approximations to the
interior electric field E . Although E is known exactly in principle from the theory de-
veloped in I(B), the infinite series obtained is impractical in the general case. On the
other hand, the approximations give answers in closed form.
1. Kirchhoff (or Born) Approximation
Recall the integral equation (54) satisfied by E(r) ,
E(r) = Einc (r) + J dv' k2[E(r')-l] (r, r') E(r')1 CV ...
If E(r')-l is small, and if the volume of integration is not too large, then the integral amounts
to a correction term. The electric field will then be given to good approximation by
E(r) - Einc (r) .
Applying this assumption to a small, dielectric sphere of radius a, we write for the in-
ternal field
* The total scattering cross-section is not so hard to evaluate; its fluctuations are relatively
small. Hence, the exact total cross-section can be used to normalize the estimates.
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E = eeikn r
where n is the direction of propagation of the incident wave, and g0 is a unit vector along
the direction of polarization such that o* n = 0 but otherwise arbitrary. From (57)
D(n, n') = 1 (E - 1) k2eo j e - i kn '  r eikn r dv4~~ 0 sphere-
To evaluate the integral, choose the polar axis in the direction of n' - n leading at once to
D(n, n') = c -1k 2  e0  sin (kln' - nCa)
k3 n' - n 3
- (kin' - na) cos (kin' - nja)
Introducing the spherical Bessel function
j(z) = sin z cos z2
z z
and noting that
In' - n = 2sin '
where a is the scattering angle, we thus have
2j1 (2ka sin)D(n, n') = (e - 1) a(ka) 2  J(2ka sin
- 2ka sin -- !2
From (58), it is apparent that the scattered electric field is polarized in the plane of 0 '
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the plane of the inducing dipole. From (31) and (58), the differential cross-section is easily
seen to be
Fj1(2ka sin 2
do Cc (- 1)2 a2(ka)4 J(2ka sin (n' - 2
2ka sin -
In the Rayleigh limit, ka < < 1, this becomes (using j1(z) = z/3 for z < < 1),
- ( -I) 2 a 2(ka) 4 [1 -(n' eo) 2dT 9 ~
The total scattering cross-section for the Rayleigh limit is
a 128 I
5 a6 I 2 l2
tot 3 -4
which agrees very well with the exact result (43), provided our original condition that E - 1
be small holds.
The angular dependence of the differential scattering cross-section do/do is shown
schematically in Fig. 2 and is a typiral Franhofer diffraction pattcrn. Of course, the Kit chhuff-
Born approximation is more realistic the smaller the quantity (7 - 1) ka ; in other words, if
the dielectric constant of the sphere differs little from that of free space, the incident plane
wave will suffer little distortion upon entering the sphere.
The total scattering cross-section for the Kirchhoff-Born approximation is good beyond the
Rayleigh limit, a < < 1, as indicated in Fig. 3, but it becomes very bad if a becomes too
large. Indeed for large a, this approximation yields a cross-section which increases without
limit (as a2 ).
2. Modified Born Approximation
For this case let the field interior to the sphere be given by
iKZ iKn • rE = e0 e = e0e ~ , where
* e = 0 and K= ,/T k
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The phase is thus modified in the interior of the sphere, but the rays are assumed to propagate
rectilinearly. Also, the amplitude of the interior wave is unity, but as noted before, the
total scattering cross-section can be normalized to that computed from the Mie theory.
A straightforward calculation yields
(n') L k2 ( 0 v e-i(kn' - Kn) r dv'
_T 1 ef ,J v
j1 (IK - kn' a)
1 ( - ) a (ka)2  0 IKn - kn' a (63)0 I   lI '
where
IKn - kn'j = (K2 + k2 - 2kKcos( )
= k(vr - 1)2 + 4 V sin2 2
This approximation has the same general limitations as the previous one. However, this re-
sult has the additional disadvantage that in the forward direction ((6 = 0) D oscillates about
zero as a function of (n-l)ka although we know that the main diffraction peak is in the for-
ward direction. Hence, this approximation is restricted to (n-l)ka < 1.
3. W. K. B. Interior Wave Number
For this case we assume that the wave is propagated rectilinearly inside the sphere
with no change in the polarization. The phase, however, is not assumed to be constant over the
wave front (the previous case), but is determined by the distance the plane wave has moved in
the drop. Using the notation in Fig. 4, the phase at an arbitrary point P equals the phase
at C, plus the difference phase from C to D, plus the difference in phase from D to
P: or
phase at P = - ka + k a - a2 p2 +K( a2 -p2 + z
= (K - k) p2  + z) + kz
Actually, the phase at P is slightly different because the ray arriving ar P is refracted
at the surface of the sphere.
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In any case, using this phase, we take the interior field to be
2 _2 1
E = 0eikz + i( K- k)[z+(a
 
- p )2]
Note that the transmission coefficient for a plane wave incident normally on a plane surface of
dielectric constant E is 2/(vr + 1), so that this might be inserted as a reasonable am-
plitude factor.
Upon substituting the interior field into (57), we then have
D ( ~-~_) k2e e-kn' r e-ik(a
2 
_ p2
4 0 jsphere
2 2~X eiK [z + (a   2 1 dv (64)
In cylindrical coordinates
n' * r = ( cos ( e z + sin(92e p,) * (zez + pe.)
= z cos(e + p sin 9cos 0 ,
where (J is the scattering angle and P is the angle between e and e, Thus we have
-p
D - e - 1) k2e eiz(K - k cos() e-ik p sin) cos *
4n 0 sphere
X ei(K - k) (a2 - 2 +p dpd4dz
After evaluation of the z and # integrals,
D (E - 1)k e a p dp sin [(K - k cos (g) (a2 _ p2
CT - cos(& 0 J
X ei(K - k) (a2 -p J0(kp sin@)
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In general, the integral can be evaluated only approximately. However, it can be evaluated ex-
actly for the two special cases of forward and backward scattering. These will serve as a check
on our approximate methods. Also, as mentioned earlier, the total cross-section can be estimated
from the forward scattering.
Consider the case of forward scattering, that is (3= 0, first. Let us change variables by
writing
p = a sin
Then
D = ( - 1) a2k e (1/2 sin cos di
S - cos® 0
0
X sin [(K - k cos( ) a cos p]
Sei(K' - k)a cos ip
X Jo(ka sin6 sin ) . (65)
Now let ( = 0. Then we obtain
Dka2 e /2
D ( + 1) ka2 e sin i cos p d i
X sin [(K - k) a cos ']
ei(K - k) a cos ,
i(7- + 1) k a 2  1  e2i(K- k) a 1 e2i(K - k) a
e( + 1)k2 k 0 2 2i(K - k) a [2i(K - k) a]2 (66)
In the geometrical optical limit, ka - , the second and third terms appear merely as correction
terms.
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From the cross-section theorem, the total scattering cross-section is given by
a = F Im IDI ,
where D is computed for (0 = 0 (since A = D for forward scattering). Hence we observe
that
o t = f [(n - l)a]
more specifically, it contains terms in cs [2(n - 1)]. Hence, a has a periodicitysin
of approximately (n - i)a = v. Penndorf (private communication) computed the position of the
maxima from the series solution (Mie theory) to be
(n - l)a = 2.15 + 3.18(p - 1)
where p is the order of the maxima. He also found the position of the minima to be
(n - l)a = 3.90 + 3.18(q - 1) ,
where q is the order of the minima. These computed periods are thus quite comparable to T
For the case of backward scattering () = 7 , (65) becomes
(- -l) ka2  e 2 iKa l - e
2 iKa
S 2i e0 L 2iKa (2iKa)2
e-2ika - e
- 21i ka
2ika (2ika) 2 J
Here the amplitude is much smaller than in the forward direction, and it oscillates rapidly with
changing a; the polarization is the same as the incident field.
Next we give an exact evaluation (but not in closed form) of the expression for D. Consider
r/2
f(z, p) = j sin cos d p eiz cos 0 0(p sin ) ,
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so that (65) becomes
D (E - 1) ka 2  e0  f[(K - k) a + (K - k cos () a,
S (v - cos 6) 2i
ka sin ®]
-f [-2ka sin 2  -, ka sin(] .
Now, f(z, p) satisfies (V2 + 1) f (z, p) = 0. Hence introducing spherical coordinates
r, y, 4, defined by
p = r sin y
z = r cosy ,
we note that f must be expressible in the form
f = aj (r) P,(cos y) .
Indeed, in Watson (1944)
JO(r sin Psin Y ) eir cos cos y
= i i(2 + 1) jX (r)P. (cos i )P (cosy)
Hence, with
r z 2  p2 , cosy = z
z2 + p2
we obtain
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T/2
f(z, p) = sin p cos i d i k(2Z + 1) j. (r)
X PZ (cos f) Pj (cos y)
S~ i (2k + 1) a ji (r) PZ (cosy)
For P even = 2m,
a 2m= (-l)S + m 1 3 5 ... (2m + 2s - l) 1
s=0 (m - s)! (2s)! (2s + 2)2m-s
1 11
a0 = 2 a2 8 a4 - 48
-l
For Z odd = 2m + 1, a2m + 1 3 for m = 0 and is zero otherwise. Thus we have obtained
explicit expressions for f(z, p) and therefore have evaluated D exactly. Unfortunately,
the result converges slowly and is consequently not very useful.
Finally, we evaluate the expression (65) for D approximately by using saddle point methods.
Breaking sin [(Kc - k cos )) a cos i] into exponentials, we write (65) as
D ~ (c - 1).. eo ( I _22i (Y-- Cos ( 0 ) )
II = sin ' cos t d n e2ika[/V -  cos ( )/2)] cos
X Jo0 (ka sin(e sin ) ,
12 = sin cos d e-2ika sin 2((0)/2) cos (67)
X J0 (ka sin() sin P)
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Since we shall be interested in the geometrical limit, we assume not only ka > > 1, but also
(VT - 1) ka > > 1. We now consider two domains for the scatteirng.
a. Main diffraction peak
This will include small angles around the forward direction. The assumption is that
ka (& 2 < < 1
(but not necessarily ka(3 < < 1). 1  contributes little to the integration because of the
extremely rapid oscillations of the exponential. The major contribution comes from 12 and we
have
n/2
12  0 sin ' cos ip d Jo(ka (0 sin ) .
Letting ka 2L sin ' = x , we thus have
1 kaQ J 1 (ka@ )
12 (ka Q )2  J x J0 (x) dx ka
0
This is the typical Fraunhofer diffraction pattern for a circular aperture. For~ = 0, it
properly gives the leading term of (66).
b. Outside main diffraction peak
This region is treated on the assumption that
ka sin&j > > 1. (68)
It should be pointed out that for ka large enough, this domain can overlap with the previous
one. For example, suppose ka = 1000. The previous domain extends from (g = 0 to say 1/100
radian; but for (&= 1/100 radian, ka sin&( = 10, which satisfies (68). For this region use the
asymptotic expansion
* This expansion breaks down for ' = 0 and, strictly speaking, the region from = 0 to say
1/(ka sin & ) should be treated separately. However, it is easily verified that this region con-
tributes only higher order terms.
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JO(ka sin (a sin 4) 2 1
/ Trka sin ( sin
S[eika sin( sin i - i(T/4)
2
+ e-(ika sina sin p - i(1/4))
2 ."
From (67) consider 12 first, writing
12 12+ + 12
I2+ = ka sin i( /4)s /2 sin cos p d
/ aka s in 2 f0
X eika [2 sin 2 ( (. /2) cos p 5 sin J0 sin p]
e-i(T/4) Tn/2 /sin cos d
/ 2nka sin 0
X e-2ika sin((g /2) sin [((, /2) ] .
The saddle points occur for - ' = (2n + 1) , n = 0, +1, +2, ... , or = + + (2n + 1)2 2 2
The only saddle point in the range of integration occurs for 12- with = - 2 . Hence,
letting
_= _ + ,
12 2
*' 2irka sin ... -2 2
X e-2ika sin (O /2) [1 - (62/2)]d6
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S-ika sin (~D /2) /2
2
ei(B/4) e-2ika sin (( /2) e-x dx
2ka e asin (D12) (12 -0/2)
Se-2ika sin (( /2) -i 1
2ka ka sin ( /2)
( and / or ~~) .
2 2 ]
The contribution to the differential scattering cross-section of 12- alone can be seen to lead
to isotropic scattering outside the main diffraction peak. This is the approximation made by
Wiener.
Similarly, we find
1 2 2- X 0X2+ 2 - s ka in x 12
2 2 2
and hence, retaining only the dominant term,
12 2-
This evaluation of 12 is valid provided Q) is not too close to zero or r - - we must
essentially have 1 sin (/2) 3/2 < < 1. This is a stronger condition than (68). When
Y7 -a sin ( C912) 3/2
(68) is satisfied, but the preceeding one is not, saddle point methods can still be used, but the
saddle point is then close to one or the other limits of integration; the integral can no longer
be regarded as extending from - = to + . Hence, these are two intermediate regions to con-
sider -- one near ( = 0, the other near = . All of this is essentially a refinement
which we shall not pursue further.
In a similar way, the contributions of II must be included, but we shall not work out the
details of this either. We only mention that outside of the main diffraction peak its value is some-
thing like
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1 - COS e +2ikA
2ka A
2
where
A = - (2 T - 1) cos 2 2'
and hence is of the same order as 12'
4. W. K. B. Interior Wave Number with Refraction
Here we take the sphere as behaving something like a converging lens and write for the
internal field,
-iK Ir' - fz
E(r') = Ce(e', ') e I - zI
~ ~ 
~ I|r' - fezl
where f is a kind of focal length, determined say for paraxial rays, in which case
a
f =
We thus have from (57),
D(n') =C(E - 1) k2  e(O', ') e-iK r' - fe
z
J - 4 r' - fezsphere ~
X e- ik n '  r' .e ~ ~ dv'
Now introduce a new variable
p = r' -fe
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so that
D = C( k e( , ) e-ikp e-ikn' (fez + p)
Ssphere P
p dp sin dO d p p p
where the integration still is to be carried out over the original sphere; that is, p varies
from zero to 2r , and, since we must have
r,2 p2 + 2 + 2pf cos 0 < a
2
- a2  . 2 _ 2
p varies from cos-1 a - 2pf to r ; while p varies from f - a to f + ap 2pf
With this understanding and the fact that
n'* p = cos cos 0 + sin 0 sin 0 cos( - p),
we obtain
2 iK P
D C(c- 1) k e-ikf cos 0 e(p, p) e- p
~ esphere P
X e-ikp cos 0 cos 0p
-ikp sin 0 sin 0 cos(p - )
X e p
X 2 dpd4p sin Op dE p
Now, we attempt to take into account the change of direction of the electric field on re-
fraction. We do this only approximately -- neglecting from the beginning the change in the plane
of polarization on transmission for rays incident outside of the xz or yz planes. How-
ever, we shall demand that the electric field be perpendicular to the direction of propagation
of the ray. We write
e= cxe + Be ;
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(plane of polarization of ray is not rotated, as it really should be). Also, we require that
e *.e =0,
-p
so that the field is transverse. Now,
ep = ex sin Op cos 4p + e sin p sin p + ez cos Op .
-p -x p p -y p p -z p
Hence,
e * e == a sin Ep cos p + cos O ,
- p p p p
and along with
a
2 + 22  = 1 ,
this yields at once
1
1 + tan2  P cos 2  p
tan 0 cos %
/1 + tan 2 0 p cos2  p
If f is appreciably larger than a, then Gp is always close to T, and
tan 2 0 p < < 1
Thus we shall make the further approximation
a 1, = -tan Gp cos p = sin 0p cos p ;
that is, e is very nearly in the x direction but has a first order component in the z -
direction. The errors involved in these last approximations are probably of the same order as
those involved in neglecting rotations of the plane of polarization (and probably smaller than those
incurred in neglecting amplitude variations of the refracted ray with angle of incidence). In any
case, we obtain
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D C(E -1) k2  e-ikf cos o e_ kp e-ikp cos 0 cos 0x 4x  p
S sphere
X e-ikp sin 0 sin 0 cos(# - )
X p2 dpdP sin 0 d O
p p p
if + a e-< I
C(E - 1) k2 e-ikf cos 0 p dp eKP 2 2 2
2 f- a c-1 a p - f
2pf
X sin dO e-ikp cos 0 cos p
p p
X JO(kp sin 0 sin e p).
D= C(c - 1) k2  e-ikf cos E e-ikp e-ikp cos 0 cos 6z 4x 9
sphere
X e-ikp sin 6 sin 0 cos(o -p )Xe ~ Pp
X sin 0 cosp p2 dp
X dp sin 6 do.
Sf + a ei p
Dz iC(E - 1) k2  e-ikf cos 0 f-a p dp 
e
1
 - 2 cos 4
Jf - a
H
[ sin 2 0 dO e-ikp cos 6 cos 0
a 2 P2 2
-1 a - p . f
Cos 2pf
X J (kp sin 6 sin 6OpI) ,
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where the relation
S cos p e-iY cos ( - p) d = 2Ti cos p J (Y )
0
has been used. In spite of the approximations, the integrals for Dx  and Dz  are still dif-
ficult to integrate. At least for now, we examine only the forward scattering. For this case,
Dz =0 ;
and
x C( - ) 2a p dp e - i KP
f- a
7T
sin p ep e-ikp cos Op
X I 2  2 f2-1l - p -f
cos 2pf
C(c - ) ke- i kf I f + a ei(K k)2i dp e- i (K -Qk p
f-a
f2+p -a 
X eikp - eikp 2pf
f+a
C( - 1 kee-i(K - k)pDx 2i f dp Iei(K
f-a
ik f2  a 2  -p _KP
e 2f e 2f78
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C( - ) k 2 sin (K - k) a e-if
2i1 K - k
eik f2 - a2  ikf .* f J a2k P 2
eik  2f ikf i 2k e f k dodp.
f- a
Consider just the integral:
f + a 1k f \ 2  [f(1 -i) + a] -
e 2. dp 2f e u du.
f -a [f( -) - a]
Using f = a K = , the upper limit is seen to be zero, the lower to be
Ui- 1
- k( - 2 ; that is, large and negative. Then replacing2a 2ka ( /e- 1)2a
u by - u, the integral becomes
i - 2uJ eiu du
10 2ka (7 - 1)
r e
2ika ( / - 1)/i + +
2i / 2ka ( 7- 1)
:ia +e
2 ika ( /7- 1)
2( /7- l) k 2ik ( /7- 1)
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Using
-iKf = e-ivc ka/(V - 1)
ik f- a2  ikf iK 2  ika (I - -+ E)
e 2f - ikf- 2k e - 1
we obtain finally
D = C(E ) k 2 sin ( IT - 1) ka e-i' ka/( '- 1)
2i ( . - I) k
ika (1 -~ + ' ia + ]
+e - 1 2( - 1) k
Unfortunately, this does not seem to behave properly, which is rather surprising since the ap-
proximation used for the internal field seems so reasonable. Presumably, the situation could be
improved by adjusting the phase of the diffracted ray more accurately -- that is, by introducing
a factor e Y  p in the expression for E with which we started. However, this possibility
has not been examined.
5. Interior Solution Estimated from the Exact
The exact solution (34a) in the interior was found earlier to be
E ~ - 9 -1 ( ) t 1)P-E= i=-I 2Y+ 1 I M(l) M(1)Y=l 9-, T + )-1- -  .f , i -9, 1 c9, -1N , -1
+ d 1) + d N()
where C ,l  is given by (36) and d 1l  by (41). Since we are interested in a, 8 > > 1,
we approximate the interior solution by using asymptotic forms for C ,l  and d, 1 .
(This has been done for scalar fields by Hart (1951) and Latter (1951).) The asymptotic forms of
the spherical Bessel functions (Stratton, 1941c) are
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1 _+1_
j (z) - cos (z- -- n)
i(z + 1
h (z) = e z 2
z
and hence
[zj (z)]' - sin (z - 2 )2
[zh 1)(z)]' = iei(z - -2 )
Using the asymptotic expressions indiscriminately, we have at once
-licd p  dl e- dC2p, 1 2p + 1, 1 ll 1 cos - i sin B -
VT
-icsd cpc e -c
2p, 1 = 2p + 1, 1 = C1, cos - i sin c
Cos - i sinV'T
Hence, to this approximation, the interior field becomes (for r < a)
E - c i -1 1  [l - (-1) 1
,=1
x MI) - M(1)1 + [I + (-)] 1) + N(1)-
+ d it~-1 /2 k+ 1) 1+(1
X M 1) 1 - M 1)] + [ (-l)] L ,1 -1
8 () 1 + NM)]
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or
E (c + d) it-1 M () + N() + N(1)
29=1 1+ +1) ~4, 1 4,-1 ~,1 4,-
(4+ I ~4, 1 4,-i 4,1 4,-i2 c-d it-1 9.9 + -1) - M 1)1 + M )1+ N)1+ N 1)-
Recall the identity (23),
exeiKZ= £- 2 + 1 M(1) M(1) + N(1) + N(1)
~ £=.1 / T T ~t, 1 -M,-1 +Y, 1 + N, _ '
Taking the complex conjugate, we also have
exe- KZ = -. (i £-I) 2 + 1 M(1) - M() + + N()9.£=I t(. + 1) -, -1 4, 1 -4, 1 4, -
where we have used
M(1)* = M( N()* = N(l)N, 1 a,-1 ; Z, 1 -9, -1 *
Consequently, this approximation for the internal field takes the simple form
c +d xei < z c - d ee- Z
E 2 ex 2 x
the new feature being the appearance of the wave travelling in the backward direction.
The results are very similar to those of the modified Born approximation, given in (63), ex-
cept that an additional term in I K n' + kn I appears. This results in a small backward peak,
which is common and improves the large angle scattering. The approximation is presumably valid
only when E is small; or better when ( /T - 1) ka < 1 .
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The form of the internal field obtained by the arguments presented above suggests that the
earlier approximations might be improved by adding a backward travelling wave. However, we have
not pursued this point.
6. Estimate Using the Magnetic Field Integral Equation Including Surface Terms
This approximation will lead to polarization effects. To carry it out we use the W.K.B.
interior wave number approximation, the third approximation discussed, since this seems to work
best of those tried. From (59), (60), (61) and (62), we want to evaluate
A2 = -' X n' X [D' + D"] = - n' X n' X D2
where
D' - 1 k2  e-ikn' ' H(r') dv'
- 411 Jsphere
and
D ik(E - 1) e-ikn' r r X E(r) ds
4 - ~ e ~
Jsphere
As before, for r < a, take
E 2 eikz + i( K - k) [z + a- p ]
E - + O
/E + 1
except that the transmission coefficient at normal incidence, 2/( /7-E + 1), has been introduced
as a factor. On the surface S of the sphere
2 ikzE = 2 0 e kz, /2 < 0 < ;
~ E + 1I
E = 2 e0 eikz + 2k( K- k)z < 0 < /2
~ /T+ 1
Corresponding to E, H can be obtained by (24) and yields (r < a)
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H 2 (e  X ikz + i(K - k) [z + / a2 _ p2
H - (e Xe20)e
,r 7 + 1 ~z
Upon substitution, it then follows from (64) and (67) that
, 2 /~E(5 - 1) ka2
D' = 2 - (ez X eO )  (Il 12)
~ 2 + l 2i( r - coso)
where Il  and 12 are given in (67). Now look at D'9 noting that
r X 20  (ez X eO ) er  z - ez er (ez X eO)
= (e z X e0 ) cos 0 - ez sin 0 sin ,
where e0  is taken as the reference axis for 0. Then we find
D" 2 ik( - 1) a2 e2ika sin2 1/2 cos 0
~ + 1 4T /2
rT~ 4i a LT/2 eii( l sin 2  x191 cos
2Ca( - ie co 2  /2 ___+ 0 e-' 1 - - - - - -
jr/2 e-ika sin® sin 0 cos( 
- 0')
X I
0
X [ (ez X eO ) cos e -e z sin 0 sin 4 ]
X sin 0 d edo
2 ik(E - 1) a2  (ez X e0) Il - 12] + ez [13 + 4] sin '
'72 + 1 2 8
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where 4' is the aximuth from e0 of n' . The following relation
27
sin 4 e-" 'Y  cos ( - '') d = - 21i sin 0' J1
0
is used to obtain
_/2
I i e2ika[ (e) 2 - cos2 C_/2 ] cos E
0
X Jl(ka sin (2)sin 0) sin 2 0 dO
and
i/214 = i J 2ika sin 2 0)/2 cos 0
1 4 0 e-
0
X J1(ka sin ( )sin G) sin 2 0 dO
As before, I, and 12 are given by (67). Finally, collecting results,
D2 = i( - ) ka2  cos 2 X
V7- - cos I  2  f) z
+ i( /-- - 1) ka2  sin 4' (I13 + 14) ez
Comparing with expression (67) for 0, we see that the first term above is just D, multi-
plied by the factor cos 0 ; the second term, which is the new feature, changes the plane of
polarization. 13 and 14 can be evaluated by precisely the same saddle point methods as are
used for I, and 12 . In the main diffraction peak, ka 0)2 < < 1 (but not necessarily
ka () < < 1), the main contribution comes from 14
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rr/2
14 I J1 (ka ,@ sin O)sin 2 0 dO = ij1 (ka )
0
This at least indicates how the polarization shifts in the main diffraction peaks. Outside the
main diffraction peak, we merely remark that 11, 12, 13, 14 are all of the same order
of magnitude, and hence the polarization at large angles is not simply related to the polari-
zation of the incident wave. One final remark: for G) = 0, 7, 13 and 14 vanish (as ex-
pected) and the integrals can be evaluated exactly. The result for forward scattering is exactly
that of (66); for backward scattering it is the negative of the previous result. In both cases,
the earlier results must be multiplied by the normalization factor 2/( /7 + 1)
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III. SCATTERING MATRIX
A. Definition
In the following we attempt to isolate the essential character of the scattering process.
That is, we seek those properties which are independent of the detailed character of the scat-
tering object (except that it be lossless) and depend only on the linearity of Maxwell's equations
and on their asymptotic form. This asymptotic form is, of course,
r +- V X E = ikH, V X H = - ikE ' (69)
since we assume e(r) + 1, r +
We now decompose the asymptotic solution for r = nr, r + =, into incoming and outgoing
waves along n; that is, we write
-ikr ikr
E(nr) = Fl(n) e-ikr + e ikr(70)
r r
Since V • E = 0, if we neglect higher order terms,
1 " 2 - = 0 (71)
the fields are thus transverse. Also,
eir ~ n 2  ikrH(nr) = - V X E = - ( X F1) e-ikr eikr
= 1 + -1) F-2)  r (72)
Next, we examine the requirements imposed by energy conservation. The mean power flow is
c -Re EX H = -~c Re - X ( X F ) +  2 X ( X 2)
8T ~ 8Trr 2  1 ~ 2
+ F X (n X F) e-2ikr - FX (n x F) e2ikr+~ -12Dx 2 X -1
* For a parallel discussion in the acoustic case, see Gerjuoy and Saxon (1954).
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Using (71), we then find
= c Re ~(F2 F -F * F)
87r 2  2 ~
n(F * * e-2ikr - F * e2ikr)
1 ~2 -2 -1
= * *
- -2 *F 2 - El f1),r
2
since we assume no sources except at infinity, conservation of energy requires
* nr2 dn = 0
Therefore, we have derived the important relation
dan [F2(n) * F2(n) - Fl(n) Fl(n)] = 0 (73)n 2 2 ~ - ~ (73)
which simply states that as much energy flows out of the closed region as flows in.
We now assert that the F, and F2 must be linearly related as a consequence of the
linearity of Maxwell's equations. Because I and 2 are vectors, the linear connective
must be a tensor S(n, n') which is called the scattering matrix, and which we define as follows:
F2(n) = - f don , S(n, n') F(-n') .(74)~ ) n(74)
F2(n) is the amplitude of an outgoing wave proceeding along n and is thus given in terms of
the amplitudes F1(-n') of the incoming waves proceeding along (-n'). In the definition, the
choice of signs is not essential, but has the virtue that S reduces to the unit matrix when
there is no scattering. Note that dotting (74) with n,
S-F2(n) = - I do n  * S(n, n') * F (-n') = 0 ,
because of (71). Since Fl(-n') is arbitrary, this implies that n - S(n, n') = 0.
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B. General Properties of the Scattering Matrix
The detailed structure of the scattering matrix depends, of course, on the precise details of
the scattering process, that is, on the particular behavior of S(r). However, there exists cer-
tain general characteristics of S which are quite independent of such details. These follow
from correspondingly general properties of Maxwell's equations -- namely, their symmetry properties
and the property that energy must be conserved. We first establish the consequences of energy con-
servation as expressed by (73). Substitution of the definition (74) of S then yields
dn f S(  n') F(')  ) * S (n, n") F (-n")
X do n, do 
, 
- F() * F (n) = 0
n n' 11 (75)
Now,
[S(n, n'). F1(-n')] [S*(n, n"). F*(-n")]
Fl(-n ' )  * S(n, n') - S (n, n") - F (-n") ,
where
S(n, n')]ij = S(n, n') ji .
Let
don S(n, n') S*(n, n") = Q(n', n")
Define Q (n'l n"), the transverse part of Q(n', n") by Q = Q + (n' n') Q + Q * (n" n")
- (n' n') Q * (n" n") ; hence, n' Q = Q * n" = 0. Then if a and b are vectors
perpendicular to n' and n" respectively, we see that
a * Q * b = a Q * b
Replacing the dummy variable n in the last term of (75) by n', we then have
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dOn, F1') f do 9, Q(n' , n") F*(-n")
- Fl(n') Fl(n ') = 0
Since Fl(-n) is arbitrary (except that it must remain transverse -- which is the reason only
the transverse part of Q appears); this implies
S(n', n") = E (n') 6(n' - "j) = (n") 6(In' - n j ), (76)
where E: (n) is the part of the unit dyad transverse to n; that is,
£ (n) = E - n n (77)
so that
(n) = ( )  0 (78)
Therefore, if A is any vector perpendicular to n,
E I A = A E =  A (79)
Now recall that n * S(n, n') = 0 and note therefore that the definition (74) of S is such
that only S is actually defined. Consequently, we can assume without loss of generality
that also S n' = 0 . Using
n' S(n, n') = S(n, n') * n' = 0 ,
it then follows that
n' Q(n', n") = Q(n', n") * n" = 0
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and hence that Q = Q . Therefore, (76) yields the important relation
don S(n, n') * S (n, n") = E (' ) 6(0n' - "I) (80)
Next, we derive a general reciprocity relation upon noting the following symmetry property of
Maxwell's equations: If we take the complex conjugate of Maxwell's equations in the form (24), we
see that
V X E = - ikH ; V x H = ikEE
Accordingly, if E and H are solutions to Maxwell's equations, so are E and -H*
stated otherwise, if E, H is a solution, a second solution can be constructed by the trans-
formation E + E and H + -H. Corresponding to the asymptotic solution (70), we thus con-
struct a new asymptotic solution, namely
-ikr . ikr
E(nr) = F2 (n) e kr + F (n) i r
By the definition (74) of S, we thus have
Fl(n) =- do , S(n, n') * F2(-n ')
Taking the complex conjugate and substituting (74) obtain
l (n) dn' dn n" S* (n, n') • S(-n', n") * F (-n " )
which implies
don Sn (n, n') S(-n', -n") = E 6(~n - "I) (81)
Multiplying by S(n, n"') and integrating with respect to dono we obtain S(n", n"') for the
right side; using also (80), we obtain on the left S(-n"', -n") . Thus, after the indices are re-
labeled, we arrive at the reciprocity theorem in its most general form:
S(n, n') = S(-n', -n) (82)
291
It states that we obtain essentially the same results when we have an incident wave along n',
and observe along n, as when we have an incident wave along -n and observe along -n'
(that is, interchange the source and the observer.)
The physical content of the proof is best understood upon remarking that the operation of
taking the complex conjugate for harmonic time dependence is equivalent to changing the sign of
the time t . Thus, the symmetry property invoked above is that Maxwell's equations are invar-
iant under time reversal provided H is replaced by -H. Since reversing the sign of t
reverses the direction of travel of the waves, this sign change in H is required to preserve
the correct sense of energy flow. The reciprocity relation is thus easily seen to be a direct con-
sequence of this invariance,for the incoming and outgoing waves are simply interchanged under time
reversal.
Next we show that S is unitary. This follows from (81) which, upon use of the reciprocity
relation, becomes
Sdon , S*(n n') S(n", n') = I 6(n - n") (83)
This completes the proof, since regarding S as a continuous super matrix, the conjugates of
(80) and (83) can be written symbolically as
S +S =1,
SS+= ,
where the adjoint sign means to take the conjugate and to transpose all indices continuous and
discreet.
B. Relation Between the Scattering Matrix and the Scattering Amplitude
We now relate the scattering amplitude A(n, no) , defined only for plane wave excitation,
to the general scattering matrix S. For a plane wave incident along n o, the field at in-
finity in the direction n has the form
~ • eikr
E(nr) = e eikrn0  n + A(n, n 0
)  r (84)
e is a unit vector in the direction of polarization and is such that e n 0 = 0; the first
term on the right is the plane incident, exciting wave; the second term is the scattered wave.
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From (21)
o m=P
eikrno . : 4 X ij (kr) Y(n o0) Ym* (n)
k=0 m=0
where we have used the addition theorem for Legendre functions (Morse and Feshbach, 1953a)
Y (no ) / 41 ym (no) Ym* (n)
S m=O 2 + 1
If we substitute the asymptotic form for jk (kr), we thus have
eikm n  • m*
e ikr0 4 T i cos(kr- + ) Y m(n) Ym*(n)
k=0 m=0
2= 1 eikr e-ikr (i)+l 1
£=0 m=0
X Ym(nO ) Ym*(n)
27T i eikr (k r k 0(no) Ym*
k=0 m=0
+ ekr 9-i Ym(nO ) Ym*(n)
£=0 m=0
Because the Ym form a complete, orthonormal set, this becomes
r- : eikrn n 27Ti eikr
6(|n -29)
-ikr
+ er-- 6 In0 + njl
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Substitution into (84) then yields
E(n 2i -ikr
E(nr) e 6(In 0 + n)
2[i) e i k r
r-
+ (' no) - 2i ie 6(fn - ikr (85)
This is a special case of the general formulation in terms of incoming and outgoing waves with
2= 70i n + nj) e
1 k ~
and
F 2(n) A(n n 2 6(Ir1 - 9I) e2(9 (' 90 0 nk
From the definition (74) of the scattering matrix, we thus have
A(n , no ) = -r (n -2 i e 2 fi S(n, n)-e (6A ~k 0 - ) - 2 S )  (86)
Several interesting scattering properties follow from this result. The first is obtained
by using the reciprocity relation. Let a plane, parallel wave be incident along -n, and con-
sider the scattering along -n0 ; let the polarization of the incident wave be along e'
(e' n = 0). Then, from (86)
(-n0' -9) - (I - nl e0 '~ T (-n0 ' - ef"
2Ai (In2 - n0I) e' - S ( n0, )
21i n 2 i ,
k ir6( - 0 k S(n, no0
with the aid of the reciprocity relation. If we dot this result with e and (86) with e"
then subtract, we obtain
e - A(-n0, -n) = e' A (9 4 )  ;
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that is, if the source and observer are interchanged, the scattering amplitude along the incident
plane of polarization is the same in both cases. In the special case n = n0  (forward scat-
tering), this implies that for fixed plane of polarization
A(- 0, -no)= A(no0, no)
In words, regardless of the shape of the scatterer, when the observer is on the axis of transmis-
sion, the scattered wave he sees is unchanged if he interchanges position with the source.
A second relation is the previously mentioned cross-section theorem. To get this use equation
(80):
.. .. € (Ino -n61)
S don S(n, no ) * S*(n, n6 )  E 0 - 2 .
or
Sdn[S(n, no0 ) e [S*(n, n6 ) e = e* e' 6( 0 n6
By means of (86) express the S in terms of the corresponding A's, giving
d n ike(n' n0 + 6(In0 - n) e *;n L 2,
ikA
, 
(n, n6)
~e + 6(In6 - nl) e'
= e * e' 6(n0 - n61) (87)
or
k
2
41 2 Ae (n' no ) * AeI(n, n6) don[ *]
ik ' * Ae o n') - e Ae I(n0, n6)
295
where A is the scattering amplitude arising from an incident wave whose plane of polarization
is given by e. This in itself is a rather unusual and occasionally useful relation. The
special case in which n60 0 e = e' gives the famous cross-section theorem at once
tot = Im e A( 0,n) . (88)
To relate this back to the discussion at the end of Section I in terms of interference be-
tween the incident and scattered waves, note that in this treatment the incident wave is repre-
sented by the 6 functions. Thus, the term on the left of (87), representing the total out-
going energy, contains the scattered energy, the outgoing energy in the incident wave, and the
interference or product terms. The right side represents the incoming energy -- arising only from
the incident wave, of course. The purely incident wave terms cancel, as they must; and hence, we
are left with the scattering term plus the interference term. As asserted earlier, these give rise
to the cross-section theorem.
We note in passing that for scattering from a sphere, the forward scattering amplitude A
is in the direction of e. Hence, Otot = times the imaginary part of the scalar amplitude
of A for forward scattering. For example, for the W.K.B. interior wave number approximation,
if formulas (58) and (66) are substituted into (88), together with the normalization factor
2
, then
(e) + 1
t =2ra2  1 _ sin 2 (n- 1)a + 1- cos 2 (n- 1) a
tot L(n - 1)a 2(n - 1)2 2
This has reasonable features such as the approximately correct period, (n - 1) o = T , and
in the geometrical optical limit, (n - 1) a - , atot = 2 a2
Finally, we observe that A (n, no) as given in (86) can be written in the form
e( no) = [I - ni) S - n
using (79). Hence, we are led to the idea of a tensor scattering amplitude C (n, no) given by
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n4(n* o) = 2'1 I 6(Ino - -oI) s(n, no) (89)
Note that n 6 = 4. no = 0, and that evidently
A = 4 -e.
Now suppose e1  and 2 are two mutually perpendicular polarization directions, and A1
and A2 are the corresponding amplitudes. We then assert that
= + A2!2 (90)
since this satisfies all of the requirements, namely
-,*e =Al 14 *e! =A ; n* = *-no = 0.
Of course, for a general incident plane of polarization given by e
c4 e = Ae = A(l ) +  2 '
which is certainly correct since it is just the superposition principle. Accordingly, the final
explicit expression for S, obtained by substituting (90) into (89), is
S(n, no) = 6(Ino - n1) - k (,2!2, +1 22 (91)
D. Multiple Scattering
We conclude with a few (unfortunately rather superficial) remarks about multiple scattering
using the scattering matrix as a mechanism for the discussion. Consider an arbitrary array of
scatterers 1, 2, 3, ... i ... j ... N, but for the simplicity take them to be far enough apart
that the scattered field originating at any one of them is a pure radiation field when it reaches
any other. With respect to a convenient origin, let r = nr be the position vector to the point
of observation, Ri be the position vector of the ith scatterer, and ri= gr. = il-Ri
be the position of the observer with respect to the i
th  scatterer.
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Consider a plane wave
E. eikrn *n0
Einc = e e i k r n  no, e n = 0
incident along the direction n0 on the array of scatterers. The total field at any point ex-
terior to the scatterers is rigorously expressible as
N
E(nr) = Einc Ei (nir i )
Z=l (92)
where Ei  is the outgoing (scattered) field from the ith scatterer. For large enough
r i  r I - Ri  ,
E (nr) f (n i) k 
IIr - Ri I
Further, for r , I r - Ri  r - Ri  n, and ni  n , so that
r
Ei niri) -- fi(n) e-k " ie r k
-1 ~11 -1- r
The total scattered field at infinity is thus expressible as
eikr N
e ikr N-ikn 
- Ri
Esctd (nr) - r fi(n) eik i
i=l
The total scattering amplitude is seen to be the sum of the individual scattering amplitudes modi-
fied by a phase factor appropriate to the choice of origin. The individual scattering amplitudes
are not to be confused with the plane wave, single scattering amplitudes treated earlier. The in-
dividual scattering amplitudes discussed in this section involve the total interaction of the scat-
terers with each other and with the incident field.
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To determine the f's we now decompose the total field in the neighborhood of the jth
scatterer into its incoming and outgoing parts with respect to that scatterer, since the fields
are related by the (assumed known) scattering matrix. Consider first the incident field. We have
Einc(nr) = eeikn0 = eeino * Rjeikn0  (r- R )
= eeikn0 Rjeikrjn0  nj ;
or, using the plane wave expression (85),
Einc= eeik0 j 2ri 0 + nj ) e1
i kr.
-o(I 600 - n I) 
rj (93)
Next, consider the scattered wave Ei(niri), i j . Because of our assumption that the
scatterers are far apart,
ikir - R.I eiklr. + Rij
Ei(niri) fi(ni) i e r - R = f.(n ) e + R
ir - Ri Ij + R i j
where
rj = r- jR. = njrj, Rij = R- Ri = nijRij.
Assuming now that Rij > > rj, that is, that we are in the neighborhood of the jth scatterer
(but still in its radiation field), we have
jrj + Rij = Rij + nij nr j
299
Therefore, for i j,
(Ei  i) eikrjnij *j
SR ij
so that from the familiar expansion for a plane wave we have,
ikR.
i j, Ei in) eRij Ti 6(1 nj + nij)
~ i ij k~
-ikr. ikr.
e -ikr - 6( 1 n - ij) 
e i k r
r. j - rjr r
Substitution of this result, along with (93), into the expression (92) for the total field
then yields for the field in the neighborhood of the jth scatterer,
E 2 I - eiko 0 * Rje 6( 2o + n I
N ikR -ikr.
N e ikRi j  fi(ni) 6( nij + nj I) e -r
i=l 3
i j
Sfj(nj)- 2'iT [eikn Rje 6(1 0 nj I)
N eR -1- ikrj
SN eikRij fi(ni) 6(1 nij -j ) e rj
i=l
i j
This completes the decomposition into incoming and outgoing waves with respect to the jth scat-
terer. From the definition (74) of the scattering matrix S. for the jth scatterer, we
must then have
300
(n) Li eikno R (1(nj) 1 eJ 3 6 (  0 -j
i ij
N ikR ij
+ Rij ij )  6( ij - -j
i=13
i j
fj(n) = (nj, n0) e
N ikR .
+ J 4j(n, n ) f.(n.) . (94)
i=1
ij
This is a set of N simultaneous equations (one for each value of j) for the N unknown
scattering amplitudes f.i. The structure of these equations, physically, is quite clear: the
scattering amplitude of each scattering center is just the sum of the amplitude for scattering the
incident plane wave, and the amplitudes for scattering the waves originating at all the other scat-
terers (these waves being treated as plane waves of amplitude eikR.1 f.(n. )
because of the assumption that the scatterers are far apart).
The solution of the multiple scattering equations is another matter, of course. We only re-
mark on the obvious limit in which the scattering is small. In this case, the sum in (94) can
be regarded as a correction, and the zero order approximation to f is then the single scattering
result
f(0) (n, = • n, n )
.3 -3 3 3 0
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Substituting this zero order approximation into the summation, we obtain the first order result
N
1)(n. 4 (A(njn) e + X e1 kRiJ -j i=l Rij1
i/j
X Aj(nj , nij) f10) (nij)
N ikR .
= cj.(n., fl) e + 2 .- 1 (n.
i=l 13
kfj
•4, j(nij, no ) • e
This is just the sum of single and double scattering. Repeating the process, we then obtain the
iterative "solution"
N
f(P) /N e AR iifP ( n) =: (nj, no) - e + i i
i=1 i
ifj
x 4j(nj, )ij " (nij)
It need hardly be added that this is not very useful in practice.
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FIGURES
Figure 1 Spherical coordinates and unit vectors.
Figure 2 Schematic representation of the angular dependence of the
differential scattering cross-section.
Figure 3 Comparison of the total scattering cross-section of the
Kirchhoff-Born approximation to the exact (Mie curve).
The exact curve is computed from equation (42).
Figure 4 Symbols used for approximation 3.
Figure 5 Relationship of quantities appearing in Section II.B.4.
Figure 6 Relationship between old variables and new integration
Figure 7 Coordinates of the ith scatterer.
Figure 8 Relation of the ith and jth scatterers.
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INFLUENCE OF THE ATMOSPHERE ON SPECTRAL RADIANCE AND
CONTRASTS OF NATURAL FORMATIONS MEASURED FROM SPACE
K. Ya. Kondratyev, A. A. Buznikov, 0. B. Vasilyev, and 0. I. Smokty
Leningrad University
Leningrad, U.S.S.R.
Professor Z. Sekera's outstanding contribution to the theory of multiple scattering in the atmos-
phere created a basis for the consideration of various applications of this theory. One 
significant
application is connected with the incorporation of atmospheric effects in solving various 
problems of
remote sensing from space.
While studying the surfaces of such planets as the Earth or Mars by means of spectrophotometric in-
struments installed on board the space vehicle, it is necessary to take into account the transforming
influence of the whole atmospheric thickness. Therefore, the problem on the correct reduction of the
corresponding data of spectral measurements to the level of the underlying surface of the planet is
urgent (1,2). A similar problem occurs in the interpretation of aerial photography data or in the
recording of natural formations spectra from high-altitude aircrafts. In such cases, it is con-
venient to introduce the atmospheric transfer function of the surface-atmosphere system. The knowledge
of this function permits, from spectral radiance of natural formations and contrasts of spectral
radiance measured from a space vehicle or aircraft, the derivation of the corresponding characteristics
at the lower boundary of the atmosphere.
In the reduction of space spectrophotometric data to the level of the underlying surface, two types
of problems have to be solved.On the one hand, one must determine the transfer function and the pos-
sible limits of its variability depending on a) the optical characteristics of the atmosphere and the
surface; b) the direction of viewing; and c) the geometry of the illumination of the upper atmospheric
boundary by solar radiation. On the other hand, in the interest of the solution of inverse problems of
atmospheric space optics, it is important to determine such characteristics as radiance of the atmos-
pheric haze, Ih,X
, 
and the atmospheric transparency, T., over the geographical regions investigated.
The possibility of determining the atmospheric transfer functions of the surface-atmosphere system
based upon the experiment was first realized in papers (2-5), a theoretical solution of the corresponding
problems was made in (6-10). However, a complete study of the problem, i.e., a detailed comparison
between the experimental and theoretical values of the transfer functions has not been made. The ob-
jective of the present paper is to discuss the technique for determining the transfer functions and their
components from the results of a combined sub-satellite experiment and to compare in detail the cor-
responding theoretical and experimental data.
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1. FORMULATION OF THE PROBLEM
We shall regard the planetary atmosphere as restricted from below by the surface that reflects the
solar radiation incident on it. The processes of scattering and absorption of radiation in the atmos-
phere will be allowed for. Refraction and polarization of radiation scattered by the atmosphere and
reflected from the surface will be neglected.
Let the radiance of the surface objects Iob,X and of the background Ib,A be measured from
space in various spectral regions AX where X is the wavelength. We must estimate the influence
of the whole atmospheric thickness on radiance 1
0ob,X and 1 0bX where the superscript o refers
to the surface level. Let us definethe spectral transfer functions of the surface-atmosphere system
for radiance of the background Hb,X and the object Hob,X by the following relations (for simplicity,
the subscript X will be omitted):
Ib b b (1)
ob ob ob (2)
One can represent spectral radiance of the background Ib and of the object lob in the form:
Ib = I T + lh,b (3)
Iob ob h,ob (4)
where Ih,ob and Ih,b are spectral radiances of the atmospheric haze over the object and the back-
ground, T is the spectral transmission factor (atmospheric transparency) in the fixed direction whose
values are assumed equal over the object and the background.
Using (3) - (4), we shall represent relations (1) - (2) in the form:
b PbT ob PobT (5)
where
h b Iob
h hPb = l + IT ob =  + o (6)
b ob
The transfer functions H11b and H11ob permit not only the reduction of satellite radiation data to the
level of the surface but also the determination of the haze effect, which is important for the solution
of some inverse problems of atmospheric optics. Substituting (1) - (2) into (3) - (4) and allowing for
(5) - (6), we find:
h b(l1 - Pb ) b(1 - Hb * T) (7)
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hob ob o ~ T) (8)hb ob(l - PO b) Iob(l - lob * T) )
Relations similar to (1) - (8) may be written for the spectral radiance coefficients rob and rb
defined as the ratio of the radiation reflected from the object and the background to the radiation
incident on them.
According to the determination of the spectral contrast (K > 0) between radiance of the background
and that of the object, we have
lob Ib (9)
ob
if lob >- Ib If Ib > Iob, the modification of (9) is evident.
Substituting (3) and (4) into (9), we find
Ko K (10),
where K is the spectral contrast between radiance of the object and that of the background at
the level of the surface,
Ko = IOob- ob (11).
Io ob
I~ob
The following expression is valid for the function , (6)
SK= h-- +ob (1 -h ) (12),
where Kh is the spectral contrast of the haze radiance over the object and the background
ob b
Kh h oh (13).h= b
h
In the case of Kh = 0, from (12) it follows that = Pob'
We shall call the function S the spectral transfer function for the contrasts of radiance of
the object and the background when lob > Ib . A similar determination may be obtained for the case
Ib 1 lob.
It is to be emphasized that the reduction of satellite spectrophotometric data to the level of
the underlying surface cannot be strictly performed in the framework of a satellite 
experiment
(without using the data of aircraft and surface measurements). This may be explained by 
the fact
that for a correct determination of the transfer functions I and @ from a satellite experiment
it is necessary to solve a number of inverse problems of atmospheric optics: from the 
radiance of the
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medium measured from space it is necessary, in the first place, to retrieve the optical character-
istics of the medium at different levels of the atmosphere up to the surface of the planet and only
then can one perform the reduction of spectrophotometric data for a specific type of surface. As
is known, a strict formulation and the methods for the solution of inverse problems of atmospheric
space optics (in the presence of multiple scattering in the surface-atmosphere system) has not yet
been developed. Therefore, it is timely to develop different semi-empirical techniques which would
permit a sufficiently accurate consideration of the influence of atmospheric effects on spectral
radiance of natural formations during space survey. One such technique based upon the parameteri-
zation of the expressions for Ib and lob and the usage of the data on radiance of natural
formations measured from several points of the spacecraft orbit is proposed in ( 9) . The deter-
mination of transfer functions and of their components is much easier in the case of combined sub-
satellite experiments, where the transfer functions H and 1 may be found from a simple comparison
of radiance measured from the spacecraft and the aircraft.
The second possibility of determining transfer functions consists in the preliminary deter-
mination of their components, viz., of the haze radiance and the atmospheric transparency from
relations (3)-(4) considered as a system of linear algebraic equations. Thereupon, it is necessary
that the radiance of the object and the background at the level of the underlying surface should
be known from the aircraft (surface) measurements synchronized with satellite measurements in time
and space. In a general case, the system of algebraic equations (3)-(4) is indefinite since
b obb
I hb hb . Consequently, the solution of the given system is possible only if the values for I b
and job are coincident or close to each other. The technique of "smoothing" the values forhb
haze radiance over the background Ihb and the object Ih ob is given in ( 3,6,9 ).
2. THEORETICAL DETERMINATION OF TRANSFER FUNCTIONS.
A theoretical determination of the transfer function for spectral radiance H and the contrasts
involves the main problems of the transfer theory of nonpolarized solar radiation: the consider-
ation of multiple scattering at a strong elongation of the aerosol scattering function and the re-
flection from the nonuniform underlying surface. A detailed investigation of these problems is made
in ( 11-12 ).
The application of a theory of anisotropic light scattering to the determination of the trans-
fer functions I and is given in (6, 9, 13) .
Considering the formulation of the problem on the theoretical determination of the transfer
function for the surface-atmosphere system radiance is known, we shall present the main formulas and
relations which may be interesting for a subsequent analysis and comparison with the experimental
data.
2.1 The case of the uniform infinitely extensive underlying surface.
In this case we have: Ib = ob = I(n, E, , rTO); lb = hob = Ih(n, 0 ); I b =
H(n , , TO). The angular coordinates n, E, 0 and the optical thickness TO  are eter-
mined according to (6, 7). The expression for the transfer function has a form:
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11hn _ _, To) =;A(__n (14),
[1 - Ac(T0)] p(n, , ), , 1 + Ap(n, 0o) i(E, To)
where A is the albedo of the underlying surface, the functions v ( C, To), P( n ' ' TO)
and C ( TO ) are determined in (11) .
As shown in (9) , the tabulation of the functions p ( , 0 ) and v ( n, TO ) associ-
ated with the reflection and transmission coefficients for the plane layer at r = TO is very
important for the calculation of the transfer function. According to (12) for an arbitrary
scattering function, the functions p and v are simply expressed through im  and Tim , i.e.,
Ambartsumyan's functions
14 (n, T)
v(n'To) = Ti (n, T) v(n. TO) = 1 - ' (15).
The tabulation of these functions which depend only on the optical atmospheric model permits the
determination of the transfer functions of the surface-atmosphere system for any fixed albedo of
the reflecting bottom.
2.2 The case of the infinitely extensive underlying surface formed of two uniform semiplanes with
the albedo Ai (i = 1,2).
First, let us consider spectrophotometric radiance measurements of the nonuniform underlying
surface formed of two semiplanes with different albedo Ai ( i = 1,2 ) far from the boundary of
two types of the underlying surface. The subscripts i=l and i=2 indicate the position of the
uniform semiplane relative to the boundary (on its right or left). It is natural to suppose the
optical properties of the atmosphere to be unchangeable in the horizontal direction.
In this case the expressions for radiance of the atmospheric haze I . radiance of thehil
underlying surface I  and the transfer functions are 11i = Io i obtained by substituting
the albedo Ai  for the albedo of the underlying surface A. I I
For the transfer function of the contrasts of radiance P K-L where
Koi
Ill - 1210 110,1 - I0,21 (16)
i I 0 K 0 ,, 1i i
we have the expression
P 1 + S&n t
' t)  (17).
Io313
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The value of the subscript i = 1,2 varies in (16)-(17) depending on the relations I1 > 12
or 12 > I1
. 
The transfer function Ii and Pi are related in a simple way
i Pi (18).
In the case of spectrophotometric measurements near the boundary between two types of the under-
lying surface the radiance field is formed under the influence of the albedo of both semiplanes,
whereas, far from the boundary the radiance field depends either on Al or on A2  (see, e.g.,
(14, 15)).
Let us consider that in the vicinity of the boundary (on both sides) radiance of the atmospheric
haze is approximately equal and determined by the reflection from the underlying surface with the
mean albedo A 1 (A + A2)
Th = h,i = S[p(n, c, ,t 0 ) + T(1 'n) TI(,To ) ]  (19)
1 - Tc(T O)
Radiance of the underlying surfaces Io,i may be presented as a sum of the mean radiance determined
by the albedo A and the addition due to the deviation of the albedo from the mean value A
S = i ,O ) Sc + (Ai -) ( ) Sc = Ai" p' 0 )Sc (20)
l - C0) 1 - AC 1- AC
As shown in (9), the transfer functions f and P have the form:
Hi = Ai p(E. - 0 )
[1 - AC(0)] p(n, O) + PR ,T0 )[T T(nI TO) + Ai  T(n, 0 ) (21),
S= --- "-- (22).
I. * T1
3. EXPERIMENTAL DETERMINATION OF TRANSFER FUNCTIONS.
During the flights of the spacecraft "Soyuz-7", "Soyuz-9" and the first orbital station
"Salyut" the synchronous subsatellite geophysical experiments have been performed. The technique
of these experiments was based on spatial and temporal synchronization of the measurements of
spectral radiance of the individual parts of the earth's surface from the spacecraft and aircraft.
Let us consider, briefly, the methodical peculiarities of the processing of the results of spec-
trophotometric measurements necessary for the determination of the surface-atmosphere system trans-
fer functions from experiment. When the Earth is viewed from space (h ~ 250 km) in nadir the image
of the earth's surface of the total area of 8 x 0.45 km2  is projected onto the entrance slit of
the spectrograph RSS-2 (2). Spectral radiance of the individual parts of the earth's surface is
independently fixed on the film of the spectrograph. Thereupon, the spectra of two or more types
of the underlying surface can be obtained simultaneously if the spectrophotometric measurements
are conducted over their boundary.
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The processing of the negatives on the standard microphotometer permitted us to obtain,
from one frame, 18-19 reflection spectra of the individual parts of the underlying surface situated
in the immediate proximity to each other. Their minimum area (0.40 x 0.45 km 2 ) is determined
by the product of the limiting resolution of the spectrograph RSS-2 over the height of the slit
( ~ 2') by the slitwidth ( ~ 3'). Thus the spectrograph used allowed a simultaneous determination
of spectral radiance of two and more parts of the underlying surface with the different values of
albedo even from one frame. A series of frames gave the possibility of obtaining the radiance
values for the underlying surfaces situated at any distance from the boundary.
As has been mentioned, a direct comparison between the results of synchronous spectrophoto-
metric measurements of the same parts of the underlying surface from space and the low-altitude
aircraft permitted the determination of the surface-atmosphere system transfer function immedi-
ately from formulas (l)-(2). Yet, it is rather difficult to ensure synchronous satellite and air-
craft measurements of the same part of the underlying surface. A complete synchronization of
measurements was achieved only once during the "Soyuz-7" flight over the Caspian coast (cape Begdash,
October 13, 1969,13 hr, 27 min., Moscow time). However, a large number of spectra obtained permitted
the performance of "quasisynchronized" experiments. In this case the transfer function HI was
determined by comparing satellite data with the corresponding spectrophotometric characteristics of
similar parts of the underlying surface measured from the aircraft or at the earth's surface at
different times.
It is natural that the data corresponding to the meteorological conditions and sun elevations of
a satellite experiment have been selected. Fig. la presents the results of synchronous spectro-
photometric measurements of the same part of the desert on the cape Begdash from the spacecraft
"Soyuz-7" (the height of the orbit is 220 km) and the aircraft LI-2 (the height of the aircraft is
2.7 km). The curves of spectral radiance show the influence of the atmospheric haze. As has been
expected, the strongest effect of the atmospheric haze was observed in the shortwave region ( A =
450-570nm): curve 1 obtained from space is above curve 2 derived from the airborne measurements.
In the wavelength range of X = 570-610 nm the values of spectral radiance measured from space and
at the earth's surface become equal. At X = 620-680 nm the values of spectral radiance measured
from the satellite are somewhat smaller compared to the aircraft measurements, which may be ex-
plained by absorption of reflected radiation by the atmospheric thickness. The values of the spectral
transfer function calculated from these data are given in Fig. lb.
Spectrophotometric measurements of natural formations from the "Soyuz-9" spacecraft were made on
June 15 and 17, 1970 over the path - the North Caucasus-Caspian sea - UstUrt plateau. Since a com-
plete temporal synchronization of the "Soyuz-9" and aircraft measurements was not achieved, in order
to determine the transfer function Il the quasisynchronization technique was used. "Space"
spectra were compared with the spectra of the identified surfaces obtained from the aircraft and
at the earth's surface.
Fig. 2 presents the experimental values of the transfer functions R1 for sand and water sur-
faces and continuous cloudiness obtained from the direct comparison of the results of spectral
measurements. The measurements were taken at zenith distance of the sun 00 = 33-450. The dif-
ference between the transfer functions for a sand surface from the "Soyuz-7" (curve 1) and "Soyuz-9"
(curve 3) data is due to the fact that curve 1 takes into account the influence of the atmospheric
layer from 700 mb and higher, whereas, curve 3 corresponds to the transfer functions for the entire
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atmospheric thickness.
To find the components of the transfer function, use was made of the results of spectro-
photometric satellite and airborne measurements of the underlying surface radiance near the boundary
of two areas with different albedo Ai(i = 1, 2). In the subsequent solution of the equation system
(3)-(4) radiance of the haze was considered equal near the boundary of two types of the underlying
surface (Ihi = Th).
Of the "Soyuz-7" and aircraft spectra (UstUrt plateau, October 13, 1969) the spectra of two
types of natural formations similar by their outer features on the RSS-2 photo have been selected:
thick white cloudiness and the shaded dark areas of the desert (about 30 spectra). From these
spectra the absolute values of spectral radiance in the wavelength range of 430-690 nm have been
determined and then averaged for each type of the underlying surface. The values for I' ob' b
Iob and I"b obtained correspond to the values of spectral radiance of the shaded parts of the
desert and cloudiness measured from the spacecraft and aircraft (a height of the aircraft is 2700 m).
The results of the solution of the (3)-(4) system are given in Fig. 3 a. Fig. 3 b presents the
values of spectral transparency of the atmosphere and the mean coefficient of spectral radiance of
haze obtained in a similar way using the spectral radiance coefficients measured from "Soyuz-9" and
at the earth's surface near the boundary between the sand and the sea. From the results of space
and aircraft measurements of spectral radiance, spectral contrasts of radiance of some natural for-
mations have been calculated (1, 3). Fig. 4 presents spectral variation of transfer functions
for the contrasts of radiance of the underlying surfaces: "desert-water surface" and desert-
cloudiness". These transfer functions were constructed from the measurements taken on "Soyuz-9",
the low-altitude aircraft and at the earth's surface.
4. COMPARISON OF THE MEASURED AND THEORETICALLY
CALCULATED VALUES OF THE SPECTRAL TRANSFER FUNCTION.
For a detailed comparison between the measured and theoretically calculated values for the
transfer functions iX and 9 it is necessary, first of all, to classify the experimental data
according to the type of the nonuniformity of the underlying surface whose areas were projected on
the entrance slit of the spectrograph during the measurements from space. Fig. 5 presents a schema-
tic of the spectrograph RSS-2 frame and the calssification of the photos of the spectra of natural
formations according to the type of the nonuniformity of the underlying surface measured. Let us
compare theoretical and experimental data of the cases shown in Fig. 5.
Fig. 2 presents the experimental and theoretical curves of the transfer function IX for three
types of the uniform underlying surfaces: cloudiness, the desert and a water surface. The experi-
mental values have been obtained from the results of the combined satellite and aircraft (surface)
experiments. The corresponding theoretical values have been calculated by formula (14) according
to the technique given in (13).
For the case of a large albedo of the underlying surface (cloudiness, A = 0.78, curves 2
and 6) a rather good coincidence between the theoretical and experimental curves is observed.
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The experimental values of H for the desert surface according to the "Soyuz-7" data
(curve 1) are slightly above the theoretical values (curve 5, A = 0.24). Similar curves ob-
tained during the "Soyuz-9" flight coincide with the I. -values calculated for a sand surface
(curve 3). This behaviour of the experimental curves may be explained by the conditions under
which the combined aircraft and satellite experiments were performed. As has been mentioned above,
during the "Soyuz-7" flight the measurements of radiance of the underlying surfaces in the sub-
satellite region were conducted from the aircraft LI-2 at a height of 2700 m. Therefore the ex-
perimental n ~-values (curve 1) are somewhat overestimated as compared to the case when instead
of the aircraft data the surface measurements were used (curve 3). A good coincidence between the
experimental and theoretical curves for the overcast case may be explained by a large value for
the cloud albedo, i.e., by a large contribution of the radiation reflected from the underlying
surface and by the fact that during the combined experiment the cloud-top height (2200 m) was close
to the height of the aircraft. The calculated values (curve 6) for a water surface are situated
above the experimental values (curve 4). A comparison between the transfer functions in this case
is difficult because of a small albedo value of the water surface and the prevailing influence of
radiation scattered by the atmosphere.
Now, let us compare the experimental and theoretical values of transfer functions for the most
interesting case of the nonuniform underlying surface formed by two uniform semiplanes with different
albedos Al and A2  (Fig. 5 b). As has been mentioned in section 2, this case may be reduced to
the above example (Fig. 5 a) if the values of spectral radiance are determined far from the boundary
of two underlying surfaces (at a distance exceeding the scale height). However, a comparison be-
tween the reflection spectra of natural formations obtained over the boundary of two underlying
surfaces and the corresponding theoretical calculation is more difficult. This may be due to the
complexity of the combined experiment over the boundary and an approximate character of expressions
(19)-(22).
The transfer function near the boundary of two underlying surfaces, as in the case of the uni-
form underlying surface, may be determined from a direct comparison between the aircraft and satel-
lite measurements. Yet, here arises an additional difficulty which is very important. It lies in
the fact that in the spectrophotometric measurements of natural formations from the aircraft and
space, the linear dimensions of the areas projected on the entrance slit of the spectrograph differ
from each other by several orders. Due to the essential nonuniformity of the real underlying sur-
faces, a larger area of the underlying surface on the "space" frame causes a certain inadequacy with
the corresponding "aircraft" frame.
Fig. 6 presents a comparison between the theoretical and the experimental values of the trans-
fer functions fl near the boundary of two underlying surfaces: cloudiness-sand. The experimental
curves were obtained during the "Soyuz-9" and LI-2 flights, the theoretical X-Lvalues were cal-
culated by formula (21). In the case of the sand-sea boundary a good coincidence between the ex-
perimental (curve 1) and theoretical (curve 2) data is observed. This shows the validity of the
assumption stating that the values for haze radiance near the boundary of two underlying surfaces are
equal. The approximate formula (21) is based on this assumption. A comparison between the theoreti-
cal and experimental R.-values for other cases of the nonuniform underlying surfaces is difficult
since reliable experimental data is lacking.
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Comparing the calculated curves for the cases.of the uniform and nonuniform underlying surfaces
it is possible to draw an interesting conclusion on the degree of the influence of the boundary be-
tween two underlying surfaces on the value for the transfer functions. For example, for the sand
desert (A = 0.24) situated near the water surface (A = 0.06) the X-values increase as compared to
the case of the uniform sand surface (A = 0.24), whereas, for the sand surface situated near the
edge of cloudiness they remain nearly the same as in the case of the uniform sand surface. This
shows a different influence of the "backlighting" from the underlying surfaces with different albedo
on the transformation of radiance of natural formations by the atmospheric thickness.
Along with the above comparison of the theoretical and experimental values of the transfer
function 1 , it is of interest to investigate the influence of the nonuniformity of the underlying
surface (i.e. as the boundary of two underlying surfaces is approached). Fig. 7 presents a number
of sequential photometric profiles of spectral radiance of the water surface and the shore of the
lake in south-western Afganistan according to the "Soyuz-9" data. In the right-hand side of the
figure one can see the position of the slit of the spectrograph relative to the underlying surfaces
measured. The horizontal lines show the position of the photometric profiles relative to the boun-
dary of two underlying surfaces. From the data of Fig. 7 one can see the transformation of spectral
radiance of the nonuniform underlying surface in the transitional region-"the water surface-the shore":
as the shoreline is approached, spectral radiance of the water surface increases, whereas, radiance
of the land decreases tending to the mean value at the boundary (curve 10). The top (2) and the
bottom (18) curves are the spectra of the uniform underlying surfaces. The corresponding calculated
data are shown in the form of curves 19, 20, 21, 22.
To illustrate the influence of the boundary between two underlying surfaces on radiance of the
uniform underlying surfaces with the different albedo near and far from the boundary Fig. 8 a, b
gives the theoretically calculated values of spectral radiance of the haze, sand and cloudiness
when observed from space. The calculation of spectral radiance near and far from the boundary was
made using the formulas of paper (9). The intermediate cases were calculated by the following approx-
imate formulas
I = SC[ Ai (  TO) T(n, TO) + p(n, E, 0, TO)] (23),h,i 1 - AM
sAi ( , TO) M(n, TO )
Ii  = S[ 0 ) (, T) + p(T, (, q, TO)] (24).1 - AC
A comparison between the theoretical and experimental data for the case shown in Fig. 5 has not
been made because the object measured was an extensive bank of small cumulus clouds and the corres-
ponding theoretical expressions for the transfer functions were obtained only for the case of a single
small object on the earth's surface (9).
The influence of the atmosphere on the natural formation spectra obtained from space may be es-
timated accurately if radiance of the atmospheric haze is calculated by formulas (7)-(8) in which the
values for transfer functions are taken from a direct comparison between satellite and aircraft
(surface) experiments (Fig. 1, 2). But in this case according to (7)-(8), the independent deter-
mination of the atmospheric transparency over the areas of the underlying surface measured is needed.
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Since the direct measurement of the atmospheric transparency during the combined subsatellite 1969-
1971 experiments has not been made, the only possibility of the experimental estimation of the haze
radiance and of the atmospheric transparency is in the solution of the equation system (3)-(4).
Fig. 9 presents a comparison between the theoretical and experimental values of Ih,x and
T. over the boundary of two surfaces: sand-sea. The data of synchronous aircraft and satellite
measurements conducted during the "Soyuz-9" flight (2) were used as the experimental values. Theore-
tical values were calculated by formula (19) under the assumption of the equality of haze radiance
near the boundary of two uniform underlying surfaces. A comparison between the experimental and
calculated data shows a good coincidence in the wavelength range considered.
The efficiency of using the equation system (3)-(4) for the determination of the components of
the transfer function may be further checked by comparing the solution of this system with the re-
sults of the experimental determination of the atmospheric transparency TX and haze radiance
Ih,x by the formulas (7)-(8).
Now let us compare the experimental and theoretical curves of the transfer functions for the
contrasts of spectral radiance of two uniform semiplanes with different albedo.
Besides the experimental curves, Fig. 4 shows the theoretical values i calculated by for-
mulas (21)-(22) under the assumption of Kh = 0. According to the experimental and theoretical data,
at the small albedo values for contrasting surfaces (e.g. sand-sea) a considerable worsening of the
transfer of contrasts to the top of the atmosphere is observed as compared to the case of large al-
bedo (cloudiness-sand). However, with increasing wavelength this difference is considerably smoothed
due to the decrease in the capability of the atmosphere to scatter.
For the cloudiness-sand system the theoretical experimental 5-values coincide throughout
the entire spectral range considered, which may be explained by rather large values of the albedo
of sand and cloudiness. A large discrepancy is observed for the sand-water system in the interval
of X = 450-550 nm where the attenuation influence of the atmospheric haze smoothing the contrasts
with small albedo is the strongest. With increasing wavelength (550 nm) the consistency be-
tween the experimental and theoretical curves improves considerably.
5. CONCLUSION
Spectrophotometric measurements of natural formations first performed from the spacecraft
"Soyuz-7" and "Soyuz-9" and a subsequent analysis of the data from combined aircraft-satellite experi-
ments permitted the construction of the technique for the reduction of "space" spectra to the earth's
surface with the help of the transfer functions HL and . The results obtained gave the pos-
sibility to estimate the variations in the transfer functions in the visible spectral region de-
pending on the albedo of the underlying surface both for the uniform surfaces and near the boundary
between two uniform underlying surfaces.
Experimental values of the transfer functions and of their components correspond to a certain
optical state of the atmosphere and the underlying surface. However, they give a good notion on the
degree of the atmospheric effect on spectral radiance of natural formations and their contrasts
during spectrophotometric measurements from space.
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A comparison with the theoretical data obtained for the mean optical models of the atmosphere
and with the Lambert underlying surface shows a good qualitative and, in some cases, quantitative
agreement between theory and experiment.
A general task of theory and experiment is the development of the generalized mean transfer
functions which would permit a reliable reduction of satellite spectral data to the level of the
underlying surface.
For the practical solution of this perspective problem it is necessary to take into account an
important influence of the following main factors:
1. Inaccuracy of the photographic method of recording spectral radiance of natural
formations.
2. The inadequacy of experimental data depending on the degree of the nonsynchron-
ization of the aircraft and satellite measurements as well as various scales
of smoothing.
3. Inadequacy between the optical models of the atmosphere and the underlying
surface (scattering function, the probability of the quantum survival, the
optical thickness, the reflection coefficient or the albedo) used in theo-
retical calculations of ITX , ! X and the real optical state of the at-
mosphere and underlying surface in the subsatellite region during the com-
bined subsatellite experiment.
4. The error of theoretical modeling of the field of the multiple scattered ra-
diation in the presence of the atmosphere of aerosol particles and aniso-
tropic reflection from the nonuniform underlying surface.
Each of the problems mentioned is interesting in itself and requires special investigation.
Though these problems have not been considered in detail in the present paper, the experimental
technique and the processing of the results of measurements (17) called for the reduction of the
influence of the first two factors to minimum. As to the analysis of the errors of theoretical
interpretation of the experimental data, it can be performed for the real models of the atmosphere
and the underlying surface, most efficiently, using the Monte Carlo method or the numerical solution
of the initial transfer equation.
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FIGURE CAPTIONS
Fig. 1. a) Spectral radiance of the underlying surface (cape Begdash, the Caspian coast):
1. From the spacecraft "Soyuz-7" (220 km).
2. From the aircraft (2.7 km).
b) The transfer function of the surface-atmosphere system (cape Begdash).
Fig. 2. A comparison between the experimental and theoretical spectral transfer functions for
the case of the uniform underlying surfaces (solar zenith distance 0 = 33 - 450).
I. "Soyuz-7", the aircraft (2.7 km):
1. The sand desert.
2. Continuous cloudiness.
II. "Soyuz-9", surface measurements:
3. The sand desert.
4. A water surface.
III. The calculated data (Elterman's model (16), the atmospheric scattering function
x(j) is taken from (11), e0 = 400).
5. Sand, A = 0.24.
6. Cloudiness, A = 0.78.
7. The sea, A = 0. 06.
Fig. 3. a) Dependence of the haze radiance and of the atmospheric transparency on the wavelength:
1 - TX 2 - Ih,x'
b) Dependence of the atmospheric transparency and of the mean value of the spectral radiance
coefficients for the atmospheric haze near the sand-sea boundary: 1 - TX , 2 - Ih,x
.
Fig. 4. Transfer functions for the contrasts of radiance of the underlying surfaces.
1. The desert-water surface, according to the "5oyuz-'9" data.
2. Cloudiness-desert, according to the "Soyuz-7" data.
3. Cloudiness-desert, according to the "Soyuz-9" data
4. Sand-sea, calculated data, Al = 0.24; A2 = 0.06; 00 = 400.
5. Sand-cloudiness, calculated data, Al = 0.78, A2 = 0.24, 0 = 400.
Fig. 5. Schematic of the frame of the RSS-2 spectrograph, and the classification of the photos of
spectra of natural formations according to the degree of the nonuniformity of the under-
lying surfaces projected on the slit of the spectrograph during the measurement from space:
1. photo,
2. The position of the spectrographic slit,
3. The clock,
4. The spectrum:
a) the uniform underlying surface with the albedo Al
b) two uniform surfaces with the albedo Al and A2 near the boundary;
c) the areas of uniform surfaces with the albedo Al against the background of the ex-
tensive uniform surface with the albedo A2.
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Fig. 6 A comparison between the experimental and theoretical values of the atmospheric trans-
fer functions near the boundary of two underlying surfaces. Sand near the water surface:
1. The experiment: "Soyuz-9", the aircraft (2.7 km).
2. The calculated data: A1 = 0.24, A2 = 0.06. Sand near the edge of continuous
cloudiness:
3. The calculated data: A1 = 0.24, A2 = 0.78. The uniform sand surface:
4. The calculated data, A = 0.24.
Sea near the sand surface:
5. The calculated data, Al = 0.06, A2 = 0.24.
The uniform water surface:
6. The calculated data, A = 0.06.
The data were calculated according to Elterman's model (16). x(j) according to
(11). Go = 300.
Fig. 7. Spectral radiance of the underlying surface near the boundary of two underlying surfaces
("Soyuz-9", the shore of the lake in south-western Afganistan, Go = 33.80):
a) the position of the split projection and of the photometric profiles on the
underlying surface measured;
b) spectral radiance: 2 is the sand surfaces; 18 is a water surface; 20 is a
water surface, the calculation was made at 0 = 300; 21 is the sand near theo
water surface, the calculation was made at = 300; 22 is the sand far from
the water surface, the calculation was made at 0 = 300.
Fig. 8. a) Spectral radiance (relative to the solar radiation flux) of cloudiness and of the sand
surface near the boundary (calculation was made at 0 = 400, x(j) according to (11)
Elterman's model (16):
1. Cloudiness far from the boundary.
2. Cloudiness not far from the boundary (the intermediate case).
3. Cloudiness near the boundary.
4. Sand near the boundary.
5. Sand not far from the boundary (the intermediate case).
6. Sand far from the boundary.
b) Spectral radiance of the atmopsheric haze over the boundary and far from it (the
calculation was made at 0 = 400, x(j) according to (11), Elterman's model (16):
1. over the boundary, sand-cloudiness;
2. over the sand not far from the boundary (the intermediate case);
3. over cloudiness not far from the boundary (the intermediate case);
4. over the sand far from the boundary;
5. over cloudiness far from the boundary.
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Fig. 9. Comparison between the experimental and theoretical values for the haze radiance
Ih,X and the atmospheric transparency T .
1. Ih,A over the sand-sea boundary according to the "Soyuz-9" data,
2. Ih,A over the sand-sea boundary, a theoretical calculation,
3. TX according to the "Soyuz-9" data.
4. T calculated theoretically (Oo = 400, x(j) according to (11), Elterman's
model (16).
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The theoretical aspects of the transfer of radiation through an atmosphere have been discussed
by Professors Chandrasekhar and Yamamoto. The thrust of my talk will be to describe an experiment
that uses the results of these sophisticated studies to obtain information on particles in the at-
mosphere. To be specific, I shall describe an experiment with a ground based polarimeter (constructed
and donated for our research use by TRW Systems, Redondo Beach), and explain the theory that is
necessary to infer the optical properties of particles in the atmosphere, from measurements of the
radiation field. It is my hope that the successful conclusion of this experiment will encourage
the widespread use of the polarimeter as a remote probe of atmospheric particulates.
Professor Sekera's pioneering theoretical and experimental work contributed significantly to
the development and use of the polarimeter as an experimental tool. The last project in which he
participated was the NASA - AAFE experiment in which a polarimeter was flown in an aircraft to
infer the particulate sizes. Unfortunately his illness prevented a serious study of the theory
and thus the few measurements that were made could not be interpreted satisfactorily. My interest
in this field was aroused by the short association I had with him, during which we tried to obtain
analytical approximations to the phase matrix. After his untimely death, serious doubts were cast
on the feasibility of this approach. Fortunately, TRW Systems Group, Redondo Beach, offered to
construct and donate a polarimeter for my use, if it would help establish the viability of the
method. This is, therefore, the result of a frantic and furious effort, since March 1973, to
settle this question.
What concerns us is the so-called inverse problem in atmospheric optics. Here, the incident
and the emergent beams are prescribed and it is necessary to deduce the properties of the scat-
terers. The complicated nature of the equations and the inherent lack of uniqueness suggests to
me that it is impossible to obtain a solution to this inverse problem. However a 'back-door',
yet useful, resolution is possible and this will be the content of my talk.
I will attempt to calculate the emergent radiation for all possible particulate distributions,
and catalogue these results. Then any measurement will be matched against these tables so as to
infer the relevant optical characteristics. Sekera's 2 compilation of Chandrasekhar's results have
served as a similar catalogue for molecular atmospheres, and it is possible, from these tables to
infer the reflectivity and optical thickness, if the incident and emergent radiation fields are
specified.3  In order to incorporate the effects of particulates it is necessary to parameterize
them and devise a method of searching for a fit.
The mathematical details of my talk are available in a paper4 that has been submitted for
publication in the Quarterly Journal of the Royal Meteorological Society and here I will emphasize
the physics of the problem, explaining the assumptions and the underlying philosophy.
The auxiliary equation for the source function J in a turbid atmosphere in the absence of
ground reflection when unpolarized radiation iF (0, - 00) is incident in the top of the atmos-
phere is given by
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-T
0
J(T, Q) = e 1 S i(T) Pi(., Q, -0) } F(O, -0)
+ ' Bottom e ' J(t, + W') dt
27 0 It-
4+ r do' d- i T ' e  J(t, -W') dtS-1 0 (1)
with the definition
R(T) PR(T, ') + A() PA(T, ' )
-1i( )  Pi~ t 'iR(T) + BA(T) (2)
where R (T), aA(T) are the volume scattering coefficients; while PR(T, i, Q),
PA(T1, Q') are the phase matrices for the Rayleigh and the aerosol parts, respectively.
The diffuse component of the intensity is then given as
TBottom --
IDIFF T, Q') J(t, + ') e dt
t (3)
T - i t -T
1- J(t, -Q') e dt
IDIFF (T, -2') - t e dt0 (4)
The solution, therefore, requires a knowledge of PA(T, Q, ') and BA(T, R, Q') the aerosol
phase function and the volume scattering coefficient. The reflection at the ground is assumed to
be Lambertian and this adds another term J (T, Q) to the above source function, where
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J*(, )= dil 0  dl !(1i : j 1 1 ) g e Pi
+1 27
+ -I d ' do' P(PO : P'O') I*(T, y' ').
-4 l 0 ~ (5)
Here the radiation reflected by the ground is assumed to be unpolarized and isotropic, represented
by the matrix
1/2
1/20ig 9(2)0
(6)
I (r, p', @') is related to J (T, ) in the same way as I(T, ', 4') was to J(T,Q ),
as in equations (3) and (4). The reflectivity of the ground, A, will determine the magnitude
of I and the relevant expressions have been obtained by Dave (1964). In our discussion we
will borrow Dave's general treatment and focus our attention on the contribution that aerosols
make to the transfer problem.
The source function has the phase matrix PA and the volume scattering coefficient BA which
depend on the interaction of the EM radiation with the particles in the atmosphere. The model that
we assume will enable us to calculate these quantities.
It has been the convention to describe aerosol particles by spheres of varying radii and a
uniform refractive index. Deirmnendjian attributes to Sekera the suggestion that the size of
particles be represented by a continuous function n (r), the size distribution function, for
reasons of mathematical elegance and convenience. It has become the practice to take such distri-
butions literally, as an actual representation of the state of affairs. This is unwarranted and
I shall, later on, give a consistent and defensible interpretation of the use of such size dis-
tribution functions.
With this assumption it is possible to integrate over all radii (with the size distribution
as a weight function) the Mie result for scattering for a single sphere, to obtain the polydisperse
phase matrix element PA5 . The parameters of the polydispersions are allowed to take all pos-
sible physically realizable values and the corresponding phase matrices calculated. This will then
be used to determine and compile our catalogue of the radiation field.
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Professor Sekera tried, many years ago, to write the phase function as a Legendre series to
solve the equation of transfer. Dr. R. S. Fraser, then a student at UCLA, found 6 that a realistic
phase function requires 50 to 60 terms in the Legendre expansion and each of the coefficients
depends on wavelength, refractive index etc. This was indeed impractical and, therefore, abandoned.
Professor Sekera speculated that an inordinately large number of terms was necessary because the
aerosol phase function had a pronounced forward peak and if this could, in some sense, be subtracted,
then the remainder could perhaps be fit by a few Legendre polynomials. This is what he called
the 'separation of the forward peak' in his paper. In the discipline that I came from, (Elementary
Particle Physics), it was conventional, in many problems, to consider only forward scattering and
ignore the rest. Thus we sought to obtain analytical approximations to the forward scattering so
as to simplify the radiative transfer equation.
7 89In the literature Saxon, Van de Hulst and Shifrin 9 , have described a variety of such approx-
imations. Then the only problem that remained was to generalize these results to polydispersions
and obtain an analytical approximation. The size distribution popularized by my fellow Armenian,
Diran Deirmendjian, lent itself well since it was well behaved at small and large values of r.
(Junge's10 distribution rV 1+ 1 would have required a cutoff in the integral).
Diran uses the size distribution n(r) = ara e-br  and classifies naturally occurring
aerosol particles into 3 groups
haze H = 2 y = 1
" La =2 y=
" M = l y = 1/2.
We used the haze H model and the Born approximation for scattering due to a single sphere (here
it is assumed that particles are smaller than or of the same size as the wavelength of light). The
normalized phase matrix element became a simple expression11
P () 3Z3 + 16Z 2 + 35Z + 70PI (O) 5P1 (O = 0) 70(1 + Z)
with Z -16k 2  sin 2  E
b2  2
where k = 2~r is the wavenumber and 0 the scattering angle.
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This was then compared against Deirmendjian's exact result and the agreement (even when the
value of the normalized phase function was 20%) was quite reasonable (See Fig. 1). Unfortunately
the case of haze L and M did not yield a simple expression and it seemed that we would have to
resort to numerical methods. Of course, if we had to use numerical methods then there was no
need to concern ourselves with approximations. The source of the problem was due to y taking
1 o aeL Mt -B/ 7 -brthe value of- for haze L and M giving rise to e B  instead of e  as in haze H. If
f(r)e-BV dr was approximately equal to f(r)e-brdr then our analytic function would
apply for haze L and M as well.
Please observe that, our expression for P1(O) is only a function of one variable k sin 0/2.
So if we plot P1 (O) against k sin 0/2 we must obtain a recognizable curve,if it is only a
function of one variable, and a scatter of points,if it is a function of two variables k and
e. When Deirmendjian's haze M tables 1 - 18 for 0.45p < X < 16.61 were used to plot (See
Fig. 2) Tl(0) against k sin 0/2 the curve that was obtained helped us to conclude that it may
be possible to obtain the haze L and M results of the Mie theory from our haze H formula by
allowing b to vary. The figures 3,4 compare Deirmendjian's haze M (y = a = 1 b = 8 x 105 )
against our haze H (y =1 a = 2 b = 7.4 x 108) and haze L (Y = a = 2 b2 = 2.3 x 106)
against the haze H (y = 1 a = 2 b = 40 x 108).
The agreement that we have obtained led us to suspect that there is a redundancy in the des-
cription of aerosol distributions if haze H, L and M are used. To clinch the argument we must obtain
this equivalence even when the Mie theory is used. In fig. (5), we have compared the exact Mie re-
sults for the phase matrix elements for haze L and M against an equivalent haze H distribution. The
same values of the haze H parameters reproduce the corresponding haze L and M distribution even when
the wave length has become 0.71 (fig. 6). Thus over the visible range we have explicitly displayed
the redundancy in the description.
Events conspired to accelerate my sedentary pace to solve the full radiative transfer problem
and infer the size of particulates from polarimeter measurements. I am referring to the donation
of a polarimeter by the TRW Systems Group and a contract from Don Lawrence's NASA - Langley to
complete the investigation before this conference.
Our analytic study helped us weed out the redundancy in the description of the aerosol particles
and arrive at a basic or irreducible set of parameters - the optical thickness, refractive index,
ground reflectivity, vertical profile and the parameter b from the size distribution which is pro-
portional to the reciprocal of the modal radius. It is obvious that some simplifying physical as-
sumptions are needed in order to make the problem tractable.
We shall assume that the ground is a Lambert reflector. While this is certainly not the case,
our method of interpretation is to calibrate the ground effect by our set of measurements and use
subsequent measurements to make relative statements with respect to the calibration. This will
minimize the error due to our assumption. We shall also assume that the refractive index is real
in the visible region and make use of the Elterman vertical profile.
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The program to solve the radiative transfer equation in a vertically inhomogeneous medium with
various aerosol size distributions has been developed by many scientists and the one that 1 use will
be that due to Dr. J. V. Dave,12 made available to us through the kind efforts of Dr. R. S. Fraser
and Dr. M. P. Mc Cormick of NASA. Dave uses the iterative solution to the auxiliary equation and
the program is large and quite expensive to run. The cost would have been prohibitive and the
analysis impossible had we not simplified the parameterization of the aerosol size distribution to
include only haze H at all times.
The polarimeter is mounted on an alt-azimuth tracker and the base has angular read out scales
in both azimuth and elevation, facilitating the precise determination of the Zenith angle of ob-
servation of the polarimeter. A set of measurements consists of fixing the Zenith angle of obser-
vation and varying the azimuth defined with respect to the solar vertical plane from 00 to 1800.
If 0O azimuth corresponds to the smallest scattering angle then it is expedient to normalize all
the measured intensity values with respect to this intensity at = 0 azimuth and avoid the
measurement of exact intensities. The experimentally normalized intensities (I) and degree of
polarization (P) can be plotted as a function of the azimuth 4
The theoretical analysis consists of studying the sensitivity of the (normalized) intensity
and polarization to the parameters r, n, b and A. It was observed that they were smoothly
varying functions of those parameters and hence it was possible to extrapolate and interpolate
the obtained results with a great degree of confidence. Thus typical variations are given in figs.
7-10. Our analysis enabled us to arrive at the following conclusion.
1) The width of the normalized I curve is determined by b.
2) Increase of T and A raises the tail of the I curve and lowers the degree of polarization.
3) The depolarization due to an increase of m was considerably more drastic.
Thus in order to fit a set of measurements we arrive at the following set of rules.
1) Change b to fit the width of the normalized intensity curve.
2) Fix a reasonable value of the ground albedo, (For X = 0.7 we chose A = 0.2) in order to
calibrate the ground effect. Here we are considering downward radiation and hence the
ground effect is not very serious.
3) Vary T and m so that I and P curves fit the data.
4) Repeat measurements,but use same value of A to obtain fits.
Using this recipe we have fit 3 sets of data taken on August 12, 1973 on the roof-top at UCLA.
The relevant parameters are given in figs 11 - 14. It is important to notice the temporal change
in size distribution (parameter b ) which implies a change in the "average" size of a particle.
This is presumably a meteorological feature peculiar to the LA basin where due to the changing wind
patterns the marine aerosols and continental aerosols are moving in different directions. A more
detailed study, including the correlation with meteorological conditions, is being undertaken by my
student R. Willson, for his Ph.D. dissertation.
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INTERPRETATION
For the set of haze H parameters we can arrive at the equivalent haze L and M parameters.
Those are given in figs. 15-17 and tables I and II. This suggests that the radiation field measure-
ments alone will not enable the determination of exact size distributions. What it does provide is
an equivalent optical description which can be used to calculate radiative effects, such as, cooling,
heating, etc. Further, relative statements seem to be valid no matter which description of haze H,
L, or M is used. For instance, our measurements indicate the increase of modal radius from data
set 1 to data set 2 and the decrease from data set 2 to data set 3, when b takes on the values of 18,
12.6, and 25. We observe that this trend holds for haze L and M descriptions as well. The other
parameters m, T and A are unaffected by this model dependency.
It may be argued that in situ techniques will provide exact measurements and are, therefore,
more useful. I think in situ sampling mutilates the object that is being studied and so measure-
ments of this nature must be viewed with caution. It would be most desirable to couple in situ
techniques with polarimeter measurements and then check if the in situ results, when introduced in
the radiative transfer equation reproduce the radiation field that is measured by the polarimeter.
I must emphasize that the radiative calculations of aerosol effects are expressed in terms of an
effective optical model (such as haze H) and, therefore, the determination of these effective op-
tical parameters, even if they have nothing to do with the actual shape or size of the particles,
is most essential. I hope that I have been able to convince you that it is possible, from remote
measurements of polarization and intensity, to continually monitor our turbid atmosphere and infer
the values of optical parameters essential for calculations in meteorology.
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FIGURES
Figure 1 Normalized forward scattering for Haze H as a Function of Z.
Points are obtained from Deirmendjian's Tables 27-32. The
curve is that of the analytic formula P1 (z) = 3z3 + 16z + 35z + 70
70(l+z)5
Figure 2 Normalized forward scattering as a function of 0.
Figure 3 Normalized forward scattering for Haze M as a function of Z.
Points are obtained from Deirmendjian's Tables 12-16, b2 = 8 x 105 ,
1 2 =8Y a = 1. The curve is that of Pl(z) with new b = 7.4 x 10
y = 1, a = 2.
Figure 4 Normalized forward scattering for Haze L as a function of Z.
Points are obtained from Deirmendjian's Tables 19-26, b2 = 2.3 x 106
1 2 8
Y , = 2. The curve is that of P1(z) with a new b = 40 x 10
y = 1, a = 2.
Figure 5 Equivalence of Haze H to Haze L and Haze M, (X = .45).
Figure 6 Equivalence of Haze H to Haze L and Haze M, (X = 0.7).
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FIGURES
Figure 7 Normalized scattered intensity and degree of polarization for
b = 10 and b = 25 as a function of azimuth angje relative to
the solar vertical plane.
Figure 8 Normalized scattered intensity and degree of polarization for
Mie optical thicknesses of Tm = .15 and .25 as a function of
azimuth angle relative to the solar plane.
Figure 9 Normalized scattered intensity (I) and degree of polarization
(P) for aerosol indices of refraction m = 1.34 and 1.54 as a
function of azimuth angle (D) relative to the solar vertical
plane.
Figure 10 Normalized scattered intensity (1) and degree of polarization
(P) for various Lambertian ground reflectances A = 0, .2 and .4
as a function of azimuth angle (D) relative to the solar vertical
plane.
Figure 11 The solid curves are the computed I and P for the aerosol model
whose parameters are: b = 25p-1 , refractive index = 1.54, Mie
optical thickness = 0.25 and ground reflectance = 0.2. The dots
are measured values of I and P made at UCLA on 12 August 1973
at 1425 hr. Pacific Daylight Time. The wavelength for this ob-
servation was 0.701p. The zenith angle of observation was 62.80
and the solar zenith angle 27.80
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Figure 12 The solid curves are the computed I and P for the aerosol model
whose parameters are : b = 12.857p-1, refractive index = 1.54;
aerosol optical thickness = 0.12 and ground reflectance = 0.2.
The dots are measured values of I and P made at UCLA on 12 August
1973 at 1438 hr. Pacific Daylight Time. The wavelength for this
observation was .701 p. The solar and observation zenith angles
were 28.30 and 41.30, respectively.
Figure 13 The solid curves are computed values of I and P for the aerosol
model whose parameters are: b = 18 j-1; refractive index = 1.44;
aerosol optical thickness = 0.25 and ground reflectance = 0.2. The
dots are measured values of I and P made at UCLA on 12 August 1973
at 1457 hr.,Pacific Daylight Time. The solar and observation zen-
ith angles were 33.3o and 62.30, respectively.
Figure 14 Normalized haze H size distribution functions obtained by fitting
the data (figs. 6, 7, and 8). The mode radii are rc = .080 p,,
111 p and .156 p for the distribution with b = 25, 18 and 12.857,
respectively.
Figure 15 Normalized size distribution functions for haze H and the equi-
valent hazes L and M corresponding to data set #1.
Figure 16 Normalized size distribution functions for haze H and the equi-
valent hazes L and M corresponding to data set #2.
Figure 17 Normalized size distribution functions for haze H and the equi-
valent hazes L and M corresponding to data set #3.
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TABLE I. OPTICAL PARAMETERS FROM BEST FIT OF DATA
Time Solar Observation Parameters Obtained fromData Set No. P.D.T.* Zenith Zenith best fit
Angle Angle b r total m albedo
(deg) (deg) 1
1 1425 27.80 62.80 25 .287 1.54 .2
2 1438 28.30 41.30 12.857 .156 1.54 .2
3 1457 33.3o0 62.30 18 .287 1.44 .2
* Pacific Daylight Time
t total TRayleigh +TM and TRayleigh = 0.037 for X = 0.7
TABLE II. EQUIVALENT OPTICAL PARAMETERS
Data Set No. Haze H Haze L Haze M
(a=2, y=1) (a=2, y=.5) (a=l, y=.5)
b bL bM
1 25 28 25
2 12.857 19 10
3 18 23 20
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LIDAR OBSERVATIONS OF ATMOSPHERIC PARTICULATE CONTENT
R. T. H. Collis, P. B. Russell, E. E. Uthe and W. Viezee
Atmospheric Sciences Laboratory
Stanford Research Institute
Menlo Park, California 94025
1. INTRODUCTION
The lidar, or laser radar technique of atmospheric probing has just celebrated its 10th Anniversary.
In the decade since the first observations of elastic backscatter from atmospheric particulates of the
"clear air" were made, this basic capability has been applied to a wide range of atmospheric observa-
tions and, in addition, a number of sophisticated concepts which exploit the wave and quantum nature of
light have received attention, (Collis, 1970). These include the measurement of gaseous species
concentration by Raman scattering or by differential absorption techniques; the measurement of turbu-
lence, velocity or temperature by Doppler techniques and the detection of atomic elements in the outer
atmosphere by resonance scattering. These applications, however, are for the most part still at an
exploratory stage. The basic elastic backscattering approach on the other hand has been extensively
used for the observation of cloud and haze, which provides direct information on atmospheric conditions
of obvious importance in general meteorology, and for mapping and tracking aerosol concentrations in
various research applications--such as those concerned with the transport and diffusion of pollutants.
One of the most exciting and valuable contributions of lidar, however, has been to extend our know-
ledge of the "transparency" of the clear air.
A description and discussion of lidar in this role is very pertinent in the context of this con-
ference, concerned as it is with both radiative energy transfer and remote sensing techniques.
Before proceeding to this, however, we briefly review the basic lidar concept and identify the
nature of lidar observations in this context.
2. LIDAR OBSERVATIONS
a) Basic Concepts
Lidar, as discussed here, is the application of the pulsed radar technique at visible or near IR
frequencies using high powered, very short pulse, lasers as the energy source. Such energy, back-
scattered by the molecular and particulate phases of the atmospheric aerosol provides a signal, the
intensity of which varies with time from the transmission of the pulse, in accordance with the following
single-scattering lidar equation:
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Pr(R) = Pt L (R) A R 2 exp -2 o(r)dr (1)
where
Pr is instantaneous received power;
Pt is transmitted power at time to;
L is effective pulse length (Z);
(L = c-/2 where c is the velocity of light and T is pulse duration; it is the
range interval from which signals are simultaneously received at time t).
a is the volume backscattering coefficient of the atmosphere (ster- - );
R is range (R = c(t-t0 )/2) where t0 is the time of transmission of pulse;
a is the volume extinction coefficient, ( -1); and
A is the effective receiver aperture.
The magnitudes of ( and a depend upon the wavelength of the incident energy, and the number, size,
shape and refractive properties of the illumination particles per unit volume, in a complicated manner
(with the exception of the case of Rayleigh scattering, which occurs when the scattering particles are
small compared to the laser wavelength). The physics of elastic light scattering by particles is
thoroughly described by a number of texts, including van de Hulst (1957), Deirmendjian (1969), and
Kerker (1969).
The relation of the optical parameters B and a to each other, and their relation to such physical
parameters as number or mass concentration, even to a meaningful degree of approximation, are problems
of considerable difficulty. Nevertheless useful solutions of the lidar equation have been accomplished.
(See Section 2c below).
Essentially the current capabilities of lidar lie in three areas:
1) providing analog representations of the variability of atmospheric particulate
concentration, which, especially in two dimensional cross-section form, reveal
the presence and geometry of significant structure--such as layering, with
indications of at least relative concentration;
2) providing quantitative data on the observed optical parameters (( and a) and
their temporal and spatial variation (as in vertical profiles) for the wave-
length used (limited in present technology to the visible and and near IR);
3) providing, to a limited degree, quantitative information on physical parameters
that can be derived from the optical data of 2), given certain additional data
or assumptions.
b) Evaluation of the Lidar Equation
A number of solution techniques have been proposed to evaluate the lidar equation (1) for quanti-
tative purposes (Barrett and Ben-Dov, 1967; Fernald et al., 1972). The general approach followed by
SRI is typical (Johnson and Uthe, 1971; Davis, 1969) and is described below.
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The returned signal in logarithmic form is range normalized and corrected for instrumentation
transfer anomalies and any pulse-to-pulse variations in lidar performance. The resulting S-values,
defined as
Pr(R) R2
S(R) 10 log Pr(R) R2  (2)
Pr(RO) RO
= 10 log (R) T2(R) (3)
B(RO) T2 (RO)
evaluate, in relative terms, the atmospheric dependent parameters of the lidar equation, viz:
a exp -2fadr or BT2 , where T is the path transmittance. (R0 is a reference range--normally that at
which is measured or can be assumed to be constant).
In differential form:
dS_4.41d
d 4.34 - - 8.70 (4)
dR dR
and from this, given i) an assumption or data on the relationship between a and , and ii) a
boundary value of an appropriate parameter, we can derive evaluations of the optical parameters, or,
given additional relationships, certain physical parameters. By a linearization transformation,
Equation 4 can be expressed in the general form from which various solutions may be derived, according
to the input parameters used as illustrated in Table I.
(R) = exp C1 S(R)*(R) (5)
-1(RO) - C2 exp(C 1 S(r))dy
R0
In the case of turbid atmospheres, certainly for example in fog or cloud, multiple scattering occurs
and the solutions proposed above are invalid. In such cases, more sophisticated formulations of the
lidar equation must be used (Liou and Schotland, 1971; Weinman, 1972; and Eloranta, 1972), although
useful evaluations of lidar observations in fog have been made by Viezee, et al. (1973b) using a semi-
empirical approach.
However, in less turbid atmospheres and certainly in what is commonly thought of as "clear" air, the
assumption of single scattering appears to be wholly acceptable for lidar data where we are concerned
with evaluations of backscattering within a narrow beam (of the order of 0.010). In fact, in such
conditions, useful quantitative data may often be derived on the assumption that attenuation is negli-
gible or given by certain model values. (See Section 3 below).
369
Table 1
Some Solution Possibilities for Given Input Parameters (See Eq. 5)
Solution for Basic relationship C1 C2
measured or assumed
1 21= kI  4.34 kI
dknO = k 1 2
d-ma 2 4.34 72
C (concentration) Relative size
distribution, nr , 1 2 7 r2 e n dr
invariant with 4.34 0
range.
(n = C nr; Qe = Mie efficiency factor; r = particle radius)
M (mass = 2 1 2 §
concentration) e M 4.34 e
and /M is See Johnson & Uthe,
invariant with 1971
range
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c) Polarization Measurements
Mention should also be made of the possibility of exploiting depolarization effects to acquire
further information from lidar backscattering observations, especially in studies of clouds. With only
one angle of view (w), it is only possible to make limited inferences from such observations. Most
usefully the presence of non-spherical particles (e.g. ice crystals) can be determined by comparing the
magnitude of lidar returns measured under various combinations of transmitter and receiver polarization.
Since spherical particles will return incident energy with no change in polarization, the observation
of significant depolarization will indicate the presence of non-spherical scatterers (Zuev, et al.,
1973; Schotland, et al., 1971). Note however that with high concentrations of spherical particles--as
in fog or cloud, multiple scattering will also contribute to depolarization effects (Liou and Schotland,
1971; Eloranta, 1972). Distinguishing between the depolarization effects of non-spherical particles
and those of multiple scattering by spheres is a subject of current investigation at several labora-
tories (Carswell, et al., 1973).
d) Discussion of the Validity of Lidar Observations
As noted above, the interpretation of lidar signals in physically significant terms is open to some
uncertainty due to the fundamental difficulties of deriving absolute information from such signals
alone. For example, an increase of signal intensity with range could be ascribed either to an increase
in the number of scatterers present, given that their size distribution, shape, and refractive pro-
perties is unchanged or to a change in one or other of these characteristics without an increase of
number concentration. While this concept is strictly correct, in practice it is wholly possible to
assess the lidar signal on the basis of certain assumptions regarding the nature of the aerosols
observed or of the possible changes therein, provided that the interpretation based upon such assump-
tions is not carried beyond reasonable bounds. Thus, for example, if the returned signal from a
certain atmospheric layer shows an enhancement by a factor of 10 over that from the atmosphere
immediately below it, it is reasonable to infer that the layer comprises an increased number concen-
tration of particles, if reasons exist for believing that the aerosol present in both layers is from
a common source. This inference becomes more certain if it can be shown that any change of refractive
properties and/or change of particle size distribution that can reasonably be expected, would result
in a change in backscatter coefficient by a factor less than 10. The accuracy with which the change
of particulate number concentration can be specified, however, will obviously depend upon the degree to
which the other variables (and their relationship) are known.
These concepts are basic to the faith of those familiar with the use of lidar, but warrant further
examination in the present context, where we are concerned with relatively small variations in the
returned signals from, or the characteristics of, the "clear" air.
A complete analysis of all possible combinations of the variables involved in relating the optical
and physical parameters of an aerosol is not possible in this review. In order to indicate the degree
of uncertainty inherent in lidar observations, or in inferences of their physical significance, that
might result from such variables, however, Table II (by no means exhaustive) summarizes the results of
a number of investigations in this area. Table II is necessarily in very abbreviated form. To
illustrate its use, consider the first entries relating to changes in particle size distribution
(Grams, 1966). In column i, we indicate the nature of the changes from an initial state where (as noted
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in column vii, in a Junge distribution with an upper particle radius, R2 = 3.3 j, and a wavelength
of 0.6943 P), v = 3.5 and R = .275 i. We first consider changes within a "reasonable" range, to
v = 4.0 and R1 = 0.3 p, or to v = 3.0 and RI = .1 1
and then changes to extreme values treated by Grams, - viz. to
v = 4.0 and R1 = .5 p, or to V = 2.0 and R1 = .03 P
The effects of such changes on the number concentration N required to maintain the same backscattering
coefficient as that resulting from the initial state, are shown in column ii where, for example,
"x 1.4" indicates that the changes shown in column i would require an increased number concentration
equal to 1.4 times that given by the initial state.
Conversely, to show the effect of such changes in terms of the sensivity of lidar backscattering
measurements, column v indicates what happens to a scattering ratio (i.e., Stotal molecula r , see
Section 3e) of 1.1, when different parameters are used to derive this ratio from the number concen-
tration giving a ratio of 1.1 under the assumption of the initial state parameters.
For the most part the effects noted represent extreme ranges, in practice the uncertainty might
be expected to be must less.
As Table II shows, considerable caution must be applied in drawing inferences regarding other
optical or physical parameters from lidar measurements of backscatter coefficient on the basis of
theoretical assumptions alone. Although not excessive, the dependence of relationships between the
various parameters on specific characteristics of an aerosol is significant, certainly where Mie theory
applies. However, there are strong grounds for believing that in practice, probably because of the
non-sphericity of the particles involved and/or the complexity of their refractive properties, Mie
theory is inappropriate for specifying the scattering characteristics of some natural aerosols in
simple terms.
The inapplicability of Mie theory in these cases is manifest in two important ways. Firstly,
predictions of the relationship between the optical and physical characteristics, derived by Mie theory,
can be inaccurate. Secondly, empirically derived relationships are evidently more consistent and less
dependent upon critical values of individual parameters than would be expected on the basis of Mie
computations. Some examples of these considerations are given in Table III. This leads to two
important conclusions: firstly, that lidar observations of natural aerosols are likely to be less
affected by minor changes in the detailed characteristics of an aerosol than is suggested by theo-
retical considerations; secondly, that independently derived information can be used most effectively,
to provide useful and consistent interpretations of lidar data.
3. THE USE OF LIDAR DERIVED INFORMATION
a) General
With due recognition of the foregoing reservations, lidar can provide better understanding of the
nature of the real atmosphere--the form particulate concentrations and layers take--and, more quanti-
tatively, the detailed variation of the optical properties, particularly with height.
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Part 1 - Size Distribution
Table II Various Aspects of the Interrelation of Physical
and Optical Parameters of Atmospheric Aerosols
(Theoretically Derived)
(M) (ii) (iii) (iv) 
(v) (vi) (vii)
Particulate characteristic For given backscattering For given 
Ref. NOTES
and change therein coefficient 5, change in: N, at or 0
a scattering N = n(r)dr
ratio R = 1.10
number mass extinction coefficient becoes 
R = 
concentration N concentration M 0, or total scattering total olecular,
coefficient 0s (see Sect. Ille)
SIZE DISTRIBUTION
V=3.5R =.275 Grams (1966) Based on Junge
(m = 3.5 R1 = 0.275 distribution: n(r)(m = 1.5) Cr- (v+ l)  R Sr R
1 2
to = 4.0 R = .3 i x 1.4 1.07 where n(r)dr = number of
to v = 3.0 R = .1 P x .6 1.17 particles with radii between
to i=30R 1px. reand r + dr
(reasonable range) ( = 06943 )(X . 0.6943 4)
to v = 4.0 R = .5 A x 2.0 1.05 
R2 = 3.3
v= 2.0 R1 = .03 P x .3 
1.30
(extreme range)
C.,SHaze Model L Viezee, Based on Deirmendjian's (1969)
Haze el eat al. haze models
to Haze Model H (1973a) (X = 0.6943 )
(with m = 1.33) x 3.7 1.03
S= 2.5 = 0.04 x R = 10 0 Harrison et al Based on Junge distributionR x .6 1.17 (1972) ( . 0.6943 1)
tov=4.0 1 =0.08R 2 =3
1 2
(extreme range)
(m = 1.5)
v = 2.0 x .6 1.17 Gambling and Based on Junge distribution
to v = 3.75 (m = 1.5) Bartuser (X 0.6943 )
(extreme range) (1972)
to v = 3 (m= 1.33) x .75 
1.13
(widest range for a = 1.33)
3, R 0.08 W, 3.0 Russoll et al Based on Jungo dietritutionv = 3, 1 : 08 , R2 = 1.5 (1973b)
to 9 = 4, R =0.04 p, z 2.01 1.05 (1973b)
R2 
= 
10.b P
(extreme range)
(m : 1.5)
Haze Mc.,el L1
Htoe MHae lodel H Russell et al Based on Detrmendjian's (190G9)
when m = 1.45 13 1.3507 (1973b) haze models
when m = 1.33 .99 1.1
Part 2 -Refractive Index
Table I Various Aspects of the Interrelation of Physical
and Optical Parameters of Atmospheric Aerosols
(Theoretically Dorived)
()(lI) i) () (I) (v) (vi) (VII)
Particulate characteristic For given backscattering For given Ref.t NOTES
and change thoroin coefficient 0, change in: N,M,O or a
a scatterin N = n(r)dr
ratio Rt 1.1number mass extinction coefficient becratio R 1
concentration N concentration M 0, or total scattering becomes: R = total/ molecular,
coefficient 0 (see Sect. 1lle)
5
REFRACTIVE INDEX
m = 1.5 - O1 Grams (1966) () . 0.6943 )
to a 1.33 - 01 x 3 1.03 see note in row 1 above
aim - 0
i Grams et al.
to nim = 0.01 x 2.9 1.03 (1972) ( = 0.694 1)
(reasonable range) nr = 1.55
a =0.01 rei 
empirical size
in 1.01distribution
to nm = 0.1 x 10 1.01 distribution
(extreme range)
S= 1.7 - 1.84 Viezee et al. (X = 0.6943 1)
to a = 1.33 - 01 (1973a)
for Haze Model L x 1.5 1.07
for Haze Model H x 3.7 1.03
n m = 0 Harrison et al. Effect on total scatter
(1972) coefficient a
to na 0.025 x 2.3 1.04 (h = 0.6943) a
S= 1.6 01 x 3 103 Based on Junge distributionm = - 1.03
to a = 1.33 - 01
m = 1.5 - O x 2.3 1.04 Gambling and - do -
Bartusek
1972
to a = 1.33 - O1
m = 1.33 - 0i x 3.5 1.03 Russell et al Based on Deirmendjian's
to m = 1.54 - 01 (1973b) (1969) haze models
for Haze Model H
Part 3 - Shape
Table II Various Aspects of the Interrelation of Physical
and Optical Parameters of Atmospheric Aerosols
(Theoretically Derived)
(i) (i) (iii) (iv) (v) (vi) (vii)
Particulate characterictic For given backscattering For given Refl. NOTE:S
and chUan. ther0in coefficient h, change in: N M, 0 or 0
a scattering N = n(r)dr
]nuumbr, mass extinction coefficient ratio R = 1.1 0
becomes:
concentLrution iN concentration M 0, or total scattering ecomes: = m lecular,total olecular,
coefficient , (see Sect. Ille)
SHAPE
Sphere
to "onion shaped artifact" x 1.5 1.07 Harrison et al - do -
(1972)
SpheretS platre Laboratory measurermet
to plate x 10 1.01 Difference of as large as
see note Holland and order of magnitude noted at
Gagne (1970) near backscatter angle, but
not at 180'
('. = .4860 , and A = .5460 k)
Authors caution against
generalization from their
limited results, but stress
importance of shape
TABLE III
Some Determinations of the Interrelation of Optical and
Physical Properties of Aerosols
Reference Results Notes
BACKSCATTER/EXTINCTION (A = 4I8/o)
McCormick, et al. (1968) A = 0.4- Theoretical derivation on basis of
0.6 several size distributions and
m = 1.5-Oi
Waggoner, et al. (1972) 0.15 Comparison of ruby (A = .6943p)
lidar and nephelometer measurements
in urban atmosphere with variable
relative humidity below 70%
Davis, (1969) (1971) 0.40 For cirrus cloud, derived from
ground (1969) and airborne (1971)
ruby lidar observations
Hamilton, (1969) 0.3- Both 0 and a derived from lidar
0.5 observations of boundary layer
urban aerosol (ruby lidar)
BACKSCATTER/NUMBER OR MASS CONCENTRATION
Johnson and Uthe, (1971) Assessment of mass concentra- Fly ash material of known re-
tion of fly ash in smoke stack fractive index and density (ruby
plume--good agreement with lidar)
estimates based upon quite in-
dependent data.
Uthe and Lapple, (1972) Series of comparisons of lidar Fly ash material of known re-(see Collis and Uthe, 1972) observations of and a (at fractive index and density, ruby
A = 0.6943p and A = 1.06p) and neodymium lidars
with known concentrations of
virtually mono-disperse aerosols (comparison also made with a for
in test chamber, gave good broad band light)
agreement with Mie theory pre-
dictions.
Uthe and Johnson, (1971) Lidar observed backscatter See Section IIId, below.(see Collis and Uthe, 1972) profiles consistently related to Observation made over sea below
profiles of particle concentra- s
tion independently obtained by 3 kms.
in-situ sampling.
Dynatrend, (1973) Comparison of lidar observed NCAR and NASA Langley, ruby lidars
backscatter profiles of strato-
spheric layers show close cor-
respondence, with height and re-
lative magnitude. to particle
count profiles derived byin-
situ balloon sampling.
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TABLE III (Continued)
Reference Results Notes
BACKSCATTER/NUMBER OR MASS CONCENTRATION
Russell, et al. (1973b) Comparison of ruby lidar obser- Using Mie theory computation based
vation of stratospheric layer on measured refractive index,
with mass concentration (filter shape and density, and assumed
sample) obtained by aircraft size distribution (Deirmendjian
shows very close agreement. Haze Model H)--
in-situ measurement:
9.8±1.8 x O-14gcm-3 ambient
Lidar derived measurement:
9.6±2.3 x 10- 14 gcm-3 ambient
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In some cases, of course, this sort of information has direct, specific value for its own sake--as.
for examplein providing knowledge of the range of variation of the stratospheric aerosol concentration.
It certainly can be of great assistance in the interpretation of other measurements--particularly from
passive sensors.
In a more general sense, such information can provide a basis for advancing our understanding of the
physical processes of the atmosphere. Both points bear on the topics of this meeting. In studying
and modelling radiative transfer processes, more realistic inputs on the effects of particulates are
badly needed. In any form of remote sensing, either of the earth's surface or of the atmosphere itself,
modern techniques have reached such a level of sophistication and precision that the effects of parti-
culates can no longer be neglected as being insignificant factors.
These concepts are now illustrated.
b) Aerosol Distribution in the Urban Atmosphere
The first example shows how lidar can contribute in radiative transfer studies. With NSF sponsorship,
we have been participating in the METROMEX project in St. Louis. There, in addition to making observa-
tions in support of research into the effect of urban pollution on precipitation, we are also studying
the modifying role of the boundary layer aerosol in energy transfer and atmospheric energetics.
Associated with this effort, with internal funding, we are also attempting to develop a capability for
modelling climatic change due to changes in the aerosol content of the atmosphere. In both these cases,
our aim is to use lidar observations in support of radiometric observations and to extend the scope of
measurements obtained by the passive techniques.
To amplify: current attempts to model climate changes induced by aerosols range between the simple
single layer approach and recent much more extensive numerical integrations of the equations of radi-
ative transfer in more realistic model atmospheres (e.g., Yamamoto and Tanaka, 1972, and elsewhere in
these proceedings; Braslau and Dave, 1973). The simple models in one way or another consider a simple
geometry in which a single layer is introduced at some level in an otherwise transparent atmosphere.
While this approach fulfills a useful role in conceptualizing, and to a certain extent in quantifying,
the possible climatic consequences of changes in atmospheric aerosol content is inadequate in a great
many realistic situations such as those revealed by the lidar observations shown in Figures 1 and 2.
The first feature that is apparent from these figures is that typically there is not just one
aerosol layer, but many, and their geometric and optical properties vary continuously as solar heating
proceeds. In addition, of course, clouds are frequently present which have a profound effect on
radiative transfer.
The more complex models which have been recently developed represent a major advance over the
simple models, but have two difficulties in practical application:
* They depend upon detailed and accurate input parameters for which measurementdata are generally not available.
* They require exceedingly large amounts of computer time.
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It is thus clear that practical studies of the climatic consequences of aerosol pollution in
realistic atmospheres would benefit from a model that lies somewhere in the middle ground between the
simple single-layer models and the complex numerical approaches. An example of such a "middle ground"
model is that of Atwater (1971), which describes the infrared and solar effects of polluted layers in
an urban environment. The present internal research program at SRI includes our attempt to develop a
similar multi-layer model based upon that of Shettle and Weinman (1970) which employs a more complete
treatment of solar radiative transfer and which draws upon available experimental data for appropriate
input parameters. The structure of this model produces a system of linear equations, which describe
the continuity conditions at layer interfaces. The project includes the development of novel matrix
techniques for the efficient solution of this system. Fundamental data for such models, which treat
the problem on a multi-layered basis, can be provided by lidar observations, which yield, in a unique
manner, height, geometrical thickness, and, given a solution of the lidar equation by one or any other
of the techniques noted earlier, an estimate of the optical thickness of each layer.
It should be noted in passing that, as illustrated in Figure 2, the changes in layer height and
shape with time reveal dynamic aspects, such as convective lifting, which can be directly related to
surface heating, in studying the role of energy transfer in the boundary layer.
c) Cirrus Cloud
In addition to monitoring aerosols in the boundary layer, lidar can also monitor particulate
concentrations at higher levels. For example, Figure 3 shows an observation of tenuous cirrus cloud
layers--made in daylight in what appeared to be a clear sky. The presence of such cirrus clouds--and
they are often present in depths of as much as 1 or 2 km in very tenuous form unsuspected by a visual
observer--has as obvious a significance in considering radiative transfer processes as do the aerosols
of the boundary layer. Further, the presence of ice crystal clouds or water clouds, for that matter,
is certainly significant to the interpretation and evaluation of many types of remote sensing obser-
vations, as for example from satellites (Davis, 1969 and 1971).
d) Dust Layers over the Ocean
The capability of lidar for observing aerosol layers in the clear air is further illustrated in
Figure 4 which shows data acquired by a lidar operated in an aircraft flying over the sea in the
Barbados Oceanographic and Meteorological Experiment (BOMEX) in 1969 (Uthe and Johnson, 1971). The
figure shows a computer-generated representation of positive and negative departures of the lidar-
observed S-value profiles relative to a best-fit exponential curve. To the extent that particle size
variations and attenuation can be neglected, this cross-section thus shows concentrations of particles
in layers, notably that at about 1.8 km altitude. This layer is interpreted as being caused by the
str6am of dust carried by the north-east tradewinds to the Caribbean area from the Sahara Desert. The
assumption that attenuation is negligible in such conditions, and the relationship of the lidar data
to absolute volume concentrations was investigated with the help of particle size distributions that
were made available from an independent aircraft sampling program. Using these data and Mie theory,
expected lidar signal returns were computed. These are shown for three occasions in Figure 5.
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The light short dashed lines represent simulated relative lidar returns, ignoring the effect of
atmospheric attenuation of the energy pulse. The corresponding light solid lines represent another
set of simulated relative lidar returns obtained after taking into account the attenuation of the
laser energy. A lidar altitude of 3 km is assumed. By comparing the dashed and solid profiles,
which show only 1 dB difference at the surface for the two hazy days, it is seen that the neglect of
atmospheric attenuation does not significantly affect the return signal profile. In such conditions
of low or moderate turbidity, lidar observations over short path lengths can be interpreted directly
without the need for rigorous solution of the lidar equation.
The lidar system constant in this experiment may be inferred by comparing the computed lidar
returns. The relative signals from three lidar traces each recorded during the aerosol sampling
period are shown in Figure 5 as heavy lines. The three computed and three observed profiles were
first plotted on two separate graphs and the horizontal displacement between these graphs was adjusted
for the best overall fit of computed and observed data. The abscissa values represent the observed
lidar signals in relative logarithmic units.
Good agreement exists between computed and observed relative lidar return signals in terms of
both day-to-day and altitude variations. The result indicates that the absolute aerosol densities
could be inferred from the lidar backscatter signatures, subject to errors due to non-linear vari-
ations between particulate density and the volume backscatter coefficient.
e) Stratospheric Particulate Layers
In an ongoing program, we are making lidar observations of the variability of particulates in the
stratosphere between 10 km and 30 km. These observations are part of the program of the CIAP Office
of the Department of Transportation to assess the impact of climatic changes that may result from
perturbation of the upper atmosphere by the propulsion effluents of high-altitude supersonic air-
craft.
The objective of the SRI lidar experiment is to provide information on particulate material in the
natural (unperturbed) stratosphere, by observing the spatial and temporal variations in a series of
periodic nighttime measurements over Menlo Park, California. A ground-based lidar containing both a
pulsed ruby laser and a tunable dye laser is being used to obtain data over an 18-month period to
extend earlier observations of a similar type (Grams and Fiocco, 1967; Kent and Wright, 1970; Hirono,
et al.,1972) and complement other current programs (Dynatrend, 1973; Schuster, et al., 1973; Melfi,
et al., 1973).
Beginning in October 1972, the results of each observation are present as vertical profiles (with
a resolution of 250 m to 500 m in altitude z) of two quantities indicative of stratospheric aerosol
content.
SThe "scattering ratio," R(z), equal to the ratio of total (molecular plus
particulate) atmospheric backscattering coefficient to molecular back-
scattering coefficient.
The particulate backscattering coefficient, BA(z) (per meter per steradian).
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The lidar backscattering data for a single observation period are obtained by integrating the
return signals from up to 1000 single-pulse transmissions. This signal integration extends for a
period of approximately I hour .
Figure 6 shows the three principal steps in the analysis of the recorded backscatter data. The
first step [Figure 6(a)] consists of matching the measured (range-corrected) vertical profile of lidar
backscatter signals (indicated by the solid curve) with a computed vertical profile of molecular back-
scatter (indicated by the dashed curve). The measured profile of backscatter data has an observational
error estimated to be only 1 to 2 percent. The profile of molecular (Rayleigh) backscatter is computed
by using an assumed vertical profile of atmospheric attenuation [Elterman, 1968], and a measured
vertical distribution of molecular number density corresponding to the Oakland radiosonde data nearest
in time to the lidar observation period. (Oakland is approximately 20 miles north of Menlo Park).
The matching of the two profiles clearly shows a large bulge in the measured profile near 20 km, and
it must be attributed to a significant contribution to the atmospheric backscatter from particulate
matter.
Matching is accomplished objectively and relates the lidar observations to the backscattering coef-
ficient of the atmosphere at levels at which minimum ratio values suggest that aerosol concentrations
are non-existent. This relationship is the basis for the derivation of the scattering ratio profile,
R(z), illustrated in Figure 6B. The validity of the assumption that the reference layer is in fact
purely gaseous is clearly critical to a determination of the absolute magnitudes of the aerosol back-
scatter. This commonly used approach has been widely discussed in the literature (e.g. Grams and
Fiocco, 1967; Kent and Wright, 1970). It is generally believed that any errors due to the presence
of aerosols in the supposedly clear layer will be small--smaller in fact than those due to measurement
uncertainties. In-situ observations (Davis, 1971; Newkirk and Eddy, 1964; Bigg, et al., 1970) tend
to confirm the presence of clear, gaseous layers, but it must be pointed out that the experimental
methods employed in in-situ sensing have themselves limited sensitivity to detect extremely small con-
centrations of particulate material.
At the very least, there appears to be ample ground for claiming these lidar evaluations of
scattering ratio profiles based upon the assumption of a clear layer are not in error by more than 1%
or 2%, and that any error in this assumption must lead to the conclusion that the aerosol backscatter
cross section, derived from the profiles of scattering ratios, (see Figure 6C, for example), are too
small rather than too large. It should, of course, be noted that the uncertainties noted in no way
affect the relative variations of scattering ratio or aerosol backscatter cross sections as a function
of height.
Both the scattering ratio and the aerosol backscattering coefficient are integrated optical
quantities, and as noted earlier they cannot be converted to unambiguous values of total scattering
coefficient (extinction), particle number, or mass concentration without auxiliary information on
particle size distribution, shape, index of refraction and mass density. This auxiliary information
may be obtained concurrently with the lidar measurements by means of direct sampling equipment on air-
craft or balloon platforms. Alternatively, typical values of these auxiliary data as inferred from
a representative direct sampling program may be used to convert the lidar data. The advantage of the
lidar over the direct sampling techniques lies, of course, in its ability to rapidly observe stra-
tospheric regions of large vertical extent, in the fact that it does not alter the quantities that it
is sampling, and its significantly lower cost per observation.
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Even without the auxiliary data or assumptions necessary to convert them to extinction coefficients,
abosolute number or mass concentrations, the lidar data provide direct information on stratospheric
aerosol content given the reasonable assumption that particle size distributions and refractive pro-
perties (as discussed in Section IIc above) do not vary in a capricious manner over large ranges from
height to height, or within continuous layers from observation to observation. The profiles of
scattering ratio and aerosol backscattering coefficient thus immediately reveal the presence, altitude,
and variability (in space and time) of stratospheric aerosol layers. As such, they can provide a
valuable phenomenological basis for modeling and other studies that attempt to describe the dynamic,
radiative, physical, and chemical processes responsible for natural and man-made changes in the
stratosphere. For example, on the basis of the lidar observations already carried out in this program,
the following can be concluded:
SThe level of the tropopause (12 to 15 km at Menlo Park, California) appears
to be a level of relative minimum aerosol content.
SThe presence of a layer of relative maximum aerosol content near 20 km is
evident in all the observations. The ruby lidar data for this layer show a
particulate contribution to the atmospheric backscatter that is 10 to 15
percent of the assumed molecular contribution. This may be compared with
particulate contributions that were 50 to 100 percent of the assumed molecular
contribution during 1964 and 1965 when the Agung volcanic material was present
in the stratosphere (Grams and Fiocco, 1967).
Although not direct evidence of atmospheric transmission, lidar observations
of atmospheric backscatter coefficient may be used to infer atmospheric ex-
tinction coefficients to a useful degree as discussed in Section IIc above.
The reduction in the stratospheric aerosol since 1964, has of course led to a
reduction in atmospheric attenuation. This has been noted among others by
Elterman et al (1973) who in the reference cited, gives data on his latest
searchlight determinations of atmospheric turbidity obtained in New Mexico in
1970. The values given there approximate conditions believed to obtain in the
pre-Agung period in early 1963. However, our current lidar observations
(Russell, et al., 1973a, b) indicate that present (1973) stratospheric parti-
culate extinction is considerably lower than even the 1970 values.
The lidar data show large differences in the vertical distribution of the
stratospheric aerosol from one monthly observation period to the next.
Sequential ruby (A = 0.6943 um) and dye (X 0.5890 lm) lidar observations on
the same night produced scattering ratio profiles having the same shape; how-
ever, the scattering ratios R(z) at the shorter dye wavelength were consistently
382
lower than those at the longer ruby wavelength. This confirms that the enhanced
return from the 20 to 25 km layer is of a particulate origin rather than from
an anomalously molecular layer, since the variation in scattering ratios
observed indicates the presence of non-Rayleigh scattering. Differences
between the particulate backscattering coefficient BA(z) at the two wavelengths
are nearly within the uncertainty of the measurements, but the possible wave-
length dependence suggested by this observation is consistent with size dis-
tributions for the stratospheric aerosol that other investigators have
measured and.suggested.
The lidar observations reveal a slight increase in the aerosol backscattering
coefficient of the 20-km layer from 2 x 10-9 per meter per steradian in
October 1972 to 6 x 10-9 per meter per steradian in May and June 1973. On
the assumption that the refractive properties, shape, and size distribution of
the particulates in this layer remained constant, the observed increase indi-
cates that the particle number density increased by a factor of 3.
As shown in Figure 7, which compares the change in layer mean aerosol back-
scatter coefficient (fA) as a function of height by month, the largest vari-
ability in particulate backscatter was observed between 22.5 and 27.5 km.
In the 25 to 27.5 km layer, the lidar-observed aerosol backscattering coef-
ficient showed a decrease by a factor of about 10 from December 1972 to mid-
January to April. Whether this variability was caused by a change in aerosol
number density, an influx of large particulates, or a significant change in
the nature of the particulates cannot be determined at this time. However,
it is most interesting to note that the decrease of backscattering in this
layer (and the corresponding but smaller decrease in the 22.5 to 25.0-km
layer) coincides with a change in the zonal wind (which is also plotted in
Figure 7) from a westerly to an easterly direction at those altitudes. This
reversal from westerly to easterly flow at the levels in question occurred
at the time of the seasonal sudden stratospheric warming. The subsequent
increase in backscattering in those layers coincides with a return of the
wind direction from easterly to westerly. It is suggested that the preceding
change from westerly to easterly wind direction aloft brought a relatively
"cleaner" air mass overhead. Nevertheless, caution must be applied in inter-
preting this coincidence of wind and particulate variability, because a
subsequent change in zonal winds from westerly to easterly during April, May,
and June was evidently not accompanied by a corresponding decrease in parti-
culate backscatter. (It should also be noted that the wind data is acquired
by daytime rocket sounding at a site some 200 miles SSE of Menlo Park where
the lidar observations are made at night). We will continue to observe the
relationship os stratospheric winds and particulate backscatter to determine
if significant correlations are present over a long period of time.
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* On the basis of the lidar observations made during the past eight months,
the conclusion is that large natural variations in the aerosol can be expected
in the stratosphere. For example, if routine measurements of particulate mass
loading were made between 25 and 30 km, variations by a factor as large as 10
could be attributed to natural changes--at least when the concentrations are
as low as those currently observed.
4. CONCLUSIONS
To summarize, we view the role of lidar in atmospheric studies concerned with radiative energy trans-
fer and remote sensing, not as an end in itself, but as a valuable supporting or complementary capability,
that can greatly enhance data obtained by other (passive) techniques.
At the very least, it can contribute greatly to a more realistic understanding of the nature of the
real atmosphere and its variability. For example, it can show both in general terms and for particular
circumstances, the sort of problems an effective radiative energy transfer model must be able to cope
with in treating aerosol layers. Further, it can provide quantitative data on the thickness and heights
of such layers for use in modelling studies. This information is also significant for remote sensing
techniques, that are affected by the particulate material in the atmosphere even although they are con-
cerned with measurements of the gaseous state (e.g., temperature, humidity, etc.) or with the condition
of the surface of the earth seen through the atmosphere. And finally, as illustrated by the CIAP
Project, the technique can provide most useful direct information (and more economically than in situ
sensing) on the stratospheric aerosol for a specific purpose. Here again, apart from characterizing
the natural variability of the particulate content of the upper atmosphere, lidar observations can pro-
vide inputs to the modellers as well as raising important new questions--such as the reason for the
parallelism noted between zonal wind direction and particulate loading in the lower stratosphere.
In the field of atmospheric radiation studies, particularly in connection with such pertinent
questions as possible climatic change, there appears to be an increasing realization that the need to
obtain a better understanding of the nature and scope of the interrelated factors on the natural scale,
is greater than the need to probe further into the finer details. It is our hope that lidar obser-
vations can, at least in regard to the role of particulates in the atmosphere, provide assistance and
stimulation both in formulating the relevant problems and in their solution.
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I. INTRODUCTION
This paper will very briefly summarize recent work on methods for calculating the transfer of
infrared radiation in planetary atmospheres. Because several volumes, notably those by Kondratyev
(1965) and especially by Goody (1964a) have reviewed this field up to about a decade ago, the emphasis
will be on developments since that time. It should also be noted at the outset that this review will
emphasize results published in the U. S. and Western Europe, while directing less attention to work
done elsewhere, notably in the U.S.S.R.
There are two principal reasons for making calculations of infrared transfer. The first is for
the study of the radiative terms in the atmosphere's energy budget, which must be known for making
predictions of weather and climate. The second is to infer information about atmospheric structure
by comparing such calculations with measurements.
Three developments have strongly influenced the improvement of computational methods. The ability
to make better measurements has led to requirements for more accurate calculations. Much better para-
meters for radiative transfer calculations have been obtained, often in the form of lists of spectral
line parameters. Since these are described elsewhere in this volume by McClatchey, nothing more needs
to be said except to note their availability. The ready access to large, fast computers now makes
possible very detailed and exact calculations, either routinely or, more usually, to check approxi-
mate calculational schemes.
Although infrared transfer through cloudy and turbid atmospheres is a very active field at present,
this review will treat transfer in molecular atmospheres only, in order to keep within a reasonable length.
This is a crucial problem however, for if we cannot make good calculations for clear atmospheres,
we are likely to be in a worse position with turbid ones.
The calculations can usually be done in a brute-force way, but one that is quite time consuming,
even on the fastest available computers. The problem is often to select a method that possesses enough
of the basic physics to have sufficient (and verified) accuracy for a specific use. With the assumption
of a non-scattering atmosphere in thermodynamic equilibrium, the equation of transfer may be written
li(s, P)A-vi = vi I(s, ) dv
s
k (p(z'), T(z'))p(z') dz'
= f I (0, p) e dv
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-s' kv(P(Z')' T(z'))p(z') dz'
f s'=s l
+ JV s1=0 B V(s') e
[kv(p(s'), T(s'))p(s') ds ' dv] (1)
where 1(s,p) is the intensity of the radiation at s, proceeding in a direction which makes an
angle e = cos-1 with the outward normal,
i subscript denotes an average value over the ith finite spectral interval, Avi wide
subscript denotes a monochromatic value at frequency
0 indicates a point (almost invariably on a boundary) at which I may be conveniently cal-V
culated
k (p, T) is an absorption coefficient, which depends on the local pressure and temperature
p is absorber density
B is the Planck black body radiance.
v subscript denotes a monochromatic value at frequency v
The problem may be elucidated by considering the spectral variation of the quantities on the
right hand side of (1).
The Planck function, B, is a very slowly varying function, with a scale of approximately
1000cm- 1. The absorption coefficient k varies on three scales, however. An individual vibration-
rotation band may be 100-200 cm-1 wide, with lines spaced 1-2 cm-1 apart. The lines have half
widths varying from 0.1 cm-1 at the surface to 0.001 cm-1 in the stratosphere. The interval over
which the transmission T through a mass a of absorber may be regarded as obeying Beer's law
-ka
T(v) = e v (2)
is considerably smaller than the smallest of these, which could lead to the order of 105-106
separate points per band. Clearly something more clever must be done.
In Section 2 the most exact technique, detailed spectral integration, or line-by-line calculation
is described. Section 3 describes recent developments in band modeling, treatments of inhomogeneous
paths are described in Section 4, while flux and heating rate calculations are described in Section 5.
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2. UETAILED SPECTRAL INTEGRATIONS (LINE-BY-LINE CALCULATIONS)
Detailed spectral integrations or line-byline calculations, as they are more commonly known,
rely on a direct integration over frequency. Direct integration requires that monochromatic trans-
mittances be calculated at a number of points, sufficiently closely spaced to represent the rapid
variation with frequency. A quadrature formula is then applied to obtain an integral over a finite
spectral band. This method was first used by Hitschfeld and Houghton (1961) for narrow intervals
in the 9.6 p m band of ozone. The approach was subsequently used by Gates (1962), but Drayson (1966)
popularized its use for calculations of atmospheric transmittance. In addition to allowing detailed
integrations over frequency, it is possible to allow for the variation of parameters such as line
half-widths and intensities with altitude. The atmosphere may be broken into thin slabs which may
be assumed isothermal, and over which an analytical integration over pressure may be made. In ad-
dition, the line shape changes from a pressure broadened Lorentz shape near the surface to Doppler
shape at high altitudes. This variation was also easily included in his calculations.
To indicate the kind of procedure required, Drayson's method will be described. The spectrum
was divided into intervals 0.01 cm-1 wide, and spectral lines were located at the nearest hundredth
of a wave number. If a line was present on a particular point, the region near the center was
divided into intervals from 0.001 to 0.004 cm-1 wide, and a four point Gaussian quadrature mesh
was applied over those narrow intervals. If there was no line, larger intervals up to 0.01 cm-1 were
taken as the minimum interval, over which a four point Gaussian quadrature mesh was extended. In
these calculations, all lines within an interval above 10 cm-1 wide were included exactly.
The wings of all lines more distant than 10 cm-1 were calculated separately. These data were
stored every .5 cm-I and values interpolated to the quadrature points.
Once the total absorption coefficient was known at a particular frequency, it was multiplied by
the absorber amount to give the optical depth. Taking the negative exponential of the optical depth
gave the monochromatic transmission. The frequency quadrature was performed on the transmission,
using the mesh points established above.
When a number of lines are close together, or a line falls at the end of an interval, slightly
more complicated expressions are used. The results were averaged to give values over every 0.1 cm-1
interval.
A more recent calculational scheme has been described by Kunde and McGuire (1974). Details of
their spectral mesh are shown in Fig. 1. Fig. la indicates spacing of up to four Gaussian quadrature
points when no spectral lines fall within a 0.1 cm-1 interval. If there is only one line as in Fig.
lb, two subintervals of width dI = 0.01 cm-1 are formed on either side flanked by subintervals of
width d2 and d3 going to the ends of the 0.1 cm-1 interval. Gaussian quadrature is preformed over
each d d2 , d3 subinterval. The use of these subintervals results in two to three significant figure
accuracy. When more than one line is present in the interval, the division is as shown in Fig. 1c.
This scheme leads to between four and eighty quadrature points in an interval.
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In order to compare the detailed spectral integration calculation with measurements, the cal-
culated transmittance or radiance over the 0.1 cm-1 intervals must be convolved with an instrument
response function. This has usually been done in a straightforward way; these authors used a fast
Fourier transform approach to perform the convolution.
Results of such a calculation by Drayson, et al. (1968) for a homogeneous path (constant pre-
ssure and temperature) are shown in Fig. 2, where transmission through a cell of carbon dioxide is
compared with experimental data by Burch. It can easily be seen that there is good quantitative
agreement between the two, deviations being generally less than 5-10%. Discrepancies are in the main
Q branch, where calculated transmittance is considerable lower than the measured value, and also in
the Q branches at 640 and 720 wave numbers. One difficulty in these regions is that the true instru-
ment function must be known very accurately to give accurate values.
An additional use of such calcualtions is apparent in the figure, in which the results using
two different line half-widths for all lines of a band are compared with values using the half-
widths varying with rotational quantum numbers. While it is hard to draw conclusions from a cursory
inspection of the diagram of the figure, it is clear that the half-widths must be greater than
0.06 cm- near the band center.
A similar calculation for the 701 cm-1 (14 micrometers) band of ozone is shown in Fig. 3. Here
a line-by-line calculation of Kunde and McGuire is compared with experimental data of McCaa and Shaw
(1968). Again, overall accuracy is 5-10%.
Before showing results of detailed integration through the atmosphere, mention should be made of
an ingenious suggestion by Kyle (1968) that a much faster integration could be done with a uniform,
coarse mesh. This scheme is illustrated in Fig. 4. Here numbers on the abscissa indicate the location
of quadrature points for a net centered on a spectral line. This would lead to the result shown by
the dotted lines. However, if the quadrature net is offset from the line center by A, the dashed lines
would result. Alpha is the line half-width.
Kyle showed that normalization of the area under a line gives A (delta) as an unique function of
D/a, where D is the spacing of the quadrature points. For the atmosphere, delta is approximately 1/6 D.
The total absorbance was calculated as a function of the dimensionless parameter SU/2na, which is one-
half of the optical depth at the line center, and parametrically as a function of D/a. The results in
Fig. 5 show that to minimize the maximum error, D/a should be approximately one; thus quadrature points
could be spread approximately .05 cm 1 apart at the surface. For paths going through the stratosphere,
however, the quadrature points should be spaced 10- 3 cm- apart. Since this is of the order of the
spacing for Drayson or Kunde and McGuire, there is not much difference in fact. Kyle's scheme has the
disadvantage of requiring closely spaced calculations even when there are no lines. Additionally the
error is somewhat larger than one would like.
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The results that.can be obtained by line-by-line integration through the atmosphere are illus-
trated in Fig. 6, from Kunde, et. al. (1974). They compared interferometer spectra taken from the
Nimbus-4 satellite with calculations between 425-1415 cm-1 . The computations, were based on a
0.1 km vertical interval. The transmission was computed in this fine spacing by calculating trans-
mission at a coarser vertical mesh, 0.5-4 km spacing, and then interpolating to finer vertical
spacing. Not all spectral lines need to be included. Lines having intensities less than 10-6
m-2 atms.-1 were omitted (giving a total range of seven orders of magnitude of line intensity).
This still resulted in over 8,000 lines of carbon dioxide in the interval 300 to about 1100 cm-1
The departures of actual line shape from the Lorentz line shape are easily included in a detailed
spectral integration. The wings of the carbon dioxide band at 667 cm- 1 (151m) have been found ex-
perimentally (Burch, 1970) to be one percent of their Lorentzian value. Kunde and McGuire applied
this correction to their line wings. In addition, they employed the Bignell (1970) scheme of self
broadening for water vapor in the 1000 cm-1 window region.
A number of familiar spectral features are immediately seen, including the water vapor rotation
band between 425 and 580 cm- 1, the carbon dioxide band between 580 and 800 cm-1, the 1040 cm-1 ozone
bands (on the observation only), and the water vapor band centered at 1600 cm- . Not as apparent
are the contributions by methane and nitrous oxide near 1300 wave numbers.
The accuracy achieved by these authors is indicated in Fig. 7, where percentage error is plotted
as a function of wave number. Note that the errors in the rotational water vapor band and water
vapor continuum are generally less than 5%. Because of lack of data on ozone distribution, the ozone
bands at 1040 and 701 cm-1 were not included, contributing to larger errors in those regions. The
N20 band at 588 wave number was not included, while the N20 band near 1200 cm"1 and a methane band
near 1300 cm were included only crudely. Surprisingly large errors, 10 to 15%, are seen in the
667 cm-1 band of carbon dioxide. These are rather surprising, and important in view of the widespread
use of this band for temperature determination. However, the authors believe much of this error is
due to inadequate temperature measurement in the atmosphere.
lhe conclusion that we may draw from these results are that the line-by-line calculation scheme,
in conjunction with good spectral data for atmospheric gases, gives results in good agreement with
measurements made by carefully calibrated satellite borne spectrometers. Differences still exist,
of course, which may be traced in part to the absolute calibration of the satellite instrument and to
inadequacies in the in-situ measurements. As the authors note, the outgoing radiance is more sensi-
tive to Planck radiance (temperature) than to details of the transmittance model. Therefore, this
is not a good way of improving knowledge of atmospheric transmittance.
Based on these calculations, we may regard the adequacy of the line-by-line calculations as es-
tablished; however, they are obviously quite elaborate, and require a great deal of time on a fast
digital computer. They provide information with high spectral detail, but this is not required for
many applications. Let us next look at simpler schemes for calculating transfer through the atmosphere.
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3. BAND MODELS
Band models provide means of calculating transmission across finite spectral intervals. They are
based on analytical deductions from plausible assumptions about line positions, intensities and half-
widths. They may be used to treat an entire band, or some fraction of it. Goody (1964a) discusses a
number of band models in detail.
Elasser (1942) proposed the first band model, an infinite array of lines of constant intensity
and half-widths spaced uniformly in frequency. This is often referred to as the regular band model.
At the other extreme, Goody (1952) described a model in which the lines in the array were randomly
positioned in frequency, and the line intensities were prescribed by a probability distribution function.
Three distributions were reviewed by Goody (1964a), i.e. a delta function (all lines havingthe same in-
tensity) and probability falling off exponentially with line intensity, and probability inversely pro-
portional to line intensity. (A fourth, newer distribution is discussed below). The random model was
originally developed for water vapor, the spectrum of which exhibits a random appearance to the eye.
One surprising result has been the discovery that carbon dioxide, which appears to be a relatively
regular band, and also ozone can be parameterized reasonably well with the random model.
Fig. 8 taken from Goldman and Kyle (1968) shows a comparison of detailed lin-by-line calculations
of ozone transmission in a random band model with exponential line intensity distribution. A close
agreement can be seen. This finding is at odds with earlier results which suggested that ozone trans-
mission could not be well represented by a random model.
Random band models can also be fit to experimental or computational results (Goody, 1964a;
Rodgers and Walshaw, 1966). One requires agreement in the weak line limit and the strong line limit;
the behavior in between is determined by the band model. One must investigate the agreement between
the band model prediction in the intermediate region and the data to assess its usefulness for a par-
ticular purpose.
An example of such a fit is shown in Fig. 9 (Gille, unpublished). Here the plot is of - ln T/p
as a function of the ratio a/p, where T equals transmission, p is pressure, and a is the amount of
absorbing material in the path. For the random bands, this plot yields a universal curve for each
distribution of line intensities. The line of slope I at the lower left side of the figure is the
weak line region, while the line of slope 1/2 at the upper right side is the strong line limit. Here
agreement has been forced at the two ends, and a reasonable fit is obtained over nine orders of mag-
nitude. The calculated points, taken from CO2 transmission values calculated by Yamamoto,Wark et al
(1963) fall below the line in the transition region. For a distribution in which all lines have
constant intensity, the transition region is sharper and higher; (Fig. 11) fora probability dis-
tribution with a Sl distribution, the line would lie lower, and in better agreement with the data.
This indicates the need to include more weak lines than the exponential distributicn will allow.
Nonetheless, carbon dioxide transmission in this interval fits a random exponential model reason-
ably well. Maximum transmission errors are -15%. The random-exponential model does not fit data
for spectral regions containing the 667 cm-1 Q-branch at all well.
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This inability of the random-exponential model to fit data because of a lack of weak lines ap-
pears to be a common occurrence. Gille and Goody (1964) found that it was necessary to add weak
lines to obtain agreement between crude NH3 spectral data and emissitivity measurements. Lee (1973,
unpublished) using much better spectral data, again found better agreement with the S-1 distribution.
This indicates that transmittances calculated from theoretical spectral line data must be tested where-
ever possible against experimental observations, since the total number of weak lines may not be ade-
quately calculated.
The effect of large numbers of weak lines was also explored by Plass (1964). He noted that, with
the addition of a large number of lines 10-4 as strong as the strongest line in an interval, the in-
termediate region between the strong and weak lined asymptotes became longer and more irregular. This
point was considered further by Malkmus (1967). Fig. 10, from his paper, shows plots of probability
distribution functions for the exponential distribution of line intensity (Curve C) and two curves
(A, B) having an S- 1 distribution. Curves A and B differ in the range over which the distribution
holds. Malkmus considered adding exponential tails on the high and low value ends of the S-1 dis-
tribution, and showed that a simpler expression for the transmittance results. Fig. 11 shows the
plot of - ln T/p versus a/p for four distributions of line intensities. The f distribution is
for all lines at the same intensity; e is for the exponential distribution; g is for the S-1 dis-
tribution, and h is Malkmus exponential tailed S-1 distribution. The addition of more weak lines
in the Malkmus' model leads to a broader transition region. Advantages of this distribution are a
more realistic distribution of higher intensities, and a simpler algebraic representation. Rodgers
(1968) derived this model from somewhat different considerations, and showed that two bands of this
form give a good representation of Walshaw's (1957) data on the 1040 cm-1 bands of ozone.
All band models to this point have been based on two parameters, (S/6 and a/6). Zachor (1968)
has generalized this by pointing out that
(- \)2 2 (l 2 Sn T (7nW) + S
is a representation of a random band model if M = 0. Here TW, TS  represent the transmittance in
the weak and strong line regions, respectively. Addition of the final term can lead to a slower or
more rapid approach to the asymptotes, depending on whether M is greater or less than zero. He
showed that this expression is also a very good approximation to the random, regular, or Curtis model
(random distribution of lines of equal intensities) if M is determined from a single point on the
curve.
Zachor also noted that King (1967) proposed a two parameter fit to the strong line region, given by
TS = 1 - P n, [nr(n) (2 Cap/)
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where n is an adjustable parameter depending upon the ratio of the variance (o) of the line
spacing to the square of the mean line spacing (62) and P(a, x) is the incomplete gamma function.
P(a, x) = [r(a)] f0  ta- I e -t dt.
This expression for TS provides a continuous set of trial functions, including the regular model
(n=O.5) and the random model (n=l). Clustering of the lines leads to values of n greater than one.
The transmission may now be written in terms of the four parameters S/6, M, n and C for each wave-
length interval.
Gibson and Pierluissi (1971) have extended the model slightly further, while getting closer to
the concept of a model as a (complex) curve fit, by noting that
T7 = Sa/6 = B,"/2 a
and writing
8 82
\2 B BS 2 BWS1 
___+__ + w
a In TS a In S
where BW, BS > 0, BWS < BwBS.
With Kings expression for the strong line limit, this is now a five parameter model. Applying
-1
this formulation to calculated CO2 transmittances at 300K averaged over 50 cm , they found rmsdeviations
of 18.2 x 10-3,3 * 7 x 10- 3and2.3 x 10- 3 for the Goody random model, the Zachor model, and the five
parameter models, respectively. Pierliussi (1973) found similar results for 5 cm- experimental data
-1
on a CO2 band at 4853.6 cm
.
By comparison, Smith (1969) used a straightforward fit of In(-ln T) to a, p, 6, ap, ae, a2 and
in some cases higher terms still, where T came from experimental results and 6 is temperature. The
rms errors are of the order of 1%, which suggests that the 5-parameter model is more economical.
In a somewhat similar vein, McClatchey, et al. (1972) have presented nomograms for obtaining em-
pirical transmittances. A program is now available to compute these (Selby and McClatchey, 1972).
Accuracies are stated to be of the order of 10%.
The final example of a band model is the quasi-random model, described by Wyatt, et al. (1962),
although the idea is implicit in Goody's (1964a) discussion of general random models. This is physi-
cally motivated, but relies much more heavily on computer handling of data than otherband models,
and therefore in some ways falls between the simple band models, and line-by-line calculations. It
is motivated by the realization that line positions in real bands are neither completely regular nor
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completely random, and that line intensities are not simply characterized nor uncorrelated with line
positions. The approach is as follows:
1. The spectrum is divided into small intervals, e.g. 5, 50, or 100 cm-1 . Spectral
lines are located within the correct small interval, but are assumed to be randomly
located within it;
2. The spectral line intensities in the interval are characterized by a histogram of
actual line intensities;
3. An analytical expression is used for the absorption by the spectral lines in the
interval, and the actual number of lines are used;
4. The transmission for each group of lines in the intensity histogram is calculated,
and these transmissions are multiplied to give the effect of all local lines;
5. The transmission by the wings of lines in other intervals is calculated, and mul-
tiplied by the effects of local lines to give the total transmission by the interval.
Obviously, this requires a computer to do, but is far less time consuming than a detailed frequency
integration. An example of some transmittances calculated by Stull et al. (1964) according to the
quasi-random model and their comparison with laboratory measurements is shown in Fig. 12. The agree-
ment is seen to be generally quite good, although there are problems near the Q branches.
Another quite different approach has been recently explored by Arking and Grossman (1972), al-
though the idea, mentioned by Kondratyev (1965, 1969) goes back at least to Lebedinsky (1939). In
this method, rigorously applicable only to a homogeneous atmosphere, the absorption coefficient k(v)
is transformed into a k distribution function, giving the frequency of occurrence of absorption co-
efficient k within a wavenumber interval. The authors point out the advantages of such an approach -
exact and relatively simple treatment of integrals over frequency and zenith angle. They have also
provided considerable insight by showing the distribution functions for single line regular and ran-
dom band models, as well as an example for a portion of the 15 um band of CO2.
In practical application, this generally becomes a histogram of absorption coefficients in a given
band, such that
N
T(a) = bie -kia
where clearly bi = 1, and both bi and ki are functions of the conditions in the homogeneous layer.
This approach is often used in heat transfer engineering. Kondratyev (1965, 1969) discusses examples
of its use in the USSR. Raschke and Stucke (1973) show the agreement of such fits with experimental
data.
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4. TRANSMISSION THROUGH INHOMOGENEOUS ATMOSPHERE
Because the variation of pressure and temperature along a ray path may be calculated directly in
a line-by-line scheme, the treatment of atmospheric inhomogeneity is a problem only for band model
calculations.
The Curtis-Godson (CG) approximation is the standard method of treating radiative transfer through
an inhomogeneous atmosphere. Goody (1964) presents a derivation of the required expressions. The
goal is to replace the inhomogeneous path by an "equivalent" homogeneous path, for which the results
of the preceeding section will be valid. This equivalence is defined by requiring exact agreement in
the strong and weak line limits, which would be expected to yield reasonably accurate values over the
entire range. Several studies (Kaplan, 1959; Walshaw and Rodgers, 1963; Goody, 1964b; Zdunkowski and
Raymond, 1970) have in fact indicated that the CG approximation generally gives very good results,
with the exception of situations in which there are small amounts of absorber at high pressure and
large amounts at low pressure. The form in which it has been most widely used most recently was de-
veloped by Godson and applied by Rodgers and Walshaw (1967).
This has, for the amount of material in the equivalent path
= fp(T) da
and - €pa = (T)p da
whre ()=-]S(T/ ] io (T (i)12 I/
where p(T) = Si(T)/ Si0 , O(T) = (S i00 / (Si ,io) and subscript 0 refers to con-
ditions at standard temperature. The functions * and 0 contain the information on the temperature
dependence.
Goody (1964b) has used an early formulation of van de Hulst to develop a higher approximation to
obtain more exact results. The algebra is complex, but expressions are given which may be used to
correct for the amount of absorbing material.
Armstrong (1968d) considered several improvements to the CG approximation for single lines. The
most accurate method evolved from performing the integral over pressure (altitude) by Gaussian quad-
rature. This is equivalent to dividing the path into two or more sequential homogeneous paths. The
labor involved appears to be less than that required by Goody's method.
Following a different approach,Yamamoto and Aida (1970) found excellent results for a uniformly
mixed gas in a non-isothermal atmosphere by introducing a suitable mean temperature. Following this
approach, Yamamoto et al. (1972) obtained a better approximation for non-uniformly distributed gases
by defining a suitable mean half-width - from
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= Sa' du/fduS.
The parameter a depends upon -2/ ap and an exponent n, whose value can be determined from initial
calculations which include the vertical distribution.
The percent error of integrated absorption by a single ozone line from the top of the atmosphere
to the surface is shown in Fig. 13 as a function of absorber amounts (slant angle). Clearly this
approximation provides results more accurate than those given by the Curtis-Godson or Goody approaches.
The simplest method of handling atmospheric inhomogeneity is by the scaling approximation,(Goody,
1964a). This has recently been employed by McClatchey, et al. (1972) by expressing transmittance as
a function of apn where n=0.9 for water vapor, 0.75 for CO2  and 0.4 for ozone.
A further problem that becomes important in the stratosphere, where the pressure is low is the
appearance of Doppler effects on the spectral lines and the emergence of Voigt (combined Doppler-
Lorentz) line shapes. Several authors including Young (1967), and Hummer (1964) have written on num-
erical methods for computing the Voigt profiles for single lines. These have been lucidly discussed
by Armstrong (1967). Tabulated values of equivalent widths of single Voigt lines have been prepared
by Jansson and Korb (1968).
The effects of Doppler broadening on a random array of lines with exponential distribution of
intensities is shown in Fig. 14, from Gille and Ellingson (1968). As W/a/L is proportional to
-In T/p, and u to a/p, the axis are those seen above. The parameter d is 2a L/cD where subscripts
L, D, V will refer to Lorentz, Doppler and Voigt respectively. For small d, where the Voigt shape
is relevant, the weak line region extends to larger values of a/p, followed by a flat region merging
eventually into the square root region.
Gille and Ellingson showed that the transmittance of this band may easily be corrected for Doppler
effects, since
TL = exp (-AL)
and
Tv = exp (-AV) = exp 
-AL .
= TLC
where C = AV/AL is a function of a/p and d, as shown in Fig. 15. This same correction should
give a good first approximation for other random models.
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5. FLUX AND HEATING RATE CALCULATIONS
Time does not permit a discussion of all the schemes used for atmospheric calculations. Rodgers
and Walshaw (1967) developed a code employing the random-exponential band model based on spectral data
and an analytic form of the integration over zenith angle to obtain the flux, defined as
F = 2r plJI() du
for a homogeneous plane parallel atmosphere. They concluded that, to nearly the same accuracy, one
could use a diffusivity factor r = 1.67. This allows calculation of the flux from a flux transmit-
tance, which is
TF(a) = T(ra)
(The theory of the diffusivity factor has been extensively investigated by Armstrong, 1968b.) They
also incorporated the Curtis-Godson approximation, to treat the variation of temperature and pressure
along atmospheric paths, and Gaussian quadrature in the vertical direction to minimize errors. Finally;
they solved for heating rates instead of fluxes.
Ellingson and Gille (in preparation) have developed a model employing many of the same features.
They used newer spectral data. The principal differences between this model and the Rodgers-Walshaw
(RW) model are that this model has 100 spectral intervals, about ten times more than RW, in order to
follow the rapid variation of atmospheric absorption with frequency more closely. Other important
differences lie in the atmospheric absorbers included, and the sources of transmission data. The ozone
bands at 9.6 and 14 pm were included, along with less detailed treatments of methane (CH4 ) and nitrous
oxide (N20) bands near 7.75 im. Temperature dependence was included for all bands. Finally, Bignell's
(1970) e type continuum was included in the window region.
This model can also be used to compute the upward intensity at the top of the atmosphere which
can be compared to satellite measurements. An example is shown in Fig. 16, where the value computed
by the Ellingson-Gille model is compared to measurements obtained with the Infrared. Interferometer
Spectrometer (IRIS) experiment on Nimbus 3 (Conrath, et al., 1970). The agreement is seen to be quite
good. Percent differences in individual spectral intervals are less than 5% in individual intervals
(except for two beyond 1320 cm-1). The integrated difference is 1.12%. This is typical of five such
comparisons under clear conditions. This comparison is significant, as it is one of the first between
a calculation scheme designed to give fluxes and heating rates in the atmosphere and precise satellite
observations. Comparisons with low, cost, expendable radiometersondes do not yield as good agreement,
as the study by Gille and Kuhn (1973) shows.
If no spectral resolution is required, emissivity type calculations may be made. Sasamori (1968)
and Manabe and Wetherald (1967) have described traditional calculations of this type for use in gen-
eral circulation modeling where speed is crucial. Cox (1973) has also developed a model of this type
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to study the sensitivity to the e type continuum.
Emissivities may also be thought of simply as parameterizations which can be chosen to give best
results. Rodgers (1967) has explored several different formulations for the emissivities, and found
that separate emissivities for upward and downward fluxes, obtained by fitting values calculated by
more accurate schemes to temperature corrected absorber amounts, gave excellent results.
Another method for calculating cooling rates relies on the fact that above the lower troposphere,
most of the cooling is due to loss to space, and may be approximated by Newtonian cooling. Originally
used by urgatroyd and Goody (1958), this has been developed most fully by Dickinson (1972, 1973) for
the atmospheres of Venus and Earth.
6. CONCLUSIONS
The comparisons between direct spectral integration and high precision measurements suggest that
calculational techniques are sufficient for molecular atmospheres. However, such computations are ex-
tremely time-consuming.
A wide range of approximate treatments is available. Traditional band models are much faster,
but may introduce undesirably large errors. More sophisticated models and ways of using them, developed
over the last 10 years, appear capable of providing quite good results with relatively modest increases
in computational effort.
The problem of transfer through turbid atmospheres is now under active investigation in many places.
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FIGURE CAPTIONS
Figure 1. Schematic of spectral mesh used for 0.1 cm-1 interval.
a) No spectral lines, one interval, four mesh points;
b) one spectral line, six sub-intervals, 24 mesh points;
c) two spectral lines, 11 sub-intervals, 44 mesh points.
(After Kunde and McGuire, 1973).
Figure 2. Homogeneous path comparison for the 667 cm-1 band of carbon dioxide
between low resolution laboratory measurements by Burch, et al. (1962)
and line-by-line calculations. Experimental conditions: absorber
amount, 6.30 atm cm; equivalent pressure, 0.0205 atm; temperature,
300K. (After Drayson, et al., 1968).
Figure 3. Homogeneous path comparison for the 701 cm-1 ozone band between
laboratory measurements by McCaa and Shaw (1968) and line-by-line
calculations. Experimental conditions:
a) absorber amount, 2 atm cm, pressure, 0.0876 atm; room temperature;
b) absorber amount, 9.4 atm cm; pressure, 0.701 atm; room temperature.
(After Kunde and McGuire, 1973).
Figure 4. Illustration of two quadrature nets, with A, the offset of the mesh
from line center, equal to zero (dotted line) and offset by A (dashed
line). (After Kyle, 1968).
Figure 5. Percent error of the integrated absorption of an atmospheric line for
the step sizes D/a shown above the curves, for optimal A. Abscissa
is one-half the optical depth at the line center.
Figure 6. Comparison of observed and calculated radiances for a clear atmosphere
near Guam at 15.10N latitude and 215.3 0W longitude on April 27, 1970.
(After Kunde, et al., 1974).
Figure 7. Percent difference between observed and calculated radiance for the
Guam case shown in Fig. 6. (After Kunde, et al., 1974).
Figure 8. Comparison of absorption spectra obtained by line-by-line calculation,
(curves 1), and by the statistical model calculation, (curves 2), for
the 9,6 im ozone band. The line-by-line calculations are displaced by
20%. Conditions: A curves, pressure, 0.0197 atm, path length, 97.88 cm.
For both calculations, line half width was taken to be 0.08 cm-1 atm-1 ,
temperature, 2330K. (After Goldman and Kyle, 1968).
413
Figure 9. Fit of a portion of the 667 cm 1 band of CO2 to a random band model
with exponential distribution of line intensities. (Gille, 1965,
unpublished).
Figure 10. Line intensity probability distribution functions. Curve C is the
exponential intensity distribution P(S) = - exp (-S/S). The dashed
curves A and B are the truncated S-l distributions P(S) = (S In R)-1
(SM/R < S < SM), P(S) = 0 (otherwise). The solid curves A and B are
the exponential-tailed S distributions P(S) = S(ln R)-  [exp(-S/SM)-
exp(-RS/SM)]. For curves B, R is 103, for curves A, R is 106. In all
cases, P(S) is normalized and Sdenotes the mean intensity: =J SP(S) dS.
For A and B, S is equal to (R-1) (R ln R)-1 SM. The figure demonstratesTe  
the greater emphasis placed on weaker lines relative to stronger lines
in the distributions proportional to Sl . (After Malkmus, 1967).
Figure 11. Curves of growth for random band models composed of pressure broadened
lines for four different intensity distribution functions: f(xE), all
lines of the same intensity; e(xE), exponential distribution,
P(S) - exp(-4S/SE); g(x ), ogival distribution, P(S)=S-1 (S < Smax)
,
P(S) = 0 (S > Smax); h(xE), exponential tailed ogival distribution,
P(S) - S-1 exp (-S/wSE). xE = ca/p. Quantities are defined so that
asymptotes are the same in all cases. (After Malkmus, 1967).
Figure 12. Homogeneous path comparison for the 667 cm-1 band of carbon dioxide
between laboratory measurements by Burch, et al. (1962) and quasi-
random model calculations. Experimental conditions: absorber amount,
46.4 atm cm; pressure, 0.0205 atm. (After Stull et al., 1964).
Figure 13. Percent error of integrated abosrption of the R(44) line of ozone as
a function of absorber amount (slant angle) for paths between the sur-
face and top of the atmosphere, for three treatments of the inhomogeneous
atmosphere. The arrow indicates values that actually occur in the
spherical, terrestrial atmosphere. (After Yamamoto et al., 1972).
Figure 14. Mean curves of growth for a line in a random band of lines having ex-
ponential distribution of line intensities, for several ratios of
Loientz to Doppler half widths. Curves are marked with values of
d = 2a L/a D. Pure pressure broadened (Lorentz lines) correspond to the
line d = m. On this scale, the line d = 1 cannot be distinguished
from d = m. (After Gille and Ellingson, 1968).
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Figure 15. C = AV/AL as a function of u - a/p for several values of d. The
x- axis (C=l) corresponds to pure Lorentz lines. Plus signs show
values calculated according to a modified Curtis approximation (Rodgers
and Walshaw, 1966). An improved approximation is available (Rodgers,
1973, private communication.)
Figure 16. Comparison between observed (dotted lines) and calculated (solid line
histogram) upward radiances from earth and atmosphere near Barbados,
W.I. on June 4, 1969. Observations were made by Infrared Interfero-
meter Spectrometer (IRIS) experiment on Nimbus 3 (Conrath, et al., 1970).
The smooth curves give values of the Planck function for the indicated
temperatures. Calculations are from Ellingson and Gille, 1974.
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MOLECULAR ABSORPTION
PARAMETERS IN ATMOSPHERIC MODELLING
Robert A. McClatchey
Air Force Cambridge Research Laboratories (AFSC)
Bedford, Massachusetts
Abstract
The report describes a compilation of the molecular spectroscopic parameters for
a number of infrared-active molecules occurring naturally in the terrestrial
atmosphere. The following molecules are included in this compilation: water
vapor; carbon dioxide; ozone; nitrous oxide; carbon monoxide; methane; and
oxygen. The spectral region covered extends from less than I Um to the far in-
frared, and data are presented on more than 100,000 spectral lines. The para-
meters included in the compilation for each line are: frequency, intensity,
half-width, energy of the lower state of the transition, vibrational and ro-
tational identifications of the upper and lower energy states, an isotopic iden-
tification, and a molecular identification. Using this data compilation, band
model parameters are presented ( ESi and E(Siai) 1 /2) for water vapor, carbon
dioxide and ozone averaged over 20 wavenumber intervals between 10 and 2500 cm- 1.
Using these parameters in a random model formulation, transmittance spectra are
provided and compared with both degraded monochromatic calculations and labora-
tory data.
1. INTRODUCTION
The molecular data described and used in this discussion are part of an extensive compilation of
molecular spectroscopic data for atmospheric molecules compiled by McClatchey, Benedict, et al, 1973.
About ten years ago a program was initiated to compile spectroscopic data on individual vibration-
rotation lines of water vapor in the 2.7 pm region (Gates, et al, 1964). This work continued resulting
in a publication on the 1.9 and 6.3 pm bands of water vapor (Benedict and Calfee, 1967). Other workers
have published similar results on the 15 pm bands of CO2 (Drayson and Young, 1967), the 9.6 jim bands
of 03 (Clough and Kneizys, 1965), the CO bands whose fundamental is near 5 pm (Kunde, 1967), the
CH4 bands near 3 and 7.5 pm (Kyle, 1968) and the unpublished rotational water data calculated by
Benedict and Kaplan in 1959 (see Goody, 1964, p. 184).
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About five years ago an effort was initiated at AFCRL to continue this work with the aim of providing
a complete set of data for all vibration-rotation lines of all naturally occurring molecules of signi-
ficance in the terrestrial atmosphere. With such data at hand, it would be possible to compute the
transmittance appropriate for atmospheric paths by first computing the monochromatic transmittance many
times in a finely spaced frequency grid and then degrading the results to any appropriate spectral
resolution. Up to now the molecules shown in Table 1 have been included in this compilation.
All of these molecules except oxygen are minor constituents of the atmosphere, but nonetheless
represent most of the absorption lines in the visible and infrared. Although there is some evidence
for decreasing concentration with height of N20, CO, and CH4 , it is probably reasonable for most
purposes to assume that all of these gases except H20 and 03 are uniformly mixed by volume in the
atmosphere unless other specific information is available. Table 1 provides concentrations for these
uniformly mixed gases. Water vapor and ozone are, of course, not uniformly mixed and an appropriate
set of models useful in considering the radiation effects of these gases is provided by McClatchey,
et al, 1972. The number of entries of each molecular species covered is also given in Table 1.
2. DESCRIPTION OF COMPILATION
In order to compute the transmittance due to a given spectral line in the atmosphere, it is necessary
to describe the absorption coefficient as a function of frequency for each line. The four essential
line parameters for each line included in Table 2 are the resonant frequency, v0 (cm-1), the intensity
per absorbing molecule, S(cm-1 /molecule cm-2 ) the Lorentz line width parameter, aO(cm-1/atm), and the
energy of the lower state, E"(cm- 1). The frequency, vo , is independent of both temperature and
pressure (except for possibly very small pressure effects of less than 0.01 cm-1 atm, which have been
ignored here). The intensity, S, is pressure-independent, and, as discussed below, its temperature
dependence can be calculated from E" and v.
The line half-width at half maximum, a, is by definition proportional to the pressure, p, and its
temperature dependence can be estimated as discussed below.
The precise line shape is a matter of some uncertainty, but in the derivation of line parameters from
laboratory measurements, it is customary to start from the Lorentz shape (see Goody, 1964) given in
Eq. (1).
k(v) = S 2 (1)2 2I
r(v - v0)2 + a
S = I k(v) dv
The validity of Eq. (1) to describe the true line shape is subject to two limitations. The first,
which can be precisely estimated and corrected for by the use of the Voigt shape, occurs when
0 P/a D < 1.0 where aD is the doppler line width which varies with frequency, temperature and molecular
mass as given in Eq. (2).
v 2kT in 2 1/2
D c m = 4.298 x 10-7 v(T/M) 1/2  (2)
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where M = molecular weight and here k = Boltzmann's constant and m = mass of a molecule.
For atmospheric molecules and infrared frequencies, modifications of the Lorentz shape begin to be
required at pressures below 10 to 100 mb.
The second limitation concerns possible inadequacies of the Lorentz shape, especially in the distant
wings of a line (Iv - vo01 >> a) (see Winters et al, 1964, and Burch, et al, 1969) or when the long
range intermolecular forces responsible for collision broadening are dipole-quadrupole, leading to an
exponent 1.75 rather than 2.0 for (v - v0), (Varanasi, 1972). Throughout this compilation we assume
the validity of the Lorentz exponent.
The line intensity is temperature dependent through the Boltzmann factor and the partition function
as indicated in Eq. (3) (the induced emission term has intentionally been omitted here),
S(T) = s )Qv (T Qr (Ts) exp + 1.439E"(T-T s )(3)
Qv(T) Qr(T) T Ts
where E" (in cm-1 ) is the energy of the lower state of the transition and where Qv and Qr are the
vibrational and rotational partition functions. The vibrational partition functions for the most
abundant isotopes are given in Table 3. Partition functions for the other isotopes are similar. The
temperature dependence of the rotational partition function is given by (T/Ts)3 where j is also provided
in Table 3 (Ts is taken to be 2960 K).
It is also necessary to know the temperature variation of a. In the absence of specific indications
discussed under each molecule, the equation a(T)/a(Ts) = (T/Ts )-n, with n = 1/2, corresponding to the
assumption of temperature-independent collision diameters, may be made. The validity of the assumption
is more uncertain, the larger the dependence of the diameter on the particular rotation-vibration
transition (that is, it is most unrealistic for H20 and the low-J transitions of the other molecules).
The theory of Tsao and Curnutte (1954) when applied to the determination of line width for H20 lines
gives a wide variation of n about the mean value of 0.62 (Benedict and Kaplan, 1959). Measurements made
with a CO2 laser (Ely and McCubbin, 1970) indicate a value of n = 1.0 for the P20 line of the 10.4 Pm
CO2 band.
An examination of Eqs. (1) and (3) indicates that it is necessary to know the v0, S(Ts), a(POT s)
and E" value for each line in order to compute a spectrum. The data compilation described here contains
these four quantities for each of the more than 100,000 lines between 1 pm and the far infrared be-
longing to the seven molecular species listed in Table 4.
In order to establish the "Criterion Intensity Minimum" values given in Table 4, an extreme atmos-
pheric path was considered, assuming the gas concentrations specified in Table 1 and maximum concen-
trations over the path of 3 x 1024 molecules/cm2 for water vapor and 1 x 1020 molecules/cm 2 for ozone.
This extreme radiation path was the atmospheric path tangent to the earth's surface, and extending
from space to space. Using this criterion, lines yielding less than 10 percent absorption at the line
center would normally be omitted.
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Although this absolute line intensity cutoff was established, it has not always been possible to
achieve. In some cases it would have been unrealistic to push calculations to this limit when experi-
mental confirmation fell far short. There are two specific areas in which this absolute cutoff has been
violated: (1) In regions of very strong absorption, very weak lines above this absolute limit have
been neglected; (2) Q-branch lines below this limit have occasionally been included where it is felt
that the accumulation of many weak, closely spaced lines would still produce an appreciable absorption
under some atmospheric circumstances. In some cases, (for example, C02), sufficient laboratory measure-
ments and theoretical work were available so that this limit was exceeded throughout the infrared.
In the past, line intensities have been defined in various units, different for each molecular
species. It was common to define water vapor concentration in precipitable cm, or g/cm 2, in the path
in question. On the other hand, the amount of CO2 and the other uniformly mixed gases in a path were
often given in cm-atm of gas at STP. In order to unify the units and ultimately to lead to less
confusion, we decided to use the more fundamental quantity, molecules/cm 2 as a measure of absorbing
gas abundance along the path. The appropriate conversion factors are:
1 (cm-atm)STP = 2.69 x 1019 molecules/cm2
1 g/cm2 of H20 = 3.34 x 1022 molecules/cm2
It was also decided, as indicated in Table 4, to define line (and band) intensities at 296 0K, the normal
room temperature at which most measurements are made. Intensities of all bands are based on the total
number of molecules of a given species of all isotopes in their normal abundance, not on the number of
the particular isotope responsible for a given band.
Half-widths of lines have been added where available. Details are discussed in the report by
McClatchey, Benedict, et al (1973). In some cases, it is felt that insufficient data exist to warrant
the inclusion of a variable half-width. In these cases, a mean, constant value has been inserted for
each molecular species and values are given in Table 5.
In Table 6, I have provided some information concerning the accuracy of the data contained in the
compilation. As can be seen, it is difficult to simply specify accuracy because it is different from
molecule to molecule, from band to band, and is also a function of the line intensity, there being much
more experimental confirmation available for strong lines than weak lines. The reader is referred to
McClatchey, et al (1973) for a more complete discussion of accuracy.
3. TRANSMITTANCE MODELS
The compilation of molecular spectroscopic data pertinent to atmospheric absorption has had as its
objective from the beginning the straight-forward calculation of atmospheric transmittance by line-by-
line or degraded monochromatic techniques. In principle the availability of such a compilation removes
the need for band models, Curtis-Godson approximations, etc. In practice, low resolution calculations
(spectral resolution lower than about 1 or 2 cm- 1) performed by line-by-line techniques cannot be donein connection with the reduction of field measurements except on an occasional basis due to computer
time and storage limitations. This is particularly a problem in connection with remote sensing
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measurements because of the necessity to iterate the solution of the remotely sensed variable with a
recomputation of the transmittance.
Thus, it is recommended here that this molecular data compilation be used to generate synthetic
spectra for a range of conditions which can then serve as a basis of comparison of various models. It
can further serve as a basic source of the fundamental parameters required in various band models.
Although I have sounded pessimistic about the use of line-by-line calculations in routine analysis of
field measurements, it should be recognized that very high spectral resolution measurements and laser
measurements require this calculation technique and in those cases, there can be no band model short-
cuts. Such high resolution measurements of atmospheric transmittance and emission are being made and
lidar is being used as a remote probing tool. Figures 1 and 2 show measurements of both transmittance
(solar spectra) and emission made from a balloon platform. Figure 2 shows a comparison of a calculated
and measured emission spectrum in the 20 pm region. These measurements were used by A. Goldman, et al
(1972) to infer the stratospheric distribution of water vapor. Figure 3 is a comparison of solar
spectral measurements in the 15 im region with calculations of the 15 Pm CO2 band. These kinds of
calculations depend on the availability of the molecular data compilation. Another important appli-
cation of these data is the comparison of high resolution synthetic spectra with measured spectra in
order to detect additional trace gases (natural and pollutant). The previously shown Figure 2 is an
indication of this in the case of HNO 3 . Figures 4-6 show calculations of transmittance through a
vertical path at various spectral resolutions. Figures 7-9 show sample high resolution spectra for
horizontal paths and are samples of curves covering most of the infrared provided by McClatchey (1971),
McClatchey and Selby (1972a and 1972b).
As indicated above, an important use of the molecular data compilation is the generation of band
model parameters and the subsequent checking of band models against degraded monochromatic calculations.
To this end I am providing here in Figures 10 to 13 curves of S S. and S. ci for the spectral region
frm10200c 11hreS1 i-2from 10-2500 cm where Si is a line intensity in the units of cm 1 /molecule-cm- and ai is the half-
width at half maximum in units of cm-1 /atmosphere. Curves are provided separately for the water vapor,
CO2 , and ozone data included on the data tape. Sums have been computed for overlapping 20 wavenumber
-l
intervals so that results are provided every 5 cm
Various researchers have applied the Goody random model to the calculation of atmospheric trans-
mittance with varying degrees of success. Rogers and Walshaw (1966) applied it to the 6.3 im and
rotational water vapor bands with apparent success. They felt less comfortable applying it to the
15 pm CO2 band and they felt that its application to the 9.6 im band of ozone presented "difficulties".
Goldman and Kyle (1968), on the other hand, found that the statistical model agreed with line-by-line
calculations for the 2.7 vm H20 band and 9.6 pm 03 band to a level exceeding the agreement between
either one and experimental data. Following the example of Goldman and Kyle, we have used our data
compilation to generate appropriate band model parameters for water vapor, CO2 and ozone summed over
5 cm-1 increments and spaced 1 cm-1 apart. Figures 14 though 16 show the results of using these
parameters in a Goody random model formulation and then comparing these calculations with the line-by-
line technique. The results are also compared with experimental data for the 6.3 vm water vapor band,
the 15 pm CO2 band and the 9.6 pm ozone band. Table 7 summarizes the results of calculations made for
each of these band complexes for a number of different conditions.
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4. CONTINUOUS ABSORPTION BY ATMOSPHERIC GASES
Although notpart of the data tape of primary concern in this report, a few words should be said
about the relatively continuous regions of absorption of particular interest in the atmospheric
"windows" near 2500 cm- 1 (4 gm), from approximately 1250 cm-1 to 700 cm-1 (8 pm - 14 pm), and near
450 cm 1 (22 pm). In other spectral regions the contribution by nearby absorption lines is much greater
than that by the continuum absorption, so that for practical purposes the continuum effect can be
neglected, although it may be greater than in the windows.
This continuous absorption is caused by one or more of the following processes: (1) extreme wings
of strong collision-broadened absorption lines centered more than 10-20 cm-1 away; (2) pressure-
induced absorption resulting from transitions that are forbidden for unperturbed molecules; and (3)
the possible existence of the water dimer (H20;H 20) in the case of the 8 to 14 pm region.
The absorption coefficient due to continuum absorption can be expressed as
k = CsP + CbPb (4)
where Cs is the self-broadened coefficient and Cb is the foreign gas broadening coefficient, P is the
total pressure and Pb is the foreign gas pressure.
Figure 17 gives the spectral dependence of Cs for water vapor absorption in the 8 to 14 im region for
three temperatures (Burch, 1970). The Cb value has been most reliably measured by McCoy et al, 1969,
and is found for nitrogen to be Cb = 0.005C s at room temperature.
Figure 16 gives the spectral dependence of Cs for the water vapor absorption in the region near 4 im
for four different temperatures (Burch et al, 1971a). Note that the T = 296 0K curve is an extrapolation
based on themeasurements at higher temperature. These same workers found the ratio Cb/Cs for nitrogen
broadening to be 0.12 ± 0.03.
Figure 19 gives the spectral dependence of the absorption coefficient due to the pressure-induced
nitrogen absorption centered near 2330 cm-1 (Burch et al, 1971a). Measurements have also been made by
Shapiro and Gush, 1966, and Farmer and Houghton, 1966. Since the foreign gas broadening in this case
results from a gas (oxygen) having a constant mixing ratio in the atmosphere, Eq. ( 4) reduces to
K = Const. x P (5)
Since the nitrogen abundance in the atmosphere is also directly proportional to P, the absorption
depends on P2 and Figure 19 has as ordinate the absorption expressed in the units, atm -2 Km- .
Since line wings as given by the Lorentz shape, Eq. (1), have been found to be in error in the ex-
treme wings, an appropriate rule to follow for the truncation of line wings and the introduction of
continuum absorption coefficients in accordance with Figures 17 through 19 is difficult to state. It
is recommended that the user familiarize himself with this problem (see, for.example, Burch et al, 1969)
and in any case the use of the Lorentz shape beyond 20 or 30 wavenumbers of line centers is inappro-
priate. A suggested line shape modification for CO2 lines is given in Table 8 taken from Burch (1970).
Recent laboratory experimental work by Long, et al (1973) and confirmed by Burch (1972) indicates a
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super-Lorentz nature of water line wings in the 6 Pm H20 band. Monochromatic (laser) errors of about
a factor of two in the absorption coefficient would be made if the Lorentz shape were assumed to extend
10 cm 1 from the center of a strong line.
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TABLE AND FIGURE CAPTIONS
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Table 2 Parameters included in compilation.
Table 3 Vibrational partition functions.
Table 4 Intensity criteria for lines included in compilation.
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Table 6 Accuracy of data contained in compilation.
Table 7 Comparison of integrated absorption results computed by line-by-line and random
model technique.
Table 8 Modification factor for atmospheric CO2 lines.
Figure 1 Solar spectrum from 5 pm - 20 um. Measured from balloon by Murcray and co-workers,
University of Denver, Av = 1.5 cm-
Figure 2 Emission spectrum showing calculation compared with experiment Av = 1.5 cm-1
Figure 3 Comparison of measured and computed solar spectrum in the 15 Vm region - by the
University of Denver.
Figures 4-6 Transmittance calculations at 20 cm-1 , 1 cm-' and 0.1 cm-1 showing effect of
changing spectral resolution.
Figures 7-8 High resolution spectra computed for 10 km horizontal paths at sea level and
12 km altitude.
Figure 9 High resolution spectrum computed for 10 km horizontal path at 12 km altitude.
Figure 10 Curves of E Si and E(Siai)1I/2 for 20 cm-1 intervals for the water vapor data
included in AFCRL Data Compilation for T = 296 K.
Figure 11 Curves of E Si and E(Siai)1/2 for 20 cm-  intervals for the CO2 data included
in the AFCRL Data Compilation for T = 296 K.
Figure 12 Curves of E Si and E(Siai)1/2 for 20 cm-1 intervals for the ozone data included
in the AFCRL Data Compilation for T = 296 K.
Figure 13 Curves of E Si and E(Si) / 2 showing the temperature dependence of these
quantities over the range 2 0-296 K for (a) H20 (b) CO2 (c) 03.
Figure 14 Comparison of line-by-line, random model, and experimental data for the 6.3 Pm
band of water vapor.
Figure 15 Comparison of line-by-line, random model and experimental data for the 15 pm
band of CO2.
Figure 16 Comparison of line-by-line, random model and experimental data for the 9.6 Pm
band of ozone.
Figure 17 Continuum absorption coefficient for H20 in the 10 pm region.
Figure 18 Continuum absorption coefficient for H20 in the 4 pm region.
Figure 19 Absorption coefficient for N2 .
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Table I
MOLECULES INCLUDED IN COMPILATION
Molecule Abundance (ppm) No. Entries
H20 Variable (3xIO24 molecules/cm2 )  38, 145
CO2  330 32, 839
20 203 Variable (Ixl020 molecules/cm 2)  19, 328
N20 0.28 14, 969
CO 0.075 354
CH4  I. 6 I, 741
02 2. Ix 105 490
Table 2
PARAMETERS INCLUDED IN COMPILATION
v Line Frequency
S Line Intensity
a Line Half-Width
Ell Energy of the Lower State
Q(v) Quantum Numbers of Upper
and Lower State
I SOT Isotopic Identification
MOL Molecular Identification
TABLE 3
Vibrational Partition Functions
Molecule j Tempera- 175 200 225 250 275 296 325
ture
H20 1.5 1.000 1.000 1.000 1.000 1.000 1.000 1.001
CO 2  1.0 1.0095 1.0192 1.0327 1.0502 1.0719 1.0931 1.1269
0 1.5 1.004 1.007 1.013 1.022 1.033 1.046 1.0663
N20 1.0 1.017 1.030 1.048 1.072 1.100 1.127 1.170
CO 1.0 1.000 1.000 1.000 1.000 1.000 1.000 1.000
CH 4  1.5 1.000 1.000 1.001 1.002 1.004 1.007 1.011
02 1.0 1.000 1.000 1.000 1.000 1.000 1.000 1.001
TABLE 4
Intensity Criteria for Lines Included in Compilation
Criterion Intensity*- Existing IntensityMolecule Identification No. Minimum at T=296K Minimum at T=296K
H2 0 1 3 X 10 - 2 7  3 X 10 - 2 7
CO 2  2 2.2 X 10 - 2 6  3.7 X 10 - 2 7
0 3  3 3.5 X 10 - 2 4  3.5 X 10 - 2 43-2
N 2 0 4 3.0 x 10 - 23 4.0 x 10 -
2 3
CO 5 8.3 X 10 - 2 3  1.9 X 10 - 23
CH 4  6 3.3 X 10 - 24 3.3 x 10- 2 4
02 7 3.7 X 10 - 3 0  3.7 X 10 - 3 0
:Units are cm- 1 /(molecule-cm - 2
TABLE 5
Mean Half-width Values
-11
Molecule Half-width (cm -latm) References
CO 0.07 Yamamoto et al (1969)
03 0.11 Lichtenstein et al (1971)
N20 0.08 Toth (1971)
CO 0.06 Bouanich and Haeusler (1)72)
CH 4  0.055 Varanasi (1971) (see Section 6.3)
02 0.060 Burch and Gryvnak (1969)
TABLE 6
ACCURACY OF DATA
v (cm ) S
H20 + 0.00001-0.05 1-10% Rotat. + 10%-X3
10%-X2 others
CO2  +0. 01 + 5% + 10%
03 +0.01-1.0 + 10% Constant Value
N20 + 0.01 + 5% Constant Value
CO + 0.001-0.01 + 2%-+ 10% + 10%
CH4  + 0.01 + 20% Constant Value
02 + 0.01 + 10% Constant Value
*8c 6*SE 610T X1V1- 96*61
iCES 80O 60 X 69-Z 96*6T
L'6S ZS 0Tx ZZL1 S9199
V1U'6 61TX C'L S9*99
SIOL U0L 610T x £81T L8*66E
LL*6 SV8610T X OV-T 01
015 t17L7 aZ0T X 0i71 (>IOSzrL) 001
0*09 8*SS oOO X OV- 001
8L1 6LT IZO1 X 00-L 005
(LI AW ) M (riffI) P (zuP/*TOI)b (qw) d
TZI Z01 lIT OZO1 X 051T SCUT1
PEE S12 IlE OZ0T X 0-8 00*00t7
EL9 U6S S99 ZZ01 x 01 00*008
61E £12 OZE OZ0T x 1I'E V9*6L0
(WxCIMv) OM (TKJUa) Sm ('IB') m4 (ZwcD/ 10.u) (CPA a
Slrl3S" IkIJ&]SV aK1J4 O 1NSIWdWM
L 31OVI.
TABLE 8
MODIFICATION FACTOR FOR ATMOSPHIERIC CO2 LINES
I ,),,0 c - 1
fv-\ 0f cm x
0 1.00
0.5 1.00
0.6 0.96
0.7 0.89
0.8 0.82
0.9 0.77
1.0 0.70
1.2 0.60
1.5 0.50
2.0 0.41
2.5 0.34
3.0 0.31
5.0 0.29
8.0 0.23
10.0 0.19
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N75 1156
INFRARED REMOTE SOUNDING
C. D. Rodgers, Clarendon Laboratory
Oxford, England
INTRODUCTION
The potentialities of artificial earth satellites for remote sounding of the earth's atmosphere
were first realised towards the end of the 1950's, at about the time the first satellites were launched.
Kaplan (1959) pointed out that the thermal radiation emitted by the atmosphere depends on the distri-
bution of temperature and absorbing gases, and proposed a practical method whereby the temperature
distribution could be sounded using the absorption band of CO2 at 15 p.
Of course it is not only temperature that can be observed. Any quantity that affects the emitted
radiation can in principle be measured. Fig. 1 shows two typical spectra of the earth's atmosphere
measured from a satellite using the IRIS instrument (Hanel et al 1971). We can clearly see features
due to thermal emission by carbon dioxide (667 cm- 
1 ), water vapour (everywhere) and ozone (1040 cm-
1).
With a little care, emission due to methane and nitrous oxide (1300 cm-1) can also be distinguished.
In window regions, the nature of the surface affects the spectrum. Information about the atmosphere
can also be obtained from reflected solar radiation. However as the theory and techniques are dif-
ferent from those for thermal radiation, this paper will be restricted to thermal sounding in the
infrared and microwave regions. The spectra of Fig. 1 are of relatively low resolution. Many of
the broad scale features actually consist of thousands of spectral lines. To illustrate this, Fig.2
shows an absorption spectrum of carbon dioxide in a 0.7 cm
-  interval in the Q branch at 15 p.
This calculated spectrum shows the scale of wavelength on which there is information. No satellite
instrument could hope to measure the emission by the atmosphere at this resolution. Still less could
we hope to make use of all the information that there is in the spectrum. We must be selective. So
far we have only mentioned wavelength as one of the variables. There is also information in the way
the spectrum varies with position and angle, for example we may use imaging and limbscanning tech-
niques. This gives us an even wider choice of possibilities.
The radiation emitted by the atmosphere may be measured as a function of:
* wavelength (wavenumber)
* position (of the observer or the emitting element)
* angle
* time
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It is determined by the distribution of:
* temperature
* cloud, aerosol
* composition 
- C02 , H20, 03, CH4 , N20, etc.
* surface emissivity and height.
In principle it should be possible to determine all these quantities by remote sounding. In
practice some quantities are more easily sounded than others. Temperature distribution is the
simplest, and is that which has received most attention. Of the possibilities, it is probably the
most important meteorologically. The only gases whose distribution has been measured so far are
water vapour and ozone, but instruments are being designed for future spacecraft which will measure
the distribution of other atmospheric trace gases such as CH4 , CO, N20, NO, NO2 . Fig. 3 gives
a general indication of the composition of the atmosphere in terms of trace gases and Fig. 4 shows
some of the spectral features that can be used for measuring them.
THEORY OF RADIATIVE TRANSFER
Much has been said elsewhere in the proceedings of this conference about the direct problem, i.e.
the dependence of thermal radiation upon the state of the atmosphere, .o :iat derivation of the equa-
tions is hardly required here (e.g. Gille 1974). The intensity I of thermal radiation emitted at
the top of the atmosphere can be written as
(v, ) = B(v, e()) dT(v, z, ) dz + B(v, 0(g)) T(v, g, ) (1)I(v, ) B (z)) dz
where v is wavenumber, 4 is angle of emergence, B is the Planck function, 0(z) is the temp-
erature at height z, and g is the ground. T(v, z, 0) is the transmission of the atmosphere from
height z to the spacecraft. This is a function of the distribution of those absorbers which have
significant absorption at wavenumber v. We note that T(v, z, 0) - 1 as z - -, and + 0 as
z - - . Thus dT/dz must have a peak of some shape at some value of z. The height and shape
of this peak depend on the absorber distribution and absorption coefficient. Thus the measured in-
tensity is a weighted mean value of the Planck function profile, with dT/dz as the weighting func-
tion. A typical set of such weighting functions is shown in Fig. 5. These are for the vertical
sounding of temperature in a cloudless atmosphere using the 15 P band of CO2 by the SIRS in-
strument on Nimbus 4.
Qualitatively we can see that it should be possible to measure the temperature profile with a
vertical resolution of about 10 km using radiation emitted by CO2 . However, to reach great heights,
line centres where k is large must be used, but this requires very high spectral resolution. Low
spectral resolution allows a range of k to be seen, and this smears out the weighting function
giving poorer resolution.
472
We can obtain higher vertical resolution by using limbscanning methods as illustrated in Fig. 6.
The weighting function as a function of distance along the line of sight is still very broad, but
when the geometry is transformed so that it is expressed in terms of absolute heights the weighting
function is very narrow (Fig. 7).
Distribution of absorbing gas is less straightforward to sound than temperature. It affects the
measured intensity through the shape and height of the weighting function, and therefore enters the
equation in a grossly non-linear manner. Qualitatively we can say that if the absorber amount is in-
creased then the height of the emitting layer (peak of the weighting function) rises, and the emitted
radiation changes because the temperature of the emitting layer changes. Thus we measure the dis-
tribution of absorber as a function of atmospheric temperature. If the temperature profile is measured
independently, it should then be possible to relate the distribution of absorber to height.
Clouds may be regarded as absorbers throughout most of the thermal infrared, but normally the
absorption is so great that they can be treated as black bodies. Their irregular distribution in
both the horizontal and the vertical, and their effect of masking radiation originating in lower layers,
makes them the most important and difficult problem in retrieving atmospheric information from measure-
ments of infrared radiation. The only way of bypassing this problem is to use microwave sounding,
when clouds are largely transparent.
RETRIEVAL METHODS
The problem of finding the best value of a quantity given measurements of related quantities is
shared by many disciplines. In the particular case of remote sounding the problem is unusually dif-
ficult because the observables are related in such a complex way to the required quantities.
There are two aspects of the retrieval problem that can, in one sense, be treated separately.
The obvious aspect is the problem of inverting the equation of transfer so that the atmospheric state
is expressed as a function of the observed radiation. The less obvious aspect is the question of
the information content of the observations. This second aspect involves such questions as the ver-
tical resolution of the derived profiles of temperature and composition, the accuracy of the solution,
and just which components can be measured and which cannot.
We will discuss the "information content" problem first, before dealing with the more practical
problem of inverting the equation of transfer. To do this, we will use a simplified version of the
equation of transfer:
M
=i KizBz + i i = l ..... N
z=l1 (2)
where Ii is the measured radiance in spectral interval i, Bz is the atmospheric state vector, Kiz
is the transformation applied to Bz by the instrument (the weighting function), and ci is the ex-
perimental error. The integral in equation 1 has been replaced by a summation. This equation is
a good approximation for some types of observation (e.g. microwave sounding for temperature), or
it may be regarded as a step in an iterative process for the solution of more complicated problems
(see below).
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The first question is whether a unique solution of this equation is possible at all. The answer
must be no, on two counts. The presence of the term e implies that we only know I within certain
limits. Thus even if we could solve the equation for B if F = 0, we find that there is un-
certainty due to e. The second count hinges on the relative sizes of N and M. The number of
spectral intervals used for a particular observation is necessarily finite. The height co-ordinate
is continuous. Thus M should be infinite. Therefore the problem is underconstrained, and there
must be an infinite number of solutions consistent with the observations even in the absence of noise.
The question of retrieval must now be restated as "Given the observations I, the statistics
of experimental error c, and the instrumental function K, what can we say in a physically mean-
ingful way about B?" There are several ways of looking at this:
* Deduce a 'good' approximation to B, and estimate the statistics of its error.
* Deduce a 'good' approximation to some specified (linear) function of B, (e.g.
total water amount, thickness between pressure surfaces), and estimate the
statistics of its error.
* Find a physically meaningful linear function of B which could be deduced
exactly from the observation in the absence of noise.
If we are going to try to solve for B, we must impose some constraint so that we obtain a unique
solution. Examples of such constraints are:
* Make B a function of N variables. One must then investigate how well the
real atmosphere may be represented by the particular form chosen
* Choose the 'most likely' solution consistent with the observations. This
requires a knowledge of the statistics of B
* Choose the 'expected' value of B. This is the average value of all B's
weighted with their probabilities of being a solution.
* Constrain the solution to be 'near' a first guess of some kind, and within
experimental error of the observations.
* Choose the solution which is 'smoothest' within experimental error of the
observations.
Another aspect of the information problem that must be clearly understood is that of independence of
observations. Typically the weighting functions overlap considerably, so that different spectral in-
tervals measure contributions from the same part of the atmosphere. The instrument scrambles infor-
mation about the profile B by the transformation K, before presenting it to the observer as radiance
I. One question in trying to unscramble it again to discover how many independent measurements we
have of a particular profile, given N non-independent measurements 11 to IN . To do this, we must
find a linear transformation (L) of K, M = L * K , such that the transformed weighting functions
M are independent. We can then regard M as a set of independent windows through which we view the
atmosphere. Independence requires MMT = A, a diagonal matrix. Thus
LKKTL = A
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If we also require that the transformation L be orthogonal, i.e. LLT = U, the unit matrix, we see
that L is the matrix of eigenvectors of KKT, with eigenvalues A . The transformed observations
are I' = M * B = L K B = L - I. It can easily be shown that if the B's are regarded as independent
quantities of equal variance then the variances of the elements of I', the transformed observations,
are proportional to the corresponding eigenvalues Ai. It is found that some of these eigenvalues
are very small, implying that there is little information in the corresponding observation. In fact
the number of independent observations that one can make with a given set of K's is the number of
eigenvalues of KKT which are greater than the square of the experimental noise/signal.
This analysis tells us about the nature of the instrument. However, the atmosphere itself has
correlations between its properties, so that the number of statistically independent quantities that
can be measured is smaller than the above analysis shows. A statistical analysis requires us to
diagonalise the covariance matrix of the observations themselves, and compare the eigenvalues with
(noise/signal)2 (Rodgers 1971).
INVERSION OF THE EQUATION OF TRANSFER
The precise details of how the equation is inverted depend to some extent on the constraints
applied.
If the equation is linear, and quadratic form constraints are used, i.e. we minimise
(I - KB)T E-1 (I - KB) + (B - I)T H-1 (B -)
where H is the inverse of the constraint matrix, and E is the covariance of the experimental
error, then we can solve the equation to give
B = HKT (E + KHKT)- (I - T) + (3)
Unfortunately in most cases the equation is not linear. However we can use the same basic principle
of a quadratic form constraint, and minimise
(I - I(B))T E-1 (I - I(B)) + (B )T H- 1 (B - )
where I(B) is the appropriate direct model. The minimisation can be carried out by a general min-
imising process (e.g. Powell 1964), but this may be inefficient in a particular case. A Newton-
Raphson process may be used if the direct equation is not too nonlinear. This requires linearising
the equations about the current iteration, and solving it as a linear problem using equation (3) to
find the next iteration.
For some problems particular features of the equation of transfer and the instrument design may
be used to advantage.
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For example, the ITPR instrument on Nimbus 5 uses a scanning arrangement (Fig. 11) which enables
independent measurements to be made close together in space. If it is assumed that adjacent obser-
vations are of the same temperature and humidity profile, and cloud height, but differ only in cloud
amount, then it is possible to eliminate the cloud mathematically, and estimate what the radiances
would have been in the absence of cloud.
The relaxation method of Chahine (1968) is of value when the equation of transfer is too non-
linear for the Newton-Raphson approach to work efficiently. For example, when the sounding frequen-
cies are widely spaced. However it does require a set of weighting functions with distinct peaks.
The iteration is of the form:
B(T n), v) = B(T n -l) v) obs j calc (Vj)
where T n ) is the nth iteration for the temperature at a height defined by the peak of the
weighting function for the spectral interval at vj, I obs(V j) is the observed radiance, and
I(n1cl)(v.) is the calculated radiance for an atmospheric profile defined by the (n-l)th iterationcalc 3
values T(n-l)
Backus and Gilbert (1970) have developed a quite distinct approach to retrieval methods. Their
particular problem is sounding the solid earth using seismological information, but mathematically
the equation to be solved is similar to our equation of transfer. In their case the kernels do not
have peaks at various depths, they all peak at the surface. This is akin to the atmospheric remote
sounding problem for an observer at the surface. Backus and Gilbert investigated the question of
taking linear combinations of kernels so that the result has a peak at a specified position. The
same linear combination of their observations would then correspond to the function sounded at the
position of the peak. They found it possible to do this, but in constructing the narrowest pos-
sible peak (i.e. best resolution) the noise in the observations was amplified so that the result
could in some cases be useless. Their next step was to jointly minimize the width of the peak and
the noise in the solution, thus producing a "trade off" between noise and resolution. One of the
results of their analysis is a set of "trade off curves" showing how the noise is amplified as re-
solution gets better. Thus it is possible to say just what the vertical resolution is for any par-
ticular accuracy in the estimation.
This approach has been applied to the IRIS instrument by Conrath (1972). Fig. 8 shows some of
his trade off curves. In this diagram aT is the error in the temperature measurement, and OE
is the noise equivalent temperature in the radiometer. 'Spread' is a measure of vertical resolution.
Curves A are for a measurement of the temperature at 780 mb, and curves B are for 50 mb. The
dotted lines are for 7 spectral regions, and the full lines are for 16 regions. These curves show
how rapidly noise goes up if it is attempted to improve the vertical resolution beyond a certain
point.
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EXPERIMENTAL TECHNIQUES
Infrared remote sounding techniques have been widely used from earth satellites, and one plane-
tary probe (Mariner 9) has used thermal radiation to sound the Martian atmosphere. Several dif-
ferent types of instrument have been used. These can be classified broadly as:
1. Michelson Interferometer
2. Grating Spectrometers
3. Filter Radiometers
4. Microwave detectors
The Michelson Interferometer has the advantage in an experimental situation that it records the
whole spectrum of the atmosphere. This means that the interesting spectral regions can be chosen
after the instrument is launched, and unexpected features of the thermal emission are not lost. How-
ever, very high resolution cannot be used, as this leads to a problem of data storage and telemetry
because of the high data rate required. The IRIS experiments on Nimbus 3 and 4 and on Mariner 9 have
been of great value. A typical spectrum has already been seen in Fig. 1.
Grating Spectrometers have been flown on Nimbus 3 and 4. The instrument (SIRS) is a spectro-
meter of fairly conventional design using an array of detectors or a set of fixed exit slits. This
produced radiance measurements in specified spectral regions, rather than a continuous spectrum, as
did the IRIS. SIRS 3 had seven channels in the 15 p band of carbon dioxide, and one window chan-
nel. SIRS 4 included further channels for water vapour sounding.
Many instruments have used the rather simple basic design of a filter radiometer. This consists
of a set of optics to condense the incoming radiation onto a detector, with a filter at the appro-
priate place in the system to select the required spectral region. The first instrument to measure
atmospheric temperatures from a satellite was of this type. This was MRIR on TIROS G, which had
a filter covering the whole 15 p band, thus measuring the mean temperature for the whole strato-
sphere.
An improvement on this basic design came with the introduction of Selective Chopping and Sel-
ective Absorption in the SCR instruments on Nimbus 4 and 5. The height of the peak of the weighting
function depends on the absorption coefficient. If this varies widely within the spectral pass
band of the instrument, then the weighting function will have contributions from a variety of heights,
and will be broadened compared with the monochromatic case. This problem occurs when using mole-
cular vibration rotation bands, as can be seen from Fig. 9. Selective absorption requires an ab-
sorbing cell at CO2 to be included in the instrument to remove radiation from line centres. Thus
the detector only sees radiation from the troughs between lines, where the absorption coefficient
is much less variable. The improvement in the shape of the weighting functions is shown in Fig. 9.
Selective chopping is in a sense the reverse of selective absorption. By one of a variety of tech-
niques the difference is measured between the total radiation reaching the detector, and that
reaching the detector after selective absorption. This difference signal is proportional to the
radiation in the centres of the CO2 lines, where the absorption is high, and results in a weighting
function which is high in the atmosphere (Fig. 10). Alternatively, the difference signal may be
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measured between two paths containing different amounts of CO2. This gives weighting functions
of intermediate heights.
Another filter radiometer is the ITPR which is flying on Nimbus 5. This instrument has seven
channels specifically designed for tropospheric sounding. It uses a narrow field of view which is
scanned over a grid of 140 elements, as described above (Fig. 11).
An entirely different approach to the problem of cloud is the use of microwave sounding. Ther-
mal radiation is easily measureable in the microwave region to very high spectral resolution using
conventional though carefully designed microwave receivers. One such instrument is NEMS on Nimbus
5. The spectral region used is the 5 mm 02 band, together with a window channel, and a water
vapour channel. The major advantage is that most clouds are transparent in this region, so that the
retrieval is straightforward. Only in the case of large precipitating clouds is there any problem,
(Staelin 1969).
For future spacecraft there are more basic designs under development.
A limb scanning radiometer (L.R.I.R.) is to be flown on Nimbus F, (Gille 1972). This instru-
ment will provide soundings of the stratosphere with a much higher vertical resolution than has
been available until now, although its horizontal resolution is relatively low. It comprises a
radiometer measuring emission from the 15 1 band of carbon dioxide through a very narrow angular
field of view which is scanned over the limb by means of a moving mirror.
A further development of the selective chopping principle is the Pressure Modulator Radiometer
(PMR) which is due to be flown on Nimbus F (Taylor et al 1972). In this instrument only one cell
of carbon dioxide is used, but its pressure is modulated by means of a piston. The detector mea-
sures radiation at the modulation frequency; this originates in the line centres. The use of a
single cell eliminates the problems of balancing between two halves of an optical system, and sim-
plifies the optical design, thus allowing more energy to reach the detector. The Nimbus F PMR
should measure temperature from 40 km to 85 km.
A limb scanning PMR is being desinged for Nimbus G, in order to measure both the temperature
profile, and the distribution of trace gases. The gas to be measured is used in the modulator cell,
and acts as a filter to detect its own presence in the atmosphere.
SOME APPLICATIONS OF REMOTE SOUNDING
One of the most important applications of remote sounding is, of course, in monitoring the tem-
perature profile in the troposphere and lower stratosphere on a global scale as basic information for
weather forecasting. Remote sounders on Nimbus 3, 4 and 5 have been used for this purpose, and now
there is a remote sounding package (VTPR) for the ITOS series of operational satellites. This aspect
of remote sounding has been widely discussed in the literature. Here we will discuss some of the
scientific and research applications.
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Remote sounding provides basic data sets for study of the atmosphere on a global scale. The data
is global in coverage and uniform in quality, thus removing many of the problems of patching together
data from irregularly placed and often incompatible instruments. A typical example of this is shown in
Fig. 12, which gives the global distribution of ozone for one particular day, based on IRIS measure-
ments. The high concentrations of ozone can all be related to low pressure areas. This map could
never have been produced by conventional means (Prabhakara and Conrath 1971).
Fig. 13 shows how satellite measurements can contribute to climatology. Here we have a sequence
of zonal mean temperature cross sections based on Nimbus 4 SCR data. The cross section for 13 Decem-
ber 1970 shows a typical early winter situation with an extensive cold area over the winter pole, and
the strong horizontal temperature gradient at a height of 30-50 km in the latitude region 40-600 N.
By 8 January there has been a midwinter warming, and this temperature gradient has reversed, making
the temperature at 45 km over the north pole similar to that over the south pole. The original sit-
uation is re-established by mid February, but by mid March the cross section shows the south polar
region cooling and the north polar region warming up. The June 1971 situation is approximately the rev-
erse of that in December 1970, except that the south polar stratosphere is 100 cooler than the cor-
responding north polar stratosphere. This is probably due to the ellipticity of the earth's orbit; we
are further from the sun in June than in December. By 21 September 1971 there has been a warming in the
southern hemisphere showing general similarities to the January 1971 case, but there are marked dif-
ferences in the 500 S region.
The details of these warming events can be very clearly seen from remote sounders (Barnett J.J.
1973). Figs 14-17 show one such event. Fig. 14 gives the temperature seen by the highest channel
of the Nimbus 5 SCR (at about 45 km) on 24 January 1973. A warm area has begun to develop over
Western Europe. Four days later (Fig. 15) this warm area has grown considerably, and the pattern
has developed into a typical "wavenumber one warming". The temperature field has one maximum around
latitude circles, and the longitude of the maximum is more easterly at higher latitudes. Fig. 16
shows the temperature field lower in the atmosphere (at about 30 km). A comparison of Figs. 15 and
16 shows that the maxima and minima of temperature slope westward with height. Fig. 17 shows that the
southern hemisphere is hardly affected by these massive perturbations in the Northern hemisphere. The
westward slope with height of the temperature extreme is clearly seen in Fig. 18. This is a cross
section around a latitude circle of deviations of temperature from the zonal mean. A similar plot
is also shown for geopotential height. The event is a similar one to the above, but two years earlier.
It is a much more intense warming; notice that the temperature contrast around the latitude circle at
3 mb is about 1000 K.
Wave number two is often present in the temperature field, and on some occasions dominates the
event. Fig. 19 shows such an occasion, the southern hemisphere winter of 1971. The units in this
figure are radiance rather than temperature. Channel A is at about 40 km, showing a hot area over the
pole, flanked by two cold areas. Channel D is at about 20 km, showing a cold area over the pole,
flanked by two warm areas. The deviations from the zonal mean showed the same westward tilt in this
case as in the northern hemisphere. This pattern remained essentially unchanged, except that it
rotated about the pole, for a period of 30 days. The track of the cold centre of channel A is shown
in Fig. 20. The rate of progression was fairly uniform at about 3600 in 25 days,.as can be seen from
Fig. 21.
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Wave motions in the atmosphere can be studied in general by means of Fourier Analysis of the
measurements. A typical example is shown in Fig. 22, which shows more stratospheric wave sctivity
in higher latitudes than at the equator, and more activity in the winter hemisphere than the summer
hemisphere. In all cases the amplitude decreases with increasing wavenumber, this effect being most
marked for the high latitude winter case.
Fig. 23 illustrates an entirely different application of remote sounding, this time to ozone
photochemistry. There are a large number of chemical reactions involved in the maintenance and
production of ozone in the stratosphere, and it is not yet clear which reactions dominate at var-
ious levels in the atmosphere, because some reaction rates are not known sufficiently accurately.
Each set of reaction rates will, however, lead to a particular temperature dependence of the equi-
librium ozone concentration. A measurement of this temperature dependence will provide constraints
on possible reaction rates. Fig. 23, plot (a), shows ozone concentration at 1.9 mb measured by the
B.U.V. (Backscattered Ultra Violet) instrument on Nimbus 4 plotted against SCR channel A (about 2 mb)
temperatures on a log-reciprocal scale, giving a clear measurement of the temperature dependence.
Plot (b) shows less correlation, because the two instruments are not seeing the same part of the
atmosphere, but this may be improved by using the westward slope with height of temperature dis-
turbances, and plotting the temperature from the previous orbit (plot (c)).
CONCLUSIONS
This survey of remote sounding in the infrared has necessarily been brief, and somewhat selective.
The field is very large and is growing rapidly, and it is not possible to cover all aspects and des-
cribe all the experiments and their applications in the time and space allotted. A comprehensive
review of this and other aspects of remote sounding may be found in Houghton and Taylor (1973).
The immediate future for infrared remote sounding is clear: microwave techniques will be further
developed and used operationally for tropospheric soundings, limb scanning will improve vertical re-
solution in the stratosphere and mesosphere, and the distribution of more trace constituents will be
measured. After this, I hesitate to predict.
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FIGURES
Fig. 1 Spectra of thermal radiation emitted from the earths atmosphere (Hanel et al 1971)
Fig. 2 A calculated spectrum of carbon dioxide in the Q branch at 15 microns.
Fig. 3 Typical mixing ratios of atmospheric trace gases in the stratosphere and mesosphere.
Fig. 4 Spectral features that may be used to measure distribution of atmospheric trace gases
(J. H. Shaw)
Fig. 5 Weighting functions for remote sounding of atmospheric temperature by the SIRS instrument
(Smith et al 1970)
Fig. 6 Geometry for Limb sounding
Fig. 7 Weighting functions for a limb sounding instrument.
Fig. 8 Trade off curves for the IRIS instrument (see text for details) (Conrath 1972)
Fig. 9 a. Weighting function for an Elsasser band model, i.e. a spectral interval containing
several spectral lines
b. Weighting function for an Elsasser band model after selective absorption.
c. Monochromatic weighting function.
Fig. 10 Illustrating Selective Chopping
A. 15 micron Q branch weighting function
B. 15 micron Q branch weighting function, after absorption by CO2 in the instrument
C. Difference between A and B.
Fig. 11 The ITPR scanning arrangements
Fig. 12 Global distribution of ozone determined from IRIS data for 22 April 1969 (from Prabhakara
and Conrath 1971)
Fig. 13 Global zonal mean temperature cross sections from Nimbus 4 SCR measurements.
Fig. 14 Equivalent temperature channel BIB2 Nimbus 5 SCR. Northern Hemisphere 24 January 1973.
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Fig. 15 Equivalent temperature channel BIB2 Nimbus 5 SCR. Northern Hemisphere 28 January 1973.
Fig. 16 Equivalent temperature channel B3B4 Nimbus 5 SCR. Northern Hemisphere 28 January 1973.
Fig. 17 Equivalent temperature channel B3B4 Nimbus 5 SCR. Southern Hemisphere 28 January 1973.
Fig. 18 Deviations of temperature and geopotential height from the zonal mean for 640 N 5 January
1971
Fig. 19 Channel A and D radiances from Nimbus 4 SCR. Southern Hemisphere 26 September 1971.
Fig. 20 Track of the cold centre of channel A. Southern Hemisphere 7 September - 7 October 1971.
Fig. 21 Progression of wave number two pattern around the south pole. 7 September - 7 October 1971.
Fig. 22 Spectrum of Planetary Waves. Average amplitudes of zonal wave numbers 1 to 6 during the
period 21 November 1971 to 6 March 1972 (Barnett 1973)
Fig. 23 Ozone mixing ratio at 1.9 and 0.9 mb plotted against the Nimbus 4 S. C. R. channel A
temperature.
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