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A modo de introduccio´n
A finales de la de´cada de los cincuenta del siglo pasado, el fı´sico–matema´tico
alema´n Henry Paul Kramer (1924-2005) – empleado en aquel momento en los famosos
Bell Telephone Laboratories en New Jersey – se preguntaba en su artı´culo de 1957 A
generalized sampling theorem [81], lo siguiente:
“ If
f(t) =
∫
I
K(t, x)g(x)dx (1.1)
under what condition on the kernel K(t, x) it is possible to write
f(t) =
∑
f(tn)Sn(t) (1.2)
where {tn} is a set of points and {Sn(t)} a corresponding system of fun-
ctions? ”
haciendo alusio´n al conocido teorema de muestreo de Whittaker-Shannon-Kotel’nikov
(el cual en adelante denominaremos en forma abreviada teorema WSK), resultado fun-
damental a partir del cual se desarrollo´ adema´s de la moderna teorı´a de muestreo, las
teorı´as de la informacio´n y de control y procesamiento de datos, desde la publicacio´n
de su versio´n ma´s difundida en 1949, debida a Claude Shannon [102].
2 A modo de introduccio´n
El teorema WSK1 provee una fo´rmula de muestreo en el espacio de las funciones
banda-limitada. Se dice que una sen˜al f es banda-limitada si no tiene frecuencias su-
periores a σ/2 ciclos por segundo, esto quiere decir, usando terminologı´a matema´ti-
ca que f es una funcio´n continua en el espacio L2(R), con energı´a finita; es decir,
Ef :=
∫
R |f(t)|2 dt < ∞ , y adema´s, su transformada de Fourier f̂ tiene soporte en
[−piσ, piσ]. Concretamente, el teorema WSK afirma que toda funcio´n banda-limitada
al intervalo [−piσ, piσ], para σ > 0 , que se representa como
f(t) =
1√
2pi
∫ piσ
−piσ
f̂(ω)eiωtdω (1.3)
puede ser recuperada a partir de la sucesio´n de sus muestras {f(n/σ)}n∈Z en los pun-
tos equiespaciados {n/σ}n∈Z de la recta real, mediante la serie cardinal
f(t) =
∑
n∈Z
f
(n
σ
) sinpi(σt− n)
pi(σt− n) , t ∈ R. (1.4)
La convergencia de la serie (1.4) es absoluta y uniforme en compactos de R.
El objetivo de la pregunta planteada por Kramer en su trabajo [81], consistı´a en el
estudio de condiciones generales bajo las cuales si se sustituye el nu´cleo de Fourier
[K(ω)](t) := eiωt/
√
2pi por nu´cleos arbitrariosK(x, t), para funciones que tengan una
representacio´n integral similar a (1.3) sobre un intervalo real I , fuera posible encontrar
un desarrollo en serie como (1.4) para recuperar tales funciones a partir de un conjunto
dado de sus muestras.
La respuesta formal al problema la dio Kramer en ese mismo documento, mediante
un lema (segu´n Higgins [71, p. 78], elevado a la categorı´a de teorema por otros ma-
tema´ticos), que posteriormente se convertirı´a en un resultado importante de la teorı´a
de muestreo: el teorema de muestreo de Kramer. La solucio´n, desde un punto de vista
abstracto, consiste en reconstruir funciones en el conjunto de ima´genes de una trans-
formada integral como (1.1) a partir de una sucesio´n de sus muestras.
Utilizando notacio´n moderna, el lema de Kramer afirma lo siguiente [81]:
Sea K(x, t) una funcio´n en L2(I), con I = [a, b] un intervalo real, continua en la
variable t, tal que para cada t fijo, {K(·, t)} pertenece a L2(I). Supongamos que
existe una sucesio´n de nu´meros reales {tn}n∈Z tal que {K(x, tn)}n∈Z es una base
ortonormal de L2(I).
1El teorema WSK debe su nombre adema´s de C. Shannon, al matema´tico ingle´s E. T. Whittaker (quien
lo descubrio´ en 1915 en su trabajo acerca de la serie cardinal, el cual fue posteriormente mejorado por J.
M. Whitttaker en 1935; ve´anse entre otros [117], [70] y [88]) y al ingeniero ruso V. A. Kotel’nikov quien
publico´ el teorema en 1933. Sin embargo, en [35] se menciona a K. Ogura como la primera persona que
ofrecio´ una prueba rigurosa del teorema, en 1920; y en [30], a I. Someya quien lo publico´ paralelamente a
Shannon en 1949. Adema´s de las referencias dadas anteriormente, en [31], [36], [70] y [71] se encuentra
abundante informacio´n acerca de los orı´genes del teorema WSK.
3Entonces, toda funcio´n representable en la forma integral
f(t) =
∫ b
a
F (x)K(x, t)dx =
〈
F,K(·, t)
〉
L2(I)
, (1.5)
con F ∈ L2(I), puede ser reconstruida a partir de sus muestras en los puntos {tn}n∈Z
mediante la serie
f(t) =
∑
n∈Z
f(tn)Sn(t), t ∈ R, (1.6)
donde las funciones muestrales Sn(t) esta´n dadas por
Sn(t) =
∫
I
K(x, t)K(x, tn)dx∫
I
|K(x, tn)|2 dx
. (1.7)
La serie en (1.6) converge uniformemente en subconjuntos de la recta real donde la
funcio´n t 7−→ ‖K(·, t)‖L2(I) esta´ acotada.
No´tese que el teorema de Kramer no especifica la forma de encontrar el nu´cleoK(x, t)
y la sucesio´n de puntos de muestreo {tn}. Por otra parte, obse´rvese que las funciones
{Sn(t)} denominadas por Kramer “sistema de funciones” y que actualmente suelen
llamarse funciones muestrales se obtienen en te´rminos del nu´cleoK(x, t). Por ejemplo,
en (1.4) esta sucesio´n de funciones corresponde a las funciones Sn(t) := senc (σt−n)
donde
senc t =

senpit
pit
si t 6= 0,
1 si t = 0.
A la funcio´n senc t se le conoce como seno cardinal de t.
El teorema WSK es un caso particular del teorema de Kramer. El nu´cleo K es el de
Fourier K(ω, t) = eiωt/
√
2pi, la sucesio´n de puntos de muestreo {tn} corresponde
a los puntos equiespaciados de la recta real {n/σ}n∈Z para σ > 0. En este caso, la
sucesio´n {eiωn/σ/√2piσ}n∈Z es una base ortonormal de L2[−piσ, piσ]. Al sustituir en
(1.7) se obtienen las funciones muestrales Sn(t) := senc (σt − n). Por lo tanto, toda
funcio´n f dada por (1.3) se recupera a partir de sus muestras en los puntos {n/σ}n∈Z
mediante la serie cardinal (1.4).
Otro ejemplo del teorema de Kramer es el siguiente: consideremos I = [0, 1] y el
nu´cleo K(x, t) =
√
xtJν(xt) donde Jν(t) es la funcio´n de Bessel de orden ν para
ν > −1, dada por
Jν(t) =
tν
2νΓ(ν + 1)
[
1 +
∞∑
n=1
(−1)n
n!(1 + ν) · · · (n+ ν)
( t
2
)2n]
.
4 A modo de introduccio´n
Los puntos de muestreo esta´n dados por la sucesio´n de ceros positivos {tn}∞n=1 de la
funcio´n Jν , para los cuales la sucesio´n
{
K(x, tn) =
√
xtnJν(xtn)
}∞
n=1
forma una
base ortogonal de L2(0, 1) [69, p. 40]. Al sustituir en (1.7) se obtienen las funciones
muestrales Sn; en consecuencia, toda funcio´n de la forma
f(t) =
∫ 1
0
F (x)
√
xtJν(xt)dx, t ∈ R , (1.8)
donde F ∈ L2(0, 1), se puede representar mediante la fo´rmula de muestreo
f(t) =
∞∑
n=1
f(tn)
2
√
xtnJν(t)
J ′ν(tn)(t2 − t2n)
, t ∈ R. (1.9)
Para resolver el problema descrito al comienzo, Kramer obtuvo fo´rmulas de mues-
treo para funciones definidas por transformadas integrales como (1.1), cuyos nu´cleos
provienen del estudio de problemas autoadjuntos asociados a operadores diferenciales
de orden n [81]. A continuacio´n, a trave´s de un ejemplo, haremos una breve descrip-
cio´n de los argumentos seguidos por Kramer en su artı´culo [81], mediante los cuales
se establecio´ una conexio´n entre las ecuaciones diferenciales ordinarias y la teorı´a de
muestreo.
Consideremos el problema de Sturm-Liouville regular [120],
y′′ = ty, x ∈ [0, pi] (1.10)
y′(0) = y′(pi) = 0 (1.11)
Una solucio´n de (1.10) la cual adema´s verifica la condicio´n y′(0) = 0 es la funcio´n
Φ(x, t) = cos(
√
tx). Los valores propios del problema son λn = n2 para n ∈ N0,
y las funciones propias esta´n dadas por la sucesio´n {cos(nx)}n∈N0 . Estas funciones
se obtienen cuando el para´metro t se sustituye por cada uno de los autovalores del
problema. Si tomamos como nu´cleo K(x, t) = Φ(x, t) y como sucesio´n de puntos de
muestreo {tn = n2}n∈N0 , entonces la base ortogonal de L2(0, pi) estara´ conformada
por dicha sucesio´n de funciones propias; es decir, {K(x, tn) = Φ(x, tn)}n∈N0 . Por lo
tanto, al sustituir en (1.7), obtenemos las funciones muestrales
Sn(t) =

sen
√
tpi√
tpi
, n = 0,
2
√
t senpi(
√
t− n)
pi(t− n2) , n = 1, 2, · · ·
con lo cual, si
f(t) =
∫ pi
0
F (x) cos(
√
xt)dx, t ∈ R,
5donde F ∈ L2(0, pi), entonces,
f(t) = f(0)
sen
√
tpi√
tpi
+ 2
∞∑
n=1
f(n2)
√
t senpi(
√
t− n)
pi(t− n2) , t ∈ R. (1.12)
Como se menciono´ anteriormente, Kramer trabajo´ con operadores diferenciales de or-
den n. En concreto, estudio´ un problema regular de la forma
Ly = ty x ∈ I = [a, b],
Uj(y) = 0 j = 1, 2 , · · · , n, (1.13)
donde
Ly =
n∑
k=0
pn−k(x)
dky
dxk
,
y Uj(y) = 0, para j ∈ N, es un sistema homoge´neo de condiciones de frontera lineal-
mente independientes de la forma
Uj(y) =
n∑
k=1
cj,ky
(k−1)(a) + dj,k(b) , j = 1, 2 , · · · , n,
donde cj,k y dj,k son constantes complejas. Adema´s, para cada k = 0, 1, 2 , · · · , pk(x)
es una funcio´n con valores enC, perteneciente a la clase Cn−k([a, b]) y tal que p0(x) 6=
0, para todo x ∈ [a, b]. Recue´rdese que el operador L es regular si tanto a como b son
regulares; esto es, son finitos y p0(a) 6= 0 , p0(b) 6= 0; en otro caso, se dice que L es
singular (ve´anse entre otros [6], [42] y [111]).
Kramer observo´ que si el problema autoadjunto regular (1.13) tiene una solucio´n Φ(x, t)
en L2(I), tal que si {Φ(x, λn)} es una base ortogonal de L2(I), siendo {λn} la suce-
sio´n de autovalores (y {Φ(x, λn)} la sucesio´n de funciones propias) del operador L,
entonces, es posible elegir a la funcio´n Φ(x, t) como el nu´cleo K(x, t); ası´ como a la
sucesio´n {tn = λn} como el conjunto de puntos de muestreo en el referido teorema.
Si se cumplen las condiciones anteriores, se dice que el problema autoadjunto regular
(1.13) tiene la propiedad de Kramer [88, p. 150], y en consecuencia, esta´n dados los
elementos para generar fo´rmulas de muestreo como (1.2).
Es importante mencionar que no necesariamente el nu´cleo K(x, t) de la transformada
(1.5) debe provenir de un problema del estilo de (1.13). Aunque Kramer no establece
pautas generales para encontrar el nu´cleo K(x, t) y la sucesio´n de puntos {tn}, existen
otros resultados en los cuales se hace uso de otra metodologı´a para encontrar el nu´cleo
(ve´ase [71, p. 85]).
Para ilustrar su resultado, Kramer probo´ que el teorema WSK es un caso particular de
su lema [81, p. 71], considerando la ecuacio´n −iy′ = ty, para x ∈ [−piσ, piσ], con la
condicio´n y(−piσ) = y(piσ). En otro ejemplo, a partir de y′′ − (ν2 − 1/4)y/x2) = ty
6 A modo de introduccio´n
para x ∈ [0, 1], junto a y(0) = 0, y(1) = 0, dedujo una fo´rmula de muestreo para
la transformada (1.8). Este u´ltimo ejemplo es interesante, debido a que pese a que
corresponde a un problema singular (hay singularidad en 0), existe una fo´rmula de
muestreo asociada.
Cuando el nu´cleoK(x, t) esta´ asociado a un problema regular con condiciones de fron-
tera como (1.13), hay un inconveniente acerca del resultado de Kramer: No es fa´cil (de
hecho Kramer no lo especifica en su artı´culo y au´n es un problema abierto), encontrar
condiciones generales o bien sobre el operador L o sobre las condiciones de frontera
de tal forma que un problema general como (1.13) tenga la propiedad de Kramer. En la
actualidad esta´ claro que no todos los problemas regulares con condiciones de frontera
la tienen; por ejemplo, si el orden del operador L es mayor que 2 o si las condiciones
de frontera son mixtas; es decir, involucran condiciones sobre y(n−1) , · · · , y′, los pro-
blemas correspondientes no necesariamente son de tipo Kramer (ve´ase Zayed, [117, p.
50 y ss.]).
En las cinco de´cadas transcurridas desde la publicacio´n del teorema, se llevaron a cabo
nuevas investigaciones no solo para dar respuesta a algunos de los problemas citados
anteriormente, sino para encontrar extensiones y aplicaciones del teorema. Como prue-
ba de esto, tenemos una gran cantidad de resultados obtenidos en conexio´n con distintas
a´reas de la matema´tica; basta citar algunos de ellos: en conexio´n con operadores dife-
renciales y en diferencias ve´anse [33], [48], [49], [50], [52], [59], [117], [118] [119] y
[120]; con operadores integrales [4]; con funciones especiales [117]; la versio´n discreta
del teorema [57], [58]; la versio´n multidimensional [117]; su extensio´n (y por tanto la
del teorema WSK) a funciones aproximadamente banda-limitadas [34], y [88, p. 165],
entre muchas otras.
Un problema interesante hacia el cual se oriento´ la investigacio´n en teorı´a de muestreo,
relacionada con el teorema de Kramer (y del teorema WSK como caso particular del
anterior), tiene que ver con la posibilidad de escribir la fo´rmula de muestreo (1.6) como
una serie interpolatoria tipo-Lagrange
f(t) =
∑
n
f(tn)
P (t)
(t− tn)P ′(tn) , t ∈ R. (1.14)
Si el nu´cleo de la transformada (1.5), se obtiene arbitrariamente, no necesariamente
(1.6) es expresable en la forma (1.14); sin embargo, cuando e´ste, la sucesio´n de puntos
{tn} y las funciones muestrales {Sn} esta´ asociados a un problema regular autoadjun-
to, entonces, esta posibilidad es cierta. Por ejemplo, no´tese que si en (1.12) hacemos
P (t) =
√
t sen
√
tpi
pi
entonces, (1.12) tiene la forma (1.14)
Cuando el operador diferencial es de orden n, en [33] se prueba que dado el problema
autoadjunto (1.13), si todos los valores propios del operador son simples, entonces
7existe el nu´cleo Φ(x, t) tal que toda funcio´n f representable mediante la integral
f(t) =
∫ b
a
F (x)Φ(x, t)dx ,
donde F ∈ L2[a, b], es una funcio´n entera, la cual se puede expresar mediante la serie
interpolatoria
f(t) =
∑
n
f(λn)
P (t)
(t− λn)P ′(λn) , t ∈ R.
donde {λn} son los valores propios del operador y
P (t) =

∏
n
(
1− t
λn
)
, si cero no es un valor propio,
λ
∏
n
(
1− t
λn
)
, si cero es un valor propio.
La convergencia de la serie es absoluta y uniforme en compactos del plano complejo.
En el caso de operadores de segundo orden, el resultado mas importante en esta di-
reccio´n se obtuvo en [119], donde se probo´ que para problemas de Sturm-Liouville
regulares, la serie (1.6) es equivalente a otra de la forma (1.14). Incluso, si el proble-
ma autoadjunto es singular. Esto u´ltimo es posible debido a que algunos problemas
autoadjuntos singulares tienen la propiedad de Kramer, con lo cual, los desarrollos ob-
tenidos a partir del teorema de Kramer pueden ser escritos como series interpolatorias
tipo-Lagrange [117, p. 108].
Para finalizar esta breve descripcio´n acerca del origen del teorema de Kramer y su
relacio´n con las EDO’S, grosso modo destacamos dos hechos:
Como se menciono´ en la pa´gina 4 respecto al segundo ejemplo dado por Kramer
[81, p. 71] para ilustrar su resultado, quedaba abierta la posibilidad de extender
su teorema al considerar problemas singulares. Campbell [36], trabajo´ sobre es-
te tipo de problemas con operadores de orden 2; en particular los relacionados
con las ecuaciones de Bessel y Legendre. En [117] se mencionan otras investi-
gaciones en esa direccio´n, como por ejemplo, algunos resultados obtenidos por
Jerri [76] quien obtuvo series muestrales similares a las que obtuvo Kramer que
involucran a las ecuaciones de Laguerre y Hermite entre otras. No obstante, los
resultados mas notorios se obtuvieron en [120]; ahı´ se mejoraron las te´cnicas
usadas en [119] y se extendieron a problemas de Sturm-Liouville singulares , en
donde los problemas autoadjuntos considerados tienen la propiedad de Kramer y
las series muestrales obtenidas son ana´logamente interpolatorias tipo-Lagrange.
En particular se consideraron problemas singulares derivados en los casos punto-
lı´mite y cı´rculo-lı´mite. En [117], se estudian con mayor detalle estas dos clases
de problemas de Sturm-Liouville ası´ como problemas con operadores de orden
n.
8 A modo de introduccio´n
El teorema de Kramer no necesariamente es va´lido para todo problema autoad-
junto; por ejemplo si el operador tiene autovalores simples salvo un nu´mero fini-
to de ellos, no siempre es posible obtener un desarrollo en serie como (1.6). En
[88], Zayed y Butzer presentan una interesante generalizacio´n del teorema en la
cual se debilita la hipo´tesis original respecto al conjunto {K(x, tn)}n∈Z, el cual
aunque sigue siendo ortogonal, no necesariamente es completo en L2(I). Esto
trae como consecuencia que para el problema autoadjunto se debilita la condi-
cio´n de tener la propiedad de Kramer y por lo tanto se pueden obtener fo´rmulas
de muestreo asociadas, convergentes en un subespacio de L2(I), aplicando la
versio´n modificada. Por ejemplo, se puede aplicar al caso mencionado anterior-
mente, cuando los autovalores del operador son simples, salvo un nu´mero finito
de ellos.
Hemos hecho una breve descripcio´n acerca de los orı´genes del teorema de Kramer, el
cual, es importante para nuestros propo´sitos, debido a que en este trabajo se hara´ una
prueba de una versio´n abstracta del mismo. Tambie´n se ha mencionado al teorema
WSK como un caso particular del mismo. Los dos resultados han sido determinantes
en la fundacio´n y crecimiento de la moderna teorı´a de muestreo. En este punto, es
conveniente describir usando un lenguaje actual, en que consiste el problema ba´sico
del cual se ocupa la teorı´a de muestreo:
Dado un espacio vectorial de funciones, se busca recuperar puntualmente toda
funcio´n del espacio a partir de sus muestras en un conjunto discreto de puntos. En
concreto, se busca elegir un conjunto de puntos {tn} (en el cual toda funcio´n f del
espacio se pueda interpolar en forma u´nica) y adema´s, derivar una serie interpolatoria
como (1.2). La convergencia de esta serie debe ser absoluta y uniforme en conjuntos
compactos de C.
Al respecto, es conveniente hacer dos comentarios: en primer lugar, al usar nu´cleos tipo
Kramer K(x, t) y considerar bases ortonormales {K(x, tn)}, los desarrollos muestra-
les obtenidos son ortogonales; adema´s las funciones muestrales satisfacen una condi-
cio´n interpolatoria en los puntos {tn}. El segundo aspecto, tiene que ver con el espacio
de funciones en el cual se derivan las fo´rmulas de muestreo: un espacio de Hilbert con
nu´cleo reproductor. Zayed, [121], menciona a Beutler [18] y K. Yao [115], como pre-
cursores de la idea de hacer muestreo en espacios de Hilbert en artı´culos publicados en
la de´cada del sesenta del siglo pasado. Dos de los trabajos mas reconocidos y citados,
con resultados en ese sentido son los siguientes: en [68], Higgins usa la dualidad entre
una base y su base biortogonal asociada en un espacio de Hilbert con nu´cleo repro-
ductor para derivar una fo´rmula de muestreo mas general que la proporcionada por el
teorema de Paley-Wiener para funciones banda-limitada. El otro, se encuentra en los
artı´culos de Benedetto (ve´anse [11] y [12]) y Benedetto y Heller [13], quienes usa-
ron frames en un espacio de Hilbert, para derivar fo´rmulas de muestreo para funciones
banda-limitada.
9El concepto formal de nu´cleo reproductor en un espacio de Hilbert de funciones fue
introducido por N. Aronszajn [5], en 1950. Sin embargo, probablemente los orı´genes de
la nocio´n de nu´cleo reproductor se remontan a G. Hardy [67], en su estudio relacionado
con la serie cardinal y el teorema de Paley-Wiener (ve´ase [93, p. 12]). Por una parte,
Hardy demostro´ que la clase de funciones representables en la forma
f(z) =
1√
2pi
∫ piσ
−piσ
f̂(ω)eiωzdω , z ∈ C,
llamadas por e´l funciones de Paley-Wiener conforman un subespacio de L2(R) usual-
mente denotado PWpiσ (en adelante, mencionaremos reiteradamente a e´ste, como el
espacio de Paley-Wiener PWpiσ). Puesto que a trave´s de una serie como (1.4) se re-
cuperan todas las funciones en PWpiσ Hardy noto´ que las funciones muestrales dadas
por {Sn(t) := sinc (σt − n) = sinpi(σt − n)/pi(σt − n)}n∈Z conforman una base
ortonormal para PWpiσ . Adema´s, probo´ que este espacio es lo que en la actualidad de-
nominamos un espacio de Hilbert con nu´cleo reproductor. Esto ba´sicamente significa
que toda funcio´n f ∈ PWpiσ se puede reproducir a trave´s del producto interno entre f
y el nu´cleo (reproductor) sinpi(σt− u)/pi(σt− u); es decir,〈
f(u),
sinpi(t− u)
pi(t− u)
〉
:=
∫
R
f(u)
sinpi(t− u)
pi(t− u) du = f(t)
El problema de hacer muestreo en un espacio de Hilbert con nu´cleo reproductor en
abstracto, se resume a continuacio´n. Pero antes de ello, se necesita el concepto de frame
(ve´ase la seccio´n 2.4, p. 27): sea H un un espacio de Hilbert separable, una sucesio´n
{xn} es un frame enH si existen dos constantes positivas A y B tales que
A
∥∥x∥∥2H ≤ ∞∑
n=1
∣∣〈x, xn〉H∣∣2 ≤ B∥∥x∥∥2H , x ∈ H.
Las constantes o´ptimas (para A la ma´s grande de las cotas inferiores y para B la ma´s
pequen˜a de las cotas superiores) se denominan cotas del frame.
SeaH un espacio de funciones definidas sobre un dominio Ω, con estructura de espacio
de Hilbert con nu´cleo reproductor (la teorı´a ba´sica acerca de los espacios de Hilbert con
nu´cleo reproductor se describe en la seccio´n 2.3, p. 18). Entonces:
1. Un conjunto de muestreo estable para H es un subconjunto numerable Λ ⊂ Ω
tal que existen dos constantes positivas A y B, tales que
A
∥∥f∥∥2 ≤∑
λ∈Λ
∣∣f(λ)∣∣2 ≤ B∥∥f∥∥2,
para toda f enH.
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2. Por el teorema de representacio´n de Riesz, para todo x ∈ H existe hx ∈ H, tal
que
f(x) =
〈
f, hx
〉
H,
donde la funcio´n κ(s, t) = 〈hs, ht〉 es el nu´cleo reproductor deH.
Entonces, recuperar (de manera estable) una funcio´n f en H a partir de sus muestras
{f(λ)}λ∈Λ es equivalente a que la sucesio´n {hλ}λ∈Λ sea un frame en H; esto es,
A
∥∥f∥∥2H ≤∑∞n=1∣∣〈f, hλ〉H∣∣2 ≤ B∥∥f∥∥2H. Pero esto u´ltimo es equivalente a la existen-
cia de un conjunto de muestreo estable en H. En consecuencia, f se puede reconstruir
mediante la fo´rmula
f =
∑
λ∈Λ
f(λ)gλ, f ∈ H.
donde {gλ}λ∈Λ es un frame dual (ve´ase la pa´gina 28) de {hλ}λ∈Λ. La convergencia
de esta serie es en la norma de H y por ser este un espacio con nu´cleo reproductor, la
convergencia es puntual en Ω.
Por otra parte, sean I un intervalo real, Ω ⊆ C un dominio y consideremos un nu´cleo
K(x, t), para (x, t) ∈ I×R. Definimos en L2(I) una transformada integral como (1.1)
f(t) :=
∫
I
K(x, t)F (x)dx =
〈
K(·, t), F〉
L2(I)
, t ∈ Ω
donde F ∈ L2(I), entonces, el rango de dicha transformada
HK :=
{
f : Ω→ C | f(t) =
∫
I
K(x, t)F (x)dx, F ∈ L2(I)
}
,
es un espacio de Hilbert con nu´cleo reproductor [100]. Este espacioHK es un escenario
o´ptimo para hacer muestreo, si de acuerdo a lo mencionado anteriormente, existe un
conjunto de mustreo estable en Ω.
Esta idea se puede generalizar de la siguiente forma: sean H un espacio de Hilbert
separable, y una funcio´n K definida sobre un dominio Ω real o complejo, con valores
enH, de tal forma que el conjunto{
K(t) : t ∈ Ω
}
es completo enH. Entonces,
HK :=
{
F : Ω −→ C | fx(t) :=
〈
K(t), x
〉
H
, x ∈ H
}
,
sera´ un espacio de Hilbert con nu´cleo reproductor. Si en este espacio existe un conjunto
de muestreo estable Λ, entonces existe un frame {Sλ : λ ∈ Λ} enH [66], tal que para
toda f enH, es posible obtener una fo´rmula de muestreo como
f(t) =
∑
λ∈Λ
f(λ)Sλ(t), t ∈ R. (1.15)
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Esta serie converge en la norma deH y por lo tanto puntualmente en Ω.
Para finalizar esta introduccio´n, es necesario mencionar brevemente que la gran can-
tidad de trabajos que se obtuvieron en los u´ltimos sesenta an˜os han permitido que la
teorı´a de muestreo se desarrolle en diferentes direcciones y presente afinidades con di-
versas a´reas de la matema´tica. Por ejemplo, en relacio´n con el muestreo irregular y el
ana´lisis no armo´nico; con la teorı´a de transformadas; con la teorı´a de funciones ente-
ras cuyo origen se remonta al teorema de Paley-Wiener, con la teorı´a de distribuciones
considerando transformadas en sentido distribucional, con la teorı´a de la aproximacio´n,
entre muchos otros. Y fuera de la matema´tica, en ingenierı´a, ana´lisis de sen˜ales, teorı´a
de la comunicacio´n, astronomı´a, biomedicina e informa´tica, entre otras a´reas.
Introduccio´n a la Memoria
La generalizacio´n de las ideas expuestas anteriormente es el aporte que se desarrolla
en esta memoria. En concreto la situacio´n es la siguiente: tomamos como punto de
partida un espacio de Hilbert separable H y una funcio´n compleja K, con valores en
H. Consideramos un operador abstracto TK con dominio enH y valores en el conjunto
de funciones con dominio y rango complejos, para el cual K sera´ el nu´cleo. Con esos
elementos construimos un espacio de funciones de la forma{
fx(z) :=
〈
K(z), x
〉
H
, z ∈ C, x ∈ H
}
,
donde TK(x) = f , para todo x ∈ H. Dicho espacio de funciones proveniente del
nu´cleo K sera´ denotado porHK .
El espacio de funciones HK sera´ un espacio de Hilbert con nu´cleo reproductor. Su
nu´cleo reproductor dependera´ del nu´cleo K del operador. Adema´s, se estudiara´ la ana-
liticidad de los elementos deHK ; en ese sentido, probaremos que e´ste es un espacio de
funciones enteras. La construccio´n deHK y todos los detalles descritos sera´n desarro-
llados en el capı´tulo 2. Al final del mismo, se presentan algunos ejemplos de espacios
HK .
En el capı´tulo 3 se desarrolla teorı´a de muestreo analı´tico en HK . En primer lugar,
se caracteriza el nu´cleo K como un nu´cleo analı´tico de Kramer. Posteriormente, para
garantizar la existencia de un conjunto de muestreo estable y poder desarrollar fo´rmulas
de muestreo, elegiremos un caso particular de frames: las bases de Riesz. En concreto,
consideraremos una base de Riesz {xn}∞n=1 y su base dual asociada {x∗n}∞n=1 en el
espacio auxiliarH. Los coeficientes del desarrollo del nu´cleo respecto a {xn}∞n=1 sera´n
la sucesio´n de funciones muestrales Sn(z) , z ∈ C, la cual sera´ una base de Riesz para
el espacioHK .
Para recuperar funciones a partir de sus muestras en un conjunto discreto de puntos,
se probara´ un teorema donde se obtendra´ una fo´rmula de muestreo no ortogonal en el
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espacioHK (K es nu´cleo analı´tico de Kramer), de la forma
f(z) =
∞∑
n=1
f(zn)
an
Sn(z), z ∈ C, (1.16)
Adema´s, por ser HK un espacio de Hilbert con nu´cleo reproductor la convergencia de
(1.16) sera´ puntual, absoluta y adema´s uniforme en conjuntos compactos de C donde
‖K(z)‖ este´ acotada.
Dicho teorema recibira´ el nombre de teorema de muestreo analı´tico de Kramer. Tam-
bie´n se estudia el problema recı´proco; concretamente, se prueban las condiciones me-
diante las cuales a partir de la fo´rmula (1.16), la cual converge puntualmente en HK y
de otras condiciones adicionales, se cumple que K es un nu´cleo analı´tico de Kramer.
Adema´s, se presentan algunos teoremas de muestreo relacionados con un problema de
momentos indeterminado de Hamburger. En este caso se consideran nu´cleos analı´ticos
discretos utilizando los polinomios ortogonales de primera y segunda especie relacio-
nados con dicho problema de momentos y se utiliza uan versio´n discreta del teorema
de Kramer. Finalmente, se deducen algunas fo´rmulas de muestreo utilizando muestras
no solo de la funcio´n f a recuperar sino de algunas funciones relacionadas; particular-
mente de f ′.
En el capı´tulo 4 se estudian fo´rmulas interpolatorias tipo-Lagrange como (1.14). Se
introduce una propiedad que cumplen algunas clases de funciones enteras la cual deno-
minamos propiedad Zero-removing, (abreviado, propiedad ZR). Se prueba un resultado
que permite decidir cuando en el espacioHK proveniente de un nu´cleo K polinomial,
se verifica la propiedad ZR. Finalmente se prueba en el teorema 4.2 el resultado central
del capı´tulo: una condicio´n necesaria y suficiente para que toda fo´rmula de muestreo
no ortogonal como (1.16), en HK pueda ser escirta como una serie tipo-Lagrange es
que en este espacio se cumpla la propiedad ZR.
En el capı´tulo 5 se desarrollan algunos elementos de muestreo en espacios de De Bran-
ges. Un espacio de De Branges, H(E), es un espacio de Hilbert de funciones enteras
el cual se construye a partir de una funcio´n entera E denominada funcio´n de estructura
del espacio, la cual pertenece a la clase de Hermite-Biehler. Los espaciosH(E) tienen
nu´cleo reproductor y verifican la propiedad ZR. Los espacios de Paley-Wiener PWpiσ
son un ejemplo cla´sico de espacio de De Branges.
Bajo ciertas condiciones, es posible encontrar bases ortogonales en el espacio H(E).
En consecuencia, se prueba una fo´rmula de muestreo ortogonal y adema´s, en el teo-
rema 5.2 se prueba que todo desarrollo de este tipo se puede escribir como una serie
interpolatoria tipo Lagrange.
Finalmente, se estudia cuando un espacio HK es isome´tricamente isomorfo a un es-
pacio de De Branges. En concreto, se dan dos caracterizaciones: en primer lugar, se
utiliza una condicio´n de aproximacio´n; especı´ficamente, se prueba que una condicio´n
necesaria y suficiente para que un espacio de Hilbert de funciones H sea un espacio
de De Branges es que H este´ inmerso isome´tricamente en un espacio L2(µ) donde µ
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es una medida positiva sobre R. En la segunda caracterizacio´n, usando muestreo, se
prueba que si una fo´rmula ortogonal como (1.16) puede ser escrita como la serie tipo-
Lagrange (1.14) donde la sucesio´n de puntos de muestreo es real y la funcio´n P es real
cuando z es real, entonces el espacioHK es isome´tricamente isomorfo a un espacio de
De Branges.
Tambie´n se estudia el problema recı´proco, esto es, cuando un espacio de De Branges
es un espacioHK .
En el u´ltimo capı´tulo se derivan algunas fo´rmulas de muestreo en un espacio que
denominaremos Hσ . Se construye un nu´cleo K a partir de una funcio´n entera σ y del
operador resolvente asociado a un operador sime´trico (formalmente autoadjunto)A, el
cual es invertible (con inverso compacto) y esta´ densamente definido sobre un espacio
de Hilbert separable H. La funcio´n K recibira´ el nombre de nu´cleo de muestreo σ-
resolvente Kσ. Con base en esta funcio´n, se construyen por dualidad los espacios Hσ ,
los cuales adema´s poseen estructura de espacio de Hilbert con nu´cleo reproductor. En
este espacio se derivan algunas fo´rmulas de muestreo no ortogonales; se estudia la
existencia de la propiedad ZR y se caracteriza como espacio de De Branges.
Todos los capı´tulos estara´n acompan˜ados de numerosos ejemplos que ilustran los re-
sultados obtenidos.

2
El espacio de muestreo HK
En este capı´tulo se construira´ un espacio de Hilbert de funciones enteras, escenario
o´ptimo en el cual sera´ posible desarrollar nuestra teorı´a de muestreo analı´tico. Para tal
efecto, partimos de un espacio de Hilbert arbitrario (H, 〈·,−〉H), complejo, separable
y de una funcio´n K con dominio en C y valores enH. Adema´s, definiremos un opera-
dor TK entre el espacio H y el conjunto de todas las funciones con dominio y valores
en C, de tal manera que para cada x ∈ H, TK(x) sera´ una funcio´n compleja definida
mediante el producto interno 〈K(z), x〉H, para z ∈ C. El conjunto de todas las funcio-
nes ası´ obtenidas, es decir, la imagen de TK (que resultara´ ser un operador antilineal)
sera´ el espacio de Hilbert de funciones enteras requerido, el cual denotaremos HK . A
la aplicacio´n K la denominaremos nu´cleo del operador TK .
El espacio HK heredara´ la estructura hilbertiana de H y ma´s au´n, sera´ un espacio
de Hilbert con nu´cleo reproductor, lo cual garantiza que todo desarrollo convergente
en HK convergera´ puntualmente, siendo esta convergencia uniforme en subconjuntos
de C donde la funcio´n z 7−→ ‖K(z)‖ este´ acotada. Si el nu´cleo K es analı´tico, lo
sera´n los elementos de HK . Daremos una nueva caracterizacio´n de la analiticidad de
las funciones en HK en te´rminos de la sucesio´n {Sn(z)}∞n=1 de coeficientes del desa-
rrollo del nu´cleo K respecto a una base de Riesz {xn}∞n=1 de H y de la acotacio´n en
subconjuntos compactos de C de la funcio´n z 7−→ ‖K(z)‖.
El objetivo principal consiste en presentar una versio´n abstracta del teorema de
muestreo de Kramer, exhibiendo un desarrollo muestral que resultara´ ser no ortogo-
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nal debido a que las series obtenidas sera´n expansiones que se obtienen mediante la
aplicacio´n del operador TK a una base de Riesz.
2.1. El espacio HK
Sobre el cuerpo C de los nu´meros complejos llamaremos
F(C,C) := {f : C −→ C}.
al espacio vectorial de todas las aplicaciones de C en sı´ mismo. Sea (H, 〈·,−〉H) un
espacio de Hilbert complejo separable, el cual en adelante notaremos en forma abre-
viada H; adema´s, consideremos una aplicacio´n con valores en H, K : C → H y un
operador TK definido entreH y el conjunto F(C,C) de la siguiente manera:
TK : H −→ F(C,C)
x 7−→ TK(x) = fx
donde para cada x ∈ H, definimos la funcio´n fx como
fx(z) = 〈K(z), x〉H , z ∈ C. (2.1)
Puesto que TK(x), x ∈ H, esta´ definido en te´rminos del producto interno (2.1), se
cumple la linealidad conjugada en la segunda variable. En efecto,
TK(ax+ by) = 〈K(z), ax+ by〉H = a 〈K(z), x〉H+b 〈K(z), y〉H = a TK(x)+b TK(y),
para cada par x, y ∈ H y a, b ∈ C.
La imagen bajo TK del espacioH la notaremosHK ; es decir,
HK := TK(H) =
{
f : C −→ C : fx(z) = 〈K(z), x〉H , x ∈ H
}
. (2.2)
En adelante, a la aplicacio´n K la llamaremos el nu´cleo del operador antilineal TK y
adema´s, por efectos pra´cticos omitiremos el subı´ndice x en fx.
Algunas propiedades del nu´cleoK son heredadas en forma inmediata por los elementos
pertenecientes al correspondiente espacio HK ; por ejemplo, conforme a la definicio´n
(2.1), se observa fa´cilmente que la continuidad del nu´cleo K implica la continuidad de
toda funcio´n f ∈ HK .
El espacio HK como subespacio de F(C,C), es un espacio vectorial de funciones
con buenas propiedades. En primer lugar, es posible dotarlo de un producto interno
〈·,−〉HK a partir de la estructura hilbertiana del espacio del espacio original H. No
obstante,HK posee una mejor estructura matema´tica respecto a la deH, debido a que
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adema´s se puede caracterizar como un espacio de Hilbert de funciones con nu´cleo
reproductor (en adelante usaremos la abreviatura RKHS para referirnos a este tipo
de espacios), lo cual se verifica en forma esta´ndar demostrando que los funcionales
de evaluacio´n puntuales Ez : HK −→ C, z ∈ C, definidos mediante la expresio´n
Ez(f) = f(z), para f en HK son acotados, o de forma equivalente, encontrando una
funcio´n κ : C × C −→ C, la cual cumple un par de propiedades y sera´ de acuerdo a
la teorı´a cla´sica de nu´cleos reproductores (ve´ase Aronszajn, [5]) el nu´cleo reproductor
de HK . En las secciones 2.2 y 2.3 nos ocupamos de los detalles de la construccio´n de
HK como un espacio de Hilbert con nu´cleo reproductor.
2.2. Estructura hilbertiana de HK
Para dotar a HK de una estructura de espacio de Hilbert seguiremos las ideas ex-
puestas en [99] y [100] fundamentalmente. El procedimiento consiste en establecer un
isomorfismo isome´trico entre N (TK)⊥ y HK donde como es usual, N (TK) designa
el espacio nulo de TK , es decir,
N (TK) =
{
x ∈ H : TK(x) = 0
}
.
En efecto, en primer lugar observemos que al definir la norma para todo elemento f en
HK a partir de la norma del espacio cocienteH/N :
‖f‖HK := ı´nf
{
‖x‖H : f = TK(x)
}
= ı´nf
h∈N
{
‖x+ h‖H
}
, (2.3)
y debido a que N (TK) es subespacio cerrado de H, entonces, como es bien conocido,
el operador TK sera´ un isomorfismo entre los espacios N (TK)⊥ yHK .
Veamos ahora que es posible definir una isometrı´a entre N (TK)⊥ y HK . Para tal fin,
probaremos que existe un elemento x˜ enH tal que TK(x˜) = f , el cual cumple adema´s
que
‖x˜‖H = ‖x‖H/N = ‖f‖HK ,
donde x denota el coset de x, esto es, x = {x+ h : h ∈ N}. Utilizando el teorema de
la proyeccio´n, consideremos las proyecciones ortogonales P de H sobre el subespacio
N y Q deH sobre su complemento ortogonalN⊥. Observamos los siguientes hechos:
a) Se cumple que ‖f‖HK = ‖Qx‖H para todo elemento x ∈ x. En efecto, dados
x, y ∈ x tenemos
x = Px+ Qx (2.4)
y = Py + Qy (2.5)
Restando (2.5) de (2.4) y puesto que x− y pertenece al subespacio N , entonces
Q(x− y) = 0 con lo cual, Qx = Qy. Por lo tanto, x˜ := Qx para todo elemento
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x en su coset x. Aplicando el teorema de Pita´goras obtenemos
‖x‖2H = ‖Px‖2H + ‖x˜‖2H ,
lo que garantiza que el ı´nfimo en (2.3) se alcanza y en consecuencia,
‖f‖HK = ‖x˜‖H = ‖x‖H/N = ı´nfx∈x
{
‖x‖H
}
.
b) La norma definida en (2.3) induce un producto interior en HK . En efecto, si
‖f‖HK = ‖x˜‖H y ‖g‖HK = ‖y˜‖H, entonces, utilizando la identidad de polari-
zacio´n obtenemos la equivalencia entre los productos interiores,
〈f, g〉HK = 〈x˜, y˜〉H.
c) Por lo tanto, al tomar la restricccio´n TK |N⊥ del operador, se encuentra la iso-
metrı´a buscada; es decir, definiendo la aplicacio´n antilineal TK : N⊥ −→ HK
mediante TK(x˜) = f donde
f(z) := 〈K(z), x˜〉H , z ∈ C (2.6)
se obtiene el anunciado isomorfismo isome´trico entre tales espacios, con lo cual,
HK es un espacio de Hilbert.
Adicionalmente, TK : H −→ HK es inyectivo so´lo si {K(z)}z∈C es completo
en H. En ese caso, la aplicacio´n TK es una isometrı´a antilineal de H sobre HK ,
es decir, ‖f‖HK = ‖x‖H siempre que f = TK(x).
En particular, si existe alguna sucesio´n compleja {zn}∞n=1, para la que la suce-
sio´n {K(zn)}∞n=1 es una base para el espacioH, entonces, el operador antilineal
TK sera´ una isometrı´a.
2.3. HK es un espacio de Hilbert con nu´cleo reproductor
En esta seccio´n, como se menciono´ en la introduccio´n al capı´tulo, se ampliara´ la
estructura del espacio HK probando que e´ste es un espacio de Hilbert con nu´cleo re-
productor. Ba´sicamente nos ocuparemos de los siguientes hechos: por una parte, se en-
contrara´ el nu´cleo reproductor de dicho espacio. Por otro lado, dentro de esta extensa
teorı´a, se hara´ una sı´ntesis de algunas propiedades importantes que cumplen los RKHS
las cuales sera´n utilizadas en capı´tulos posteriores. Se usara´n en forma simulta´nea las
dos condiciones equivalentes entre si, enunciadas anteriormente, para definir un RKHS
en general.
Definicio´n 2.1. Un espacio de Hilbert H de funciones f : Ω → C definidas sobre
un dominio no vacı´o Ω se denomina espacio de Hilbert con nu´cleo reproductor si los
funcionales de evaluacio´n puntuales
Ez : H −→ C
f 7−→ f(z)
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para cada z ∈ Ω son acotados; esto es, si existe una constante positiva (dependiente
de z) Cz , tal que
|f(z)| ≤ Cz ‖f‖H ,
para todo f ∈ H.
Usando la definicio´n 2.1, observamos que para toda f ∈ HK y para cada elemento
z ∈ C fijo, al aplicar la desigualdad de Cauchy-Schwarz a (2.6) obtenemos
|f(z)| ≤ ‖K(z)‖H ‖x˜‖H = Cz ‖f‖HK , f ∈ HK .
En consecuencia,HK es un RKHS.
Ahora bien, puesto que HK es un RKHS sobre C, el teorema de representacio´n de
Riesz garantiza que todo funcional lineal acotado sobre HK proviene de un producto
interno. Por lo tanto, para todo ω ∈ C fijo, existe un u´nico elemento κω ∈ HK tal que,
f(ω) =
〈
f, κω
〉
HK , ω ∈ C, (2.7)
para toda f ∈ HK . La funcio´n κ : C× C −→ C definida por κ(z, ω) = κω(z) recibe
el nombre de nu´cleo reproductor del espacioHK y verifica las siguientes propiedades:
1. Para todo ω ∈ Ω fijo, κ(·, ω) ∈ H. Esto es, κ como funcio´n de z pertenece aH.
2. f(ω) =
〈
f(·), κ(·, ω)〉H para todo ω ∈ C y para toda f ∈ H.
Esta u´ltima condicio´n, recibe el nombre de propiedad reproductora enH.
Sin usar la condicio´n de acotacio´n de los funcionales de evaluacio´n puntuales, en for-
ma equivalente, es posible caracterizar un espacio de Hilbert con nu´cleo reproductor a
partir de una funcio´n κ como la dada en la definicio´n 2.1. Este proceso es mas compli-
cado; fundamentalmente se requiere dotar de un producto interno y luego completar el
espacio generado por una familia de funciones definidas en te´rminos de κ, para obtener
el RKHSH (ve´anse [5], [99], [100] entre otros).
Observese que al escribir la propiedad reproductora en la forma (2.7) dada en la de-
finicio´n 2.1, es decir, f(ω) = 〈f, κω〉H, y aplicando ahora (2.7) a la funcio´n κω(z),
obtenemos
κω(z) =
〈
κω, κz
〉
H
para todo par z, ω en C; con lo cual tenemos que κ(z, ω) = 〈κω, κz〉H. En consecuen-
cia, son inmediatas las siguientes igualdades:
(a) ‖κω‖H =
√
κ(ω, ω), ω ∈ C.
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(b) κ(ω, z) = κ(z, ω), z, ω ∈ C.
Y la desigualdad
(c) |κ(z, ω)|2 ≤ κ(ω, ω)κ(z, z), z, ω ∈ C,
la cual es consecuencia de la desigualdad de Cauchy-Schwarz y de (a) puesto que
|κ(z, ω)|2 = | 〈κω, κz〉H |2 ≤ ‖κω‖2H ‖κz‖2H = κ(ω, ω)κ(z, z).
Es importante resaltar que el nu´cleo reproductor es u´nico. Para probar esto, suponga-
mos que existe otra funcio´n κ′ la cual satisface las condiciones 1 y 2. Entonces, para
todo ω ∈ C, tenemos:
κ′ω(z) = 〈κ′ω, κz〉H = 〈κz, κ′ω〉H = κz(ω)
= 〈κz, κω〉H = κω(z).
(2.8)
A continuacio´n se caracteriza el nu´cleo reproductor del espacioHK :
Proposicio´n 2.1. El nu´cleo reproductor del espacioHK esta´ dado por la funcio´n
κ : C× C −→ C
(z, ω) 7−→ 〈K(z),K(ω)〉H
Demostracio´n. La propiedad 1 es inmediata puesto que para ω ∈ C fijo,
TK(K(ω))(z) =
〈
K(z),K(ω)
〉
H
, z ∈ C.
= κ(z, ω).
Para verificar la propiedad reproductora, observemos lo siguiente: sabemos que TK |N⊥
es una isometrı´a entre los espaciosN (TK)⊥ yHK ; adema´s, para todo elemento z ∈ C,
K(z) ∈ N (TK)⊥ y se cumple la igualdad de los productos interiores
〈
f, g
〉
HK y〈
x˜, y˜
〉
H siempre que ‖f‖HK = ‖x˜‖H y ‖g‖HK = ‖y˜‖H. Entonces, utilizando la
propiedad 1 obtenemos:〈
f, κ(·, ω)〉HK = 〈TK(x), TK(K(ω))〉HK = 〈f, g〉HK =
〈
Qx,QK(ω)
〉
H
=
〈
x˜,QK(ω)
〉
H
=
〈
x˜,K(ω)
〉
H
= f(ω), ω ∈ C.
donde Q, como se menciono´ anteriormente, denota la proyeccio´n ortogonal deH sobre
el complemento ortogonal N⊥ de N (TK).
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Por lo tanto, la aplicacio´n,
κ(z, ω) =
〈
K(z),K(ω)
〉
H , z, ω ∈ C. (2.9)
es el nu´cleo reproductor del espacioHK .
Algunas propiedades de los RKHS
En el siguiente listado enumeramos algunas propiedades importantes de los espacios
de Hilbert con nu´cleo reproductor, las cuales sera´n utilizadas en secciones posteriores:
1. En todo RKHS, el nu´cleo reproductor se puede expresar en te´rminos de una
base ortonormal del espacio. Esto es, si {xn}∞n=1 es una base ortonormal de H,
entonces
κ(z, ω) =
∞∑
n=1
xn(z)xn(ω), z, ω ∈ C, (2.10)
La convergencia de esta serie es absoluta.
La propiedad 1 se sigue de la aplicacio´n conjunta de la identidad de Plancherel-
Parseval junto a la propiedad reproductora, (ve´ase [99], p. 10).
2. Todo nu´cleo reproductor define una matriz positiva. Dado el nu´cleo reproductor
κ(z, ω) del espacioH, para todo conjunto finito de puntos distintos {zj}nj=1 ⊂ C
y toda sucesio´n compleja {ξj}nj=1, se cumple que
n∑
j,k=1
ξiξjκ(zi, zj) ≥ 0.
En efecto,
0 ≤
∥∥∥∥∥∥
n∑
j=1
ξjκzj
∥∥∥∥∥∥
2
H
=
〈
n∑
j=1
ξjκzj ,
n∑
i=1
ξiκzi
〉
H
=
n∑
j=1
n∑
i=1
ξjξi
〈
κzj , κzi
〉
H =
n∑
i,j=1
ξjξiκ(zi, zj).
El recı´proco de la propiedad 2 debido a Aronszajn (ve´ase [5]), es uno de los
resultados mas importantes dentro de la teorı´a de los RKHS:
3. Teorema de Aronszajn. Para toda matriz definida positiva κ sobre C existe un
u´nico espacio de HilbertH para el cual κ es su nu´cleo reproductor.
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La siguiente propiedad sera´ muy importante en la parte asociada a la teorı´a de
muestreo analı´tico. Hace referencia a la convergencia de una sucesio´n de funcio-
nes en un RKHS; la convergencia en norma es una condicio´n suficiente para la
convergencia puntual:
4. Sea H un espacio de Hilbert con nu´cleo reproductor y {fn} ⊂ H. Entonces,
l´ımn ‖f − fn‖ = 0 implica f(z) = l´ımn fn(z), para todo z ∈ C. Adema´s, esta
convergencia sera´ uniforme en todos aquellos subconjuntos de C en los cuales
z 7−→ κ(z, z) este´ acotada.
La prueba es como sigue:
|f(z)− fn(z)| = |〈f, κ(·, z)〉H − 〈fn, κ(·, z)〉H|
= |〈f − fn, κ(·, z)〉H|
= |〈f − fn, κz〉H|
≤ ‖f − fn‖H ‖κz‖H
= ‖f − fn‖H
√
〈κ(z, z)〉H .
Es evidente de esta desigualdad, que la convergencia sera´ adema´s uniforme, en
subconjuntos de C donde κ(z, z) este´ acotada.
Una manera obtener el nu´cleo reproductor κ es la siguiente: a partir de una sucesio´n de
funciones {xn}∞n=1 definidas en C tales que para todo z ∈ C,
∑∞
n=1 |xn(z)|2 < ∞,
se define una funcio´n como la dada en (2.10). Se puede probar fa´cilmente que esta
aplicacio´n es definida positiva y por lo tanto, de acuerdo a la la propiedad 3 (teorema
de Aronszajn) se convertira´ en el nu´cleo reproductor del RKHS resultante al completar
el espacio generado por κ. La siguiente propiedad (la cual sera´ muy u´til en la prueba
del teorema 3.3 del capı´tulo 3) permite dar condiciones acerca de la ortonormalidad de
dicha sucesio´n de funciones, (ve´ase [45] o [108]).
5. Sea {xn}∞n=1 una sucesio´n de funciones en el espacio de HilbertH, tal que para
todo z ∈ C, {xn(z)} ∈ `2(N). Entonces, dicha sucesio´n {xn}∞n=1 es una base
ortonormal de H si y so´lo si F (z) :=
∞∑
n=1
αnxn(z), αn ∈ `2(N), es la funcio´n
ide´nticamente nula de C u´nicamente cuando αn = 0 para todo n ∈ N.
Para concluir esta lista de propiedades, mencionamos una forma de determinar cua´ndo
una funcio´n compleja pertenece a un espacio de Hilbert de funciones enteras con nu´cleo
reproductor. Esta condicio´n aparece en [108] en donde es nombrada RKHS test y sur-
gio´ como una interesante conclusio´n de un teorema probado en [107], (p. 294) llamado
Teorema B. Esta propiedad sera´ de bastante utilidad en el capı´tulo 5 relacionado con
los espacios de De Branges.
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6. Criterio de pertenencia a un RKHS. SeaH un espacio de Hilbert de funciones
enteras sobre un dominio Ω ⊆ C, con nu´cleo reproductor κ. Una condicio´n
necesaria y suficiente para que una funcio´n f pertenezca a H es que exista una
constante C > 0, la cual depende solo de f , tal que∣∣∣∣∣
N∑
i=1
f(zi)λi
∣∣∣∣∣
2
≤ C2
N∑
i,j=1
κ(zi, zj)λiλj , (2.11)
para todo par de subconjuntos finitos {z1, z2 , · · · , zN} en Ω y {λ1, λ2 , · · · , λN}
en C. En estas condiciones, ∥∥f∥∥ = ı´nf{C},
donde el ı´nfimo se toma sobre todas las constantes C que verifican (2.11).
Respecto a la propiedad anterior, es importante mencionar lo siguiente: supongamos
que se desea construir el espacio H a partir del nu´cleo κ; se puede probar que para
z1, z2 , · · · , zN en Ω y λ1, λ2 , · · · , λN en C,
∑
i κ(·, zi)λi es una funcio´n analı´tica
en la primera variable. El conjunto de dichas funciones forma un espacio prehilbertiano
al ser dotado con el producto interior,〈
n∑
i=1
κ(·, zi)λi,
n∑
i=1
κ(−, ξj)νj
〉
=
n∑
i,j=1
κ(ξj , zi)λiλj .
Al completar dicho espacio, se obtiene el espacio de Hilbert de funciones analı´ticasH
en Ω, cuyo nu´cleo reproductor es κ.
En la seccio´n 5.3, en relacio´n con el problema de caracterizar todo espacio HK como
un espacio de De Branges, retomaremos el criterio dado en la propiedad 6. Bastara´ que
la condicio´n (2.11) se verifique para valores z ∈ C pertenecientes a un conjunto de
unicidad deH.
En el pro´ximo apartado, se caracteriza al espacio HK como un RKHS de funciones
enteras.
2.4. HK como espacio de Hilbert de funciones enteras
En esta seccio´n estudiaremos la analiticidad de los elementos deHK ; esto es, que-
remos encontrar algunas condiciones bajo las cuales sea posible asegurar queHK es un
RKHS de funciones enteras. En principio, contamos con un resultado esta´ndar (coro-
lario 2.1), el cual es una consecuencia directa del siguiente teorema cla´sico del ana´lisis
funcional (ve´ase [109, p. 266]):
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Teorema 2.1. Sea X un espacio de Banach complejo y F una funcio´n definida en un
abierto A ⊆ C con valores en X. Entonces, F es analı´tica en A si y solamente si para
cada elemento x′ en el espacio dual X ′, la funcio´n x′ ◦ F : A→ C es analı´tica en A.
Corolario 2.1. El espacio HK es un RKHS de funciones enteras si y so´lo si el nu´cleo
K : C→ H es una funcio´n entera.
Presentaremos ahora otra manera de estudiar la analiticidad de las funciones en HK .
Concretamente, haremos uso del desarrollo de K(z), con z ∈ C, respecto a una base
de Riesz en H, cuyos coeficientes son elementos en HK los cuales usaremos reitera-
damente en adelante. La analiticidad de estos sera´ una de las condiciones a tener en
cuenta en el estudio de esta propiedad para cualquier funcio´n en el espacioHK .
Antes de de entrar a estudiar los detalles, presentamos algunos elementos ba´sicos de la
teorı´a de bases de Riesz y de frames, algunos de los cuales sera´n fundamentales en la
prueba de resultados futuros tanto en este capı´tulo, como en el siguiente, relacionado
con la teorı´a de muestreo analı´tico enHK .
Algunos resultados sobre Bases de Riesz
Definicio´n 2.2. SeanH1 yH2 espacios de Hilbert separables. Una sucesio´n {xn}∞n=1
enH2 se denomina base de Riesz si existe un operador lineal acotado e invertible
A : H1 −→ H2
y una base ortonormal {en}∞n=1 deH1, tal que Aen = xn para todo n ∈ N.
No´tese que puesto queA es biyectivo, entonces trivialmente A−1 es lineal y adema´s, de
acuerdo al teorema del operador inverso de Banach, A−1 : H2 −→ H1 es continuo.
En nuestro caso, basta considerar H1 = H2 = H el espacio de Hilbert separable
alrededor del cual hemos desarrollado la teorı´a precedente.
Al igual que con las bases ortonormales, todo elemento del espacio tiene una represen-
tacio´n en serie respecto a una base de Riesz {xn}∞n=1. Dado x ∈ H, se tiene que
y = A−1x =
∞∑
n=1
〈y, en〉H en,
es decir,
x =
∞∑
n=1
〈y, en〉HAen =
∞∑
n=1
〈y, en〉H xn. (2.12)
Por lo tanto, por la unicidad del desarrollo (2.12), toda base de Riesz es en particular
una base de Schauder.
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Adema´s, respecto a los coeficientes 〈y, en〉H del desarrollo (2.12) obse´rvese lo siguien-
te: el funcional x 7−→ 〈y, en〉H es acotado. En efecto
| 〈y, en〉H | ≤ ‖y‖ ≤ ‖A−1‖‖x‖, para todo x ∈ H.
Por el teorema de representacio´n de Riesz, para cada n ∈ N, existe un u´nico elemento
x∗n tal que 〈x, x∗n〉H = 〈y, en〉H
A la sucesio´n {x∗n}∞n=1 se le denomina base de Riesz dual de {xn}∞n=1, tambie´n es
base de Riesz y verifica una condicio´n de biortogonalidad. Por ser de gran importancia
futura el uso de pares de bases de Riesz duales en capı´tulos posteriores relacionados
con muestreo, en el teorema 2.2 se prueban estas propiedades (ve´anse [9] y [40] por
ejemplo).
Teorema 2.2. (Teorema de la base de Riesz)
Sea {xn}∞n=1 una base de Riesz para el espacio de Hilbert separable complejo H .
Entonces, existe una u´nica sucesio´n {x∗n}∞n=1 enH tal que
x =
∞∑
n=1
〈x, x∗n〉H xn
=
∞∑
n=1
〈x, xn〉H x∗n , x ∈ H,
(2.13)
{x∗n}∞n=1 tambie´n es una base de Riesz. Adema´s, {xn}∞n=1 y {x∗n}∞n=1 son bases bior-
togonales; es decir,
〈xn, x∗m〉H = δn,m.
Demostracio´n. Puesto que {xn}∞n=1 es una base de Riesz deH, consideremos {en}∞n=1
una base ortonormal en este espacio y A un operador lineal biyectivo acotado tal que
Aen = xn para todo n ∈ N. Adema´s, como A−1 es acotado, entonces tambie´n lo es
(A−1)∗. Al desarrollarA−1x respecto a dicha base ortonormal, con x ∈ H, obtenemos
A−1x =
∞∑
n=1
〈
A−1x, en
〉
H en =
∞∑
n=1
〈
x, (A−1)∗en
〉
H en
con lo cual,
x =
∞∑
n=1
〈
x, (A−1)∗en
〉
HAen =
∞∑
n=1
〈x, x∗n〉H xn
en donde {x∗n}∞n=1 =
{
(A−1)∗en
}∞
n=1
es tambie´n una base de Riesz porque el opera-
dor lineal (A−1)∗ es un isomorfismo.
Para probar la validez del segundo desarrollo en (2.13), de todo elemento x ∈ H res-
pecto a {x∗n}∞n=1, basta seguir el razonamiento anterior, desarrollandoA∗x en te´rminos
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de la base ortonormal {en}∞n=1. Por lo tanto,
x =
∞∑
n=1
〈x,Aen〉H (A∗)−1en =
∞∑
n=1
〈x, xn〉H x∗n, x ∈ H. (2.14)
La unicidad se sigue de la igualdad 〈x, x∗n〉H = 〈y, en〉H, para cada n ∈ N.
Finalmente, probaremos la condicio´n de biortogonalidad de las bases de Riesz {xn}∞n=1
y {x∗n}∞n=1:
〈xn, x∗m〉H =
〈
Aen, (A
−1)∗em
〉
H =
〈
A−1Aen, em
〉
H = 〈en, em〉H = δn,m.
(2.15)
con lo cual concluye la prueba.
Dado que {xn}∞n=1 = {Aen}∞n=1 es posible caracterizar a la base {x∗n}∞n=1 aplicando
el operador adjunto de A−1 a la base ortonormal {en}∞n=1; esto permite comprobar de
acuerdo a la definicio´n de base de Riesz, que la sucesio´n {xn}∞n=1 es la base dual de
{x∗n}∞n=1. Teniendo en cuenta que (A−1)∗ = (A∗)−1, obtenemos:{(((
A−1
)∗)−1)∗
en
}∞
n=1
= {Aen}∞n=1 = {xn}∞n=1 ,
con lo cual, se tiene la existencia del par de bases de Riesz duales. Adema´s, cuando el
operador A es unitario, {xn}∞n=1 es base ortonormal y de hecho, coincide con su base
dual.
Entre las propiedades fundamentales de las bases de Riesz destacamos algunas que
utilizaremos posteriormente:
La primera propiedad proporciona un par de condiciones equivalentes que permiten
determinar cua´ndo una sucesio´n {xn}∞n=1 es una base Riesz. Esta propiedad tambie´n
es utilizada para dar una definicio´n equivalente de base de Riesz:
(a) Para una sucesio´n {xn}∞n=1 enH, las siguientes condiciones son equivalentes:
(i) {xn}∞n=1 es una base de Riesz paraH.
(ii) {xn}∞n=1 es completa en H y existen constantes a, b > 0 tales que para
toda sucesio´n {cn} en `2(N), se cumple la desigualdad
a
∞∑
n=1
∣∣cn∣∣2 ≤ ∥∥ ∞∑
n=1
cnxn
∥∥2
H ≤ b
∞∑
n=1
∣∣cn∣∣2. (2.16)
Las constantes a y b se denominan cotas de la base de Riesz y sus estimativas
alcanzan el mayor valor
∥∥A−1∥∥−2 para a y el menor valor ∥∥A∥∥2 para b.
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No´tese que, de acuerdo al teorema de Riesz-Fischer, los espacios `2(N) y H son iso-
morfos mediante la aplicacio´n {cn} 7−→
∑∞
n=1 cnxn.
La siguiente propiedad, sera´ utilizada ma´s adelante en la prueba del teorema 2.3 en el
cual, como se afirmo´ en la introduccio´n de esta seccio´n, se presentara´ otra forma de
probar la analiticidad de las funciones pertenecientes al espacioHK .
(b) Sea {xn}∞n=1 una base de Riesz de H. Entonces, existen constantes a, b > 0
tales que
a
∥∥x∥∥2H ≤ ∞∑
n=1
∣∣〈x, xn〉H∣∣2 ≤ b∥∥x∥∥2H , x ∈ H. (2.17)
Las constantes a y b coinciden con las constantes o´ptimas en (2.16).
Para encontrar los valores de tales cotas no´tese el siguiente hecho: para todo x enH,
∞∑
n=1
∣∣〈x, xn〉H∣∣2 = ∞∑
n=1
∣∣〈x,Aen〉H∣∣2
=
∞∑
n=1
∣∣〈A∗x, en〉H∣∣2
=
∥∥A∗x∥∥2 (2.18)
≤ ∥∥A∗∥∥2∥∥x∥∥2= ∥∥A∥∥2∥∥x∥∥2. (2.19)
La estimativa de la derecha en (2.17) se deduce de (2.19). Para la desigualdad de la
izquierda basta hacer∥∥x∥∥H = ∥∥(A∗)−1A∗x∥∥H ≤ ∥∥(A∗)−1∥∥∥∥A∗x∥∥= ∥∥A−1∥∥∥∥A∗x∥∥.
y utilizar (2.18) .
Adema´s, es importante destacar lo siguiente: esta propiedad usualmente se emplea para
definir el concepto de frame en un espacio de Hilbert separable H; esto es, una suce-
sio´n {xn}∞n=1 es un frame para H si existen tales constantes a, b > 0 (en este caso,
denominadas cotas del frame), tales que se verifica (2.17). Los valores o´ptimos son,
para a la ma´s grande de las cotas inferiores y para b la ma´s pequen˜a de las cotas su-
periores. En consecuencia, toda base de Riesz es un frame; aunque el recı´proco no es
verdad en general, puesto que si bien es cierto que un frame posee muchas propiedades
de las bases, el problema consiste en que el desarrollo de todo elemento x ∈ H respec-
to a un frame no es u´nico porque es posible elegir distintas sucesiones de coeficientes
en tal expansio´n. Adema´s, cuando {xn}∞n=1 es un frame que no es base de Riesz, la
condicio´n ∞∑
n=1
αnxn = 0 (2.20)
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para alguna sucesio´n {αn}∞n=1 en `2(N), no necesariamente implica que αn = 0, para
todo n ∈ N. En este caso estarı´amos hablando en forma un poco coloquial de una
especie de “dependencia lineal” en el infinito y el frame se dice que es redundante o en
ingle´s, “ overcomplete”. Dado un frame “ overcomplete” {xn}∞n=1, existen distintos
frames {yn}∞n=1 llamados frames duales, para los cuales, para cada x ∈ H, se cumple
el desarrollo [40],
x =
∞∑
n=1
〈x, xn〉yn,
en el espacioH.
El siguiente resultado da condiciones para que un frame sea una base de Riesz:
(c) Sea {xn}∞n=1 un frame paraH. las siguientes condiciones son equivalentes:
(i) {xn}∞n=1 es una base de Riesz paraH.
(ii) Si
∞∑
n=1
αnxn = 0, para alguna sucesio´n {αn}∞n=1 perteneciente a `2(N),
entonces, αn = 0 para todo n ∈ N.
Cuando una sucesio´n {xn}∞n=1 cumple la condicio´n (ii) se dice que es ω-independiente.
Adema´s, se dice que un frame es exacto si al quitarle cualquier elemento, deja de ser
un frame. Una condicio´n necesaria y suficiente para que un frame sea una una base
de Riesz es que sea exacto. En [9], [37], [40] y [41] entre otros, se encuentra ma´s
informacio´n acerca de la teorı´a de frames.
Una vez hecho este ra´pido recorrido dentro de la teorı´a de las bases de Riesz, retor-
namos a nuestro problema acerca de la analiticidad de las funciones pertenecientes al
RKHS HK proveniente del nu´cleo K : C −→ H. Para tal efecto, supongamos la
existencia en el espacio de Hilbert separable H de un par de bases de Riesz duales
{xn}∞n=1 y {x∗n}∞n=1. Para cada z ∈ C fijo, utilizando (2.13), hacemos el desarrollo de
K(z) respecto a la base de Riesz {xn}∞n=1 obteniendo
K(z) =
∞∑
n=1
〈K(z), x∗n〉H xn, z ∈ C. (2.21)
Denotamos los coeficientes 〈K(z), x∗n〉H del anterior desarrollo, los cuales para cada
n ∈ N son funciones en la variable z, como
Sn(z) := 〈K(z), x∗n〉H z ∈ C. (2.22)
No´tese que {Sn}∞n=1 es una sucesio´n de funciones enteras en HK y para cada z ∈ C,
{Sn(z)}∞n=1 pertenece a `2(N).
En el siguiente teorema, usaremos dicha sucesio´n de funciones {Sn}∞n=1 para estudiar
la analiticidad de cualquier funcio´n en el espacioHK :
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Teorema 2.3. SeanH un espacio de Hilbert separable y {xn}∞n=1, {x∗n}∞n=1 un par de
bases de Riesz biortogonales en H. Entonces, el espacio HK proveniente del nu´cleo
K : C −→ H es un RKHS de funciones enteras si y so´lo si {Sn}∞n=1 es una sucesio´n de
funciones enteras y la funcio´n z 7−→ ‖K(z)‖H es acotada en subconjuntos compactos
de C.
Demostracio´n. Para la condicio´n suficiente, (usando el corolario 1.1 del teorema 1.1
[109, p. 266]) basta probar que K es analı´tico en C, verificando que para todo x ∈ H,
la aplicacio´n f(z) = 〈K(z), x〉 es entera. Utilizando la igualdad (2.21) y teniendo en
cuenta la continuidad del producto interior, tenemos:
〈K(z), x〉 =
〈 ∞∑
n=1
Sn(z)xn,x
〉
H
=
∞∑
n=1
Sn(z) 〈xn,x〉H . (2.23)
Y por la desigualdad de Cauchy-Schwarz se deduce que:
∣∣∣∣∣
〈
N∑
n=1
Sn(z)xn,x
〉
H
∣∣∣∣∣
2
=
∣∣∣∣∣
N∑
n=1
Sn(z) 〈xn,x〉H
∣∣∣∣∣
2
≤
(
N∑
n=1
∣∣∣Sn(z)∣∣∣2)( N∑
n=1
∣∣∣〈xn,x〉H∣∣∣2
)
≤
∞∑
n=1
∣∣∣Sn(z)∣∣∣2( N∑
n=1
∣∣∣〈xn,x〉H∣∣∣2
)
≤ b∥∥K(z)∥∥2( N∑
n=1
∣∣∣〈xn,x〉H∣∣∣2
)
. (2.24)
En (2.24) se ha usado la desigualdad (2.17) de la pa´gina 26, correspondiente a la pro-
piedad (b) de las bases de Riesz: basta tomarK(z) ∈ H, para cada z ∈ C y la sucesio´n
Sn(z) (definida en (2.22)) de coeficientes de su desarrollo en te´rminos de la base de
Riesz {xn}∞n=1, obteniendo
a ‖K(z)‖2 ≤
∞∑
n=1
∣∣∣〈K(z), x∗n〉H∣∣∣2 ≤ b ‖K(z)‖2
o lo que es igual,
a ‖K(z)‖2 ≤
∞∑
n=1
∣∣∣Sn(z)∣∣∣2 ≤ b ‖K(z)‖2 (2.25)
para todo z ∈ C y para ciertas cotas a, b tales que 0 < a ≤ b.
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Por lo tanto, se ha probado que las sumas parciales de la serie (2.23) son equiacotadas
en compactos de C, luego, aplicando el teorema de Montel, existe una subsucesio´n
uniformemente convergente en compactos de C la cual debe converger a f(z) y en
consecuencia, se tiene que f(z) es analı´tica en C.
La condicio´n necesaria es inmediata.
2.5. Algunos ejemplos de espacios HK
Concluimos este capı´tulo presentando unos cuantos ejemplos interesantes de espa-
ciosHK . Entre ellos, aparece en el ejemplo 2.4, siguiendo las ideas mencionadas en el
capı´tulo 1 acerca del orı´gen del teorema de Kramer, un nu´cleo K asociado a un pro-
blema de Sturm-Liouville regular. Tambie´n, es importante mencionar el uso de nu´cleos
discretos los cuales aparecen en el ejemplo 2.3. Estos u´ltimos junto a sus correspon-
dientes espaciosHK se usara´n reiteradamente en los capı´tulos siguientes.
Ejemplo 2.1. (El espacio de Paley-Wiener PWpi)
Consideremos H = L2([−pi, pi]). Se define el espacio de Paley-Wiener PWpi de
funciones cuadrado integrable y banda limitada al intervalo [−pi, pi],
PWpi =
{
f ∈ L2(R) ∩ C(R), suppf̂ ⊆ [−pi, pi]
}
en donde f̂ denota la transformada de Fourier
f̂(ω) =
1√
2pi
∫ ∞
−∞
f(z)e−izωdz
de f , con f̂ ∈ L2[−pi, pi].
El espacio PWpi es un ejemplo de un RKHS HK , usando como operador TK (en este
caso unitario) a la transformada de Fourier y el nu´cleo K es el de Fourier, el cual se
define mediante la aplicacio´n
K : C −→ L2[−pi, pi]
z 7−→ K(z) , [K(z)](ω) =
eizω√
2pi
, ω ∈ [−pi, pi].
En efecto, toda funcio´n f ∈ PWpi puede ser representada mediante el producto interior
f(z) =
〈 eizω√
2pi
, f̂
〉
L2[−pi,pi]
=
1√
2pi
∫ pi
−pi
f̂(ω)eizωdω
para cada z ∈ C; con lo cual de acuerdo a (2.1) obtenemos
f(z) =
〈
K(z), f̂
〉
L2[−pi,pi]
,
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y por lo tanto,
PWpi =
{
f : f(z) =
〈
eizω/
√
2pi, f̂
〉
L2[−pi,pi]
, f̂ ∈ L2[−pi, pi]
}
. (2.26)
En consecuencia, PWpi = HK y su nu´cleo reproductor es
κ(z, w) =
sinpi(z − w)
pi(z − w) , z, ω ∈ C.
En el espacio de Paley-Wiener PWpi es posible trabajar sobre subespacios cuyos ele-
mentos son u´nicamente funciones impares o funciones pares. Utilizando nu´cleos K
adecuados, es posible construir espaciosHK de funciones enteras que igualmente sera´n
impares o pares.
Ejemplo 2.2. (Transformadas seno y coseno finitas)
Consideremos el siguiente par de aplicaciones
Ks : C −→ L2[0, pi]
z 7−→ Ks(z) , [Ks(z)](x) := sen(zx), x ∈ [0, pi].
y
Kc : C −→ L2[0, pi]
z 7−→ Kc(z) , [Kc(z)](x) := cos(zx), x ∈ [0, pi].
Si f ∈ PWpi es una funcio´n impar, entonces es posible representarla mediante el
producto interior
f(z) = 〈sen(zx), F (x)〉L2[0,pi] , z ∈ C,
donde F ∈ L2[0, pi]. Ana´logamente, Si f es una funcio´n par del espacio PWpi , enton-
ces,
f(z) = 〈cos(zx), F (x)〉L2[0,pi] , z ∈ C,
con F ∈ L2[0, pi].
Por lo tanto, los nu´cleos Ks : C → L2[0, pi], y Kc : C → L2[0, pi] anteriormente
definidos inducen un par de espaciosHKs yHKc
HKs =
{
f : f(z) = 〈sen(zx), F 〉H , F ∈ L2[0, pi]
}
. (2.27)
y
HKc =
{
f : f(z) = 〈cos(zx), F 〉H , F ∈ L2[0, pi]
}
. (2.28)
HKs corresponde al espacio de funciones impares en PWpi mientras que HKc corres-
ponde al espacio de funciones pares en PWpi .
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Ejemplo 2.3. (Un espacioHK con nu´cleo K discreto)
En el siguiente ejemplo (ve´ase [57]) hacemos referencia a un nu´cleo discreto K de-
finido en te´rminos de polinomios ortonormales relacionados con el problema indeter-
minado de momentos de Hamburger (o de Stieltjes), el cual, asociado al muestreo, se
estudiara´ con mayor profundidad en la seccio´n 3.3. Debido a que dicho nu´cleo es im-
portante para nuestros propo´sitos, en este ejemplo u´nicamente nos interesa emplearlo
para ilustrar un caso mas de un espacio HK . Posteriormente, aparecera´ en diferentes
secciones: en la seccio´n 3.3 se caracterizara´ como un nu´cleo analı´tico de Kramer y en
consecuencia, en el ejemplo 3.4 de la pa´gina 50 se usara´ como un nu´cleo apropiado
para ilustrar un teorema discreto de Kramer. Tambie´n aparece en la seccio´n 4.3.1, en el
teorema 4.3, pa´gina 78, donde esta´ asociado a una fo´rmula de muestreo tipo-Lagrange
y finalmente, en el ejemplo 5.4 de la pa´gina 112 aparece para exhibir al espacio HK
correspondiente, como ejemplo de un espacio de De Branges.
Sean el espacio de Hilbert H = `2(N0) donde N0 := N ∪ {0} y la aplicacio´n K :
C → H definida por [K(z)](n) := Pn(z) donde {Pn(z)}n∈N0 denota una sucesio´n
de polinomios ortonormales asociados con un problema indeterminado de momentos
de Hamburger o de Stieltjes. En [1] se prueba que si el problema de momentos es
indeterminado, entonces, para todo z ∈ C, ∑n∈N0 |Pn(z)|2 < ∞. El RKHS inducido
por este nu´cleo es
HK =
{
f : C→ C | f(z) = 〈Pn(z), cn〉, {cn}∞n=0 ∈ `2(N0)}.
=
{
f : C→ C | f(z) =
∞∑
n=0
anPn(z),
{
an
}∞
n=0
∈ `2(N0)
}
.
Como u´ltimo ejemplo de la seccio´n, presentamos un espacio HK proveniente de un
nu´cleo K asociado a un problema de Sturm-Liouville regular.
Ejemplo 2.4. (Un nu´cleo K asociado a un problema de Sturm-Liouville regular )
Consideremos el problema de Sturm-Liouville regular, [119]
Ly = −zy, x ∈ [a, b] (2.29)
cosα y(a) + senα y′(a) = 0 (2.30)
cosβ y(b) + senβ y′(b) = 0 (2.31)
donde L es el operador diferencial Ly = y′′(x)− p(x)y y α y β son valores dados en
las condiciones separadas de frontera (2.30) y (2.31). L es regular si [a, b] es acotado,
y adema´s, la funcio´n p(x) ∈ C(a, b) alcanza lı´mites finitos cuando x→ a+ e y → b−.
Es conocido (ve´ase [42, p. 189]) que este tipo de problema de Sturm-Liouville regular
define un operador autoadjunto, con espectro discreto. El conjunto de valores propios
{zn}n∈N del operador L es real y como las condiciones de frontera son separadas,
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entonces, para cada n, zn es simple; es decir, existe exactamente una funcio´n propia li-
nealmente independiente asociada a zn. Adema´s, la sucesio´n {zn} es creciente, acotada
inferiormente y l´ımn→∞ |zn| =∞ [111].
Del conjunto de soluciones de (2.29), es posible elegir una solucio´n particular Φ(x, z)
(real cuando z es real y entera como funcio´n de z [111]), la cual satisface la condicio´n
(2.30) o bien otra solucio´n que verifica (2.31). Supongamos que Φ(x, z) es solucio´n de
(2.29) tal que
Φ(a, z) = senα, Φ′(a, z) = − cosα.
Es evidente que Φ(x, z) satisface la primera condicio´n de frontera (2.30). En este caso,
los valores propios {zn}n∈N es el u´nico conjunto posible de valores de z para los cuales
Φ(x, z) satisface la segunda condicio´n de frontera (2.31); es decir, son las raı´ces de la
ecuacio´n
cosβ Φ(b, z) + senβ Φ′(b, z) = 0.
Por lo tanto, las funciones propias de este problema de Sturm-Liouville son salvo un
factor constante {Φ(x, zn)}n∈N. Estas funciones propias son reales y conforman una
base ortogonal de L2(a, b).
En ese contexto, nuestro nu´cleo K se define mediante la aplicacio´n K : C→ L2[a, b],
dada por
[K(z)](x) := Φ(x, z), x ∈ [a, b]. (2.32)
con lo cual, el espacioHK correspondiente esta´ constituı´do por el conjunto de funcio-
nes de la forma
f(z) = 〈K(z), F 〉 =
∫ b
a
Φ(x, z)F (x)dx
para F ∈ L2(a, b). Toda funcio´n en este espacio es entera, de orden 1/2 y tipo τ , donde
0 ≤ τ ≤ b− a, (ve´ase [120]).

3
Teorı´a de muestreo en HK
En el capı´tulo anterior construimos el espacio HK como un espacio de Hilbert
de funciones enteras con nu´cleo reproductor, el cual proviene de un nu´cleo analı´tico
K. Dicho espacio sera´ el escenario en el cual desarrollaremos algunos elementos de
muestreo en e´ste y en los siguientes capı´tulos. En concreto, estamos interesados en
estudiar en HK la existencia de un conjunto de muestreo; esto es, la existencia de una
sucesio´n de puntos {zn}∞n=1 ⊂ C y una sucesio´n de funciones muestrales {Sn}∞n=1 tal
que una fo´rmula de muestreo como
f(z) =
∑
n
f(zn)Sn(z) , z ∈ C,
sea va´lida para todo f ∈ HK . La convergencia de esta serie sera´ absoluta y uniforme
en conjuntos compactos de C.
En primer lugar, en la seccio´n 3.1 introduciremos los nu´cleos analı´ticos de Kramer
y a continuacio´n, en el teorema 3.1 usando bases de Riesz, probaremos una fo´rmula
de muestreo no ortogonal va´lida en HK , en donde K es ahora un nu´cleo analı´tico de
Kramer. Se probara´ la existencia de tales nu´cleos para cualquier sucesio´n {zn}∞n=1 tal
que l´ımn→∞ |zn| =∞. El mencionado teorema 3.1 es una versio´n abstracta del cla´sico
teorema de muestreo de Kramer enHK (ve´ase [81]).
Por otra parte, en la seccio´n 3.3 se demostrara´ un resultado inverso; esto es, suponiendo
la existencia de una´ fo´rmula de muestreo en el espacio HK , se dara´n las condiciones
bajo las cuales K pueda ser considerado un nu´cleo analı´tico de Kramer y la fo´rmula de
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mustreo correspondiente sea la dada por el teorema 3.1. Finalmente, en la seccio´n 3.4 se
probara´ una fo´rmula de muestreo en donde se hace uso de muestras de alguna funcio´n
f˜ que guarda cierta relacio´n con f , la funcio´n a recuperar. En particular usaremos como
funcio´n relacionada la primera derivada de f .
Estos resultados se ilustrara´n convenientemente en el espacio PWpi utilizando como
funcio´n relacionada la transformada de Hilbert.
3.1. Nu´cleos analı´ticos de Kramer
Definicio´n 3.1. El nu´cleo analı´tico K : C→ H se denomina nu´cleo analı´tico de
Kramer si existen sucesiones {zn}∞n=1 en C, {an}∞n=1 en C \ {0} y una base de Riesz
{xn}∞n=1 deH, tales que
K(zn) = anxn, para todo n ∈ N. (3.1)
Obse´rvese que la aplicacio´n K puede ser un nu´cleo analı´tico de Kramer respecto a
diferentes conjuntos de datos:
{zn}∞n=1 en C , {an}∞n=1 en C \ {0} , y {xn}∞n=1 enH. (3.2)
Por ejemplo, el nu´cleo de Fourier tambie´n es un nu´cleo analı´tico de Kramer respecto a
{zn = n+ α}n∈Z con α ∈ R y {an = 1}n∈Z.
En la siguiente proposicio´n se prueba que una condicio´n necesaria y suficiente para
que K sea un nu´cleo analı´tico de Kramer respecto al conjunto de datos (3.2) es que la
sucesio´n de funciones {Sn}∞n=1 en HK definidas en (2.22) verifiquen una propiedad
de tipo interpolatorio.
Proposicio´n 3.1. La aplicacio´nK : C→ H es un nu´cleo analı´tico de Kramer respecto
a los datos (3.2) si y solamente si la sucesio´n {Sn}∞n=1 de funciones enHK dadas por
Sn(z) :=
〈
K(z), x∗n
〉
H, z ∈ C, (3.3)
donde {x∗n}∞n=1 es la base de Riesz dual de {xn}∞n=1, satisface una condicio´n de tipo
interpolatoria respecto a una sucesio´n compleja {zn}∞n=1, es decir, Sn(zk) = anδn,k.
Demostracio´n. Supongamos que K es un nu´cleo analı´tico de Kramer. Haciendo uso
de la condicio´n de biortogonalidad entre la base de Riesz {xn}∞n=1 y su base dual
{x∗n}∞n=1 obtenemos
Sn(zk) =
〈
K(zk), x
∗
n
〉
H =
〈
akxk, x
∗
n
〉
H
= ak
〈
xk, x
∗
n
〉
H = ak δn,k.
(3.4)
Recı´procamente, supongamos que la sucesio´n de funciones {Sn}∞n=1 satisface la con-
dicio´n Sn(zk) = ak δn,k = 〈akxk, x∗n〉H. Teniendo en cuenta (3.3), Sn(zk) = 〈K(zk), x∗n
〉
H;
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en consecuencia, 〈akxk, x∗n〉H = 〈K(zk), x∗n
〉
H y por lo tanto, K(zk) = akxk, es de-
cir, K es un nu´cleo analı´tico de kramer respecto a las sucesiones {zn}∞n=1 y {an}∞n=1
y la base de Riesz {xn}∞n=1 deH.
Dado un nu´cleo analı´tico de Kramer se obtiene una versio´n abstracta del cla´sico teo-
rema de muestreo de Kramer [81] donde las funciones {Sn(z)}∞n=1 aparecera´n como
las funciones muestrales. En [52], se demostro´ una fo´rmula de muestreo (ortogonal,
usando bases ortonormales) para recuperar funciones en el espacio HK . Con nuestra
definicio´n de nu´cleo analı´tico de Kramer, el desarrollo muestral resultara´ ser no orto-
gonal puesto que {Sn}∞n=1 es una base de Riesz como se demuestra en el siguiente
teorema.
Teorema 3.1. (Teorema de muestreo analı´tico de Kramer)
Sean H un espacio de Hilbert separable, K : C → H un nu´cleo analı´tico de Kra-
mer respecto al conjunto de datos (3.2) y HK su correspondiente RKHS de funciones
enteras.
Entonces, toda funcio´n f en HK puede ser recuperada a partir de la sucesio´n de sus
muestras {f(zn)}∞n=1 por medio de la serie
f(z) =
∞∑
n=1
f(zn)
an
Sn(z), z ∈ C, (3.5)
donde las funciones muestrales esta´n dadas por (2.22). La convergencia de la serie
(3.5) es absoluta y uniforme en compactos de C.
Demostracio´n. Puesto que K es un nu´cleo analı´tico de Kramer respecto a los datos
(3.2) sabemos que
K(zn) = anxn para todo n ∈ N.
Obse´rvese que l´ımn→∞ |zn| = +∞ puesto que en caso contrario, la sucesio´n {zn}∞n=1
contiene una subsucesio´n acotada y en consecuencia, para cada n ∈ N, Sn ≡ 0 debido
al principio de los ceros aislados, lo cual contradice la propiedad interpolatoria (3.4).
Sea x ∈ H cuyo desarrollo respecto a la base dual {x∗n}∞n=1 de la base de Riesz
{xn}∞n=1 es x =
∑∞
n=1 〈x, xn〉H x∗n. Entonces:
f(z) = 〈K(z), x〉H
=
〈
K(z),
∞∑
n=1
〈x, xn〉H x∗n
〉
H
(3.6)
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=
∞∑
n=1
〈x, xn〉H 〈K(z), x∗n〉H
=
∞∑
n=1
〈
x,
K(zn)
an
〉
H
〈K(z), x∗n〉H
=
∞∑
n=1
〈
K(zn)
an
, x
〉
H
〈K(z), x∗n〉H
=
∞∑
n=1
1
an
〈K(zn), x〉H Sn(z)
=
∞∑
n=1
f(zn)
an
Sn(z), z ∈ C. (3.7)
La convergencia de (3.7) es puntual en C. Por otra parte, debido a que el operador an-
tilineal TK definido en (2.1) es un isomorfismo isome´trico entre los espaciosH yHK ,
deducimos en consecuencia que la sucesio´n {TK(x∗n) = Sn}∞n=1 es una base de Riesz
en HK . Por lo tanto, si {Tn = TK(xn)}∞n=1 es su base dual, aplicando el desarrollo
(2.14) a cualquier elemento f ∈ HK obtenemos para cada z ∈ C:
f(z) =
∞∑
n=1
〈f, Tn〉HK Sn(z)
donde, 〈
f, Tn
〉
HK =
〈
x, xn
〉
H =
〈
K(zn)
an
, x
〉
H
=
f(zn)
an
. (3.8)
Puesto que toda base de Riesz es base incondicional, la serie (3.7) converge puntual e
incondicionalmente y por tanto absolutamente en HK . Adema´s, la convergencia uni-
forme se cumple en en subconjuntos compactos de C de acuerdo a la propiedad 4 de
la pa´gina 22 puesto que la funcio´n z 7−→ ‖K(z)‖HK es acotada en subconjuntos com-
pactos de C.
Debido a que {Tn = TK(xn)}∞n=1 es una base de Riesz en HK , no´tese que al utili-
zar la desigualdad (2.17) de la pa´gina 26, simulta´neamente con (3.8), se garantiza la
existencia de las cotas a, b > 0 tales que
a
∥∥f∥∥2HK ≤ ∞∑
n=1
∣∣f(zn)/an∣∣2 ≤ b∥∥f∥∥2HK , f ∈ HK ,
con lo cual, la expresio´n
|||f ||| :=
( ∞∑
n=1
∣∣f(zn)/an∣∣2)1/2 f ∈ HK .
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define una norma equivalente en el espacioHK .
Existencia de nu´cleos analı´ticos de Kramer
En este apartado nos ocupamos de probar la existencia de nu´cleos analı´ticos de Kra-
mer K introducidos en la definicio´n 3.1, asociados a sucesiones complejas arbitrarias
{zn}∞n=1 tales que l´ımn→∞ |zn| = +∞. Para tal efecto, dada {zn}∞n=1, consideremos
una sucesio´n {an}∞n=1 en C \ {0} tal que la serie∑
zn 6=0
∣∣∣an
zn
∣∣∣2
converge. Si zk = 0, tomaremos ak = 1.
Sean {xn}∞n=1 una base de Riesz en el espacio de Hilbert separable H, y {x∗n}∞n=1 su
base dual. Definimos la aplicacio´n K : C→ H como
K(z) :=
∞∑
n=1
anQ(z)
z − zn xn, z ∈ C. (3.9)
donde Q(z) es una funcio´n entera tal que Q(zn) = 0 para todo n ∈ N; la existencia
de Q es posible de acuerdo al teorema de factorizacio´n de Weierstrass [116, p. 49].
La convergencia de (3.9) es en la norma de H. Si definimos las funciones Sn(z) :=
〈K(z), x∗n〉H, entonces
Sn(z) =
〈 ∞∑
j=1
ajQ(z)
z − zj xj , x
∗
n
〉
H
=
∞∑
j=1
ajQ(z)
z − zj
〈
xj , x
∗
n
〉
H
=
∞∑
j=1
ajQ(z)
z − zj δj,n
=
anQ(z)
z − zn , z ∈ C, (3.10)
lo que prueba que Sn es una funcio´n entera para cada n ∈ N.
Adema´s, Sn satisface una propiedad de tipo interpolatorio en {zn}∞n=1. En efecto,
puesto que para n ∈ N, Q(zn) = 0, obtenemos
Sn(zm) =

anQ(zm)
zm − zn = 0, m 6= n
l´ım
z→zn
anQ(z)
z − zn = anQ
′(zn), m = n.
(3.11)
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Veamos ahora que la aplicacio´n z 7−→ ‖K(z)‖H es uniformemente acotada en com-
pactos de C. Teniendo en cuenta que la sucesio´n {xn}∞n=1 es una base de Riesz en H,
usando la desigualdad (2.16) de la pa´gina 26, existe una constante positiva C tal que,
‖K(z)‖2 ≤ C
∞∑
n=1
∣∣∣∣anQ(z)z − zn
∣∣∣∣2 , z ∈ C.
Consideremos adema´s Ω ⊆ C compacto, Ω 6= Ø , y D(0, R) disco cerrado de radio
R > 0 con centro en el origen que contiene a Ω. Entonces, salvo para un conjunto
finito de puntos {zj}, donde j ∈ ΛR ⊂ N, tenemos
|zn| −R ≤ |zn| − |z| ≤ ||zn| − |z|| = ||z| − |zn|| ≤ |z − zn|
para todo z ∈ Ω y n ∈ N\ΛR. En consecuencia,
∞∑
n=1
∣∣∣∣anQ(z)z − zn
∣∣∣∣2 = ∑
n∈ΛR
∣∣∣∣anQ(z)z − zn
∣∣∣∣2 + ∑
n∈N\ΛR
∣∣∣∣anQ(z)z − zn
∣∣∣∣2
≤
∑
n∈ΛR
∣∣∣∣anQ(z)z − zn
∣∣∣∣2 + ∑
n∈N\ΛR
|anQ(z)|2
(|zn| − |R|)2
.
La primera suma de la derecha es finita y la segunda esta´ acotada en Ω; consecuente-
mente, ‖K(z)‖ es uniformemente acotado en compactos de C y de acuerdo al teorema
2.3, K es una funcio´n entera que verifica las condiciones de la definicio´n 3.1; es decir,
K es un nu´cleo analı´tico de Kramer.
Por lo tanto, aplicando el teorema 3.1, es posible encontrar una fo´rmula de muestreo en
el espacio correspondiente HK . Para tal efecto, obse´rvese que la fo´rmula (3.5) puede
ser escrita en la forma
f(z) =
∞∑
n=1
f(zn)
Sn(zn)
Sn(z), z ∈ C. (3.12)
Adema´s, por (3.11), Sn(zn) = anQ′(zn); con lo cual, sustituyendo en (3.12) obtene-
mos
f(z) =
∞∑
n=1
f(zn)
anQ(z)
z − zn
anQ′(zn)
=
∞∑
n=1
f(zn)
Q(z)
(z − zn)Q′(zn) . (3.13)
En consecuencia, toda funcio´n f en HK puede ser recuperada por medio de una serie
interpolatoria tipo-Lagrange, tema´tica e´sta que se tratara´ en el siguiente capı´tulo.
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3.2. Algunos ejemplos de fo´rmulas de muestreo
Ejemplo 3.1. (El teorema de Whittaker-Shannon-Kotelnikov)
En el espacio de Paley-Wiener PWpi , el nu´cleo de Fourier [K(z)](ω) = eizω/
√
2pi
es un ejemplo de nu´cleo analı´tico de Kramer respecto a las sucesiones {zn = n}n∈Z,
{an = 1}n∈Z y la base ortonormal
{
einω/
√
2pi
}
n∈Z de L
2[−pi, pi]. Desarrollando K
respecto a esta base se obtiene
K(z) =
1
2pi
∑
n∈Z
〈
eizω, einω
〉
L2[−pi,pi]
einω√
2pi
=
∑
n∈Z
Sn(z)
einω√
2pi
,
en donde las funciones muestrales son Sn(z) =
senpi(z − n)
pi(z − n) .
En consecuencia, el teorema de Whittaker-Shannon-Kotelnikov garantiza que toda fun-
cio´n f en el espacio de Paley-Wiener PWpi puede ser recuperada a trave´s de sus mues-
tras en la sucesio´n {zn = n}n∈Z por medio de la serie muestral
f(z) =
∑
n∈Z
f(n)
senpi(z − n)
pi(z − n) , z ∈ C, (3.14)
y puesto que ‖K(z)‖L2[−pi,pi] ≤ epi|y| para todo z = x+ iy ∈ C, la convergencia de la
serie (3.14) es absoluta y uniforme en bandas horizontales de C.
La fo´rmula 3.14) en el espacio PWpi es un caso particular de la fo´rmula de muestreo
(3.5) del teorema 3.1.
Adema´s, no´tese que el nu´cleo de Fourier K tambie´n es un nu´cleo analı´tico respecto
a las sucesiones {tn}n∈Z ⊂ R y {an = 1}n∈Z cuando los puntos tn satisfacen la
condicio´n de Kadec, sup
n∈Z |tn − n| < 14 . Esto u´ltimo implica que
{
eitnω/
√
2pi
}
n∈Z
es una base de Riesz de L2[−pi, pi] (ve´ase [116, p. 36]).
Ejemplo 3.2. (Muestreo asociado a problemas de Sturm-Liouville regulares)
En este ejemplo retomamos el RKHS HK construido en el ejemplo 2.4, cuyo nu´cleo
[K(z)](x) := Φ(x, z) se obtuvo a partir del problema regular de Sturm-Liouville
Ly = −zy, x ∈ [a, b] (3.15)
cosα y(a) + senα y′(a) = 0 (3.16)
cosβ y(b) + senβ y′(b) = 0. (3.17)
Recordemos brevemente que Φ(x, z) es una solucio´n particular de (3.15), entera en
z y que satisface la condicio´n de frontera (3.16). Adema´s sabemos que las funciones
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propias {Φ(x, zn)}n∈N forman una base ortogonal de L2(a, b) donde {zn}n∈N es el
conjunto de valores propios del problema.
De acuerdo a lo mencionado en el capı´tulo introductorio, el problema de Sturm-Liouville
regular (3.15)-(3.17) es un problema tipo Kramer (ve´ase de nuevo el ejemplo 2.4 para
estudiar en detalle las condiciones del problema), en consecuencia, toda funcio´n en el
espacio HK puede ser recuperada mediante una fo´rmula de muestreo tipo-Lagrange
(ve´anse [48], [49], [117], [120] entre otros).
En concreto, sea f una funcio´n enHK , la cual escribimos como
f(z) =
〈
K(z), F
〉HK = ∫ b
a
Φ(x, z)F (x)dx, z ∈ C.
Entonces, f puede ser recuperada a partir de la sucesio´n de sus muestras f(zn) me-
diante la serie interpolatoria tipo-Lagrange
f(z) =
∞∑
n=1
f(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C, (3.18)
donde {zn}n∈N es el conjunto de valores propios del operador L y Q es una funcio´n
entera la cual podemos expresar en la forma
Q(z) =
∞∏
n=0
(
1− z
zn
)
, z ∈ C,
si ningu´n valor propio es cero, o
Q(z) = z
∞∏
n=1
(
1− z
zn
)
, z ∈ C,
si alguno de los valores propios, por ejemplo z0, es cero. La convergencia de la serie
en (3.18) es absoluta y uniforme en compactos de C.
En particular, consideremos el siguiente problema de Sturm-Liouville regular (tomado
de [119]), con α 6= kpi, k ∈ Z, tal que tanα 6= pi:
Ly = −zy = −z2y, x ∈ [0, pi] (3.19)
cosα y(a) + senα y′(a) = 0 (3.20)
y(pi) = 0 (3.21)
En este caso β = 0. Una solucio´n particular de (3.19) la cual satisface la condicio´n de
frontera (3.20) es
Φ(x, z2) = cosxz − cotα senxz
z
,
la cual es entera en la variable z, par, de tipo exponencial pi y no se anula para ningu´n
valor de z puesto que Φ(0, z2) = 1.
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Los valores propios del problema son las raı´ces cuadradas de las soluciones de la ecua-
cio´n
cospiz − cotα senpiz
z
= 0.
Por lo tanto, si z2k es el k-e´simo valor propio del problema, el conjunto de funciones
propias asociado a z2k es{
Φ(x, z2k) = cos zkx− cotα
sen zkx
zk
}
k∈N
Adema´s, zk = 0 no es un valor propio puesto que tanα 6= pi. Entonces, si
f(z) =
〈
K(·, z2), F〉 = ∫ pi
0
(
cosxz − cotα senxz
z
)
F (x)dx, z ∈ C, F ∈ L2(0, pi)
obtenemos la fo´rmula de muestreo
f(z) = 2
∞∑
n=1
f(zn)
znQ(z)
(z2 − z2n)Q′(zn)
=
∑
n∈Z\{0}
f(zn)
Q(z)
(z − zn)Q′(zn) .
La convergencia de esta serie es absoluta y uniforme sobre cada subconjunto compacto
de C, donde
Q(z) =
∞∏
n=1
(
1− z
2
z2n
)
, z ∈ C.
Ejemplo 3.3. (Muestreo relacionado con el espacio de Sobolev H1(−pi, pi))
Como u´ltimo ejemplo de esta seccio´n (tomado de [61]) presentamos una fo´rmula de
muestreo en un espacio HK , construido tomando como espacio de Hilbert de partida
el espacio de SobolevH = H1(−pi, pi) cuyo producto interior esta´ dado por
〈f, g〉1 =
∫ pi
−pi
f(x)g(x)dx+
∫ pi
−pi
f ′(x)g′(x)dx, f, g ∈ H1(−pi, pi).
Puesto que el complemento ortogonal de
{
einx
}
n∈Z en H
1(−pi, pi) es unidimensional
y {senhx} es una base para e´l, la sucesio´n {einx}
n∈Z∪{senhx} es una base ortogonal
para H1(−pi, pi). Para un valor fijo a ∈ C \ Z, definimos el nu´cleo
Ka : C −→ H1(−pi, pi)
z 7−→ Ka(z)
mediante
[Ka(z)](x) = (z − a)eizx + senpiz senhx, x ∈ (−pi, pi).
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Claramente, Ka es un nu´cleo analı´tico de Kramer para las sucesiones {zn = n}n∈Z y
{an = n− a}n∈Z y la mencionada base ortogonal.
Desarrollando Ka(z) ∈ H1(−pi, pi) respecto de dicha base obtenemos
Ka(z) = [1− i(z − a)] senpiz senhx+ (z − a)
∞∑
n=−∞
1 + zn
1 + n2
senc(z − n)einx
El correspondiente RKHSHKa es:
HKa :=
{
f : C −→ C : f(z) = 〈Ka(z), F〉1 , F ∈ H1(−pi, pi)},
con lo cual, toda funcio´n entera enHKa
f(z) =
∫ pi
−pi
F (x)[Ka(z)](x)dx+
∫ pi
−pi
F
′
(x)[Ka(z)]
′(x)dx, z ∈ C
de acuerdo al teorema 3.1 puede ser recuperada a partir de sus muestras {f(n)}n∈Z ∪
{f(a)} por medio de la fo´rmula de muestreo
f(z) = [1− i(z − a)] senpiz
senpia
f(a) +
∞∑
n=−∞
f(n)
z − a
n− a
1 + zn
1 + n2
senc(z − n), z ∈ C.
(3.22)
3.3. El problema de momentos y la teorı´a de muestreo
En esta seccio´n nos proponemos presentar algunos elementos de muestreo rela-
cionados con el cla´sico problema de momentos. En particular, estamos interesados en
el problema indeterminado de momentos de Hamburger y su relacio´n con polinomios
ortogonales de primera y segunda especie. Esos polinomios sera´n candidatos ido´neos
para ser considerados como nu´cleos analı´ticos de Kramer discretos y en consecuencia
sera´n usados en una versio´n discreta de un teorema de Kramer abstracto. A conti-
nuacio´n hacemos una breve descripcio´n del mismo. Ver especialmente, las referencias
cla´sicas [1] y [103]; tambie´n [14], [15], [16], [17], [29], [57], [80], entre otras.
Sean I ⊆ R un intervalo y {cn}n≥0 una sucesio´n de nu´meros reales. El problema
de momentos sobre el intervalo I consiste en determinar si existe una medida positiva
µ sobre I tal que
cn =
∫
I
xndµ(x), n ≥ 0.
En el caso que exista µ, se pide establecer si dicha medida esta´ determinada en forma
u´nica por {cn}n≥0, denominada sucesio´n de momentos de µ. Si no ocurre ası´, se pide
describir todas las medidas positivas sobre el intervalo I con momentos {cn}n≥0. Si
I = R, el problema de momentos se llama de Hamburger y si I = [0,∞) el problema
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de momentos se llama de Stieltjes. Cuando µ es una medida positiva con momentos
{cn}n≥0 se dice que µ es solucio´n del problema de momentos. Si esta solucio´n es
u´nica, se dice que el problema de momentos es determinado; en caso contrario se dice
indeterminado.
Consideremos un problema de momentos indeterminado de Hamburger. Sean {cn}∞n=0
una sucesio´n de momentos y Vc el conjunto de soluciones del problema; esto es, el
conjunto de medidas de Borel positivas µ sobre R tales que∫ +∞
−∞
xndµ(x) = cn n ∈ N0 := N ∪ {0} .
Dada una medida µ ∈ Vc con momentos {cn}∞n=0, el funcional de momentos L defini-
do sobre el espacio vectorial C[x] de polinomios p(x) =
∑n
k=0 αkx
k dado por
L(p) =
n∑
k=0
αkck =
∫ +∞
−∞
p(x)dµ(x),
es independiente de µ. Los polinomios ortonormales {Pn}∞n=0 asociados a los mo-
mentos {cn}∞n=0 se caracterizan por ser Pn un polinomio de grado n con coeficiente
principal αn > 0, tales que∫ +∞
−∞
Pn(x)Pm(x)dµ(x) = δn,m, µ ∈ Vc.
Dichos polinomios {Pn}∞n=0 u´nicamente dependen de la sucesio´n de momentos. Adema´s,
es conocido, que verifican una relacio´n de recurrencia a tres te´rminos de la forma [38],
xPn(x) = anPn+1(x) + bnPn(x) + an−1Pn−1(x) n ≥ 0 (3.23)
donde bn ∈ R, an > 0, con condiciones iniciales P−1(x) = 0 y P0(x) = 1.
Parametrizacio´n del conjunto Vc
Nevanlinna (ve´ase [1, p. 98]), hizo un estudio del conjunto Vc de soluciones de un
problema de momentos indeterminado de Hamburger, utilizando algunos elementos de
ana´lisis complejo. A continuacio´n haremos una ra´pida descripcio´n del procedimiento
utilizado; pero antes recordemos que la transformada de Stieltjes (o Cauchy) para una
medida σ ∈ Vc se define mediante la integral
F (z;σ) =
∫ +∞
−∞
dσ(x)
x− z , z ∈ C \ R. (3.24)
F (z;σ) es una funcio´n holomorfa en C \ R tal que F (z, σ) = F (z, σ) y adema´s,
Im(F (z, σ)) > 0 cuando Im(z) > 0.
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Una funcio´n ϕ se denomina funcio´n de Pick (tambie´n llamada de Herglotz o Nevanlin-
na), si es holomorfa en el semiplano C+ = {z : Im(z) > 0} y adema´s, Im ϕ(z) ≥ 0
para Im(z) > 0. Por reflexio´n respecto a la recta real, estas funciones se pueden ex-
tender como funciones holomorfas a C \ R. Mediante la fo´rmula,
ϕ(z) = az + b+
∫
tz + 1
t− z dσ(t), (3.25)
donde a ≥ 0, b ∈ R y σ es una medida positiva sobre R, se obtiene una extensio´n
holomorfa de ϕ a C \ supp(σ) y en particular a todo el semiplano inferior. Usando
(3.25) se deduce fa´cilmente que ϕ(z) = ϕ(z).
Nevanlinna utilizo´ la clase de funciones complejas de Pick para dar una parametri-
zacio´n del conjunto Vc de soluciones del problema de momentos indeterminado de
Hamburger. Concretamente, denotando por P al espacio de funciones de Pick, Vc se
puede parametrizar por P junto con el punto∞. Puesto que P hereda la topologı´a de
las funciones holomorfas en C \ R, se puede pensar en P ∪ {∞} como la compacti-
ficacio´n con un punto, de P . La parametrizacio´n se hace mediante el homeomorfismo
ϕ 7→ µϕ entre P ∪ {∞} y Vc definido mediante la igualdad
F (z;µϕ) = −A(z)ϕ(z)− C(z)
B(z)ϕ(z)−D(z) , z ∈ C\R, (3.26)
donde A,B,C,D son ciertas funciones enteras trascendentes de tipo exponencial mi-
nimal, las cuales conforman la matriz[
A(z) C(z)
B(z) D(z)
]
llamada matriz de Nevanlina asociada al problema de momentos. Tales funciones se
obtienen en te´rminos de los polinomios ortonormales {Pn} con respecto a µ y de los
polinomios asociados de segunda clase {Qn}, dados por
Qn(z) =
∫
Pn(z)− Pn(x)
z − x dµ(x).
En [14] y [103] por ejemplo, se encuentran fo´rmulas explı´citas para la matriz de Ne-
vanlina cuyo determinante es 1, para todo z ∈ C. La igualdad (3.26) significa que
existe una correspondencia uno a uno entre las funciones de Pick y las soluciones µ del
problema de momentos; es decir, la transformada de Stieltjes de toda solucio´n µ ∈ Vc
esta´ dada por (3.26) para una u´nica ϕ ∈ P ∪ {∞}.
Por otra parte, los polinomios ortogonales de primera clase {Pn} y de segunda clase
{Qn} desempen˜an un rol fundamental para el problema de momentos por la siguiente
razo´n: una condicio´n suficiente y necesaria para que el problema de momentos sea
indeterminado es que exista z ∈ C\R, tal que {Pn(z)} o {Qn(z)} pertenezcan a `2(N)
(ve´ase [1]). Adema´s, si el problema de momentos es indeterminado, las series∑
n∈N0
|Pn(z)|2 y
∑
n∈N0
|Qn(z)|2
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convergen uniformemente en compactos de C, (ve´ase [1]).
Medidas N-extremales
Conociendo las funciones A,B,C,D, es posible encontrar mediante la fo´rmula
de inversio´n de Stieltjes-Perron una solucio´n µϕ ∈ Vc para el problema indetermina-
do de momentos de Hamburger, correspondiente a una determinada funcio´n de Pick.
En particular, tienen gran importancia las soluciones obtenidas cuando se consideran
funciones de Pick constantes en R ∪ {∞}; dichas soluciones reciben el nombre de
medidas extremales de Nevanlinna (soluciones N -extremales) o medidas de Von Neu-
mann. Concretamente, si ϕ(z) = t , Im(z) 6= 0, donde t ∈ R ∪ {∞}, entonces de
(3.26) se deduce que la transformada de Stieltjes de una medida N -extremal µt es la
funcio´n meromorfa 
−A(z)t− C(z)
B(z)t−D(z) si t ∈ R,
−A(z)
B(z)
si t =∞,
(3.27)
lo cual implica que µϕ=t es la medida discreta
µt =
∑
z∈Λt
mzδz ,
donde como es usual, δx denota la medida de Dirac, es decir la masa unitaria en el
punto x y Λt es el conjunto de ceros de los denominadores en (3.27) dependiendo de
los posibles valores del para´metro t:
Λt =
 {z ∈ C : B(z)t−D(z) = 0} si t ∈ R.{z ∈ C : B(z) = 0} si t =∞.
La medida µt esta´ concentrada en Λt y la masa en z ∈ Λt esta´ dada por, [1],
mz =
A(z)t− C(z)
B′(z)t−D′(z) , z ∈ Λt.
La importancia de las medidas N -extremales consiste en que estas son las u´nicas solu-
ciones µ ∈ Vc para las cuales los polinomios C[x] son densos en L2(R, µ) – esta ca-
racterizacio´n la hizo M. Riesz, (ve´ase [1, p. 43]) – o equivalentemente, son las u´nicas
medidas para las cuales los polinomios {Pn} forman una base ortonormal del espacio
de Hilbert L2(R, µ).
Por otra parte, los ceros de las funciones enteras B(z)t−D(z), t ∈ R, (o B(z) cuando
t = ∞) son reales y simples; adema´s dicho conjunto Λt ⊂ R es discreto [103]. En
consecuencia, en adelante usaremos la notacio´n {ztm}∞m=0, donde t ∈ R ∪ {∞}, para
referirnos a dicho conjunto de ceros. Ahora, haremos uso del siguiente resultado:
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Lema 3.1. La sucesio´n{
P0(z
t
m), P1(z
t
m), P2(z
t
m), P3(z
t
m) , · · · ,
}
m∈N0
, (3.28)
es una base ortogonal para `2(N0).
El anterior lema se prueba en [59] como consecuencia del siguiente hecho: se considera
la ecuacio´n en diferencias de segundo orden:
5[p(n)4 y(n)] + q(n)y(n) = λy(n) , n ∈ N0, (3.29)
con la condicio´n de frontera y(−1) = 0. Adema´s se supone que p(−1) > 0 y p(m) > 0
si m ∈ N0. An˜adiendo una condicio´n de frontera en ∞, se estudia un problema de
Sturm-Liouville regular en 0 y singular en∞ usando resultados de la teorı´a de Weyl-
Titchmarsh del punto lı´mite y del cı´rculo lı´mite, (ve´ase [6, pp. 125-129]).
En concreto nos interesa ba´sicamente mencionar que si tomamos un par de soluciones
linealmente independientes de (3.29), θ1(·, λ) y θ2(·, λ) tales que
θ1(−1, λ) = − 1
p(−1) , θ1(0, λ) = 0,
y
θ2(−1, λ) = 0, θ2(0, λ) = 1,
existe una funcio´n m∞(λ) analı´tica en C \ R (ve´ase [6, p. 125]), tal que para todo
λ ∈ C \ R, la sucesio´n
ψ∞(n, λ) = θ1(n, λ) +m∞θ2(n, λ), (3.30)
es solucio´n de (3.29) perteneciente a `2(N0) para la cual existe una condicio´n de fron-
tera en∞ [77, p. 39]. En consecuencia, la ecuacio´n (3.29) junto a y(−1) = 0 y (3.30),
conforman un problema singular de Sturm-Liouville. La funcio´n m∞(λ) (es u´nica en
el caso punto lı´mite y existen infinitas en el caso cı´rculo lı´mite) puede ser extendida
a una funcio´n meromorfa en C, de tal manera que sea real sobre la recta real y sus
singularidades {µn}∞n=0 (polos simples en R), conforman la sucesio´n de valores pro-
pios del problema de Sturm-Liouville. Adema´s, l´ımn→∞ |µn| = +∞. Presentamos el
siguiente resultado probado en [59, lema 4, p. 703 ]:
Teorema 3.2. {θ2(·, µk)} es una base ortogonal del espacio de Hilbert `2(N0).
Consideremos como caso particular de (3.29) la relacio´n de recurrencia a tres te´rminos
(3.23) para la cual los polinomios ortogonales {Pn} respecto a una medida µ son solu-
cio´n, junto con las condiciones P0(x) = 1 y P−1(x) = 0.
Existe una conexio´n entre el problema indeterminado de momentos de Hamburger y
la teorı´a de punto-lı´mite/cı´rculo-lı´mite de Weyl-Titchmarsh, [58]; dicha relacio´n es la
siguiente: una condicio´n necesaria y suficiente para que el problema de momentos de
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Hamburger sea indeterminado es que la ecuacio´n en diferencias (3.23) pertenezca al
caso del cı´rculo-lı´mite. En este contexto, estamos en el caso cı´rculo lı´mite si y sola-
mente si existe t ∈ R ∪ {∞} tal que la transformada de Stieltjes (3.24) de la medida
N -extremal µt es precisamente funcio´n de Weyl-Titchmarsh, mt∞(z) ([58], p. 228); es
decir, se tiene la igualdad
F (z;µt) = −A(z)t− C(z)
B(z)t−D(z) = m
t
∞(z), z ∈ C\R. (3.31)
Por lo tanto, para concluir la justificacio´n mediante la cual (3.28) es una base ortogonal
para `2(N0), basta aplicar el teorema 3.2 de la siguiente manera: definimos {Pn(z)} :=
{θ2(n, z)} y tomamos {µm = ztm}∞n=0 como la sucesio´n de polos simples de mt∞(z)
es decir, los ceros de B(z)t−D(z).
Con base en la descripcio´n anterior acerca del problema indeterminado de momen-
tos de Hamburger, a continuacio´n utilizaremos los polinomios ortogonales de primera
especie {Pn(z)}n∈N0 y de segunda especie {Qn(z)}n∈N0 respecto a una medida µ
asociados a dicho problema de Hamburger, como nu´cleos discretos para proporcio-
nar ejemplos discretos del teorema 3.1. Concretamente, usando la notacio´n introducida
en el ejemplo 2.3, p. 32 consideraremos los nu´cleos discretos [K(z)](n) := Pn(z)
y [K(z)](n) := Qn(z) como nu´cleos analı´ticos de Kramer para obtener desarrollos
en serie para recuperar funciones pertenecientes a sus correspondientes espaciosHK a
partir de una sucesio´n de sus muestras. En [57] se da una prueba de una versio´n discreta
del teorema de Kramer (ve´ase [58] tambie´n); dicho teorema dice lo siguiente:
Consideremos un nu´cleo discreto definido como
K : C −→ `2(I)
z 7−→ {K(n, z)}n∈I
donde I es un conjunto de ı´ndices numerable. Supongamos adema´s que existe una
sucesio´n {zn} ⊂ C de modo que {K(·, zn)} es una base ortogonal de `2(I). Entonces
(ve´ase [57, p. 16]), toda funcio´n de la forma
f(z) =
∑
n∈I
cnK(n, z), z ∈ C, (3.32)
donde {cn} ∈ `2(I), puede ser desarrollada mediante la serie muestral
f(z) =
∞∑
n=0
f(zn)Sn(z), z ∈ C. (3.33)
Las funciones muestrales se obtienen mediante la expresio´n
Sn(z) =
1
‖{K(·, zn)}‖2
∞∑
m=0
K(m, zn)K(m, z).
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La convergencia de la serie (3.33) es absoluta y uniforme en subconjuntos de C en los
cuales ‖K(·, z)‖ es acotado.
Ejemplo 3.4. (Muestreo relacionado con los polinomios ortogonales asociados a un
problema indeterminado de momentos de Hamburger)
Consideremos la sucesio´n de polinomios de primera especie {Pn(z)}n∈N0 , ortogona-
les respecto a una medida µ, asociados al problema indeterminado de momentos de
Hamburger. Al igual que en el ejemplo 2.3, consideremos H = `2(N0) y la aplicacio´n
K : C → H definida por [K(z)] (n) := Pn(z), n ∈ N0. Por el lema 3.1, existe
una sucesio´n de puntos {ztm}∞m=0 tal que {[K(ztm)] (n) = Pn(ztm)} es una base orto-
gonal para `2(N0), con lo cual K es un nu´cleo analı´tico de Kramer. Adema´s, puesto
que el problema de Hamburger es indeterminado, la serie
∑
n∈N0 |Pn(z)|2 converge
uniformemente en compactos de C. Entonces, en el RKHS correspondiente,
HK =
{
f : C→ C | f(z) = 〈Pn(z), cn〉, {cn}∞n=0 ∈ `2(N0)}
=
{
f : C→ C | f(z) =
∞∑
n=0
anPn(z), {an}∞n=0 ∈ `2(N0)
}
.
se verifica como caso particular de (3.33), la siguiente fo´rmula de muestreo [57, teore-
ma 1]:
f(z) =
∞∑
m=0
f(ztm)
1
‖{Pn(ztm)}‖2
∞∑
n=0
Pn(z
t
m)Pn(z), z ∈ C. (3.34)
Ana´logamente, vamos a obtener un RKHS HK a partir de un nu´cleo analı´tico de
Kramer discreto definido mediante una sucesio´n de polinomios ortogonales de segunda
especie (ve´ase [57] por ejemplo). Tambie´n en dicho espacio es posible obtener una
fo´rmula de muestreo. Adema´s, como veremos en la seccio´n 4.2, la fo´rmula de muestreo
obtenida puede escribirse como una fo´rmula interpolatoria tipo Lagrange.
En concreto, definimos el nu´cleo [K(z)](n) := Qn(z), n ∈ N, donde {Qn(z)}∞n=1
es la sucesio´n de polinomios ortogonales de segunda clase asociados a {Pn(z)}∞n=1.
Dichos polinomios esta´n dados en te´rminos de la medida N -extremal µt por medio de
la ecuacio´n
Qn(z) =
∫
Pn(z)− Pn(x)
z − x dµt(x).
Los polinomios Qn esta´n relacionados con la sucesio´n de polinomios ortogonales de
primera clase {P˜n} que verifica la relacio´n de recurrencia a tres te´rminos [38],
xP˜n(x) = an+1P˜n+1(x) + bn+1P˜n(x) + anP˜n−1(x) , n ≥ 0, (3.35)
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con el par de condiciones iniciales P˜−1(x) = 0 y P˜0(x) = 1, mediante la igualdad
P˜n(z) = a0Qn+1(z). No´tese que (3.35) es la misma ecuacio´n (3.23), pero con coefi-
cientes desplazados, debido a que la sucesio´n {P˜n} esta´ relacionada con el denominado
“Problema de momentos desplazado”
Si el problema de momentos original es indeterminado, lo mismo ocurre con el proble-
ma desplazado correspondiente a (3.35); adema´s la matriz de Nevanlinna relacionada
con este problema puede ser expresada en te´rminos de la matriz de Nevanlinna del
problema original. En particular se cumplen las siguientes relaciones [95]:
B˜(z) = −C(z)− b0A(z) y D˜(z) = a20A(z).
Tambie´n en este caso, los ceros de las funciones enteras B˜(z)t − D˜(z), t ∈ R, (o
B˜(z) cuando t = ∞) son reales y simples. Dicho dicho conjunto de ceros Λ˜t ⊂ R es
discreto [103]. En adelante adoptaremos la notacio´n {ωtm}∞m=0, donde t ∈ R ∪ {∞},
para referirnos a Λ˜t .
Igualmente, de acuerdo al lema 3.1, la sucesio´n {[K(ωtm)] (n) = Qn(ωtm)} es una
base ortogonal para `2(N), con lo cual K tambie´n es un nu´cleo analı´tico de Kramer.
Adema´s, debido a que el problema de momentos es indeterminado, se cumple que la
serie
∑
n∈N |Qn(z)|2 converge uniformemente en compactos de C [1]. En consecuen-
cia, el espacioHK correspondiente es
HK :=
{
f : C→ C | f(z) =
∞∑
n=1
anQn(z), {an}∞n=1 ∈ `2(N)
}
.
La fo´rmula de muestreo enHK viene dada por
f(z) =
∞∑
m=0
f(ωtm)
1
‖{Qn(ωtm)}‖2
∞∑
n=1
Qn(ω
t
m)Qn(z), z ∈ C. (3.36)
En la pa´gina 80 (corolario 4.1), como consecuencia del teorema 4.3, se presenta la
fo´rmula (3.36) escrita como una serie interpolatoria tipo-Lagrange.
3.4. Un resultado inverso
En esta seccio´n estudiamos el problema recı´proco al enunciado en el teorema 3.1.
En dicho teorema obtuvimos una fo´rmula de muestreo no ortogonal (3.5) para funcio-
nes en HK siempre y cuando el nu´cleo K del operador antilineal TK es un nu´cleo
analı´tico de Kramer como el definido en (3.1). Naturalmente, es posible formular la
pregunta contraria; es decir, cua´ndo a partir del operador antilineal dado en (2.1), con
nu´cleoK y espacio imagenHK con nu´cleo reproductor (2.9), una fo´rmula de muestreo
como (3.5) convergente puntualmente en HK implica la condicio´n de nu´cleo analı´tico
de Kramer para K.
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Obse´rvese que de la mencionada fo´rmula (3.5) podemos deducir los siguientes hechos:
La sucesio´n {f(zn)/an}∞n=1 ∈ `2(N), para todo f ∈ HK .
Si
∑∞
n=1 αnSn(z) = 0 para todo z ∈ C y {αn}∞n=1 ∈ `2(N) entonces αn = 0
para todo n ∈ N. Esto tambie´n es consecuencia de la unicidad del desarrollo
respecto a una base de Riesz de cualquier elemento en el RKHSHK .
Adicionalmente, de acuerdo a (2.22) es inmediata la siguiente condicio´n:
Para todo z ∈ C, la sucesio´n {Sn(z)}∞n=1 ∈ `2(N).
Las condiciones anteriores son suficientes para garantizar que el nu´cleoK es un nu´cleo
analı´tico de Kramer como se prueba en el siguiente resultado en el cual se siguen
algunas ideas usadas originalmente en [62].
Teorema 3.3. Sean TK el operador antilineal definido en (2.1) y HK su correspon-
diente rango, el cual es un espacio de Hilbert de funciones enteras con nu´cleo re-
productor κ(z, ω) = 〈K(z),K(ω)〉H. Adema´s, supongamos que existe una sucesio´n
{Sn}∞n=1 en HK tal que para cada z ∈ C la sucesio´n {Sn(z)}∞n=1 ∈ `2(N) y que se
satisfacen las siguientes propiedades :
a) Si
∑∞
n=1 αnSn(z) = 0 para todo z ∈ C y {αn}∞n=1 ∈ `2(N) entonces αn = 0
para todo n ∈ N.
b) Existen sucesiones {zn}∞n=1 en C y {an}∞n=1 en C \ {0} tales que para todo
f ∈ HK ,
{
f(zn)
an
}∞
n=1
∈ `2(N) y adema´s se verifica la fo´rmula de muestreo
f(z) =
∞∑
n=1
f(zn)
an
Sn(z), z ∈ C,
la cual converge puntualmente en C para todo f ∈ HK .
Entonces, la sucesio´n {Sn}∞n=1 es una base de Riesz en HK y para cada z ∈ C el
nu´cleo K(z) del operador TK puede desarrollarse en la forma:
K(z) =
∞∑
n=1
Sn(z)xn enH,
donde {xn}∞n=1 es la base de Riesz dual de
{
x∗n = T −1K (Sn)
}∞
n=1
enH. En particular,
K(zn) = anxn, para todo n ∈ N.
Demostracio´n. Por comodidad, efectuaremos la prueba en una secuencia de pasos:
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1. Puesto que por hipo´tesis
∑∞
n=1 |Sn(z)|2 < ∞, para cada z ∈ C, de acuerdo al
comentario previo a la propiedad 5 de la pa´gina 21, la funcio´n κ˜ definida por
κ˜(z, ω) :=
∞∑
n=0
Sn(z)Sn(ω), z, ω ∈ C,
es definida positiva. Por lo tanto, usando la propiedad 3 (teorema de Aronszajn)
de la misma pa´gina, existe un espacio de funcionesHκ˜ ⊆ HK con estructura de
RKHS cuyo nu´cleo reproductor es κ˜, (ve´anse detalles en [5] o [108, p. 3]). Por
otro lado, la condicio´n a) de acuerdo a la propiedad 5 pa´gina 21, es equivalente
a que {Sn}∞n=1 es una base ortonormal enHκ˜ [108], [45].
En los dos pro´ximos pasos probaremos la igualdad de este par de espacios y
la equivalencia de sus normas; esto es, para ciertas constantes 0 < a ≤ b, se
verifica
a
∥∥f∥∥Hκ˜ ≤ ∥∥f∥∥HK ≤ b∥∥f∥∥Hκ˜ , f ∈ HK .
2. Veamos la inclusio´n contrariaHκ˜ ⊃ HK . Dada f ∈ HK , por la condicio´n b) de
la hipo´tesis, la sucesio´n {cn = f(zn)/an}∞n=1 pertenece a `2(N) y puesto que
{Sn}∞n=1 es base ortonormal enHκ˜, entonces
∑∞
n=1(f(zn)/an)Sn(z) converge
en la norma de Hκ˜ y por lo tanto, de acuerdo a la propiedad 4 de la pa´gina 22,
esto implica la convergencia puntual enHκ˜. En consecuencia, usando la fo´rmula
de muestreo de la condicio´n b) y teniendo en cuenta la unicidad del desarrollo
concluimos necesariamente que f =
∑∞
n=1
f(zn)
an
Sn, con la convergencia en la
norma deHκ˜, con lo cual, f∈ Hκ˜.
3. Consideremos la aplicacio´n identidad id : Hκ˜ −→ HK y una sucesio´n {fn}∞n=1
tal que si n→∞, fn −→ f en Hκ˜ y fn −→ g en HK . Aplicando la propiedad
reproductora en el espacioHκ˜ obtenemos,
|fn(ω)− f(ω)| = |〈fn(·), κ˜(·, ω)〉 − 〈f(·), κ˜(·, ω)〉|
= |〈fn(·)− f(·), κ˜(·, ω)〉|
≤ ‖fn − f‖Hκ˜ ‖κ˜(·, ω)‖Hκ˜
= ‖fn − f‖Hκ˜
√
〈κ˜, κ˜〉
= ‖fn − f‖Hκ˜
√
κ˜(ω, ω)
para ω ∈ C. Utilizando el mismo razonamiento enHK llegamos a
|fn(ω)− g(ω)| ≤ ‖fn − g‖HK
√
κ(ω, ω).
Entonces, l´ımn−→∞ fn(ω) = f(ω) = g(ω) para todo ω ∈ C, con lo cual f = g
y por lo tanto la aplicacio´n identidad es un operador cerrado y de acuerdo al
teorema del grafo cerrado es continua, es decir, existe b > 0 tal que
∥∥idf∥∥HK ≤
b
∥∥f∥∥Hκ˜ .
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Adema´s, es claro que esta aplicacio´n es sobreyectiva, con lo cual, como resultado
del teorema de la aplicacio´n abierta existe a > 0 tal que a
∥∥f∥∥Hκ˜ ≤ ∥∥idf∥∥HK ;
es decir, las normas deHκ˜ yHK son equivalentes.
En consecuencia, {Sn}∞n=1 es una base de Riesz paraHK .
4. Supongamos que el operador TK definido en (2.1) es inyectivo. En este caso, la
sucesio´n {x∗n}∞n=1 =
{T −1K (Sn)}∞n=1 es una base de Riesz para H cuya base
dual la denotaremos {xn}∞n=1. En consecuencia, para cada z ∈ C, desarrollando
K(z) respecto a {xn}∞n=1 encontramos
K(z) =
∞∑
n=1
〈K(z), x∗n〉H xn =
∞∑
n=1
Sn(z)xn enH,
el cual es el desarrollo requerido.
Para probar la propiedad interpolatoria Sm(zn) = anδn,m aplicamos la fo´rmula
de muestreo de la condicio´n b) a Sm, para obtener
0 =
∑
n6=m
Sm(zn)
an
Sn(z) +
(
Sm(zm)
am
− 1
)
Sm(z)
y aplicando la condicio´n a) a esta u´ltima expresio´n, se obtiene dicha propiedad.
En particular,
K(zn) = Sn(zn)xn = anxn, para todo n ∈ N.
5. Finalmente, en el caso en que el operador TK no sea inyectivo, consideremos la
proyeccio´n ortogonal
Q : H −→ (N (TK))⊥
en donde de acuerdo a la notacio´n introducida en el capı´tulo 2, N (TK) es el
espacio nulo de TK . Sea {yn}∞n=1 una sucesio´n enH tal que Qyn 6= 0 para todo
n ∈ N. Si {Sn}∞n=1 es una sucesio´n en HK tal que TK(yn) = Sn y para cada
n ∈ N la funcio´n Sn verifica las condiciones dadas en las hipo´tesis, entonces,
{Sn}∞n=1 es una base de Riesz enHK . Las siguientes igualdades son inmediatas:
Q(H) = (N (TK))⊥, Sn = T (Qyn) y TK |Q(N (TK)) = 0.
Por lo tanto, concluimos que {Qyn}∞n=1 es una base de Riesz en Q(H) y el
resultado se obtiene teniendo en cuenta queH = N (TK)⊕ (N (TK))⊥.
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3.5. Muestreo en HK utilizando otras muestras
En este apartado presentamos un teorema de muestreo que hace uso de un nu´cleo
analı´tico adicional y de muestras de otras funciones que guardan cierta relacio´n con la
funcio´n f(z) que se desea recuperar.
Sea H un espacio de Hilbert separable con un par de bases de Riesz duales, escritas
como
{xn}∞n=1 ∪ {yn}∞n=1 y {x∗n}∞n=1 ∪ {y∗n}∞n=1 .
Sean TK un operador antilineal definido como en (2.1) y HK = TK(H) el RKHS de
funciones enteras correspondiente al nu´cleo analı´tico K : C → H. Para cada z ∈ C
fijo, supongamos que es posible obtener el siguiente desarrollo para K(z):
K(z) =
∞∑
n=1
Sn(z)xn +
∞∑
n=1
Tn(z)yn ,
en donde las sucesiones de funciones complejas {Sn(z)}∞n=1 y {Tn(z)}∞n=1 verifican
la propiedad interpolatoria
Sn(zm) = anδn,m , Tn(zm) = bnδn,m (3.37)
para ciertas sucesiones {zn}∞n=1 en C y {an}∞n=1 , {bn}∞n=1 en C.
Por otra parte, supongamos adicionalmente que enH existe otro nu´cleo K˘ : C→ H y
un operador T˘K definido entreH y el conjunto F(C,C) de la siguiente manera:
T˘K : H −→ F(C,C)
x 7−→ f˘x
de modo que
f˘x(z) =
〈
K˘(z), x
〉
H
, z ∈ C. (3.38)
y ana´logamente, supongamos que para cada elemento z ∈ C fijo, es posible desarrollar
K˘ por medio de la serie
K˘(z) =
∞∑
n=1
S˘n(z)xn +
∞∑
n=1
T˘n(z)yn ,
en donde las sucesiones de funciones
{
S˘n(z)
}∞
n=1
y
{
T˘n(z)
}∞
n=1
, z ∈ C, satisfacen
para la sucesio´n compleja {zn}∞n=1 la propiedad interpolatoria
S˘n(zm) = cnδn,m , T˘n(zm) = dnδn,m (3.39)
con {cn}∞n=1 y {dn}∞n=1 en C.
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Suponiendo que las condiciones interpolatorias (3.37) y (3.39) verifican
∆n := andn − bncn 6= 0 para todo n ∈ N, (3.40)
y adema´s, que las transformaciones lineales TK y T˘K esta´n relacionadas mediante la
inclusio´n ker T˘K ⊇ ker TK de sus nu´cleos –de tal manera que para cada f ∈ HK exis-
te una u´nica funcio´n f˘ asociada–, entonces, bajo tales condiciones existe una fo´rmu-
la de muestreo que permite recuperar a f a partir de la sucesio´n de sus muestras
{f(zn)}∞n=1 ∪ {f˘(zn)}∞n=1 como se enuncia en el siguiente teorema [55]:
Teorema 3.4. Sean H un espacio de Hilbert separable y TK , T˘K operadores linea-
les definidos sobre H como en (2.1) y (3.38). Supongamos adema´s que se verifica la
inclusio´n de sus espacios nulos ker T˘K ⊇ ker TK y las condiciones (3.37), (3.39) y
(3.40). Entonces, TK es un isomorfismo isome´trico entre H y HK y en consecuencia,
{Sn}∞n=1∪{Tn}∞n=1 es una base de Riesz paraHK . Adema´s, toda funcio´n fx = TK(x)
en HK , x ∈ H, puede ser recuperada a partir de sus muestras {f(zn)}∞n=1 y de las
muestras {f˘(zn)}∞n=1 de su funcio´n relacionada f˘x = T˘K(x) mediante la fo´rmula de
muestreo
f(z) =
∞∑
n=1
[
f(zn)
dnSn(z)− cnTn(z)
∆n
+ f˘(zn)
anTn(z)− bnSn(z)
∆n
]
, z ∈ C
(3.41)
La convergencia de la serie es absoluta y uniforme en subconjuntos compactos de C.
Demostracio´n. Para probar que TK es un isomorfismo isome´trico, es suficiente probar
que este operador es uno a uno. En efecto, supongamos que fx = fy , esto equivale a
fx− fy = 0 = fx−y , por lo tanto, x− y ∈ ker TK , y como ker T˘K ⊇ ker TK entonces
f˘x−y = 0. Puesto que fx(z) = 〈K(z), x〉H, en particular si z = zn para todo n ∈ N
obtenemos:
0 = fx−y(zn) =
〈
K(zn), x− y
〉
H = an
〈
xn, x− y
〉
H + bn
〈
yn, x− y
〉
H
0 = f˘x−y(zn) =
〈
K˘(zn), x− y
〉
H = cn
〈
xn, x− y
〉
H + dn
〈
yn, x− y
〉
H
aplicando la condicio´n (3.40) llegamos a
〈
xn, x − y
〉
H = 0 =
〈
yn, x − y
〉
H y por la
completitud de la base de Riesz {xn}∞n=1 ∪ {yn}∞n=1 concluimos que x = y.
Por lo tanto, TK es un isomorfismo isome´trico entreH yHK y e´ste u´ltimo espacio ad-
mite el siguiente par de bases de Riesz duales: {Sn = TKxn}∞n=1 ∪ {Tn = TKyn}∞n=1
y {S∗n = TKx∗n}∞n=1∪{T ∗n = TKy∗n}∞n=1. Del desarrollo de f ∈ HK respecto de estas
bases de Riesz
f =
∞∑
n=1
[〈
f, S∗n
〉
HKSn +
〈
f, T ∗n
〉
HKTn
]
, enHK , (3.42)
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y del par de ecuaciones
f(zn) =
〈
K(zn), x
〉
H = an
〈
xn, x
〉
H + bn
〈
yn, x
〉
H
f˘(zn) =
〈
K˘(zn), x
〉
H = cn
〈
xn, x
〉
H + dn
〈
yn, x
〉
H,
como ∆n 6= 0, para todo n ∈ N, concluimos que
〈
xn, x
〉
H =
dnf(zn)− bnf˘(zn)
∆n
y
〈
yn, x
〉
H =
anf˘(zn)− cnf(zn)
∆n
.
Finalmente, puesto que el operador TK es una isometrı´a antilineal, observamos que〈
xn, x
〉
H =
〈
f, S∗n
〉
HK y
〈
yn, x
〉
H =
〈
f, T ∗n
〉
HK con lo cual, al sustituir en (3.42) se
llega a (3.41). La convergencia de la serie sera´ igualmente absoluta y uniforme en sub-
conjuntos compactos de C, debido a que HK es un RKHS y al cara´cter incondicional
de las bases de Riesz.
Una fo´rmula de muestreo usando f ′ como funcio´n relacionada
Si f es cualquier funcio´n en HK , una manera natural de buscar una funcio´n rela-
cionada con f consiste en elegir f˘ = f ′. Para tal efecto, supongamos que para cada
z ∈ C, el nu´cleo analı´tico K(z) puede ser desarrollado mediante la serie
K(z) =
∞∑
n=1
Sn(z)xn +
∞∑
n=1
Tn(z)yn ,
y por lo tanto,
K ′(z) =
∞∑
n=1
S′n(z)xn +
∞∑
n=1
T ′n(z)yn ,
tal que los coeficientes del desarrollo deK ′(z) con respecto a la base de Riesz {xn}∞n=1∪
{yn}∞n=1 son
S′n(z) =
〈
K ′(z), x∗n
〉
H y T
′
n(z) =
〈
K ′(z), y∗n
〉
H
con TKxn = Sn y TKyn = Tn . Si existe una sucesio´n {zn}∞n=1 en C tal que se
satisfagan las condiciones interpolatorias
Sn(zm) = anδn,m , Tn(zm) =bnδn,m {an}∞n=1 , {bn}∞n=1 ⊂ C
S′n(zm) = cnδn,m , T
′
n(zm) =dnδn,m {cn}∞n=1 , {dn}∞n=1 ⊂ C
junto con la condicio´n ∆n 6= 0, n ∈ N, entonces tenemos como consecuencia del
teorema 3.4 el siguiente corolario:
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Corolario 3.1. Bajo las condiciones anteriormente enunciadas, toda funcio´n en el
RKHSHK puede ser recuperada a partir de sus muestras {f(zn} y de las muestras de
su derivada {f ′(zn} por medio de la fo´rmula muestral
f(z) =
∞∑
n=1
[
f(zn)
dnSn(z)− cnTn(z)
∆n
+ f ′(zn)
anTn(z)− bnSn(z)
∆n
]
, z ∈ C.
La convergencia de la serie es absoluta y uniforme en subconjuntos compactos de C.
Una fo´rmula de muestreo con derivadas en el espacio PWpi
Como una aplicacio´n del corolario 3.1 es posible deducir en el espacio de Paley-
Wiener PWpi una fo´rmula de muestreo con derivadas de la funcio´n a recuperar. En
efecto, consideremos el nu´cleo de Fourier:
K : C −→ L2[−pi, pi]
z 7−→ K(z) , [K(z)](ω) =
eizω√
2pi
, ω ∈ [−pi, pi].
el cual es derivable en C y su derivada esta´ dada por
K ′ : C −→ L2[−pi, pi]
z 7−→ K ′(z) , [K
′(z)](ω) = iω
eizω√
2pi
.
La sucesio´n {
xn =
e−2inω√
2pi
}
n∈Z
⋃{
yn = iω
e−2inω√
2pi
}
n∈Z
es una base de Riesz de L2[−pi, pi] (ve´ase [71]), cuya base dual esta´ dada por{
x∗n =
(1− |ω|pi )√
2pi
e−2inω
}
n∈Z
⋃{
y∗n =
i sign(ω)
pi
√
2pi
e−2inω
}
n∈Z
Desarrollando el nu´cleo de Fourier [K(z)](ω) = eizω/
√
2pi con respecto a la primera
base y usando algunas transformadas de Fourier conocidas, obtenemos
K(z) =
∞∑
n=−∞
〈
K(z), x∗n
〉
xn +
∞∑
n=−∞
〈
K(z), y∗n
〉
yn
=
∞∑
n=−∞
〈 eizω√
2pi
, (1− |ω|
pi
)
e−2inω√
2pi
〉
xn +
∞∑
n=−∞
〈 eizω√
2pi
,
i sign(ω)
pi
√
2pi
e−2inω
〉
yn
=
∞∑
n=−∞
√
2
2
(
sen(pi/2)(z − 2n)
(pi/2)(z − 2n)
)2
xn −
∞∑
n=−∞
√
2
pi
sen2(pi/2)(z − 2n)
(pi/2)(z − 2n) yn.
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En este caso, las funciones Sn y Tn esta´n dadas por
Sn(z) =
√
2
2
(
sen(pi/2)(z − 2n)
(pi/2)(z − 2n)
)2
; Tn(z) = −
√
2
pi
sen2(pi/2)(z − 2n)
(pi/2)(z − 2n) ,
y sus respectivas derivadas son
S′n(z) =
√
2
pi2(z − 2n)3 (2 cospi(z − 2n) + pi(z − 2n) senpi(z − 2n)− 2) ,
T ′n(z) = −
√
2
pi2(z − 2n)2 (cospi(z − 2n) + pi(z − 2n) senpi(z − 2n)− 1) .
Adema´s, si {zm = 2m}m∈Z se verifican las condiciones interpolatorias
Sn(zm) =
√
2
2 δn,m ; Tn(zm) = 0
S′n(zm) = 0 ; T
′
n(zm) = −
√
2
2 δn,m,
con lo cual obtenemos el siguiente corolario:
Corolario 3.2. Toda funcio´n en el espacio PWpi se puede desarrollar en te´rminos de
la serie muestral
f(z) =
∞∑
n=−∞
f(2n)
(
sen(pi/2)(z − 2n)
(pi/2)(z − 2n)
)2
+
∞∑
n=−∞
f ′(2n)
2
pi
(
sen2(pi/2)(z − 2n)
(pi/2)(z − 2n)
)
=
∞∑
n=−∞
(f(2n) + (z − 2n)f ′(2n))
(
sen(pi/2)(z − 2n)
(pi/2)(z − 2n)
)2
, z ∈ C.
La convergencia de esta serie es absoluta y uniforme en subconjuntos compactos de C.
Una fo´rmula de muestreo en PWpi usando la transformada de Hilbert
Otra aplicacio´n posible del teorema 3.4 en el espacio de Paley-Wiener PWpi ocurre
cuando dada una funcio´n f ∈ PWpi , consideramos como funcio´n relacionada a la
transformada de Hilbert de f
f˜(z) =
1√
2pi
∫ pi
−pi
(−i sign(ω))fˆ(ω)eizωdω, z ∈ C
y donde las muestras a considerar esta´n dadas por las sucesiones
{f(2n)}n∈Z ; {f˜(2n)}n∈Z.
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Adema´s del nu´cleo e Fourier [K(z)](ω) = eizω/
√
2pi, se considera el nu´cleo corres-
pondiente a la transformada de Hilbert en L2[−pi, pi]
K˜ : C −→ L2[−pi, pi]
z 7−→ K˜(z) , [K˜(z)](ω) =
−i sign(ω)√
2pi
eizω.
Por otra parte, fijando z ∈ C, al desarrollar el nu´cleo de Fourier K(z) = eizω/√2pi
con respecto a la base ortonormal{
xn =
e−2inω√
2pi
}
n∈Z
⋃{
yn = − i sign(t)
pi
√
2pi
e−2int
}
n∈Z
de L2[−pi, pi] (ve´ase [71]), se obtiene
K(z) =
∞∑
n=−∞
〈
K(z), xn
〉
xn +
∞∑
n=−∞
〈
K(z), yn
〉
yn
=
∞∑
n=−∞
senpi(z − 2n)
pi(z − 2n) xn −
∞∑
n=−∞
sen2(pi/2)(z − 2n)
(pi/2)(z − 2n) yn.
Las funciones
Sn(z) =
senpi(z − 2n)
pi(z − 2n) y Tn(z) =
sen2(pi/2)(z − 2n)
(pi/2)(z − 2n)
verifican para la sucesio´n {zn = 2n}n∈Z las condiciones interpolatorias
Sn(2m) = δn,m ; Tn(2m) = 0.
Adema´s, efectuando un ca´lculo sencillo encontramos que
K˘(z) =
∞∑
n=−∞
Tn(z)xn −
∞∑
n=−∞
Sn(z)yn
y por lo tanto, S˘n(zm) = Tn(2m) = 0 y T˘n(zm) = −Sn(2m) = −δn,m . En conse-
cuencia, de acuerdo al teorema 3.4 obtenemos,
Corolario 3.3. Toda funcio´n en el espacio PWpi se puede desarrollar mediante la
serie muestral
f(z) =
∞∑
n=−∞
f(2n)
senpi(z − 2n)
pi(z − 2n) −
∞∑
n=−∞
f˜(2n)
sen2(pi/2)(z − 2n)
(pi/2)(z − 2n)
=
∞∑
n=−∞
[
f(2n) cos(pi/2)(z − 2n)− f˜(2n) sen(2/pi)(z − 2n)] sen(pi/2)(z − 2n)
(pi/2)(z − 2n) ,
para z ∈ C. La convergencia de la serie es absoluta y uniforme en subconjuntos
compactos de C.
4
Fo´rmulas de muestreo interpolatorias
tipo-Lagrange
Un problema interesante consiste en establecer condiciones bajo las cuales una
fo´rmula de muestreo no ortogonal como la obtenida en el capı´tulo anterior
f(z) =
∞∑
n=1
f(zn)
an
Sn(z), z ∈ C,
pueda ser escrita como una serie interpolatoria tipo-Lagrange; esto es,
f(z) =
∞∑
n=1
f(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C,
donde Q es una funcio´n entera con ceros simples en el conjunto de puntos {zn}∞n=1.
Por ejemplo, observemos que en el espacio de Paley-Wiener PWpi esta propiedad se
cumple. En efecto, si consideramos f ∈ PWpi , entonces de acuerdo al teorema de
Whittaker-Shannon-Kotelnikov,
f(z) =
∑
n∈Z
f(n)
senpi(z − n)
pi(z − n) , z ∈ C.
Para expresar esta serie cardinal en te´rminos de una serie interpolatoria tipo-Lagrange
basta tomar Q(z) = sin(piz)/pi como funcio´n entera con ceros simples en n ∈ Z. Es
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evidente que Q′(n) = (−1)n con lo cual,
f(z) =
∑
n∈Z
f(n)
senpiz
pi(z − n)(−1)n =
∑
n∈Z
f(n)
Q(z)
(z − n)Q′(n) , z ∈ C.
Como veremos en este capı´tulo, la respuesta a este problema depende de una con-
dicio´n acerca de la estabilidad de las funciones pertenecientes al espacio HK cuando
se les quita una cantidad finita de sus ceros. Esta propiedad del espacio de tipo alge-
braico la denominaremos propiedad Zero-removing. En [52] se resolvio´ este problema
cuando la sucesio´n {xn}∞n=1 de la definicio´n 3.1 es una base ortonormal del espacio de
HilbertH y enHK se cumple esta propiedad. Aquı´ probaremos que dicho resultado es
igualmente cierto en el contexto general en que {xn}∞n=1 es una base de Riesz deH.
Antes de entrar en detalles formales, veamos a trave´s de un ejemplo sencillo – una
fo´rmula de muestreo en un espacio de Hilbert HK cuyo nu´cleo K es polinomial – las
ideas fundamentales que desarrollaremos posteriormente:
Consideremos un espacio unitarioH2 de dimensio´n 2 y sea {u1, u2} una base ortonor-
mal en este espacio. Definimos el nu´cleo
K : C −→ H2
z 7−→ K(z)
dado por K(z) = z2(u2 − u1) + u1. Su correspondiente espacioHK es :
HK =
{
f : f(z) =
〈
K(z), x
〉
, x ∈ H2
}
=
{
az2 + b, a, b ∈ C}
En efecto, para cada x ∈ H2,〈
K(z), x
〉
=
〈
z2(u2 − u1) + u1, x
〉
H2
=
〈
z2(u2 − u1), x
〉
H2 +
〈
u1, x
〉
H2
= z2
(〈u2, x〉H2 − 〈u1, x〉H2)+ 〈u1, x〉H2
= z2(α− β) + β
= az2 + b, z ∈ C,
donde a = α− β ∈ C y b = β ∈ C.
EnHK es posible encontrar una fo´rmula de muestreo asociada. En primer lugar obser-
vamos que K(zn) = anun con a1 = a2 = 1, z1 = 0 y z2 = 1. Por lo tanto, K es un
nu´cleo analı´tico de Kramer. De acuerdo con el teorema 3.1 la correspondiente fo´rmula
de muestreo es
f(z) = f(z1)S1(z) + f(z2)S2(z) (4.1)
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donde
S1(z) =
〈
z2(u2 − u1) + u1, u1
〉
H2
=
〈
z2(u2 − u1), u1
〉
H2 + 〈u1, u1〉H2
= z2
(〈u2, u1〉H2 − 〈u1, u1〉H2)+ 〈u1, u1〉H2
= −z2 + 1,
y
S2(z) =
〈
z2(u2 − u1) + u1, u1
〉
H2 = z
2.
Sin embargo, no es posible escribir (4.1) como una suma interpolatoria tipo-Lagrange.
Consideremos por ejemplo la funcio´n polinomial P (z) = z2 − z la cual tiene ceros en
z1 = 0 y z2 = 1; con lo cual,
f(0)
P (z)
(z − z1)P ′(z1) + f(1)
P (z)
(z − z2)P ′(z2) = f(0)(z − 1) + f(1)z
6= f(0)S1(z) + f(1)S2(z).
No´tese que si a las funciones pertenecientes a HK les quitamos uno de sus ceros, las
funciones resultantes ya no pertenencen a este espacio.
Iniciamos este capı´tulo formalizando la definicio´n de la propiedad Zero-removing
para clases de funciones enteras; a continuacio´n presentamos un par de ejemplos es-
ta´ndar de funciones enteras que verifican esta propiedad; posteriormente, se exhiben
algunos ejemplos de espaciosHK construidos a partir de nu´cleos analı´ticos de Kramer
en los cuales no se satisface esta condicio´n. En el teorema 4.1 se generaliza el ejemplo
anterior para un nu´cleo polinomial de grado N y finalmente, en el teorema 4.2 se
establece como resultado central del capı´tulo la conexio´n existente entre la mencionada
propiedad y la posibilidad de reescribir fo´rmulas como (3.5) en te´rminos de series
interpolatorias tipo- Lagrange.
4.1. La propiedad Zero-removing (propiedad ZR)
Definicio´n 4.1. (Propiedad Zero-removing)
Se dice que una clase de funciones enteras X posee la denominada propiedad Zero-
Removing (ZR en forma abreviada) si para toda funcio´n f en X y todo cero ω de f , la
funcio´n f(z)/(z − ω) tambie´n pertenece a X .
Algunas familias de funciones que verifican la propiedad ZR
La propiedad ZR es una propiedad comu´n en matema´ticas. Por ejemplo, un espacio
esta´ndar en donde se verifica dicha propiedad es PN [C], el espacio vectorial de poli-
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nomios de grado menor o igual a N con coeficientes complejos. Sin embargo, nuestro
intere´s fundamental consiste en estudiarla dentro del contexto de los espacios HK en
relacio´n con el muestreo. Desde ese punto de vista, al final de la seccio´n 4.3, como
ilustracio´n del teorema 4.2 ofreceremos otros ejemplos dentro de los cuales sobresalen
una nueva prueba del teorema de Paley-Wiener-Levinson asociado al muestreo irre-
gular y otros que ilustran el teorema discreto de Kramer. En los capı´tulos siguientes
estudiaremos espaciosHK en donde se satisface la propiedad ZR: por ejemplo, los es-
pacios de De Branges que se estudiara´n en el capı´tulo 5. En el capı´tulo 6, se estudiara´ la
propiedad ZR en espacios de funciones enteras construidos a partir de ciertos nu´cleos
denominados σ-resolventes.
Ejemplo 4.1. (La clase de Polya)
Un primer ejemplo de clase de funciones enteras que verifican la propiedad ZR lo
tenemos en la clase de Polya. Una funcio´n entera F (z) se dice que pertenece a la clase
de Polya si se cumple que
F no tiene ceros en el semiplano superior.
Para y > 0, |F (x− iy)| ≤ |F (x+ iy)|.
Para cada x fijo, |F (x+ iy)| es una funcio´n no decreciente de y > 0.
Por ejemplo, la funcio´n f(z) = cos z pertenence a la clase de Polya. En la referencia
[20, lema 1] se prueba que la clase de Polya verifica la propiedad ZR.
Ejemplo 4.2.
El espacio de Paley-Wiener
PWpi =
{
f ∈ L2(R) ∩ C(R), supp f̂ ⊆ [−pi, pi]
}
(4.2)
de funciones banda limitada al intervalo [−pi, pi] satisface la propiedad ZR. Esto es
consecuencia del cla´sico teorema de Paley-Wiener (ve´ase[116, p. 85]) el cual garantiza
que PWpi puede ser descrito de la siguiente manera
PWpi =
{
f funcio´n entera : |f(z)| ≤ Cepi|z|, f |R∈ L2(R)
}
esto es, toda funcio´n de cuadrado integrable, banda limitada al intervalo [−pi, pi] puede
ser extendida a todo el plano complejo como una funcio´n entera F de tipo exponencial
a lo ma´s pi. De esta caracterizacio´n, se sigue de inmediato que en el espacio PWpi se
verifica la propiedad ZR.
Por otra parte, retomando los espaciosHK desarrollados en el capı´tulo 2, serı´a im-
portante establecer condiciones bajo las cuales en dichos espacios de funciones enteras
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se verifique la propiedad ZR. En principio la solucio´n a esta cuestio´n no es sencilla
y aparecera´ como un problema abierto. No obstante, se puede obtener un resultado
cuando el espacioHK proviene de un nu´cleo polinomial con coeficientes enH.
En concreto, es posible generalizar el nu´cleoK definido sobre el espacio de Hilbert
H2 considerado en el ejemplo dado al inicio de este capı´tulo, al considerar a K como
un nu´cleo polinomial de grado N expresado en la forma K(z) =
∑N
k=0 akz
k con
coeficientes ak en un espacio de Hilbert separableH, arbitrario. Una vez construido su
correspondiente RKHSHK , una pregunta importante consiste en determinar si existen
condiciones bajo las cuales se puede afirmar que las funciones pertenecientes a dicho
espacio verifican la propiedad ZR. La respuesta la proporciona el siguiente teorema.
Teorema 4.1. Sea H un espacio de Hilbert separable y HK el RKHS de funciones
enteras proveniente del nu´cleo polinomial K(z) =
∑N
k=0 akz
k, con aN 6= 0 y an ∈
H, para n = 0, 1 , · · · , N . Entonces, el espacio HK verifica la propiedad ZR si y
solamente si el conjunto {a0, a1 , · · · , aN} es linealmente independiente enH.
Demostracio´n. Probaremos en primer lugar la condicio´n necesaria. Sea f ∈ HK tal
que para cierto x ∈ H, f(z) = 〈K(z), x〉 = β0 + β1z + β2z2 + . . . + βNzN , con
βN = 〈aN , x〉 6= 0. Por hipo´tesis, en el espacio HK se verifica la propiedad Zero-
removing, con lo cual si {rj}Nj=1 ⊂ C es el conjunto de raı´ces de f(z), entonces los
polinomios:
βN , βN (z − rN ), βN (z − rN )(z − rN−1) , . . . , βN (z − rN )(z − rN−1) . . . (z − r2)
pertenecen aHK . Consideremos la ecuacio´n
λNaN +λN−1aN−1 +λN−2aN−2 + . . . +λ0a0 = 0, λ1, λ2 , . . . , λN ∈ C. (4.3)
De la anterior ecuacio´n se deduce que el vector (λN , . . . , λ0) es ortogonal en CN+1 a
todo vector (cN , . . . , c0) con ckzk + ck−1zk−1 + . . . + c0 ∈ HK . En consecuencia,
puesto que βN ∈ HK , λ0βN = 0 implica que λ0 = 0. Del mismo modo, dado
que el polinomio βN (z − rN ) = βNz − βNrN ∈ HK , deducimos que los vectores
(βN ,−βNrN ) y (λ1, λ0) son ortogonales, es decir, βNλ1 − βNrNλ0 = 0 con lo
cual, λ1 = 0. Siguiendo el mismo procedimiento en forma iterativa, concluimos que
λ2 = λ3 = λ4 = λ5 = , . . . , = λN−1 = 0. Finalmente, de (4.3) concluimos que
λN = 0
Para probar la condicio´n suficiente, supongamos que el conjunto {a0, a1 , . . . , aN} es
linealmente independiente enH. En tal caso, La aplicacio´n
Φ : H −→ CN+1
x 7−→ (〈a0, x〉 , . . . , 〈aN , x〉) ,
es sobreyectiva y en consecuencia todo polinomio complejo de grado menor o igual
que N pertenece a HK . Sea f(z) = βNzN + βN−1zN−1 + . . . + β1z + β0 ∈ HK y
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ω ∈ C, un cero de f. El polinomio
f(z)
z − ω = cN−1z
N−1 + . . . + c1z + c0
es de grado menor o igual que N − 1 y puesto que Φ es sobre, existe x ∈ H tal
que Φ(x) = (c0, c1 , . . . , cN−1, 0). De acuerdo a la manera en que se definio´ Φ, se
concluye que
f(z)
z − ω = 〈K(z), x〉 ,
o lo que es igual, f(z)/(z − ω) ∈ HK .
Algunos espacios HK en donde no se verifica la propiedad ZR
En este apartado se presentan algunos ejemplos de espacios de funciones enteras
HK , construidos a partir de nu´cleos analı´ticos en los cuales la propiedad ZR no se
cumple:
Ejemplo 4.3.
Sea K : C −→ H un nu´cleo analı´tico tal que K(z0) = 0 para algu´n z0 ∈ C.
Entonces, todas las funciones en su correspondiente RKHSHK tienen un cero en z0 y
la propiedad ZR no se cumple en HK . En efecto, sea f una funcio´n entera no nula en
HK y sea r el orden del cero z0. La funcio´n
f(z)
(z − z0)r ,
no pertenece aHK puesto que ella no se anula en z0.
Ejemplo 4.4.
Consideremos los espaciosHKs yHKc asociados a los nu´cleos
Ks : C −→ L2[0, pi]
z 7−→ Ks(z) , [Ks(z)](x) := sen(zx), x ∈ [0, pi].
y
Kc : C −→ L2[0, pi]
z 7−→ Kc(z) , [Kc(z)](x) := cos(zx), x ∈ [0, pi].
definidos en el ejemplo 2.2 de la pa´gina 31. El espacio HKs corresponde al espacio
de funciones impares en PWpi mientras queHKc corresponde al espacio de funciones
pares en PWpi . Claramente la propiedad ZR no se satisface en estos espacios porque se
rompe el cara´cter de paridad o imparidad de dichas funciones.
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Ejemplo 4.5.
SeaH = L2[−pi, pi]. Definimos una familia de nu´cleos
Km : C −→ L2[−pi, pi], m ≥ 2,
de la siguiente manera:
[Km(z)](t) :=
eiz
mt
√
2pi
.
No´tese que Km es un nu´cleo analı´tico de Kramer, para cada m ≥ 2. Al calcular su
serie de Taylor alrededor del punto z = 0 se obtiene:
[Km(z)](t) =
1√
2pi
∞∑
k=0
(it)k
k!
zmk.
Entonces, la serie de Taylor de toda funcio´n f ∈ HKm definida por el producto interior
f(z) =
〈
K(mz), F
〉
L2[−pi,pi] es de la forma
f(z) =
1√
2pi
∞∑
k=0
〈
(it)k, F
〉
L2[−pi,pi]
k!
zmk, z ∈ C
con F ∈ L2[−pi, pi]. Por otra parte, sean G una funcio´n no nula en L2[−pi, pi] tal que∫ pi
−pi
G(x)dx = 0
y g la funcio´n entera deHKm tal que g(z) =
〈
Km(z), G
〉
L2[−pi,pi].
Puesto que
〈
Km(0), G
〉
L2[−pi,pi] = 0, tenemos que g(0) = 0. Por lo tanto, la serie de
Taylor de g(z)/z alrededor del origen tiene la forma
g(z)
z
=
1√
2pi
(
d1z
m−1 + d2z2m−1+ , · · · ,
)
donde dk =
〈
(it)k/k!, G
〉
L2[−pi,pi], k ∈ N. Como G es una funcio´n no nula, g(z)/z /∈
HKm . En consecuencia, en los espacios correspondientes HKm , con m ≥ 2, no se
verifica la propiedad ZR.
El ejemplo anterior se puede generalizar si generamos espaciosHKP a partir de nu´cleos
KP : C→L2[−pi, pi] definidos en la forma
[KP (z)](t) :=
eiP (z)t√
2pi
.
donde P (z) es un polinomio de grado mayor o igual a 2. Siguiendo un procedimiento
ana´logo al usado en este u´ltimo ejemplo, es posible comprobar que en tales espacios
HKP no se satisface la propiedad ZR .
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Ejemplo 4.6.
En el espacio HKa construido en el ejemplo 3.3 a partir del espacio de Sobolev
H = H1(−pi, pi) y del nu´cleo analı´tico de Kramer
[Ka(z)](x) = (z − a)eizx + senpiz senhx, x ∈ (−pi, pi).
no se verifica la propiedad Zero-removing. Para ver esto, consideremos por ejemplo la
funcio´n f(z) = (z − a)senc z. Esta funcio´n pertenece a HKa puesto que para todo
z ∈ C, f se puede escribir en la forma,
(z − a)senc z =
〈
Ka(z),
1
2pi
〉
1
.
Sin embargo, aplicando la fo´rmula de muestreo (3.22) a f(z)/(z − a) = senc z, nota-
mos por el contrario, que esta funcio´n no puede pertenecer a dicho RKHSHKa .
4.2. Series muestrales interpolatorias tipo-Lagrange
En esta seccio´n damos una respuesta a la pregunta planteada al comienzo del
capı´tulo, cuya solucio´n involucra a la propiedad ZR. Dicha propiedad es una condi-
cio´n necesaria y suficiente que garantiza que toda fo´rmula de muestreo no ortogonal
como (3.5) desarrollada en un espacio abstractoHK proveniente de un nu´cleo analı´tico
de Kramer K, pueda reescribirse mediante una serie interpolatoria tipo-Lagrange.
Teorema 4.2. Sea K un nu´cleo analı´tico de Kramer respecto a al conjunto de datos
(3.2) y HK su correspondiente RKHS de funciones enteras. Entonces, la fo´rmula de
muestreo (3.5)
f(z) =
∞∑
n=1
f(zn)
an
Sn(z), z ∈ C,
enHK se puede escribir como una fo´rmula interpolatoria tipo-Lagrange
f(z) =
∞∑
n=1
f(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C, (4.4)
donde Q(z) es una funcio´n entera con ceros simples en la sucesio´n {zn}∞n=1 si y so´lo
si en el espacioHK se cumple la propiedad ZR.
Demostracio´n. Supongamos que la fo´rmula de muestreo (3.5) en HK tiene la for-
ma de una serie interpolatoria tipo-Lagrange (4.4). Probaremos que en este espacio
se cumple la propiedad ZR. Sea g ∈ HK y supongamos que existe x ∈ H tal que
g(z) =
〈
K(z), x
〉
H. Por hipo´tesis, es posible obtener el desarrollo en serie de g me-
diante la serie
g(z) =
∞∑
n=1
g(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C. (4.5)
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Consideremos los siguientes casos:
1. Sea ω un cero de g tal que Q(ω) 6= 0 . Entonces, de (4.5) tenemos:
0 = g(ω) =
∞∑
n=1
g(zn)
Q(ω)
(ω − zn)Q′(zn) ,
con lo cual,
g(z) =
∞∑
n=1
g(zn)
Q(z)
(z − zn)Q′(zn) −
∞∑
n=1
g(zn)
Q(ω)
(ω − zn)Q′(zn)
=
∞∑
n=1
g(zn)Q(z)
Q′(zn)
[
1
z − zn −
1
ω − zn
]
=
∞∑
n=1
g(zn)Q(z)
Q′(zn)
[
ω − zn − (z − zn)
(z − zn) (ω − zn)
]
=
∞∑
n=1
g(zn)Q(z)
Q′(zn)
[
1
(zn − ω) (z − zn)
]
(z − ω) . (4.6)
Definiendo la siguiente funcio´n
g˜(z) :=
g(z)
z − ω , z ∈ C, (4.7)
observamos inmediatamente de (4.6) que g˜(z) verifica una fo´rmula interpolatoria
tipo-Lagrange (4.4); es decir, la funcio´n entera g˜(z) puede ser recuperada a partir
de sus muestras en la sucesio´n de puntos {zn}∞n=1 mediante la serie
g˜(z) =
∞∑
n=1
g˜(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C.
Veamos ahora que g˜(z) ∈ HK ; esto es, que es posible representar esta funcio´n
en la forma g˜(z) =
〈
K(z), y
〉
H para algu´n elemento y en H. El desarrollo
de y respecto a {x∗n}∞n=1 la cual es la base dual de la base de Riesz {xn}∞n=1
es y =
∑∞
n=1
〈
y, xn
〉
Hx
∗
n, donde los coeficientes en `
2(N) esta´n dados por la
sucesio´n {〈
y, xn
〉
H :=
〈
x, xn
〉
H
zn − ω
}
n∈N
.
De la fo´rmula (4.4) para la sucesio´n de funciones muestrales Sn(z), obtenemos
que
Sn(z) =
anQ(z)
(z − zn)Q′(zn) ,
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Por lo tanto, sustituyendo el desarrollo de y en el producto interior y empleando
esta u´ltima expresio´n para Sn(z), obtenemos
〈
K(z), y
〉
H =
〈
K(z),
∞∑
n=1
〈
y, xn
〉
Hx
∗
n
〉
H
=
∞∑
n=1
〈
y, xn
〉
H
〈
K(z), x∗n
〉
H
=
∞∑
n=1
Sn(z)
〈
y, xn
〉
H
=
∞∑
n=1
Sn(z)
〈
x, xn
〉
H
zn − ω
=
∞∑
n=1
anQ(z)
〈
xn, x
〉
H
(z − zn)Q′(zn)(zn − ω)
=
∞∑
n=1
anQ(z)
(z − zn)Q′(zn)
g(zn)
an(zn − ω)
=
∞∑
n=1
g˜(zn)
Q(z)
(z − zn)Q′(zn)
= g˜(z), z ∈ C.
En consecuencia, g˜(z) ∈ HK .
2. Supongamos que existe algun m ∈ N tal que ω = zm y g(ω) = Q(ω) = 0. De
la ecuacio´n (4.5) se tiene
g(z) =
∑
n∈N\{m}
g(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C. (4.8)
Puesto que zm es un cero de Q, entonces, haciendo Q(z) = (z − zm)Rm(z),
derivando esta expresio´n y evalu´andola en zj , j ∈ N, obtenemos:
Q′(zj) =
 Rm(zj) + (zj − zm)R
′
m(zj) = (zj − zm)R′m(zj), j 6= m
Rm(zm), j = m
.
Por lo tanto, la fo´rmula (4.8) puede reescribirse de la siguiente manera:
g(z)
z − zm =
∑
n∈N\{m}
g(zn)
Rm(z)
(z − zn)(zn − zm)R′m(zn)
, z ∈ C. (4.9)
Adema´s, debido a que la serie (4.9) converge uniformemente en compactos de
C, dicha serie define una funcio´n continua en C; con lo cual, tomando el lı´mite
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cuando z tiende a zm obtenemos:
l´ım
z→zm
g(z)− g(zm)
z − zm = g
′(zm) =
∑
n∈N\{m}
g(zn)
Rm(zm)
(zm − zn)(zn − zm)R′m(zn)
.
(4.10)
Al igual que en el caso anterior, probaremos que g(z)/(z− zm) ∈ HK . Para ver
esto, en primer lugar, vamos a obtener un desarrollo en serie para esta funcio´n el
cual es equivalente a (4.9) y en el que utiliza la expresio´n (4.10):
g(z)
z − zm =
∑
n∈N\{m}
g(zn)
Rm(z)
(z − zn)(zn − zm)R′m(zn)
=
∑
n∈N\{m}
[
g(zn)Rm(z)
(zn − zm)R′m(zn)
] [
(zn − zm)
(z − zn)(zn − zm)
]
=
∑
n∈N\{m}
[
g(zn)Rm(z)
(zn − zm)R′m(zn)
] [
z − zm − (z − zn)
(z − zn)(zn − zm)
]
=
∑
n∈N\{m}
[
g(zn)Rm(z)
(zn − zm)R′m(zn)
] [
z − zm
(z − zn)(zn − zm) −
1
zn − zm
]
=
∑
n∈N\{m}
[(
g(zn)
zn − zm
Q(z)
Q′(zn)
1
z − zn
)
+
(
g(zn)
zn − zm
Rm(z)
R′m(zn)
1
zm − zn
)]
=
∑
n∈N\{m}
[
g(zn)Q(z)
(zn − zm) (z − zn)Q′(zn)
]
+
∑
n∈N\{m}
[
g(zn)Rm(zm)
(zn − zm) (zm − zn)R′m(zn)
(z − zm)Rm(z)
(z − zm)Q′(zm)
]
=
∑
n∈N\{m}
[
g(zn)Q(z)
(zn − zm) (z − zn)Q′(zn)
]
+
∑
n∈N\{m}
[
g(zn)Rm(zm)
(zn − zm) (zm − zn)R′m(zn)
Q(z)
(z − zm)Q′(zm)
]
=
∑
n∈N\{m}
[
g(zn)Q(z)
(zn − zm) (z − zn)Q′(zn)
]
+ g′(zm)
Q(z)
(z − zm)Q′(zm) .
(4.11)
Ahora, vamos a probar que g(z)/(z − zm) se puede expresar por medio del
producto interno
〈
K(z), y
〉
H donde y pertenece a H, tal que su desarrollo en
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serie respecto de la base de Riesz {x∗n}∞n=1 es y =
∑∞
n=1
〈
y, xn
〉
Hx
∗
n, donde
sus coeficientes
〈
y, xn
〉
H en `
2(N) se definen como:
〈
y, xn
〉
H :=

〈
x, xn
〉
H
zn − zm , si n 6= m,
g′(zm)
am
, si n = m.
Por otra parte, al calcular
〈
K(z), y
〉
H
obtenemos〈
K(z), y
〉
H
=
〈
K(z),
∑
n∈N\{m}
〈
y, xn
〉
H x
∗
n
〉
H
+
〈
K(z),
〈
y, xm
〉
H x
∗
m
〉
H
.
(4.12)
Teniendo en cuenta que la fo´rmula (4.4) proporciona las funciones muestrales
Sn(z) =
anQ(z)
(z − zn)Q′(zn) , el primer producto interno en la derecha de la igual-
dad (4.12) se convierte en〈
K(z),
∑
n∈N\{m}
〈
y, xn
〉
H x
∗
n
〉
H
=
∑
n∈N\{m}
〈
y, xn
〉
H
〈
K(z), x∗n
〉
H
=
∑
n∈N\{m}
Sn(z)
〈
y, xn
〉
H
=
∑
n∈N\{m}
Sn(z)
〈
x, xn
〉
H
zn − zm
=
∑
n∈N\{m}
anQ(z)
〈
xn, x
〉
H
(z − zn)Q′(zn)(zn − zm)
=
∑
n∈N\{m}
Q(z)
(z − zn)Q′(zn)
g(zn)
(zn − zm) .
Un ca´lculo ana´logo para el segundo producto interno en la derecha de la igualdad
(4.12) produce〈
K(z),
〈
y, xm
〉
H x
∗
m
〉
H
=
〈
y, xm
〉
H
〈
K(z), x∗m
〉
H
= Sm(z)
〈
y, xm
〉
H
=
amQ(z)
(z − zm)Q′(zm)
g′(zm)
am
=
Q(z)
(z − zm)Q′(zm)g
′(zm).
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Finalmente, comparando con (4.11), concluimos que
g(z)
z − zm =
〈
K(z), y
〉
H
, z ∈ C.
Luego, g(z)/(z − zm) pertenece al espacioHK .
Para probar la condicio´n suficiente, probaremos que la fo´rmula de muestreo (3.5) puede
ser escrita como una serie interpolatoria tipo-Lagrange para alguna funcio´n entera Q.
En primer lugar, puesto que las funciones muestrales Sn(z) = 〈K(z), x∗n〉H pertenecen
al espacio HK , entonces, dichos elementos satisfacen la propiedad ZR; esto es, para
cada n ∈ N, si ω es un cero de Sn(z) se tiene que Sn(z)/(z−ω) ∈ HK . Por otra parte,
la sucesio´n compleja {zj}j 6=n constituye el conjunto de ceros de Sn(z). En efecto,
empleando la condicio´n de biortogonalidad 〈xn, x∗m〉H = δn,m, de las bases de Riesz,
tenemos
Sn(zj) =
〈
K(zj), x
∗
n
〉
H
=
〈
ajxj , x
∗
n
〉
H
=
{
0 j 6= n,
aj j = n
Se probara´ ahora que {zj}j 6=n son los u´nicos ceros de Sn. Para ver esto, observemos
que para todo n ∈ N la funcio´n compleja
Fn(z) = (z − zn)Sn(z)
z − ω , z ∈ C.
pertenece a HK ya que es posible escribirla como suma de funciones enteras en HK
de la siguiente manera:
Fn(z) = Sn(z) + (ω − zn)Sn(z)
z − ω
Ahora bien, si ω /∈ {zj}j 6=n entonces Fn(zj) = 0 para todo elemento de la suce-
sio´n {zj}∞j=1 y esto implica por la fo´rmula de muestreo (3.5) del teorema 3.1, que
Fn(z) ≡ 0, para todo n ∈ N. En consecuencia, puesto que (z − zn)/(z − ω) no es
ide´nticamente nula, obtendrı´amos Sn(z) ≡ 0, para todo n ∈ N, lo cual evidentemente
es una contradiccio´n.
Adema´s, si zk es un cero mu´ltiple de Sn(z), repitiendo el argumento anterior, se llega
del mismo modo a deducir que Sn(z) ≡ 0 con lo cual concluimos que la funcio´n Sn(z)
tiene ceros simples u´nicamente en el conjunto {zj}j 6=n.
Por lo tanto, elegimos una funcio´n entera P con ceros simples en la sucesio´n {zn}∞n=1.
Para cada n ∈ N, existe una funcio´n entera sin ceros An tal que
(z − zn)Sn(z) = P (z)An(z), z ∈ C.
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Ahora se probara´ la existencia de una funcio´n entera sin ceros A(z) y una sucesio´n
compleja no nula {αn}∞n=1 en C\ {0} tal que para todo n ∈ N y para todo z ∈ C se
satisface la igualdad An(z) = αnA(z).
Para tal efecto, consideremos las funciones
Gn,m(z) := (z − zn) Sn(z)
z − zm , z ∈ C
enHK , las cuales tienen sus ceros en {zj}j 6=m para m 6= n. Obse´rvese que,
Gn,m(zn) = 0, n 6= m,
y
Gn,m(zm) = l´ım
z→zm
z − zn
z − zmSn(z) = (zm − zn)S
′
n(zm) ,
con lo cual, aplicando la fo´rmula muestral (3.5) a Gn,m(z), obtenemos:
Gn,m(z) = (zm − zn)S′n(zm)
Sm(z)
am
. (4.13)
Si en (4.13) fijamos m = 1 obtenemos,
(z − zn) Sn(z)
z − z1 = (z1 − zn)S
′
n(z1)
S1(z)
a1
.
En consecuencia, concluimos que αn = (z1 − zn)S′n(z1) 6= 0 para todo n ∈ N \ {1},
α1 = 1 para n = 1 y An(z) = αnA(z) con A = A1.
Finalmente, hacemos Q(z) := P (z)A(z). Teniendo en cuenta que
Sn(z) =
αnQ(z)
z − zn ,
para z 6= zn; y,
Sn(zn) = l´ım
z→zn
αnQ(z)
z − zn = αnQ
′(zn) = an,
al sustituir en la fo´rmula (3.5) llegamos a la serie interpolatoria tipo-Lagrange:
f(z) =
∞∑
n=1
f(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C.
Algunas observaciones importantes relacionadas con el teorema 4.2 son las siguientes:
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1. En primer lugar, no´tese que en el desarrollo de la prueba de la condicio´n sufi-
ciente, se encontro´ que la funcio´n entera Q verifica la siguiente relacio´n
(z − zn)Sn(z) = σnQ(z),
para algunas constantes complejas no nulas σn, n ∈ N. Cuando es posible fac-
torizar a Q en la forma Q(z) = P (z)A(z) en donde A es una funcio´n entera
sin ceros y P representa un producto cano´nico con ceros simples en {zn}∞n=1,
entonces la fo´rmula interpolatoria tipo-Lagrange (4.4) se puede escribir como la
fo´rmula cuasi interpolatoria
f(z) =
∞∑
n=1
f(zn)
A(z)P (z)
A(zn)(z − zn)P ′(zn) , z ∈ C.
2. Por otra parte, obse´rvese que si alguna fo´rmula de muestreo particular tipo (3.5)
puede ser escrita como una fo´rmula interpolatoria tipo-Lagrange, entonces, lo
mismo ocurre para todas las fo´rmulas muestrales obtenidas segu´n el teorema 3.1.
En otras palabras, si en el espacio HK no se verifica la propiedad ZR, podemos
concluir que toda fo´rmula de muestreo del tipo (3.5) no se puede escribir como
una serie interpolatoria tipo-Lagrange.
A continuacio´n presentamos algunos ejemplos de fo´rmulas de muestreo para ilustrar
en ciertos casos o bien simulta´neamente los teoremas 3.1 y 4.2; o, en otros, al fallar en
el espacio correspondiente la propiedad Zero-removing, se exhiben fo´rmulas interpola-
torias las cuales no son tipo-Lagrange.
Ejemplo 4.7. (Interpolacio´n cla´sica de polinomios)
Sea PN [C] el espacio vectorial de los polinomios de grado menor o igual a N
con coeficientes complejos. De acuerdo al teorema 4.1, e´ste espacio coincide con su
correspondiente RKHSHK , en donde K es el nu´cleo polinomial
K(z) :=
N∑
k=0
akzk
y {a0, a1 , · · · , aN} es una base del espacio unitarioH = CN+1.
Sea {zn}Nn=0 una sucesio´n de N + 1 puntos diferentes en CN; entonces, K es un
nu´cleo analı´tico de Kramer respecto a las sucesiones {zn}Nn=0 y {an = 1}Nn=0. En
efecto, haciendo K(zn) = bn para n = 0, 1, · · · , N y utilizando determinantes de
Vandermonde, observamos que la sucesio´n {bn}Nn=0 es linealmente independiente en
CN+1; es decir, es una base de Riesz del espacio CN+1.
En consecuencia, de acuerdo a los teoremas 3.1 y 4.2, para toda f ∈ PN [C],
f(z) =
N∑
n=0
f(zn)Sn(z) =
N∑
n=0
f(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C,
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donde para cada n = 0, 1, · · · , N , las funciones muestrales Sn(z) esta´n dadas por
la expresio´n Sn(z) = 〈K(z),b*n〉; {b*n}Nn=0 es la base dual de {bn}Nn=0 en CN+1 y
adema´s, Q(z) =
N∏
n=0
(z − zn).
Ejemplo 4.8. (Muestreo irregular: Teorema de Paley-Wiener-Levinson)
En este cla´sico teorema en el cual se generaliza la fo´rmula de muestreo de Whittaker-
Shannon-Kotelnikov se reconstruyen funciones en PWpi a partir de sus muestras en una
sucesio´n de nu´meros reales {tn}n∈Z, no esta´n equiespaciados, que verifican la siguien-
te condicio´n ([85], [93]):
sup
n∈Z
∣∣tn − n∣∣ < 1
4
.
Al igual que en el teorema WSK, la fo´rmula de muestreo obtenida es una serie inter-
polatoria tipo-Lagrange.
En este ejemplo se presenta una nueva caracterizacio´n. Consideremos una sucesio´n de
nu´meros complejos {zn}n∈Z tal que
sup
n∈Z
|Re zn − n| < 1
4
y sup
n∈Z
|Im zn| <∞.
Es conocido (ver generalizacio´n del teorema 1/4 de Kadec [116], p. 164) que{
eiznω/
√
2pi
}
n∈Z
es una base de Riesz de L2[−pi, pi]. Supongamos que {gn(ω)}
n∈Z es su base dual en
L2[−pi, pi]. El nu´cleo de Fourier [K(z)](ω) = eizω/√2pi, con ω ∈ [−pi, pi] es, de
acuerdo a la definicio´n 3.1 un nu´cleo analı´tico de Kramer para las sucesiones {zn}n∈Z
y {an = 1}n∈Z. Por lo tanto, aplicando los teoremas 3.1 y 4.2, obtenemos que para
toda f ∈ PWpi ,
f(z) =
∞∑
n=−∞
f(zn)Sn(z) =
∞∑
n=−∞
f(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C,
donde para cada n ∈ Z, las funciones muestrales Sn(z) esta´n dadas por la expresio´n
Sn(z) =
〈
K(z), gn
〉
L2[−pi,pi] y adema´s, Q(z) es una funcio´n entera con ceros simples
en {zn}n∈Z . Un resultado conocido debido a Titchmarsh [110], asegura que todas las
funciones pertenecientes al espacio PWpi quedan completamente determinadas por sus
ceros. Como consecuencia de dicho resultado veamos que salvo un factor constante, la
funcio´n entera Q coincide con el producto infinito
(z − z0)
∞∏
n=1
(
1− z
zn
)(
1− z
z−n
)
, z ∈ C. (4.14)
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Para probarlo, en primer lugar observemos que la funcio´n S0(z) ∈ PWpi tiene ceros
simples u´nicamente en {zm}m6=0 concretamente, S0(zm) = δ0,m. En efecto, suponga-
mos en caso contrario que existe un cero ν de S0(z) con ν /∈ {zm}m6=0. De acuerdo al
teorema de Paley-Wiener, la funcio´n
S(z) := (z − z0)S0(z)/(z − ν)
pertenece a PWpi y se anula en todo zn. Teniendo en cuenta la completitud de la base
de Riesz
{
eiznω/
√
2pi
}
n∈Z, llegarı´amos a S ≡ 0, lo que es una contradiccio´n.
En consecuencia, usando el resultado anteriormente mencionado debido a Titchmarsh,
la funcio´n S0 coincide salvo un factor constante con el producto convergente (4.14),
con lo cual, del teorema 4.2, obtenemos (z − zn)Sn(z) = σnQ(z) para todo n ∈ Z y
ası´ llegamos al resultado buscado.
Ejemplo 4.9. (Transformadas seno y coseno finitas)
Sea f una funcio´n par perteneciente al espacio PWpi la cual se escribe en la forma
f(z) =
〈
cos zx, F (x)
〉
L2[0,pi]
, z ∈ C, donde F ∈ L2[0, pi]. Su desarrollo mediante la
serie cardinal se puede reescribir como la fo´rmula de mustreo (ve´ase [71, p. 5])
f(z) = f(0)
senpiz
piz
+
2
pi
∞∑
n=0
f(n)
(−1)nz senpiz
z2 − n2 , z ∈ C.
Sin embargo, esta fo´rmula no puede ser escrita como una serie interpolatoria tipo-
Lagrange, puesto que de acuerdo al ejemplo 4.4, p. 66, el RKHS HKc proveniente del
nu´cleo [Kc(z)](x) = cos zx no satisface la propiedad ZR.
Del mismo modo, si f ∈ PWpi es impar, se escribe como f(z) =
〈
sen zx, F (x)
〉
L2[0,pi]
,
z ∈ C, donde F ∈ L2[0, pi]. Su desarrolo en serie se reduce a la fo´rmula de muestreo
[71],
f(z) =
2
pi
∞∑
n=1
f(n)
(−1)nn senpiz
z2 − n2 , z ∈ C
Ana´logamente, esta fo´rmula no puede ser escrita como una fo´rmula interpolatoria tipo-
Lagrange, ya que en este caso el espacio HKs (del mismo ejemplo 4.4 de la seccio´n
4.2), cuyo nu´cleo es [K(z)](x) = sen zx, no satisface la propiedad ZR.
En el pro´ximo apartado, en relacio´n con fo´rmula de muestreo del teorema 4.2, pre-
sentamos un par de teoremas de muestreo tipo-Lagrange. En concreto, consideramos
los espacios HK provenientes de nu´cleos de Kramer discretos definidos mediante po-
linomios ortogonales de primera y segunda especie relacionados con el problema de
momentos indeterminado de Hamburger. Dichos nu´cleos se estudiaron en el ejemplo
3.4 de la pa´gina 50.
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Fo´rmulas interpolatorias tipo-Lagrange asociadas a problemas de momentos
Consideremos el RKHS
HK =
{
f : C→ C | f(z) =
∞∑
n=0
anPn(z), {an}∞n=0 ∈ `2(N0)
}
.
el cual proviene del nu´cleo analı´tico de Kramer [K(z)] (n) = Pn(z), n ∈ N0, definido
sobre el espacio de Hilbert `2(N0); este nu´cleo discreto se presento´ en el ejemplo 2.3,
pa´gina 32 y fue introducido en el ejemplo 3.4 con relacio´n al problema indetermina-
do de momentos de Hamburger. En el siguiente teorema empleamos una vez ma´s la
funcio´n meromorfa
mt∞(z) = −
A(z)t− C(z)
B(z)t−D(z) , z ∈ C\R,
descrita en (3.31), pa´gina 49, cuyos polos son reales y simples.
Teorema 4.3. Sea µt una medida N-extremal para un problema indeterminado de
momentos de Hamburger y sea {Pn}∞n=0 la sucesio´n de sus polinomios ortogona-
les asociados. Supongamos que la sucesio´n {ztm}∞m=0 es el conjunto de los ceros de
B(z)t−D(z) si t ∈ R o los ceros de B(z) si t =∞. Entonces, toda funcio´n
f(z) =
∞∑
n=0
cnPn(z) , z ∈ C,
en donde {cn}∞n=0 ∈ `2(N0) puede ser recuperada a partir de la sucesio´n de sus
muestras {f(ztm)}∞m=0 mediante de la serie interpolatoria tipo-Lagrange
f(z) =
∞∑
m=0
f(ztm)
Gt(z)
(z − ztm)G′t(ztm)
, z ∈ C, (4.15)
donde
Gt(z) =
{
B(z)t−D(z) t ∈ R
B(z) t =∞ .
La convergencia de la serie (4.15) es absoluta y uniforme en subconjuntos compactos
de C.
Demostracio´n. Si el problema de momentos de Hamburger es indeterminado, enton-
ces, la serie
∑∞
m=0 |Pn(z)|2 converge uniformemente sobre subconjuntos compactos
deC [1]. ConsideremosK(n, z) = Pn(z) el nu´cleo analı´tico de Kramer el cual verifica
(3.32) y (3.33). De acuerdo al lema 3.1, pa´gina 48, la sucesio´n{
P0(z
t
m), P1(z
t
m), P2(z
t
m), P3(z
t
m)....
}
m∈N0
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es una base ortogonal para `2(N0). Como consecuencia del teorema discreto de Kramer
(p. 50), resulta la fo´rmula de muestreo
f(z) =
∞∑
m=0
f(ztm)
1
‖{K(·, ztm)}‖2
∞∑
n=0
K(n, ztm)K(n, z), z ∈ C, (4.16)
donde por efectos pra´cticos en la notacio´n, en (4.16) no se emplea explı´citamente
Pn(z).
Basta ver, para concluir la prueba, que la fo´rmula (4.16) puede ser escrita como la serie
tipo-Lagrange (4.15). Para tal efecto, sea
utm(z) =
∞∑
n=0
K(n, ztm)K(n, z). (4.17)
Puesto que {K(·, ztm)} ∈ `2(N0) para cada m ∈ N0 y t ∈ R∪{∞}, la funcio´n utm(z)
es una funcio´n entera de tipo exponencial minimal (ve´ase [14, p. 35]). Recue´rdese que
una funcio´n es de tipo exponencial minimal si para todo δ > 0, existe una constante
A(δ), tal que
∣∣utm(z)∣∣ ≤ A(δ)eδ|z|, z ∈ C.
Las funciones enteras de tipo exponencial minimal esta´n determinadas, salvo un fac-
tor constante, por sus ceros [14, p. 34]; con lo cual, puesto que los ceros de utm son{
ztj
}
j 6=m, existe una constante α
t
m ∈ C tal que
(z − ztm)utm(z) = αtmGt(z) , z ∈ C. (4.18)
De (4.18) se obtiene utm(z
t
m) = α
t
mG
′
t(z
t
m). Adema´s, de (4.17) se obtiene
αtmG
′
t(z
t
m) =
∥∥{K(·, ztm)}∥∥2`2 ,
en consecuencia,
∞∑
n=0
K(n, ztm)K(n, z)
‖{K(·, ztm)}‖2
=
Gt(z)
(z − ztm)G′t(ztm)
.
Por otra parte, recordemos que en el ejemplo 3.4 de la pa´gina 50, en relacio´n con la
versio´n discreta del teorema de muestreo de Kramer, definimos un RKHS HK prove-
niente del nu´cleo polinomial [K(z)](n) = Qn(z), n ∈ N. La sucesio´n {Qn(z)}∞n=1
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corresponde a los polinomios ortogonales de segunda especie asociados a los polino-
mios ortogonales {Pn(z)}∞n=1 relacionados al problema de momentos indeterminado
de Hamburger, tal que
Qn(z) =
∫
Pn(z)− Pn(u)
z − u dµt(u), z ∈ C.
donde µt es una medida N -extremal.
Adema´s, dichos polinomios satisfacen la igualdad P˜n(z) = a0Qn+1(z), donde {P˜n}
son los polinomios ortogonales de primera clase asociados al problema de momentos
desplazado.
Por lo tanto, (ve´ase [57]), el teorema 4.3 se puede adaptar al problema de momentos
desplazado para obtener la fo´rmula de muestreo del siguiente corolario. Recordemos
que las funciones enteras B˜(z) y D˜(z) componentes de la matriz de Nevanlinna esta´n
dadas por las relaciones B˜(z) = −C(z)− b0A(z) y D˜(z) = a20A(z).
En el RKHS
HK =
{
f : C→ C | f(z) =
∞∑
n=1
anQn(z), {an}∞n=1 ∈ `2(N)
}
,
se verifica el siguiente resultado:
Corolario 4.1. Supongamos que {ωtm}∞m=1 son los ceros de B˜(z)t− D˜(z) si t ∈ R o
los ceros de B˜(z) si t =∞. Entonces, toda funcio´n de la forma
f(z) =
∞∑
n=1
cnQn(z), z ∈ C,
donde {cn} ∈ `2(N), puede ser recuperada a partir de sus muestras {f(ωtm)}∞m=0
mediante la serie interpolatoria tipo-Lagrange
f(z) =
∞∑
m=0
f(ωtm)
Gt(z)
(z − ωtm)G′t(ωtm)
, (4.19)
donde
Gt(z) =
{
B˜(z)t− D˜(z) t ∈ R,
B˜(z) t =∞.
La convergencia de la serie (4.19) es absoluta y uniforme en subconjuntos compactos
de C.
Como consecuencia de los teoremas 4.2 y 4.3 y del corolario 4.1, obtenemos el siguien-
te resultado:
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Corolario 4.2. En los espacios de Hilbert de funciones enteras con nu´cleo reproductor
HK =
{
f : C→ C | f(z) =
∞∑
n=0
anPn(z), {an}∞n=0 ∈ `2(N0)
}
,
y
HK =
{
f : C→ C | f(z) =
∞∑
n=1
anQn(z), {an}∞n=1 ∈ `2(N)
}
,
se verifica la propiedad Zero-Removing.
En los ejemplos finales haremos alusio´n a las fo´rmulas de muestreo (4.15) y (4.19).
En concreto, se emplean nu´cleos generados a partir de algunos modelos tı´picos de poli-
nomios hipergeome´tricos discretos cuyos problemas de momentos son indeterminados
con lo cual es posible – siguiendo la teorı´a precedente – encontrar series muestrales en
los correspondientes espaciosHK .
Ejemplo 4.10. (Una fo´rmula de muestreo relacionada con los q−1–polinomios conti-
nuos de Hermite, 0 < q < 1)
Estos polinomios son la versio´n renormalizada de los q–polinomios continuos de
Hermite y tienen representacio´n explı´cita de la siguiente forma [75],
hn(x|q) =
n∑
k=0
(q; q)n
(q; q)k(q; q)n−k
(−1)kqk(k−n)(x+
√
x2 + 1)n−2k ,
donde se ha usado la notacio´n factorial q-desplazada,
(c1, c2, · · · , cp; q)n =
n∏
k=1
p∏
j=1
(1− cjqk−1) ,
con n ∈ N0. Adema´s, verifican la relacio´n de recurrencia a tres te´rminos
hn+1(x|q) = 2xhn(x|q)− q−n(1− qn)hn−1(x|q), h0 = 1, h1 = 2x
para n > 0 y 0 < q < 1. El problema de momentos asociado con {hn(x|q)} es
indeterminado, [75] y sus normas esta´n dadas por,
‖hn‖ =
√
(q; q)n
qn(n+1)/2
.
La parametrizacio´n de Nevanlinna de las medidas N–extremales se encuentra igual-
mente en la referencia [75]. En particular, cuando el para´metro t toma el valor 0, la
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funcio´n G0(z) del teorema 4.3 es igual a la componente D(z) de la matriz de Nevan-
linna,
D(z) = − (qe
2ξ, qe−2ξ; q2)∞
(q; q2)2∞
donde z = senh ξ. Sus ceros son ±λn con n = 0, 1, . . . con
λn =
1
2
(q−n−1/2 − qn+1/2).
Entonces, para toda funcio´n
f(z) =
∞∑
n=0
an
hn(x|q)
‖hn‖ , z ∈ C,
donde {an} ∈ `2, obtenemos la siguiente fo´rmula de muestreo
f(z) =
∞∑
n=0
f(−λn) D(z)
(z + λn)D′(−λn) +
∞∑
n=0
f(λn)
D(z)
(z − λn)D′(λn) .
Ejemplo 4.11. (Muestreo relacionado con polinomios asociados a procesos de naci-
miento y muerte, con tasas de transicio´n cua´rticas)
Los procesos de nacimiento y muerte esta´n determinados por tasas de transicio´n
{λn}n≥0 para nacimientos y {µn}n≥0 para muertes, donde λn > 0, µn+1 > 0 para
n ≥ 0 y µ0 ≥ 0. En particular, cuando estas tasas son polinomiales en la variable n,
entonces, es importante – debido a sus aplicaciones –, encontrar soluciones exactas de
las ecuaciones diferenciales de Kolmogorov,
P ′n,m(t) = λn−1Pm,n−1(t) + µn+1Pm,n+1(t)− (λn + µn)Pm,n(t) (4.20)
Pm,n(0) = δn,m (4.21)
donde Pm,n denota la probabilidad de transicio´n (esto es, la probabilidad de que el
sistema pase de un estado m a un estado n en un tiempo t). En [79], se relacionaron
por primera vez dichas ecuaciones con ciertos polinomios ortogonales. Concretamente,
se probo´ que la expresio´n
Pn,m(t) =
1
pim
∫ ∞
0
Fm(x)Fn(x)e
−txdµ(x)
es solucio´n de (4.20), donde {Fn(x)}∞n=0 representa una familia de polinomios que
verifican la ecuacio´n en diferencias (ve´anse, [17], [112], [113])
(λn + µn − x)Fn(x) = µn+1Fn+1(x) + λn−1Fn−1(x) n ≥ 0 (4.22)
F−1(x) = 0 ; F0(x) = 1,
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y
pi0 = 1, pin =
λ0 · · ·λn−1
µ0 · · ·µn , n ≥ 1
Adema´s, de la condicio´n (4.21) se sigue la ortogonalidad de los polinomios {Fn(x)}∞n=0,
puesto que
1
pim
∫ ∞
0
Fm(x)Fn(x)dµ(x) = δn,m.
En este ejemplo nos referimos a los polinomios {Pn}n∈N0 que resultan cuando se
consideran tasas de transicio´n cua´rticas,
λn = (4n+ 1)(4n+ 2)
2(4n+ 3) µn = (4n− 1)(4n)2(4n+ 1)
los cuales aparecieron originalmente en [113]. Estos polinomios se definen mediante
la expresio´n
Pn(x) =
(−1)n√
pin
Fn(x), (4.23)
con
pi0 = 1, pin =
λ0 · · ·λn−1
µ0 · · ·µn , n ≥ 1
y verifican la relacio´n de recurrencia a tres te´rminos,
xPn(x) = anPn+1(x) + bnPn(x) + an−1Pn−1(x) n ≥ 0
P−1(x) = 0 ; P0(x) = 1
donde
an = λn + µn bn =
√
λnµn+1, n ≥ 0.
La sucesio´n {Pn}n∈N0 es la familia de polinomios ortogonales con respecto a una
sucesio´n normalizada de momentos s la cual es indeterminada, para los problemas de
momentos de Hamburger y de Stieltjes (ve´ase [17]).
La funcio´n entera D en la parametrizacio´n de Nevanlinna esta´ dada por
D(z) =
4
pi
√
z sen
(
4
√
z
2
K0
)
senh
(
4
√
z
2
K0
)
,
cuyos ceros son zn = (2pin/K0)4, n ∈ N0 y K0 = Γ
2(1/4)
4
√
pi
, [17].
Usando el teorema 4.3 para t = 0, toda funcio´n de la forma f(z) =
∑∞
n=0 anPn(z),
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z ∈ C donde {an} ∈ `2 puede ser escrita como
f(z) = f(0)
4
√
z sen
(
4
√
z
2
K0
)
senh
(
4
√
z
2
K0
)
zK20
+
+
16pi
K20
∞∑
n=1
f
[(
2pin
K0
)4]
(−1)nn
senh(npi)
√
z sen
(
4
√
z
2 K0
)
senh
(
4
√
z
2 K0
)
(
z −
(
2pin
K0
)4) , z ∈ C,
donde hemos usado que
D′(0) =
K20
pi
y D′
[(
2pin
K0
)4]
=
K20
4npi2
(−1)n senh(npi) .
Ejemplo 4.12. (Muestreo relacionado con q–polinomios de Al-Salam–Carlitz)
Guardando cierta relacio´n con el ejemplo 4.11, tenemos los polinomios mo´nicos
Vn(x) = V
(a)
n (x; q) introducidos en [2], los cuales esta´n determinados por la relacio´n
de recurrencia a tres te´rminos
Vn+1(z) = (z − (1 + a)q−n)Vn(z)− aq−(2n−1)(1− qn)Vn−1(z), (4.24)
con V−1(z) = 0 y V0(z) = 1. La conexio´n con los polinomios ortogonales {Pn}∞n=0
asociados con procesos de nacimiento y muerte se obtiene de la siguiente manera: A
partir de la relacio´n
Fn(z) = αnVn(z + 1), (4.25)
donde
αn = (−1)n q
n(n+1)/2
(q; q)n
,
la ecuacio´n (4.24) se convierte en (4.22), usando en particular, las tasas de nacimiento
y muerte
λn = aq
−n , µn = q−n − 1 , n ∈ N0.
Adema´s, sustituyendo (4.25) en (4.23), con los valores dados de αn y las tasas ante-
riormente mencionadas, dicha conexio´n se manifiesta mediante la fo´rmula
Vn(z + 1) =
√
(q; q)n(aq)n
qn(n+1)/2
Pn(z) .
Teniendo en cuenta el siguiente rango de valores de los para´metros, a > 0 y 0 < q < 1,
entonces, el correspondiente problema de Hamburger es indeterminado si se verifica
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q < a < q−1. En la parametrizacio´n de Nevanlinna, la funcio´n entera D(z) esta´ dada
por, [17],
D(z) = − (1 + z; q)∞
(q; q)∞(aq; q)∞
,
la cual tiene sus ceros en zn = q−n − 1, n ∈ N0. Adema´s, es conocido (ve´ase [17]),
que
D′(zn) =
(−1)n(q; q)n
(aq; q)∞
q−n(n−1)/2 .
En consecuencia, toda funcio´n en el espacio definida mediante la serie
F (z) =
∞∑
n=0
anPn(z), z ∈ C,
donde {an} ∈ `2(N0), satisface la fo´rmula de muestreo
F (z) =
∞∑
n=0
F (q−n − 1)(−1)
n+1 (1 + z; q)∞ qn(n−1)/2
(z − q−n + 1) (q; q)∞ (q; q)n , z ∈ C.

5
Teorı´a de Muestreo en Espacios de De Branges
En este capı´tulo presentaremos algunos de los resultados de muestreo analı´tico
obtenidos en los capı´tulos 3 y 4 dentro de nuevos escenarios como son los espacios
de De Branges. Introducidos a comienzos de la de´cada del sesenta del siglo anterior
por Louis de Branges, estos son espacios de Hilbert cuyos elementos son funciones
enteras, los cuales se definen a partir de tres propiedades (esta construccio´n apare-
cio´ por primera vez en [22], ve´anse tambie´n [23] y [20]), mediante las cuales se prueba
la existencia de una funcio´n entera E la cual no se anula en el semiplano superior
C+ = {z : Im(z) > 0} y con base en esta funcio´n, se construye el correspondiente
espacio denotadoH(E). El procedimiento recı´proco tambie´n es va´lido; es decir, es po-
sible (supuesta la existencia de dicha funcio´n E), generar un espacio de Hilbert el cual
satisface las aludidas propiedades y se convierte en el espacio de De BrangesH(E).
A lo largo de esta memoria hemos mencionado reiteradamente al espacio de Paley-
Wiener PWpi para ilustrar algunos desarrollos teo´ricos obtenidos. Recordemos que
dicho espacio se define como el conjunto de funciones que se obtienen mediante la
imagen de la transformada inversa de Fourier de las funciones cuadrado integrables,
cuyo soporte esta´ en el intervalo [−pi, pi]. Tambie´n hemos mencionado el cla´sico teo-
rema de Paley-Wiener, – particularmente en el capı´tulo 4 – el cual identifica a PWpi
con la clase de funciones de tipo exponencial a lo mas pi cuya restriccio´n al eje real es
cuadrado integrable. Pues bien, actualmente es conocido que la teorı´a general de los
espacios de De Branges permite dar generalizaciones de dicho teorema. Esto lo hizo
de Branges dentro de un contexto ma´s general – sin utilizar el ana´lisis de Fourier –
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que involucra el desarrollo abstracto de ciertos espacios de Hilbert de funciones ente-
rasH(E) hoy conocidos como espacios de De Branges, (ve´ase el ejemplo 5.1). Por tal
razo´n, algunos autores hacen mencio´n de la teorı´a de los espacios de De Branges como
una generalizacio´n del ana´lisis de Fourier cla´sico (por ejemplo, ve´ase [10]).
En la actualidad, dichos espacios aparecen en diferentes contextos; por ejemplo, apa-
recen en la teorı´a espectral de los operadores de Schro¨dinger, en la teorı´a de prediccio´n
de procesos gaussianos, en problemas de momentos de Hamburguer o Stieltjes, en la
teorı´a de Krein de operadores de Volterra y operadores enteros, en ecuaciones diferen-
ciales ordinarias, en problemas de aproximacio´n mediante funciones enteras de tipo
exponencial, entre otros.
Respecto a su estructura matema´tica, la clase de funciones enteras pertenecientes a
H(E) es un espacio de Hilbert con nu´cleo reproductor en el cual se verifica la propie-
dad Zero-removing. Este u´ltimo hecho es de especial intere´s para nuestros propo´sitos
debido a que en la seccio´n 5.2 probaremos un teorema de muestreo ana´logo al teorema
4.2 (p. 68) de la seccio´n 4.3. Adema´s uno de los objetivos centrales de este capı´tu-
lo consiste en establecer algunas condiciones que permitan identificar un espacio HK
proveniente de un nu´cleo analı´tico de Kramer con un espacio de De BrangesH(E).
Este capı´tulo esta´ estructurado de la siguiente manera: en la seccio´n 5.1 se hace un
breve recorrido acerca de la construccio´n de los espacios de De Branges; se hara´ men-
cio´n de ciertas propiedades fundamentales, algunas de las cuales emplearemos poste-
riormente para tratar cuestiones de muestreo en dichos espacios. Estos to´picos esta´n
contenidos en la seccio´n 5.2 en la cual presentaremos algunas fo´rmulas de muestreo;
y, en la seccio´n 5.3, estudiaremos una caracterizacio´n de un RKHS de funciones en-
teras como un espacio de De Branges. En particular, utilizando la teorı´a de muestreo,
estudiaremos cua´ndo un espacioHK es isome´trico a un espacio de De Branges.
5.1. Los espacios de De Branges
Como se manifesto´ en la introduccio´n al capı´tulo, todo espacio de De Branges se
puede construir o bien a partir de tres propiedades, o con base en una funcio´n entera
E sin ceros en el semiplano C+ = {z : Im(z) > 0}, la cual determina completa-
mente al espacio. Dicha funcio´n pertenece a la llamada clase de Hermite-Biehler HB
de funciones enteras (ve´anse, por ejemplo, Levin [83] o Boas [19]), la cual fue intro-
ducida por Krein y desempen˜a un papel fundamental en la extensio´n del criterio de
Hermite-Biehler para polinomios a funciones enteras arbitrarias.
En el siguiente apartado presentamos brevemente la construccio´n de un espacio de De
Branges a partir de la funcio´n E, su caracterizacio´n como RKHS y la introduccio´n
de algunas propiedades u´tiles. Posteriormente, describiremos la “axiomatizacio´n” de
estos espacios (ve´ase [22]), esto quiere decir, que se formulan condiciones mediante
las cuales un espacio de Hilbert de funciones es isome´tricamente isomorfo a un espacio
de De Branges.
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Los espacios de De Branges y la clase HB
Definicio´n 5.1. Una funcio´n entera E(z) se dice que pertenece a la clase de Hermite-
Biehler, HB, si no tiene ceros en el semiplano superior C+ y adema´s verifica la de-
sigualdad
|E(z)| < |E(z)| , Im(z) > 0. (5.1)
Se puede dar una definicio´n ana´loga a (5.1) con la desigualdad contraria, en cuyo caso
E no tiene ceros en el semiplano inferior, (ve´ase [83, p. 307]). Se dice que dicha
funcio´n entera es de Hermite-Biehler en sentido estricto si adema´s no tiene ceros sobre
el eje real. Toda funcio´n entera de tipo exponencial necesariamente satisface (5.1) si
no tiene ceros en el semiplano superior y adema´s verifica alguna condicio´n general de
crecimiento [19].
Antes de definir formalmente el espacioH(E) se requieren los conceptos de funciones
analı´ticas de tipo acotado y de tipo medio no positivo. Aquı´ usaremos notacio´n esta´ndar
propia de la teorı´a de espacios de Hardy en el semiplano complejo (ve´ase, por ejemplo,
[65]).
Definicio´n 5.2. Una funcio´n f analı´tica en una regio´n Ω ⊆ C se denomina de tipo
acotado en Ω si existen funciones P yQ analı´ticas y acotadas en Ω, tales que f = P/Q
donde Q no es ide´nticamente nula.
Adoptaremos la notacio´n N = N (C+) para designar a la clase de funciones analı´ti-
cas en C+ de tipo acotado en este semiplano. Por otra parte, es conocido dentro de la
teorı´a de funciones analı´ticas, que al estudiar funciones de tipo acotado, analı´ticas en el
semiplano superior, existe (de acuerdo al teorema de factorizacio´n de Nevanlinna) un
nu´mero real que mide cierta condicio´n de crecimiento de una funcio´n f en esa regio´n
del plano complejo. Dicho nu´mero recibe el nombre de tipo medio de f y esta´ relacio-
nado con el concepto tipo exponencial (recue´rdese que una funcio´n entera es de tipo
exponencial si existen un par de constantes A y B tales que |f(z)| ≤ AeB|z|, z ∈ C),
de acuerdo a un resultado de M. G. Krein que asegura que una funcio´n entera es de
tipo exponencial si es de tipo acotado en los semiplanos superior e inferior en cuyo
caso el tipo exponencial es igual al ma´ximo de los tipos medios en los dos semiplanos.
Por lo tanto, el tipo medio se considera una generalizacio´n del tipo exponencial para
funciones no necesariamente enteras (ve´ase [20, p. 26]). En el semiplano superior, una
forma de calcular este nu´mero consiste en analizar el comportamiento de la funcio´n
sobre el semieje imaginario positivo. En concreto, si f ∈ N (C+), el nu´mero
l´ım sup
y→+∞
1
y
log |f(iy)|
es finito y se denomina el tipo medio de f . Cuando el tipo medio es no positivo, equi-
valentemente se emplea la siguiente definicio´n:
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Definicio´n 5.3. La funcio´n f(z) = x+ iy, con z = x+ iy, enN (C+) se denomina de
tipo medio no positivo si cuando y →∞, su crecimiento esta´ controlado por eµy para
cada µ > 0 , sobre el semieje {iy : y > 0}.
Definicio´n 5.4. (Espacio de De Branges)
Sea E una funcio´n de la clase HB. Se define H(E) como el espacio de funciones
enteras f tales que
f(z)
E(z)
y
f(z)
E(z)
, z ∈ C, (5.2)
son de tipo acotado y de tipo medio no positivo sobre el semiplano superior C+, y
∥∥f∥∥2H(E) = ∫ +∞−∞
∣∣∣∣ f(x)E(x)
∣∣∣∣2 dx <∞. (5.3)
A la funcio´n E tambie´n se le denomina funcio´n de estructura del espacio H(E).
Adema´s, es importante observar que su eleccio´n no es u´nica, de modo que es posi-
ble imponerle ciertas condiciones como por ejemplo, E(−i) = 0 y E(i) > 0. Al dotar
aH(E) con el producto interno〈
f, g
〉
H(E)
:=
∫ +∞
−∞
f(x)g(x)
|E(x)|2 dx, (5.4)
se convierte en un espacio de Hilbert de funciones enteras. No´tese que las condiciones
dadas a los cocientes (5.2) se refieren al siguiente hecho: para que una funcio´n entera
f pertenezca a un espacio de De Branges es fundamental controlar su crecimiento
respecto a la funcio´n de estructura E en los semiplanos superior C+ e inferior C− del
plano complejo.
En adelante adoptaremos la notacio´n f∗(z) := f(z), z ∈ C, para f una funcio´n entera.
No´tese que son inmediatos los siguientes hechos: f∗ es entera y adema´s si f es real en
R, entonces f∗ = f sobre el eje real y por prolongacio´n analı´tica sobre todo el plano
complejo.
Existe una forma alternativa de definir el espacio de De BrangesH(E) usando la clase
de funciones de Hardy H2(C+), que como es conocido, consiste en el conjunto de
funciones analı´ticas en C+ las cuales satisfacen∥∥f∥∥2
H2(C+) = sup
y>0
∫
R
|f(x+ iy)|2dx <∞.
Ası´, para E ∈ HB, el espacioH(E) se puede describir de la siguiente forma:
H(E) =
{
f entera :
f
E
,
f∗
E
∈ H2(C+)
}
y
∥∥f∥∥H(E) = ∥∥∥∥ fE
∥∥∥∥
H2(C+)
.
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En resumen, si E ∈ HB entonces f pertenece al espacio H(E) si y so´lo si es en-
tera, los cocientes (5.2) son de tipo acotado y de tipo medio no positivo y adema´s∫
R |f(x)E−1(x)|2dx < ∞. Adema´s, si E ∈ HB, el espacio (H(E), 〈·,−〉H(E)),
(usando el producto interno definido en (5.4)), es un espacio de De Branges y recı´pro-
camente, todo espacio de se obtiene a partir de E.
Por otra parte, existe una importante relacio´n entre las funciones de la clase HB y las
funciones interiores (recordemos que una funcio´n f es interior si f pertenece al espacio
de Hardy H∞ y |f | = 1 en casi todo punto). Toda funcio´n E perteneciente a la clase
HB define una funcio´n interior meromorfa [83], mediante
ΘE(z) =
E∗(z)
E(z)
, z ∈ C+. (5.5)
Dada una funcio´n interior Θ, si E es una funcio´n de la clase HB tal que Θ = ΘE ,
entonces E recibe el nombre de funcio´n de De Branges asociada a Θ. Adema´s, toda
funcio´n meromorfa interior posee al menos una funcio´n de De Branges [20].
Un hecho fundamental dentro de esta teorı´a es el siguiente: toda funcio´n entera E
perteneciente a la clase de Hermite-Biehler admite una descomposicio´n gene´rica en la
forma E(z) = A(z)− iB(z) en donde
A(z) =
1
2
(
E(z) + E∗(z)
)
y B(z) =
i
2
(
E(z)− E∗(z)), z ∈ C,
son funciones enteras, reales cuando z es real. Adema´s, los ceros de A y B son reales
y esta´n entrelazados (ve´ase [22, p. 842]) y si E es estricta, entonces los ceros son sim-
ples. Es importante notar que estas funciones no necesariamente pertenecen al espacio
H(E).
Debido a que E no es u´nica, las funciones A y B se usan para relacionar dos de estas
funciones estructura que generen el mismo espacio. Esto u´ltimo significa que si E1
y E2 son dos funciones de la clase HB tales que los espacios (H(E1), 〈·,−〉H(E1))
y (H(E2), 〈·,−〉H(E2)) son isome´tricos, entonces existe una matriz constante M de
orden 2 con entradas reales y determinante 1 tal que
(A2, B2) = (A1, B1)M.
Adema´s, existen constantes a, b > 0 (ve´ase [9]), tales que,
a
∣∣E1(z)∣∣ ≤ ∣∣E2(z)∣∣ ≤ b∣∣E1(z)∣∣ , z ∈ C+ ∪ R.
El espacio H(E) es un espacio de Hilbert con nu´cleo reproductor. Variando ligera-
mente las dos propiedades dadas en la pa´gina 19, las cuales debe cumplir un nu´cleo
reproductor en un RKHS, tenemos:
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1. Para todo ω ∈ C fijo, κ(ω, ·) ∈ H(E).
2. f(ω) = 〈f(t), κ(ω, t)〉H(E) para todo ω ∈ C y para toda f(z) ∈ H(E).
La condicio´n 1 significa que κ como funcio´n de z pertenece aH(E) para todo nu´mero
complejo ω. La condicio´n 2 es la propiedad reproductora del espacio; no´tese que este
producto interior se calcula considerando u´nicamente valores reales de z, (ve´ase [20,
teorema 19] y su prueba). De acuerdo a la notacio´n introducida en la seccio´n 2.3,
escribiremos κ(ω, z) := κω(z), para cada ω ∈ C fijo.
En este caso, el nu´cleo reproductor κ del espacio H(E) se expresa en te´rminos de la
funcio´n de estructura E de la siguiente manera:
κ(ω, z) =
E(ω)E∗(z)− E(z)E∗(ω)
2pii(z − ω) , z 6= ω, (5.6)
Tambie´n, es posible dar una definicio´n alternativa del nu´cleo, en te´rminos de las partes
real e imaginaria A y B de E:
κ(ω, z) =
A(ω)B(z)−A(z)B(ω)
pi(z − ω) , z 6= ω. (5.7)
Puesto que el nu´cleo reproductor es u´nico, descomponiendo la funcio´n de estructura
E en sus partes real e imaginaria, es fa´cil ver que las igualdades (5.6) y (5.7) son
equivalentes. Es importante resaltar que cuando el espacio de De Branges se determina
a partir del nu´cleo definido por (5.7), entonces es posible elegir la funcio´n estructura
E con algu´n grado de libertad; esto significa que para un nu´mero real a > 0, cualquier
funcio´n de la forma Ea(z) = aA(z) − iaB(z) o bien Eθ(z) = eiθE(z) = Aθ(z) −
iBθ(z) con θ ∈ [0, 2pi] nos da el nu´cleo reproductor [82].
La norma de κ(ω, z) = κω(z) , ω ∈ C fijo, se puede calcular como sigue,∥∥κω(z)∥∥H(E) = sup{∣∣f(ω)∣∣ : ∥∥f∥∥H(E) = 1} = √κ(ω, ω).
Otra fo´rmula para expresar el nu´cleo reproductor en un espacio de de Branges, la cual
sera´ de utilidad en el capı´tulo 6 es la siguiente (ve´ase [20, p. 57]),
2pii(ω − z)κ(z, ω) = pi(α− z)κ(z, α)(ω − α)κ(α, ω)
Im(α)κ(α, α)
−pi(α− z)κ(z, α)(ω − α)κ(α, ω)
Im(α)κ(α, α)
(5.8)
donde α ∈ C , Im(α) 6= 0.
Finalmente, es importante mecionar que otra manera de caracterizar el espacio de De
Branges H(E) usando una estimativa para |f(z)| ocurre al aplicar la desigualdad de
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Cauchy-Schwarz a la propiedad reproductora. En concreto, en [20, p. 53] se prueba la
siguiente propiedad:
Una funcio´n entera f(z) pertenece al espacio de Hilbert H(E) si y solamente si se
verifica (5.3) y
|f(z)|2 ≤ ‖f‖2H(E) κ(z, z) , z ∈ C .
Dos observaciones interesantes acerca de la construccio´n los espacios H(E) son las
siguientes:
En primer lugar, se ha mencionado reiteradamente que no existe unicidad debido
a que a partir de distintas funciones de estructura E se puede obtener el mismo
espacio. No obstante, cuandoE es estricta (sin ceros en la recta real) esta funcio´n
se hace u´nica al imponer algunas condiciones adicionales como por ejemplo, que
E(0) = 1 y que E′(0) tenga valores imaginarios puros.
El segundo comentario esta´ relacionado con el hecho que si H(E) es el espacio
generado porE tal queE(t0) = 0, con t0 ∈ R, entonces de acuerdo a la ecuacio´n
(5.4) toda funcio´n f en el espacio hereda este cero. Por lo tanto, es posible hacer
estricta la funcio´n estructura al dividir entre z − t0 toda funcio´n en H(E) y
generar otro espacio H(E/(z − t0)) preservando el producto interior, en cuyo
caso el nu´cleo reproductor proviene del nu´cleo de H(E) dividiendo e´ste entre
(z − t0)(ω − t0) (ve´ase [82]).
Para terminar, mencionamos un concepto importante dentro de la teorı´a de los espacios
de De Branges: la denominada funcio´n de fase. Para la funcio´n de estructura E ∈ HB,
la funcio´n de fase asociada a E es una funcio´n ϕE : R −→ R continua, creciente, tal
que E(t)eiϕE(t) ∈ R, cuando t ∈ R (ve´ase [20, p. 54]).
La funcio´nϕE es u´nica, salvo constantes aditivas en el conjunto piZ. Adema´s, es deriva-
ble y su derivada es positiva, continua y se calcula explı´citamente mediante la fo´rmula
ϕ′E(t) = pi
κ(t, t)
|E(t)|2 , t ∈ R.
No´tese que al usar la descomposicio´n de E en te´rminos de sus partes real e imaginaria
E(z) = A(z)− iB(z), se encuentra mediante un ca´lculo sencillo que
tanϕE(t) =
B(t)
A(t)
, (5.9)
con lo cual, es evidente que los puntos en donde ϕE(t) ≡ 0 (mod pi) son los ceros de
B(z) los cuales como se menciono´ anteriormente son reales y simples si E es estricta.
Del mismo modo, los puntos en donde ϕE(t) ≡ pi/2 (mod pi) son los ceros de A(z),
tambie´n reales, y esta´n entrelazados con los ceros de B.
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Otra caracterizacio´n de los espacios de De Branges
La construccio´n de una teorı´a abstracta de los espacios de De Branges surge como
consecuencia de la siguiente caracterizacio´n (ve´ase [22, p. 840]): un espacio de Hilbert
de funciones enteras (H, 〈·,−〉), H 6= {0}, es un espacio isome´trico a un espacio de
De BrangesH(E) si se cumplen las siguientes propiedades:
(BS1) Para cada ω ∈ C no real, el funcional lineal de evaluacio´n definido en H, por
f 7−→ f(ω) es continuo.
(BS2) Si f ∈ H, la funcio´n f∗(z) = f(z) tambie´n pertenece al espacioH y se cumple
que
∥∥f∗∥∥ = ∥∥f∥∥.
(BS3) Si f pertenece aH y f(ω) = 0, entonces la funcio´n f(z)z − ω
z − ω pertenece aH y〈
f(z)
z − ω
z − ω , g(z)
z − ω
z − ω
〉
=
〈
f, g
〉
, f, g ∈ H , g(ω) = 0.
De la condicio´n (BS1) se deduce que H es un RKHS. La unicidad del nu´cleo repro-
ductor se sigue del teorema de representacio´n de Riesz.
La relacio´n entre esta caracterizacio´n de un espacio de De Branges y la correspondiente
a partir de una funcio´n de estructura E perteneciente a la clase de Hermite-Biehler
esta´ dada de la siguiente manera: en [22, p. 841] se prueba que para todo espacio
de Hilbert de funciones enteras que verifique las condiciones (BS1)-(BS3) existe una
funcio´n enteraE la cual satisface la condicio´n (5.1), adema´s, si f es una funcio´n entera
perteneciente al espacio, entonces
∥∥f∥∥2
E
=
∫
R
∣∣∣∣ f(t)E(t)
∣∣∣∣2 dt <∞. (5.10)
y adicionalmente se cumple la siguiente estimativa para f
∣∣f(z)∣∣2 ≤
∥∥f∥∥2
E
(
|E(z)|2 − |E(z)|2
)
4piy
, z = x+ iy. (5.11)
La eleccio´n de E se puede hacer de tal manera que coincidan las normas ‖ · ‖E y la del
espacio. Esto significa que todo espacio de Hilbert H 6= {0} de funciones enteras que
satisfaga las propiedades (BS1)-(BS3) es isome´tricamente isomorfo a algu´n espacio
H(E), con cierto grado de libertad en la eleccio´n de la funcio´n E.
El recı´proco tambie´n es cierto, es decir, si H(E) es un espacio de Hilbert de funcio-
nes enteras construido a partir de una funcio´n E ∈ HB que cumple (5.10) y (5.11),
entonces,H(E), verifica el sistema de propiedades (BS1)-(BS3) [22].
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Una vez hecha esta breve introduccio´n a los espacios de De Branges, en la siguiente
seccio´n presentamos algunas fo´rmulas de muestreo en tales espacios. Sin embargo,
antes de entrar en detalles, presentamos a los espacios de Paley-Wiener como ejemplo
cla´sico de espacios de De Branges.
Ejemplo 5.1. (Los espacios de Paley-Wiener PWpiσ como espacios de De Branges)
La familia de funciones enteras Eσ(z) = e−ipiσz para σ un nu´mero real positivo
esta´ incluida en la clase de Hermite-Biehler. En este caso las funciones componentes
son Aσ(z) = cos(piσz) y Bσ(z) = sin(piσz). El correspondiente espacio de De Bran-
ges H(Epiσ) asociado es el espacio de Paley-Wiener PWpiσ . Una condicio´n necesaria
y suficiente para que una funcio´n entera f pertenezca a H(Epiσ) es que esta funcio´n
pueda escribirse en la forma
f(z) =
1
piσ
(∫
R
g
( t
σ
)
cos
( t
σ
z
)
dt+
∫
R
h
( t
σ
)
sin
( t
σ
z
)
dt
)
,
donde f y g son funciones en L2(0, piσ), complejas para t ≥ 0 cuyo soporte es [0, piσ],
([26], [93]). Adema´s, la funcio´n de fase asociada a Eσ(z) = e−ipiσz es ϕEσ (t) = piσt,
para t ∈ R.
En general, para constantes a, b tales que 0 < a ≤ b, se puede probar que H(Ea)
esta´ contenido isome´tricamente enH(Eb) y cada uno de estos espacios esta´ contenido
isome´tricamente en L2(R).
Para finalizar este ejemplo y con el fin de resaltar la importancia que los espacios
de Paley-Wiener tuvieron en el origen y desarrollo de la teorı´a de los espacios de De
Branges, merece la pena hacer un breve comentario al respecto. En el espacio de Paley-
Wiener PWpiσ , σ > 0, utilizando a [K(z)](ω) = eizω como nu´cleo de Fourier, si
f ∈ PWpiσ y fˆ es su transformada de Fourier en en L2(−piσ, piσ) entonces, sabemos
que se cumple ∫
R
|f(t)|2 dt = 1
σ
∑
n∈Z
∣∣∣f(n
σ
)∣∣∣2 . (5.12)
Sin embargo, en [28, p. 833], Louis de Branges encontro´ que (5.12) se puede probar
sin recurrir a las herramientas del ana´lisis de Fourier. De hecho, esta fo´rmula es un caso
particular de ∫
R
∣∣∣∣ f(t)E(t)
∣∣∣∣2 dt = ∑
n
pi
ϕ′E(tn)
∣∣∣∣ f(tn)E(tn)
∣∣∣∣2 , (5.13)
donde la suma se hace sobre el conjunto de valores reales tn, tales que la funcio´n de
fase ϕE verifica ϕE(tn) ≡ α (mod pi). La igualdad (5.13) es va´lida para toda f en
H(E) exceptuando a lo ma´s un valor de α (mod pi) [28].
La idea subyacente es la siguiente: al ser la identidad (5.12) va´lida en el espacio PWpiσ ,
σ > 0, que como se menciono´ anteriormente, visto como espacio de De Branges co-
rresponde a H(Epiσ) para la funcio´n de estructura E(z) = e−ipiσz con σ > 0. Al
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considerar (5.13) va´lida en un espacio ma´s general H(E), surgio´ la idea de encontrar
la generalizacio´n de la transformada de Fourier asociada a este espacio. tal generali-
zacio´n se encuentra considerando espacios H(Ea), para constante a > 0, contenidos
isome´tricamente en H(E). Ma´s au´n, toda funcio´n f en el espacio de Paley-Wiener
PWpiσ satisface la desigualdad∣∣f(z)∣∣2 ≤ ∫R∣∣f(t)∣∣2dt(e2piσy − e−2piσy)
4piy
, z = x+ iy. (5.14)
en el plano complejo. Recı´procamente, toda funcio´n entera la cual satisface (5.14) y
pertenece aL2(R) esta´ en PWpiσ (ve´anse [93], [19]). Al resolver el problema de encon-
trar una caracterizacio´n similar para funciones (definidas por transformadas integrales)
mas generales que las pertenecientes al espacio PWpiσ , σ > 0, condujo a De Branges
al desarrollo teo´rico de los espacios H(E); no´tese que (5.14) es un caso particular de
la desigualdad (5.11).
5.2. Muestreo en espacios de De Branges
En esta seccio´n desarrollamos algunos elementos de muestreo analı´tico en un espa-
cio de De Branges H(E); para ello nos preguntamos acerca de la existencia de bases
ortogonales en dicho espacio. Ciertamente, tales sistemas existen y se pueden caracte-
rizar en te´rminos del nu´cleo reproductor κ bajo ciertas restricciones: la ortogonalidad
depende de la funcio´n fase ϕE asociada aE y la completitud depende de que funciones
descritas en la forma eiαE(z)− e−iαE∗(z) en donde α es un nu´mero real o mu´ltiplos
constantes de estas no pertenezcan aH(E).
En concreto se verifica lo siguiente: para cada nu´mero real α, consideremos funciones
de la forma eiαE(z) ∈ H(E), con descomposicio´n gene´rica,
eiαE(z) = Sα(z)− iCα(z),
donde,
Sα(z) =
i
2
(
eiαE(z)− e−iαE∗(z)) y Cα(z) = 1
2
(
eiαE(z) + e−iαE∗(z)
)
,
son funciones enteras tales que S = S∗ y C = C∗. En [22, lema 7] se prueba que
existe a lo sumo un nu´mero real αmo´dulo pi, tal que Sα(z) pertenece al espacioH(E).
Por otra parte, no´tese que los ceros de B(z) de acuerdo a (5.9) son los valores reales
{tn} para los cuales ϕE la funcio´n de fase asociada a E verifica ϕE(tn) ≡ 0 (mod pi)
En general, sea α un nu´mero real dado y {tn} una sucesio´n de nu´meros reales tales
que ϕE(tn) ≡ α (mod pi). En [20, teorema 22] se prueba el siguiente hecho:
(a) La sucesio´n {
κ(tn, z)
E(tn)
}
(5.15)
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es un sistema ortogonal enH(E).
Sin embargo, respecto a la completitud de (5.15) se tiene el siguiente resultado [20,
teorema 22]:
(b) Existe a lo ma´s un nu´mero real α mo´dulo pi tal que (5.15) no es un sistema
completo. En este caso (como se menciono´ anteriormente), la funcio´n entera
Sα(z) pertenece a H(E) y los mu´ltiplos constantes de Sα(z) son los u´nicos
elementos del espacioH(E) los cuales son ortogonales a (5.15).
Teniendo en cuenta (a) y (b), presentamos en el siguiente teorema una fo´rmula de
muestreo en H(E) en donde por efectos pra´cticos modificando ligeramente (5.15),
usaremos como base ortogonal en el espacio a la sucesio´n {κ(tn, z)} para todo z ∈ C.
Teorema 5.1. (Muestreo en un espacio de De Branges)
SeanH(E), un espacio de De Branges, {tn} una sucesio´n de nu´meros reales tales que
ϕE(tn) = α(mod pi) para α un nu´mero real dado y {κ(tn, ·)} una base ortogonal
en H(E). Entonces, toda funcio´n f en H(E) puede ser recuperada a partir de sus
muestras {f(tn)} por medio de la serie muestral
f(z) =
∑
n
f(tn)
κ(tn, z)
κ(tn, tn)
, z ∈ C. (5.16)
La convergencia de la serie (5.16) es absoluta y uniforme en compactos de C.
Demostracio´n. Sea f una funcio´n en H(E). Desarrollando a f respecto a la base or-
tonormal {
κ(tn, ·)√
κ(tn, tn)
}
(5.17)
deH(E) obtenemos:
f(z) =
∑
n
〈
f(z),
κ(tn, z)√
κ(tn, tn)
〉
H(E)
κ(tn, z)√
κ(tn, tn)
=
∑
n
1
κ(tn, tn)
〈
f(z), κ(tn, z)
〉
H(E)κ(tn, z)
=
∑
n
1
κ(tn, tn)
f(tn)κ(tn, z)
=
∑
n
f(tn)
κ(tn, z)
κ(tn, tn)
. (5.18)
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No´tese que se ha usado la propiedad reproductora con ω = tn para cada n ∈ N para
obtener f(tn) =
〈
f(z), κ(tn, z)
〉
H(E). La convergencia en norma implica la conver-
gencia uniforme en subconjuntos acotados de C.
Obse´rvese el siguiente hecho respecto al teorema 5.1: en el caso que el nu´mero real α
es tal que Sα(z) ∈ H(E), es decir, la sucesio´n {κ(tn, ·)} no es completa en H(E),
basta considerar el complemento ortogonal del subespacio generado por Sα(z) el cual
notaremos H0(E). Bajo esta condicio´n, la sucesio´n {κ(tn, ·)} es una base de H0(E),
por lo tanto, el desarrollo (5.18) sera´ va´lido u´nicamente en este espacio.
Es importante mencionar que el espacioH0(E) tambie´n es un espacio de De Branges,
ve´ase [23, teorema II].
Una caracterı´stica que poseen los espacios de De Branges es que en ellos se verifica la
propiedad Zero-removing. En efecto (ve´ase[20, p. 52]), si la funcio´n de estructura E
pertenece a la clase HB en sentido estricto y H(E) es el espacio asociado correspon-
diente, entonces para f ∈ H(E) y ω ∈ C\R tal que f(ω) = 0, la funcio´n f(z)/(z−ω)
pertenece aH(E).
Como en el espacio de De BrangesH(E) se verifica la propiedad ZR, de forma ana´loga
al teorema 4.2, es posible demostrar que la fo´rmula de muestreo ortogonal (5.16) del
teorema 5.1 puede ser escrita como una fo´rmula interpolatoria tipo-Lagrange.
Teorema 5.2. Sean H(E) el espacio de De Branges de funciones enteras con funcio´n
estructura E(z) estricta y {tn} una sucesio´n de nu´meros reales, bajo las condicio-
nes del teorema 5.1. Entonces, para toda funcio´n f ∈ H(E), la serie (5.16) puede
escribirse como la fo´rmula interpolatoria tipo-Lagrange
f(z) =
∑
n
f(tn)
Q(z)
(z − tn)Q′(tn) z ∈ C, (5.19)
en donde Q es una funcio´n entera la cual tiene ceros simples u´nicamente en {tn} y tal
que (z − tn)κ(tn, z) = σnQ(z) para ciertas constantes no nulas σn. La convergencia
de la serie (5.19) es absoluta y uniforme en compactos de C.
Demostracio´n. Consideremos la funcio´n gn(z) := κ(tn, z). En primer lugar probare-
mos que los ceros de gn(z) esta´n dados por la sucesio´n de nu´meros reales {tj}j 6=n y
que estos son los u´nicos ceros. En efecto, usando la propiedad reproductora tenemos,
κ(tn, tj) =
〈
κ(tj , z), κ(tn, z)
〉
H(E)
= κ(tn, tn)δn,j
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Sea t˜ un cero de gn(z); puesto que en H(E) se verifica la propiedad ZR, entonces
gn(z)/(t− t˜) ∈ H(E). Del mismo modo, para cada n ∈ N, la funcio´n
Fn(z) := (t− tn)gn(z)
t− t˜ ,
pertenece aH(E) debido a que puede escribirse en la forma
Fn(z) = gn(z) +
t˜− tn
t− t˜ gn(z),
esto es, como la suma de dos funciones enteras en H(E). Si t˜ /∈ {tj}j 6=n, entonces
Fn(tn) = 0 para todo n ∈ N y en consecuencia por la fo´rmula (5.16) del teorema
5.1 Fn(z) ≡ 0 lo que implicarı´a que gn(z) ≡ 0 (puesto que (t − tn)/(t − t˜) no es
ide´nticamente nula), lo cual serı´a una contradiccio´n. Adema´s, tales ceros son simples
ya que en caso de existir algu´n cero tm de Fn para cada n ∈ N, cuya multiplicidad sea
mayor a 1, reiterando el argumento anterior a la funcio´n (t− tn)gn(z)/(t− tm) la cual
pertenece al espacio, llegamos de nuevo a concluir que gn(z) ≡ 0.
Por lo tanto, eligiendo una funcio´n entera P con ceros simples en la sucesio´n {tn},
entonces, para cada n ∈ N, existe una funcio´n entera An(z) sin ceros, tal que
(z − tn)gn(z) = P (z)An(z), z ∈ C.
A continuacio´n probaremos que existe una funcio´n entera sin cerosA(z) y una sucesio´n
αn en C\ {0} tal que para todo n ∈ N y para todo z ∈ C se satisface la igualdad
An(z) = αnA(z).
Para tal fin, observemos que al aplicar la fo´rmula muestral (5.16) a la funcio´n enH(E):
Gn,m(z) = (z − tn) gn(z)
z − tm
con ceros en {tj}j 6=m y m 6= n, llegamos a:
Gn,m(tn) = 0 , m 6= n,
o bien,
Gn,m(tm) = l´ım
z→tm
z − tn
z − tm gn(z) = (tm − tn)g
′
n(tm),
con lo cual,
Gn,m(z) = (tm − tn)g′n(tm)
gm(z)
κ(tm, tm)
.
Para el valor particular m = 1 se obtiene,
Gn,1(z) = (z − tn) gn(z)
z − t1 = (t1 − tn)g
′
n(t1)
g1(z)
κ(t1, t1)
.
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Entonces, considerando la sucesio´n αn = (t1 − tn)g′n(t1)/κ(t1, t1) para todo natural
n 6= 1, α1 = 1 si n = 1 y A = A1, concluimos que An(z) = αnA1.
En consecuencia, definimos Q(z) := P (z)A(z) y haciendo
κ(tn, z) =
αnQ(z)
z − tn ,
para z 6= tn, y
κ(tn, tn) = l´ım
z→tn
αnQ(z)
z − tn = αnQ
′(tn),
al sustituir en (5.16) se llega a la fo´rmula interpolatoria tipo-Lagrange
f(z) =
∞∑
n=1
f(tn)
Q(z)
(z − tn)Q′(tn) , z ∈ C.
Ejemplo 5.2. (Espacios de De Branges asociados a la ecuacio´n de Bessel: Fo´rmulas
de muestreo asociadas)
Presentamos a continuacio´n un ejemplo que exhibe una fo´rmula de muestreo en
espacios de De Branges los cuales se obtienen usando como funciones de estructura
algunas funciones de De Branges dadas explı´citamente. Esto se hace dentro de la teorı´a
de operadores diferenciales autoadjuntos de segundo orden con resolvente compacta.
Usando la igualdad (5.5), tales funciones denotadas Eν surgen a partir de las funciones
interiores de Bessel; en particular, tomando para cada ν ≥ 1/2 a la funcio´n interior
de Weyl Θν [86]. Los espacios H(Eν) y las fo´rmulas de muestreo que se derivan
(particularmente en el espacio H(E1/2)), surgen dentro de un problema de frontera
relacionado con la ecuacio´n diferencial de Bessel y en ese contexto, se utilizan adema´s
la funciones de Weyl-Titchmarsh asociadas al mismo.
En concreto, consideremos para ν ≥ 1/2 la ecuacio´n diferencial de Bessel de segundo
orden:
−u′′ +
(
ν2 − 1/4
t2
)
u = zu, 0 < t < 1, (5.20)
en donde el potencial esta´ dado por
q(t) =
ν2 − 1/4
t2
en (0, 1),
y la condicio´n de frontera u(0) = 0, la cual verifica la funcio´n
uz(t) =
√
tJν(t
√
z),
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la cual es solucio´n de (5.20). En esas condiciones, la funcio´n m(z) de Weyl-Tichmarsh
esta´ dada por la expresio´n [86],
m(z) = −u
′
z(1)
uz(1)
=
( 12 )Jν(
√
z) +
√
zJ ′ν(
√
z)
Jν(
√
z)
. (5.21)
Adema´s, como m es una funcio´n de Herglotz, es posible definir la correspondiente
funcio´n interior de Weyl (ve´ase [86, p. 193]), Θν(z):
Θν(z) =
√
zJ ′ν(
√
z) + ( 12 + i)Jν(
√
z)√
zJ ′ν(
√
z) + ( 12 − i)Jν(
√
z)
. (5.22)
Ahora bien, para encontrar la funcio´n de De Branges Eν de Θν , usamos un hecho muy
conocido de la teorı´a general de las funciones de Bessel; esto es, existe una funcio´n
real entera par Gν(z) tal que
Jν(z) = z
νGν(z),
donde Gν(0) 6= 0. Consideremos la funcio´n Fν(z) = zG′ν(z) la cual es real, entera y
par. Puesto que
zJ ′ν(z) = z
ν(νGν + Fν),
la ecuacio´n (5.22) se puede escribir en la forma
Θν(z) =
Fν(
√
z) + ( 12 + ν + i)Gν(
√
z)
Fν(
√
z) + ( 12 + ν − i)Gν(
√
z)
. (5.23)
En consecuencia, tomamos como funcio´n de De Branges de Θν para cada ν ≥ 1/2, a
Eν(z) := Fν(
√
z) +
(1
2
+ ν − i
)
Gν(
√
z) (5.24)
la cual no se anula en z = 0 y por lo tanto, tampoco tiene ceros reales. Esto u´ltimo es
cierto puesto que si existiera t ∈ R\ {0} tal que Eν(t) = 0 entonces,
Gν(t) = Fν(t) = 0
lo que implica, Jν(t) = J ′ν(t) = 0.
En el caso particular ν = 1/2 se tiene J1/2(z) =
√
2
piz sin z , con lo cual,
G1/2(z) = z
−1/2J1/2(z) =
√
2
pi
sin z
z
y
F1/2(z) = zG
′
1/2(z) =
√
2
pi
z cos z − sin z
z
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El espacio de de Branges correspondiente esH(E1/2). La descomposicio´n gene´rica de
la funcio´n de De Branges E1/2(z) = A1/2(z)− iB1/2(z) en (5.24), indica que,
A1/2(z) = F1/2(
√
z) +G1/2(
√
z); B1/2(z) = G1/2(
√
z).
La funcio´n de fase asociada a E1/2(z) es
ϕE1/2(x) = arctan
G1/2(
√
x)
F1/2(
√
x) +G1/2(
√
x)
. (5.25)
A continuacio´n presentamos algunas fo´rmulas de muestreo en H(E1/2). De acuerdo
al contenido teo´rico desarrollado en la seccio´n 5.2, tenemos lo siguiente: sea α un
nu´mero real dado y {tαn}∞n=1 una sucesio´n de nu´meros reales tales que la funcio´n de fase
dada en (5.25) verifica ϕ(tαn) = α (mod pi). Entonces, la sucesio´n {κ(tαn, z)} sera´ una
base ortogonal para H(E1/2) si y solamente si la funcio´n eiαE1/2(z) − e−iαE∗1/2 no
pertenece aH(E1/2).
Esto ocurre por ejemplo si α ∈ {0, pi/2}. Si α = 0, entonces por (5.25),B1/2(t0n) = 0;
del mismo modo, si α = pi/2, se cumple A1/2(t
1/2
n ) = 0. Veamos en lo que sigue, el
ana´lisis detallado para cada uno de estos valores de α justificando la existencia de la
base ortogonal correspondiente y en consecuencia la obtencio´n de una serie muestral
que ilustre las fo´rmulas (5.16) del teorema 5.1 y (5.19) del teorema 5.2.
a) α = 0.
En este caso, eiαE1/2(z) − e−iαE∗1/2 = 2iB1/2(z). Por lo tanto, veamos que
B1/2(z) /∈ H(E1/2). Para tal fin basta ver que B1/2(x)/E1/2(x) /∈ L2(R). En
efecto, si x ∈ R,∣∣∣∣B1/2(x)E1/2(x)
∣∣∣∣2 = B21/2(x)A21/2(x) +B21/2(x) = sin
2√x
x cos2
√
x+ sin2
√
x
/∈ L1(R).
Adema´s, como B1/2(t0n) = G1/2(
√
t0n) = 0, entonces, t
0
n = n
2pi2 para n ∈ N.
En consecuencia, toda funcio´n f en H(E1/2) puede ser recuperada mediante la
fo´rmula muestral
f(z) =
∞∑
n=1
f(n2pi2)
κ(n2pi2, z)
κ(n2pi2, n2pi2)
, z ∈ C, (5.26)
donde, de acuerdo a la fo´rmula (5.16), teniendo en cuenta la base ortonormal
(5.17),
κ(n2pi2, z)
κ(n2pi2, n2pi2)
=
2(−1)nn2pi2 sin√z
(z − n2pi2)√z .
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Aplicando el teorema 5.2, la ecuacio´n (5.26) puede ser escrita como la serie
interpolatoria tipo-Lagrange
f(z) =
∞∑
n=1
f(n2pi2)
Q(z)
(z − n2pi2)Q′(n2pi2) , z ∈ C,
con Q(z) = sin
√
z/
√
z, z ∈ C.
b) α = pi2 .
Puesto que eiαE1/2(z) − e−iαE∗1/2 = i(E1/2(z) + E∗1/2) = 2iA1/2(z), vea-
mos que A1/2(z) /∈ H(E1/2). Para tal fin, ana´logamente al caso anterior, basta
comprobar que A1/2(x)/E1/2(x) /∈ L2(R). En efecto, si x ∈ R,∣∣∣∣A1/2(x)E1/2(x)
∣∣∣∣2 = A21/2(x)A21/2(x) +B21/2(x) = x cos
2
√
x
x cos2
√
x+ sin2
√
x
/∈ L1(R).
Adema´s, como
A1/2(t
pi/2
n ) = F1/2
(√
t
pi/2
n +G1/2(
√
t
pi/2
n
)
=
√
2
pi
cos
√
t
pi/2
n = 0,
entonces, la sucesio´n de puntos muestrales esta´ caracterizada mediante la igual-
dad tpi/2n = (2n− 1)2pi2/4 para n ∈ N; con lo cual, toda funcio´n f enH(E1/2)
puede ser recuperada mediante la fo´rmula de muestreo
f(z) =
∞∑
n=1
f
(
(2n− 1)2pi
2
4
) κ((2n− 1)2 pi24 , z)
κ
(
(2n− 1)2 pi24 , (2n− 1)2 pi
2
4
) , z ∈ C. (5.27)
Usando una vez ma´s el teorema 5.2, la fo´rmula (5.27) puede ser escrita como la
serie interpolatoria tipo-Lagrange
f(z) =
∞∑
n=1
f
(
(2n−1)2pi
2
4
) Q(z)(
z − (2n− 1)2 pi24
)
Q′
(
(2n− 1)2 pi24
) , z ∈ C,
con Q(z) = cos
√
z , z ∈ C.
5.3. Los espacios HK como espacios de De Branges
En esta seccio´n estamos interesados en relacionar los espacios HK construidos en
la seccio´n 2.1 y los espacios de De Branges. En concreto nos preguntamos acerca de
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la existencia de condiciones bajo las cuales todo espacio H(E) pueda ser visto como
un RKHS HK donde K es un nu´cleo analı´tico de Kramer y viceversa. En el primer
caso, el corolario 5.2 proporciona una respuesta. Sin embargo, el problema recı´proco,
es decir, cua´ndo un espacio de Hilbert con nu´cleo reproductor HK proveniente de un
nu´cleo analı´tico de KramerK es isome´tricamente isomorfo a un espacio de De Branges
es en general difı´cil. Dado H un RKHS de funciones enteras arbitrario, en el pro´ximo
apartado se caracteriza como un espacio de De Branges. Posteriormente, nos ocupamos
de hacer lo mismo para los espacios HK utilizando las fo´rmulas interpolatorias tipo
Lagrange que aparecieron en la teorı´a de muestreo del capı´tulo 4.
Una nueva caracterizacio´n de los espacios de De Branges
SeaH un espacio de Hilbert con nu´cleo reproductor (el cual denotaremos por κ) de
funciones enteras. La caracterizacio´n de e´ste como espacio de De Branges se presenta
en el teorema 5.3 en el cual se da como condicio´n necesaria y suficiente, el poder
establecer una inmersio´n isome´trica entreH y L2(µ) – donde µ es una medida positiva
sobre R – siempre y cuando esta medida satisfaga una propiedad de aproximacio´n
que llamaremos condicio´n CA. En la prueba del teorema se usara´n dos argumentos: el
primero, proviene de la seccio´n 5.1 donde se menciono´ que una condicio´n necesaria y
suficiente para que todo espacio de Hilbert de funciones enteras sea isome´tricamente
isomorfo a algu´n espacio de De BrangesH(E) es que en dicho espacio se verifiquen las
condiciones (BS1)-(BS3) (ve´anse [22, p. 841] o [20, teorema 23]). El segundo, dado
en el lema 5.1 a continuacio´n, hace uso de una ligera pero importante modificacio´n de la
propiedad 6 (Criterio de pertenencia a un RKHS) la cual aparece al final de la seccio´n
2.3. En dicha modificacio´n se usa como hipo´tesis que el dominio de las funciones
del espacio H es un conjunto de unicidad del mismo; esto, como es bien conocido,
significa que si dos funciones coinciden sobre todo elemento del dominio, entonces
son ide´nticamente iguales.
Lema 5.1. Supongamos que Ω es un conjunto de unicidad deH. Una funcio´n compleja
f pertenece aH si y so´lo si existe una constante C > 0 tal que
∣∣∣∣∣
N∑
i=0
f(zi)λi
∣∣∣∣∣
2
≤ C2
N∑
i,j=0
κ(zi, zj)λiλj , (5.28)
para todo par de subconjuntos finitos {z0, z2 , · · · , zN} en Ω y {λ0, λ2 , · · · , λN} en
C.
Demostracio´n. Aunque no daremos todos los detalles, mencionaremos las dos ideas
fundamentales de la prueba:
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Debido a la desigualdad (5.28), la aplicacio´n
Φ :
N∑
i=0
f(zi)λi →
N∑
i=0
λiκzi
define un operador lineal acotado sobre la clausura del conjunto {κz : z ∈ C};
esto es, el subespacio generado por κz para cada z ∈ Ω. Φ se extiende asigna´ndo-
le el valor cero sobre el complemento ortogonal de este dominio.
En consecuencia, recurriendo al teorema de representacio´n de Riesz, existe un
elemento f˜ ∈ H el cual de acuerdo a la propiedad reproductora coincide con f
en Ω. Por lo tanto, puesto que Ω es un conjunto de unicidad deH, f ≡ f˜ .
Para ω ∈ C, denotamos por Hω al conjunto Hω :=
{
f ∈ H : f(ω) = 0}. Adema´s,
para f ∈ Hω definimos la funcio´n
fω(z) :=
z − ω
z − ωf(z). (5.29)
Con lo cual, esta´n dadas las condiciones para formular el siguiente resultado:
Teorema 5.3. Un RKHS de funciones enterasH es un espacio de De Branges si y so´lo
si esta´ isome´tricamente inmerso en L2(µ) donde µ es una medida positiva en R y se
cumple la siguiente condicio´n de aproximacio´n:
(CA) Para cada ω ∈ C, para toda f en Hω y todo subconjunto finito A ⊆ C existe
una sucesio´n de funciones enteras {fA,n}n∈N ⊂ H tal que
fA,n(z) −→ fω(z) , z ∈ A.
Adema´s, ‖fA,n‖L2(µ) < M , (M depende exclusivamente de f ) yH es sime´trico
respecto a la involucio´n f 7−→ f∗.
Demostracio´n. En primer lugar probaremos que H es un espacio de De Branges; pa-
ra ello, veamos que se cumplen las condiciones (BS1)-(BS3). Por hipo´tesis H es un
RKHS de funciones enteras, por lo tanto, la condicio´n (BS1) es inmediata. Para pro-
bar (BS3) supongamos que f ∈ Hω , queremos probar que fω ∈ H y que se tiene la
igualdad de las normas: ‖fω‖ = ‖f‖. Para tal efecto, consideremos el conjunto finito
de puntos A := {zi}Ni=1 ⊂ Ω, donde Ω := C \ {ω} y la sucesio´n {λi}Ni=1 ⊂ C. Sean
{fA,n}n∈N la sucesio´n de funciones de la condicio´n CA y dado  > 0,∣∣∣∣∣
N∑
i=0
λi(fω(zi)− fA,n(zi))
∣∣∣∣∣ < 
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para n suficientemente grande ya que el conjunto A es finito. Aplicando la propiedad
reproductora tenemos:∣∣∣∣∣
N∑
i=0
λifω(zi)
∣∣∣∣∣ ≤
∣∣∣∣∣
N∑
i=0
λifA,n(zi)
∣∣∣∣∣+
∣∣∣∣∣
N∑
i=0
λi(fω(zi)− fA,n(zi))
∣∣∣∣∣
≤
∣∣∣∣∣
〈
fA,n,
∑
i
λiκzi
〉
H
∣∣∣∣∣+ 
≤ ‖fA,n‖L2(µ)
∥∥∥∑
i
λiκzi
∥∥∥
L2(µ)
+ 
≤ M
∥∥∥∑
i
λiκzi
∥∥∥2
H
+ 
= M
√√√√ N∑
i,j=0
λiλjκ(zi, zj) + .
Como  es arbitrario, se obtiene la desigualdad (5.28) y puesto que Ω es un conjunto
de unicidad paraH , aplicando el lema 5.1, se concluye que fω ∈ H.
Probaremos ahora que ‖fω‖ = ‖f‖. Usando (5.29) tenemos,∫
R
|fω(t)|2 dµ(t) =
∫
R
∣∣∣∣ t− ωt− ωf(t)
∣∣∣∣2 dµ(t) = ∫
R
|f(t)|2 dµ(t) (5.30)
ya que si t es real, |t− ω| = |t− ω|. En particular, se concluye que fω ∈ L2(µ).
Finalmente, veamos que se verifica la propiedad (BS2). La involucio´n f −→ f∗ es una
isometrı´a en L2(µ) y puesto que H es sime´trico respecto a esta involucio´n, entonces,
f∗ ∈ H y ‖f∗‖ = ‖f‖; luego, H es isome´tricamente isomorfo a un espacio de De
Branges.
El recı´proco es inmediato.
A continuacio´n se ilustra el teorema 5.3. Se construye un espacio de Hilbert a partir
de un nu´cleo polinomial definido mediante una sucesio´n de polinomios ortogonales
reales.
Ejemplo 5.3.
Supongamos que {pn}∞n=0 es una sucesio´n de polinomios reales ortogonales con
respecto a una medida µ, solucio´n de un problema indeterminado de momentos. En-
tonces [105, teorema 10.33], el nu´cleo
κ(z, ω) :=
∞∑
n=0
pn(z)pn(ω) , z ∈ C,
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esta´ bien definido. Definiendo un truncamiento finito del nu´cleo,
κN (z, ω) :=
N∑
n=0
pn(z)pn(ω)
tenemos∫
R
κN (z, t)κN (ω, t)dµ(t) =
N∑
m,n=0
pm(z)pn(ω)
∫
R
pm(t)pn(t)dµ(t)
=
N∑
n=0
pn(z)pn(ω) = κN (z, ω).
Por lo tanto, ([96], teorema 1.38) se tiene que∫
R
κ(z, t)κ(ω, t)dµ(t) = l´ım
N→+∞
∫
R
κN (z, t)κN (ω, t)dµ(t)
= κ(z, ω) =
〈
κ(·, ω), κ(·, z)
〉
.
En consecuencia, el espacio de Hilbert H proveniente del nu´cleo reproductor κ queda
isome´tricamente inmerso en L2(µ) y como los polinomios {pn}∞n=0 tienen coeficientes
reales, entonces,H es sime´trico respecto a la involucio´n f −→ f∗.
Adema´s, los polinomios {pn}∞n=0 forman una base ortonormal en H (ve´ase [108, p.
4]), con lo cual, todos los polinomios esta´n enH. Del mismo modo, dado que el espacio
Hω es cerrado en H, entonces para toda f ∈ Hω existe una sucesio´n de polinomios
{rn}∞n=0 enHω que convergen a f en la norma deH, para los cuales
‖rn‖L2(µ) = ‖rn‖H ≤ a ‖f‖H ,
donde a es una constante positiva.
Por lo tanto, la sucesio´n {rn}∞n=0 cumple el mismo papel que la sucesio´n {fA,n}n∈N
en la condicio´n de aproximacio´n CA; y, puesto que los polinomios {rn}∞n=0 esta´n en
Hω , entonces {rn,ω}∞n=0 constituye la clase de polinomios que de acuerdo con (5.30)
tienen la misma norma que los polinomios {rn}∞n=0. Con lo cual, como consecuencia
del teorema 5.3 concluimos lo siguiente:
Corolario 5.1. El espacio H proveniente del nu´cleo κ(z, ω) := ∑∞n=0 pn(z)pn(ω),
z ∈ C, construido en el ejemplo 5.3 es un espacio de De Branges.
Ana´logamente, es posible usar – para construir el nu´cleo reproductor κ - una sucesio´n
de polinomios de segunda clase y con base en este nu´cleo, construir un espacio de
Hilbert como el del ejemplo 5.3 y del mismo modo caracterizarlo como un espacio de
De Branges.
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No´tese que como consecuencia del corolario 5.1, los espaciosHK
HK =
{
f : C→ C | f(z) =
∞∑
n=0
anPn(z), {an}∞n=0 ∈ `2(N0)
}
.
y
HK =
{
f : C→ C | f(z) =
∞∑
n=1
anQn(z), {an}∞n=1 ∈ `2(N)
}
.
del ejemplo 3.4 son espacios de De Branges.
Caracterizacio´n de los espacios HK como espacios de De Branges
Como se anuncio´ al comienzo de la seccio´n, en este apartado estudiaremos las
condiciones que permitan caracterizar al espacioHK como un espacio de De Branges,
pero, – teniendo en cuenta nuestros intereses y objetivos – lo haremos desde la perspec-
tiva de la teorı´a de muestreo. En concreto tenemos los siguientes hechos: siempre que
un espacio de Hilbert con nu´cleo reproductor HK , proveniente de un nu´cleo analı´tico
de Kramer sea isome´tricamente isomorfo a un espacio de De Branges H(E) (E(z) en
sentido estricto), entonces, en tal espacio se satisface la propiedad ZR y consecuente-
mente es posible escribir la fo´rmula de muestreo (3.5) como una serie interpolatoria
tipo-Lagrange (4.4). Hay una versio´n de la implicacio´n recı´proca la cual tiene validez
cuando la sucesio´n de puntos muestrales {zn}∞n=1 es real y la funcio´n Q(z) tambie´n,
con z ∈ R, como se enuncia en el siguiente teorema, [52]:
Teorema 5.4. Sea HK el RKHS proveniente del nu´cleo analı´tico K el cual es de
Kramer respecto de la sucesio´n de nu´meros reales {tn}∞n=1 y una base ortonormal
{en}∞n=1. Sea Q una funcio´n entera con ceros simples u´nicamente en {tn}∞n=1 tal
que Q∗(z) = Q(z) = Q(z) para z ∈ C. Adema´s, supongamos que la fo´rmula de
muestreo (3.5) puede ser escrita como una serie interpolatoria tipo-Lagrange (4.4)
para la funcio´n Q. Entonces, el espacioHK es un espacio de De Branges.
Demostracio´n. Probaremos que el espacioHK satisface las propiedades (BS1)-(BS3),
descritas en la pa´gina 94. La propiedad (BS1) es inmediata porque HK es un RKHS.
Para demostrar (BS2), consideremos f ∈ HK tal que
f(z) =
〈
K(z), x
〉
H
, z ∈ C, (5.31)
para cierto x ∈ H. Entonces,
f∗(z) =
〈
K(z), x
〉
H
=
∞∑
n=1
S∗n(z)
〈
x, en
〉
H, z ∈ C, (5.32)
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donde {en}∞n=1 es la base ortonormal tal que K(tn) = anen, n ∈ N. En este caso,
las funciones muestrales (2.22) esta´n dadas por Sn(z) =
〈
K(z), en
〉
H, n ∈ N, porque
{en}∞n=1 coincide con su base dual. Utilizando (5.31), encontramos:
f∗(tn) =
〈
K(tn), x
〉
H
=
〈
anen, x
〉
H = an
〈
x, en
〉
H.
Adema´s, puesto que la fo´rmula (4.4) permite considerar
Sn(z) = an
Q(z)
(z − tn)Q′(tn) , n ∈ N,
y por hipo´tesis {tn}∞n=1 ⊂ R y Q∗ = Q entonces,
S∗n(z) = an
Q(z)
(z − tn)Q′(tn) , n ∈ N.
En consecuencia obtenemos la fo´rmula de muestreo
f∗(z) =
∞∑
n=1
f∗(tn)
Q(z)
(z − tn)Q′(tn) n ∈ N, z ∈ C. (5.33)
Por otra parte, tomemos un elemento y ∈ H cuyos coeficientes de Fourier con respecto
a la base ortonormal {en}∞n=1 sean〈
y, en
〉
H =
an
an
〈
x, en
〉
H n ∈ N.
La funcio´n g(z) :=
〈
K(z), y
〉
H
, z ∈ C en el espacioHK verifica que
g(tn) = an
〈
y, en
〉
H = an
〈
x, en
〉
H = f
∗(tn) , n ∈ N.
Entonces, de acuerdo a la serie (5.33) concluimos que f∗ = g y por lo tanto, f∗ ∈ HK .
No´tese que la igualdad de las normas de f y f∗ es inmediata. En efecto,
‖f∗‖2HK = ‖y‖
2
H =
∞∑
n=1
∣∣〈y, en〉H∣∣2 = ∞∑
n=1
∣∣〈x, en〉H∣∣2 = ‖x‖2H = ‖f‖HK .
Finalmente probaremos que en HK se satisface la propiedad (BS3). Para tal efecto,
consideremos de nuevo una funcio´n f ∈ HK definida en la forma f(z) =
〈
K(z), x
〉
H
,
z ∈ C, para cierto x ∈ H y tal que f(ω) = 0 con ω ∈ C \ R . Puesto que Q(ω) 6= 0,
la serie interpolatoria tipo-Lagrange (4.4) para f proporciona
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∞∑
n=1
f(tn)
(ω − tn)Q′(tn) = 0.
Por lo tanto,
f(z) =
∞∑
n=1
f(tn)
Q(z)
(z − tn)Q′(tn) −
∞∑
n=1
f(tn)
Q(z)
(ω − tn)Q′(tn)
= (ω − z)
∞∑
n=1
f(tn)
Q(z)
Q′(tn)
1
(z − tn)(ω − tn) ,
con lo cual obtenemos,
f(z)
z − ω =
∞∑
n=1
f(tn)
(tn − ω)
Q(z)
(z − tn)Q′(tn) , z ∈ C.
Adema´s, dado que
z − ω
z − ωf(z) = f(z) + (ω − ω)
f(z)
z − ω ,
la funcio´n [(z−ω)/(z − ω)]f(z) pertenecera´ al espacioHK si y solamente si la funcio´n
f(z)/(z − ω) tambie´n pertenece aHK ; pero esto se sigue del teorema 4.2. Razonando
del mismo modo que en la prueba de dicho teorema, la funcio´n g ∈ HK definida por
g(z) :=
〈
K(z), y
〉
H
, z ∈ C, donde y ∈ H tiene coeficientes de Fourier en `2(N) con
respecto a la base ortonormal {en}∞n=1{〈
y, en
〉
H :=
1
tn − ω
〈
x, en
〉}
n∈N
,
coincide con la funcio´n entera f(z)/(z − ω).
Finalmente, se verifica la igualdad de las normas:∥∥∥∥z − ωz − ωf(z)
∥∥∥∥2 = ‖f + (ω − ω)g‖2HK = ‖x+ (ω − ω)y‖2H (5.34)
=
∞∑
n=1
|〈x+ (ω − ω)y, en〉H|2
=
∞∑
n=1
∣∣∣∣ tn − ωtn − ω
∣∣∣∣2 |〈x, en〉H|2 = ‖x‖2H = ‖f‖2HK
No´tese que TK(x+(ω−ω)y) = TK(x)+(ω−ω)TK(y) = f+(ω−ω)g y puesto que
TK es una isometrı´a, se tiene la igualdad de las normas en (5.34), con lo cual concluye
la prueba.
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una consecuencia del teorema 5.4, es que para todo espacio de De Branges H(E) es
posible encontrar explı´citamente un nu´cleo analı´tico de Kramer K, tal que H(E) sea
isome´tricamente isomorfo al RKHSHK . Esto se prueba en el siguiente corolario:
Corolario 5.2. (El espacio de De BrangesH(E) como espacioHK)
Un espacio de Hilbert con nu´cleo reproductor HK es isome´tricamente isomorfo a
un espacio de De Branges H(E) si y solamente si existe una fo´rmula de muestreo or-
togonal enHK la cual se puede escribir como una serie interpolatoria tipo-Lagrange;
esto es, para cada f ∈ HK ,
f(z) =
∞∑
n=1
f(tn)
Q(z)
(z − tn)Q′(tn) , z ∈ C,
donde {tn}∞n=1 es una sucesio´n de nu´meros reales y Q∗(z) = Q(z), para todo z ∈ C.
Demostracio´n. De acuerdo al teorema 5.4, para completar la caracterizacio´n, u´nica-
mente basta identificar al espacio de De BrangesH(E) con el espacioHK , encontran-
do el nu´cleo analı´tico de Kramer K(z). Para tal efecto, si f ∈ H(E), utilizando la
propiedad reproductora tenemos:
f(z) =
〈
f(ω), κ(z, ω)
〉
H(E)
=
∫
R
f(t)
κ(z, t)
|E(t)|2 dt
=
∫
R
f(t)
|E(t)|2
(
A(z)B(t)−A(t)B(z)
pi(t− z)
)
dt
=
〈
K(z), f(z)
〉
H(E)
,
donde el nu´cleo analı´tico de Kramer K(z) esta´ dado por
[K(z)] (ω) =
A(z)B(ω)−B(z)A(ω)
pi(ω − z) .
No´tese adema´s que f∗(z) y K(z), z ∈ C, pertenecen aH(E).
Los resultados obtenidos en el teorema 5.4 y en el corolario 5.2 merecen dos comenta-
rios finales:
Por un lado, no´tese que las herramientas teo´ricas formuladas dentro de la teorı´a
de espacios de De Branges para caracterizar los mismos (ve´anse [22, p. 841]
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o [20, , teorema 23]) permiten hacer lo propio con el RKHS HK sin recurrir al
operador antilineal TK asociado al nu´cleoK, definido en la seccio´n 2.1 y a partir
del cual se construyo´ este espacio.
La segunda observacio´n se refiere a que el nu´cleo analı´tico de Kramer descrito
en el corolario 5.2 no es u´nico. Por ejemplo, para el espacio H(E1/2) descrito
en el ejemplo 5.2 consideremos el nu´cleo
[K(z)] (t) =
√
2
pi
sin t
√
z√
z
, 0 < t < 1 , z ∈ C.
Para todo z ∈ C, la funcio´n K(z) pertenece a L2[0, 1] y la aplicacio´n
K : C −→ L2[0, 1]
z 7−→ K(z)
es analı´tica. Adema´s la aplicacio´n antilineal
L2[0, 1] −→ H(E1/2) , f 7−→
∫ 1
0
[K(z)](t)f(t)dt
es una isometrı´a (ve´ase [86]).
Ejemplo 5.4.
Consideremos una vez mas el espacio de Hilbert
HK =
{
f : C→ C | f(z) = 〈Pn(z), cn〉, {cn}∞n=0 ∈ `2(N0)}.
=
{
f : C→ C | f(z) =
∞∑
n=0
anPn(z), {an}∞n=0 ∈ `2(N0)
}
descrito en el ejemplo 3.4 (p. 50), donde {Pn(z)}∞n=1 es la sucesio´n de polinomios
ortogonales asociados a un problema de momentos indeterminado de Hamburger.
Por el teorema de muestreo 4.3 probado en la pa´gina 78, toda funcio´n f ∈ HK puede
ser desarrollada mediante la serie interpolatoria tipo-Lagrange (4.15)
f(z) =
∞∑
m=0
f(ztm)
Gt(z)
(z − ztm)G′t(ztm)
, z ∈ C.
En este caso, los puntos de muestreo {tn} son reales y esta´n dados por el conjunto de
ceros {ztn}∞n=0 de la funcio´nGt definida en dicho teorema, en te´rminos de las funciones
de Nevanlinna. Para aplicar el corolario 5.2, hacemos Gt(z) = Q(z), z ∈ C. Adema´s,
se observa queQ∗ = Q, por lo tanto, concluimos queHK es isome´tricamente isomorfo
a un espacio de De Branges.
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Ejemplo 5.5.
Ana´logamente al ejemplo anterior, consideremos el RKHS
HK =
{
f | f(z) =
∞∑
n=1
anQn(z), {an}∞n=0 ∈ `2(N)
}
,
proveniente del nu´cleo discreto [K(z)](n) = Qn(z), n ∈ N (descrito igualmente en el
ejemplo 3.4), donde {Qn(z)}∞n=1 es la sucesio´n de polinomios ortogonales de segunda
clase relacionada con los polinomios {Pn(z)}∞n=1 y con {P˜n} (polinomios ortogonales
de primera clase asociados al problema de momentos desplazado).
En el corolario 4.1 (p. 80), se probo´ que toda funcio´n f ∈ HK puede ser desarrollada
mediante la serie interpolatoria tipo-Lagrange (4.19)
f(z) =
∞∑
n=1
f(ωtm)
Gt(z)
(z − ωtm)G′t(ωtm)
, z ∈ C
Del mismo modo, los puntos de muestreo {tn} son reales y en este caso esta´n dados
por el conjunto de ceros {ωtn}∞n=1 de la funcio´n Gt la cual depende de las funciones de
Nevanlinna asociadas al problema de momentos desplazado.
Tambie´n en este caso basta hacer Gt(z) = Q(z), z ∈ C y se verifica fa´cilmente
que Q∗ = Q. En consecuencia, de acuerdo al corolario 5.2, concluimos que HK es
isome´tricamente isomorfo a un espacio de De Branges.

6
Teorı´a de muestreo asociada a un operador con
resolvente compacta
En este capı´tulo, siguiendo las ideas desarrolladas en los precedentes, nos ocupa-
mos de reconstruir funciones pertenecientes a ciertos espacios de Hilbert de funciones
enteras los cuales denotaremos porHσ . La te´cnica mediante la cual es posible obtener
fo´rmulas de muestreo en dichos espacios es la siguiente: a partir de un operador sime´tri-
co A, invertible, densamente definido sobre un espacio de Hilbert separable H, con
inverso y resolvente compactos, y una funcio´n entera σ, se construye una funcio´n com-
pleja Kσ con valores en H, la cual denominaremos nu´cleo de muestreo σ-resolvente.
Con base en esta funcio´n – que desempen˜a el mismo rol del nu´cleo analı´tico K de-
finido en el capı´tulo 2, a partir del cual se construyo´ el espacio HK –, se construye
por dualidad el espacio Hσ , el cual adema´s posee estructura de espacio de Hilbert con
nu´cleo reproductor.
Las fo´rmulas de muestreo obtenidas sera´n desarrollos, ortogonales y no ortogonales,
los cuales se deducen utilizando como muestras los valores de toda funcio´n f de Hσ
en el espectro discreto de A. Para ello se usa el teorema espectral para operadores
compactos. Resultados de muestreo ortogonales obtenidos de esta forma pueden verse
en las referencias [60] y [63].
En la seccio´n 6.1 se hace la construccio´n de los espacios Hσ como RKHS ana´loga-
mente a los espacios HK , y en la seccio´n 6.2 se desarrolla la correspondiente teorı´a
de muestreo en la cual, siguiendo las ideas fundamentales descritas en el capı´tulo 3, se
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deducen algunas fo´rmulas de muestreo. En la seccio´n 6.3 se estudia la propiedad ZR
enHσ; y, finalmente, en el apartado 6.4 utilizando el teorema 5.4, se estudia cua´ndo el
espacioHσ sera´ un espacio de De Branges.
6.1. Los espacios Hσ
SeanH un espacio de Hilbert separable y
A : D(A) ⊂ H −→ H
un operador lineal sime´trico (formalmente autoadjunto) densamente definido en H.
Supongamos que A es invertible, en cuyo caso denotaremos a su inverso mediante T ,
el cual supondremos adema´s que es compacto.
Es conocido en el a´mbito del ana´lisis espectral de operadores sime´tricos compactos,
que estos tienen espectro discreto, [106]. Esta y otras propiedades ba´sicas de dichos
operadores sera´n de utilidad a posteriori en relacio´n con la teorı´a de muestreo. Por lo
tanto, en lo que sigue, antes de desarrollar las ideas centrales de este capı´tulo, presen-
tamos una lista de algunas de tales propiedades (ve´anse por ejemplo, [106] o [109]).
Sea T el operador compacto considerado anteriormente, y supongamos que {λn} ⊂ C
es la sucesio´n de sus valores propios. Entonces:
1. Todo elemento distinto de cero, del espectro de T es un valor propio del opera-
dor.
2. El espectro σ(T ) es contable (puede ser finito o incluso vacı´o). Adema´s, el u´nico
punto posible de acumulacio´n de este conjunto es 0.
3. El espectro σ(T ) es real.
4. Para todo valor propio λ 6= 0, el espacio nulo ker(λI − T ) tiene dimensio´n
finita.
5. La sucesio´n de vectores propios {xk} de T constituye una base ortonormal de
H si y solamente si λ = 0 no es un valor propio de T .
Utilizando la propiedad 2, cuando el espectro de T es infinito numerable, entonces
l´ımn→∞ |λn| = 0; con lo cual, es posible ordenarlo formando una sucesio´n decreciente
de sus mo´dulos, esto es, |λ1| ≥ |λ2| ≥ |λ3| ≥ .....|λn| ≥ ... . Adema´s, 0 no puede ser
un valor propio de T por ser este un operador invertible. En consecuencia, de acuerdo
a la propiedad 5, la sucesio´n de vectores propios de T la cual notaremos {en}∞n=1
constituye una base ortonormal paraH.
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De acuerdo a la parte 4, sabemos que la dimensio´n de todo espacio propio asociado a
cada valor propio del operador T es finita. Por lo tanto, para cada λn definimos
κn = dim ker(λnI − T ) <∞
Teniendo en cuenta lo anterior, observamos que los valores y vectores propios del
operador sime´trico A esta´n determinados por las sucesiones {zn = 1/λn}∞n=1 en C
y {en}∞n=1 en H. Por lo tanto, se cumple que l´ımn→∞ |zn| = ∞ y 0 < |z1| ≤ |z2| ≤
. . . |zn| ≤ . . . . Adema´s se tienen las siguientes propiedades, (ve´ase [109, p. 343]):
5. Para cada x ∈ D(A) se cumple el desarrollo en serie
x =
∞∑
k=1
〈
x, ek
〉
Hek.
6. Un nu´mero complejo z pertenece al espectro de A si y solamente si z es alguno
de los elementos de {zn} y Aen = znen.
7. Si z no pertenece al espectro de A entonces se cumple el siguiente desarrollo en
serie para el operador resolvente de A:
(zI − A)−1x =
∞∑
k=1
〈
x, ek
〉
H
z − zk ek, (6.1)
para todo x ∈ H. Adema´s, (zI − A)−1 es compacto.
Es posible reordenar los vectores propios de A mediante la expresio´n{(
en,i
)κn
i=1
}∞
n=1
,
para i = 1, 2 , . . . , κn y n ∈ N, donde (en,i
)κn
i=1
es una base del espacio propio asocia-
do al valor propio λn.
Por otra parte, es conocido que el operador resolvente Rz := (zI − A)−1 es una
funcio´n meromorfa [109] en todo el plano complejo, el cual tiene polos simples en la
sucesio´n {zn}∞n=1. El desarrollo en serie (6.1) para Rz reescrito respecto a la sucesio´n
de vectores propios
{(
en,i
)κn
i=1
}∞
n=1
del operador A, produce
Rz(x) =
∞∑
n=1
1
z − zn
κn∑
i=1
〈
x, en,i
〉
Hen,i. (6.2)
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El nu´cleo σ-resolvente y los espacios Hσ
Sean A un operador definido como antes, {zn}∞n=1 la sucesio´n de sus valores propios
y Rz := (zI −A)−1 el operador resolvente de A. Sea P una funcio´n entera con ceros
simples en {zn}∞n=1 (lo cual es permitido por el teorema de Weierstrass, [116, p. 54]),
tal que P (z) = P (z); es decir, P es real enR. Si adema´s, el exponente de convergencia
de la sucesio´n {zn}∞n=1 definido como
η = ı´nf
{
α > 0 |
∞∑
k=1
1
|zk|α < +∞
}
es finito, se puede tomar como funcio´n P el producto cano´nico asociado a la sucesio´n
de valores propios {zn}∞n=1 mediante
P (z) =

∞∏
n=1
(
1− z
zn
)
exp
(
p∑
i=0
1
i
(
z
zn
)i)
si p ≥ 1
∞∏
n=1
(
1− z
zn
)
si p = 0.
Consideremos adema´s una funcio´n entera σ : C→ H. Definimos la siguiente funcio´n
con valores en el espacio de HilbertH:
Kσ : C −→ H
z 7−→ Kσ(z) := P (z)Rz(σ(z))
La funcio´n Rz(σ(z)) con valores en H es meromorfa, (ve´ase [63, p. 69]) con polos
simples en {zn}∞n=1 mientras que P es una funcio´n entera con ceros simples en dicha
sucesio´n; en consecuencia, al hacer el producto se eliminan los polos de la resolvente,
por lo tanto,Kσ es una funcio´n entera con valores enH la cual es una candidata o´ptima
para ser usada como nu´cleo para efectos de muestreo.
Definicio´n 6.1. La funcio´n entera Kσ valorada en H, asociada a la funcio´n entera
σ : C→ H se denominara´ nu´cleo muestral σ-resolvente.
Usando (6.2), se obtiene un desarrollo en serie para Kσ(z), para todo z ∈ C:
Kσ(z) =
∞∑
n=1
P (z)
z − zn
κn∑
i=1
〈
σ(z), en,i
〉
Hen,i, z ∈ C. (6.3)
En particular, si z = zm, m ∈ N se obtiene
Kσ(zm) = P
′(zm)
κm∑
i=1
〈
σ(zm), em,i
〉
Hem,i.
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A partir del nu´cleo de muestreo σ-resolvente Kσ asociado a una funcio´n entera σ,
ana´logamente a la teorı´a desarrollada en la seccio´n 2.1, es posible construir un espacio
de Hilbert de funciones enteras el cual en adelante sera´ denominado espacio Hσ . En
efecto, consideremos la aplicacio´n
Tσ : H −→ F(C,C)
x 7−→ Tσ(x)
donde a cada elemento x ∈ H se le asigna la funcio´n compleja
[Tσ(x)](z) := fx(z) =
〈
Kσ(z), x
〉
H, z ∈ C.
Denotaremos Hσ a la imagen del espacio de Hilbert H mediante la aplicacio´n Tσ; es
decir,
Hσ := Tσ(H) =
{
f : C −→ C : fx(z) =
〈
Kσ(z), x
〉
H
, x ∈ H
}
.
No´tese que la aplicacio´nTσ es antilineal; adema´s debido a que el nu´cleoKσ es entero,
entonces los elementos del espacioHσ son funciones enteras.
Al igual que para los elementos en HK , en adelante omitiremos el subı´ndice x para
toda f ∈ Hσ .
Hσ como un RKHS
Ana´logamente que para el espacio de Hilbert HK – cuya estructura se estudio´ en
la secciones 2.2 y 2.3 – al dotar al espacioHσ con la norma
‖f‖Hσ := ı´nf
{
‖x‖H : f = Tσ(x)
}
(6.4)
se obtiene un espacio de Hilbert de funciones enteras. Del mismo modo, siguiendo
el procedimiento usado para HK , es posible probar que existe un elemento x˜ ∈ H
para el cual el ı´nfimo definido en (6.4) se alcanza. En efecto, x˜ = Qx donde Q es la
proyeccio´n ortogonal de H sobre N⊥ y N denota como es usual el nu´cleo de Tσ . En
consecuencia, para todo x ∈ H la igualdad Tσ(x) = f verifica ‖f‖Hσ = ‖x˜‖H; por
lo tanto, Tσ es acotado y ‖Tσ‖ ≤ 1.
Por otra parte, puesto que los funcionales de evaluacio´n Ez : Hσ −→ C dados por
Ez(f) := f(z), para todo z ∈ C son continuos, entonces Hσ es un espacio de Hilbert
con nu´cleo reproductor. Usando la proposicio´n 2.1 probada en la seccio´n 2.3, el nu´cleo
reproductor κσ es la funcio´n
κσ : C× C −→ C
(z, ω) 7−→ 〈Kσ(z),Kσ(ω)〉H.
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Al sustituir los valores de Kσ(z) y Kσ(ω) encontramos una expresio´n explı´cita para
κσ(z, ω):
κσ(z, ω) = P (z)P (ω)
〈
Rz(σ(z)), Rω(σ(ω))
〉
H
.
6.2. Teorı´a de muestreo en Hσ
El desarrollo (6.2) del operador resolvente Rz se puede generalizar sustituyendo
la base ortonormal por una base de Riesz. En concreto, la situacio´n es la siguiente:
puesto que la sucesio´n
{(
en,i
)κn
i=1
}∞
n=1
conformada por vectores propios del operador
A es una base ortonormal del espacio de Hilbert H, consideremos una base de Riesz{(
xn,i
)κn
i=1
}∞
n=1
(obtenida al perturbar dicha base ortonormal) y
{(
x∗n,i
)κn
i=1
}∞
n=1
su
base dual asociada. Un desarrollo ana´logo a (6.3) para el nu´cleo σ-resolvente Kσ res-
pecto a
{(
xn,i
)κn
i=1
}∞
n=1
se define de la siguiente forma:
Kσ(z) :=
∞∑
n=1
P (z)
z − zn
κn∑
i=1
〈
σ(z), x∗n,i
〉
Hxn,i. (6.5)
En particular,
Kσ(zm) = P
′(zm)
κm∑
i=1
〈
σ(zm), x
∗
m,i
〉
Hxm,i. (6.6)
Teniendo en cuenta lo anterior, obtenemos la siguiente fo´rmula de muestreo:
Teorema 6.1. Toda funcio´n f perteneciente al espacioHσ se puede recuperar a partir
de la sucesio´n de sus muestras {f(zn)}∞n=1, mediante la fo´rmula de muestreo
f(z) =
∞∑
n=1
f(zn)
Afn(z)
Afn(zn)
P (z)
(z − zn)P ′(zn) , z ∈ C, (6.7)
donde Afn(z) depende de f y esta´ dada por la expresio´n
Afn(z) :=
κn∑
i=1
〈
x, xn,i
〉
H
〈
σ(z), x∗n,i
〉
H, z ∈ C.
La convergencia de la serie en (6.7) es en la norma de Hσ , absoluta y uniforme en
subconjuntos compactos de C.
Demostracio´n. Dada f ∈ Hσ , sea x ∈ H tal que f = Tσ(x). El desarrollo en serie de
x respecto a la base de Riesz
{(
x∗n,i
)κn
i=1
}∞
n=1
es
x =
∞∑
n=1
κn∑
i=1
〈x, xn,i〉H x∗n,i.
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Entonces,
f(z) =
〈
Kσ(z), x
〉
H =
〈
Kσ(z),
∞∑
n=1
κn∑
i=1
〈x, xn,i〉H x∗n,i
〉
H
=
∞∑
n=1
κn∑
i=1
〈x, xn,i〉H
〈
Kσ(z), x
∗
n,i
〉
H .
Utilizando el desarrollo (6.5) respecto a
{(
xn,i
)κn
i=1
}∞
n=1
del nu´cleo de muestreo σ-
resolvente, Kσ(z) obtenemos,
f(z) =
∞∑
n=1
κn∑
i=1
〈
x, xn,i
〉
H
〈 ∞∑
m=1
P (z)
z − zm
κm∑
i=1
〈
σ(z), x∗m,i
〉
xm,i, x
∗
n,i
〉
H
=
∞∑
n=1
κn∑
i=1
〈
x, xn,i
〉
H
∞∑
m=1
P (z)
z − zm
κm∑
i=1
〈
σ(z), x∗m,i
〉 〈
xm,i, x
∗
n,i
〉
H
=
∞∑
n=1
κn∑
i=1
〈
x, xn,i
〉
H
〈
σ(z), x∗n,i
〉
H
P (z)
z − zn
=
∞∑
n=1
Afn(z)
P (z)
z − zn . (6.8)
Por otra parte, usando (6.6) tenemos,
f(zn) =
〈
Kσ(zn), x
〉
H =
〈
P ′(zn)
κn∑
i=1
〈
σ(zn), x
∗
n,i
〉
H xn,i, x
〉
H
= P ′(zn)
κn∑
i=1
〈
σ(zn), x
∗
n,i
〉
H 〈x, xn,i〉H = P ′(zn)Afn(zn).
Finalmente, al sustituir esta u´ltima expresio´n en (6.8), obtenemos (6.7).
No´tese que f(zn) 6= 0 si y solamente si Afn(zn) 6= 0.
Puesto que toda base de Riesz es base incondicional, la serie (6.7) converge puntual
e incondicionalmente y en consecuencia, hay convergencia absoluta en C. Adema´s, la
convergencia uniforme se verifica tambie´n por serHσ un RKHS, puesto que la funcio´n
z 7−→ ‖Kσ(z)‖Hσ es acotada en subconjuntos compactos de C.
El operadorTσ es inyectivo si y solamente si es una isometrı´a; o equivalentemente, si y
solamente si el conjunto
{
Kσ(z)
}
, z ∈ C, es completo enH. Si en particular, κn = 1,
para todo n ∈ N, la sucesio´n{
K(zn)
}
n∈N
=
{
P ′(zn) 〈σ(zn), x∗n〉xn
}
n∈N
(6.9)
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es completa enH si 〈σ(zn), x∗n〉H 6= 0, para todo n ∈ N. En este caso, el operadorTσ
es una isometrı´a antilineal entreH yHσ; por lo tanto, la sucesio´n,{
Tσ(x
∗
n) =
P (z)
z − zn
〈
σ(z), x∗n,i
〉
H
}∞
n=1
es una base de Riesz paraHσ . Adema´s se tienen los siguiente resultados:
Corolario 6.1. Toda funcio´n f ∈ Hσ puede ser recuperada a partir de sus muestras
{f(zn)}∞n=1 mediante la serie
f(z) =
∞∑
n=1
f(zn)
〈
σ(z), x∗n
〉
H〈
σ(zn), x∗n
〉
H
P (z)
(z − zn)P ′(zn) , z ∈ C. (6.10)
La convergencia de la serie en (6.10) es absoluta y uniforme en subconjuntos compac-
tos de C.
En el caso particular en que σ(z) = c ∈ H donde c es una constante, obtenemos una
serie de muestreo tipo-Lagrange:
Corolario 6.2. Toda funcio´n f ∈ Hc, tal que f(z) =
〈
Kc(z), x
〉
H, z ∈ C, donde
x ∈ H, puede ser recuperada a partir de sus muestras {f(zn)}∞n=1 mediante la serie
interpolatoria tipo-Lagrange
f(z) =
∞∑
n=1
f(zn)
P (z)
(z − zn)P ′(zn) , z ∈ C. (6.11)
La convergencia de la serie en (6.11) es absoluta y uniforme en subconjuntos compac-
tos de C.
6.3. La propiedad ZR en los espacios Hσ
En la seccio´n anterior demostramos que en el espacio de Hilbert de funciones en-
teras Hσ proveniente del nu´cleo σ-resolvente Kσ es posible presentar una fo´rmula de
muestreo como (6.7). Tambie´n probamos que si κn = 1, entonces (6.7) se reduce a
(6.10). Ahora, nos preguntamos por la existencia de condiciones sobre la funcio´n en-
tera σ de tal manera que en el correspondiente espacio Hσ se verifique la propiedad
Zero-removing y por consiguiente, la serie muestral en (6.10) sea interpolatoria tipo-
Lagrange.
Una condicio´n suficiente se obtiene cuando la funcio´n σ(z) es constante. Si σ(z) = c ∈
H, de acuerdo al corolario 6.2, en Hc existe una fo´rmula de muestreo tipo-Lagrange;
por lo tanto, aplicando el teorema 4.2 (seccio´n 4.3, p. 68), se concluye que en Hc se
verifica la propiedad ZR.
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En lo que sigue, asumiremos que la multiplicidad de cada valor propio del operador
A es 1. El desarrollo en serie (6.3) para el nu´cleo muestral σ-resolvente Kσ(z) :=
P (z)Rz(σ(z)) respecto a la base de Riesz {xn}∞n=1 se convierte en
Kσ(z) =
∞∑
n=1
P (z)
z − zn
〈
σ(z), x∗n
〉
Hxn. (6.12)
Las funciones muestrales vienen dadas por:{
Sn(z) =
〈
Kσ(z), x
∗
n
〉
H
}∞
n=1
, z ∈ C.
Al usar el desarrollo (6.12), obtenemos
Sn(z) =
〈 ∞∑
m=1
P (z)
z − zm
〈
σ(z), x∗m
〉
Hxm, x
∗
n
〉
H
=
P (z)
z − zn
〈
σ(z), x∗n
〉
H. (6.13)
de modo que para cada n ∈ N, Sn ∈ Hσ .
Ahora bien, sabemos que toda funcio´n f perteneciente al RKHS Hσ hereda los ceros
del nu´cleo Kσ := P (z)Rz(σ(z)). Observando el desarrollo (6.12), recue´rdese que la
funcio´n P es entera, con ceros simples u´nicamente en la sucesio´n {zn}∞n=1, con lo cual,
si existe ω ∈ C tal que σ(ω) = 0, entonces Kσ(ω) = 0 y de acuerdo al ejemplo 4.3 de
la seccio´n 4.2, la propiedad ZR no se cumple en dicho espacio. Por lo tanto, en lo que
sigue supondremos que σ(z) 6= 0, para todo z ∈ C.
El conjunto de ceros de Sn esta´ constituido por la reunio´n de los ceros de P junto a los
ceros de
〈
σ(z), x∗n
〉
H; esto es,{
zk
}
k 6=n
⋃{
z ∈ C : 〈σ(z), x∗n〉H = 0}
Teniendo en cuenta los detalles descritos anteriormente, esta´n dadas las condiciones
para enunciar el siguiente teorema:
Teorema 6.2. En el espacio Hσ se verifica la propiedad ZR si y solamente si existen
una funcio´n entera F : C → C sin ceros y un elemento u ∈ H, u 6= 0, tal que la
funcio´n entera resolvente σ se puede expresar en la forma σ(z) = F (z)u.
Demostracio´n. Supongamos que la funcio´n resolvente σ se puede escribir en la forma
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σ(z) = F (z)u, u 6= 0. Sea f ∈ Hσ , aplicando (6.10), obtenemos
f(z) =
∞∑
n=1
f(zn)
〈
F (z)u, x∗n
〉
H〈
F (zn)u, x∗n
〉
H
P (z)
(z − zn)P ′(zn)
=
∞∑
n=1
f(zn)
F (z)
F (zn)
P (z)
(z − zn)P ′(zn) , z ∈ C. (6.14)
No´tese que
〈
u, x∗n
〉
H 6= 0, para todo n ∈ N, ya que
〈
σ(zn), x
∗
n
〉
H 6= 0. Por lo tan-
to, basta hacer Q(z) = F (z)P (z), z ∈ C y puesto que Q′(zn) = F (zn)P ′(zn), al
sustituir en (6.14) llegamos la serie tipo-Lagrange
f(z) =
∞∑
n=1
f(zn)
Q(z)
(z − zn)Q′(zn) , z ∈ C.
De acuerdo al teorema 4.2, se concluye que en el espacio Hσ se cumple la propiedad
ZR.
Para probar el recı´proco, consideremos la familia de funciones
Tn,m(z) =
Sn(z)
z − zm , m 6= n, z ∈ C,
las cuales pertenecen al espacioHσ , ya que por hipo´tesis, en dicho espacio se cumple la
propiedad ZR. Utilizando el desarrollo (6.10) del corolario 6.1 para Tn,m(z), llegamos
a
Tn,m(z) =
∞∑
j=1
Tn,m(zj)
〈
σ(z), x∗j
〉
H〈
σ(zn), x∗j
〉
H
P (z)
(z − zj)P ′(zj) . (6.15)
Ahora, efectuamos la evaluacio´n de Tn,m en la sucesio´n de muestras {zj} lo que pro-
duce
Tn,m(zj) =
Sn(zj)
zj − zm =

P ′(zn)
zn − zm
〈
σ(zn), x
∗
n
〉
H
j = n
P ′(zm)
zm − zn
〈
σ(zm), x
∗
n
〉
H
j = m
0 j 6= m,n
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con lo cual el desarrollo (6.15) de Tn,m se convierte en,
Tn,m(z) =
P ′(zn)
zn − zm
〈
σ(zn), x
∗
n
〉
H
〈
σ(z), x∗n
〉
H〈
σ(zn), x∗n
〉
H
P (z)
(z − zn)P ′(zn)
+
P ′(zm)
zm − zn
〈
σ(zm), x
∗
n
〉
H
〈
σ(z), x∗m
〉
H〈
σ(zm), x∗m
〉
H
P (z)
(z − zm)P ′(zm)
=
P (z)
zn − zm
[〈
σ(z), x∗n
〉
H
z − zn −
〈
σ(zm), x
∗
n
〉
H
〈
σ(z), x∗m
〉
H〈
σ(zm), x∗m
〉
H(z − zm)
]
. (6.16)
Si usamos la definicio´n de Tn,m(z) y aplicamos (6.13) y (6.16) obtenemos〈
σ(z), x∗n
〉
H
(z − zn)(z − zm) =
1
zn − zm
[〈
σ(z), x∗n
〉
H
z − zn −
〈
σ(zm), x
∗
n
〉
H
〈
σ(z), x∗m
〉
H〈
σ(zm), x∗m
〉
H(z − zm)
]
Entonces:〈
σ(z), x∗n
〉
H
(z − zm)(z − zn) −
〈
σ(z), x∗n
〉
H
(z − zn)(zn − zm) = −
〈
σ(zm), x
∗
n
〉
H
〈
σ(z), x∗m
〉
H〈
σ(zm), x∗m
〉
H(z − zm)(zn − zm)
.
Lo que es equivalente a〈
σ(z), x∗n
〉
H
z − zn
[
z − zn
(z − zm) (zm − zn)
]
=
〈
σ(zm), x
∗
n
〉
H
〈
σ(z), x∗m
〉
H〈
σ(zm), x∗m
〉
H(z − zm)(zm − zn)
.
Por lo tanto, 〈
σ(z), x∗m
〉
H =
〈
σ(zm), x
∗
m
〉
H〈
σ(zm), x∗n
〉
H
〈
σ(z), x∗n
〉
H. (6.17)
Por otra parte, desarrollando σ(z) respecto a la base de Riesz {xn}∞n=1 obtenemos
σ(z) =
∞∑
j=1
〈
σ(z), x∗j
〉
Hxj
teniendo en cuenta (6.17) se observa que los coeficientes
〈
σ(z), x∗j
〉
H satisfacen la
igualdad 〈
σ(z), x∗j
〉
H = an,j
〈
σ(z), x∗n
〉
H
donde
an,j =

〈
σ(zj), x
∗
j
〉〈
σ(zn), x∗n
〉 j 6= n.
1 j = n
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Por (6.17), no´tese que la sucesio´n {an,j}∞j=1 pertenece a `2(N).
Luego, aplicando (6.17) llegamos a
σ(z) =
∞∑
j=1
〈
σ(z), x∗j
〉
Hxj =
〈
σ(z), x∗n
〉
H
∞∑
j=1
an,jxj ,= Fn(z)un
donde Fn es una funcio´n entera y un un elemento no nulo de H, ya que los coeficien-
tes an,j son distintos de cero. En consecuencia, escogiendo un valor de n particular,
concluimos el resultado y el teorema queda demostrado.
6.4. Los espacios Hσ como espacios de De Branges
En esta seccio´n estudiamos la manera de relacionar los espacios Hσ con los espa-
cios de De Branges. En concreto, utilizando el teorema 5.4, caracterizaremos al espa-
cio Hσ proveniente de un nu´cleo de muestreo σ-resolvente Kσ como un espacio de
De Branges. Para tal efecto, consideremos xn = x∗n = en donde {en} es una base
ortonormal deH conformada por vectores propios del operador sime´trico (formalmen-
te autoadjunto) A. Supongamos adema´s que la multiplicidad de cada valor propio de
dicho operador es 1. El desarrollo en serie para el nu´cleo muestral σ-resolvente Kσ
respecto a la base ortonormal {en} es
Kσ(z) =
∞∑
n=1
P (z)
z − zn
〈
σ(z), en
〉
Hen. (6.18)
Bajo esas condiciones, el desarrollo en serie (6.10) del corolario 6.1 se convierte en el
desarrollo ortogonal
f(z) =
∞∑
n=1
f(zn)
〈
σ(z), en
〉
H〈
σ(zn), en
〉
H
P (z)
(z − zn)P ′(zn) z ∈ C, (6.19)
donde P es una funcio´n entera cuyos ceros {zn}∞n=1 son reales y simples tal que
P ∗(z) = P (z) = P (z).
Si la funcio´n σ es constante, inmediatamente (6.19) es una serie muestral tipo-Lagrange
ana´loga a (6.11) del corolario 6.2. En consecuencia, aplicando el teorema 5.4, el espa-
cio Hσ resultante es un espacio de De Branges. En [60], se comprueba directamente
utilizando el conjunto de propiedades proporcionado en la seccio´n 5.1.2, p. 94 me-
diante las cuales se caracteriza a un espacio de Hilbert de funciones enteras como un
espacio de De Branges.
Para aplicar el teorema 5.4, en el caso en que σ es una funcio´n entera no constante,
la u´nica posibilidad es σ(z) = F (z)u. Adema´s, puesto la sucesio´n {zn}∞n=1 es real y
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que Q∗ = Q con Q(z) = F (z)P (z), se tiene que cumplir que F ∗ = F . Bajo esas
condiciones, el espacioHσ es un espacio de De Branges.
En el caso que se cumpla lo anterior y estemos en un espacio de De Branges, vamos a
encontrar una funcio´n de estructuraEσ = Aσ− iBσ . Teniendo en cuenta que el nu´cleo
reproductor del espacioHσ es
κσ(z, ω) = P (z)P (ω)
〈
Rz(σ(z)), Rω(σ(ω))
〉
H
expresamos dicho nu´cleo respecto de las funciones Aσ y Bσ como
κ(ω, z) =
A(ω)B(z)−A(z)B(ω)
pi(z − ω) , z 6= ω.
Entonces, usando la siguiente fo´rmula (ve´ase [20, p. 57]),
2pii(ω − z)κσ(z, ω) = pi(α− z)κσ(z, α)(ω − α)κσ(α, ω)
Im(α)κσ(α, α)
−pi(α− z)κσ(z, α)(ω − α)κσ(α, ω)
Im(α)κσ(α, α)
(6.20)
dondeα ∈ C , Im(α) 6= 0, es posible encontrar una expresio´n para la funcio´n estructura
en te´rminos del para´metro α; esto es, Eσ(z)α := Aασ(z) − iBασ (z). Para tal efecto,
utilizando la siguiente propiedad del nu´cleo:
κσ(z, ω) = κσ(ω, z) = κσ(z, ω),
adema´s de κσ(α, α) > 0, fijando Im(α) > 0 sustituyendo y simplificando en (6.20),
se obtiene
Aασ(z) = Cα[(α− z)κσ(z, α) + (α− z)κσ(z, α)]
Bασ (z) = iCα[(α− z)κσ(z, α)− (α− z)κσ(z, α)]
donde Cα = [pi/Im(α)κσ(α, α)]1/2 y Aασ , B
α
σ son reales para z real. En consecuencia
la funcio´n Eασ (z) tal que |Eασ (z)| < |Eσ(z)α(z)|, con Im(z) > 0, es
Eασ (z) = Cα(α− z)κσ(z, α), z ∈ C.

Conclusiones y problemas abiertos
En este trabajo se desarrollo´ una teorı´a de muestreo analı´tico en el espacio de Hil-
bert con nu´cleo reproductor
HK :=
{
f : C −→ C : fx(z) = 〈K(z), x〉H , x ∈ H
}
.
el cual se construyo´ a partir de un espacio de Hilbert separable H, de un nu´cleo K :
C → H y de un operador antilineal TK con dominio en este espacio auxiliar H y
valores en el conjunto F(C,C). El espacio HK se caracterizo´ como un espacio de
funciones enteras que cuando K es un nu´cleo analı´tico de Kramer, admite un conjunto
de muestreo estable.
Los principales resultados obtenidos se resumen a continuacio´n:
Se ha probado un teorema de muestreo tipo Kramer el cual hemos denominado
teorema de muestreo analı´tico de Kramer en el cual se dan condiciones para
recuperar toda funcio´n en el espacio HK a partir de una sucesio´n {f(zn)}∞n=1
de sus muestras, mediante la fo´rmula de muestreo no ortogonal
f(z) =
∞∑
n=1
f(zn)
an
Sn(z), z ∈ C, (6.21)
donde la sucesio´n Sn es una base de Riesz en HK . La convergencia de (6.21)
es puntual en C, absoluta y adema´s uniforme en subconjuntos compactos de C
donde la funcio´n z 7−→ ‖K(z)‖ este´ acotada. Adema´s se ha probado un resulta-
do inverso de este teorema: a partir de una fo´rmula de muestreo como (6.21) en
HK , bajo ciertas condiciones, el nu´cleo K es analı´tico de Kramer.
Se ha demostrado una condicio´n necesaria y suficiente para que la serie (6.21)
se pueda escribir como una fo´rmula interpolatoria tipo-Lagrange en el espacio
HK . Dicha condicio´n es la existencia de la propiedad Zero-removing en HK .
Tambie´n, cuando el nu´cleo K es polinomial, se han formulado condiciones bajo
las cuales en tal espacio se verifica la propiedad ZR.
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Se ha desarrollado una teorı´a de muestreo en los espacios de De Branges,H(E).
Como en todo espacio de De Branges se cumple la propiedad ZR, se ha probado
que todo desarrollo ortogonal se puede expresar como una serie interpolatoria
tipo-Lagrange.
Se han relacionado los espacios de De Branges y los espacios HK . Especı´fica-
mente se han estudiado los siguientes problemas: cua´ndo un RKHS de funciones
enteras es un espacio de De Branges; cua´ndo el espacio HK se puede caracte-
rizar como un espacio de De Branges, y recı´procamente, se dieron condiciones
para determinar cua´ndo un espacio de De BrangesH(E) es un RKHSHK .
Finalmente, se han estudiado los espaciosHσ relacionados con operadores sime´tri-
cos con resolvente compacta. Estos espacios se han caracterizado como espacios
HK , se han probado algunas fo´rmulas de muestreo no ortogonal y se ha dado un
resultado mediante el cual se garantiza la existencia de la propiedad ZR.
Todos los resultados de esta memoria se han acompan˜ado con varios ejemplos ilus-
trativos en diferentes contextos.
Un extenso campo de investigacio´n futuro, viene dado por el estudio de la propie-
dad Zero-removing en espaciosHK construidos a partir de nu´cleos K generales.
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