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A Field-Extrema Hysteresis Loss Model for High-Frequency
Ferrimagnetic Materials
J. Cale, S. D. Sudhoff, and R. R. Chan
School of Electrical and Computer Engineering, Purdue University, West Lafayette, IN 47907-2035 USA
We present a new field-extrema hysteresis loss model (FHM) for high-frequency ferrimagnetic materials, along with a parameter identification procedure. The model does not involve solving an ordinary differential equation (ODE) and is asymmetric in that it works well
under dc bias conditions. In the proposed model, the loss calculations are based on the extrema values of the fields. The model includes
the effects of magnetic saturation as well as frequency effects. The model is comparable in accuracy to the ODE-based Jiles–Atherton
model, but retains the convenience and computational efficiency of an empirical model. We demonstrate a procedure to characterize
the model parameters using the Jiles–Atherton model. We compare magnetic hysteresis loss calculated by our new model with a full
time-domain solution, as well as an empirical model, for a sample high-frequency ferrite. We demonstrate the use of the model, and validate the model, by calculating magnetic loss in an EI core inductor operating as the filter inductor in a buck converter. The model and
identification procedure are being endorsed as a useful framework for computing magnetic loss in the context of automated magnetic
device design.
Index Terms—Automated design, hysteresis, magnetic loss.

I. INTRODUCTION
UTOMATED, population-based design methods are becoming increasingly popular as design tools [1]–[6]. When
using these algorithms (e.g., Monte Carlo, genetic algorithms,
particle swarm optimization), it is common to require the analysis of 10 -10 individual designs. When performing such a
procedure to minimize losses or maximize energy density, the
fields within the device are different in each candidate design.
Thus, a computationally efficient and accurate method of predicting magnetic losses is especially desirable in these cases.
Time-domain and history-dependent hysteresis models, in
particular the well-known Jiles–Atherton and Preisach models,
have been shown to accurately predict magnetic hysteresis
losses and behavior. However, the computational time required
by these models is inconvenient for automated design.
In an effort to mitigate the computational burden imposed by
time and history-dependent hysteresis models, researchers have
developed modifications to the empirical loss equation proposed
by Steinmetz [7]–[11]. Since the Steinmetz equation is valid
for sinusoidal excitations with zero dc bias, a particular goal of
the research community was to extend the Steinmetz equation
to predict loss attributable to nonsinusoidal flux density waveforms. Unfortunately, even these empirical models are not ideally suited for automated design algorithms.
One difficulty in applying [7]–[11] to automated design is
that they require the time derivative waveform of flux density
throughout the magnetic component. A high-resolution magnetic analysis over at least one period of the magnetization cycle
is therefore needed.
The magnetic field solution for many useful magnetic devices is complicated by the device geometry, nonlinearity of
the core material, and non-negligible leakage paths. A nonlinear
finite-element analysis (FEA) is typically used to obtain the
magnetic field solution for these devices. Furthermore, in many
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cases a 3-D FEA is required to represent all leakage flux. However, because of the computational burden of FEA, it is not suitable in an automated design context. Even in the case where an
accurate magnetic equivalent circuit that represents 3-D leakage
paths is available, as in [12], obtaining the time derivative waveform of flux density still requires a high-resolution analysis.
A second difficulty in using these models relates to accuracy.
Although empirical models based on the Steinmetz equation are
a function of frequency, they rely on published Steinmetz parameters. In [7]–[11], these parameters are assumed to be constants. However, it is reported in [9], [11], and [16] that the
Steinmetz parameters vary with frequency. For this reason, the
accuracy of existing Steinmetz-based models is limited by the
frequency range in which the underlying Steinmetz parameters
are valid.
In this work, a novel hysteresis loss model and parameter
identification procedure for high-frequency ferrimagnetic
materials is demonstrated. The parameters from the model
are obtained from a time-domain model (in this case the
Jiles–Atherton model). In a sense, the proposed approach
bridges the gap between empirical and time-domain models, in
order to provide a suitable framework for automated magnetic
device design.
The remainder of this paper is as follows. In Section II, the
Jiles–Atherton and Steinmetz equation models are briefly reviewed. This is followed by a description of the proposed loss
model in Section III. In Section IV, a characterization procedure is described for determining the parameters of the proposed
loss model, and an example of obtaining the parameters of the
proposed model from the Jiles–Atherton model for a sample
high-frequency ferrimagnetic material is presented. The predicted power losses are also compared with an empirical model.
In Section V, the proposed model is used to predict hysteresis
loss in an EI core inductor, and this prediction is compared to
that predicted using the Jiles–Atherton model and an empirical
model. Power loss prediction using the proposed model will be
shown to be in good agreement with the Jiles–Atherton model.
The paper concludes with a summary and suggestions for future
work.

0018-9464/$25.00 © 2008 IEEE
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II. BACKGROUND
Two general approaches for computing magnetic losses
are time-domain methods and empirical models. Among the
common time-domain methods (notably the Jiles–Atherton and
Preisach models), the Jiles–Atherton approach was chosen for
this work.
Commonly used empirical models include: the original equation introduced by C.P. Steinmetz, herein referred to as the Classical Steinmetz Equation (CSE) [7], the Modified Steinmetz
Equation (MSE) [8], the Natural Steinmetz Extension (NSE)
[9], the Generalized Steinmetz Equation (GSE) [10], and the Improved Generalized Steinmetz Equation (iGSE) [11]. However,
only the MSE contains terms that account for dc bias; the MSE
will therefore be used to compare with the proposed model.
Descriptions of the Jiles–Atherton, CSE, and MSE are presented in the following subsections.
A. Jiles–Atherton Hysteresis Model
A summary of the Jiles–Atherton model [13], [14] is given as
follows:
(1)
(2)
(3)
(4)
(5)
where is the total magnetization,
is the irreversible magis the reversible magnetization,
is the annetization,
hysteretic magnetization, is the applied field,
is the effec, and are parameters
tive field, and the parameters
that describe the anhysteretic and quasi-static hysteresis loop.
is defined as
for
and
The function
for
.
The model described by (1)–(5) can be put in an alternative
form as
(6)

In particular, the frequency-dependent magnetization
lated to the quasi-static magnetization by

(9)
is the natural frequency of
where is a decay constant and
the magnetic moments (the frequency at which the moments
would oscillate in the absence of damping forces). Once the
quasi-static magnetization loops are obtained from (6)–(8), the
frequency-dependent solution is determined from (9).
The complete frequency-dependent Jiles–Atherton model, as
described by (6)–(9), will be used for time-domain simulations
in the remainder of this section.
B. Classical Steinmetz Hysteresis Loss Model
The CSE is a commonly used formula for approximating
core losses of magnetic materials that are exposed to single-frequency, zero-bias excitation. According to the CSE, the hysis simply
teresis loss (per unit volume)
(10)
where is the frequency of the applied excitation,
is the
maximum flux density in the material, and
, and are empirical parameters which are assumed to be constant. The parameters in (10) are typically provided by manufacturers, either
directly or in the form of loss curves.
C. Modified Steinmetz Equation
The MSE is defined as follows. The average rate of induction
(field intensity)
is defined as
(11)
where
is the change in induction over one
cycle with time period .
For sinusoidal excitation, the excitation frequency is related
to the average rate of induction by
(12)
An equivalent frequency
excitation as

is then defined for nonsinusoidal

(7)
where from (4)

is re-

(13)
The loss associated with each magnetization cycle is then
(14)

(8)
Solving (6)–(8) yields quasi-static magnetization loops. In
[15], the Jiles–Atherton model was extended to include frequency effects. In particular, it was shown that in ferro- and
ferrimagnetic materials, the frequency dependence of the coercivity is attributable to damped oscillation of the domain walls.

The power loss for flux density waveforms (without dc bias) is
then given as
(15)
where

is the fundamental frequency.
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In order to accommodate for dc bias, the following modification to in (15) was suggested in [8]:
(16)
and
are associated with the dc and ac portion
where
are constants that are
of the flux density waveform and
determined experimentally from measurements at different frequencies and magnetizations.
III. DESCRIPTION OF THE PROPOSED MODEL
Although the CSE is simple in form, its application is limited.
First, the model does not account for dc bias in the flux density.
Secondly, although (10) is a function of frequency, it has been
suggested that the CSE parameters themselves vary with frequency [16]. On the other hand, the MSE accounts for dc bias
by the addition of (16). Even so, the MSE requires knowledge
of the derivative of flux density over a time period for the cal.
culation of
In addition to these concerns, in many engineering applications that incorporate magnetic devices, the measured or controlled quantity is input current. For these applications, it is convenient to formulate the hysteresis loss model in terms of the
minimum and maximum source field.
It is desired that the new model addresses the needs stated
above while approaching the accuracy of a time-domain simulation without the associated computational time. To this end, the
proposed field-extrema hysteresis model (FHM) has the form
(17)
where
(18)
and
and
In this work

are functions such that

and

.

(19)

(20)
where

and

.
Without loss of generality, the leading coefficients in
.
(19)–(20) may be chosen as
As seen from (17), the FHM incorporates the dc bias by
and
unspecified. In addition, the coefleaving
ficients in the polynomial expansion in (18) determine the
frequency effects of the model.
Although the proposed model is not ODE based, it is not
without physical justification. For steady-state conditions, the
hysteresis loss density may be expressed in terms of the area
and
in the – plane.
enclosed by the trajectory of

The height and width of the circumscribing rectangle are
and
, respectively.
This suggests the use of these terms as the basis for (17).
In general ferrites, the dissipative processes at low frequencies are different than at high frequencies. In particular, at low
frequencies, annihilation, formation, and movement of domain
walls dominate losses. At high frequencies, eddy currents dominate losses. The ability of the proposed approach to extrapolate
from the static-hysteresis loop to predict higher frequency ac
losses is to some extent due to the restriction of the application
of the method to high-frequency ferrites which have high resistivity and thus low eddy-current losses.1 The ability to extrapolate is also due to the fact that the Jiles–Atherton model used
to parameterize the FHM includes the effects of loss mechanisms beyond the static hysteresis loop (for example, minor loop
behavior).
IV. CHARACTERIZATION OF MODEL PARAMETERS
In the first part of this section, the identification procedure for
the parameters of the FHM is cast as an optimization problem.
This is followed by characterizations of a sample ferrimagnetic
material for zero bias and dc bias conditions.
Note that it is possible to determine a single set of parameters
that will cover both zero bias and dc bias applications. However,
utilizing separate characterizations allows the model parameters
to be tailored to the two applications. This yields better performance and/or allows the use of fewer terms in (18)–(20).
A. Formulation of the Optimization Problem
The optimization problem of determining the coefficients in
(18)–(20) will now be posed. To this end, define the parameter
vector to be determined as

(21)
The next step is to generate
sample excitation waveforms
and to collect the minimum and maximum field and frequency
sample expoints. The magnetizations corresponding to the
citation waveforms are then computed using the frequency-dependent Jiles–Atherton model described by (6)–(9).
associated with each set of parameters are
The error
then defined as
(22)
is the power loss associated with the th waveform
where
is the
computed from the Jiles–Atherton simulation and
power loss as calculated using the proposed model with parameter vector .
The fitness for the parameter vector is defined as
(23)
1These comments were suggested by one of the paper’s reviewers. The authors appreciate this contribution.
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Fig. 1. Hysteresis loops obtained from Jiles–Atherton simulation: zero dc bias.

where is a small number
introduced to avoid a singularity in the unlikely event of a perfect fit.
Any optimization method can be used to maximize (23).
In the case studies that follow, a genetic algorithm was used
[17]–[19]. The genetic algorithm used was implemented in
MATLAB 7.0 [21], [22] and was part of the GOSET toolbox
[23].
The sample material was a FerroxCube 3C81 ferrite [20],
(A/m),
having the hysteresis parameters
(A/m),
(A/m),
(s),
(rad/s) [15].
and
B. Characterization of Parameters: Sinusoidal AC Case
In this example characterization, the parameters of the FHM
were determined for the sinusoidal, zero dc bias case. Such characterizations are useful for line-frequency component designs.
training field waveforms were defined as
First,
(24)
Magnetic power loss was then computed for each of the waveforms using the Jiles–Atherton model. Several of the waveforms
obtained from the Jiles–Atherton model are shown in Fig. 1.
, and
in (18)–(22),
Taking
minimum and maximum values for the parameter values were
selected to be
(25)
and
(26)
The total number of individuals in the population and number
of generations were taken to be
and
. It
was observed that convergence was obtained in 500 generations.
A plot of the Jiles–Atherton predicted losses (plotted with an
“o”) and the FHM predicted losses (plotted with an “x”) using
the parameters obtained using the proposed fitting process is

Fig. 2. Fit for FHM predicted loss (x) versus Jiles–Atherton predicted loss (o).

TABLE I
PARAMETERS OBTAINED FOR P

: ZERO DC BIAS CASE

shown in Fig. 2. Each pair of points (x and o) corresponds to
a separate experiment. Different pairs of points at the same frequency have different excitation waveforms. As can be seen, the
proposed model performed well in reproducing the loss predicted by the Jiles–Atherton model for the training data set.
The average error for the samples was 3.3%. This yielded the
parameters shown in Table I.
For zero dc bias sinusoidal waveforms, the MSE reduces
to the CSE. Thus, in order to compare the power losses predicted by the FHM and the MSE, as well as to obtain the
Steinmetz parameters required by the MSE in subsequent case
studies, the parameters in (15) were determined. Since there
were only three parameters in this case, minimization of the
average error between the predicted losses from the MSE and
Jiles–Atherton model was obtained from curve-fitting techniques (Nelder-Mead simplex [24]). The best fit parameters
, and
(J/Wb m).
obtained were
Ten sample waveforms of the form of (24), but different from
the training waveforms, were then generated. The magnetic
power losses associated with the ten sample waveforms using
the FHM and MSE (with their fitted parameters) were then
compared with the losses obtained from the Jiles–Atherton
model. Table II lists the sample waveform data and the power
losses. As shown at the bottom of Table II, the losses obtained
from both models were comparable to the Jiles–Atherton model
in the zero dc bias case, although the FHM performed slightly
better than the MSE.
In order to further validate the FHM, the performance was
next tested for situations in which harmonic content is present.
This could be due to magnetic saturation in a filter inductor or
space-harmonics in an electromagnetic device.
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TABLE II
COMPARISON OF CALCULATED POWER LOSS FROM
TIME-DOMAIN ANALYSIS VERSUS MSE AND FHM

TABLE III
COMPARISON OF CALCULATED POWER LOSS FROM
TIME-DOMAIN ANALYSIS VERSUS MSE AND FHM

Fig. 3. Hysteresis loops obtained from Jiles–Atherton simulation: dc bias case.

C. Characterization of Parameters: DC Bias Case
In this characterization, the parameters of the FHM for the dc
bias case were obtained for triangular waveforms with dc bias.
Such characterizations are useful for power electronic converter
applications.
training field waveforms were defined as
The

First, power loss was computed using the Jiles–Atherton
input waveforms defined as
model with
(27)
are the same as those used in the zero dc bias charwhere
acterization above.
The magnetic power losses associated with the waveforms
in (27) were then computed using the FHM and MSE with the
parameters obtained from the purely sinusoidal zero dc bias
fit. Note that because of the third harmonic term
, therefore
must be calculated as the
maximum of (27) when applying the FHM.
Table III lists the sample waveform data and the power losses.
As shown at the bottom ofTable III, the losses obtained from
both models were comparable to the Jiles–Atherton model, although again the FHM performed better than the MSE. It is interesting to note that the FHM model is reasonably accurate even
though (27) includes two minor loop traversals with the –
trajectory. A distinct advantage of the FHM in this application
is that to utilize the FHM, only the peak fields need be calculated—it is not necessary to calculate the magnetization over a
complete field cycle in order to compute the magnetic power
loss.

(28)
where
and are duty cycle and switching period, respec.
tively, and
Magnetic power loss was then computed for each of the waveforms using the Jiles–Atherton model. Several of the waveforms
obtained from the Jiles–Atherton model are shown in Fig. 3.
Note that in this figure, the major loop shown is the quasi-static
loop which is provided for context. It is not part of any of the
trajectories.
, and
in (18)–(22),
Taking
minimum and maximum values for the parameter values were
selected to be
(29)

(30)

The total number of individuals in the population and
number of generations were taken to be
and
. It was observed that convergence was obtained in
1000 generations.
A plot of the Jiles–Atherton predicted loss and the FHM predicted loss (using the parameters obtained using the proposed
fitting process) is shown in Fig. 4. As can be seen, the proposed
model performed well in reproducing the error predicted by the
Jiles–Atherton model for the training data set. The average error
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Fig. 4. Fit for FHM predicted loss (x) versus Jiles–Atherton predicted loss (o).

TABLE IV
PARAMETERS OBTAINED FOR P

:
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Fig. 5. Fit for MSE predicted loss (x) versus Jiles–Atherton predicted loss (o).

TABLE V
COMPARISON OF CALCULATED POWER LOSS FROM
TIME-DOMAIN ANALYSIS VERSUS MSE AND FHM

DC BIAS CASE

for the samples was 3.8%. This yielded the parameters shown
in Table IV.
In order to compare the power losses predicted by the FHM
and
in (16) were deterand the MSE, the parameters
mined by minimizing the average error between the predicted
losses from the MSE and Jiles–Atherton model using curve-fitting (Nelder–Mead simplex [24]). The best fit parameters oband
.
tained were
A plot of the fitted and simulated power losses after the curve
fitting process for the MSE is shown in Fig. 5. Each point corresponds to a separate experiment for different frequencies. The
points at each frequency have different excitation waveforms.
The average error for the samples was 24.7%, roughly an order
of magnitude greater than the error associated with the FHM.
Ten sample waveforms having the form of (28), but different
from the training waveforms were generated. The magnetic
power losses associated with the ten sample waveforms using
the FHM and MSE (with their fitted parameters) were then
compared with the losses obtained from the Jiles–Atherton
model. Table V lists the sample waveform data and the power
losses. As shown at the bottom of Table V, the losses obtained
from the FHM were comparable to the Jiles–Atherton model in
the dc bias case. The FHM is also shown to yield considerably
less error than the MSE.
At this point, it is interesting to observe the effect of each
is plotted with respect to freterm in the FHM. In Fig. 6,
increases with increasing frequency. As shown in Fig. 6,
quency. Note that this term is independent of the applied field.
It can therefore be thought of as accounting for the frequency
dependency of the coercivity of the material, which causes an
expansion of the hysteresis loop for a given quasi-static field.

Fig. 6.

 (f ) versus frequency.

In Figs. 7 and 8,
field
level set of

is plotted with respect to the dc
and
. Fig. 8 depicts the
. As shown in Figs. 7 and 8, for a given
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and 1H .

Fig. 9. w(1H ) versus 1H .

Fig. 10. An “EI” type ferrimagnetic inductor.

Fig. 8. Level set of z (1M ).

decreases as the dc field reaches the saturation
field (approximately 200 A/m for 3C81). For zero dc bias, the
function is seen to have the form of the anhysteretic magnetization characteristic. This term accounts for loss attributable to
the “height” of the – loop, while incorporating saturation of
the magnetic material.
is plotted with respect to
. This term
In Fig. 9,
accounts for loss attributable to the “width” of the – loop.

Fig. 11. HFMEC representation of the inductor in Fig. 10.

V. CASE STUDY
In order to demonstrate the use of the proposed model in a
practical problem, and at the same time provide additional validation on a data set independent of the data set used to characterize the model parameters, an EI core inductor is now considered. In particular, for a given EI core inductor the losses computed using the FHM, MSE, and Jiles–Atherton model will be
compared at a number of operating points corresponding to different bias levels and fundamental frequencies.
In order to calculate the total inductor magnetic loss, it is necessary to compute the magnetic loss associated with the fields

throughout the device for a given operating condition. In [12],
an HFMEC representation of the EI type ferrimagnetic inductor
was derived. The arrangement of the EI inductor is depicted in
Fig. 10; its HFMEC representation is shown in Fig. 11. All symbols in Figs. 10 and 11 are defined in [12].
For this study, it will be assumed that the EI inductor in Fig. 10
is functioning as the filter inductor in a power electronic dc-dc
(buck) converter.
In a buck converter, the desired (controlled) inductor currents
are triangular with dc bias. For the FHM and MSE, the first
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TABLE VII
COMPARISON OF CALCULATED POWER LOSS FROM TIME-DOMAIN ANALYSIS
VERSUS MSE AND FHM FOR

D = 0:25

TABLE VIII
COMPARISON OF CALCULATED POWER LOSS FROM TIME-DOMAIN ANALYSIS
VERSUS MSE AND FHM FOR

Fig. 12. Input current and fields in several segments of the HFMEC.

D = 0:50

TABLE VI
COMPARISON OF CALCULATED POWER LOSS FROM TIME-DOMAIN ANALYSIS
VERSUS MSE AND FHM IN THE EI INDUCTOR

step is to compute
and
in each element using the HFMEC. This is done based on the minimum
and
, respectively. Then
and maximum input current,
the FHM and MSE are used to predict the loss density in each
segment, whereupon the losses are summed to compute the total
loss as follows. In Fig. 11, the permeances of the magnetic core
segments (as opposed to leakage permeances) are denoted ,
. Let the magnetic loss per unit volume
where
.
in core segment computed from model “X” be denoted
in the inductor is
Using symmetry, the total magnetic loss

TABLE IX
COMPARISON OF CALCULATED POWER LOSS FROM TIME-DOMAIN ANALYSIS
VERSUS MSE AND FHM FOR

D = 0:75

(31)
is the volume of the th segment, and the segment
where
number matches the permeance subscript in Fig. 11.
For comparison purposes, the losses were also computed
using the Jiles–Atherton model. The first step in this case was
to generate the time history of the fields within the inductor
using the HFMEC. These fields served as the input to the
Jiles–Atherton model, from which the magnetizations in each
segment were obtained. As an example, the bottom traces in
Fig. 12 depict the fields for the input current waveform shown
through
in the upper trace. In particular, the field intensity
correspond to the permeance element
through
in
Fig. 11.

In Table VI, the minimum and maximum fields produced by
the input current in Fig. 12 are listed for segments 1–6 of the inductor. Power losses from the Jiles–Atherton model, MSE, and
FHM are also shown for each segment. The bottom of Table VI
lists the total power calculated from (31) and the error with respect to the Jiles–Atherton model.
In the next study, the effect of current waveform duty cycle
was investigated. To this end, ten sample minimum and maximum current points were generated. From these points, trian,
, and
gular waveforms of duty cycle
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were produced, yielding a total of 30 waveforms.
The total magnetic power losses associated with the ten sample
waveforms using the FHM and MSE were then compared with
the losses obtained from the Jiles–Atherton model.
In this study, in order to ensure the least possible error using
and
in (16) were obtained for
the MSE, the parameters
each waveform. This was done by minimizing the average error
in the predicted power losses between the Jiles–Atherton model
and the MSE in segments 1–6 for each current waveform.
Tables VII–IX show the sample waveform data and the power
losses for the different duty cycles. As shown at the bottom of
Tables VII–IX, the losses obtained from the FHM were comparable to the Jiles–Atherton model and yielded considerably less
error than the MSE, for all of the duty cycles.
VI. CONCLUSION
In this work, a model and parameter identification procedure
was demonstrated that yielded a closed-form, time-independent
hysteresis loss equation from a sample of time-domain simulations. The accuracy of the power losses obtained from the new
model was shown to be consistent with a frequency-dependent
Jiles–Atherton simulation and yielded better performance than
the MSE for sinusoidal zero dc bias and triangular waveforms
with dc bias. The usefulness of the new model was demonstrated with a case study in which power loss arising from field
waveforms in a power electronic filter inductor for various converter duty cycles were also shown to be consistent with the
time-domain solution. The proposed model and characterization
procedure is therefore a computationally efficient and accurate
method of computing magnetic losses for high-frequency ferrimagnetic component design.
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