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A b s t r a c t In this thesis we study some structural results in 
polynomial optimization, with an emphasis paid to the applica-
tions from risk management problems and estimations in statis-
tical analysis. The key underlying method being studied is re-
lated to the so-called S-lemma in control theory and robust opti-
mization. The original S-lemma was developed by Yakubovich, 
which states an equivalent condition for a quadratic polyno-
mial to be non-negative over the non-negative domain of other 
quadratic polynomial(s). In this thesis, we extend the S-Lemma 
to univariate polynomials of any degree. Since robust optimiza-
tion has a strong connection to the S-Lemma, our results lead 
to many applications in risk management and statistical analy-
sis, including estimating certain nonlinear risk measures under 
moment bound constraints, and an SDP formulation for simulta-
neous confidence bands. Numerical experiments are conducted 
and presented to illustrate the effectiveness of the methods. 
摘要本博士論文著重研究關於多項式優化的理論，並討論 
其在風險管理及統計分析中的應用。我們主要研究的對象乃為 
在控制理論和穩健優化中常見的所謂 S 引理。原始的 S 引理 
最早由Y a k u b o v i c h所引入。它給出一個二次多項式 
在另一個二次多項式的非負域上為非負的等價條件。在本論文 








I would like to thank my supervisors, Professor Shuzhong ZHANG 
and Professor Anthony SO, for their guidance and kind support 
for my research during my PhD study. Throughout the years 
I have learnt from them not only the technical knowledge but 
also the philosophy of research and life. Special thanks are due 
to Professor Simai HE, who has helped and advised me in a 
substantial way on my research leading to the results contained 
in this thesis. 
iii 
This work is dedicated to my family, especially my wife, for 
their love and support. Without them, this thesis would not 
have been possible. 
iv 
Conten t s 
A b s t r a c t i 
摘要 ii 
Acknowledgement iii 
1 I n t r o d u c t i o n 1 
2 M e e t i n g t h e S - L e m m a 5 
3 A s t rongly r o b u s t fo rmula t ion 13 
3.1 A more practical extension for robust optimization 13 
3.1.1 Motivation from modeling aspect 13 
3.1.2 Discussion of a more robust condition . . . 15 
4 Theore t i ca l deve lopmen t s 19 
4.1 Definition of several order relations 19 
4.2 S-Lemma with a single condition g(x) > 0 . . . . 20 
v 
5 Conf idence b a n d s in po lynomia l regress ion 47 
5.1 An introduction 47 
5.1.1 A review on robust optimization, nonneg-
ative polynomials and SDP 49 
5.1.2 A review on the confidence bands 50 
5.1.3 Our contribution 51 
5.2 Some preliminaries on optimization 52 
5.2.1 Robust optimization 52 
5.2.2 Semidefinite programming and LMIs . . . 53 
5.2.3 Nonnegative polynomials with SDP . . . . 55 
5.3 Some preliminaries on linear regression and con-
fidence region 59 
5.4 Optimization approach to the confidence bands 
construction 63 
5.5 Numerical experiments 66 
5.5.1 Linear regression example 66 
5.5.2 Polynomial regression example 67 
5.6 Conclusion 70 
6 M o m e n t b o u n d of nonl inear r isk measu re s 72 
6.1 Introduction 72 
6.1.1 Motivation 72 
6.1.2 Robustness and moment bounds 74 
vi 
6.1.3 Literature review in general 76 
6.1.4 More literature review in actuarial science 78 
6.1.5 Our contribution 79 
6.2 Methodological fundamentals behind the moment 
bounds 81 
6.2.1 Dual formulations, duality and tight bounds 82 
6.2.2 SDP and LMIs for some dual problems . . 84 
6.3 Worst expectation and worst risk measures on an-
nuity payments 87 
6.3.1 The worst mortgage payments 88 
6.3.2 The worst probability of repayment failure 89 
6.3.3 The worst expected downside risk of ex-
ceeding the threshold 90 
6.4 Numerical examples for risk management 94 
6.4.1 A mortgage example 94 
6.4.2 An annuity example 97 
6.5 Conclusion 100 
7 C o m p u t i n g d i s t r ibu t iona l r obus t p robab i l i ty func-
t ions 101 
7.1 Distributional robust function with a single ran-
dom variable 105 
7.2 Moment bound of joint probability 108 
vii 
7.2.1 Constraint (7.5) in LMIs 112 
7.2.2 Constraint (7.6) in LMIs 112 
7.2.3 Constraint (7.7) in LMIs 116 
7.3 Several model extensions 119 
7.3.1 Moment bound of probability of union events 119 
7.3.2 The variety of domain of x 120 
7.3.3 Higher moments incorporated 123 
7.4 Applications of the moment bound 124 
7.4.1 The Riemann integrable set approximation 124 
7.4.2 Worst-case simultaneous VaR 124 
7.5 Conclusion 126 
8 Conc lud ing R e m a r k s a n d F u t u r e Di rec t ions 127 
A Nonnega t ive un ivar ia te po lynomia ls 129 
B Fi r s t a n d second m o m e n t of (7.2) 131 
Bib l iography 134 
viii 
List of Tables 
5.1 2-sided band for linear regression 67 
5.2 2-sided band for polynomial regression of degree 4 70 
6.1 Worst expectation in different periods 95 
6.2 Risk measures in different periods and different 
thresholds 96 
6.3 Calculations of the actuarial present value of the 
policy 98 
6.4 Worst case risk in different periods 99 
ix 
C h a p t e r 1 
In t roduc t ion 
Robust optimization has found many applications in risk man-
agement and engineering because of its wide spread modeling 
power in solving decision problems under uncertain parameters. 
In many cases, the so-called S-Lemma plays a significant role 
in the modeling process since it is capable of formulating some 
specific types of semi-infinite optimization models by a finite 
number of linear matrix inequalities (LMIs). As a consequence, 
the S-Lemma has attracted much research interest in itself and 
a large amount of follow-up work can be found in the literature. 
A significant portion of this thesis will be devoted to discussing 
the S-Lemma under the context of univariate polynomials, which 
is a novel extension of the classical S-Lemma. Apart from the 
theory, several robustness issues in statistical analysis and risk 
management are discussed. 
1 
1. Introduction 
Throughout the thesis except the last chapter, our discussion 
is focused on the class of univariate polynomials (unless other-
wise specified). Chapters 2 to 4 contain the theoretical develop-
ments, while Chapters 5 to 7 are related to the applications in 
practice, which arise in some specific robust optimization formu-
lations. More specifically, Chapter 2 discusses the literature on 
the S-Lemma and its background, followed by some motivating 
examples. Chapter 3 is concerned about the application of the 
new variant of the S-Lemma in practice; in fact, we shall present 
a strengthened robust condition, which leads to reasonable and 
tractable robust optimization formulations. 
In Chapter 4, the new variant of the S-Lemma for the univari-
ate polynomials will be presented. That chapter mainly contains 
a series of lemmas and theorems. In Chapter 5, with the newly 
established S-Lemma, we tackle a new class of problems arising 
from applications in statistics: confidence bands for polynomial 
regression. While there are methodologies for the computation 
of the confidence bands, we present a new approach with our 
new S-Lemma through semidefinite programming (SDP). Nu-
merical experiments are conducted to support our formulations 
towards the end of the chapter. 
As another relevant application, moment bound of nonlinear 
2 
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risk is discussed in Chapter 6. Extreme events occur rarely, but 
these are often the circumstance where an insurance coverage 
is needed. Given the first, say, n moments of the risk(s) of 
the events, one is able to compute or approximate the tight 
bounds for a risk measures in the form of E(^(x)) through SDP, 
via distributional robust optimization formulations. Existing 
results in the literature have already demonstrated the power 
of this technique when ^(x) is linear or piecewise linear. We 
extend the method to the case where ^(x) is a polynomial or 
fractional of polynomials. 
In Chapter 7, we introduce the issue of calculating the mo-
ment bound for worst-case joint probability with two random 
variables. Consider a random vector, and assume that a set of 
its moments information is known. Among all possible distri-
butions obeying the given moments constraints, the envelope of 
the probability distribution functions is introduced in this chap-
ter as distributional robust probability function. We show that 
such a function is computable in the bi-variate case under some 
conditions. The same chapter also includes a discussion on the 
connections to the existing results in the literature, as well as 
the applications in risk management. 
3 
1. Introduction 
口 E n d of chap t e r . 
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C h a p t e r 2 
Mee t ing t h e S -Lemma 
The fundamental principle of the S-Lemma (or the S-procedure) 
is to support the equivalence of the following two statements. 
S t a t e m e n t 1. 
f (x) > 0 Vgi(x) > 0 , i = 1, ••• ,k. (2.1) 
S t a t e m e n t 2. There exists nonnegative constants A i , . . . , Ak， 
not all zero, such that 
k 
f (x) 一 ^ Aigi(x) > 0. (2.2) 
i=0 
It is easy to verify that Statement 1 is a consequence of State-
ment 2. If the reverse holds, then it is called lossless, in which 
case we say that the S-Lemma is applicable. An informative re-
view of the S-Lemma as well as its application in various fields 
of mathematics (functional analysis, rank-constrained optimiza-
5 
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tion and generalized convexities) can be found in Polik and Ter-
laky [57] and the references therein. When k = 1 and the discus-
sion is limited to quadratic functions, Yakubovich [80, 81] first 
proved the equivalence with a regularity condition: 
T h e o r e m 1. Let f , g : R n ^ R be quadratic functions and 
suppose that there is an x G R n such that g(x) < 0. Then the 
following two statements are equivalent. 
1. There is no x G R n such that 
( f ( x ) < 0 
g(x) > 0 
\ 
2. There is a nonnegative number y > 0 such that 
f ( x ) + yg(x) > 0V x g R n 
The proof is based on a convexity result of Dines [20]: 
T h e o r e m 2. (Dines [20]; see also Polik and Terlaky [57]) If 
f , g : R n ^ R are homogeneous quadratic functions, then the 
set {(f (x),g(x) : x G R } C R 2 is convex. 
There are alternative proofs for the S-Lemma found in the lit-
erature. One is in Ben-Tal and Nemirovski [4] which relies on a 
technical lemma of Sturm and Zhang [70] regarding a construc-
tive procedure for a specific rank-1 decomposition of a semidef-
6 
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inite matrix. Another version is based on Lemma 2.3 in Yuan 
82]: 
T h e o r e m 3. (Yuan [82]; see also Ai et al. [1])Let Ai and be 
positive semidefinite matrices in Then the following are 
equivalent: 
1. max{x T Aix, A2X} > 0 for all x G R n (resp. > 0 for all 
x = 0). 
2. There exist 灼 > 0,灼 > 0,灼 + 灼 = 1 such that ^1A1 + 
^ 2 A 2 is positive semidefinite matrices in (resp. posi-
tive definite). 
Efforts have been made to explore the conditions under which 
Statement 1 and Statement 2 are equivalent for a larger k, but 
there are rarely any successful cases. Polyak [59] discusses the 
case k = 2 with a further assumption. Recently, Hu and Huang 
31] provide the same result based on a different assumption and 
generalized S-Lemma to even order tenors. Meanwhile, Tuy and 
Tuan [74] apply the topological minimax theorem to establish a 
generalized S-Lemma (k can be any integer) that x is restricted 
to an affine manifold. The results shed some light on the re-
lationship between the S-Lemma and the saddle point theorem 
of the minimax formulation. On the other hand, although the 
7 
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S-Lemma has been limited to quadratic functions with a single 
quadratic inequality g(x), its footprints can be found in quite 
a variety of fields. For instance, stability analysis of a dynamic 
system using Lyapunov functions (see Jonsson [34]), estimat-
ing sum of ellipsoids in error estimating (see Polyak [59]), and 
applications in robust optimizations (see Chen et al. [10]). 
Given the broad interest and wide applicability of the S-
Lemma, it is natural to extend the equivalence between State-
ments 1 and 2 in various circumstances. One such natural exten-
sion is to consider univariate polynomials. In the following, some 
motivating applications are presented to illustrate the point. 
E x a m p l e 1. (Cash Flow Management) 
In asset-liability management, we are often required to allocate 
cash flows in different future periods in order to meet a set of 
obligations. Suppose we have to decide the cash flow for a series 
of obligation Oi at the end of period i = 0, • • • ,n. Meanwhile, 
a series of cash flow, hi, • • • ,bn has already been arranged. In 
case some of cash flows are positive, they can be used to fund the 
obligations. In order to justify the whole portfolio economically 
(i.e. a nonnegative future value) under different interest rate 
environments, we can formulate an optimization problem to find 
8 
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the minimal amount of cash required for each period: 
n 
m i ^ y ^ a 
i=0 
n 
s.t.E{ai + bi - O i )(1 + x ) n - i > 0 Vx G [n，r2] U [r3，r4]， 
i = 0 
where ai 's are the decision variables, and [�丄，r2] and [r3, r4] (with 
Ti < r 2 < r 3 < ri) reflect different economic environments, say 
boom and bust. Recall that x G [rl，r2] U [r3, r4] can be represented 
by a polynomial; thus the constraint is an example of Statement 
1. 
Example 2. ("Best-fit" Polynomial) 
How functions can be best approximated by polynomials is of 
central importance in approximation theory. This is achieved by 
minimizing the quantified error(s) between the given functions 
and the approximating polynomial. This idea can be illustrated 
by polynomial regressions. 
Given a set of sample points, we can regress it with a polyno-
八 mial fi(x). If trials are repeated M times, we obtain N(< M) 
八 
possibly different justified fi(x) 's. Applying the concept in ap-
proximation theory, we can formulate an optimization problem 
for a “best-fit” polynomial based on the fi(x)，s: min E N = l |f ( x ) -
八 
fi(x)l. In general, the approximation is measured on a particu-
lar range l (that can be an interval or a union of such). Then 
9 
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the formulation is 
N 
m i ^ y ^ ti 
i=i 
s.t. - ti < f (x) - fi{x) < ti Vx = 1, ••• ,N 
It can be easily seen that the constraints are examples of State-
ment 1 
Example 3. (Moment Bounds) 
When we estimate the extremal (say maximum) expectation of 
a certainty quantity ^(x) based on the moments information of 
its underlying randomness x G Q, it is called a moment bound 
problem. The estimation is often through its dual formulation. 
Assuming Q C R , the problem can be formulated as follows: 
n 
supE[^(x)] = inf m i z i 
卻，…,Zn 
i = 0 
n s.t. ^^ z i x i > ^(x) Vx G Q, 
i = 0 
where mi are the i-th moment of x. Given more information 
about the range of x, the “for-all” (V) condition can be repre-
sented by some nonnegative polynomial. Then the constraints is 
an instance of Statement 1, provided that ^(x) is also a (piece-
wise) polynomial. 
However, a straight-forward analogy of S-Lemma in univari-
ate polynomials does not apply. In other words, there cannot 
10 
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be such nonnegative constant y in Statement 2 in general, even 
in the case of univariate polynomials. Counter examples can be 
easily constructed with odd degree polynomials, as well as when 
both f (x) and g(x) are even degree polynomials. In all cases, 
there is no guarantee for the existence of a nonnegative constant 
y. The following examples can be used to illustrate the point. 
E x a m p l e 4. Consider the following pairs of polynomials 
1. f (x) = (x + 1) 2(x 一 2)(x 一 4) and g(x) = x(x + 2)(x 一 6) 
2. f (x) = (x + 4)(x + 3)(x + 1)2(x一7) and g(x) = x(x + 2)(x一 
1)(x 一 4)(x 一 10) 
3. f (x) = (x + 2)(x + 3)(x 一 8)(x 一 10) and g(x) = x(x + 
5)(x 一 1)(x 一 5) 
We can verify the existence of y by solving an optimization prob-
lem: m a x f ( x ) — y g { x ) > o y. The optimal value however is ― � .T h i s 
means that the original S-Lemma fails if f (x) and g(x) are not 
quadratic functions. 
Since requiring y to be a constant is too strong for the state-
ments to be equivalent, even for univariate polynomials, we in-
troduce a more relaxed statement to replace Statement 2: 
11 
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S t a t e m e n t 3. There exist positive function Ao(x) and nonneg-
ative functions A i(x), i = 1, • • • , k, not all identically zero, such 
that 
k 
Ao(x)f (x) 一 ^ Ai(x)gi(x) > 0 V x G R (2.3) 
i=i 
Note that when A0(x)三 1 and all A i(x) are constants, State-
ment 3 reduces to Statement 2. From now on, we discuss only 
univariate polynomials. In the next chapter, we will first discuss 
a stronger condition guaranteeing the implications of the state-
ments. Then in Chapter 4, we are going to establish the general 
equivalence between Statements 1 and 3, with a regularity con-
dition. 
口 E n d of chap t e r . 
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A s t rongly robus t fo rmula t ion 
Before we prove the existence of hi(x) and 如⑷ in Statement 3 
to establish the S-Lemma for univariate polynomials in the next 
chapter, let us consider a stronger robust formulation. 
3.1 A m o r e prac t ica l ex tens ion for r obus t op-
t imiza t ion 
3.1.1 Mot iva t ion f r o m mode l ing aspec t 
In robust optimization, 
min c T n 
s.t. fn (x) > 0 V gi(x) > 0 i = 1,... ,k (3.1) 
is regarded as the robustness constraint, in the sense that f n ( x ) , 
whose coefficients affinely depend on the decision variable n, 
13 
3.1. A MORE PRACTICAL EXTENSION FOR ROBUST 
OPTIMIZATION  
must satisfy all the required condition (i.e. V gi(x) > 0, i = 
1, • • • , k). This constraint is not tractable in general. When k = 
1 and both f n ( x ) and g 1 (x) are quadratic function (and x could 
be in R n ) , the original S-Lemma guarantees the tractability by 
formulating an equivalent LMI. For k > 1, the S-Lemma fails to 
hold and we only have an SDP relaxation as an approximation 
(see Nemirovski [54]). 
On the other hand, when k = 1 and both f n ( x ) and g 1 (x) are 
univariate polynomials, as is in this thesis's setting, although 
we confirm (in the next chapter) the existence of h1 (x) > 0 and 
h2(x) > 0 such that h 1 (x ) f n (x ) — h2(x)g1(x) > 0 V x G R, the 
tractability is lost. This is because we have introduced new vari-
ables in the coefficients of h 1 (x) so that some variables (together 
with n) are no longer affine linear with respect to the coefficients 
of the term h 1 (x) f (x), thus such a condition is insufficient to be 
formulated as an LMI. In a simpler setting, by Theorem 7, if 
we restrict that deg g 1(x) < 2 (so that deg h 1 (x) = 0), then the 
tractability is resumed, since a quadratic or linear function g 1 (x) 
being nonnegative is equivalent to trapping x in a bounded or 
semi-infinite interval, or being free over the real line. This re-
duces to the discussion in Nesterov [56] about the nonnegativity 
of polynomial over such intervals. Nonetheless, the limitation 
14 
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for a general degree of g 1 (x) remains. 
In view of the difficulties in tackling (3.1) efficiently in the 
polynomial case, in this chapter we will replace it by a more ro-
bust (conservative) condition for polynomials of an even degree, 
so that h 1 (x) and h2(x�can be constants. Not only will this 
approach alleviate the limitation mentioned above, but also it 
is extendable to a more general case where two or more g i(x)'s 
are present. 
3.1.2 Discussion of a m o r e r o b u s t condi t ion 
Let x := (1, x , … , x n ) T for any x G R. Rewrite the poly-
nomials f n (x) = Bn • xxT and g i(x) = Ai • xxT, where Ai 
(i = 1, • • •，k) and Bn are some (symmetric) matrices contain-
ing the coefficients of g i(x) and f n (x) respectively, and • is the 
matrix inner product. Let X := {xxT|x G R}. Note that 
X is not convex. Recall on the other hand that Yakubovich 
80, 81] proved the original S-Lemma using Dines's result [20], 
in which Dines proved that the joint numerical range of two 
homogeneous quadratic function is a convex set. In the same 
spirit, we consider the conic hull of the joint numerical range 
(B n • X, A1 • X, • • • , Ak • X) and we have 
15 
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OPTIMIZATION  
L e m m a 1. 
W :.=cone conv{{Bn • X, Ai • X,... , Ak • X ) |X G X} 
= { ( B n • X, A 1 • X,... , A k • X ) | X G cone conv X} 
Proof. Since the inner product is an affine mapping, the equiv-
alence can be verified by definition. • 
With this convex cone, we are in a position to consider 
min c T n 
s.t. WnC = • (3.2) 
where C := {(u,v1,... , v k ) G R k + 1 |M < 0, Vi > 0, i = 1,... , k}. 
Essentially, we mean to replace (3.1) by (3.2), because the latter 
is tractable and yet more robust than the former. These will be 
shown in the following two theorems. 
T h e o r e m 4. Let Hn+1 be the set of Hankel matrices in R ( n + 1 ) ^ ( n + 1 ) 
and S++1 C R( n + 1 )x( n + 1 ) be the cone of positive semidefinite ma-
trices. Then cone conv X = S++1 n H^.1. Hence (3.2) can be 
checked by the SDP: 
min Bn • X (3.3) 
s . t . Ai • X > 0 i = 1 , •••，k ( 3 . 4 ) 
X G S++1 n (3.5) 
Tr(X) = 1 (3.6) 
16 
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Proof. It is easy to see that verifying (3.2) is equivalent to check-
ing whether 
min B„ • X (3.7) 
Ai»X>0 i=l，…，k 丨 
XGcone conv X 
has a nonnegative value. To see how this can be checked effi-
ciently, the dual of cone conv X is taken into account. 
Let Y G (cone conv X)*. By definition, 
Y • X > 0 VX G cone conv X 
^ ^ Y • ^ y ^ A a X a > 0 for any convex combination A a , 
a 
any t > 0 and any Xa G X 
台 Y • Xa > 0 VXa G X 
台 Y • xxT > 0 Vx G R. 
The last line is a univariate polynomial and one can verify that 
Y G S++ 1 + (Hn+1)丄 .Hence cone conv X C S++ 1 n Kn+\ To 
show their equivalence, it remains to prove that cone conv X is 
closed. By Lemma 1 of Sturm and Zhang [70], cl cone conv X = 
cone{xxT\x G cl(D)}, where D := {(1, x , … , x n ) T | x G R } C 
R n + 1 is closed since the function xj : R ^ R is continuous 
for any integer j. Hence cone conv X = S++1 H Hn+1 and we 
conclude that assumption (3.2) can be checked by solving (3.3)-
(3.6). • 
17 
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In the next theorem, we show that (3.2) has an LMI repre-
sentation which is analogous to the original S-Lemma's. 
T h e o r e m 5. (3.2) implies the following statement: 
k 
3yi > 0 s.t. fn(x) 一 ^ yigi(x) > 0 V x G R . (3.8) 
i=i 
Proof. Given that W n C = 0, and W is convex by Lemma 1, 
there exists AQ, AI, • • • , Ak (not all are zero) such that 
AQu + Aivi + h AkVk < 0 V(M, vi，... ,vk) G C 
(3.9) 
AoBn • X + AiAi • X + ••• + Ak Ak • X > 0 Vx G R . (3.10) 
(3.9) implies that AQ > 0,Ai < 0 for i = 1, ••• ,k. We further 
claim that AQ = 0. Otherwise, there exists at least one Ai = 0, 
for some 1 < i < k,. Then (3.10) may not hold for some x, 
which is a contradiction. Hence, we choose y i = 一怒 and this 
completes the proof. • 
It is worth recalling that (3.8) trivially implies (3.1). Hence, 
guaranteed by Theorem 5, we conclude that (3.2) is a more 
conservative condition than (3.1). 
口 E n d of chap t e r . 
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C h a p t e r 4 
Theore t ica l deve lopments 
In this chapter, several ordering relations are defined in order to 
establish the equivalence between Statements 1 and 3 for k = 1. 
4.1 Def in i t ion of several o rde r re la t ions 
Let f (x) and g(x) be two polynomials. 
Def in i t ion 1. Three ordering relations are defined as follows: 
(a) f \g>o > 0 signifies the implication: g(x) > 0 冷 f (x) > 0; 
(b) f \g>o > 0 signifies the implication: g(x) > 0 乡 f (x) > 0; 
(c) f \g>0 > 0 signifies the implication: g(x) > 0 乡 f (x) > 0. 
When all the above orders hold, f \g>*0 >* 0 is used to collectively 
represent them. 
19 
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Defin i t ion 2. The ordering relations t and ；>- are defined as 
follows: 
1. f (x) t g(x) signifies the fact that 
3 h1(x) > 0, h2(x~) > 0 and h3(x) > 0 such that 
h1(x)f (x) = h2(x)g(x) + h3(x) Vx G R 
2. f (x) >> g(x) signifies the fact that 
3h1(x) > 0, h 2 (x) > 0 and h3(x) > 0 such that 
h 1 (x) f (x) = h 2(x)g(x) + h3(x) Vx G R 
4.2 S - L e m m a wi th a single condi t ion g(x) > 0 
The proof of our S-Lemma relies on several technical lemmas 
below: 
L e m m a 2. (Decomposition Lemma) f | g>* 0 >* 0 3 f i (x) 
with deg f (x) < 2, i = 1,... , I , such that 
(a) f (x) = fo(x) n 1 = 1 fi(x) and 
(b) filg>*0 >* 0 for all i = 0 , 1 , . . . , I and 
(c) f0(x) > 0 for all x G R. 
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Proof. We prove this lemma by inductively reducing the number 
of roots of f , based on the fact that for any two polynomial 
functions 0 l(x)|02(x), 0 l | g >* o >* 0 and 02|g>*O >* 0, we always 
have ID|g>*o >* 0. If we can find / ( x ) | f (x) with /|沒>*0 >* 0, 
1 < deg f (x) < 2, then there is a decomposition for f if and 
only if there is a decomposition for f / f . 
If f(x) has no real root, then either f > 0 or f < 0. In the 
first case, the decomposition is trivial. In the second case, g has 
to be negative, therefore f = f 0 f l with f 0 = —f and f l = - 1 is 
a decomposition. 
If x 0 is a real root of f (x) with even multiplicities, then (x — 
x 0 ) 2 > 0 Vx = x 0 and g(x 0 ) < 0, therefore (x — x 0 ) 2 | g >* 0 >* 0 
holds trivially. Applying the inductive process on f (x)/(x—x 0 ) 2 , 
we can further decompose it until there is no multiple root. 
Assume x 0 to be a real root of f (x), if it is a multiple root, 
then (x — x 0 ) 2 > 0 Vx = x 0 and g(x 0 ) < 0, therefore (x — 
x 0 ) 2 | g >* 0 >* 0 holds trivially. Note that (J—二|g>*0 >* 0, we 
can further decompose the polynomial function f (x)/(x — x 0 ) 2 
by induction. If x) is a single root, assume {x|g(x) > 0 } = 
UR=1[ar，br], where ar < br < a r + l (a l can be —to and bR can be 
+TO). Define b0 := —to if a l is bounded, and a R + l := if bR 
is bounded. If x 0 falls in the same interval [br，ar+l] (0 < r < R) 
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with another root x 1 of f (x), then [(x—x 0)(x—x 1)]| g>* 0 >* 0 and 
(x—x 0)(x—x 1)|f (x). Notice that there has to be an even number 
of roots for any bounded intervals. If there is no other root of 
f (x) in the same interval, the interval has to be [ - t o , a1 ] or 
bR, + ⑴].For the first case, noticing that x 0 < a1 and g(x) < 0 
for all x < a 1 , we have (x 一 x 0 ) | g >* 0 >* 0 and x 一 x 0 | f ( x ) . 
For the second case, similarly we have (x 0 一 x)| g>* 0 >* 0 and 
(x0 一 x) |f (x). • 
The contra-positivity of Definition 1 is presented as a lemma 
here without proof. 
L e m m a 3. 
f | g>0 > 0 ^ ^ 一^|一/>0 > 0 . 
and 
f | g > 0 > 0 ^ ^ 一 " | - / > 0 > 0 
Similarly, we also have 
L e m m a 4. (c.f. Lemma 3) 
f (x ) ^ g ( x ) 台 1 � ^ 一/^ (x) 
and 
f (x ) — g ( x ) 台 1 �—一/^ ( x ) 
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L e m m a 5. Let deg f (x) < 2 or f > 0 and degg(x) < 2 or 
-g > 0. Then 
(I) f \g>0 > 0 = ^ f (x) — g(x). 
(II) f \ g>0 > 0 = ^ f (x) ^ g(x). 
(III) f \g>0 > 0 f (x) — g(x). 
Furthermore, the functions hl and h2 corresponding to the rela-
tionship f (x) — g(x) and f (x) t g(x) can be taken constants. 
Proof. Owing to the similarities in the arguments, we will only 
prove the lemma for (I). 
If f > 0, then setting h l = 1, h2 = 0 and h3 = f we have 
h l f = h2g + h3. If —g > 0, then h l = 0, h2 = 1 and h3 = —g 
makes h l f = h2g + h3. 
When deg f (x) = 0 or deg g(x) = 0, it is trivial. 
We will explore the combinations where deg f (x) = 1, 2 with 
deg g(x) = 1, 2. 
(i) deg f (x) = 1 and deg g(x) = 1. Let f (x) = alx + b l and 
g(x) = a2x + b2 with ai，a2 = 0. Then f (x) = ^^g(x) + 
hi — aab2. Take hi(x) = 1, � =f j and " 3 � =h i — ^！;2  
g > 0 > 0 implies ai / a 2 > 0 and f (—&2/a2) > 0. Therefore 
h2(x) > 0 and h 3 (x) > 0 for all x G R. 
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(ii) deg f (x) = 2 and deg g(x) = 1. 
Let f (x) = a1 x2 + b1x + c 1 and g(x) = a 2 x + b2 with a 1 , a 2 = 
0. Note that g(x) > 0 either when x approaches +�⑴ or 
—⑴，therefore f (x) > 0 when x approaches +�⑴ or —⑴， 
which means a1 > 0. Because of the affine mapping x — 
—x, we only need to consider the case a2 > 0. Let xo = 
—I and x1 = — 2a-. Then f (xn) = c1 —县 and f ( x ) = 
a 1 (x — x 1 ) 2 + f (x 1). If x 1 > x 0 , then we have g(x 1 ) > 0 so 
f (x1) > 0. Therefore h = 1, h2 = 0 and h = f > 0. If 
x 1 < x 0 , then f (x 0) > 0 and f ' (x 0 ) > 0. Take h 1 = 1, h 2 = 
f ( x 0 ) / a 2 , and h3(x) = f (x) — f (x 0)(x — x 0 ) . Obviously 
h 1 , h 2 > 0. For h3(x), since f (x) > f ' ( x 0 ) (x — x 0 ) + f (x 0), 
we have h 3 (x) > f (x 0) > 0 for all x G R. Also, it is easy to 
see that h 3 (x) is a strongly convex function because f (x) is 
strongly convex. 
(iii) deg f (x) = 1 and deg g(x) = 2. By Lemma 3 and Lemma 
4, it follows directly from (ii). 
(iv) deg f (x) = 2 and degg(x) = 2. We split further our dis-
cussion into three subcases: (iv.a) f (x) is convex and g(x) 
is concave; (iv.b) both f (x) and g(x) are convex (when g is 
convex, f has to be convex); (iv.c) both f (x) and g(x) are 
concave. By Lemma 3 and Lemma 4, (iv.c) is equivalent to 
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(iv.b). Therefore we will only discuss the first two cases. 
(a) The two closed interval (maybe empty) If = {x : 
f (x) < 0} and I g = {x : g(x) > 0} has to be disjoint. 
Therefore there exists a xo such that xo separates the 
two intervals. Without losing generality, we assume If 
is on the left side and I g is on the right hand side. Then 
f lx—xo>0 > 0 and (x — x 0 ) | g > 0 > 0. In the cases (ii) and 
(iii), we know f (x ) ；>- x — x 0 and x — x 0 ；>- g(x), and 
therefore f (x) ；; g(x). It is easy to verify that the h 1 , 
h 2 functions so constructed are constants. 
(b) If g(x) > 0 or f (x) < 0 for all x G R, it is trivial. 
Otherwise, there exists a x 0 such that g(x 0 ) < 0 and 
f (x 0) > 0. Define 
/ ( x ) = (x — x0) 2 f ( - 1 - ) 
x — x 0 
and 
g ( x ) = ( x — x0 ) 2 g ( ~ ) . 
x — x 0 
Because g(x 0 ) < 0, we know g(x) is concave quadratic. 
Similarly, / (x ) is convex. For all x = x 0 , if g(x) > 0 
then g(x—^) > 0, therefore f ( x — 1 ^ ) > 0, and conse-
quently ^(x) > 0. Also, g(x 0 ) > 0 and ^(x 0 ) > 0 
because both f and g are convex quadratic functions. 25 
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So we have ,flg>Q > 0. It follows from (iv.a) that there 
八 八 八 
exist nonnegative constants hi, h2, and h3(x) > 0 for 
all x G R such that 
hif = h2g + ha. 
2 i 
Let h i = h i , h 2 = h2, ha(x) = x 2 h a (X + x Q ) . For any 
x = 0, let y = X + x Q . Noticing that x = y一, we have 
f (x) = x2f(X + XQ ) and g(x) = x 2 g (X + XQ). Therefore 
A A 八 八 
hif (⑷一"。"(⑷一"3(到=x ^hif(y) 一 h2g(y) 一 "3 ( y ) �= 0 . 
Taking the limit x ^  0, we know that the above equal-
ity also holds for x = 0. Therefore h i f (x) = h 2g(x) + 
八 
h 3 (x) for all x G R. For any x = 0, because h 3(y) > 0, 
it follows that h 3 (x) = x 2 h 3 (y) > 0. For x = 0, 
八 
h 3(0) > 0 follows from the fact that h 3 is strongly con-
vex (see case (ii)). 
• 
L e m m a 6. (c.f. Lemma 2) f i (x ) ；>- g(x) for i = 1,... , I 
Y[i=i f i (x ) >> g(x). The result also holds for the ^-relation. 
Proof. Consider first f i ( x ) >> g(x) and f 2 ( x ) >> g(x), i.e. there 
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exist nonnegative Oj(x) for i = 1, 2 and j = 1, 2,3 such that 
^1(x)f1(x) = O1(x)g(x) + 01 (x) 
and 01(x)f2(x) = 02(x)g(x) + O^x) 
Then 
01(x)02(x)f1(x)f2 (x) = (01 (x)02(x)[g(x)] 2 + 01(x)032(x)) 
+ (01(x)03(x) + 03(x)01(x)) g(x) 
Taking h1(x) = 01(x)03(x), h3(x) = 01(x)03(x)[g(x)] 3+01(x)03(x) 
and h3(x) = 0 1,(x)0 3(x) + 0 3 (x)0 1 (x) , we prove the claim for 
i = 2. 
If we take f1(x) = f 1 ( x ) f 3 ( x ) and j'3(x) = f式x~), we can repeat 
the argument to prove the claim for i = 3. By induction, the 
claim is true for i = 1, • • • , I. 
The proof for the t case is identical and so is omitted. • 
T h e o r e m 6. (Almost S-Lemma) f \g>0 > 0 f (x) ；>- g(x). 
Proof. We shall prove the theorem in a few steps. First, notice 
that 
f \g>0 > 0 
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=^3fi(x) with deg fi(x) < 2,i = 1,... ,1, 
I 
and f0(x) > 0 Vx G R such that f (x) = f0(工）H fi(x) 
i=1 
and f i | g > 0 > 0 (by Lemma 2) 
This further implies that 
一 " | _力 > 0 > 0 for i = 1,... , 1, (by Lemma 3) 
=^Vi = 1, ••• ,1, 3gj (x) with deg gj (x) < 2 , j = 1, ••• , J , 
and g 0 (x) > 0 Vx G R 
J 
such that 一 g(x) = g 0 (x) gj (x) 
j = 1 
and gj | 一/.>0 > 0 (by Lemma 2) 
=^V i = 1,... , / , gj (x)— 一力(xx)， 
j = 1,... , J (by Lemma 5) 
=^V i = 1, ••• , / , 
J 
一 g(x) = g 0 ( x ^ gj (x)— 一力(工） (by Lemma 6) 
j = 1 
^^Vi = 1,... , 1, f i ( x ) — g(x) (by Lemma 4) 
I 
= ^ f (x) = f 0 ( x ^ fi(x) — g(x) (by Lemma 6) 
i=1 
• 
T h e o r e m 7. Let f (x) = f0(x) H^U fi(x) andg(x) = g0(x) nJ=1 gj(x), 
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where deg f 0 := 2r < deg f and degg 0 := 2s < degg. Fur-
thermore, letting h 1 (x) and h 2 (x) be defined under the relation 
f (x) >> g(x), then we have 
1. d e g h 1 ( x ) = 2 s + 2 [ f ( 2 x ) - 2 r ] ( [ g ( 2 x ) - 2 s ] - 1 ) 
2. d e g h 2 ( x ) = 2 r + 2 [ g ( 2 x ) - 2 s ] ( [ f ( 2 x ) - 2 r ] - 1 ) 
Proof. The given decomposition of f and g follow from the proof 
of Theorem 6, where deg f i (x ) < 2 and deggj(x) < 2. Let 
f(x) = n^ i^ f i (x ) and -g(x) = gj(x). We first consider 
the nonnegative function h 1 (x), h 2 (x) for / � and g(x). Note 
that deg / � =d e g f (x) - 2r and deg g(x) = deg g(x) - 2s 
From the proof of Lemma 5, there exist constants (广刀 > 0, 
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C2i'j) > 0 and (x) > 0 with deg 0(i,j)(x) < 2 such that 
Cli'j )g； (x) = C 2 i ' j ^(―fi(x)) + (x) 
J J 
n �g�(x)=n ( c2i'j) (—力⑷）+o、jx) ) 
j = i j = i 
J 
一射工 )n Zi i' j ) = 一瑪(x)fi(x) + (x) for some &2(x) and (x) 
j = i 
(4.1) 
J 
瑪(x)fi(x) = g(x)C i + 竭(x), where Q = J ] 
j = i 
I I 
^ 歹2 (x)fi(x) = n (g(x)C i + (x)) 
i=i i=i 
h l (x)^(x) = h 2(x)g(x) + h3(x) for some h 2 (x) and h3(x) 
(4.2) 
In (4.1), one can verify that there exists i such that d e g ( x ) = 
2 (「deg g( 2 j ) - 2 s^ 一 1) and deg也3(x) = 2 �， ) - 2 s ] . 
~ ____ T 〜， 
Then in (4.2), hi(x) = f ] i = l 伊2(x) and 
d e g h i ( x ) = �d e g f ( x ) - 2 r 1 deg與(x) 
deg f (x) ― 2r 广 deg g(x) ― 2s \ 
= 2 「 “ 2 ~ H � ~2 ~ 1 — ” • 
One can also verify that 
d e g h2 ( x ) = �d e g g ( x ) 一 2S1 deg A(x) 
deg g(x) ― 2s 广 deg f (x) ― 2r \ 
= 2 「 ~ 2 ~ H � ~2 ~ 1 — V • 
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Multiplying f 0 (x)g 0 (x) on both sides of (4.2), we recover f (x ) 
and g(x) with h 1 (x) = g 0(T)/i 1 (x) and h 2 (x) = f 0 (x )h 2 (x ) with 
their respective claimed degree. 口 
Let us remark that Theorem 7 does not apply and it is a 
trivial case when deg^(x) = degf (x) or degg(x) = degg(x). 
Meanwhile, we have a concern about the knowledge of r and s 
in Theorem 7. Given g(x) in a constraint of robust optimization, 
coefficients of f (x) are unknown and so is r. Fortunately this 
can be resolved when we can make a practical assumption that 
deg g(x) < 2. In other words, we can arrive at a bound of 
deg h 2 (x) without r under the assumption: 
Corol la ry 1. Assume degg(x) < 2. Then 
deg h2(x) = 2 ( �f j — 1 ) . 
This is equivalent to the case when r = 0 in Theorem 7. 
Proof. deg g(x) < 2 implies s = 0 and deg g ( ;X ) —2 s =1. Note that 
f (2x)—
2
r = d e g f ( x ) — r. Then according to Theorem 7, 
deg h2(x) =2r + 2 ( �d f l j — r — 1) 
乂 2 乂 
=2 ( �d e g f � 1 -V 2 乂 
• 
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The construction of the functions h l and h2 is presented in the 
proof of Theorem 7. Let us illustrate the theorems together with 
the constructions with the following examples. 
E x a m p l e 5. Let 
f (x ) = x 
and g(x) = (x — 1)(x — 2)(x — 3). 
We have f g>0 > 0. 
By Lemma 3, —g \ _/>0 > 0. 
Now, decompose —g(x) = g l(x)g2(x), where g l (x) = (x — 1)(x — 
2) and g 2 (x) = —(x — 3). 
By Lemma 3 again, we have 
g i \ —f>0 > 0 , g2\ —f>0 > 0 
Then by Lemma 5, construct 633(x), for j=1,2, such that 
^l(x) = gi(x) — (—fi(x)) = x 2 — 2x + 2 
^2(x) = g2(x) — (—fi(x)) = 3 
These imply 
gi(x) • g2(x)=[拟xx) + (—f (x))][趕(x) + (—f (x))] 
—g(x) = — (x 2 — 2x + 5)f (x) + (4x 2 — 6x + 6) 
(x 2 — 2x + 5)f (x) = g(x) + (4x 2 — 6x + 6) 
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Here 
h1(x) = x 3 - 2x + 5 
h3(x) = 1 
We can verify that 
2 �d e g f (x)] f�degg(x)] _ . \ 
2 I ) 
1 3 
= 2 • 1 • ( 2 - 1) = 2 = deg h1(x) 
2 �d e g g ( x ) ^ ( �d e g f ( x ^ _ . \ 
2 I 一2 ) 
3 1 
= 2 • 3 • ( 2 一 1) = 0 = deg h3(x) E x a m p l e 6. Let 
f (x) = (x + 1)(x 一 3)(x 一 5) 
and g(x) = x(x 一 1)(x 一 6)(x 一 8)(x 一 9). 
We have f \g>0 > 0. 
Decompose f (x) = f 1 ( x ) f 3 ( x ) , where f 1 (x ) = x + 1 and f 3 ( x ) = 
(x 一 3)(x 一 5). Note that f 1 \ g > 0 > 0 and f 3 \ g > 0 > 0. 
By Lemma 3, —gg—figo > 0 and —gg—fago > 0. 
Now, decompose 一 = g 1(x)g 3(x)g3(x), where g 1 (x) = x(x 一 
1), g 3 (x) = (x 一 6)(x 一 8) and g 3 (x) = 一(x 一 9). 
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By Lemma 3 again, we have 
g1|—/i>0 > 0， " 2 I - / 1 >0 > 0 ， g 3 |— / i > 0 > 0， 
g1|—/2>0 > O’ 021-/2 > 0 > O’ •3|-/2>0 > 0. 
Then by Lemma 5, construct 03 i' j )(x)； for i = 1, 2 and j=1,2,3, 
such that 
^31'1)(x) = g1(x) — (—f1(x)) = x 2 + 1 
^31'2)(x) = 2 g2(x) — (—f1 (x)) = 2 x 2 — 6x + 25 
^31'3)(x) = g3(x) — (—f1(x)) = 1 0 
Q -1 r 
^32'1)(x) = g1(x) — 2 (—f2 (x)) = 3 x 2 — 5x + j 
^32'2)(x) = 2 g2(x) — 2 ( —f2(x)) = x 2 — 11x + 6 3 
^32'3)(x) = g3(x) — (—f2(x)) = x 2 — 9x + 24 
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The first three expressions and last three imply, respectively, 
gi(x) • 2g2(x) • g3(x) = [03 i ' i )(x) + (-ii(xx)) • 
- ^ i， 2 ) � + ( - 綱 - • 
- ^ i， 3 ) � + ( - 綱 - ， 
1 
一 0^(x)fi(x) + 0^(x), (4.3) 
and gi(x) • 2g2(x) • g3(x) = ^32，i)(x) + •(一工)）• 
越？，？，⑷ + ！^一Mxx)) • 
-兴 2， 3)⑷.(一/2� ) -， 
1 h g O r ) ] = 一 ^^(x)f2(x) + ^^(x), (4.4) 
where 
^^(x) = [031，1)(x)^31，2)(x) + ( - fl ( x ) ) 2 -
+ ^3i，3)(x) [^3i，2)(x) + ^3i，i)(x)-
= \ 一 6x 3 + 一 64x + 286 2 2 
吻xx) = [03i，i)(x)03i，2)(x) + (—ffi(x))2] 03i，3)(x) 
+ [^3i，2)(x) + ^3i，i)(x)] (一fi �) 2 
1Qx4 561 T 2 一 63x 3 + ^ + 6x + 286 2 2 
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(x) = [ 4 2， 1)闲 4 2， 2 )闲 + ! ( — 协 ) ) 2 
+ _ [ 1 _ 
� 4 179x 3 1019x2 1335x 1521 
= 3 x 4 - 丁 + " 1 — — 2 - + T 
湾⑷ = [ 4 2 ， 1 ) ( 咖 r ) �+ 1 ( -协 ) ) 2 ] 4 2， 3)⑷ 
+ [ 1 e 1 ) � + ! 4 2 ， � ) ]( - 綱 2 
�6 277x 5 2679x 4 13901x3 = 3 x 6 ———+    4 4 4 40899x2 32625x 22815 
+ 4 - 4 2 " " + 丁 
Then from (4.3) and (4.4) 
^11(x)f1(x) • ^ 22(x)f2(x) = 1 g ( x ) + 01(x) 1 g ( x ) + 趕(x) 
h1(x)f (x) = h2(x)g(x) + h3(x) 
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where 
h1(x)=歹2 (x)^;2(x) 
3x 8 323x 7 4163x 6 31291x 5 149435x4 = 1 1  2 8 8 8 8 245467x 3 588557x2 _ _ _ + 239577x + 217503, 4 4 
h2(x) = 1 p ! (x) + ^ (x)" 
= 3x 6 277x 5 2705x 4 14153x3 
^ + “ 8 8 “ 
42021x 2 32613x 23387 
+ - 8 4 " " + 丁 
We can verify that 
� d e g f � ]广� d e g g ( x ) ] \ 
2 I 一2 V 
3 5 
= 2 • 8 • ( 5 - 1) = 8 = deg h1(x), 
� d e g g � ]广 � d e g f (x)] \ 
2 I 一2 ~ _ V 
5 3 = 2 • 5 • ( 8 - 1) = 6 = deg h2(x) E x a m p l e 7. Let 
f (x) = (x - 1)(x - 3)(x - 6)(x - 7) 
and g(x) = x(x - 4)(x - 5)(x - 8). 
We have f |g>0 > 0. 
Decompose f (x) = f 1 ( x ) f 2 ( x ) , where f 1 (x ) = (x - 1)(x - 3) and 
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f 2 ( x ) = (x — 6)(x — 7). Note that f l\ g> 0 > 0 and f 2\ g> 0 > 0. 
By Lemma 3, —g\ —fi^ o > 0 and —g\ > 0. 
Now, decompose —g(x) = g l (x)g 2 (x) , where g l (x) = (x — 4)(x — 
5) and g 2 (x) = —x(x — 8). 
By Lemma 3 again, we have 
gi\-fi>0 > 0， g2 \-fi>0 > 0， 
gi\-f220 > 0 , g2\-f220 > 0 . 
/ • • \ 
Then by Lemma 5, construct 0 ( , 3 ) ( x ) , for i = 1, 2 and j=1,2, 
such that 
3 43 
^3 l' l )(x) = gi(x) — l (—fi(x)) = 3 x 2 — 11x + 4 3 
^3l'2)(x) = 64 g2(x) — il (—fi(x)) = 6 4 ( 3 x 2 — 8x + 12) 
03 2 ' l )(x) = gi(x) — (—f2(x)) = 2x 2 — 22x + 62 
^32'2)(x) = 64 g2(x) — 8 (—f2(x)) = 6 4 ( 7 x 2 — 96x + 336) 
The first two expressions and last two imply, respectively, 
gi(x) • 64g2(x) = ^3 l' l )(x) + 2(—fi(x)) ^3 l ' 2 )(x)+ 11 6(—fi(x)) 
1 
6 4[—g(x)] = —0^(x)fi(x) + 啦 (4.5) 
and gi(x) • ^^g2(x)=[越2，”^ + (—f2(x))]兴2，2)…+ 8(—f2(x)) 
6 4[—g(x)] = —(9 (^x)f2(x) + 瑪⑷， (4.6) 
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where 
[ • 4 1 ， 1 ) � + 141，2)⑷― 
15x2 3x 23 
= 1  
128 4 16 
^1 (x ) = [031 '1 )(x)^31 '2 )(x) + 3 2 ( — f 1 ( x ) ) 2 
13x4 61x 3 429x 2 11x 69 
= 1 1  
128 64 128 2 16 
^2 (x ) = 8 032 '1 )(x) + 032 '2 )(x) 
23x2 17x _ 
= i — 丁 + 1 3 
^i(x) = 03 2 ' 1 ) (x)^3 2 ' 2 ) (x) + 1 ( —f2 (x) ) 2 
11x 4 277x 3 2621x 2 = + 345x + 546 32 32 32 
Then from (4.3) and (4.4) 
^1(x)f1(x) • ^ 2(x)f2(x) = g ( x ) + 01(x) g ( x ) + 02(x) 
h1 (x) f (x) = h2 (x)g(x) + h3(x) 
where 
h1(x)=竭(T)碎(x) 
= 345x 4 393x 3 5353x 2 1015x 299 
=8192 — 512 + 1024 6 ^ + 1 6 1 �� � ] 
h2(x) = 6 4 [^^(x) + ^^(x) 
57x 4 615x 3 10913x2 701x 8805 = 1 1  8192 4096 8192 128 1024 
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We can verify that 
2 [ d f ) j ( [ j - 1) = 2 • 4 • (4 一 1) = 4 = deg h1(x) 
2 [ d e g | ( x j ( [ d f j - 1 ) = 2 • 4 • (2 - 1) = 4 = degh3(x) 
E x a m p l e 8. Let 
f (x) = x(x 一 1)(x 一 6)(x 一 7) 
and g(x) = (x + 1)(x 一 3)(x 一 5)(x 一 8)(x 一 9)(x 一 10). 
We have f \g>0 > 0. 
Decompose f (x) = f 1 ( x ) f 3 ( x ) , where f 1 (x ) = x(x 一 1) and 
f3(x) = (x 一 6)(x 一 7). Note that f 1 \ g > 0 > 0 and f 3 \ g > 0 > 0. 
By Lemma 3, 一gg—figo > 0 and 一^^ -^ ^^。> 0. 
Now, decompose —g(x) = g 1 (x)g 3 (x)g 3 (x), where g 1 (x) = —(x + 
1)(x 一 10), g3(x) = (x 一 3)(x 一 5) and g3(x) = (x 一 8)(x 一 9). 
By Lemma 3 again, we have 
g1\—fi>0 > 0，g3\—fi>0 > 0，g3\— fi>0 > o， 
g1\—f2>0 > 0 , g3\—f2>0 > 0 , g3\—f2>0 > 0 . 
Then by Lemma 5, construct 03 i , j )(x), for i = 1, 2 and j=1,2,3, 
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such that 
2 
^31'1)(x) = ^ g1(x) — 11 (—f1(x)) ( 5 x 2 — x + 5) 
^31'2)(x) = 2 g2(x) — (—f1(x)) = 2 x 2 — 5x + y 
^31'3)(x) = g3(x) — (—f1(x)) = 2 x 2 — 18x + 72 
^32'1)(x) = ^ g1(x) — 11 (—f2(x)) ( 5 x 2 — 67x + 236) 
^32'2)(x) = 2 g2(x) — (—f2(x)) = 2 x 2 — 17x + 9 9 
03 2 ' 3 ) (x) = g3(x) — (—f2(x)) = 2 x 2 — 30x + 114 
The first three expressions and last three imply, respectively, 
^ ^ g1 ( x ) • 1 g2(x) • g3 ( x ) = ^31'1)(x) + 1 1 1(—f1 (x)) • 
"^31'2)(x) + (—f1(x))" • 
"^31'3)(x) + (—f1(x))"， 
1 
^^^hgOx)] = — 0^(x)f1(x) + 对(xx)， (4.7) 
and ！1^g1(x) • 2g2(x) • g3(x) = 6>32，1)(工）+ 111(—f2(x)) • 
"^32'2)(x) + ( —f2(x))" • 
"^32'3)(x) + ( —f2(x))", 
= — ^^(x)f2(x) + ^^(x), (4.8) 
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where 
^i(x) = [031， 1 )(x)^31， 2 )(x)+ 1 1 1(-fl(x)) 2 
+ ^31，3)(x)[去 ^31，2)(x)+^31，1)(x)" 
79x 4 666x 3 3230x 2 5834x 6735 = 1 1  121 121 121 121 121 
歹!(x) = [031，1)(x)031，2)(x) + ffi �) 2 ] 4 1，3)⑷ 
+ [ 1141，2)� + 4 1，1)⑷](一 fi�)2 
157x 6 728x 5 3677x 4 7770x 3 = 1  242 121 121 121 18809x2 6030x 5400 + 1  242 121 121 
^^(x) = [032， 1 )(x)^32， 2 )(x)+ 1 1 1(-f2(x)) 2 
+ ^32，3)(x) [ 1 1 1 ^ 32，2)(x) + ^32，1)(x)] 
79x 4 2094x 3 20948x2 93758x 158649 = 1 1  121 121 121 121 121 
^i(x) = [^32，1)(x)^32，2)(x) + 1 1 1 ( 一 f2(x)) 2] ^ 32，3)(x) 
+ [去4 2， 2)⑷ + 42，1)⑷](一f2(x))2 
157x 6 3104x 5 51269x4 452736x3 = 1  242 121 121 121 4508309x2 5999568x 6668658 + 1  242 121 121 
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Then from (4.7) and (4.8) 
A^(x)fi(x) • A^(x)f2(x) = ^ g ( x ) + Ai(x) • g(x) + 
hi(x)f (x) = h2(x)g(x) + "3 � 
where 
hi(x) =Al(x)A2(x) 
6241x8 218040x7 3304666x6 28582756x5 = 1  14641 14641 14641 14641 155386600x4 544812296x3 1200505222x2 + 1  14641 14641 14641 1557018396x 1068501015 
1 4 6 4 1 “ + “ 1 4 6 4 1 “ 1 �� � ] 
h2(x) = 2 1 2 + 
157x6 1916x5 27473x4 230253x3 = 1  29282 14641 14641 14641 2263559x2 3002799x 3337029 + 1  29282 14641 14641 
We can verify that 
2 �d f ) ! ( [ 1 - 1) = 2 • 4 • ( 6 - 1 ) = 8 = deg hi(x) 
2 �d e g | ( x 1 ( [ d f 1 - 1 ) = 2 • 66 • - 1) = 6 = deg h2(x) 
T h e o r e m 8. (S-Lemma) Assume gcd(g, g') = 1 (regularity con-
dition). Then f |g>0 > 0 ^ ^ f (x) t g(x) 
Proof.: 
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” The arguments in the proof in Theorem 6 remains valid for 
f lg>0 > 0 . 
” We are going to show a contradiction for "f (x) < 0 when 
g(x) > 0", given that gcd(g,g') = 1. 
Note that gcd(g,g') = 1 implies that if x* is a root of g, 
then x* must not be a local maximum. 
On the other hand, consider h 1 f = h 2 g + ha, as defined 
in t. g(x*) > 0 乡 h1(x*)f (x*) > 0. If f (x*) < 0, then 
h 1(x*) = 0. By continuity of f and h 1 , 3 e > 0 such that 
V x G [x* - e, x* + e], we have f (x) < 0 and h 1 (x) > 0. 
Then h2(x)g(x) = f (x)h1(x) - h3(x) < 0, or g(x) < 0V x G 
x* - e, x* + e] . Together with the fact that g(x*) = 0, 
x * is a local maximum of g, contradicting the assumption 
gcd(g,g') = 1. 
• 
S-Lemma may not hold if we remove the regularity condition. 
Please refer to the following example. 
E x a m p l e 9. Let f (x) = -1, g(x) = -x 2 . Note that gcd(g ,g ' )= 
x. We can choose h 1 (x) = x 2 , h 2 (x) = 1 and h 3 (x) = 0. Then 
we have f (x) t g(x), but f |g>0 ^  0. 
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Two theorems on nonnegative polynomials can be deduced from 
our S-Lemma. 
Corol la ry 2. (Polya and Szego [58]) If a polynomial p(x) that 
satisfies p(x) > 0 V x > 0, then there exists nonnegative polyno-
mials 0 1(x) and 0 2(x) such that 
p(x) = 01(x) + x02(x) V x G R 
Proof. Take g(x) = x and verify that gcd(g, g') = 1. S-Lemma 
can then apply. 口 
Corol la ry 3. (Fekete (1935), see Lasserre [39], Theorem 27 
and page 49) The polynomial p(x) satisfies p(x) > 0 V x G [0,1 
if and only if there exists nonnegative polynomials 0 1(x) and 
0 2(x) such that 
p(x) = 0 1(x) + x(1 一 x)0 2(x) V x G R 
Proof. Take g(x) = 一一 1) and verify that gcd(g, g') = 1. 
S-Lemma can then apply. • 
For the original S-Lemma, there is a useful result from Yuan 
82] regarding the nonnegativity of the maximum of two quadratic 
functions. It turns out that, for polynomials, this nonnegativity 
associates with our version of the S-Lemma as well. 
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Corol la ry 4. (Lemma 2.3 of Yuan [82], or Theorem 5.1 of Ai 
et al. [1].) Let f (x ) and g(x) be two polynomials. 
max{f (x),g(x)} > 0 V x G R ^ ^ f \一g>0 > 0 
Furthermore, if gcd(g, g') = 1, then there exist h 1 (x) > 0 and 
h 3 (x) > 0 such that 
h1(x)f (x) + h3(x)g(x) > 0 Vx G R (4.9) 
Proof. 
max{f (x),g(x)} > 0 V x G R 
^ ( g(x) < 0 冷 f (x) > 0 
1 f (x) < 0 冷 g(x) > 0 
台 f \—g>0 > 0 
Note that the two statements in the second step are contra-
positive of each other, and therefore they are reduced to one 
statement. By Theorem 8, (4.9) holds. • 
R e m a r k . When the regularity condition gcd(g, g') = 1 is im-
posed, f \ 一 g> 0 > 0 is equivalent to f \ 一 g> 0 > 0. Otherwise, con-
sider f (x) = x 3 一 1 and g(x) = —x3. f \一g>0 > 0 is true while 
f \ 一 g> 0 > 0 i s n o t . 
口 E n d of chap t e r . 
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C h a p t e r 5 
Confidence bands in 
polynomial regression 
5.1 A n i n t r o d u c t i o n 
Simultaneous confidence bands are statistical tools to quan-
tify unknown functions. A well-known example is the confi-
dence band for a cumulative distribution function based on the 
Kolmogorov-Smirnov statistic (see Frey [22] and the references 
therein for recent advances). Recently, Liu [45] provides a com-
prehensive overview of the construction methods of simultaneous 
confidence bands for linear regression models. Based on our re-
sults in the previous chapter, we introduce a new computation 
methodology of the confidence bands for polynomial regression 
models, which of course includes the linear regression as a special 
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instance. 
Robust optimization, together with its SDP formulation(s), 
is a recent active area of research in Operations Research. While 
the former is appealing to worst-case modeling, SDP can be com-
puted efficiently through well developed algorithms (e.g. interior 
point algorithms). This combination of modeling techniques has 
shown significant applications in various fields, including inven-
tory management, financial engineering and signal processing. 
Application on the simultaneous confidence bands in polyno-
mial regression is another good example. On the other hand, 
simultaneous confidence bands in regression analysis play a sig-
nificant role in various research areas, ranging from econometrics 
to biostatistics. For instance, in time series analysis, autoregres-
sion is studied on unemployment rate against various univariate 
series; in cardiology, QT/QTc study, which involves the compar-
ison of the regressions and confidence bands analysis, is carried 
out to access a new drug for possible prolongation of the car-
diac repolarization time, which is a biomarker for a potential 
life-threatening arrhythmia. While there is an existing method 
to compute the confidence bands, we propose the new approach 
(through SDP) for the issue. 
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5.1.1 A review on r o b u s t op t imiza t ion , nonnega t ive 
po lynomia ls a n d S D P 
Robust optimization (see Bel-Tal et al. [2] and Nemirovski 
54, 55]) is a very large topic in itself, since the idea of includ-
ing uncertainties in decision making is applicable almost every-
where. It is most practical when the resulting model is tractable 
(see Ben-Tal et al. [3] and Ben-Tal and Nemirovski [5]), which 
often refers to the cases that can be modeled or approximated by 
SDPs. To establish the relationship between the robustness and 
the confidence bands, we will limit our discussion to nonnegative 
polynomials and its SDP formulations. 
A nonnegative polynomial refers to the nonnegativity of the 
polynomial over a set. Sum-of-squares (sos) polynomials (see the 
definition below) have a very close relationship with nonnegative 
polynomials. 
Def in i t ion 3. A polynomial p(x) is sum-of-squares (sos) if and 
only if there exists polynomials g i(x), i = 1,... , m, such that 
p(x) = Er=i[g(x)] 2 . (x G R n ) 
Hilbert in 1888 identified three cases where nonnegative polyno-
mials and sos polynomials are equivalent: (i) univariate polyno-
mials; (ii) multivariate quadratic polynomials; and (iii) bivariate 
quartic polynomials. In general, the equivalence is not guaran-
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teed. A classical counterexample that is nonnegative but not 
sos is given by Motzkin: 
M (x, y) = x 4 y 2 + x 2 y 4 + 1 — 3x 2 y 2 
Indeed, checking the nonnegativity of a given polynomial is NP 
hard, while checking whether it is sos or not is easy: it reduces 
to solving an SDP: 
L e m m a 7. A polynomial p(x) = ^ 2= 0 工* is sos if and 
only if there exists a semidefinite matrix Q such that = 
E i + j = k + 2 Q ( ⑶ ， • / o r i = 0 , • • •， 2 n. 
Together with Hilbert's case (i), we can formulate an SDP 
for univariate polynomials. This will be further elaborated in 
the preliminary section. 
5.1.2 A review on t h e confidence b a n d s 
A confidence band provides a possible range of true (though 
unknown) regression curves: An estimated regression curve is 
plausible if and only if it lies completely inside this range. The 
earliest discussion on confidence bands, which was considered 
over the whole real line, was due to Working and Hotelling [77], 
while Wynn and Bloom [79] and Uusipaikka [75] discussed the 
construction over a finite interval. Recently, Liu et al. [46 
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reviewed the construction of exact confidence bands in linear 
regression. For quadratic regression, the construction were dis-
cussed in Wynn and Bloom [79]and Spurrier [68]. For a general 
degree polynomial regression, Wynn [78] constructed a piece-
wise polynomial band. Naiman [52] gave a more conservative 
band for a more general regression model, in which polynomial 
regression is applicable. Liu et al. [47] proposed a simulation 
approach to construct confidence bands for polynomial regres-
sion. Most recently, Liu [45] gave a most comprehensive picture 
of confidence bands in various regression analysis and their ap-
plications. 
5.1.3 O u r con t r i bu t i on 
We propose a simulation approach to the construction of confi-
dence bands for polynomial regression of a general degree, which 
is new in this context and is completely different from Liu et al. 
47]. We can generalize the construction over the whole real 
line, a semi-infinite interval and a bounded interval in a neat 
and unified approach. In fact, the approach can also be ex-
tended to construct the confidence bands over a disjoint union 
of intervals. 
Given the knowledge on nonnegative polynomials and their 
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associations with optimization, we propose a simulation scheme 
that is fundamentally backed by a single theorem: univariate 
S-Lemma, which is developed in the previous chapter. (See also 
Nesterov [56]). We will show how the construction of confidence 
bands is modeled by semidefinite programming (SDP). There 
have been software toolboxes of Matlab like cvx and sostool to 
support the computation of the SDP models, and we will show 
our numerical results in comparison to those in Liu et al. [47 . 
In Section 5.2, we briefly introduce some preliminary knowl-
edge on robust optimization, SDP and nonnegative polynomials. 
In Section 5.3, there are some review on linear regression and 
confidence region. In Section 5.4, the optimization approach to 
the computation of confidence bands is presented. Some nu-
merical experiment are conducted in Section 5.5, followed by a 
conclusion in Section 5.6. 
5.2 Some pre l iminar ies on op t imiza t ion 
5.2.1 R o b u s t op t imiza t ion 
Robust optimization is a modeling tool for uncertainties, where 
the uncertainties (or robustness) are often sought to parameter 
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inaccuracy. Consider a linear programming: 
min c T x 
s.t. Ax < b 
x > 0 
In the problem, x is the decision model, while [c, A, b] is the data 
input which is subject to inaccuracy. If we assume a uncertain 
set U to include all the realizations of [c, A, b], it is natural to 
qualify the quality of the solution x by looking into the objec-
tive value under the worst-case: sup{c T x : [c, A, b] G U}. As a 
consequence, the robust counterpart of the linear program is 
min{t : c T x < t, Ax < b V[c, A, b] G U-
For more details, interested readers may refer to Ben-Tal [2 . 
Robust optimization may not be computationally tractable in 
general. However, with certain assumptions on U, it can be 
formulated as a linear, second-order cone, or semidefinite pro-
gramming, which can be efficiently solved. 
5.2.2 Semidef in i te p r o g r a m m i n g a n d LMIs 
Semidefinite Programming is an optimization problem with a 
linear objective function over the intersection of the cone of pos-
itive semidefinite matrices (in a dimension n by n) with an 
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affine space, typically appearing in a primal form: 
inf C • X 
s.t. A i • X < bi Vi = 1,…，n 
X ^ 0 
where A • B := t r ( A T B ) and X ^ 0 means X G . Its dual 
form turns out to be: 
m 
s u p biyi 
i=1 
m 
s . t . ^ yiAi + S = C 
i=i 
S ^ 0 
On the modeling side, we often try to develop SDP constraint by 
uncovering linear combinations of (constant as well as variable) 
matrices in the semidefinite cone, e.g. E!=1 a i M i t 0 for some 
constants matrices M�Constraints in this ordered relation (t) 
are referred to as Linear Matrix Inequalities, or LMIs. SDP has a 
relatively young history in optimization. With it computational 
tractability (e.g. using interior point algorithms), there is a 
growing interest in the field since many interesting and practical 
problems can be modeled as SDPs, including those in signal 
processing, portfolio selection problems and max-cut problems 
in graph theory. 
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5.2.3 Nonnega t ive po lynomia ls w i th S D P 
Robustness can also be discussed with polynomial constraints. 
Consider a polynomial F(x) := x n + p 1 x 2 n—1 + ... + p 2 n _ 1 x + p 2 n 
and the statement: 
F(x) > 0 Vx G C, (5.1) 
where C C R is an interval. The “for-all” condition x G C is 
regarded as assurance of robustness. When C = R, it is well-
known in the optimization literatures that (5.1) is equivalent to 
an LMI: 
F(x) > 0 Vx G R (5.2) 
台 x T Z x > 0 V x G R叫 (5.3) 
( 
P2n = Z(1,1) 
w h e r M P2n - k = E i + j = k + 2 Z(i,j)， k = 1 , •••，2n— 1 
、 Z ( n + 1 , n + 1 ) = 1 
‘ Z ^ 0 
p 2 n = Z(1,1) 
^ ^ < (5.4) 
P2n _ k = E i + j = k + 2 Z ( ⑶ ， k = 工 ’ •••， 2 n — 1 
、 Z ( n + 1 , n + 1 ) = 1 
In above, Z(i,j) denotes the i j - th element of matrix Z and the 
last equivalence is by the definition of semidefinite cone. When 
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their semidefinite cone representation. Our new version of the 
S-Lemma in the previous chapter has further generalized the 
result to univariate polynomials. We quote two of the results 
here for the sake of convenience. 
T h e o r e m 9. (Recall Theorem 8; see also Theorem 17.12 of Nes-
terov [56]) Let f and g be two univariate polynomials. Consider 
two statements: 
(i) f (x) > 0 V g(x) > 0 
(ii) 3 two polynomials h 1 (x) > 0 and h 3 (x) > 0, not both 
constant zero, s.t. h 1 (x) f (x) 一 h 3(x)g(x) > 0 V x G R 
If g and its first derivative g' are relatively prime, then the state-
ments are equivalent. 
L e m m a 8. (Recall Corollary 1) Let h 1 (x) and h 3 (x) be defined 
above. Assume degg(x) < 2. Then 
deg h3(x) =0 
deg h3(x) =2 ( 「 d f j 一 1 ) . 
With the results above, we are in a position to show that 
when C is a semi-infinite or bounded interval, (5.1) are LMIs as 
well. 
Corol lary 5. When C = (—to, a] or [b, to), (5.1) is an LMI. 
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Proof. When C = (-TO, a], let g(x) := -x + a. It is trivial that g 
and g‘ are relatively prime. By Theorem 9, there exist h 1 (x) > 
0 and h 2 (x) > 0 such that S(x) := h 1 (x ) f (x ) - h 2(x)g(x) > 
0 Vx G R . By Lemma 8, deg h 1 (x) = 0 and deg h 2 (x) = 2n - 2, 
so we may simplify S(x) = f (x) - h 2(x)g(x). Let h 2 ( x ) : = 
q0x 2 n " 2 + q1x 2 n - 1 + ... + q2 n-1x + q2n-2. Then, similar to (5.4), 
(5.1) becomes: 
F(x) > 0 Vx G ( - T O , a] (5.5) 
f S(x) > 0 Vx G R 
^ ^ < 
h2(x) > 0 Vx G R 
V Z t 0 
P2n - a q2n-2 = Z(1,1) 
P2n-k + q2n-k-1 + aq2n-k-2 = i + j = k + 2 Z(i,j), k = 1,... , 2n - 2 
P 1 + q 0 = Z ( n + 1 , n ) + Z ( n , n + 1 ) 
Z ( n + 1 , n + 1 ) = 1 
^ ^ < 
H t 0, 
q2n-2 = H(1,1) 
q2n-2-k = I ]i+j = k + 2 H(i,j) , k =工，...，2n - 3 
、 H ( n , n ) = q 0 
(5.6) 
This completes the proof for C = (-TO, a]. When C = [b, TO), 
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let g (x) : = x ― b and repeat the arguments above. • 
C o r o l l a r y 6. When C = [a,b], (5.1) are LMIs. 
Proof. Let g(x) : = ―(x ― a ) (x ― b) and fol low the arguments 
in the proof of Corol lary 5. St i l l , we have deg h l ( x ) = 0 and 
deg h 2 ( x ) = 2n ― 2, but (5.1) has a different formulat ion of 
LMIs : 
F(x) > 0 Vx G [a,b] (5.7) 
' Z t 0 
P 2 n + abq2n—2 一 力=Z(i,i) 
P2n—i + abq2n—3 一 (a + b)q2n—2 = Z(i,2) + Z(2,i) 
P2n—k + q2n—k 一 ( a + b)q2n—k—i + abq2n—k—2 
= E i + j = k + 2 Z ( ⑶ ， k = 2，•••， 2n 一 2 
p i + q i 一 ( a + b ) q 0 = Z ( n + l , n ) + Z ( n , n + l ) 。、 
^ ^ < (5.8) 
Z ( n + l , n + l ) = 1 + q 0 
H t 0 
q2n—2 = H(l,l) 
q2n—2—k = E i + j = k + 2 H(i,j)， k = 1，•••，2n 一 3 
、 H ( n , n ) = q 0 
• 
An immediate application of these SDP characterization con-
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cerns the optimization of a univariate polynomial. The idea is 
to find a lower bound of it. It is easy to see that a real number 
Y is a lower bound of a polynomial f (x) over C if and only if 
f (x) 一 Y is nonnegative over C. In fact, 
L e m m a 9. f (x) 一 Y is an SDP, given that the coefficients of 
f (x) depend affinely on Y . 
Proof. We can find Y by formulating an optimization: 
max Y 
s.t. f (x ) 一 Y > 0 Vx G C (5.9) 
The fact that (5.9) are LMIs is by expression (5.4), Corollaries 
5 and 6 respectively. • 
5.3 Some pre l iminar ies on l inear regress ion 
a n d conf idence region 
Consider a linear regression model: y = X ^ + e, where y = 
( y 1 , … , y n ) T is a vector of observations, X G R n ^ ( p + 1 ) a full 
column-rank design matrix with the l-th (1 < l < n) row given 
by x = (1, x 1,... , x p ) , P = (^0 ,... , Pp)T is a vector of unknown 
coefficients, and e = ( e 1 , … , e n ) T is a vector of independent 
random errors with each e i �N(0, a2)，where a 2 is an unknown 
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parameter. By the least square method, we can estimate p and 
a: 
• /3 = ( X T X )一 1 X T y��Np+i ( P , a 2 ( X T X )一 1 ) a n d 
• a
2 = lly 一 X / 5 y 2 / ( n 一 P — 1 )〜o \ l一p_ 1 
L e m m a 10. (Theorem 1.2 of Liu [45]) An exact 1 一a confidence 
region for / is given by 
I s :(/^一 / ) T ( X T X 袖 - / ) < 尸 \ ( 5 1 0 )  . (p +1 ) a2 < f P + 1， n - P - ^ ， （ 5 . 1 0 ) 
where f p + 1， n _ p 一 1 is the upper a point of the F distribution with 
degrees of freedom p + 1 and n — p — 1. 
Proof. Let P be a square matrix satisfying ( X TX ) 一1 = PTP, 
and M = (PT)一 1(/3 一 / ) / a . Then E(M) = 0, C o v ( M ) = 
( P T )_ iCovG/^ — S)P—Va 2 = ( P T ) - � ( X ^ X)-i P一 1 = Ip+i, where 
/p+1 is the (p+1) X (p+1)identity matrix. So M 〜Np+1(0,1) and 
M T M = (/3 — S ) T P _ 1 ( P T ) - � ( S — S ) / a 2 = (/3 — S ) T ( X T X ) ( / — 
S ) / a 2 has the chi-square distribution with p + 1 degrees of free-
dom. Also note that M T M are a 2 are independent. So (工 ^ ^。 = 
、玲-艮)TPXr)X2)(�-約 has the F distribution with degrees of freedom 
p + 1 and n p 1 from which the theorem follows immedi-
ately. • 
A model x T / is plausible if and only if / is contained in 
the confidence region (5.10). Equivalently, a hypothesis test is 
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designed as: H 0 : p = 洗 against : p = 洗 . H 0 is rejected if 
and only if p 0 G (5.10). Meanwhile, 
L e m m a 11. (5.10) is equivalent to the simultaneous confidence 
band of level 1 — a for the regression model x T p for all 工( 0) : = 
( x l , . . . , x p ) G R p , which is given by 
x T p G x T p 士 如 + 1 ) f p V l , n - p - l ^ ( X T X ) - l x V x(0) G R p 
(5.11) 
Proof. Let P and M be defined in the proof of Lemma 10. 
x T p G x T p 士 如 + 1 ) f P V l , n - p - l ^ ( X T X ) - l x V x(0) G R p 
x T ( p _ p ) I  
台 s u ^ ( p + 1 ) fPVl,n-p-l 
X(0)GRP C^VxT (X丄 X ) - l x V 
(P x ) T M I  
台 s u p \ 丨 … T �( p + f + l ， — 
X(0)GRp ( c c / a ^ ( P x ) T (Px) V 
M (P x ) T M r — 
台 W : p R P M M < V ( P + 1 ) f-l，n-P-l 
M / 
台 石 < V ( P + 1 f + i，”- i 
(/C — p ) T ( X T X )(p — p ) f a 
(p +1)cC2 - f p + l ， n - p - 1 
The second to last line is due to Cauchy-Schwarz inequality. • 
This confidence band is the most well-known which can be 
found in Hoel [30] and Scheffe [64, 65]. The lower and up-
per parts of the band are symmetric about the fitted model 
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x T/3, and the width of the band at each x is proportional to 
^ V a r ( x T / 3 ) = (XTX广丄乂, which is often referred to as 
hyperbolic or Scheffe type in the statistical literature. We should 
note that the critical value ^ ( p + 1)fp+ 1 , n _ p _ 1 is larger than the 
critical value tO—p—i used in the pointwise confidence band for 
the usual hypothesis testing, as the former band has a stronger 
requirement (Vx(0) G R p ) . On the other hand, we still face a 
problem in practice with (5.11). This band requires that the lin-
ear regression model x T/ holds for all x(0) G R p , which may be 
too strong a requirement when the explaining variables are only 
well-defined on a certain range, for instance, xi could be ages 
(nonnegative) or blood pressure (in a certain range). Therefore, 
considering the whole range (—⑴，⑴）in (5.11) may reject H 0 
wrongly sometimes. This leads to a remedy by considering a 
more general form: 
x T / G x T / 士 c a y / x T ( X T X”乂 V x ( 0 ) G D , (5.12) 
where c is a suitably chosen critical constant so that the si-
multaneous confidence level of this band is 1 — a , and D is a 
pre-specified range of concern for x( 0). 
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5.4 Op t imiza t i on a p p r o a c h t o t h e conf idence 
b a n d s cons t ruc t i on 
In polynomial regression, we replace x by x = (1,x 1, • • • , xp) in 
(5.12): 
x T p G x T /3 士 cay/X T (XTX)-iXX V x G C (5.13) 
where c is a suitably chosen critical constant so that the simulta-
neous confidence level of this band is 1 — a , and C is as defined 
above. Due to the fact that we have imposed the restriction 
xi = x 1, the original confidence band (5.12) needs an adjust-
ment in the sense that "V x(0) G D" is replaced by "V x G C”, 
or an undesirable phenomenon may occur (see Liu et al. [47] for 
details). 
In our optimization approach, it is crucial to note that: 
L e m m a 12. Given each realization of ^ := ^^ �Np+1(0, ( X T X ) ― 1 ) 
and n2 := (芸 ) 2 �X—p—l, (5.13) has the same representation as 
(5.1), namely, 
fe,n (x) := X T [c2n 2 ( X T X)-1 —这 T ] x > 0 Vx GC (5.14) 
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Proof. 
X p G X p 士 ca ( X T X ” 交 
台 ( V ( P 一 勿 一 c a a / X t ( X T X y x x �• 
(P 一 P) + c a / x T ( X T X y x x ) < 0 
/ ^ \ 2 2 
台 一 x T ^ 一 + c 2 ( x T ( X T X f x x > 0 a a 
台 k m ( x ) := X T [ c V ( X T X广 1 一 这T] x > 0, 
where ^ := ^ 〜Np+1(0, ( X T X 广 1 ) and rf := ( f )〜 X — p— 1 . 
Hence, we arrive at (5.14). 口 
As an immediate application of the results in previous section, 
L e m m a 13. (5.13) can be represented as LMIs if: (i) C = R ; 
(ii) C is a semi-infinite interval; (iii) C = [a, b] (a bounded in-
terval). 
Proof. These cases correspond to (5.4), (5.6) in Corollary 5, and 
(5.8) in Corollary 6 respectively. • 
On the other hand, finding c in (5.13) can be posed as the fol-
lowing optimization problem by virtual of Lemma 12: 
(P) min c 2 
s.t. P (x) > 0 V x G C} > 1 一 a , (5.15) 
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where the probability is taken with respect to both ^ and n. 
Since c (> 0) is monotone in the probability, the larger the c, 
the wider the confidence band, and hence larger the probability. 
Another remark is that minimizing c or c 3 gives the same opti-
mal solution, given c's monotonicity and nonnegativity. Given 
the efficiency of computing the LMIs, we propose the following 
simulation scheme to find c. For the number of samples needed 
for Monte Carlo simulations of chance constraints, we refer to 
43, 38, 67. 
S imula t ion Scheme for c 
1. Define a range (c, c) for c. Set k = 0 and fix N as the 
number of simulations for each k. 
2. Set ck = . 
3. Generate N pairs of independent n 3 ) for i = 
1, ••• ,N . 
4. For each pair nf), check if 
f f “ ( x ) := x T [ ck n ? ( X T X ) - 1 一议 f ] X > 0 V x g c 
(5.16) 
Set swccess=number of i that (5.16) is true. 
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5. Check | 獻 ― ( 1 ― a) | < e, where e > 0 is pre-
determined. I f this is true, stop and return ck. Oth-
erwise go to next step. 
6. If 獻 �s > 1 一 a , then set c = ck； else c = c k . Set 
k = k + 1. 
7. Repeat Steps 2 to 5. 
5.5 N u m e r i c a l e x p e r i m e n t s 
We will run two numerical experiments to test our method. The 
data and existing numerical results are set up in reference to Liu 
45；. 
5.5.1 Linear regress ion example 
This data set (page 28 of Liu [45]) is about how systolic blood 
pressure (Y) changes with age(x) for a group of forty males. 
The two extreme ages in the sample reflect the interval [18, 70] 
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of concern. Checking (5.16) refers to solving the following SDP: 
(Si) max ti 
/ 1 8 . 70 _ I M \ 
s . t . [ ck n ? ( X T X ) - 1 - 閱 ] + h 2 
乂 一 ^ 1 乂 
( t i 0 \ 
- t 0 0 0 
h > 0 
success = number of i that t i > 0. Together with the results 
quoted in Example 2.1 of Liu [45], we showed ours in Table 5.1. 
Table 5.1: 2-sided band for linear regression 
reference result 2.514 
Trial 1 (10000 iterations) 2.5313 
Trial 2 (10000 iterations) 2.4938 
Trial 3 (10000 iterations) 2.5188 
Trial 4 (10000 iterations) 2.5313 
Trial 5 (100000 iterations) 2.5437 
Trial 6 (100000 iterations) 2.5313 
5.5.2 Po lynomia l regress ion example 
Another data set (page 185 of Liu [45]) is on perinatal mor-
tality (fetal deaths plus deaths within the first month of life) 
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rate (PMR) and birth weight (BW) collected in California in 
1998. The interest is on modeling how PMR changes with 
BW; a 4th order polynomial regression model between Y = 
log(— log(PMR)) and x = B W is considered. The interval of 
concern, based on the range of data, is [0.85, 4.25_. 
By Lemma 8, deg h(x) = ^ 「 ^ f l ] — ^ = 2 • (4 — 1) = 6. 
Let h(x) = h 0 x 6 + h 1 x 5 + h 2 x 4 + h 3 x 3 + h4x 2 + hsx + he. Then 
h(x)(x — a)(x — b) = h 0 x 8 + (—(a + b)h 0 + h 1 ) x 7 
4 
+ ^ ( h k ab — (a + b)hk+1 + hk+2)工 
k = 0 
+ (hsab — (a + b)h6)x + heab / \ T / \ 
1 1 
x x 
= x 2 H x 2 , 
x 3 x 3 
4 4 x x 
where 
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hoab = H(1,1) 
hsab — (a + b)h6 = H(1，2) + H(2，1) 
(hk ab — (a + b)hk+1 + hk+2) = ^ ) 
i + j = k + 4 
ij=1...5 
— ( a + b ) h 0 + h 1 = H(5,4) + 丑 刚 
h 0 = H(5,5) 
Checking (5.16) refers to solving the following SDP: 
(S i) max t i 
s . t . [ ck n ( X T X ) - 1 - 诚 ] + H ( \ 
ti 0 0 0 0 
0 0 0 0 0 
— 0 0 0 0 0 ^ 0 
0 0 0 0 0 
� 0 0 0 0 0 > 
H ^ 0 
where H is defined above. The numerical results are shown in 
Table 5.2. 
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Table 5.2: 2-sided band for polynomial regression of degree 4 
Reference result 2.985 
Trial 1 (10000 iterations) 2.9792 
Trial 2 (10000 iterations) 2.9820 
Trial 3 (10000 iterations) 2.9791 
Trial 4 (10000 iterations) 2.9945 
Trial 5 (100000 iterations) 2.9866 
Trial 6 (100000 iterations) 2.9869 
5.6 Conclus ion 
We proposed a new computation approach to address the issue 
of simultaneous confidence bands in regression analysis. We 
focus on the 2-sided hyperbolic band in this chapter. A variety 
of C can be computed using this SDP approach, namely, C is 
the whole real, semi-infinite interval or a bounded interval. As 
an extension, we can also compute the hyperbolic band over a 
finite union of (disjoint) intervals: C = [J1 [a i, bi], since we notice 
that f (x) > 0Vx G C is equivalent to 
‘ f ( x ) > 0, Vx G [ai,bi] < . 
f (x) > 0, Vx G [ai,b/] 
\ 
In the future, we will explore more SDP formulations for the 
confidence bands, in particular the 1-sided band, which is cur-
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rently under investigation. 
口 E n d of chap t e r . 
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C h a p t e r 6 
M o m e n t b o u n d of nonl inear 
risk measures 
6.1 I n t r o d u c t i o n 
6.1.1 M o t i v a t i o n 
Without knowing the distribution of a random variable x, is 
it possible to estimate the expectation of the variable ^(x)? 
As we shall see later, such problems are pervasive in risk man-
agement and financial engineering. To a lesser extent, we are 
interested in a confidence interval [a, b] where E[^(x)] G [a, b . 
In case E[^(x)] refers to a risk measure, we raise a particular 
concern on its (worst) upper bound. If some partial information 
of x is available, say its moment, then we show in this chapter 
that it is possible to compute such a 100% confidence interval. 
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While there is an opinion that such a 100% confidence interval 
may be too wide to be practical in view of tracking (x)], 
we believe that this is still of the risk managers' concern, espe-
cially in extreme events. Meanwhile, if regarding sup E[^(x)] (or 
inf E[^(x)]) is merely a risk measure, it is always meaningful to 
compare different risk measures under the same circumstances 
regardless of its absolute magnitude. 
We believe that some partial knowledge is a practical assump-
tion to make. As a matter of fact, extreme events are of great 
concern in insurance industry, as we need to worry about the risk 
(or the loss) in the worst situations, where an insurance cover-
age applies. However, owing to its low frequency of occurrence, 
extreme events can only be modeled or predicted with limited 
information. This is in contrast to the normal (or non-extreme) 
situations where more data or information is available for esti-
mations and statistical analysis. Very often, if we cannot find an 
exact solution to the risk measures, then we try to approximate 
it by estimating its bounds. It is now established that there 
is a perfect matching between such estimation and the use of 
semidefinite programming (SDP) - a computationally efficient 
model - given that we know the moments of the risk, resulting 
in an efficient method to compute the moment bounds of the 
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risk measures. 
6.1.2 R o b u s t n e s s a n d m o m e n t b o u n d s 
Viewed as a conservative measure, "the worst extreme" often 
refers to robustness in the field of optimization. Ben-Tal et 
al. [2] explored rather comprehensively in the general formula-
tion and applications in robust optimizations. They discussed 
when and how robust optimization methods could be formulated 
or approximated by SDPs. When robustness is considered in 
terms of probability distributions, which is known as the distri-
butional robustness in the literature, the context turns into the 
generalized moment bound problem, the formulation of which is 
described as follows: 
Let x be a random vector in R d . Given the moment informa-
tion of x, E[xi] = m i , i = 0,... , n (recall that E[x0] = E[1]三 1 
is the probability of any whole sample space. Therefore m 0 三 1 
by definition), we want to find the upper (resp. lower) bounds 
on the expectation of a related quantity, ^ ( r ) , with the opti-
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mization problem: 
( G P ) s u p E[^(x)： 
,m„) 
: = s u p E [^(x) 
xGP 
s.t. E[x i] = mi, i = 0 , … , n 
(resp.) (GPdown) inf E[^(x)' 
x-(mo,--- ,m„) 
: = i n f聊⑷ . 
xGP 
s.t. E[x i] = m i , i = 0, • • • , n 
where the optimization is taken over all possible distributions of 
the random variable x in the class P. It can be easily seen that 
the objective in (GPdown) can be regarded as 一 sup (x)], 
which is essentially the same form as the objective in (GP). 
Hence the following discussion is not only applicable to the up-
per bounds, but also easily adapted to derive from its lower 
bounds. (Note that when i = 1, the first moment E[x] and m 1 
are vectors; when i = 2, E[x3] and m 3 are (covariance) matri-
ces; when i > 3, E[xi] and m i are tenors, a higher dimension 
version of matrices. We will avoid discussing tenors throughout 
this chapter.) 
R e m a r k . In this chapter the SDP formulations for the moment 
bounds problems are exact, not approximations. In general, this 
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may not always be possible. Namely, not every moment bound 
problem will have an exact SDP formulation. 
6.1.3 L i t e r a t u r e review in genera l 
The feasibility of Problem (GP) given moments requirements 
is a classical moment problem. Well known results are avail-
able in the literature; cf. Chebyshev [9], Markov [51], Karlin 
and Sudden [36] and Kemperman [37]. Given the first and sec-
ond moments of a random variable in R, Chebyshev's inequal-
ity gives a bound on the distribution function. Bertsimas and 
Popescu [6] generalized the result by computing optimal bounds, 
using SDP, on arbitrary distributions given any finite number 
of generalized moments. He et al. [29] strengthened the in-
equality bounds when the first, second and fourth moments are 
known. Popescu [60] further generalized the SDP approach for 
convex classes of distributions. Zuluaga and Pena [83] worked 
on numerical solutions and approximations for the generalized 
tchebycheff inequalities. Regarding the applications of the mo-
ment bounds, Scarf [63] first derived the bound given mean-
variance demand information in an inventory control problem. 
Lo [48] and Grundy [27] applied the result to bound the option 
price, where x is a stock price. In the meantime, Levy [42] dis-
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cussed the option bounds with stochastic dominance approach. 
Rodriguez [62] developed a unified approach for several exist-
ing option bounds. Zuluaga et al. [84] extended Lo's bound 
to third-order. In the field of actuarial science (more details in 
the next subsection), Jansen 03] computed the analytical up-
per bound for the stop-loss payment given up to forth moment. 
Brockett and Cox [8] discussed the insurance calculations us-
ing incomplete information. Cox [11] developed bounds under 
a bounded support with a variety of piecewise linear functions. 
Cox et al. [12] computed and approximated the bounds of the 
ruin probabilities and Value-at-Risk, through the sum-of-squares 
(sos) formulations. Their extension can be found in Tian [73 . 
Schepper and Heijnen [14] derived bounds on tail probabilities 
and Value-at-Risk with a small number of parameters. Recently, 
Liu and Li [44] considered the bound by assuming a bounded 
support and a unimodal distribution for the univariate random 
variable. They also obtained a bound for the variance. Moment 
bounds are also applicable to the portfolio selection problems, in 
which ^(x) can be some utility function with x being the weight 
allocation of different assets (see Chen et al.[10], El Ghaoui et 
al.[21], Han et al.[28]). Negative components of x means short-
selling the corresponding asset(s). 
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6.1.4 M o r e l i t e r a t u r e r e v i e w i n a c t u a r i a l science 
Specially in the field of actuarial science, estimating moment 
bounds was in fact a very ad hoc issue dur ing 1980's. A t that 
t ime, a host of research papers were published, mainly by Vylder, 
Kaas, Goovaerts, Taylor and their co-authors (see e.g.[33, 35, 
24, 18, 19, 15, 17, 16, 23, 71, 72] and the references therein). In 
most cases, the risk measure in question was ^ ( x ) = (x ― k)+, 
where k was a given constant, since this was the stop-loss ex-
pression often used in insurance and reinsurance payoffs calcula-
tions. Broadly speaking, there were two sub-streams in this line 
of research. Whi le some were exclusively devoted to an analyt-
ical form of the bounds (e.g. [18, 33, 11, 19]), there were also 
studies focusing on numerical bounds and the underlying theo-
ries. In part icular, Vylder [15] l inked the moment bounds prob-
lem w i t h convex cones, and Goovaerts et al. [23] suggested an 
approximation scheme using linear programming (LP). A n ad-
vancement of this sub-stream led to robust opt imizat ion, which 
further led to semidefinite programming (SDP)- a fundamental 
tool underlying this chapter. Let us emphasize that the pro-
posed formulat ion in this chapter is an exact solution method, 
not an approximation. 
A serious l imi ta t ion does exist in another sub-stream. I t was 
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criticized in Goovaerts et al.[23] that the method for analytical 
forms "can only be worked out in practice if n < 3", where 
n refers to the number of integral constraints (i.e. amount of 
given partial information). Even so, there were some recent pa-
pers on this sub-stream. Schepper and Heijnen [13] found the 
explicit form of bounds provided up to the first three moments 
and the mode. Laurence and Wang [41] derived in closed form 
some distribution-free bounds and optimal subreplicating strate-
gies for spread options in a one-period static arbitrage setting. 
Most recently, Goovaerts et al. [25] revisited Vylder and his co-
authors' results and found best-possible upper bounds on a rich 
class of risk measures. They also extended the discussion for the 
multivariate case. These papers reflect an on-going research ac-
tivities on the moment bounds problem or the distribution-free 
computations. 
6.1.5 O u r con t r i bu t i on 
Specifically, in this chapter we focus on an instance of Problem 
(GP) with x G R , where ^(x) = L�騎)with L(^) being some 
linear or piecewise linear function, and p(x) and q(x) are poly-
nomials. In words, we try to handle nonlinear risks in the form 
of fractional polynomials. Given the existing methodology of 
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polynomial optimization with SDP characterizations Nesterov 
56], we introduce this modern powerful tool in the framework 
of nonlinear risk management, or more specifically, interest rate 
risk management. To our knowledge, there is no previous dis-
cussion on nonlinear risk management regarding the use of the 
moment bounds. In subsequent sections, we will discuss the 
methodology of calculating the moment bound for the nonlin-
ear quantity's expectation, followed by that of two typical risk 
measures associated with it, namely, the worst-case probability 
and the worst-case downside risk. Imagine that x is an interest 
rate. In a broad sense, x may represent as bond yields, mortgage 
rates, or any rates used in discounting future cashflows. The in-
terest rate linked products are in the form of 丄 ( i n c l u d i n g 
annuity life products, bond options and mortgage payments. We 
may not always have close form expressions for the risk or the 
price. Even if we do, from the risk management point of view, 
it is crucial to know the worst case. We will discuss how these 
bounds can be obtained through SDP formulations. 
Given the insurance literatures in 1980's and the follow-up 
papers, we would like to introduce the use of SDP. Not only 
because it is one of the most powerful models in the field of 
optimization, but also the SDP formulations, like the ones in 
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this chapter, can provide an exact numerical solution (subject 
to machine rounding errors) to the problems, whereas in those 
literatures (see Goovaerts et al. [23, 25]), only an approximation 
scheme was suggested. 
The rest of this chapter is organized as follows. The moment 
bound problems, the duality theory, and some results on non-
negative polynomials are introduced in section 6.2. In section 
6.3, the use of SDP in moment bound applications in nonlinear 
form of risk is presented, under the framework of managing the 
interest rate risk in mortgage business, followed by some numer-
ical results and conclusions in sections 6.4 and 6.5 respectively. 
6.2 Methodo log ica l f u n d a m e n t a l s b e h i n d t h e 
m o m e n t b o u n d s 
A well known example of moment bounds is probably the option 
bound provided by Lo [48]: 
sup E [x — k] + 
x^(mi，m2)+ 
( M — k if k < 2m 
— 乂 广 m m — 2mi 
I 2(m l — k + \Jk2 — 2m l k + m 2 ) otherwise 
Referring to (GP), the above model takes ^(x) = (x — k)+ and 
assumes the knowledge of only the first two moments (n = 2). 81 
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The above close form solution was also known to Scarf [63], who 
considered almost the same function ^(x) = min(x, k). Jansen 
[33] derived an explicit form given the moments information up 
to the fourth order, which appeared to be sophisticated. In 
general, given any n, a closed form expression of (GP) is only 
possible in rare cases. One would thus naturally be led to numer-
ical methods. It turns out that the conic optimization approach 
brings fruitful results in this context. In view of this, the dual 
formulations and semidefinite programming (SDP) need to be 
introduced. 
6.2.1 D u a l fo rmula t ions , dua l i ty a n d t igh t b o u n d s 
(GP) is an infinite dimensional problem, since the decision vari-
able is any (discrete or continuous) probability distribution satis-
fying the moment requirement. This makes the problem counter-
intuitive to understand and is difficult to solve in general. How-
ever, if we shift our focus to its dual formulation, then the prob-
lem may yield to numerically tractable procedures in some in-
teresting cases, depending on the dimension of x and the choice 
of ^(x). In this chapter, we restrict our discussion to x G R 
and let us name the restricted (GP) as (GP1). Then the dual 
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formulation of (GP1) is 
n 




s.t^ y ^ z i x i > ^ ( x ) Vx G Q 
i=0 
where Q is a pre-defined sample space. It is worth noting that 
the dual formulation is an upper bound of its primal problem 
(GP，），which is guaranteed by the weak duality theorem. 
T h e o r e m 10. (Weak Duality) Let vd be the optimal value of 
(GD1), and vp be the optimal value of (GP1). We have vp < vd. 
Proof. For any feasible distribution n in (GP1), and dual feasible 
solution 乏0,… , z n to (GD1), the dual constraint implies that 
n n n 
E n [^(x)] < E n [ ^ Zixi] = ^ ZiE n[x i] = ^ 乏im” 
i=0 i=0 i=0 
where the first equality is given by the primal constraints. The 
inequality thus also holds at the respective optimalities. • 
When the equity holds (i.e. vp = v d ), we call vd a tight (up-
per) bound. The weak duality being always true, nonetheless, 
the most informative upper bound is the tight one, and this is 
guaranteed available by the strong duality (see, e.g. Luo et al. 
49], Shapiro [66] and Isii [32]). 
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T h e o r e m 11. (Strong Duality) If (GP1) is feasible and the dual 
(GDI) is strictly feasible, then vp = vd. 
Let us remark that (GP1) being feasible refers to any distri-
bution of x satisfying the given moments while a strict feasibility 
of (GD1) means there exist z 0 , • • • , such that the inequalities 
in the constraint are strict. 
6.2.2 S D P a n d LMIs for some dua l p rob l ems 
By Theorem 11, we can look into the dual problem (GD1) for the 
optimal solution to (GP1). The next question is whether or not 
(GD1) is computable. Practically, we mean to ask if the dual can 
be formulated by semidefinite programming (SDP 1), or equiv-
alently, if the dual constraint can be written as Linear Matrix 
Inequalities2 (LMIs). (For more information about SDP and 
LMI, we refer the interested reader to Boyd and Vandenberghe 
7] and Nemirovski [54]). Given that x G R (univariate), the 
possibility of forming LMIs depends on the choice of ^(x) and Q. 
Whe^ ^n=0 z i x i — ^(x) is a polynomial over a bounded interval 
or semi-infinite interval, Nesterov [56] provided an affirmative 
1 Informally speaking, S D P is linear programming with LMI(s). 
2Let y = [yi,... , ] be a variable vector and Aq, A1, . . . , be some constant matrices. 
A n L M I is of the form Aq + y 1 A 1 + . . . + ykAk ^ 0, where 0” means that the s u m is 
a positive semidefinite matrix. U p o n arriving at this form, the constraint can be handled 
computationally with Matlab free toolboxes, for instance, S e D u M i [69] and cvx [26]. 
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answer by giving an explicit description of the cones of polyno-
mials that are representable as LMIs. Subsequently, Bertsimas 
and Popescu [6] gave an explicit formulation for applications of 
moment problems. To summarize, when Ziif' 一 ^(x) is a 
polynomial, we conclude that each of the following three dual 
problems can be written as an SDP. 
n 
(D1) inf y ^ z i m i 
卻 ， … “ 
i=0 
n 
s . t . ^ Zixi > ^ ( x ) Vx G R 
i=0 
n 




s . t . ^ Zixi > ^ ( x ) Vx > 0 
i=0 
n 
(D3) inf E z i m i 
i=0 
n 
s.t. E z i x i > ^(x) Vx G [a, b 
i=0 
Our claims are backed by Theorems 15, 16 and 17 respectively 
in Appendix. For the calculations of the nonlinear risk and 
its risk measures in this chapter, we extend our discussion to 
the case where the dual problem with ^(x) being a fractional 
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polynomial and Q a union of (disjoint) intervals. Our results 
stipulate that under some conditions, such models can also be 
written as an SDP: 
T h e o r e m 12. Let Ij = [aj, bj] for j = 1,... , k, where —⑴ < 
a 1 < b1 < a 2 < ... < bk < TO. Consider 
n 




s.t^ z i x i > ^(x) Vx G ^  Ij 
i=0 j=1 
When ^(x) is a fractional polynomial, (D4) is an SDP. 
Proof. Let ^(x) = , where p(x) and q(x) are some polyno-
mials and q(x) = 0. Then 
n 
^ Zixi > ^ ( x ) Vx G I1 U • • • U Ik 
i=0 
n 
^ ^ q(x^ y ^ Zixi > p ( x ) Vx G I1 U …U Ik 
i=0 
• 
q(x) E n = 0 Zixi > p(x) Vx G I1 
^ ^ < . 
�q ( x ) En=0 Zixi > p(x) Vx G Ik. 
By Theorem 16 and 17 in the Appendix, each nonnegative uni-
variate polynomial here can be represented with an LMI. Hence 
(D4) is an SDP. • 
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Similarly, we can extend to handle the constraint of nonneg-
ative polynomial over another: 
L e m m a 14. Let g(x) be a polynomial and ^(x) a fractional 
polynomial. Consider 
n 
( D 5 ) i n f y ^ Zimi 
z^ o，". ,z„ 
i=0 
n 
s.t. ^ z i x i > 妙(x) Vg(x) > 0 
i=0 
(D5) is equivalent to (D4). 
Proof. Note that g(x) > 0 分 x G / 1 U …U / k for some k. Hence 
(D5) is an SDP. • 
6.3 Wors t e x p e c t a t i o n a n d wors t r isk mea-
sures on a n n u i t y p a y m e n t s 
As our work focuses on the management of nonlinear risk of a 
fractional polynomial form, we try to apply the moment bounds 
on annuity payments, in particular on mortgages, which is a nat-
ural association of such a form where interest rate is considered 
a risk. With different choices of 科）,we will discuss the use of 
the dual forms in previous section in risk management. 
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6 .3 .1 T h e w o r s t m o r t g a g e p a y m e n t s 
Let us start w i t h the most famil iar annui ty formula. Given the 
mortgage loan P, period t and interest rate r and the annui ty 
A , we have 
„ A ( 1 1 ) , ( 1 + r f ― 1 
P = A h • • • + = A - 
V1 + r (1 + r ) V r ( 1 + rf 
fP,t ( r ) : = A = ( ? + ! + — 1 (6.1) 
I f we fix P and t , the annui ty can be regarded as a nonlinear 
(fractional) polynomial in the interest rate. Before we enter into 
a mortgage contract, we should take the first precautious step 
to estimate how worst the periodic payment can be. I n other 
words, given the moment in format ion of r , how much is charged 
in the worst case? We can formulate this as the moment bound 
problem w i t h ^ ( r ) = fp,t ( r ) as follows: 
( R M 1 ) s u p E ( f p , t ( r ) ) 
r〜(爪 1，... ,mn)+ 
n 




s.t. ^ Ziri > fp，t(r) Vr > 0 
i=0 
By Theorem 16, (RM1) is an SDP and therefore can be com-
puted efficiently. 
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6.3.2 T h e wors t p robab i l i ty of r e p a y m e n t fai lure 
Risk is typically viewed as an uncertainty, or a random variable 
to be realized, in the future. In order to get more information 
for what one might face in the future, people naturally seek to 
know the chance of each scenario's occurrence. For example, 
both parties, the mortgagor and the mortgagee, typically worry 
about the ability of the former to pay a series of periodic obli-
gated payments. If the mortgagor can only set aside a portion 
of his monthly income, let say h, how likely is his failure in the 
mortgage obligation when the interest rate moves against him? 
Mathematically, he needs to estimate the greatest probability 
that the mortgage payment exceeds h. When we know the mo-
ments of r, this probability can be calculated by formulating a 
moment bound problem (i.e. an instance of Problem (GP)) as 
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follows 
( R M 2 ) s u p P(fp，t(r) > h ) 
r�(mi,"，爪n)十 n 




s/t. ^ zir i > 1{/p,t(r)>h} V r > 0 
i=0 
n 




, / E n = o Ziri > 1 Vfp，t(r) > h , r > 0 s.t. (6.2) 
E n = o Ziri > 0 Vfp，t(r) < h , r > 0 
\ 
Note that 
fp，t(r) = h 乡 P • r ( 1 + r ) ^ = h ( ( 1 + r ) ^ — 1 ) . ( 6 . 3 ) 
Therefore, fP，t(r) > h can be represented by a union of intervals. 
Together with r > 0, the "for-all" ("V") condition above is still 
a union of intervals, thus representable as LMIs by Lemma 14. 
Another key to note is that P(fp，t(r) > h) = E[1{/P t( r)> h}], 
where 1 { x g A } takes value 1 if x G A and 0 otherwise. 
6.3.3 T h e wors t e x p e c t e d downs ide r isk of exceed ing 
t h e t h r e s h o l d 
Treating the probability as a preliminary estimation on risk 
prevailing in the market, a financial institution (or mortgagee) 
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needs to take more steps when accepting mortgage applications. 
In the subprime crisis, in order to diversify the risk of this 
mortgage pool, financial institutions securitized it into differ-
ent tranches of bond-like hybrids, called collateralized mortgage 
obligations (CMOs). To make these products attractive enough, 
they are covered with an insurance (most of which were from 
AIG during the crisis) to become bonds of investment grades. 
As a result, most banks, pension funds and insurance firms, held 
with confidence a rather large portfolio of them. When the in-
terest rate rallied, all such investment graded products became 
toxic assets poisoning quite a number of the entities and the 
disaster followed. While someone blamed the quants for facil-
itating the domino effect with complicated models and some 
blamed the human greed, we believed one of the fundamental 
reasons was due to the underestimation of the interest rate risk 
at stake. Taking into account the precautious attitudes in finan-
cial industry and the fact that it is always a difficult task to fore-
cast the stochastic movements of interest rate, we urge for the 
concern about the worst expected risk of failing mortgage pay-
ments: If the payment fp，t(r) climbs beyond the homeowner's 
ability (or a certain threshold) h, what is the expected value of 
fp，t(r) — h]+ based on the handy moment information of the 
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interest rate? Again, we can consider the dual formulation of 
the moment bound problem: 
( R M 3 ) s u p E(fp，t(r) - h ) + 
r  (爪 1，...，mn)+ 
n 




s . t . ^ Ziri > (fp，t(r) - h )+ Vr > 0 
i=0 
n 
= i n f y ^ z i m i 
Zo，."，Z„ “ 
i=0 
s t f En=0 Ziri > fp，t(r) - h Vfp，t(r) > h , r > 0 
. . 1 En=0 Ziri > 0 Vfp，t(r) < h , r > 0 
(6.4) 
By Lemma 14, constraints in (6.4) can be re-formulated as 
LMIs. 
We suggest that this risk measure could be put into practice 
in quite some places. For instance, nowadays, mortgage appli-
cants need to submit their credit information, such as monthly 
salary and loan record over the past few years. The bank in 
charge then makes sure that they pass a certain stress test 
based on their credit profile before offering the loan. The afore-
mentioned value of (6.4) can certainly play a role in setting the 
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passing mark there. Suppose that, under the prevailing 1M-
LIBOR rate, an applicant needs to repay USD$1000 monthly, 
which is currently affordable based on his credit profile. Can 
his remaining salary and savings absorb the maximum expected 
high side [fp，t(r) 一 $1000]+? If not, his application should prob-
ably be turned down or he may be required to purchase some 
facilities to enhance his credit. 
Another application is insurance pricing, which is obvious 
from the very nature of its form E[fp，t(r) 一 h]+. From the 
prospect of home buyers, floating rate mortgage plan is more 
attractive than the fixed rate plans in the low interest envi-
ronment. But what if the interest rate soars? Although the 
mortgage plan usually includes a cap on the rate, this still pos-
sibly creates a serious financial burden for them. The reason 
is that this cap is usually referenced to another more stable 
and yet changing rate (e.g. the PRIME rate in Hong Kong). 
Meanwhile, the cap may still be too high for protection. Being 
offered an insurance against the unwanted high side of the pre-
specified amount, the home buyer can decide to pay the extra 
premium for the protection. In other words, we mean to calcu-
late E ^ J = 1 �.[fp，t(r) 一 h]+], where � .i s some discount factor for 
the j-th repayment. Since fp，t(r) is nonlinear, there is no easy 
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way to find its close form solution, but the upper bound can be 
estimated by our method with some common choices of 6j: 
1. If the discount factor 6j is chosen to be independent of r, 
we can simply compute 
J 
s u p E[[fp，t—j+1(r) 一 h]+；. 
j=1 r~(mi,..，m„)+ 
2. If the discount factor is 6j =(丄)】.,we will have to handle 
some of piecewise fractional polynomials ^ J = 1 ( i + r y [fp，t-j+i(r) — 
h]+ as our objective. This is sophisticated, but still com-
putable with our models. 
3. If the discount factor is 6j = ( 1+ r 1+ s) j , i.e. depending on r 
plus a given constant spread s, it is easy to see from 2 that 
our model still applies. 
Therefore the numerical value of the bounds could be obtained. 
6.4 N u m e r i c a l examples for risk m a n a g e m e n t 
6.4.1 A m o r t g a g e example 
To demonstrate the use of our models, let us present an experi-
mental scenario. 
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Consider an annuity for a loan $1000 with annual payments 
in the next 20 years, charged for a floating interest rate. Sup-
pose the latest reference rate is 2.5% p.a.. By (6.1), the annual 
payment 
fi000，20(0.0013) = $50.69. 
To mimic the trend of interest rate in real situation, we took 
the mean and standard deviation based on the historical 1-
year Treasury rate 3 . In particular, we chose the most recent 
5-year (2007-2011), 10-year (2002-2011) and 20-year (1992-2011) 
monthly samplings for comparisons, which reflected concerns on 
different risk horizons. According to our first model, each of 
the three sets of data gives a tight bound on sup E[fl000，20(r)]: If 
Table 6.1: Worst expectation in different periods.  
Sampling period | ^ a sup E[/iooo,2o(r)H f f j l i ^ ^ 一 l 
5-year 1.46% 1.70% $58.4817 15% 
10-year 2.10% 1.68% $62.1876 23% 
20-year 3.52% 2.00% $71.1213 40% 
this loan serves a period of 5 and 10 years, our model shows that 
the risk (potential increase) can be as much as 15% and 23% of 
the current level respectively. In case the loan is taken until its 
31-year Treasury constant maturities is used and can be obtained from http://www. 
federalreserve.gov/releases/h15/data.htm 
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maturity, our model based on a 20-year sampling suggests that 
there is a risk of increased payment up to 40% of the current 
level. 
Meanwhile, one of the common risk management techniques 
is to study the risk at one or two standard deviation about 
the mean. We can convert these risk levels into corresponding 
thresholds h. In other words, we worry about the increased 
payments due to interest rate fluctuations. When the payment 
reaches a certain threshold level h, we may need coverage or cede 
the unwanted risk to other parties. Based on our second and 
third models, we can calculate the maximum stop loss payment 
as well as probability with our models at the thresholds. 
Table 6.2: Risk measures in different periods and different thresholds. 
Sampling period ^ + a eqv. threshold h 4 supE[/iooo,2o(r) — supF(/iooo,2o(r) > h) 
5-year 3.16% $61.2121 $2.3312 0.4630 
10-year 3.78% $72.1465 $2.3666 0.5000 
20-year 5.53% $83.8605 $3.0463 0.5000 
Sampling period ^ + 2a eqv. threshold h 5 s u p E [ / 1 o o o , 2 o ( r ) — h]+ s u p F ( / 1 o o o , 2 o ( r ) > h) 
5-year 4.86% $79.2686 $1.4726 0.2000 
10-year 5.46% $83.3836 $1.4767 0.2000 
20-year 7.53% $98.3171 $1.8929 0.2000 
Compare the results of the two risk levels ^ + a and ^ + 2a. If 
we manage to retain more risk, the coverage can be as cheap as 
4h = fiooo,2o(M + ff) 
5 h = fiooo,2o(M + 2a) 
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63% of otherwise (e.g. 1 | |2 | ~ 63%). If we consider the worst 
probabilities as the payoff of binary options E [ 1 f 1 � � �2 � (r ) > h ] , a 
similar conclusion follows (40% in this case). Equipped with 
the calculated chance of events and the cost for protections, we 
may judge the acceptance level of risk. 
6.4.2 A n annu i t y example 
When pricing a policy, actuaries need to assume the interest 
rate charged. We can go through a sensitivity analysis with 
the following simplified example. Suppose an actuary wants to 
price, for a male of age 50, an annuity life insurance which will 
offer ten annual payments of $5000. If he passes away during the 
period, the annuity terminates immediately, but a death benefit 
of $50000 will be provided. 
Let us refer to the 2007 period life table in the U.S. Social Se-
curity Administration. 6 The actuarial present value for this pol-
icy is calculated to be v = $45259.40 (calculated in the following 
table) assuming a 5% annual interest rate. We further assume 
that there is no loading. Then v is the required reserve which is 
set against the man's mortality in the insurance company. To 
justify the interest rate of 5%, the actuary can use the moment 
6http://www.ssa.gov/oact/STATS/table4c6.html 
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Table 6.3: Calculations of the actuarial present value of the policy. 
policy survival mortality a := 5000pj + 50000qri ll^j discounted 
year i rate at i rate at i (q) paid off 
0 0.99449 0.00551 5248.04 1.0000 5284.04 
1 0.98851 0.00597 5241.31 0.9524 4991.72 
2 0.98209 0.00643 5231.71 0.9070 4745.31 
3 0.97524 0.00685 5218.78 0.8638 4508.18 
4 0.96796 0.00727 5203.39 0.8227 4280.84 
5 0.96024 0.00772 5187.20 0.7835 4064.31 
6 0.95203 0.00821 5170.72 0.7462 3858.47 
7 0.94330 0.00873 5153.20 0.7107 3662.28 
8 0.93401 0.00929 5134.53 0.6768 3475.25 
9 0.92412 0.00989 5114.90 0.6446 3297.11 
10 0.91358 0.01054 5094.99 0.6139 3127.88 
Premium $45259.40 
bound to estimate the worst expectation 7 with a reference rate, 
say, the 1-year market yield on U.S. Treasury 8 securities. In this 
� ^ 10 
case, (RM1) can be applied by considering f r ) := E i = 0 (i+T)! 
and with the first two moments, M and M2 + ^2 . From the data 
set, we further obtain the range: r G [0.18%, 14.18%]. A trans-
� ^ 10 
formation x = 1 + r (so that we use f (x) := f (x — 1) = E i = 0 X ) 
will lead to this moment bound formulation: 
7Here assumes that the randomness of interest rate is independent of mortality. 
8http://www.federalreserve.gov/releases/h15/data.htm 
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sup E ( f (x)) 
(1+^)2+^2)十 
= i n f zo + zi(1 + � + Z2((1 + M)2 + a2 ) 
s.t. zo + zix + z2x 2 > f (x) Vx G [1.0018,1.1418] 
The actuary can compare the impact of interest rate accord-
ing to different horizons of history on the reserve. The calcu-
lation is summarized in the following table: In the table, the 
Table 6.4: Worst case risk in different periods.  
Horizon of History ^ a sup E[/(x)] % of risk 
5 years 1.466% 1.836% $53396.00 18% 
10 years 2.102% 1.721% $51789.40 14% 
20 years 3.524% 2.000% $48621.50 7% 
risk is regarded as the portion in excess of the reserve. The risk 
using 20 year's history is lower. This may be explained by the 
fact that the 20-year-set reflects the higher possibility of high 
interest rate environment, so that it is easier to generate more 
interest return to meet the annuity obligations. 
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6.5 Conclus ion 
By Theorem 12, we manage to extend the SDP techniques to 
calculate moment bounds for nonlinear risk in the form of frac-
tional polynomials. When we estimate a variety of risk measures 
or payments in such nonlinear forms, we can use the techniques 
to find their supremum (and infimum, if necessary). We be-
lieve that these estimations are essential in risk management, 
especially when we have limited information on the products. 
口 E n d of chap t e r . 
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C o m p u t i n g d is t r ibu t iona l 
robus t probabi l i ty func t ions 
In risk management, we are concerned about the worst-case 
analysis. With reference to a risk measure, one of the most 
popular ways to describe "worst-case" is through distributional 
robustness, which refers to any possible distribution from a given 
set. The given set is often described by some moment infor-
mation, say m 0 , m 1 , … , m n , and the formulation as follows is 
referred as moment bound problem: 
( G P ) s u p E[^(x)； 
〜(mo，…，m„) 
: = s u p E[^(x) 
s.t. E [ x Q x 0 • • •© x] = m i, i = 0, • • • ,n 
# of x=i 
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(When x G R, "©" is the scalar multiplication and mi G R for 
all i, we denote E[xi] = mi； When x G R d , "©“ is the tensor 
multiplication (or matrix multiplication when d = 2) in the cor-
# of d=i 
responding spaces and m i G R d ^ •' ’ 夂（For example, if x = 
/ ( x(1))2 x ( 1 ) x ( 2 ) \ 
x ( 1 ) , x ( 2 ) ] T G R 2 , then x © x = x x T = G 
x(1)x(2) (x(2))2 
R 2 ^ 2 , which is in the same space as m2. We will use the small 
letters (e.g. m) for scalars and vectors, capital letters (e.g. M) 
for matrices, and fraktur small letters m for ambiguous (implied) 
dimensions) 
Scarf [63] first applied this worst-case analysis in inventory 
management, where he took ^(x) = min{x, k} for some con-
stant k and assumed the knowledge of the first two moments. 
Lo [48] and Grundy [27] applied the similar concept for option 
bounds. As a matter of fact, a sizeable amount of relevant liter-
ature can be found (see e.g. Chen et al. [10], Cox [11], Cox et al. 
12]，Han et al. [28], He et al. [29], Jansen [33], Liu and Li [44], 
Schepper and Heijnen [13, 14], Vylder and Goovaerts [18, 19_ 
and Vylder [15]). With the recent computational developments 
of moment bounds, applications have been introduced in differ-
ent streams in financial engineering. For example, Bertsimas 
and Popescu [6] linked the moment bounds with semidefinite 
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programming and probability theory; Popescu [61] worked out 
the mean-covariance solutions for stochastic optimization; Chen 
et al. [10] and Natarajan and Sim [53] discussed the portfo-
lio selection; Wong and Zhang [76] introduced the context into 
nonlinear risk management; Lasserre et al. [40] priced a class 
of exotic options with moments and SDP relaxation. Regarding 
the theories of computing moment bounds, readers may refer to 
Popescu [60] and Lasserre [39.. 
In particular, when we choose ^(x) = 1 x G E for some event 
E in the sample space Q C R d of x, (GP) is the worst-case 
probability, which can be regarded as an implicit function of the 
moments, given the event E. 
Fd，n(E) := sup P[x G E] (= sup E [1xGE] 
(Rb): (m。，…，mn) \  (m。，…，mj J 
(7.1) 
We will show that, by choosing E = {x G R : x < t}, F 1， 2 ( E ) 
is a probability distribution, which may not be true in general. 
Although we always have 0 < F d， n < 1, it may not satisfy the 
additivity of joint countable union, namely, for any countable 
sequence of pairwise disjoint event E 1, E2,..., we only have 
, ⑴ 、 ⑴ 
Fd，n U A < E F d， n ( E j ) 
V ] J j=1 
In other words, only subadditivity is guaranteed and the equality 
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holds only when the right hand side is attained by the same 
extremal distribution of x for all Ej. 
The possibility of both the analytical form and computation 
of Fd,n remains open for a general n and d. Throughout this 
chapter, we fix n = 2 unless specified otherwise. When d = 1 
and n = 2, there are nice distributional robust functions in 
analytical form. We will revisit them with discussing the Value-
at-Risk in the context of portfolio selection. The formulation is 
in line with El Ghaoui et al. [21], who discuss the worst-case 
Value-at-Risk with unknown first two moments. When d = 2, 
there are no analytical form or method of exact computation 
to our best of knowledge. The closest approximation is due to 
Cox et al. [12], who use sum-of-squares (sos) polynomials to 
approximate F2,2(E) for nonnegative random variables, where 
E = {x G R 2 : x < t for some t G R+}. Our key contribution 
is to provide the exact computational methods, in the form of 
SDP, for F 2 , 2 ( ^ ) . The methodology is based on the nice charac-
terization of copositive cones in R d + 1 , where d < 3, and some 
results in Luo et al. [50], which states that, given either (i) 
x ( 1 ) G [0,1] or (ii) x ( 1 ) G R+, and r ( 2 ) G R m , a bi-quadratic 
function can be checked the nonnegativity with LMIs. 
The rest of this chapter is organized as follows. In section 7.1, 
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we review on F1，3 and its Value-at-Risk in the context of portfolio 
selection. In section 7.2, we derive the LMIs for computing F3，3 , 
where three events are taken into account as our "base cases": 
E1 := {x G R 3 : r ( 1 ) s M ( 1 ) , x ( 3 ) < w�}，E3 := {x G R 3 : 
I � < x < M ( 1 ) , / ( 3 ) < x < 以 ⑵ } a n d E 3 : = { x G R 3 : r � < 
M ( 1 ), 1 3 < x < M ( 3 ) } . Model extensions are introduced in section 
7.3, followed by applications in section 7.4. A conclusion is in 
section 7.5. 
7.1 D i s t r i bu t iona l r obus t f unc t i on w i th a sin-
gle r a n d o m var iable 
Take E1 = {x G R : x < t} and let 购 and a 3 be the mean and 
variance respectively. F1，3(E1) can be represented as a function 
of t (see Chen et al. [10]): 
F1，3(E1) : = F ( t ) = I ， t < ( 7 . 2 ) 
1, t > ^ 1 . 
V 
This essentially comes from Chebyshev-Cantelli inequality. It is 
also well-known that this worse-case probability is achieved by 
a two-point distribution of x. However, the story is completely 
different when F(t) is regarded as a distribution function of some 
random variable Z, since it now has a smooth and continuous 
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distribution (7.2), which allows us to compute its moments. It 
is interesting to note that the first two moments of Z and x 
are no longer the same: E ( Z ) = 灼― |a versus E ( x ) = 灼 ； 
and E ( Z 2 ) = ⑴ versus E ( x 2 ) = 泊 + a 2 (see Appendix). This 
infinite variance provides us with some insight about the huge 
"fluctuation" of Z. 
In risk management, as extreme events associate with the 
Value-at-Risk, let us apply Z with this risk measure and consider 
a portfolio selection problem. Suppose that 9 G R p be the vector 
of investment return from p assets with a mean m G R p and 
second moment matrix M G S+. Let w G R p be the portfolio 
weights and x = w T 9 the portfolio return. Then E(x) = w T m 
and E (x 2 ) = w T M w . Applying Fi，2(Ei) i n the def in i t ion VaR, 
where we regard ―wT9 as the loss and choose t = - a in E1 , we 
have 
V a R e ( w T 9 ) : = a r g m i n { F i 2 (— w T 9 > a ) < e } , 
a ‘ 
where e G (0,1) is the level of confidence. The higher the a , the 
higher the risk. Therefore we would like to minimize the risk over 
the set of admissible por t fo l io W (which typ ica l ly incorporates 
the target of return, budget constraint and sometimes no short 
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selling) as follows: 
min a 
/ \ 
s.t. sup P (x > — a) = F(—a) < e (7.3) 
乂x 〜(wT m， w T M w ) J 
w G W , 
where e is given. We are going to show that the risk con-
straint (7.3) is convex and efficiently computable in the following 
Lemma. 
L e m m a 15. (7.3) is in a second-order cone (SOC). 
Proof. 
F( a) < e 
w T Mw � 
(w T m + a ) 2 + w T M w 一 
(1 — e )w T Mw < e(w T m + a ) 2 
(
T \ 
w T m + a 
G SOC(d + 1), 
乂 M 2 w 乂 
where M 1 M 2 = M. • 
Note that we have implicitly assumed — w T m < a . Otherwise 
F1，2(—wT0 > a) = 1 > e, which contradicts the definition of 
VaR. Our result is in line with that in El Ghaoui et al. [21], 
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who arrived at the same conclusion from a completely different 
angle. 
For completeness, let us state the worst-case probability of 
the event E2 := {x G R : l < x < u}: 
a 2 . < 厂 
(1—Mi)2 + a 2 , M i < l ' 
Fi，2(E2) = j 1 , l < Mi < u ; ( 7 . 4 ) 
2 
. ( M i - : ) 2 + a 2 ， M i > U . 
7.2 M o m e n t b o u n d of jo in t p robab i l i ty 
In this section, we consider three "base-case" joint events: 
Ei :={x G R 2 : x ( 1 ) < u ( 1 ) , x ( 2 ) < u ( 2 ) } 
E2 : = { x G R 2 : l � < x ( 1 ) < u �，沪）< x ( 2 ) < u ( 2 ) } 
E3 :={x G R 2 : x ( 1 ) < u�，Z (2) < 工⑵ < u ( 2 ) } 
Our goal is to show the LMI formulations for F2,2(Ek), k = 
1, 2,3. Let l := (l(1)，Z(2))T and u := (u�，u ( 2 ) ) T and the mean 
M G R 2 and covariance matrix r G S+ of x be given. Recall 
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their primal form, 
(Pk) s u p P[x G Ek] : = supE [ lEk ‘ 
x-(^，r) x G p 
s.t. E[x] = ^ 
E [ x x T ] = r + 叩 T 
Since we can pick any feasible distribution from P for the 
optimal, the bound is known as distributional robust. Another 
remark is that (P k ) is an infinite dimensional problem that is 
not trivial to solve. Therefore, we will look into their dual for-
mulation: 
(D1) inf Z0 + zTM + Z2 • ( r + 陣T) 
20，2I，Z2 
s.t. z 0 + z � x + Z 2 • x x T > 1 Vx < u (7.5) 
z 0 + zTx + Z 2 • x x T > 0 Vx G R 2 
(D2) inf Z0 + zTM + Z2 • ( r + MM T ) 
20，2I，Z2 
rji rji 
s.t. z 0 + Zi x + Z 2 • xx > 1 Vl < x < u (7.6) 
Z0 + zTx + Z2 • x x T > 0 Vx G R 2 
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(D3) inf Z0 + zfM + Z2 • ( r + 陣T) 
zo，zi，Z2 
s . t . Z 0 + z T x + Z 2 • x x T > 1 V 工 ⑴ < M ( 1 ) , / ( 2 ) < x ( 2 ) < u � 
(7.7) 
z 0 + zf x + Z 2 • x x T > 0 Vx G R 2 
Trivially, their second constraint are the same and is an LMI. 
In the mean time, (7.5) is a copositive constraint in dimension 
3 X 3, thus also an LMI. We will supplement the derivation 
for completeness; To show that (7.6) and (7.7) can be cast into 
LMIs as well, we base the results on Theorems 13 and 14: 
T h e o r e m 13. (Theorem 4.5 of Luo et al. [50]) Let p(x, y ) : = 
yTCy + 2(y T By)x + ( y TA y ) x 2 be defined by p : R+ x R m ^ R , 
where A, B, C are sub-matrices in Z G L 2 ， m and 
( ( \ \ C B � 2 
L 2， m : = \ g S 2 x m : A , B , C G S m \ . 
U B A 
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Then 
p(x,y) > 0 V x G R+,y G R m 
[ / C B \ 
^ ^ Z ^ G L2，m : 
U B “ 
f C b \ ( 0 E \ 
- 1 0 , 
V B ^ \ E T 0 J 
E + E T t 0 for some E } 
T h e o r e m 14. (Theorem 4.6 of Luo et al. [50]) Let p(x, y ) : = 
yTCy + 2 ( y TB y ) x + (y T Ay)x 2 be defined by p : [0,1] x R m ^ R , 
where A, B, C are sub-matrices in Z G L 2， m. Then 
p(x,y) > 0 V x G [0,1],y G R m 
[ / C B \ 
^ ^ Z ^ G L2，m : 
U B A ) 
( C B - E \ 
t 0, 
乂 B - E T A + E + E T ) 
E + E T t 0 for some E } 
The key to apply Theorems 13 and 14 into the moment 
bounds is that we choose y = (1 乂，…，《 m ) T , w h e r e �G R , 
so that p(x, ^) has a degree 2m - 2 in ^. In other words, it is 
no longer bi-quadratic. We are going to show the "conversion" 
and how the theorems are invoked. 
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7.2.1 C o n s t r a i n t (7.5) in LMIs 
Let x = u — x. Then rewrite (7.5) with a few lines of algebra: 
z 0 — 1 + zf (u — x) + (u — x ) T Z 2 (u — x) 
=Z0 — 1 + z f u + u T Z2u — (zf + 2u T Z2 )x + x T Z2x > 0 Vx G R + 
(Z0 — 1 + z T u + u T Z2u —zT/2 — u T Z2 \ „ 
^ ^ — N G , 
乂 —z1 /2 — Z2u Z2 乂 
where N G R+^ 3 . Here we use the fact that the copositive cone 
C m = + R^^xrn for m < 4. Hence (D1) can be cast as an 
SDP: 
(SDP1) inf z �+ zf M + Z2 • ( r + 叩T) 
z0 , z1 , Z2 
( z0 — 1 + zfu + u T Z2 u — zf / 2 — u T Z2 \ 
丄 —N ^  0, 
乂 —z1/2 — Z2u Z2 乂 
s . t J N ( i j ) > 0, i , j = 1, 2,3 
( z 0 zf /2 \ 一 0 
V z1/2 Z2 ) -
Let us remark that (D 1 ) can be extended to compute F3,2(E1). 
7.2.2 C o n s t r a i n t (7.6) in LMIs 
Let x ( 1 ) = (u�— / ( 1 ))nn + / � and x ( 2 ) = . Writing the 
expression in (7.6) componentwise and multiplying (1 + ^2)2 on 
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i t , w e h a v e 
( 1 + ^ 2 ) 2 ( Z 0 ― 1 + z T x + Z 2 • x x T ) 
= ( 1 + ^ 2 ) 2 ( Z 0 ― 1 + zi 1 ) x ( 1 ) + zi 2 ) x ( 2 ) + �) 2 
+ ( Z 2 1 2 ) + Z 2 2 1 ) �: r ( 2 ) + Z f ) ( : r �) 2 ) 
=(Z0 ― 1 + zi1)(…⑴―/(1))n + /⑴） 
+ Z ( 1 1 ) ( ( w⑴- / ( 1 ) ) n + /⑴)2) (1 + 2^ 2 + ^ 4) 
+ [ z ( 2 ) + ( Z 2 1 2 ) + Z 2 2 1 ) ) ( ( u ( 1 ) ― / ( 1 ) ) n + /⑴)-• 
( / ⑵ + u ⑵ e 2 ) ( 1 + ^ 2 ) + z 2 2 2 ) ( / ( 2 ) + u ⑵ f ) 2 
= C1(€ ) + b 1 ( ^ ) ( u ( 1 ) ― / ( 1 ) ) n + a1(《)(u(1) ― l �) V ， 
where 
ci(e) := (z0 一 1 + g 1 ) , � + Z2 1 1 ) ( l ( 1 ) ) 2 ) ( 1 + ^ 2 ) 2 
+ [ z ( 2 ) + l ( 1 ) ( Z 2 1 2 ) + Z 2 2 1 ) ) ] ( 沪 ) + u ( 2 ) ^ 2 ) ( 1 + a 
/ 1 \ T / 1 \ 
+ Z 2 2 2 ) ( l ( 2 ) + u � e 2 ) 2 = ^ C 1 ^ , 
2 2 Ve ) Ve J 
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C 1 _ 1 ) ， / ( V ⑵ ） : = 
{ y G S 3 | Y ( 1 1 ) = ( z 0 一 1 + zi 1)/⑴ + z 3 1 1 ) ( / ( 1 ) ) 3 ) 
+ [zf) + / ⑴ ( z 3 1 3 ) + z 3 3 1 ) ) ] I ⑶ + z 3 3 3 ) (/(3))3； 
y ( 1 3 ) + y ( 3 3 ) + y ( 3 1 ) = 2 ( z �一 1 + 4 1 ) /⑴ + z 3 1 1 ) ( / ( 1 ) ) 3 ) 
+ [ z( 3 ) + / ⑴ ( Z 3 1 3 ) + Z 3 3 1 ) ) ] ( / ⑵ + u(3)) 
+ 2Z333)/(3)U(3); 
y ( 3 3 ) = ( z0 一 1 + z ! 1 ) / � + z 3 1 1 ) ( / ( 1 ) ) 3 ) 
+ [ z | 3 ) + / �( Z 3 1 3 ) + Z 3 3 1 ) ) ] u(3) + Z f ) ( u⑵ j 3 ; 
y ( 1 3 ) = y ( 3 1 ) = y ( 3 3 ) = y ( 3 3 ) = 0 } , 
) : = ( z ; 1 ) + 2 Z 3 1 1 ) / ( 1 ) ) ( 1 + 作 
+ ( z 3 1 3 ) + z 3 3 1 ) ) ( / ( 3 ) + 錢 3 ) ( 1 + ^ 3 ) 
/ 1 1 1 彳 
= ^ B 1 ^ , 
3 3 
B 1 _ ⑴ ， / � ， 科 = 
{ y G s 3 1 y ( 1 1 ) = ( 4 ” + 2 Z 3 1 1 ) / ( 1 ) ) + ( z 3 1 3 ) + z 3 3 1 ) ) /⑵； 
y ( 1 3 ) + y ( 3 3 ) + y ( 3 1 ) = 2 ( g 1 ) + 2 z 3 1 1 ) / ( 1 ) ) + ( z 3 1 3 + z 3 3 1 ) ( / ⑵ + u ( 3 ))； 
y ( 3 3) = ( z{ 1 ) + 2 Z 3 1 1 ) / ( 1 ) ) + ( z 3 1 3 ) + z 3 3 1 ) ) u(3)； 
y
( 1 2 )
 = y
( 2 1 )
 = y
( 2 3 )
 = y
( 3 2 )
 = 0 , 
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f 1 f 1 \ 
) :=Z2 1 1 ) (1 + ^2 )2 = ^ A1 ^ , 
U v V x i 2 / 
A G A : = { y G S 3 | Y ( 1 1 ) = z 2 1 1 ) ; Y ( 1 3 ) + Y ( 2 2 ) + Y ( 3 1 ) = 2 Z 2 1 1 ) ; 
Y(33) = Z ( 1 1 ) ; Y(12) = Y(21) = Y(23) = Y(32) = 0 } . 
By Theorem 14, constraint (7.6) can be represented by LMIs: 
z 0 + zTx + Z 2 • x x T > 1 V 0 < x < t 
( � ) + &1(0(w(1) — / ( 1 ) )n + )(w ( 1) — / ( 1 ) ) 2 n 2 > 0 V 0 < n < 1 乂 G R 
‘ I C1 (u ( 1 ) — / ( 1 ))B1/2 — E1 \ 
(u ( 1 ) — I�)B1 /2 — ET (u ( 1 ) — / ( 1 ) ) 2 A1 + E1 + ET “， 
E + E T ^ 0, 
�w h e r e 成 G A, B1 G B(/⑴，/f 2)— 2)), C1 G C(/(1),/(2), u ( 2 ) ) . 
Hence, (D2) is equivalent to the following SDP: 
(SDP2) inf Z0 + zTM + Z2 • ( r + ) 
0^，Zl，Z2 
‘ ( C1 (u ( 1 ) — / ( 1 ))B1/2 — E1 \ 
⑴一/(1))B1/2 — E T ( u ( 1 ) — / ( 1 ) ) 2 A1 + E1 + ET y “， 
E1 + ET ^ 0 
s . I A1 G A,B1 G B ( / ( 1 ) , / ( 2 ) ,u ( 2 ) ) ,C1 G C ( / ( 1 ) , / ( 2 ) ,u ( 2 ) ) 
( Z 0 zT/2 \ 一 0 
^ Z1/2 Z2 ) “ 
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7.2.3 C o n s t r a i n t (7.7) in L M I s 
Let x ( 1 ) = u ( 1 ) — n and x ( 2 ) = . Writing the expression 
in (7.7) componentwise and multiplying (1 + ^2 )2 on it, we have, 
(1 + e 2 ) 2 (z�— 1 + zTx + Z2 • x x T ) 
=(1 + ^ 2) 2(z0 — 1 + zi 1 )x ( 1 ) + zi 2 )x ( 2 ) + ^ ^【”(工 �) 2 
+ ( Z 2 1 2 ) + Z^21))：^。^2) + z2 2 2 ) (x ( 2 ) ) 2 ) 
=(z0 — 1 + zl 1 )(u ( 1 ) — n) + Z^ 1 1 )—�—nn) 2 ) (1 + 2^ 2 + ^4) 
+ [zf) + ( z 2 1 2 ) + z 2 2 1 ) ) ( u �— n ) ] (沪) + 以⑵e2)(1 + ^ 2 ) 
+ z f ) ( z � + u � ^ 2 ) 2 
=C2(^) + ) n + ) n 2 , 
where 
C2(^ ) := (z0 — 1 + zl 1 )u ( 1 ) + ^ ^ � " ( u�) 2 ) (1 + ^2 )2 
+ [ z f ) + u ( 1 ) ( Z 2 1 2 ) + Z 2 2 1 ) ) ] ( 沪 ) + 以 ⑵ + ^ 2 ) 
/ 1 ( 1 彳 
+ Z2 2 2 ) ( l ( 2 ) + u ( 2 ) ^ 2 ) 2 = ^ C2 ^ , 
U V U 2 ； 
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C 2 咖 D ’ / ⑵ ， u � ） : = 
{y G S3 | Y(11) = (Z0 一 1 + zi 1 ) u ( 1 ) + Z2 1 1 ) ( u ( 1 ) ) 2 ) 
+ [ z f ) + u( 1 ) (Z2 12) + Z22 1))] / � + z f ) ( / ( 2 ) ) 2 ; 
y ( 1 3 ) + y ( 2 2 ) + y ( 3 1 ) = 2 ( z �一 1 + ⑴ + z^^ 1 1)—⑴)2) 
+ [ z f ) + u( 1) ( z 2 1 2 ) + z 2 2 1 ) ) ] (/⑵ + u( 2)) 
+ 2z22 2 )/ ( 2 )u ( 2 ); 
y ( 3 3 ) = (z0 一 1 + zi 1 ) u ( 1 ) + z2 1 1 ) ( u ( 1 ) ) 2 )  
+ [ z f ) + u( 1) ( z 2 1 2 ) + z 2 2 1 ) ) ] u⑵ + z f ) ( u⑵ ) 2 ; 
y ( 1 2 ) = y ( 2 1 ) = y ( 2 3 ) = y ( 3 2 ) = 0 } , 
b2(^) : = 一 ( z l 1 ) + 2 Z 2 1 1 ) / ( 1 ) ) (1 + ^ 2 ) 2 
一 ( z 2 1 2 ) + z 2 2 1 ) ) ( /⑵+u ( 2 )€ 2 ) ( 1 + ^ 2 ) 
/ 1 ( 1 彳 
= ^ B 2 ^ , U V U 2 ； 
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B2 G — B(u⑴，/⑵，u⑵）：= 
{ y G S 3 | Y ( 1 1 ) = — ( zl 1 ) + 2z211)u(1)) — ( z 2 1 2 ) + z 2 2 1 ) ) /⑵； 
Y ( 1 3 ) + y ( 2 2 ) + y ( 3 1 ) = — 2 ( zi 1 ) + SZ^^iDu�) 
—(Z212 + Z 2 2 1 ) ( / � + u ( 2 ) ) ; 
y ( 3 3 ) = — ( 4 1 ) + 2Z211)u(1)) + ( Z 2 1 2 ) + Z 2 2 1 ) ) u(2); 
y
( 1 2 )
 = y
( 2 1 )
 = y
( 2 3 )
 = y
( 3 2 )
 = 0 , 
( 1 \ T ( 1 \ 
a2(^ ) : = z21 1 ) (1 + ^ 2 )2 = ^ A2 ^ , 
2 2 V ^ V V x i 2 / 
A 2 G A : = { y G s 3 1 y ( 1 1 ) = z 2 1 1 ) ； y ( 1 3 ) + y ( 2 2 ) + y ( 3 1 ) = 2z2 1 1 )； 
y ( 3 3) = z 2 1 1 ) ； y ( 1 2) = y ( 2 1) = y ( 2 3) = y ( 3 2) = 0 } . 
By Theorem 13, constraint (7.7) can be represented by LMIs: 
z 0 + zfx + Z 2 • x x T > 0 V —⑴ < x ( 1 ) < u(1),—⑴ < x ( 2 ) < u ( 2 )  
台C 2 ( ^ ) + b2(^)n + a2(^)n2 > 0 V n > 0乂 G R 
' ( C 2 B 2 / 2 、 ( 0 E A t 
— ^ 0, E2 + E 2 t ^ 0 
VB2/2 • 乂 乂 ET 0 乂 
where A2 G A, B2 G — B2 ( u ( 1 ) , / ( 2 ) , u ( 2 ) ) , C2 G C ( u ( 1 ) , / ( 2 ) , u ( 2 ) ) . 
\ 
Summarizing the results, the tractable formulation for the 
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(D3) is 
(SDP3) inf Z0 + zTM + Z2 • ( r + 陣T) 
0^，Z1，Z2 
/ C2 B2 /2 \ / 0 E2 \ 
- t 0， 
V B2 / 2 • 乂 乂 Et 0 乂 
E 2 + E 2 t t 0 
‘ I A2 G A , B 2 G —则u⑴，/(2)y2))，C2 G 以u⑴，/⑵y2))’ 
( Z 0 zT / 2 \ t 0 
、乂 Z1/2 Z2 ) t 
7.3 Several mode l ex tens ions 
7.3.1 M o m e n t b o u n d of p robab i l i ty of un ion events 
For the tight bound of the union of two events, say supx_(^，^) P ( / ( 1 ) < 
x ( 1 ) < u � or x ( 2 ) < u ( 2 ) ) , applying Theorems 13 and 14 to its 
dual is almost immediate: 
inf z 0 + z�M + Z 2 • ( r + M M T ) 
zo，zi，Z2 
s.t. Z0 + zTx + Z2 • x x T > 1 V/(1) < 工⑴ < u � （7.8) 
Z0 + zTx + Z2 • x x T > 1 Vx ( 2 ) < u � (7.9) 
Z0 + Z T x + Z 2 • x x T > 0 V x G R 2 (7.10) 
We can see that Theorem 14 is applied to (7.8) and Theorem 
13 to (7.9). 
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7.3.2 T h e var ie ty of d o m a i n of x 
We can extend to compute the corresponding bound of (P k ) , k = 
1, 2,3, for nonnegative random variables. The dual formulations 
are respectively 
( D1+) inf z0 + Z t M + Z2 • ( r + M M T ) 
Zo,Z1,Z2 
s.t. z 0 + zf x + Z 2 • XXt > 1 V0 < x < u (7.11) 
z0 + zf x + Z2 • XXt > 0 Vx ( 1 ) , x ( 2 ) G R + 
( D2+) inf z0 + z f M + Z2 • ( r + M M T ) 
Zo,Z1,Z2 
s.t. z0 + z � x + Z2 • XXt > 1 V max{0, l} < x < u 
(7.12) 
z0 + zf x + Z2 • XXt > 0 Vx ( 1 ) , x ( 2 ) G R + 
( D3+) inf z0 + zf M + Z2 • ( r + M M T ) 
Z0 , Z1 , Z2 
s.t. z 0 + Z T x + Z 2 • X X t > 1 
V0 < x x � < u ( 1 ) , max{0, l ( 2 )} < x ( 2 ) < u � 
(7.13) 
z0 + zf x + Z2 • XXt > 0 Vx ( 1 ) , x ( 2 ) G R + 
Approximations to (D 1+) with sos polynomials are discussed 
in Cox et al. [12]. Theorems 14 can be applied to (7.11), (7.12) 
and (7.13) in the same way as that in the previous section. Their 
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second constraint are now a copositive constraint of dimension 
3 X 3, i.e., 
(Z0 Zf / 2 ) G C 3 , 
乂 Z1 /2 Z2 乂 
and therefore an LMI. Then the SDP for (D k+), k = 1, 2,3, are 
( S D P1+) i n f Z0 + zf M + Z2 • ( r + 陣T) 
2o，2I，Z2 
(Z0 ― 1 + z f u + u T Z 2 U ― z f / 2 ― u T Z 2 \ 3 
一 N G , 
乂 一Z1/2 — Z2u Z2 乂 
才 ) > 0, i , i = 1, 2, 3 
s.t. ^ / \ 
(
z 0 z T / 2 ) ― N 2 G S 3 
V z 1 / 2 Z 2 乂 
才 ) > 0, i j = 1, 2, 3 
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(SDP2+) inf z0 + zTM + Z2 • ( r + ) 
( Ci b*Bi/2 — Ei \ 
^ 0, 
乂 b*Bi/2 — ET a*Ai + Ei + ET 乂 
where b = (u�—max{Z(1)，0})，a* = (u�—max{Z ( 1)，0}) 2 
Ei + E T ^ 0 
s . tJ Ai G A, Bi G B(max{l ( 1 ) , 0}, max{l ( 2 ) , •壬，以⑵ )， 
(i G C(max{l (i ),0},max{l ( 2 ),0}，u ( 2)) 
I z0 z " 2 ) —N G S + 
V zi/2 Z2 乂 
N ( i j ) > 0, i , j = 1, 2,3 
V 
(SDP3+) inf z0 + zTM + Z2 • ( r + MM T ) 
‘ I Ci " �B 1 / 2 — Ei \ 
^ 0， 
l y u �B1 / 2 — ET (u ( 1 ) ) 2 4i + Ei + E f y 
Ei + E T ^ 0 
Ai G A , Bi G B (0 , max{l ( 2 ) , 0}，u�)， s.t. 
Ci G C(0, m a x { l ( 2 ) ,㊀}^ 2)) 
I z 0 z T / 2 ) —N G S + 
乂 zi/2 Z2 乂 
N ( i j ) > 0, i , j = 1, 2, 3 
V 
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Meanwhile, it is worth noting that the results above imply 
that we can compute the joint probability bound for two ran-
dom variables with a variety of support of x ( 1 ) and x ( 2 ) , in any 
combination: 
(I) x G R; 
(II) x G R+ (therefore any semi-infinite interval will do.); 
(III) x G [a, b] for any constant a and b; 
(IV) x G Uj=1 Ij, where Ij 's can be intervals of above forms. 
7.3.3 Higher m o m e n t s i n c o r p o r a t e d 
We have shown that Theorems 13 and 14 are adapted to the 
computation of joint probability bound perfectly. As a matter 
of fact, the theorems provide us with the freedom of using either 
random variable's higher moments. For example, for the bound 
of P ( / ( 1 ) < x ( 1 ) < u ( 1 ) , / ( 2 ) < x ( 2 ) < u ( 2 ) ) , if we are given the 
higher moments of x ( 2 ) , say A3, • • • , A n, in addition to M and r , 
then the dual formulation is 
n 
i n f z0 + z � M + Z2 • ( r + MM T ) + X ] ziAi 
i=3 
J z0 + ZTx + Z2 • x x T + ^ n=3 zi(x ( 2 )) i > 1 V/ < x < u 
. . \ z �+ ZT x + Z2 • x x T + E n = 3 zi(x ( 2 )) i > 0 V 工 ⑴ ， 工 ⑵ G R 
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Every step in the previous setting can be applied and the 
dimension m in Theorems 13 and 14 is now chosen as m = n + 1. 
7.4 Appl ica t ions of t h e m o m e n t b o u n d 
7.4.1 T h e R i e m a n n in tegrab le set a p p r o x i m a t i o n 
Given any bounded Riemann integrable subset R of a sample 
space Q C R 2 and the first two moments (M and r ) of an ar-
bitrary probability measure of it, we can always approximate 
the distributional robust probability measure of R with finitely 
many rectangular partitions [x i, x i] x [y., yi]. In other words, 
i 
there exists m G N such that R ^ [jm 1[x i,x i] x [y i,y i] and 
sup P ((x,y) G R) 
- s u p P ( x , y ) GU[xi ,xi] x [yi,yi] 
(工，y)〜("，c) 乂 i = 1 乂 
rji rji = i n f z 0 + Zi M + Z 2 • ( r + MM ) 
I z 0 + z � x + Z 2 • x x T > 1 Vx G [x i ,x i] x [y.,y i ], i = 1,... ,m s.t. < - i 
z 0 + z T x + Z 2 • x x T > 0 Vx, y G R 
7.4.2 Wors t -case s imul taneous V a R 
VaR refers to the risk of a single asset or a whole portfolio. 
Given the international investment markets nowadays, depen-
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dence among various seemingly unrelated factors have given rise 
to a growing concern. Therefore, it is of great importance to 
study the VaR of different portfolios simultaneously. Consider 
two investment markets (i = 1, 2). Suppose that 氏 G R P i be the 
vector of investment return from pi assets with a mean m i G R P i , 
second moment matrix M i G S+, and covariance matrix between 
the two markets C13 G . Let Wi G R P i be the portfolio 
weights and x ( i ) = — wf t h e portfolio return. If a � is the 
VaR of the portfolio w f 9i in the two markets, then we can com-
pute the worst-case probability through (SDP 1 ) , in which we 
「 T T IT ” w T M 1 W 1 w T C 1 3 w 3 \ , 
take 厂=[—wf m 1 , —wf m3]T，丄= and 
乂 w f C 1 3 w 3 w T M 3 W 3 y 
u = [a ( 1 ) , a ( 3 ) ] T . In fact, (SDP 1 ) allows us to compute the prob-
ability exactly (upon machine error) for at most three portfolios 
under (SDP1). 
In general, when we let a = a ( 1 ) = . . . = a�，we can define the 
worst-case simultaneous VaR (WS-VaR) by 
W S -VaRe (wf 01 , . . . , wT 6>d) 
: = a r g m i n{Fd，3 ( — w T> a , . . . , —wfOd > a) < e}, a 
Since Fd，2(—wfO1 > a , . . . , —w fOd > a) is monotone in a, WS-
VAR can be obtained by line search methods. 
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7.5 Conclus ion 
We have introduced the concept of distributional robust proba-
bility function for moment bound probability to generalize the 
framework. In particular, F1，2(x G R : x < t) turns out to be 
a probability itself while this may not be so in general. This 
result applied in portfolio selection with VaR minimization also 
matches that of El Ghaoui et al. [21]. When the two dimensional 
random variable is considered, we have introduced the compu-
tation methodology, which is mainly due to Luo et al. [50], for a 
rather comprehensive collection of events. Under mild assump-
tions, we also propose the idea of worst-case simultaneous VaR 
and take into account the risk of two or three portfolios at the 
same time. Such quantities clearly have an important role to 
play in risk management. 
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C h a p t e r 8 
Concluding R e m a r k s and 
F u t u r e Direct ions 
There are several potential future work following the results in 
this thesis. In view of the theoretical development of the S-
Lemma, three interesting directions can be explored. One is to 
study the corresponding version of the S-Lemma, if it exists, 
in the setting of bivariate quartic polynomials. This motivation 
comes from the parallel comparison between the existence of sos-
polynomials-certificate for nonnegative polynomials (according 
to Hilbert in 1888) and that of the S-Lemma. Another similar 
pursuit is to study the existence of S-Lemma in complex poly-
nomials. This may not even be a well-posed statement, but it is 
definitely of a general research interest. Last but not least, we 
are keen on verifying if the S-Lemma in the univariate polyno-
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mials can accommodate more functions g(x)'s. In other words, 
we study the equivalence between Statement 1 and Statement 3 
for k > 2. This equivalence will be surprising on the ground that 
the original S-Lemma only holds for a single function g(x). On 
the other hand, continuing efforts will be made for discovering 
applications wherever appropriate. 
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A p p e n d i x A 
Nonnega t ive univar ia te 
polynomials 
T h e o r e m 15. (cf. Theorem 17.10 in Nesterov [56]) Let p ( x ) = 
E^f 1 p i x i be a univariate polynomial of degree 2d. p(x) > 0 
for all x G R if and only if there exists a positive semidefinite 
matrix Q (in symbol we write Q t 0) such that 
P i ^ Q j k， 
j + k = i 
where Qjk is the entry of Q in the j，s row and k，s column. 
T h e o r e m 16. (cf. Theorem 17.11 in Nesterov [56]) Let p ( x ) = 
p i x i be a univariate polynomial of degree d. p(x) > 0 for 
all x G R+ can be represented by an LMI. 
Proof. Take x = y 2 and apply Theorem 15. • 
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T h e o r e m 17. (cf. Theorem 17.12 in Nesterov [56]) Let p ( x ) = 
p i x i be a univariate polynomial of degree d. p(x) > 0 for 
all x G [a, b] can be represented by an LMI. 
2 Proof. Take x = (b — a)yl+j + a and apply Theorem 15 on ( y 2 + 
2 
1)p((b — a)y|+l + a) > 0. • 
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A p p e n d i x B 
Firs t and second m o m e n t of 
(7.2) 
We can regard F(t) in 7.2 as a distribution of t with density 
function 
^ F ( t ) = f � =t ) 2 + a 2 ] 2 ， M > t 
d t 0, M < t. 
v 
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Then 
� f “ 2a 2(M - t ) t , 
剛 = / 』 二 2 + 二]2 d t 
= 2.2 [ / “ [ ( - ( 二 ) 2 2 ] 2 d t + / ‘ [ ( ；—力 )2 ]2dt ] 
[ J - ^ [(M - 1 ) 2 + a 2 ] 2 J - �[ ( M - 1 ) 2 + a 2 ] 2 _ 
�2 「 厂 0 a 3 t an 2 9 sec 2 9 ^ 厂 0 - a 2 M tan 9 sec 2 編 ， = 2 a 2 ——4~4~ d9 + ~ ^ ~ ^ d9 
.人/2 a 4 sec 4 人/2 a 4 sec 4 9 . 
「 丄 「 0 M r 0 ] 
= 2 a 2 - sin 2 9d9 — A sin 9 cos 9d9 
. a A/2  a”n/2 _ 
= 2 a 2 「 / 0 ^ ^ ^ 4 ( 2 9 ) - [。sin 294(29)— 
Jn/2 2 4 a ^ n / 2 _ 
, , 2 1 �� sin2^1 ^ , 夂…0 
= 2 a 2 _2a i 9 - 丁 j n / 2 - 4 ^ [ - c �s 2 9 ] n/2_ n = M - 2 a 
and 
E ( t 2 ) 广 2 a 2 (M - t ) t 2 
E ( " = J L [(M - t)2 + a2]2 d t 
=2a2 / n / 2 a t a n ， - 4 a f n 9 ) 2 a sec2 9d9 L a 4 sec 4 9 
厂n/2 
=2 / tan 9(M cos 9 - a sin 9) 2d9 




rn/2 rn/2 = 2 / ((M2 - a 2 ) sin 9 cos 9 - 2Ma sin 2 9)d9 + 2a 2 / tan 9d9 
0 0 
We can check that the integral is finite while the second is infi-
nite. Hence, E(t 2) = 
132 
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