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TIME-OPTIMALITY BY DISTANCE-OPTIMALITY FOR PARABOLIC
CONTROL SYSTEMS
LUCAS BONIFACIUS AND KARL KUNISCH
Abstract. The equivalence of time-optimal and distance-optimal control problems is shown for a class
of parabolic control systems. Based on this equivalence, an approach for the efficient algorithmic solution
of time-optimal control problems is investigated. Numerical examples are provided to illustrate that the
approach works well is practice.
1. Introduction
This article is devoted to time optimal control problems for parabolic systems. Specifically, we propose
a formulation which is equivalent to the original time optimal control formulation and amenable for
numerical realization. We consider the problem
(P ) Minimize T subject to

T > 0,
u ∈ Uad(0, T ),
∂ty +Ay = Bu, in (0, T ),
y(0) = y0,
‖y(T )− yd‖H ≤ δ0,
where y denotes the state, u the control, and T the terminal time. Here, the set of admissible controls is
Uad(0, T ) :=
{
u ∈ L2((0, T );L2(ω)) : ua ≤ u(t) ≤ ub a.e. t ∈ (0, T )
}
for ua, ub ∈ L∞(ω) the control constraints, where ω is a measurable set. Moreover, A is an unbounded
operator satisfying G˚arding’s inequality and B is the (bounded) control operator; see also Section 2
for the precise assumptions. The goal is to steer the system into a ball centered at yd with radius δ0
in the shortest time possible. Note that the state equation is posed on a variable time horizon which
causes a nonlinear dependency of the state y with respect to the terminal time T and the control u. For
this reason, (P ) is a nonlinear and nonconvex optimization problem subject to control as well as state
constraints. Additionally we emphasize that the objective functional does not contain control costs which
complicates the algorithmic solution of (P ) compared to the situation with an L2 term in the objective;
cf., e.g., [15, 18].
In this article, we propose an equivalent reformulation in terms of minimal distance problems that
can be used algorithmically to solve the time-optimal control problem. For δ > 0 consider the perturbed
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time-optimal control problem defined as
(Pδ) inf
T>0
u∈Uad(0,T )
T subject to ‖y[u](T )− yd‖H ≤ δ0 + δ,
where y[u](T ) denotes the state associated with the control u evaluated at T . Moreover, we consider the
minimum distance control problem
(δT ) Minimize ‖y[u](T )− yd‖H − δ0 subject to u ∈ Uad(0, T ).
Under weak assumptions we show that the associated value functions defined by
T (δ) = inf (Pδ) and δ(T ) = inf (δT )
are inverse to each other; see Proposition 3.4. Furthermore, we prove that (Pδ) and (δT ) are equivalent.
Precisely, if δ > 0 is given and (T, u¯) is optimal for (Pδ), then u¯ is also distance-optimal for (δT ).
Conversely, if T > 0 is given and u¯ is distance optimal, then (T, u¯) is time-optimal with δ = δ(T ); see
Theorem 3.1 for details. Hence, instead of solving the time-optimal control problem directly, we can
search for a root of the δ(·)-value function. A similar equivalence first appeared in [35] (see also [34,
Section 5.4]) for the situation where one aims at delaying the activation of the control as long as possible.
However, to the best of our knowledge it has never been considered for an algorithmic approach. In this
regard, we also mention a similar approach used in [11] for time-optimal control of a one-dimensional
vibrating system with controls in a subspace of L2 determined by certain moment equations.
We show that the δ(·)-value function is continuously differentiable for many important control sce-
narios; see Section 5. If in addition qualified optimality conditions hold for the original problem, then
the derivative of δ(·) is nonvanishing near the optimal solution; see Proposition 6.2. This justifies to
use a Newton method for the calculation of a root of δ(·). Moreover, under an additional assumption
we show that the derivative of the value function is Lipschitz continuous which guarantees fast local
convergence of the Newton method. In fact, in all our numerical examples, we observe quadratic order of
convergence, even if the additional assumption does not hold. For the solution of the resulting minimal
distance problem with simple control constraints, the literature offers a wide spectrum of algorithms.
Time optimal control problems are among the most studied problems of optimal control, and thus it
comes at no surprise that diverse techniques have been proposed for their solution. In the following let
us briefly describe some of them. An approach, which is conceptually close, rests on an equivalent refor-
mulation utilizing minimum norm problems. In contrast, to the perturbations in the terminal constraint
as in (Pδ), perturbations in the control constraint are introduced. To explain the approach, we consider
the time optimal control problem
(Pρ) inf
T>0
u∈L2((0,T )×ω)
T subject to ‖y[u](T )− yd‖H ≤ δ0, ‖u‖L∞((0,T );L2(ω)) ≤ ρ,
which is related to the minimal norm problem defined as
(NT ) inf
u∈L2((0,T )×ω)
‖u‖L∞((0,T );L2(ω)) subject to ‖y[u](T )− yd‖H ≤ δ0.
To follow much of the literature, we adapted the control constraints to be chosen in L∞((0, T );L2(ω))
rather than L∞((0, T )×ω). Under appropriate controllability assumptions these two problems have been
shown to be equivalent; see [17, 8, 10, 36, 30] for parabolic equations, [38] for time-varying ordinary
differential equations, [34, Chapter 5] for abstract evolution equations, and [39] for the Schro¨dinger
equation. Note that typically these publications consider the case of exact controllability, i.e. δ0 = 0, or
exact null controllability, i.e. δ0 = 0 and yd = 0. The solution to (NT ) can be determined by solving an
unconstrained optimization problem given by
(1.1) inf
ϕT∈H
1
2
(∫ T
0
‖B∗ϕ(t)‖L2(ω) dt
)2
+ (ϕ(0), y0) + δ0‖ϕT ‖H − (yd, ϕT ),
TIME-OPTIMALITY BY DISTANCE-OPTIMALITY FOR PARABOLIC CONTROL SYSTEMS 3
where ϕ is the solution to the adjoint state equation
−∂tϕ+A∗ϕ = 0, ϕ(T ) = ϕT ;
see [30, Section 4], compare also [9, Section 1.7]. If ϕ¯T is the minimizer of (1.1), then the minimum norm
control is given by
u¯(t) =
(∫ T
0
‖B∗ϕ¯(t)‖L2(ω) dt
)
(B∗ϕ¯)(t)
‖(B∗ϕ¯)(t)‖L2(ω)
, a.e. t ∈ (0, T ),
where ϕ¯ is the adjoint state with terminal value ϕ¯T . Turning to the numerical realization, as far as we
know, the only algorithmic studies based on this equivalence are [21] for time-optimal control problems
subject to ordinary differential equations and [24] for problems subject to partial differential equations
employing an optimal design approach. A direct numerical realization of (NT ) is impeded by the dif-
ficulties related to the appearance of the state constraint and the fact that the minimization is carried
out over a non-reflexive Banach space. In contrast (1.1) does not contain state constraints. Turning to
the realization of (NT ) by means of (1.1), one has to cope with the non-smoothness of the L
1-norm,
whereas (δT ) involves the minimization of a Hilbert space norm. In addition, (1.1) can be considered as
an inverse source problem for the initial condition of the adjoint problem. Such problems are inherently
ill-posed. For the specific context of (1.1) this was analyzed in [25].
An alternative approach to solve time-optimal control problems for finite or infinite dimensional sys-
tems is based on solving the optimality system for (P ) after adding a regularization term of the form
α‖u‖2 to the cost functional. In an additional outer loop the regularization parameter α can be driven to
zero; see [15, 19, 18]. This is a flexible method, but one has to cope with the difficulties of the asymptotic
behavior as the regularization parameters tends to zero. We compare our approach with the regular-
ization approach in one numerical example and observe that even for a fixed regularization parameter
our algorithm performs roughly five to ten times faster in terms of the required number of solves for the
partial differential equation; see Table 3.
Yet another approach, which has mostly been investigated for time-optimal control problems subject to
ordinary differential equations, rests on the reformulation of (P ) as an optimization problem with respect
to the switching points of the optimal controls; see, e.g., [16, 23]. This approach cannot be extended to
the distributed control setting in a straightforward way.
This paper is organized as follows: In Section 2 we introduce the notation and main assumptions. The
equivalence of time and distance optimal controls is proved in Section 3. Section 4 is devoted to general
properties of the time-optimal control problem. Differentiability of the value function associated to the
minimal distance problems is proved in Section 5. The algorithm is presented in Section 6. Various
numerical examples in Section 7 show that our approach is efficient in practice. Last, in Section 8 we
conclude with some open problems.
2. Notation and main assumptions
Let V and H be real Hilbert spaces forming a Gelfand triple, i.e. V ↪→c H ∼= H∗ ↪→ V ∗, where ↪→
denotes the continuous embedding and ↪→c the continuous and compact embedding. We abbreviate the
duality pairing between V and V ∗ as well as the inner product and norm in H by
〈·, ·〉 = 〈·, ·〉V ∗,V , (·, ·) = (·, ·)H , ‖·‖ = ‖·‖H .
Assumption 2.1. Let a : V ×V → R be a continuous bilinear form, which satisfies the G˚arding inequality
(also referred to as weak coercivity): There are constants α0 > 0 and ω0 ≥ 0 such that
(2.1) a(v, v) + ω0‖v‖2 ≥ α0‖v‖2V for all v ∈ V .
We denote by A : V ⊂ V ∗ → V ∗ the unique linear operator with
〈Ay, v〉 = a(y, v) for all v ∈ V.
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The G˚arding inequality implies that −A generates an analytic semigroup on V ∗ denoted e−·A; see, e.g.,
[27, Section 1.4].
Assumption 2.2. Let (ω, %) be a measure space. We assume that the control operator B : L2(ω, %)→ V ∗
is linear and continuous. Moreover, yd ∈ H is the desired state and δ0 > 0.
The abstract measure space allows for one consistent notation for different control scenarios. For
example, in case of a distributed control on a subset ω of the spatial domain Ω ⊂ Rd we take ω equipped
with the Lebesgue measure. If no ambiguity arises, we drop the measure % and simply write ω in the
following. The space of admissible controls is defined as
Uad :=
{
u ∈ L2(ω) : ua ≤ u ≤ ub a.e. in ω
} ⊂ L∞(ω)
for ua, ub ∈ L∞(ω) with ua < ub almost everywhere. In addition, for T > 0 we set U(0, T ) := L2((0, T )×
ω) and
Uad(0, T ) := {u ∈ U(0, T ) : u(t) ∈ Uad a.e. t ∈ (0, T )} ⊂ L∞((0, T )× ω),
where (0, T ) × ω is equipped with the completion of the product measure. For T > 0 we use W (0, T )
to abbreviate H1((0, T );V ∗) ∩ L2((0, T );V ), endowed with the canonical norm and inner product. The
symbol iT : W (0, T )→ H denotes the trace mapping iT y = y(T ). For any two Banach spaces X and Y ,
let L(X,Y ) denote the space of linear and bounded operators from X to Y . The symbol Br(x) stands for
the ball centered at x ∈ X with radius r > 0 in X. Moreover, R+ abbreviates the open interval (0,+∞).
Last, to ensure the existence of optimal controls we require the following
Assumption 2.3. There exist a finite time T > 0 and a feasible control u ∈ Uad(0, T ) such that the
solution to the state equation of (P ) satisfies ‖y(T )−yd‖ ≤ δ0. To exclude the trivial case, we in addition
assume ‖y0 − yd‖ > δ0.
3. Equivalence of time and distance optimal controls
Instead of solving the time-optimal control problem directly, we propose to solve an equivalent refor-
mulation in terms of minimal distance control problems. The reformulation leads to a bilevel optimization
problem, where we search for a root of a certain value function in the outer loop and solve convex opti-
mization problems in the inner loop. We start by proving the equivalence of minimal time and minimal
distance controls.
For any δ ≥ 0 we consider the perturbed time-optimal control problem
(Pδ)
Minimize T subject to T ∈ R+, u ∈ Uad(0, T ),
‖y[u](T )− yd‖ ≤ δ0 + δ.
Moreover, for fixed T > 0 we consider the minimal distance control problem
(δT ) Minimize ‖y[u](T )− yd‖ − δ0 subject to u ∈ Uad(0, T ).
Note that (Pδ) is a nonlinear and nonconvex optimization problem subject to control as well as state
constraints, whereas (δT ) is a convex problem subject to control bounds only.
We define the value functions T : [0,∞)→ [0,∞] and δ : [0,∞)→ [0,∞) as
T (δ) = inf (Pδ) and δ(T ) = inf (δT ).
Let us formulate the main result of this section.
Theorem 3.1. Let T (·) be left-continuous. If T ∈ (0, T (0)] and u ∈ Uad(0, T ) is distance-optimal
for (δT ), then (T, u) is also time-optimal for (Pδ(T )). Conversely, if δ ∈ [0, δ•) and (T, u) ∈ R+×Uad(0, T )
is time-optimal for (Pδ), then u is also distance-optimal for (δT ), where δ
• = ‖y0 − yd‖ − δ0.
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The proof of Theorem 3.1 will be given in the following. We first note that due to boundedness of Uad,
linearity of the control-to-state mapping (for fixed T > 0), and weak lower semicontinuity of the norm,
the problem (δT ) is well-posed, and for this reason the value function δ(·) is well-defined. In contrast, to
verify well-posedness of (Pδ) we require Assumption 2.3; cf. also Proposition 4.1.
Proposition 3.2. The value function T is finite, i.e. T (·) <∞ on [0,∞).
Proof. Let (T, u) ∈ R+ × Uad(0, T ) be the feasible point from Assumption 2.3, i.e. ‖y[u](T ) − yd‖ ≤ δ0.
Clearly, (T, u) ∈ R+ × Uad(0, T ) is also feasible for (Pδ) for any δ > 0. Thus, T (δ) ≤ T <∞. 
Proposition 3.3. Set δ• = ‖y0 − yd‖ − δ0. The function T : [0, δ•] → [0,∞) is strictly monotonically
decreasing and right-continuous.
Proof. Step 1: T is strictly decreasing. Clearly, T is monotonically decreasing. To show strict mono-
tonicity, let δ1 > δ2 ≥ 0. We have to show T (δ1) < T (δ2). Suppose T (δ1) = T (δ2) and let (T (δi), ui) ∈
R+ × Uad(0, T (δi)) be optimal solutions to (Pδi), i = 1, 2. Since
‖y[u2](T (δ2))− yd‖ − δ0 = δ2 < δ1,
we infer that (T (δ2), u2) is also feasible for (Pδ1). Note that in the problem formulation we can equivalently
use ‖y[u](T )−yd‖ ≤ δ and ‖y[u](T )−yd‖ = δ. From continuity of y[u2] : [0, T (δ2)]→ H and T (δ1) = T (δ2)
we deduce that (T (δ1), u1) cannot be optimal for the time-optimal problem (Pδ1). This contradicts the
assumption and we conclude T (δ1) < T (δ2).
Step 2: T is right-continuous. Consider a sequence δ1 ≥ δ2 ≥ . . . ≥ δn → δ. We have to show
limn→∞ T (δn) = T (δ). Assume that limn→∞ T (δn) 6= T (δ). Then, due to monotonicity of T , there is
ε > 0 such that
lim
n→∞T (δn) = T (δ)− ε.
Let un = un(δn, T (δn)) ∈ Uad(0, T (δn)) denote an optimal control to (Pδn). We can extend each un to the
time-interval (0, T (δ)) so that un ∈ Uad(0, T (δ)) for all n ∈ N. Due to boundedness of Uad(0, T (δ)), there
is a subsequence denoted in the same way such that un ⇀ u in L
s((0, T (δ)) × ω) with u ∈ Uad(0, T (δ))
and some s > 2. Now, continuity of y[u] : [0, T (δ)]→ H and the triangle inequality imply
lim
n→∞‖y[un](T (δn))− yd‖ ≥ limn→∞‖y[u](T (δn))− yd‖ − limn→∞‖y[u](T (δn))− y[un](T (δn))‖
≥ lim
n→∞‖y[u](T (δn))− yd‖ − limn→∞ supt∈[0,T (δ)]
‖y[u](t)− y[un](t)‖
= lim
n→∞‖y[u](T (δn))− yd‖,
where in the last step we have used compactness of the control-to-state mapping from R×Ls((0, T (δ))×ω)
to C([0, T (δ)];H); see [2, Proposition A.19]. Therefore,
δ + δ0 = lim
n→∞ δn + δ0 = limn→∞‖y[un](T (δn))− yd‖ ≥ ‖y[u](T (δ)− ε)− yd‖.
Thus, (T (δ)− ε, u) is admissible for (Pδ), contradicting optimality of T (δ). 
Proposition 3.4. Let T (·) be left-continuous. Then δ : [0, T (0)] → [0,∞) is continuous and strictly
monotonically decreasing. Moreover,
(3.1) T (δ(T ′)) = T ′ for all T ′ ∈ [0, T (0)]
and
(3.2) δ(T (δ′)) = δ′ for all δ′ ∈ [0, δ•].
Proof. First, since T is strictly decreasing, its inverse T−1 is continuous. Moreover, as T is right-
continuous according to Proposition 3.3, the assumption implies that T is continuous. Hence, T−1 is
defined everywhere on [0, T (0)]; see, e.g., [1, Theorem III.5.7].
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Let T > 0. Then there exists u ∈ Uad(0, T ) such that ‖y[u](T )− yd‖− δ0 = δ(T ). Hence, T (δ(T )) ≤ T
holds. Suppose that T (δ(T )) < T . Then by continuity of T there exists δ′ < δ(T ) such that T (δ′) = T .
Let u′ ∈ Uad(0, T ) be an optimal control to (Pδ′). Then
δ′ < δ(T ) ≤ ‖y[u′](T )− yd‖ − δ0 ≤ δ′,
a contradiction, which proves (3.1).
Moreover, (3.1) implies that T (δ(T (δ′))) = T (δ′) for all δ′ ∈ [0, δ•]. Strict monotonicity of T therefore
yields (3.2). For these reasons, δ = T−1 and we conclude that δ is continuous and strictly monotonically
decreasing. 
After this preparation we can now prove the equivalence of time and distance optimal controls.
Proof of Theorem 3.1. Let T > 0 and u ∈ Uad(0, T ) be distance-optimal for (δT ), i.e. δ(T ) = ‖y[u](T )−
yd‖ − δ0. Due to (3.1) we have T (δ(T )) = T . Thus, (T, u) is also time-optimal for (Pδ(T )).
Conversely, let δ ≥ 0 and (T, u) ∈ R+ × Uad(0, T ) be time-optimal for (Pδ). In particular, this gives
‖y[u](T )− yd‖ − δ0 = δ. Using (3.2) we infer that
δ(T (δ)) = δ = ‖y[u](T )− yd‖ − δ0,
i.e. u is also distance-optimal for (δT ). 
Since monotone functions have at most countably many discontinuities, see, e.g., [1, Proposition III.5.6],
it is unlikely that we accidentally hit a point where T is not left-continuous. However, for the algorithm to
be presented later we are interested in continuity of the value function in a neighborhood of the optimal
value. To this end, we state two sufficient conditions. Note that the second condition even guarantees
Lipschitz continuity from the left of the value function T (·). The setting considered in [36] for example
automatically satisfies the assumptions of Proposition 3.6, since yd = 0 and 0 ∈ Uad.
Proposition 3.5. Let the following controllability condition hold: For all δ ∈ (0, δ•] there exists T ′ > 0
and a control u ∈ Uad(0, T ′) such that the trajectory y[u, yδ(T (δ))] with initial value yδ(T (δ)) satisfies
‖y[u, yδ(T (δ))](t)− yd‖ < δ0 + δ for all t ∈ (0, T ′],
where yδ ∈W (0, T (δ)) denotes an optimal trajectory for (Pδ). Then, T is left-continuous.
Proof. Let δ > 0 and let u ∈ Uad(0, T (δ)) be an optimal control to (Pδ). According to the controllability
assumption there exists T ′ > 0 and an extended control u′ ∈ Uad(0, T (δ) + T ′), i.e. u′ = u on (0, T (δ)),
such that
‖y[u′, y0](T (δ) + t)− yd‖ < δ0 + δ for all t ∈ (0, T ′].
Set f(t) := ‖y[u′](T (δ) + t) − yd‖ − δ0. Since f is continuous, f(0) = δ, and f(t) < δ for t ∈ (0, T ′], for
all δn > 0 sufficiently small there exists tn ∈ (0, T ′] such that f(tn) = δ − δn. Hence, (T (δ) + tn, u′) is
feasible for (Pδ−δn) and we have
T (δ − δn) ≤ T (δ) + tn.
Moreover, if δn → 0 then tn → 0 due to f(t) < δ for t ∈ (0, T ′]. Passing to the limit δn → 0 yields the
result. 
Proposition 3.6. Let yd ∈ V and assume that G˚arding’s inequality (2.1) holds with ω0 = 0. If there
exists a control u˘ ∈ Uad such that ‖Bu˘ − Ayd‖V ∗ < α0δ0, then T : [0, δ•] → R is Lipschitz continuous
from the left.
Proof. We argue similarly as in [3, Theorem 4.5]. First, the assumptions of Proposition 3.6 ensure that
[3, (3.3)] holds with h0 = α0δ0 − ‖Bu˘−Ayd‖V ∗ > 0; see the proof of [3, Proposition 5.3].
Let δ ∈ [0, δ•], δ′ ∈ [0, δ], and (T, u, y) be a solution to problem (Pδ). Consider the auxiliary problem
∂ty˘ + Ay˘ = Bu˘ with initial condition y˘(0) = y(T ) and an auxiliary control u˘ : [0,∞)→ Uad. Employing
[3, Lemma 3.9] we can choose u˘ such that
max { 0, ‖y˘(t)− yd‖ − δ0 } ≤ max { 0, δ − h0t } for t ≥ 0
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holds, since dU (y) = max { 0, ‖y − yd‖ − δ0 }, where dU (·) denotes the distance function to the set U =
Byd(δ0). Choose τ = (δ − δ′)/h0. Then, u ∈ Uad(0, T + τ) defined by
u(t) =
{
u(t) if t ≤ T ,
u˘(t− T ) if t > T ,
is admissible for (Pδ′) and we find
T (δ′) ≤ T (δ) + τ = T (δ) + (δ − δ′)/h0
concluding the proof. 
Instead of solving the time-optimal control problem, we can equivalently search for a root of the value
function δ(·) by virtue of Theorem 3.1. However, this still might be a difficult task, as δ(·) can have
several roots and we do not know the approximate region of the root we are looking for. If in addition the
target set Bδ0(yd) is weakly invariant under (A,BUad), i.e. for every y0 ∈ Bδ0(yd) there exists a control
u : [0,∞)→ Uad such that the solution y to
∂ty +Ay = Bu, y(0) = y0,
satisfies y(t) ∈ Bδ0(yd) for all t ≥ 0, then there is only one root where δ(·) changes from a strictly positive
value to a nonpositive value. We also refer to [3, Theorem 3.8] for a characterization of weak invariance.
Proposition 3.7. Let T ∈ R+ such that δ(T ) = 0. Suppose that the target set Bδ0(yd) is weakly invariant
under (A,BUad). Then, δ(T + t) ≤ 0 for all t ∈ R+.
Proof. This immediately follows from the definition of weak invariance. 
Hence, if T (·) is continuous from the left and the target set Bδ0(yd) is weakly invariant under (A,BUad),
then an iterative procedure is able to find the global optimal solution to the time-optimal control problem,
provided that the initial value T0 for the minimization of δ(·) satisfies δ(T0) > 0. If the latter condition is
violated, then the procedure has to be restarted with a smaller initial value. Repeating the steps above
will lead to an optimal solution.
4. The time-optimal control problem
We introduce a change of variables to discuss first order necessary optimality conditions for (P ). In
particular, we consider optimality conditions in qualified form that will be essential for the Newton
method (introduced later) to be well-defined.
4.1. Change of variables. In order to deal with the variable time horizon of (P ), we transform the
state equation to the fixed reference time interval (0, 1). For ν ∈ R+ we set Tν(t) = νt and obtain the
transformed state equation
∂ty + νAy = νBu, y(0) = y0.
We generally abbreviate I = (0, 1). G˚arding’s inequality guarantees that for each pair (ν, u) ∈ R+×U(0, 1)
there exists a unique solution y ∈ W (I) to the transformed state equation; see, e.g., [6, Theorem 2,
Chapter XVIII, §3]. Hence, it is justified to introduce the control-to-state mapping S : R+ ×Uad(0, 1)→
W (I) with (ν, u) 7→ y = S(ν, u). The transformed optimal control problem reads as
(Pˆ ) Minimize ν subject to
{
(ν, u) ∈ R+ × Uad(0, 1),
‖i1S(ν, u)− yd‖ ≤ δ0.
We emphasize that the problem (P ) and the transformed problem (Pˆ ) are equivalent; see [3, Proposi-
tion 4.6].
Since there exists at least one feasible control due to Assumption 2.3, well-posedness of (Pˆ ) is obtained
by the direct method; cf., e.g., [3, Proposition 4.1]. We note that the optimal solution must fulfill the
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terminal constraint with equality (otherwise, a control with a shorter time is admissible, while having a
smaller objective value).
Proposition 4.1. Problem (Pˆ ) admits a solution (ν¯, u¯) ∈ R+×Uad(0, 1) with associated state y¯ = S(ν¯, u¯).
Moreover, ‖y¯(1)− yd‖ = δ0 holds.
4.2. First order optimality conditions. Next, we derive general necessary optimality conditions.
Lemma 4.2. Let (ν¯, u¯) ∈ R+ × Uad(0, 1) be a solution to (Pˆ ). Then there exist µ¯ > 0 and µ¯0 ∈ { 0, 1 }
such that ∫ 1
0
〈Bu¯(t)−Ay¯(t), p¯(t)〉dt = −µ¯0,(4.1) ∫ 1
0
(B∗p¯(t), u(t)− u¯(t))L2(ω) dt ≥ 0 for all u ∈ Uad(0, 1),(4.2)
‖y¯(1)− yd‖ = δ0,(4.3)
where the adjoint state p¯ ∈W (0, 1) is determined by
(4.4) − ∂tp¯(t) + ν¯A∗p¯(t) = 0, t ∈ (0, 1) p¯(1) = µ¯(y¯(1)− yd).
If µ¯0 = 1, then the optimality conditions are called qualified.
Proof. Since the terminal set has finite codimension, see, e.g., [20, Definition 4.1.5], we can argue as in
[3, Theorem 4.13] to obtain µ¯ > 0 and µ¯0 ∈ { 0, 1 } such that
min
u∈Uad(0,1)
∫ 1
0
〈Bu−Ay¯, p¯〉dt =
∫ 1
0
〈Bu¯−Ay¯, p¯〉dt = −µ¯0.
Now, (4.1) follows from the second equality and the first equality is equivalent to (4.2). 
Last, for the terminal set considered in this article, we cite the following criterion from [3] that
guarantees qualified optimality conditions. It is worth mentioning that this condition can be checked a
priori without knowing an optimal solution.
Proposition 4.3. Adapt the assumptions of Proposition 3.6. Then qualified optimality conditions hold.
Proof. This follows from [3, Proposition 5.3] and [3, Theorem 4.12]. 
5. Properties of the minimal distance value function
We discuss differentiability of the value function associated with the minimal distance control problems
that will later be used for a Newton method. To this end, we first study optimality conditions and
uniqueness of solutions to the minimal distance problems.
5.1. Minimal distance control problems. As in Section 4.1 the minimal distance control problem (δT )
is transformed to the reference time interval I = (0, 1). Moreover, for fixed ν ∈ R+ we define u¯(ν) as
(5.1) u¯(ν) = argmin
u∈Uad(0,1)
‖i1S(ν, u)− yd‖.
Note that u¯(ν) is not necessarily unique and for this reason ν 7→ u¯(ν) is in general a set-valued mapping.
However, the observation i1S(ν, u) is unique, because in (5.1) we can equivalently consider the squared
norm that is strictly convex. For the following arguments we introduce f : R+ × U(0, 1)→ R defined by
f(ν, u) = ‖i1S(ν, u)− yd‖ − δ0.
The minimal distance value function δ(·) and the functional f are related via
δ(ν) = f(ν, u), u ∈ u¯(ν).
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Differentiability of the control to state mapping, see [3, Proposition 4.7], and the chain rule immediately
imply that f is continuously differentiable for all ν ∈ R+ such that δ(ν) > −δ0. Furthermore, introducing
an adjoint state, we have the representation
∂νf(ν, u) =
∫ 1
0
〈Bu−Ay, p〉dt, ∂uf(ν, u) = ν
∫ 1
0
(B∗p, ·)L2(ω) dt,
where y = S(ν, u) and p ∈W (0, 1) is the associated adjoint state determined by
(5.2) − ∂tp+ νA∗p = 0, p(1) = (y(1)− yd) /‖y(1)− yd‖.
Note that the adjoint state p is independent of the concrete optimal control u ∈ u¯(ν), due to uniqueness of
the observation y(1). Since both the objective functional in (5.1) and Uad(0, 1) are convex, the following
necessary and sufficient optimality condition holds: Given ν ∈ R+ such that δ(ν) > −δ0, a control
u ∈ u¯(ν) ⊂ Uad(0, 1) is optimal for (5.1) if and only if
(5.3)
∫ 1
0
(B∗p, u′ − u)L2(ω) ≥ 0 for all u′ ∈ Uad(0, 1),
where p ∈ W (0, 1) solves (5.2) with y = S(ν, u); see, e.g., [32, Lemma 2.21]. From the variational
inequality (5.3) we deduce that an optimal control u ∈ u¯(ν) satisfies
(5.4) u(t, x) =
{
ua(x) if (B
∗p)(t, x) > 0
ub(x) if (B
∗p)(t, x) < 0.
Hence, u is bang-bang, if the set where B∗p vanishes has zero measure. Indeed, the latter condition
ensures uniqueness of the control.
Proposition 5.1. Let ν ∈ R+ such that δ(ν) > −δ0 and u ∈ u¯(ν). Moreover, suppose that the associated
adjoint state p determined by (5.2) satisfies
(5.5) |{ (t, x) ∈ I × ω : (B∗p)(t, x) = 0 }| = 0,
where |·| denotes the measure associated with I × ω. Then u is bang-bang and u¯(ν) is a singleton.
Proof. Due to uniqueness of the observation y(1), the associated adjoint state p is unique. Hence,
from (5.4) and (5.5) we conclude that u is bang-bang and unique. 
Condition (5.5) can be deduced from a unique continuation property. Let p denote the adjoint state
with terminal value p1 ∈ H. The system satisfies the unique continuation property
(5.6) if B∗p = 0 on some Λ ⊂ I × ω with |Λ| 6= 0, then p = 0.
Proposition 5.2. If the unique continuation property (5.6) is satisfied, then (5.5) holds. In particular,
u¯(ν) is a singleton.
Proof. Assume that condition (5.5) is violated. Then there exists a subset Λ ⊂ I × ω with nontrivial
measure such that B∗p = 0 on Λ. From the unique continuation property (5.6) we deduce p = 0. This
contradicts p(1) = (y(1)− yd) /‖y(1)− yd‖ 6= 0. 
Remark 5.3. The unique continuation property (also referred to as backward uniqueness property) is
guaranteed to hold in the following situations.
(i) In the case of purely time-dependent controls, i.e. Bu(t) =
∑Nc
i=1 eiui(t), u ∈ L2(I;RNc), for ei ∈ V ∗,
the unique continuation property is equivalent to normality of (A,B); see and [33, Theorem 11.2.1,
Definition 6.1.1]. A system (A,B) is called normal, if (A,Bi) is approximately controllable for all
i = 1, 2, . . . , Nc; cf. also [13, Section II.16] or [22, Section III.3].
(ii) For the linear heat-equation on a bounded domain with a distributed control acting on an open sub-
set of the spatial domain, the unique continuation property is known to hold; see [8, Theorem 4.7.12]
using [12, Theorem 1.1].
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5.2. Differentiability of δ(·). Next, we present the central differentiability result of this section. After
its proof, we discuss specific situations where the directional derivative of δ(·) can be strengthened to a
classical derivative.
Theorem 5.4. Let ν ∈ R+ such that δ(ν) > −δ0. Then the value function δ(·) is directionally differen-
tiable at ν and the expression
(5.7) d±δ(ν) = min
u∈u¯(ν)
±
∫ 1
0
〈Bu−Ay, p〉dt,
holds, where p ∈W (0, 1) satisfies
−∂tp+ νA∗p = 0, p(1) = (y(1)− yd) /‖y(1)− yd‖,
and y = S(ν, u). If additionally the value of the integral in (5.7) is independent of the concrete minimizer
u ∈ u¯(ν), then δ(·) is continuously differentiable at ν. Here, d+ and d− denote the right and left directional
derivatives.
For the proof we require
Proposition 5.5. Let ν ∈ R+. Then
lim
n→∞ supu∈Uad(0,1)
‖i1S(νn, u)− i1S(ν, u)‖ = 0
for all sequences νn ∈ R+ such that νn → ν.
Proof. Set yn = y(νn) and y = y(ν). Then the difference w = y − yn satisfies
∂tw + νAw = (ν − νn) (−Ayn +Bu) , w(0) = 0.
Hence, the assertion follows by standard energy estimates as well as the embeddingH1(I;V ∗)∩L2(I;V ) ↪→
C([0, 1];H). 
Proof of Theorem 5.4. Let ν ∈ R+ and τn ∈ R such that τn → 0. Set νn = ν + τn and un ∈ u¯(νn). Due
to boundedness of un ∈ Uad(0, 1), there exists a subsequence denoted in the same way such that un ⇀ u
in Ls(I × ω) for some s > 2 as n→∞ with u ∈ Uad(0, 1). Let u˜ ∈ Uad(0, 1) denote a minimizer of (5.1).
Affine linearity of u 7→ S(ν, u) for fixed ν, weak lower semi continuity of ‖·‖, and optimality of (νn, un)
imply
f(ν, u) ≤ lim inf
n→∞ f(ν, un) ≤ lim supn→∞ f(νn, un) + lim supn→∞ [f(ν, un)− f(νn, un)]
≤ lim sup
n→∞
f(νn, u˜) = f(ν, u˜),
where we have used Proposition 5.5 in the second last step. Hence, the weak limit u is also a minimizer
of (5.1), i.e. u ∈ u¯(ν).
Optimality of the tuples (ν, u) and (νn, un) leads to
f(νn, un)− f(ν, un) ≤ f(νn, un)− f(ν, un) + f(ν, un)− f(ν, u)
= δ(νn)− δ(ν) ≤ f(νn, u)− f(ν, u).
Without restriction suppose that τn > 0 for all n ∈ N. Dividing the above chain of inequalities by τn, we
infer that
(5.8) τ−1n [f(νn, un)− f(ν, un)] ≤ τ−1n [δ(νn)− δ(ν)] ≤ τ−1n [f(νn, u)− f(ν, u)] .
The right-hand side of (5.8) converges to ∂νf(ν, u) due to differentiability of the control-to-state mapping.
Concerning the left-hand side, we first observe that
τ−1n [f(νn, un)− f(ν, un)] = ∂νf(ν + θn, un) =
∫ 1
0
〈Bun −Ayn, pn〉dt
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with θn → 0, yn = S(ν + θn, un), and pn the associated adjoint state with terminal value yn(1) − yd.
Convergence of νn → ν, weak convergence of un ⇀ u, and compactness of (ν, u) 7→ S(ν, u) from R+ ×
Ls(I × ω) to C([0, 1];H), see [2, Proposition A.19], yields pn → p in W (0, 1). Hence
lim
n→∞
∫ 1
0
〈Bun −Ayn, pn〉dt =
∫ 1
0
〈Bu−Ay, p〉dt.
In summary, this proves
(5.9) lim
n→∞ τ
−1
n [δ(νn)− δ(ν)] =
∫ 1
0
〈Bu−Ay, p〉dt.
We have to argue that the limit is independent of the chosen subsequence. To this end, we first observe
that
δ(νn)− δ(ν) ≤ f(νn, u˜)− f(ν, u˜)
for any minimizer u˜ of (5.1). Hence, dividing the inequality above by τn and passing to the limit implies
the additional estimate
(5.10) lim
n→∞ τ
−1
n [δ(νn)− δ(ν)] ≤
∫ 1
0
〈Bu˜−Ay˜, p〉dt,
where y˜ = S(ν, u˜). Recall that the adjoint state p is unique due to uniqueness of the observation. Let
u′n denote another subsequence of un with weak limit u
′ ∈ Uad(0, 1) and associated times ν′n = ν + τ ′n.
Repeating the arguments above we obtain
(5.11)
∫ 1
0
〈Bu′ −Ay′, p′〉dt = lim
n′→∞
τ ′−1n [δ(ν
′
n)− δ(ν)] ≤
∫ 1
0
〈Bu˜−Ay˜, p〉dt
for any minimizer u˜ of (5.1). Now, combining (5.9), as well as (5.10) with u˜ = u′, and (5.11) with u˜ = u
yields ∫ 1
0
〈Bu−Ay, p〉dt = lim
n→∞ τ
−1
n [δ(νn)− δ(ν)] ≤
∫ 1
0
〈Bu′ −Ay′, p〉dt
= lim
n′→∞
τ ′−1n [δ(ν
′
n)− δ(ν)] ≤
∫ 1
0
〈Bu−Ay, p〉dt.
Hence, equality must hold and we conclude that the limit is independent of the chosen subsequence.
Taking the infimum in the inequalities above implies
d±δ(ν) = inf
u∈u¯(ν)
±
∫ 1
0
〈Bu−Ay, p〉dt.
By standard arguments we can show that the infimum exists and we conclude (5.7).
Clearly, if the integral expression in (5.7) is independent of u, then δ(·) is differentiable at ν. To show
continuity of δ′(·), let νn ∈ R+ with νn → ν. Moreover, let un ∈ u¯(νn) such that un minimizes the
expression (5.7) for ν = νn. As in the beginning of the proof, there exists a subsequence converging
weakly to u ∈ Uad(0, 1) that is a minimizer of (5.1). Compactness of the control-to-state mapping from
R+ × Ls(I × ω) to C([0, 1];H), see [2, Proposition A.19], as before leads to
lim
n→∞ d
±δ(νn) = lim
n→∞±
∫ 1
0
〈Bun −Ayn, pn〉dt = ±
∫ 1
0
〈Bu−Ay, p〉dt
where yn = S(νn, un) and y = S(ν, u) with pn and p denoting the associated adjoint states. Hence, we
conclude that δ′(·) is continuous. 
If u¯(ν) is a singleton, which can be guaranteed under the unique continuation property (see Proposi-
tion 5.2), then we immediately deduce that δ(·) is continuously differentiable.
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Corollary 5.6. If the unique continuation property (5.6) holds, the integral expression in (5.7) is inde-
pendent of u ∈ u¯(ν). In particular, δ(·) is continuously differentiable.
Moreover, in the case of purely time-dependent controls, the expression for the derivative is independent
of the concrete minimizer u ∈ u¯(ν), even for multiple optimal controls.
Proposition 5.7. In the case of purely time-dependent controls (i.e. ω = { 1, 2, . . . , Nc } equipped with
the counting measure in Assumption 2.2), the integral expression in (5.7) is independent of u ∈ u¯(ν). In
particular, δ(·) is continuously differentiable.
Proof. We consider the splitting∫ 1
0
〈Bu−Ay, p〉dt =
∫ 1
0
〈Bu, p〉 − 〈Ay1, p〉 − 〈Ay2, p〉dt
with y1 = S(ν, 0) and y2 = y− y1. Recall that the adjoint state p is independent of u, due to uniqueness
of the observation. Hence, the optimality condition (5.4) for u ∈ u¯(ν) implies that the first summand is
independent of u. Moreover, the second summand is independent of u, because y1 depends on the initial
state y0 and the time ν, only. For the remaining summand, the variation of constants formula yields
〈Ay2(t), p(t)〉 = ν〈A
∫ t
0
e−ν(t−s)ABu(s) ds, e−ν(1−t)A
∗
p(1)〉
= ν
∫ t
0
〈Bu(s), A∗e−ν(t−s)A∗e−ν(1−t)A∗p(1)〉ds =
∫ t
0
〈Bu(s), νA∗p(s)〉ds,
where we have used the identity (e−·A)∗ = e−·A
∗
, see [28, Corollary 1.10.6], the fact that the semigroup
commutes with its generator, see [28, Theorem 1.2.4], and the semigroup property. Hence, Fubini’s
theorem and the definition of p imply∫ 1
0
〈Ay2(t), p(t)〉dt =
∫ 1
0
∫ 1
0
1[0,t](s)〈Bu(s), νA∗p(s)〉dsdt
=
∫ 1
0
∫ 1
0
1[s,1](t)〈Bu(s), νA∗p(s)〉dtds
=
∫ 1
0
(1− s)〈Bu(s), νA∗p(s)〉ds =
∫ 1
0
(1− s)〈u(s), B∗∂tp(s)〉ds.
Since ω is discrete, we can identify (B∗p) (i) = (B∗p)i for i ∈ { 1, 2, . . . , Nc }. If (B∗p)i vanishes on a set
with nonzero measure for some i ∈ { 1, 2, . . . , Nc }, then it has to vanish on (0, 1) due to analyticity of the
semigroup generated by −A∗. Thus, (B∗∂tp)i = ∂t(B∗p)i = 0 on (0, 1). Due to uniqueness of the adjoint
state p and the fact that only those components of u are not uniquely determined where B∗p vanishes
(see optimality condition (5.4)) we conclude that the above expression is independent of u. Last, the
second assertion follows from the first and Theorem 5.4. 
5.3. Lipschitz continuity of δ′(·). Last, we consider a sufficient condition for Lipschitz continuity of
δ′(·), which in turn guarantees fast local convergence of the Newton method. Let ν ∈ R+, u ∈ u¯(ν) ⊂
Uad(0, 1), and let p denote the corresponding adjoint state. We say that the structural assumption holds
at u¯(ν), if there exists a C > 0 such that
(5.12) |{ (t, x) ∈ I × ω : − ε ≤ (B∗p)(t, x) ≤ ε }| ≤ Cε
for all ε > 0. Since (5.12) implies that u¯(ν) is a singleton, see Proposition 5.1, it is justified to say that
(5.12) holds at u¯(ν).
Proposition 5.8. Let ν ∈ R+ and suppose that (5.12) holds at {u } = u¯(ν). Then
(5.13) ∂uf(ν, u)(u
′ − u) ≥ νc0‖u′ − u‖2L1(I×ω) for all u′ ∈ Uad(0, 1),
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where c0 = (2‖ub − ua‖L∞(ω)C)−1.
Proof. The proof can be obtained along the lines of [5, Proposition 2.7]. 
For the following considerations, we assume that the adjoint states p(ν1) and p(ν2) associated with
the time transformations ν1 and ν2 and the states i1S(ν1, u) and i1S(ν2, u) satisfy
(5.14) ‖B∗ (p(ν1)− p(ν2))‖L∞(I×ω) ≤ c|ν1 − ν2|
for all ν1, ν2 ∈ [νmin, νmax] and all u ∈ Uad(0, 1), where 0 < νmin < νmax are constants. The stability
estimate (5.14) holds in case of purely-time dependent controls under the general conditions of this article.
Moreover, the estimate can be shown in case of a distributed control for fairly general elliptic operators
and spatial domains; see, e.g., [4, Proposition A.3].
Proposition 5.9. Suppose that (5.14) is valid and let ν¯ ∈ R+ with { u¯ } = u¯(ν¯). If (5.13) holds at (ν¯, u¯)
for some constant c0 > 0, then there is δ > 0 such that
‖u− u¯‖L1(I×ω) ≤ c|ν − ν¯| for all ν ∈ R+, |ν − ν¯| ≤ δ, and u ∈ u¯(ν),
with c > 0 a constant independent of ν and u.
Proof. Let u ∈ u¯(ν) and let p(ν, u) denote the associated adjoint state. Employing Proposition 5.8 with
u′ = u and the first order necessary optimality condition (5.3) for u yield
ν¯c0‖u− u¯‖2L1(I×ω) ≤ ∂uf(ν¯, u¯)(u− u¯) ≤ ∂uf(ν¯, u¯)(u− u¯)− ν¯(B∗p(ν, u), u− u¯)L2(I×ω)
= ν¯(B∗ (p¯− p(ν¯, u)) , u− u¯)L2(I×ω) + ν¯(B∗ (p(ν¯, u)− p(ν, u)) , u− u¯)L2(I×ω),
where p(ν¯, u) denotes the adjoint state associated with ν¯ and u. Concerning the first term on the right-
hand side we observe
ν¯(B∗ (p¯− p(ν¯, u)) , u− u¯)L2(I×ω) = −ν¯‖i1 (∂t + ν¯A)−1B(u− u¯)‖2 ≤ 0,
where (∂t + ν¯A)
−1
denotes the solution operator to the linear parabolic state equation with zero initial
value. Thus, Ho¨lder’s inequality implies
c0‖u− u¯‖L1(I×ω) ≤ ‖B∗ (p(ν¯)− p(ν))‖L∞(I×ω).
Finally, we apply the stability estimate (5.14) to conclude the proof. 
Applying Proposition 5.9 twice, we immediately infer the following Lipschitz type estimate
Corollary 5.10. There are δ > 0 and c > 0 such that
(5.15) ‖u1 − u2‖L1(I×ω) ≤ c|ν1 − ν2| for all u1 ∈ u¯(ν1) and u2 ∈ u¯(ν2),
and all ν1 ∈ [ν¯ − δ, ν¯] and ν2 ∈ [ν¯, ν¯ + δ].
Moreover, if B ∈ L(L1(ω), H) then the control-to-state mapping is continuous from L1(I × ω) to
C([0, 1];H) and we infer the following result.
Corollary 5.11. If B ∈ L(L1(ω), H), then there are δ > 0 and c > 0 such that
|δ′(ν1)− δ′(ν2)| ≤ c|ν1 − ν2|
for all ν1 ∈ [ν¯ − δ, ν¯] and ν2 ∈ [ν¯, ν¯ + δ].
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6. Algorithm
We now turn to the algorithmic solution of (P ). Throughout the rest of this article we assume that T (·)
is left-continuous. In view of Theorem 3.1, we are interested in finding a root of the value function δ(·) in
order to solve the time-optimal control problem (P ). This will generally lead to a bi-level optimization
problem: The outer loop finds the optimal T and the inner loop determines for each given T a control
such that the associated state has a minimal distance to the target set. It is worth mentioning that this
procedure will find a global solution to (P ) provided that we initiate the outer optimization with a time
smaller than the optimal one.
6.1. Newton method for the outer minimization. To find a root of the value function, we apply
the Newton method. As this requires δ(·) to be continuously differentiable, we require the following
assumption. Recall that Assumption 6.1 automatically holds in the case of purely time-dependent con-
trols and for the linear heat-equation on a bounded domain with distributed control; see Corollary 5.6
and Proposition 5.7.
Assumption 6.1. Suppose that the integral expression in (5.7) is independent of the concrete minimizer
u ∈ u¯(ν) for all ν ∈ R+ with δ(ν) > −δ0.
For well-posedness of the method, we have to guarantee that δ′(ν¯) 6= 0. The following result underlines
the practical relevance of qualified optimality conditions for (Pˆ ) in the context of its algorithmic solution.
Proposition 6.2. Let (ν¯, u¯) ∈ R+×Uad(0, 1) be a solution to (Pˆ ). The first order optimality conditions
of Lemma 4.2 hold in qualified form if and only if δ′(ν¯) 6= 0.
Proof. According to the general form of the optimality conditions of Lemma 4.2 there exist µ¯ > 0 and
µ¯0 ∈ { 0, 1 } such that ∫ 1
0
〈Bu¯−Ay¯, p¯〉dt = −µ¯0,
where p¯ ∈W (0, 1) is the adjoint state with terminal value µ¯ (y¯(1)− yd). Hence, linearity of the expression
above and (5.7) imply δ′(ν¯) = −µ¯−1µ¯0‖y¯(1)− yd‖−1. Thus, qualified optimality conditions (i.e. µ¯0 = 1)
hold if and only if δ′(ν¯) 6= 0. 
The resulting Newton method is summarized in Algorithm 1. By means of Theorem 5.4 and well-known
properties of the Newton method, see, e.g., [26, Theorem 11.2], we obtain the following convergence result.
Proposition 6.3. Let ν¯ ∈ R+ and suppose that Assumption 6.1 holds. If δ′(ν¯) 6= 0, then the sequence
νn generated by Algorithm 1 converges locally q-superlinearly to ν¯.
Algorithm 1: Newton method for solution of minimal distance problem (outer loop)
Choose ν0 > 0;
for n = 0 to nmax do
Calculate u ∈ u¯(νn) using Algorithm 2 and y = S(νn, u);
if δ(νn) < εtol then
return;
end
Evaluate δ′(νn) using (5.7);
Set νn+1 = νn − δ(νn)δ′(νn)−1;
end
If we in addition assume that the control operator is bounded from L1 into H, then the variation of
constants formula implies that the control-to-state mapping is linear and continuous from L1(I × ω) to
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C([0, 1];H) for any fixed ν ∈ R+. Hence, if the structural assumption (5.12) on the adjoint state holds,
we immediately obtain the following fast convergence result.
Proposition 6.4. Let ν¯ ∈ R+ and suppose that Assumption 6.1 holds. Moreover, assume that (5.12)
holds at u¯(ν¯) and that B ∈ L(L1(ω), H). If δ′(ν¯) 6= 0, then the sequence νn generated by Algorithm 1
converges locally q-quadratically to ν¯.
Proof. First, Proposition 6.3 guarantees q-linear convergence of the sequence νn. The improved conver-
gence rate follows from Lipschitz continuity of δ′(·), see Corollary 5.11, and well-known properties of the
Newton method; see, e.g., [26, Theorem 11.2]. Note that the Lipschitz type estimate of Corollary 5.11 is
sufficient for the proof of [26, Theorem 11.2]. 
Remark 6.5. For convenience we summarize that under Assumption 6.1 (which implies that δ(·) is
continuously differentiable) and if qualified optimality conditions hold for (Pˆ ) (which implies that δ′(·)
is nonzero near the optimal solution), the Newton method for finding a root of δ(·) is well-defined. If in
addition, T (·) is left-continuous, then the root of δ(·) is the optimal time for the time-optimal control
problem (Pˆ ).
6.2. Conditional gradient method for the inner optimization. For the algorithmic solution of the
inner problem, i.e. the determination of u¯(ν) in (5.1), we employ the conditional gradient method; see,
e.g., [7]. We abbreviate
f(u) = ‖i1S(ν, u)− yd‖
neglecting the ν dependence for a moment. Clearly, we are interested in minimizing f over Uad(0, 1). As
in Section 5.1, we have
f ′(u)∗ = νB∗p,
where p ∈W (0, 1) solves (5.2) with y = S(ν, u). Given un ∈ Uad(0, 1), we take
(6.1) un+1/2 =

ua, if B
∗pn > 0,
ub, if B
∗pn < 0,
(ua + ub)/2, else,
almost everywhere. This choice guarantees that
f ′(un)(un+1/2 − un) = min
u∈Uad(0,1)
f ′(un)(u− un).
The next iterate un+1 is defined by the optimal convex combination of un and un+1/2. Precisely, we take
un+1 = (1− λ∗)un + λ∗un+1/2 with
(6.2) λ∗ = argmin
0≤λ≤1
f((1− λ)un + λun+1/2).
This expression can be analytically determined, employing the fact that u 7→ S(ν, u) is affine linear.
Using the convexity of f and the definition of un+1/2, we immediately derive the following a posteriori
error estimator
0 ≤ f(un)− f(u¯) ≤ f ′(un)(un − u¯) ≤ max
u∈Uad(0,1)
f ′(un)(un − u) = f ′(un)(un − un+1/2).
The expression on the right-hand side can be efficiently evaluated using the adjoint representation and
serves as a termination criterion for the conditional gradient method. The algorithm for the inner
optimization is summarized in Algorithm 2.
The conditional gradient method has the following convergence properties.
Proposition 6.6. Let (un)n be a sequence generated by the conditional gradient method. Then f(un)
decreases monotonically and
0 ≤ f(un)− f(u¯) ≤ f(u0)− f(u¯)
1 + cn
, n ≥ 0,
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Algorithm 2: Conditional gradient method for solution of (5.1)
Let ν > 0 be given. Choose u0 ∈ Uad(0, 1);
for n = 0 to nmax do
Calculate yn = S(ν, un) and pn;
Choose un+1/2 as in (6.1);
if f ′(un)(un − un+1/2) < εtol then
return;
end
Calculate λ∗ as in (6.2);
Set un+1 = (1− λ∗)un + λ∗un+1/2;
end
with a constant c exclusively depending on the Lipschitz constant of f ′ on Uad(0, 1), the initial residuum,
and Uad.
Proof. This follows from [7, Theorem 3.1 (i)], since both f and Uad(0, 1) are convex. 
If the control operator B defines a bounded operator from L1(ω) to H, then under the structural
assumption (5.12) on the adjoint state, the objective values converges q-linearly.
Proposition 6.7. Suppose that B ∈ L(L1(ω), H). If (5.12) holds at u¯(ν), then there is λ ∈ [1/2, 1) such
that
(6.3) 0 ≤ f(un)− f(u¯) ≤ [f(u0)− f(u¯)]λn, n ≥ 0.
The constant λ exclusively depends on C, ua, ub, ω, and the Lipschitz constant of f
′ on Uad(0, 1).
Moreover, for a constant c > 0 we have
(6.4) ‖un − u¯‖L1(I×ω) ≤ cλn/2, n ≥ 0.
Proof. Since B : L1(ω)→ H, the variation of constants formula implies that the control-to-state mapping
is linear and continuous from L1(I × ω) to C([0, 1];H). Hence, f as a mapping defined on L1(I × ω) is
(infinitely often) continuously differentiable. Furthermore, Proposition 5.8 implies
f ′(u¯)(u− u¯) ≥ c0ν‖u− u¯‖2L1(I×ω) for all u ∈ Uad(0, 1),
for some constant c0 > 0. Therefore, (6.3) follows from [7, Theorem 3.1 (iii)]. Finally, convexity of f and
the inequality above yield (6.4). 
6.3. Accelerated conditional gradient method for the inner optimization. Since the criterion
from Proposition 6.7 guaranteeing q-linear convergence of the conditional gradient method is not satisfied
for many examples and we in fact observe slow convergence in practice, we employ an acceleration strategy
that is described in the following: Instead of minimizing the convex combination of the last iterate un
and the new point un+1/2 in (6.2), we search for the best convex combination of all previous iterates plus
the new point un+1/2. Concretely, instead of (6.2) we determine λ
∗ as
(6.5) λ∗ = argmin
λ∈Pn+2
f(
n∑
i=0
λiui + λn+1un+1/2),
where Pn+2 = {λ ∈ Rn+2 : λi ≥ 0 and
∑n+1
i=0 λi = 1 } denotes the probability simplex in Rn+2. The next
iterate is then defined as un+1 =
∑n
i=0 λ
∗
i ui + λ
∗
n+1un+1/2. In order to derive an efficient algorithm for
the determination of λ∗, we first reformulate the optimality condition associated with (6.5) employing
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the normal map due to Robinson [31]. To this end, let us abbreviate h(λ) := f(
∑n
i=0 λiui+λn+1un+1/2).
For any c > 0 we define Robinson’s normal map as
G(η) = c(η −Π(η)) +∇h(Π(η)),
where Π denotes the projection onto Pn+2. Due to convexity of h, which follows immediately from the
convexity of f , an optimal solution of (6.5) can be characterized by means of the normal map as follows;
cf. [29, Prop. 3.5].
Proposition 6.8. λ∗ ∈ Pn+2 is optimal for (6.5) if and only if there exists η ∈ Rn+2 such that G(η) = 0
and λ∗ = Π(η).
Proof. First of all, λ∗ is optimal for (6.5) if and only if h′(λ∗)(λ− λ∗) ≥ 0 for all λ ∈ Pn+1, because h is
convex. Let λ∗ ∈ Pn+2 be optimal and set η = λ∗ − c−1∇h(λ∗). Then we have
(η − λ∗, λ− λ∗)Rn+2 = −c−1h′(λ∗)(λ− λ∗) ≤ 0
for all λ ∈ Pn+2. Hence, λ∗ = Π(η). Moreover, by construction G(η) = 0. Conversely, let η be given such
that G(η) = 0 and λ∗ = Π(η). Then
−c(η − λ∗, λ− λ∗)Rn+2 = h′(λ∗)(λ− λ∗) ≥ 0
for all λ ∈ Pn+2. Thus, λ∗ is optimal. 
In view of Proposition 6.8, to determine λ∗ defined in (6.5), we can equivalently solve the nonlinear
equation G(η) = 0 for η and obtain the optimal solution λ∗ by projecting η onto the probability simplex,
i.e. λ∗ = Π(η). We propose to solve the equation G(η) = 0 by means of a semi-smooth Newton method.
Note that the projection Π and its derivative DΠ can be efficiently evaluated (with cost O(n log n)),
see Algorithm 4, where we have extended the algorithm from [37] by adding the derivative DΠ. The
resulting semi-smooth Newton method is summarized in Algorithm 3.
Algorithm 3: Semi-smooth Newton method for solution of (6.5)
Choose c > 0 and η ∈ Rn+2;
Set λ = Π(η);
while ‖c(η − λ) +∇h(λ)‖Rn+2 > εtol do
Calculate ξ =
(
c(Id−DΠ(η)) +∇2h(λ)DΠ(η))−1 (c(η − λ) +∇h(λ));
Set η = η − ξ and λ = Π(η);
end
Algorithm 4: Projection Π onto the probability simplex Pn and its derivative
Input: y ∈ Rn
Sort y such that ypi(1) ≥ ypi(2) ≥ . . . ≥ ypi(n);
Find ρ = max { 1 ≤ j ≤ n : ypi(j) + 1j
(
1−∑ji=1 ypi(i)) > 0 };
Define λ = 1ρ
(
1−∑ρi=1 ypi(i));
Set Γ = (γi,j)i,j ∈ Rn×n with γi,i = 1 if xi + λ > 0 and γi,j = 0 otherwise for 1 ≤ i, j ≤ n;
Set x = (xi)i ∈ Rn with xi = max { yi + λ, 0 } for 1 ≤ i ≤ n;
Set Λ = (λi,j)i,j ∈ Rn×n with λi,j = −1/ρ if j = pi(k) for some 1 ≤ k ≤ ρ and λi,j = 0 otherwise for
1 ≤ i, j ≤ n;
Output: Π(y) = x and DΠ(y) = Γ (Id +Λ)
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The accelerated conditional gradient method is exactly Algorithm 2 except for the last two lines: The
parameter λ∗ is determined using Algorithm 3 (in contrast to the standard conditional gradient method
where we could calculate λ∗ explicitly). Moreover, in the last line we set un+1 =
∑n
i=0 λ
∗
i ui+λ
∗
n+1un+1/2.
We note that the accelerated version is at least as fast as the standard conditional gradient method,
because the feasible set from (6.2) is contained in (6.5). In practice we observe that the acceleration
strategy significantly improves the performance.
7. Numerical examples
As a proof of concept, we implement numerical examples illustrating that the proposed algorithm can
be realized in practice. We begin with one example governed by an ordinary differential equation, even
though our main focus are systems subject to partial differential equations.
Since the value function δ(·) can be non-convex, we consider the damped Newton method. If δ(νn+1) <
−εtol, then the Newton step is iteratively multiplied by the damping factor γ = 0.9 until δ(νn+1) > −εtol.
Note that this strategy does not require the inner problem to be solved with high accuracy. If a feasible
control with sufficiently negative value for δ(·) is known, then the conditional gradient method can be
restarted with a smaller Newton step.
Moreover, we have implemented the acceleration strategy from Section 6.3 for the conditional gradient
method. To keep the memory requirements moderate, points that are associated with small coefficients in
the convex combination are being removed from the list of former iterates. In our examples, this strategy
significantly improves the convergence.
7.1. Linearized pendulum. We first consider a time-optimal control example subject to an ordinary
differential equation from [13, Example 17.2]. The operators A and B are given by the matrices
A =
(
0 −1
1 0
)
, B =
(
0
1
)
.
Hence, we set V = H = V ∗ = R2 and Q = R1. Moreover, the control constraints are ua = −1 and
ub = 1, and the desired state is yd = 0. The corresponding state equation describes a harmonic oscillator,
precisely the linearized pendulum x¨ + x = u with forcing term u. Note that the system is normal, so
(5.1) possesses a unique minimizer; see Proposition 5.2 and Remark 5.3. As shown in [13, Example 17.2],
the optimal trajectories for δ0 = 0 can be constructed geometrically. For example, if
y0 = −r (cos(pi/3− θ0), sin(pi/3− θ0))T + (1,−3)T , θ0 = arcsin(1/r), r =
√
17,
then the optimal trajectory consists of three semi circles with θ = pi/3 and center (1, 0)T , θ = pi and center
(−1, 0)T , and θ = pi/2 and center (1, 0)T . In addition, the optimal time is T = pi(1/3 + 1 + 1/2) = 11pi/6,
and the unique optimal control is given by
u¯(t) =

1 if 0 ≤ t ≤ pi/3,
−1 if pi/3 < t ≤ 4pi/3,
1 if 4pi/3 < t ≤ 11pi/6.
The ordinary differential equation is discretized by means of the discontinuous Galerkin method with
piecewise constant functions (corresponding to the implicit Euler method) for an equidistant time grid
with M denoting the number of time intervals. To solve the problem with our approach, we consider a
relaxation of the terminal constraint by taking δ0 = 10
−6. Since the solution is stable with respect to
perturbations in the constraint, the relaxation has no significant influence on the optimal solution, as
long as the error due to the discretization of the state equation dominates the overall error.
As depicted in Figure 1 we observe fast convergence of the Newton method. Moreover, the number of
Newton steps in the outer loop and the number of iterations of the conditional gradient method in the
inner loop seem to be essentially independent of the discretization of the state equation; see Table 1.
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Figure 1. Value function δ (left) and absolute value of δ(νn) (right) for νn the iterates
generated by the Newton method (Algorithm 1) for Example 7.1 with M = 10 000 time
steps for the implicit Euler method.
M Tk |Tk − T | Newton steps cG steps
100 5.501553 2.5803−1 6 (1) 44
1 000 5.730029 2.9557−2 6 (1) 52
10 000 5.756636 2.9504−3 6 (1) 58
100 000 5.759346 2.4051−4 6 (1) 56
1 000 000 5.759618 3.1244−5 6 (1) 53
Table 1. Computed optimal times, absolute errors, number of Newton steps in outer
loop (number of damped steps in brackets), and number of conditional gradient steps
in inner loop for Example 7.1 with M denoting the number of time steps. Moreover,
δ0 = 10
−6 and the inital value for the Newton method is ν0 = 0.6T .
7.2. Linear heat-equation with distributed control. Next, we consider the following problem sub-
ject to the linear heat-equation. Let
Ω = (0, 1)2, ω = (0.25, 0.75)2, δ0 = 1/10,
y0(x) = 4 sin(pix
2
1) sin(pix2)
3, yd(x) = −2 min {x1, 1− x1, x2, 1− x2 } ,
Uad(0, 1) = {u ∈ L2(I × ω) : − 5 ≤ u ≤ 0 } .
Moreover, A = −0.03∆ with −∆ the Laplace operator equipped with homogeneous Dirichlet boundary
conditions. The control operator B is the extension by zero operator. Hence, we take V = H10 (Ω),
H = L2(Ω), V ∗ = H−1(Ω), and U = L2(ω). Note that the control acts on a subset ω ⊂ Ω, only.
Concerning the practical implementation, we consider a discontinuous Galerkin method in time and a
continuous Galerkin method in space. The state and adjoint state equations are discretized by means of
piecewise constant functions in time (corresponding to the implicit Euler method) and continuous and
cellwise linear functions in space.
As in the first example, we observe fast convergence of the Newton method, see Table 2 and Fig-
ure 2. Moreover, we observe quadratic order of convergence with respect to the spatial discretization
and linear order convergence with respect to the temporal discretization. For further details and a priori
discretization error estimates we also refer to [4].
20 LUCAS BONIFACIUS AND KARL KUNISCH
M N Tk |Tk − T | Newton steps cG steps
20 4225 1.573876 9.0814−2 6 (0) 206
40 4225 1.525617 4.2554−2 6 (0) 210
80 4225 1.501899 1.8836−2 6 (0) 209
160 4225 1.490127 7.0645−3 6 (0) 210
320 4225 1.484246 1.1830−3 6 (0) 196
640 81 1.291744 1.9132−1 6 (0) 133
640 289 1.423571 5.9492−2 6 (0) 162
640 1089 1.468758 1.4304−2 6 (0) 188
640 4225 1.481302 1.7608−3 6 (0) 190
Table 2. Computed optimal times, absolute errors, number of Newton steps in outer
loop (number of damped steps in brackets), and number of conditional gradient steps in
inner loop for Example 7.2 with M denoting the number of time steps and N the number
of nodes for the spatial discretization. Moreover, the inital value for the Newton method
is ν0 = 0.8.
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Figure 2. Value function δ (left) and absolute value of δ(νn) (right) for νn the iterates
generated by the Newton method (Algorithm 1) for Example 7.2.
Before turning to the next example, we would like to compare the algorithm from Section 6 to an
alternative approach, where the time-optimal control problem (Pˆ ) is solved directly after adding a reg-
ularization term to the objective functional, precisely the L2-norm of the control variable. Clearly, we
are interested in steering the regularization parameter to zero. The terminal constraint in (Pˆ ) is treated
algorithmically by means of the augmented Lagrange method. The resulting optimization problems are
solved by means of a semi-smooth Newton method in a monolithic way, i.e. we consider the tuple (ν, u) as
a joint optimization variable; cf. [18] and [2, Section 4.1]. We observe that our approach requires roughly
four to ten times less solves of the PDE than the regularization approach for any fixed regularization
parameter in the range from α = 0.001 to α = 10; see Table 3. Employing a path-following strategy,
where one iteratively decreases the regularization parameter starting with a moderate value of α and
uses the solution of the former iteration as the initial value for the next optimization (see, e.g., [14]),
one could avoid the high computational costs for small α. However, this strategy requires at least one
solution without warm start, so that our approach is (in this example) at least five times faster.
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Min. dist. Augmented Lagrange method with regularization
M N α = 0.001 α = 0.01 α = 0.1 α = 1 α = 10
20 4225 260 2681 1598 1208 1375 1813
40 4225 250 2703 1447 1177 1440 1675
80 4225 250 2687 1424 1130 1434 1685
160 4225 252 3017 1697 1154 1388 1705
320 4225 222 3068 1587 1100 1356 1709
640 81 214 1879 1091 924 1074 1215
640 289 198 1824 1070 774 1180 1479
640 1089 212 2495 1412 1028 1372 1789
640 4225 246 3597 1647 1050 1364 1781
Table 3. Number of PDE solves for the algorithm from Section 6 based on solving
minimal distance problems and the augmented Lagrange method with L2-regularization
for the control and α the regularization parameter. M denotes the number of intervals
for the temporal discretization and N the number of nodes for the spatial discretization
of the PDE. The initial parameters for the augmented Lagrange method are c0 = 2 · 104
and µ0 = 80.
7.3. Linear heat-equation with Neumann boundary control. Last, we consider the following prob-
lem subject to the linear heat-equation with Neumann boundary control. Concretely, let
Ω = (0, 1)2, ω = ∂Ω, δ0 = 1/10,
y0(x) = 4 sin(pix
2
1) sin(pix2)
3, yd(x) = 0,
Uad(0, 1) = {u ∈ L2(I × ω) : − 5 ≤ u ≤ 5 } .
Moreover, A = −0.03∆ with −∆ the Laplace operator. The control operator B is the adjoint of the trace
operator, i.e. B = Tr∗ : L2(∂Ω)→ (H1(Ω))∗. Hence, we take V = H1(Ω), H = L2(Ω), V ∗ = (H1(Ω))∗,
and U = L2(ω). We consider the same discretization scheme for the state and adjoint state equation as
before. Moreover, the control is discretized by edge-wise constant functions on the boundary.
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Figure 3. Value function δ (left) and absolute value of δ(νn) (right) for νn the iterates
generated by the Newton method (Algorithm 1) for Example 7.3.
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M N Tk |Tk − T | Newton steps cG steps
20 4225 8.8971−1 4.0493−2 4 (0) 3302
40 4225 8.6784−1 1.8619−2 4 (0) 4141
80 4225 8.5681−1 7.5882−3 4 (0) 4979
160 4225 8.5134−1 2.1231−3 4 (0) 6294
320 81 6.9746−1 1.5176−1 3 (0) 1938
320 289 8.1011−1 3.9113−2 4 (0) 5265
320 1089 8.4096−1 8.2584−3 4 (0) 8029
320 4225 8.4865−1 5.7155−4 4 (0) 8432
Table 4. Computed optimal times, absolute errors, number of Newton steps in outer
loop (number of damped steps in brackets), and number of conditional gradient steps in
inner loop for Example 7.3 with M denoting the number of time steps and N the number
of nodes for the spatial discretization. Moreover, the initial value for the Newton method
is ν0 = 0.6.
The optimal control obtained numerically is depicted in Figure 4, where the boundary of the square
domain has been unrolled. Note that switching hyperplanes of the control seem to accumulate towards
the end of the time horizon. As in the preceding examples, we observe fast convergence of the Newton
method for the outer loop; see Figure 3 and Table 4.
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Figure 4. Optimal control for Example 7.3. Black denotes the upper bound and white
the lower bound of the control constraints.
8. Open problems
We conclude with some open problems.
(i) To prove the equivalence of time-optimal and distance-optimal controls, we required that T (·) is
left-continuous; see Theorem 3.1. We stated two sufficient conditions; see Propositions 3.5 and 3.6.
The latter can be checked a priori without knowing an optimal solution, whereas the first depends
on a certain controllability condition under pointwise control constraints that is difficult to verify.
It would be desirable to know further sufficient conditions that can be easily verified for concrete
problems.
(ii) Moreover, to strengthen the directional derivative of δ(·) to a classical derivative, one has to ensure
that the integral expression in (5.7) is independent of the control variable. This is guaranteed for
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purely time-dependent controls (see Proposition 5.7) or if a backwards uniqueness property holds
(see Corollary 5.6). Clearly, the backwards uniqueness property of other control scenarios is of
independent interest and would also lead to more applications for our approach.
(iii) Last, Lipschitz continuity of δ′(·) yields fast local convergence of the Newton method, which further
justifies to use the equivalence of time-optimal and distance-optimal controls for numerical real-
ization. Here, we only stated one sufficient condition that relies on the structural assumption of
the adjoint state (5.12); see Proposition 6.4. This condition does not seem to be sufficient as we
observe Lipschitz continuity of δ′(·) in the numerical examples even if (5.12) is violated. Different
techniques to show Lipschitz continuity of δ′(·) would require a second order sufficient optimality
condition. However, such a condition cannot be expected to hold in the case of bang-bang controls.
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