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Abstract
Multistable distributions are natural extensions of symmetric α stable distributions.
They have been introduced quite recently by Falconer, Le´vy Ve´hel and their co-authors
in [1, 2, 3]. Roughly speaking such a distribution is obtained by replacing the constant
parameter α of a symmetric stable distribution by a (Lebesgue) mesurable function α(x)
with values in [a, 2], where a > 0 denotes a fixed arbitrarily small real number.
Let Y be an arbitrary symmetric α stable random variable of scale parameter σ > 0,
an important classical result concerning the heavy-tailed behavior of its distribution (see
e.g. [4]) is that there exists an explicit constant C(α) > 0, only depending on α ∈ (0, 2),
such that limλ→+∞
(
C(α)σαλ−α
)
−1
P
(
|Y | > λ
)
= 1. In this article, we show that the
latter result can be extended to the setting of multistable random variables, when the
function α(x) is with values in an arbitray compact interval [a, b] contained in (0, 2).
1 Introduction and statement of the main result
Let us first briefly recall the definition of the α(x)-multistable stochastic integral which was
quite recently introduced in [3]. To this end, we need to fix some definitions and notations.
We denote by a > 0 a fixed arbitrarily small real number and we denote by α : R → [a, 2]
an arbitrary fixed Lebesgue mesurable function; Fα, the corresponding variable exponent
Lebesgue space, is defined as,
Fα =
{
f : f is Lebesgue mesurable with
∫
R
∣∣f(x)∣∣α(x) dx <∞}.
The space Fα is equipped with a quasinorm denoted by ‖ · ‖α; for every f ∈ F
∗
α = Fα \ {0},
‖f‖α is defined as the unique λ0,f ∈ (0,+∞), such that,
∫
R
∣∣λ−10,ff(x)∣∣α(x) dx = 1, moreover
1
one sets ‖0‖α = 0. Let us recall that to say that ‖ · ‖α is a quasinorm means that ‖ · ‖α
satisfies the following 3 properties:
• for all f ∈ Fα, one has f = 0 if and only if ‖f‖α = 0;
• for all f ∈ Fα and δ ∈ R, one has ‖δf‖α = |δ|‖f‖α;
• there is a constant k > 0, such that for all f, g ∈ Fα, one has ‖f+g‖α ≤ k
(
‖f‖α+‖g‖α
)
(weak triangle inequality).
The following theorem is an important result of [3], which allows to define on Fα the multi-
stable stochastic integral; it has been obtained thanks to Kolmogorov’s extension Theorem.
Theorem 1.1 [3] There exists a real-valued stochastic process indexed by the space Fα, de-
noted by
{
I(f) : f ∈ Fα
}
, whose finite dimensional distributions are characterized by the
following property: for all integer d ≥ 1 and all f1, . . . , fd ∈ Fα, ΦI(f1),...,I(fd) = Φf1,...,fd the
characteristic function of the random vector
(
I(f1), . . . , I(fd)
)
, satisfies for all (θ1, . . . , θd) ∈
R
d,
Φf1,...,fd(θ1, . . . , θd) = exp
{
−
∫
R
∣∣ d∑
l=1
θlfl(x)
∣∣α(x) dx}. (1.1)
Recall that, generally speaking, the distribution of an arbitrary random vector (X1, . . . ,Xd)
is completely determined by ΦX1,...,Xd its characteristic function, which is defined for all
(θ1, . . . , θd) ∈ R
d, as,
ΦX1,...,Xd(θ1, . . . , θd) = E
(
exp i
d∑
l=1
θlXl
)
. (1.2)
For each f ∈ Fα, I(f) is called an α(x)-multistable random variable and its distribution is
called an α(x)-multistable distribution. Generally speaking, in many applied and theoretical
problems, it is important to have a sharp estimates on the tail behavior of a probability
distribution. The following theorem, which is our main result, provides such an estimation
in the case of an α(x)-multistable distribution.
Theorem 1.2 Assume that there is b ∈ (a, 2) such that for almost all x ∈ R, α(x) ∈ [a, b].
Let C be the continuous strictly positive function defined for all γ ∈ [a, b] as,
C(γ) =
2
pi
if γ = 1, and C(γ) =
1− γ
Γ(2− γ) cos
(
2−1piγ
) else, (1.3)
where Γ is the usual ”Gamma” function. For each f ∈ Fα and real number λ > 0, let us set,
Tf (λ) =
∫
R
∣∣λ−1f(x)∣∣α(x)C(α(x)) dx. (1.4)
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Then, one has,
lim
λ→+∞
{
sup
f∈Sα
∣∣∣P(|I(f)| > λ)
Tf (λ)
− 1
∣∣∣} = 0, (1.5)
where Sα =
{
f ∈ Fα : ‖f‖α = 1
}
denotes the unit sphere of Fα.
Before ending this introduction, let us make some remaks concerning Theorem 1.2.
Remarks:
• Theorem 1.2 is an extension to the setting of multistable random variables of Prop-
erty 1.2.15, on page 16 in [4]. Indeed, assuming that for almost all x ∈ R, α(x) = α
where α ∈ (0, 2) is a constant, then I(f) reduces to a usual symmetric α stable random
variable of scale parameter σ =
( ∫
R
∣∣f(x)∣∣α dx)1/α and Tf (λ) reduces to C(α)σαλ−α;
thus we recover the statement of Property 1.2.15, on page 16 in [4].
• Theorem 1.2 shows that when ‖α‖L∞(R) < 2, then the distribution of the multistable
random variable I(f) is heavy-tailed (see (2.25)).
2 Proof of the main result
The main goal of this section is to prove Theorem 1.2. To this end, we need to introduce some
notations and to derive some preliminary result. We denote by f an arbitrary function of F∗α
and by I(f) the α(x)-multistable random variable defined as the α(x)-multistable stochastic
integral of f . The characteristic function of I(f) is denoted by Φf , recall that it is defined
for all θ ∈ R as,
Φf (θ) = E
(
eiθI(f)
)
. (2.1)
Observe that, in view of (1.1), one has for all θ ∈ R,
Φf (θ) = exp
{
−
∫
R
∣∣θf(x)∣∣α(x) dx}. (2.2)
As a consequence:
Remark 2.1 Φf is an even function which belongs to the Lebesgue space L
p(R), for any
arbitrary p ∈ (0,+∞), in particular it belongs to L1(R). Therefore, the distribution of I(f)
is absolutely continuous with respect to the Lebesgue measure on R, moreover Df the corre-
sponding Randon-Nikodym derivative (i.e. the probability density function of I(f)) is given
for all x ∈ R, by
Df (x) = (2pi)
−1Φ̂(x) = (2pi)−1
∫
R
e−ixθΦf (θ) dθ, (2.3)
which implies that Df is a continuous, even and bounded function. Moreover, for all θ ∈ R,
Φf (θ) = D̂f (θ) =
∫
R
e−iθxDf (x) dx. (2.4)
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Notice that throughout this paper the Fourier transform of an arbitrary function h of
L1(R), is defined, for all x ∈ R, as ĥ(x) =
∫
R
e−ixθh(θ) dθ.
Proof of Remark 2.1: In view of (2.2), it is clear that Φf is an even function, moreover
by using the fact that for almost all x ∈ R, α(x) ∈ [a, b] ∈ (0, 2), one has for all p ∈ (0,+∞),∫
R
∣∣Φf (θ)∣∣p dθ = ∫
R
exp
{
− p
∫
R
∣∣θf(x)∣∣α(x) dx} dθ
≤
∫
|θ|≤1
exp
{
− p|θ|b
∫
R
∣∣f(x)∣∣α(x) dx} dθ + ∫
|θ|>1
exp
{
− p|θ|a
∫
R
∣∣f(x)∣∣α(x) dx} dθ <∞.

Let q be an arbitrary fixed real number strictly larger than 1, and let ϕq be an even real-
valued C∞ function whose Fourier transform ϕ̂q is an even compactly supported C
5 function
with values in [0, 1] satisfying for all x ∈ R,
ϕ̂q(x) =
{
1 if |x| ≤ 1,
0 if |x| ≥ 1+q2 .
(2.5)
Observe that for all γ ∈ [0, 4), ∫
R
(
1 + |θ|
)γ
ϕq(θ) dθ <∞. (2.6)
Also, observe that one has for all integer j ≥ 0,
ϕ̂q(q
−jx) = 0 when |x| ≥
(
1+q
2
)
qj , (2.7)
and
1− ϕ̂q(q
−jx) = 0 when |x| ≤ qj . (2.8)
For all λ ∈ [q,+∞), let j0(λ, q) ≥ 1 be the unique integer such that
qj0(λ,q) ≤ λ < qj0(λ,q)+1, (2.9)
therefore, denoting by [·] the integer part function, it follows that,
j0(λ, q) =
[ log λ
log q
]
. (2.10)
Lemma 2.2 For all real number ξ ≥ 1, let us set,
ηf (ξ) =
∫
R
ϕq(θ)
(
1− exp
{
−
∫
R
∣∣ξ−1θf(x)∣∣α(x) dx}) dθ. (2.11)
Then, for each λ ∈ [q,+∞) one has,
ηf
(
qj0(λ,q)+1
)
≤ P
(
|I(f)| > λ
)
≤ ηf
(
qj0(λ,q)−1
)
. (2.12)
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Proof of Lemma 2.2: Using the fact that Df is the probability density function of I(f),
one has that
P
(
|I(f)| > λ
)
=
∫
|x|>λ
Df (x) dx.
Therefore, it follows from (2.9) and (2.8) that,
P
(
|I(f)| > λ
)
≥
∫
|x|≥qj0(λ,q)+1
Df (x) dx ≥
∫
|x|≥qj0(λ,q)+1
(
1− ϕ̂q(q
−j0(λ,q)−1x)
)
Df (x) dx
=
∫
R
(
1− ϕ̂q(q
−j0(λ)−1x)
)
Df (x) dx; (2.13)
on the other hand, (2.9) and (2.7) imply that
P
(
|I(f)| > λ
)
≤
∫
|x|≥qj0(λ,q)
Df (x) dx
=
∫
|x|≥qj0(λ)
ϕ̂q(q
−j0(λ,q)+1x)Df (x) dx +
∫
|x|≥qj0(λ)
(
1− ϕ̂q(q
−j0(λ,q)+1x)
)
Df (x) dx
≤
∫
R
(
1− ϕ̂q(q
−j0(λ,q)+1x)
)
Df (x) dx. (2.14)
Let us now prove that for all real number δ > 0, one has,∫
R
(
1− ϕ̂q(δx)
)
Df (x) dx =
∫
R
ϕq(θ)
(
1− D̂f (δθ)
)
dθ. (2.15)
In view of the fact that∫
R
Df (x) dx = 1 and
∫
R
ϕq(θ) dθ = ϕ̂q(0) = 1,
it is sufficient to show that∫
R
ϕ̂q(δx)Df (x) dx =
∫
R
ϕq(θ)D̂f (δθ) dθ.
By using the definition of the Fourier transform of an L1(R) function and Fubini Theorem,
it follows that∫
R
ϕ̂q(δx)Df (x) dx =
∫
R
(∫
R
e−iδxθϕq(θ) dθ
)
Df (x) dx
=
∫
R
∫
R
e−iδxθϕq(θ)Df (x) dθdx =
∫
R
ϕq(θ)
(∫
R
e−iδxθDf (x) dx
)
dθ
=
∫
R
ϕq(θ)D̂f (δθ) dθ,
thus one gets (2.15). Finally combining the latter relation with (2.13), (2.14), (2.4) and (2.2),
one obtains the lemma. 
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Lemma 2.3 For all real number u ≥ 0, one has
0 ≤ u− 1 + e−u ≤
u2
2
. (2.16)
Proof of Lemma 2.3: Let κ1 and κ2 be the functions defined for all real number u ≥ 0 as,
κ1(u) = u− 1 + e
−u and κ2(u) =
u2
2
− κ1(u).
One has κ1(0) = 0 and for all u ≥ 0, κ
′
1(u) = 1 − e
−u ≥ 0; this implies that for each u ≥ 0,
κ1(u) ≥ 0. One has κ2(0) = 0 and for every u ≥ 0, κ
′
2(u) = κ1(u) ≥ 0; this entails that for
each u ≥ 0, κ2(u) ≥ 0. 
Lemma 2.4 Let hq be the continuous function defined for all γ ∈ [a, b], as,
hq(γ) =
∫
R
|θ|γϕq(θ) dθ. (2.17)
Then, one has, for all γ ∈ [a, b],
q−γhq(γ) ≤ C(γ) ≤ q
γhq(γ), (2.18)
where C is the continuous and strictly positive function introduced in (1.3).
Proof of Lemma 2.4: First observe that in view of (2.6), the function hq is well-defined and
finite; moreover the dominated convergence theorem allows to prove that hq is continuous on
[a, b]. Let us now prove that (2.18) holds. Let γ be an arbitrary fixed real number belonging
to the interval [a, b]. Assuming that α(x) = γ for all x ∈ R, then I(f) reduces to a symmetric
γ stable random variable. Next it follows from (2.10), (2.11) and (2.12), that for all integer
m ≥ 1, one has, ∫
R
ϕq(θ)
(
1− exp
{
−
∣∣q−m−1θ∣∣γ ∫
R
∣∣f(x)∣∣γ dx}) dθ
≤ P
(
|I(f)| > qm
)
(2.19)
≤
∫
R
ϕq(θ)
(
1− exp
{
−
∣∣q−m+1θ∣∣γ ∫
R
∣∣f(x)∣∣γ dx}) dθ.
On the other hand, Property 1.2.15 on page 16 in [4], implies that
lim
m→+∞
qmγ P
(
|I(f)| > qm
)
= C(γ)
∫
R
∣∣f(x)∣∣γ dx. (2.20)
Let us now show that
lim
m→+∞
qmγ
∫
R
ϕq(θ)
(
1− exp
{
−
∣∣q−m−1θ∣∣γ ∫
R
∣∣f(x)∣∣γ dx}) dθ = q−γhq(γ)∫
R
∣∣f(x)∣∣γ dx
(2.21)
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and
lim
m→+∞
qmγ
∫
R
ϕq(θ)
(
1− exp
{
−
∣∣q−m+1θ∣∣γ ∫
R
∣∣f(x)∣∣γ dx}) dθ = qγhq(γ)∫
R
∣∣f(x)∣∣γ dx.
(2.22)
We will only prove (2.22) since (2.21) can be obtained similarly. To this end, we will use the
dominated convergence theorem. It is clear that for all θ ∈ R,
lim
m→+∞
qmγϕq(θ)
(
1− exp
{
−
∣∣q−m+1θ∣∣γ ∫
R
∣∣f(x)∣∣γ dx}) = qγ |θ|γϕq(θ)∫
R
∣∣f(x)∣∣γ dx.
(2.23)
Moreover, it follows from the inequality in the left hand side of (2.16), that for all integer
m ≥ 2 and real θ,
qmγ
∣∣ϕq(θ)∣∣ ∣∣∣∣1− exp{− ∣∣2−m+1θ∣∣γ ∫
R
∣∣f(x)∣∣γ dx}∣∣∣∣ ≤ qmγ∣∣ϕq(θ)∣∣∣∣q−m+1θ∣∣γ ∫
R
∣∣f(x)∣∣γ dx
= qγ |θ|γ
∣∣ϕq(θ)∣∣ ∫
R
∣∣f(x)∣∣γ dx. (2.24)
In view of (2.23) and (2.24), we are allowed to apply the dominated convergence theorem,
and thus we obtain (2.22). Finally, putting together (2.19), (2.20), (2.21) and (2.22), one
gets (2.18). 
Let us now give some useful properties of the function Tf defined in (1.4); easy computa-
tions allow to obtain the following two remarks.
Remark 2.5 One has for all real number ξ ≥ 1,
ξ−bTf (1) ≤ Tf (ξ) ≤ ξ
−aTf (1). (2.25)
Remark 2.6 For each real numbers δ > 0 and λ > 0,
(i) when δ ∈ (0, 1], one has
δ−aTf (λ) ≤ Tf (δλ) ≤ δ
−bTf (λ), (2.26)
(ii) when δ > 1, one has
δ−bTf (λ) ≤ Tf (δλ) ≤ δ
−aTf (λ). (2.27)
Lemma 2.7 For every real number ξ ≥ 1, we set,
ρf (ξ) =
∫
R
∣∣ϕq(θ)∣∣ ∣∣∣∣∫
R
∣∣ξ−1θf(x)∣∣α(x) dx− 1 + exp{− ∫
R
∣∣ξ−1θf(x)|α(x) dx}∣∣∣∣ dθ. (2.28)
Then, there is a constant c(q) > 0, only depending on b and q such that for all λ ≥ q,
sup
f∈Sα
ρf
(
qj0(λ,q)+1
)
Tf (λ)
≤ c(q)λ−a (2.29)
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and
sup
f∈Sα
ρf
(
qj0(λ,q)−1
)
Tf (λ)
≤ c(q)λ−a; (2.30)
recall that Sα is the unit sphere of Fα and that the strictly positive integer j0(λ, q) has been
introduced in (2.10).
Proof of Lemma 2.7: It follows from (2.28) and from the right hand side inequality in
(2.16) (in which one takes u =
∫
R
∣∣ξ−1θf(x)|α(x) dx), that for all real number ξ ∈ [1,+∞),
ρf (ξ) ≤
∫
R
(∫
R
∣∣ξ−1θf(x)|α(x) dx)2∣∣ϕq(θ)∣∣ dθ. (2.31)
Then noticing that( ∫
R
∣∣ξ−1θf(x)∣∣α(x) dx)2 = ∫
R
∫
R
∣∣ξ−1θf(x1)∣∣α(x1)∣∣ξ−1θf(x2)∣∣α(x2) dx1dx2,
and using Fubini-Tonelli Theorem, one gets that∫
R
(∫
R
∣∣ξ−1θf(x)|α(x) dx)2∣∣ϕq(θ)∣∣ dθ
=
∫
R
∫
R
∣∣ξ−1f(x2)∣∣α(x1)∣∣ξ−1f(x2)∣∣α(x2)( ∫
R
|θ|α(x1)+α(x2)
∣∣ϕq(θ)∣∣ dθ) dx1dx2
≤ c1
∫
R
∫
R
∣∣ξ−1f(x2)∣∣α(x1)∣∣ξ−1f(x2)∣∣α(x2) dx1dx2
= c1
(∫
R
∣∣ξ−1f(x)∣∣α(x) dx)2,
(2.32)
where, in view of (2.6),
c1 =
∫
R
(
1 + |θ|
)2b∣∣ϕq(θ)∣∣ dθ,
is a finite constant. Now let us set
c2 = max
y∈[a,b]
(
C(y)
)−1
;
observe that the latter constant is finite since C (see (1.3)) is a strictly positive continuous
function on [a, b]. Then using (1.4), one has that, for all real number ξ ≥ 1,∫
R
∣∣ξ−1f(x)∣∣α(x) dx ≤ c2Tf (ξ). (2.33)
Next, combining (2.31) with (2.32) and (2.33), it follows that,
ρf (ξ) ≤ c3
(
Tf (ξ)
)2
, (2.34)
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where c3 = c1c
2
2. Next using (2.34), (2.9) and the fact that Tf is a nonincreasing function,
one obtains that for all real number λ ≥ q,
0 <
ρf
(
qj0(λ,q)+1
)
Tf (λ)
≤ c3
(
Tf (q
j0(λ,q)+1)
)2
Tf (λ)
≤ c3Tf (λ) (2.35)
and
0 <
ρf
(
qj0(λ,q)−1
)
Tf (λ)
≤ c3
(
Tf (q
j0(λ,q)−1)
)2
Tf (λ)
≤ c3
(
Tf (q
−2λ)
)2
Tf (λ)
≤ q4bc3Tf (λ), (2.36)
where the latter inequality follows from (2.26). Next setting
c(q) = c3
(
1 + q4b max
y∈[a,b]
C(y)
)
,
and observing that for all f ∈ Sα,
Tf (1) ≤
(
max
y∈[a,b]
C(y)
)∫
R
∣∣f(x)∣∣α(x) dx = ( max
y∈[a,b]
C(y)
)
,
then (2.35), (2.36) and Remark 2.5 imply that (2.29) and (2.30) hold. 
Lemma 2.8 For every real number ξ ≥ 1, we set,
τf (ξ) =
∫
R
ϕq(θ)
( ∫
R
∣∣ξ−1θf(x)∣∣α(x) dx) dθ. (2.37)
Then, one has, for all real number ξ ≥ q,
Tf (qξ) ≤ τf (ξ) ≤ Tf
(
q−1ξ
)
; (2.38)
moreover
q−2b ≤ inf
λ∈[q,+∞)
τf
(
qj0(λ,q)+1
)
Tf (λ)
≤ sup
λ∈[q,+∞)
τf
(
qj0(λ,q)−1
)
Tf (λ)
≤ q3b. (2.39)
Proof of Lemma 2.8: First observe that (2.6) and the fact that f ∈ Fα, imply that for all
real number ξ ≥ 1,∫
R
∫
R
∣∣ϕq(θ)∣∣∣∣ξ−1θf(x)∣∣α(x) dx) dxdθ ≤ ( ∫
R
(
1 + |θ|
)b∣∣ϕq(θ)∣∣ dθ)× ( ∫
R
∣∣f(x)∣∣α(x) dx) <∞.
Therefore, we are allowed to use Fubini Theorem and we obtain that, for all real number
ξ ≥ 1,
τf (ξ) =
∫
R
∣∣ξ−1f(x)∣∣α(x)hq(α(x)) dx. (2.40)
where the function hq has been introduced in (2.17). Next it follows from (2.18) that, for all
real number ξ ≥ 1,∫
R
∣∣ξ−1f(x)∣∣α(x)q−α(x)C(α(x)) dx ≤ τf (ξ) ≤ ∫
R
∣∣ξ−1f(x)∣∣α(x)qα(x)C(α(x)) dx;
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thus, in view of (1.4), one gets (2.38). Let us now prove that the first inequality in (2.39)
holds. Assume that the real λ ≥ q is arbitrary. It follows from the first inequality in (2.38),
(2.9), the fact that Tf is a nonincreasing function and the first inequality in (2.27) (in which
one takes δ = q2), that
τf
(
qj0(λ,q)+1
)
Tf (λ)
≥
Tf
(
qj0(λ,q)+2
)
Tf (λ)
≥
Tf
(
q2λ
)
Tf (λ)
≥ q−2b;
thus we obtain the first inequality in (2.39). Next observe that (2.40) and the fact that hq
is a (strictly) positive function (this is a straightforward consequence of (2.18)) imply that
τf is a nonincreasing function, which in turn entails that for all real number λ ≥ q one has
τf
(
qj0(λ,q)+1
)
≤ τf
(
qj0(λ,q)−1
)
and, as consequence, that the second inequality in (2.39) is
satisfied. Finally, let us show that the last inequality in (2.39) holds. It follows from the
second inequality in (2.38), (2.9), the fact that Tf is a nonincreasing function and the second
inequality in (2.26) (in which one takes δ = q−3), that
τf
(
qj0(λ,q)−1
)
Tf (λ)
≤
Tf
(
qj0(λ,q)−2
)
Tf (λ)
≤
Tf
(
q−3λ
)
Tf (λ)
≤ q3b;
thus we obtain the last inequality in (2.39). 
Lemma 2.9 Let ηf be the function introduced in (2.11) and let c(q) > 0 be the constant
introduced in Lemma 2.7. Then one has for all f ∈ Sα, and for all real number λ ≥ q
q−2b − c(q)λ−a ≤
ηf
(
qj0(λ,q)+1
)
Tf (λ)
≤
ηf
(
qj0(λ,q)−1
)
Tf (λ)
≤ q3b + c(q)λ−a. (2.41)
Proof of Lemma 2.9: In view of (2.11), for all real number ξ ≥ 1, one can write,
ηf (ξ) =
∫
R
ϕq(θ)
( ∫
R
∣∣ξ−1θf(x)∣∣α(x) dx) dθ
+
∫
R
ϕq(θ)
(
1−
∫
R
∣∣ξ−1θf(x)∣∣α(x) dx− exp{− ∫
R
∣∣ξ−1θf(x)|α(x) dx}) dθ;
thus, it follows from the triangle inequality (2.37) and (2.28), that for each real number ξ ≥ 1,
one has,
τf (ξ)− ρf (ξ) ≤ ηf (ξ) ≤ τf (ξ) + ρf (ξ). (2.42)
Let us now prove that the first inequality in (2.41) holds. Using the first inequality in (2.42)
as well as the first inequality in (2.39), one has for all real number λ ≥ q,
q−2b −
ρf
(
qj0(λ,q)+1
)
Tf (λ)
≤
ηf
(
qj0(λ,q)+1
)
Tf (λ)
;
then the first inequality in (2.41) results from (2.29). Next, observe that (2.12) clearly implies
that the second inequality in (2.41) is satisfied. Finally, let us show that the last inequality in
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(2.41) holds. Using the second inequality in (2.42) as well as the second inequality in (2.39),
one has for all real number λ ≥ q,
ηf
(
qj0(λ,q)−1
)
Tf (λ)
≤ q3b +
ρf
(
qj0(λ,q)−1
)
Tf (λ)
;
then the last inequality in (2.41) results from (2.30). 
Now we are in position to prove Theorem 1.2.
Proof of Theorem 1.2: Let c(q) be the constant introduced in Lemma 2.7. Using (2.12)
and (2.41), one has for all f ∈ Sα and all real number λ ≥ q,
q−2b − c(q)λ−a ≤
ηf
(
qj0(λ,q)+1
)
Tf (λ)
≤
P
(
|I(f)| > λ
)
Tf (λ)
≤
ηf
(
qj0(λ,q)−1
)
Tf (λ)
≤ c(q)λ−a + q3b,
which implies that,
q−2b − 1− c(q)λ−a ≤
P
(
|I(f)| > λ
)
Tf (λ)
− 1 ≤ c(q)λ−a + q3b − 1
and, as a consequence, that
sup
f∈Sα
∣∣∣P(|I(f)| > λ)
Tf (λ)
− 1
∣∣∣ ≤ |q−2b − 1|+ |q3b − 1|+ c(q)λ−a.
One has therefore,
lim sup
λ→+∞
{
sup
f∈Sα
∣∣∣P(|I(f)| > λ)
Tf (λ)
− 1
∣∣∣} ≤ |q−2b − 1|+ |q3b − 1|.
Finally letting q > 1 goes to 1, one obtains the theorem. 
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