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Abstract
Cet travail présente une technique originale de
subsumption pour les formules booléennes sous
forme normale conjonctive (CNF). Il exploite une
condition simple et suffisante pour détecter, durant
l’analyse de conflits, les clauses de la formule qui
peuvent être réduites par subsumption. Durant le pro-
cessus de dérivation de la clause à apprendre, et à
chaque étape du processus de résolution associé, le
test de subsumption entre la résolvante courante et
une clause de la formule originale ou apprise aupara-
vant est alors efficacement effectué. La méthode ré-
sultante permet d’éliminer dynamiquement des litté-
raux appartenant aux clauses de la formule courante.
Les résultats expérimentaux montrent que l’intégration
de notre technique de subsumption dynamique dans
les solveurs Minisat et Rsat est bénéfique, et cela
particulièrement sur les problèmes dits "crafted".
1 Introduction
Le problème SAT, i.e., la vérification de la satisfaction
d’un ensemble de clauses, est central dans plusieurs do-
maines et notamment en intelligence artificielle incluant
le problème de satisfaction de contraintes (CSP), planifi-
cation, raisonnement non-monotone, vérification de logi-
ciels, etc. Aujourd’hui, SAT a gagné une audience consi-
dérable avec l’apparition d’une nouvelle génération de sol-
veurs SAT capable de résoudre de très grandes instances
ainsi que par la le fait que ces solveurs constituent d’im-
portants composants de base pour plusieurs domaines, e.g.,
SMT(SAT modulo théorie), preuve de théorème, comp-
tage de modèles, problème QBF, etc. Ces solveurs, appe-
lés solveurs SAT modernes [13, 9], sont basés sur la pro-
pagation de contraintes classique [6] efficacement combi-
née à d’efficaces structures de données avec : (i) straté-
gies de redémarrage [10, 11], (ii) heuristiques de choix de
variables (comme VSIDS) [13], et (iii) apprentissage de
clauses [1, 12, 13]. Les solveurs SAT modernes peuvent
être vus comme une extension de la procédure DPLL clas-
sique obtenues grâce à différentes améliorations. Il est im-
portant de noter que la règle de résolution basique à la Ro-
binson joue encore un rôle prépondérant dans l’efficacité
des solveurs modernes qui peut être vu comme une forme
particulière de la résolution générale [2].
En effet, l’apprentissage basé sur les conflits, l’un des
composants importants des solveurs SAT est basé sur la
résolution. On peut mentionner aussi que l’un des pré-
traitement le plus connu et dont le succès est largement ré-
pandu (SatElite) est basé sur l’élimination de variables
par l’application de la règle de résolution [16, 3]. Comme
cité dans [16], sur les instances industrielles, la résolution
génère plusieurs résolvantes tautologiques. Ceci peut être
expliqué par le faite que plusieurs clauses codant des fonc-
tions booléennes sont reliées par un ensemble de variables
communes. Cette propriété du codage peut être à l’origine
de plusieurs clauses redondantes ou subsumées aux difè-
rentes étapes du processus de recherche.
L’utilité de (SatElite) sur les problèmes industriels
étant prouvée, l’on est en droit de se demander si l’appli-
cation de la règle de résolution pourrait être réalisée non
seulement comme une étape de pré-traitement mais systé-
matiquement, pendant le processus de recherche. Malheu-
reusement, maintenir une formule fermée par subsumption
peut être très coûteux. Une tentative a été faite récemment
dans cette direction par L. Zhang [17]. Dans ce travail,
un nouvel algorithme maintient la base de clauses fermée
par subsumption en supprimant dynamiquement les clauses
subsumées au moment de leur ajout. Plus intéressant, l’au-
teur indique cette perspective de recherche : "trouver un
équilibre entre le coût d’exécution et la qualité de la sim-
plification par subsumption à la volée d’une CNF est un
problème qui mérite plus d’intérêt et d’investigation".
Dans cet article, notre objectif est de concevoir un algo-
rithme de subsumption dynamique simple et efficace basé
sur la résolution. L’approche proposée a pour but d’éli-
miner des littéraux de la formule CNF en substituant dy-
namiquement les clauses originales par des clauses plus
courtes. Plus précisemment, nous exploitons les étapes in-
termidiares de l’analyse de conflits classique pour subsu-
mer des clauses de la formule qui sont utilisées dans la
processus de résolution relatif à la génération de la clause
assertive. Comme les clauses originales ou les clauses ap-
prisent peuvent être utilisées durant l’analyse de conflits les
deux catégories peuvent être simplifiées.
L’efficacité de notre technique réside dans la simpli-
cité du test de subsumption, qui est basé sur une condi-
tion simple et suffisante calculable en temps constant. En
plus, du faite que notre technique repose sur le processus
de génération de la clause conflit, elle est aussi guidée par
les conflits, et simplifie la partie de la formule identifiée
comme étant importante par la stratégie de recherche (di-
rigé par VSIDS). Ce processus dynamique préserve la sa-
tisfiabilité de la formule, et avec quelques règles de compa-
tibilité additionnelles peut préserver l’équivalence des mo-
dèles.
Notre article est organisé comme suit. Après quelques
notations et définitions préliminaires, le graphe d’implica-
tions classique et le schéma d’apprentissage sont présentés
dans la section 2. Ensuite notre approche de subsumption
dynamique est décrite dans la section 3. Finalement, avant
la conclusion, des résultats expérimentaux démontrent les
performances de notre approche sur les catégories d’ins-
tances testées.
2 Definitions
2.1 Définitions et notations préliminaires
Une formule CNF F est une conjonction de clauses, où
une clause est une disjonction de littéraux. Un littéral est
interprété comme une positif (x) ou negatif (¬x) propo-
sitional variable. Les deux littéraux x et ¬x sont appelés
complémentaire. On note par l¯ le littéral complémentaire
de l. Pour un ensemble de littéraux L, L¯ est définit comme
{l¯ | l ∈ L}. Une clause unitaire est une clause contenant
seulement un seul littéral (appelé littéral unitaire), tandis
qu’une clause binaire contient exactement deux littéraux.
Une clause vide, notée⊥, est interprété comme fausse (un-
satisfiable), alors qu’une formule CNF vide, notée ⊤, est
interprétée comme vraie (satisfiable).
L’ensemble des variables apparaissant dans F est noté
VF . Un ensemble de littéraux est complet s’il contient un
littéral pour chaque variable de VF , et fondamental s’il
contient pas de littéraux complémentaites. Une affectation
ρ d’une formule booléenne F est une fonction qui asso-
cie la valeur ρ(x) ∈ {vrai, faux} à quelques variables de
x ∈ F . ρ est complète s’il attribue une valeur pour chaque
variable x ∈ F , et partielle sinon. Une affectation est alter-
nativement représentée par un ensemble de littéraux com-
plet et fondamentale, de façon évidente un modèle d’une
formule F est une affectation ρ qui rend la formule vraie ;
notée ρ  F .
Les notations suivantes sont largement utilisées le reste
de l’article.
– η[x, ci, cj ] dénote la résolvante entre une clause ci
contenant un littéral x et cj une autre clause contenant
l’opposé de ce même littéral ¬x.
En d’autres termes, η[x, ci, cj ] = ci ∪ cj\{x,¬x}.
Une résolvante est appelée tautologique s’elle
contient à la fois un littéral et son opposé.
– F|x représente la formule obtenu à partir de F en
affectant à x la value de vérité vrai. Formellement
F|x = {c | c ∈ F , {x,¬x} ∩ c = ∅} ∪ {c\{¬x} | c ∈
F ,¬x ∈ c} (les clauses contenant x (satisfaites) sont
supprimées ; et celles contenant ¬x sont simplifiées).
Cette notation est étendue aux affectations : étant don-
née une affectation ρ = {x1, . . . , xn}, on définit
F|ρ = (. . . ((F|x1)|x2) . . . |xn).
– F∗ dénote la formule F fermée par propagation uni-
taire, définit récursivement comme suit : (1) F∗ = F
si F ne contient pas des clauses unitaires, (2) F∗ =⊥
si F contient deux clauses unitaires {x} et {¬x}, (3)
sinon, F∗ = (F|x)∗ tel que x est le littéral apparais-
sant dans une clause unitaire de F . Une clause c est
déduite par propagation unitaire à partir de F , notée
F |=∗ c, si (F|c¯)∗ =⊥.
Soient c1 et c2 deux clauses d’une formule F . On dit que
c1 (respectivement c2) subsume (respectivement est subsu-
mée) c2 (respectivement par c1) ssi c1 ⊆ c2. Si c1 subsume
c2, alors c1 |= c2 (l’inverse est faux). Aussi F et F − c2
sont équivalentes pour la satisfiabilité.
2.2 Recherche DPLL
Nous introduisons maintenant des notations et re-
marques terminologiques associées aux solveurs SAT ba-
sés sur la procédure de Davis Logemann Loveland, com-
munément appelé DPLL [6]. DPLL est une procédure de
recherche de type "backtrack" ; À chaque nœud les litéraux
affectés (le littéral de décision et les litéraux propagés) sont
étiquetés avec le même niveau de décision, initialisé à 1 et
incrémenté à chaque nouveau point de décision. Le niveau
de décision courant est le niveau le plus élevé dans la pile
de propagation. Lors d’un retour-arrière ("backtrack"), les
variables ayant un niveau supérieur au niveau du backtrack
sont défaites et le niveau de décision courant est décré-
menté en consèquence (égal au niveau du backtrack). Au
niveau i, l’interprétation partielle courante ρ peut être re-
présentée comme une séquence décision–propagations de
la forme 〈(xik), xik1 , x
i
k2
, . . . , xiknk
〉 telle que le premier lit-
téral xik correspond au littéral de décision xk affecté au ni-
veau i et chaque xikj de l’ensemble 1 ≤ j ≤ nk représente
les litéraux unitaires propagés à ce même niveau i.
Soit x ∈ ρ, On note l(x) le niveau d’affectation de x,
d(ρ, i) = x si x est le littéral de décision affecté au niveau
i.
2.3 Analyse de conflit et graphe d’implications
Le graphe d’implications est une représentation standard
utilisée classiquement pour analyser les conflits dans les
solveurs SAT mdernes. À chaque fois qu’un littéral y est
propagé, on sauvegarde une référence de la clause impli-
quant la propagation de y, qu’on note
−→
cla(y). La clause
−→
cla(y), appelée implication de y, est dans ce cas de la forme
(x1 ∨ · · · ∨ xn ∨ y) où chaque littéral xi est faux sous l’af-
fectation partielle courante (ρ(xi) = faux, ∀i ∈ 1..n), alors
que ρ(y) = vrai. Lorsqu’un littéral y n’est pas obtenu par
propagation mais issue d’une décision,
−→
cla(y) est indéfinie,
qu’on note par convention
−→
cla(y) =⊥. Quand −→cla(y) 6=⊥,
on note par exp(y) l’ensemble {x | x ∈ −→cla(y) \ {y}}, ap-
pelé ensemble des explications de y. Alors que −→cla(y) est
indéfini on défini exp(y) comme l’ensemble vide.
Définition 1 (Graphe d’implications) Soit F une for-
mule CNF, ρ une affectation partielle, et soit exp l’en-
semble des explications pour les littéraux déduits (propagé
unitairement) dans ρ. Le graphe d’implications associé à
F , ρ et exp est Gρ,expF = (N , E) où :
– N = ρ, i.e., il existe un nœud pour chaque littéral de
décision ou propagé ;
– E = {(x, y) | x ∈ ρ, y ∈ ρ, x ∈ exp(y)}
Dans le reste du papier, pour des raisons de simplicité,
exp est éliminée, et un graphe d’impliacations est tout sim-
plement noté GρF . On note par m le niveau du conflit.
Exemple 1 GρF , montré dans la Figure 1 représente le
graphe d’implications de la formule F et l’affectation par-
tiel ρ donnée ci-dessous : F ⊇ {c1, . . . , c12}
(c1)¬x1 ∨ ¬x11 ∨ x2 (c2)¬x1 ∨ x3
(c3)¬x2 ∨ ¬x12 ∨ x4 (c4)¬x1 ∨ ∨¬x3 ∨ x5
(c5)¬x4 ∨ ¬x5 ∨ ¬x6 ∨ x7 (c6)¬x5 ∨ ¬x6 ∨ x8
(c7)¬x7 ∨ x9 (c8)¬x5 ∨ ¬x8 ∨ ¬x9
(c9)¬x10 ∨ ¬x17 ∨ x1 (c10)¬x13 ∨ ¬x14 ∨ x10
(c11)¬x13 ∨ x17 (c12)¬x15 ∨ ¬x16 ∨ x13
ρ = {〈. . . x115 . . .〉〈(x
2
11) . . . . . .〉〈(x
3
12) . . . x
3
6 . . .〉〈(x
4
14)
, . . .〉〈(x516), x
5
13, . . .〉}. Le niveau du conflit est 5 et
ρ(F) = faux.
Définition 2 (Clause assertive) Une clause c de la forme
(α∨x) est appelée clause assertive ssi ρ(c) = faux, l(x) =
m et ∀y ∈ α, l(y) < l(x). x est appelé littéral assertif.
x4
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x8
x9
x2 x7c1
x3
x1
c2
c3
x12(3)
−x9
x11(2)
x10
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x13x16
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FIG. 1 – Graphe d’implications GρF = (N , E)
L’analyse du conflit est le résultat de l’application de
la résolution à partir de la clause conflit en utilisant dif-
férentes implications implicitement codées dans le graphe
d’implications. On appelle ce processus dérivation de la
clause assertive (DCA en court).
Définition 3 (dérivation de la clause assertive ) Le déri-
vation de la clause assertive pi est une séquence de clauses
〈σ1, σ2, . . . σk〉 satisfaisant les conditions suivantes :
1. σ1 = η[x,
−→
cla(x),
−→
cla(¬x)], tel que {x,¬x} est le
conflit.
2. σi, pour i ∈ 2..k, est construite en sélectionnant un
littéral y ∈ σi−1 pour lequel
−→
cla(y) est définit. Nous
avons alors y ∈ σi−1 et y ∈
−→
cla(y) : appliquer la
résolution entre ces deux clauses mène à la clause σi
qui est définit comme η[y, σi−1,−→cla(y)] ;
3. σk est en plus une clause assertive.
Notons que chaque σi est une résolvante de la formule
F : par induction, σ1 est la résolvante entre deux clauses
qui appartiennent directement à F ; pour chaque i > 1,
σi est une résolvante entre σi−1 (qui est, par l’hypothèse
d’induction, une résolvante) et une clause de F . Chaque
σi est également un impliqué de F , ce qui veut dire que :
F |= σi. Par définition du graphe d’implication, on a aussi
F ′ |=∗ σi tel que F ′ ⊂ F est l’ensemble des clauses utili-
sées pour générer σi.
Considérons à nouveau l’exemple 1. Le parcours du
graphe GρF (voir Fig. 1) est décrit par la dérivation de la
clause assertive suivant :
〈σ1, . . . , σ7〉 tel que σ1 = η[x9, c7, c8] = (¬x55 ∨
¬x75 ∨ ¬x85) et σ7 = (¬x112 ∨ ¬x123 ∨ ¬x63 ∨ ¬x15).
Le nœud x1 correspond au littéral assertif, ¬x1 est appelé
le premier Unique Point d’Implication (First UIP).
3 Apprentissage et subsumption dyna-
mique
Dans cette section, nous montrons comment l’apprentis-
sage classique peut être adapté pour une subsumption dy-
namique et efficace des clauses. Dans notre approche, on
exploite les différentes clauses générées pendant les étapes
de résolution du processus d’analyse de conflit. Bien sûr,
il est possible de considérer la subsumption entre chaque
résolvante générée et l’ensemble entier des clauses. Cepen-
dant, celà peut être coûteux en pratique. Illustrons certaines
des principales caractéristiques de notre approche propo-
sée.
3.1 Exemple
Considérons à nouveau l’exemple 1 et le graphe d’impli-
cations GρF (figure 1). Le dérivation de la clause assertive
permettant de déduire la clause ∆1 est décrit comme suit :
pi = 〈σ1, σ2, σ3, . . . , σ7 = ∆1〉
– σ1 = η[x9, c7, c8] = (¬x85 ∨ ¬x75 ∨ ¬x55)
– σ2 = η[x8, σ1, c6] = (¬x63 ∨ ¬x75 ∨ ¬x55)
– σ3 = η[x7, σ2, c5] = (¬x6
3 ∨ ¬x5
5 ∨ ¬x4
5) ⊂ c5
(subsumption)
– . . .
– ∆1 = σ7 = η[x2, σ6, c1] = (¬x112∨¬x123∨¬x63∨
¬x15)
Comme on peut le voir, ce processus pi inclut la résol-
vante σ3 = (¬x63 ∨ ¬x55 ∨ ¬x45) qui subsumes la clause
c5 = (¬x6 ∨ ¬x5 ∨ ¬x4 ∨ x7). Par conséquent, le littéral
x7 peut être éliminé de la clause c5. En général, la résol-
vante σ3 peut subsumer d’autres clauses du graphe d’im-
plications qui contiennent le littéral ¬x6, ¬x5 et ¬x4.
3.2 Subsumption dynamique : formulation géné-
rale
On donne à présent une présentation formelle de notre
approche basée sur la subsumption dynamique.
Définition 4 (F-subsumption modulo PU) Soit c ∈ F . c
estF -subsumée modulo la propagation unitaire ssi ∃c′ ⊂ c
tel que F|c¯′ |=∗ ⊥.
Soient c1 et c2 deux clauses de F telles que c1 subsumes
c2, alors c2 est F -subsumed modulo PU.
Comme expliqué auparavant, la subsumption des clauses
durant la recherche peut être coûteuse. Dans le cadre pro-
posé, pour réduire le coût calculatoire, on retreint la vérifi-
cation de la subsumption aux résolvantes intermidiares σi
et les clauses de la forme
−→
cla(y) utilisées pour les générer
(clauses codées dans le graphe d’implications).
Définition 5 SoitF une formule et pi = 〈σ1 . . . σk〉 le déri-
vation de la clause assertive . Pour chaque σi ∈ pi, on défi-
nit Cσi = {
−→
cla(y) ∈ F|∃j ≤ i tq. σj = η[y,
−→
cla(y), σj−1]}
comme l’ensemble de clauses de F utilisé dans la déduc-
tion de σi.
Propriété 1 Soit F une formule et pi =
〈σ1, σ2, . . . , σi, . . . , σk〉 le dérivation de la clause
assertive . Si σi subsume une clause c de Cσk alors
c ∈ Cσi .
Preuve 1 Comme σi+1 = η[y,
−→
cla(y), σi] tel que ¬y ∈ σi,
nous avons σi 6⊂
−→
cla(y). La prochaine étape de résolution
ne peut pas impliquer les clauses contenant le littéral ¬y.
Dans le cas contraire, le littéral y dans le graphe d’impli-
cations peut admettre deux explications possibles (implica-
tions), ce qui contredit la définition du graphe d’implica-
tions. Par conséquent, σi ne peut pas subsumer des clauses
de Cσk − Cσi .
Propriété 2 Soit F une formule et pi une dérivation de la
clause assertive . Si σi ∈ pi subsume une clause c de Cσi
alors c est Cσi -subsumé modulo PU.
Preuve 2 Comme σi ∈ pi est générée à partir de Cσi par
résolution, alors Cσi |= σi. Par définition de la dérivation
de la clause assertive et le graphe d’implications, on a
aussi Cσi |=∗ σi (voir section 2.3). Comme σi subsumes c
(σi ⊆ c), nous déduisons que Cσi |=∗ c.
La propriété 2 montre que si une clause c codée dans
le graphe d’implications est subsumée par σi, alors une
telle subsumption peut être capturée par la subsumption
modulo PU, alors que la propriété 1 mentionne que le test
de vérification de la subsumption de σi peut être restreint
aux clauses de Cσi . Par conséquent, une première approche
de subsumption dynamique des clauses peut être définit
comme suit : Soit pi = 〈σ1, . . . , σi, . . . , σk〉 une dériva-
tion de la clause assertive . Pour chaque résolvante σi ∈ pi,
nous appliquons le test de vérification de la subsumption
entre σi et l’ensemble de clauses Cσi ,
Dans la suite, nous montrons que nous pouvons réduire
encore plus l’ensemble des clauses dans les tests de sub-
sumption en considérant seulement un sous-ensemble de
Cσi . Évidemment, comme σi est une résolvante de la déri-
vation de la clause assertive pi, alors il existe deux chemins
à partir reliant les nœuds conflictuels x et ¬x respective-
ment aux nœuds associés aux littéraux de σi affectés au ni-
veau du conflit. Par conséquent, on a la propriété suivante.
Propriété 3 Soit pi une dérivation de la clause assertive ,
σi ∈ pi et c ∈ Cσi . Si σi subsumes c, alors il existe deux
chemins liant les nœuds conflictuels x et ¬x respective-
ment, à un ou plusieurs nœuds associés aux littéraux de
la clause σi affectés au niveau du conflit.
La preuve de la propriété est immédiate du moment que
σi ⊂ c. Comme cette propriété est vraie pour σi qui est
générée par résolution à partir des deux clauses contenant
x et¬x, alors elle reste vraie aussi pour son super-ensemble
(c).
Pour une σi donnée, la propriété 3 mène à une autre
restriction de l’ensemble des clauses à considérer pour les
tests de subsumption. Nous considérons que l’ensemble
des clauses Pσi , liées (par des chemins) aux nœuds
conflictuels x et ¬x.
Illustrons cette restriction en utilisant l’exemple 1
(voir aussi la Figure 1). Soit pi = 〈σ1, . . . , σ7〉
tel que σ7 = (¬x11 ∨ ¬x12 ∨ ¬x6 ∨ ¬x1). On
a Cσ7 = {c1, c2, c3, c4, c5, c6, c7, c8} et Pσ7 =
{c1, c2, c4, c5, c6, c8}. En effet, à partir du des nœuds de la
clause c3 on a seulement qu’un seul chemin vers le nœud
x9. par conséquent, la clause c3 peut être enlevée de l’en-
semble des clauses à vérifier par subsumption. De façon
similaire, partant de la clause c7 on ne peut atteindre qu’un
seul nœud conflictuel en l’occurence x9 à partir de x7.
Donc, c7 peut être omise de l’ensemble des clauses sus-
ceptibles d’être subsumées.
Propriété 4 Soit pi = 〈σ1, . . . , σk〉 une dérivation de la
clause assertive . La complexité temporelle de notre ap-
proche de subsumption dynamique est en O(|Cσk |2).
Preuve 3 À partir de la définition de Cσi , nous avons
|Cσi | = i + 1. Dans le pire des cas, on doit considé-
rer i + 1 tests de subsumption. Donc pour toute σi avec
1 ≤ i ≤ k, on doit tester
∑
1≤i≤k(i + 1) =
k×(k+3)
2 .
Comme k = |Cσk |, la complexité dans le pire des cas est en
O(|Cσk |
2).
La complexité dans le pire des cas est quadratique si on
considère Pσk ⊂ Cσk .
3.3 Subsumption dynamique
Dans la section 3.2, nous avons présenté l’approche gé-
nérale de subsumption dynamique. Sa complexité est qua-
dratique en le nombre de clauses utilisées dans la dériva-
tion de la clause assertive. Comme indiqué dans l’intro-
duction, pour cencevoir une technique de subsumption dy-
namique et efficace, nous avons besoin de trouver un com-
promis entre le temps de calcul et la qualité de la sim-
plification. Dans cette section, on propose une restriction
du schéma général de subsumption dynamique présenté,
appelé subsumption dynamique à la volée. Celle-ci ap-
plique la subsumption seulement entre la résolvante cou-
rante σi et la dernière clause du graphe d’implications uti-
lisée pour sa dérivation. Plus précisemment, supposons que
σi = η[y, c, σi−1], nous testons seulement la subsumption
entre σi et c.
La propriété suivante montre une condition suffistante
permettant d’éliminer y de c.
Propriété 5 Soit pi une dérivation de la clause assertive,
σi ∈ pi telle que σi = η[y, c, σi−1]. Si σi−1 − {y} ⊆ c,
alors c est subsumée par σi.
Preuve 4 Soit c = (¬y ∨ α) et σi−1 = (y ∨ β). Alors
σi = (α∨β). Comme σi−1−{y} ⊆ c, donc β ⊆ α. D’où,
σi = α qui subsume (¬y ∨ α) = c.
En considérant les solveurs SAT modernes inculant
l’analyse de conflits, l’intégration de l’approche de sub-
sumption dynamique peut être faite avec un coût négli-
geable. En effet, en utilisant un simple compteur, durant
la procédure de l’analyse de conflits, on peut vérifier la
condition suffisante donnée dans la propriété 5 en temps
constant. En effet, à chaque étape du processus de déri-
vation de la clause assertive, on génére la prochaine ré-
solvante σi à partir de la clause c et l’ancienne résol-
vante σi−1. Dans l’implémentation classique de l’analyse
de conflit, on peut vérifier en temps constant si un littéral
donnée est présent dans la résolvante courante. Par consé-
quent, durant le parcours de la clause c, on calcule addition-
nellement le nombre n des littéraux de c qui appartiennent
à σi−1. Si n ≥ |σi−1| − 1 nous pouvons conclure que c est
subsumée par σi = η[y, c, σi−1].
4 Expérimentations
Les expérimentations menées sont effectuées sur un
large panel d’instances industrielles et crafted. Toutes les
instances sont simplifiées par pré-traitement SatElite
[8]. Nous avons intégré notre approche de subsumption dy-
namique dans Minisat [9] et Rsat [15] et nous avons
effectué une comparaison entre les résultats obtenues par
les solveurs originaux et ceux incluant l’approche de sub-
sumption dynamique. Tous les tests sont effecutées sur un
cluster Xeon 3.2GHz (2 GB RAM). Les Résultats du temps
de calcul sont indiqués en secondes.
4.1 Problèmes crafted
Pour ces expérimentations, le temps de calcul limite
est fixé à 3 heures. Ces problèmes sont connues pour
être difficile pour tous les solveurs DPLL existants. Ils
contiennent par exemple les instances "Quasi-group",
instances SAT forcées aléatoires, comptage, problèmes
sociaux du golfeur, etc.
Le schéma (en échelle logarithmique) donnée dans
la partie haute de la Figure 2 détaille les résultats de
Minisat et Minisat+SD sur chaque instance crafted.
L’axe x (resp. y) corresponds au temps CPU tx (resp. ty)
obtenu par Minisat (resp. Minisat+SD). chaque point
de coordonnées (tx, ty), corresponds à une instance SAT.
Les points en-dessous (resp. au-dessus) de la diagonale in-
diques les instances résolues plus rapidement en utilisant
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la subsumption dynamique i.e., ty < tx (resp. ty > tx).
Cette figure montre clairement le gain de temps obtenu
grâce à l’approche de subsumption dynamique. En nombre
de points, nous avons trouvé que 365 instances sont réso-
lues efficacement en intégrant la subsumption dynamique.
Dans certains cas, nous avons des gains atteignant un ordre
de magnitude. Bien évidemment, il existe des instances
où la subsumption dynamque décroît les performances de
Minisat (178 instances).
La partie en bas de la figure 2 montre les mêmes résul-
tats avec une représentation différente donnant pour chaque
technique le nombre d’instances résolues (# instances) en
moins de t secondes. Cette figure confirme l’efficacité
de l’approche présentée sur ces problèmes. Sur plusieurs
classes, le nombre de clauses subsumées est important e.g.,
x_*, QG_*, php_*, parity_*. Sur les genurq_*,
mod_*, et urquhart_* les problèmes sont simplifiés
chaque conflit sur 4.
La Figure 3 montre les résultats de Rsat et Rsat+SD.
Globalement, on peut voir que l’ajout de la subsump-
tion dynamique à Rsat améliore ces performances. Une
analyse fine de la partie gauche de la figure 3 montre
que Rsat+SD résoud plus rapidement 327 instances que
Rsat, qui lui même résoud 219 problèmes plus efficace-
ment que son son opposé.
À notée que les performances de Rsat et Rsat+SD
sont inférieures à celles de Minisat et Minisat+SD.
Ceci est dû principalement au faite que Rsat et Rsat+SD
utilise une politique de redémarrage plus rapide qui reste
moins efficace sur les instances de type crafted.
4.2 Problèmes industriels
Comme pour les instances crafted, sur cette catégorie
de problèmes, le temps limite est fixé à 3 heures aussi.
La table 1 détaille les résultats sur les problèmes SAT in-
dustriels issus des deux compétitions SAT’2007 et Sat-
Race’2008. La première colonne représente les familles
d’instances. La seconde (#inst.) indique le nombre total
des instances contenu dans chaque famille. Les colonnes
suivantes indiquent les résulats respectives pour Rsat,
Rsat+SD, Minisat et Minisat+SD. Dans chacune
de ces colonnes, le premier nombre représente le nombre
d’instances résolues et le nombre entre parenthèses indique
le nombre d’instances résolues plus rapidement que son
opposé. La dernière ligne de la table indique le nombre
total de chaque colonne. On peut voir que Rsat+SD et
Minisat+SD sont généralement plus rapides et résolvent
plus de problèmes que Rsat et Minisat respectivement.
La table 2, représente un focus sur quelques familles in-
distrielles. Les améliorations sont relativement importants.
Si on considère la famille vmpc, on peut voir que notre
simplication dynamique permet d’avoir un gain d’un ordre
de magnitude avec Rsat+SD (instances 24 et 25). Sur la
même famille, sur les 9 instances résolues par Rsat+SD
et Rsat, Rsat+SD est meilleure 8 fois. De sont côté
Minisat+SD est meilleur 5 fois sur 7.
Globalement, nos expérimentations nous ont permis de
démontrer deux choses. Premièrement, notre technique ne
dégrade pas mais au contraite améliore souvent les perfor-
mances des solveurs DPLL sur les problèmes indistriels.
Second, Elle améliore l’applicabilité de ces algorithmes sur
des classes de problèmes qui sont faites pour être difficiles
pour eux. Vu que l’implémentation de notre algorithme est
aussi simple, nous pensons que de manière globale, elle re-
sprésente une contribution intéréssante dans une recherche
de robustesse des solveurs DPLL modernes.
5 Travaux précédents
Dans Darras et al. [5], les auteurs proposent un pré-
traitement basé sur la propagation unitaire pour la dé-
duction des sous-clauses. En considérant le graphe d’im-
plications généré par le processus de la propagation de
contraintes comme un arbre de résolution, l’approche pro-
posée déduit des sous-clauses à partir des clauses originales
de la formule. Cependant, l’approche dynamique proposée
par les auteurs est coûteuse en temps. L’évaluation expé-
rimentale est donnée seulement en terme de nombre de
nœuds.
Dans [17], un algorithme pour maintenir la base de
clauses fermée par subsumption est présentée. Elle détecte
efficacement et applique la subsumption lorsqu’une clause
est ajoutée. En plus, l’algorithme compacte avidement la
base des clauses en appliquant récursivement la résolution
dans le but de réduire la taille de la base.
"Minimisation de la clause conflit" est introduite dans
[14]. Elle est aussi implémentée dans Minisat 1.14 [7]
et PicoSAT [4]. Elle élimine les littéraux des clauses ap-
prises en effectuant la résolution de façon récursive avec les
clauses du graphe d’implications. Remarquons que dans les
expérimentations effectuées les solveurs de base utilisées
Minisat et Rsat implémentent déjà cette technique.
6 Conclusion
Ce travail présente une nouvelle technique de subsump-
tion des formules booléennes sous forme CNF. Il utilise de
façon originale l’apprentissage pour réduire les clauses ori-
ginales ou apprises. À chaque conflit et durant le processus
de dérivation de la clause assertive, la subsumption entre
les résolvantes intermédiaires générées et des clauses co-
dées dans le graphe d’implications est testée dans le but de
les simplifier en vérifiant une condition suffisante. Il est a
noter que comme notre technique de subsumption repose
sur les clauses utilisées dans la dérivation de la clause as-
sertive, elle tend à simplifier la partie de formule identifiée
familles # inst. Rsat Rsat+SD Minisat Minisat+SD
IBM_* 53 15(7) 17(10) 15(10) 15(7)
APro_* 16 12(7) 12(5) 14(6) 13(8)
mizh_* 10 10(7) 10(3) 10(5) 10(5)
Partial_* 20 6(2) 7(5) 1(0) 2(2)
total_* 20 13(6) 13(8) 10(5) 9(6)
dated_* 20 15(6) 16(10) 14(10) 13(4)
braun_* 7 4(1) 4(3) 5(2) 5(3)
velev_* 10 2 (0) 2(2) 2(2) 1(0)
sort_* 5 2(2) 2(0) 2(0) 2(2)
manol_* 10 8(3) 8(5) 8(5) 9(4)
vmpc_* 10 9(1) 9(8) 6(2) 7(5)
clause_* 5 3(2) 3(1) 3(0) 3(3)
cube_* 4 4(2) 4(2) 4(1) 4(3)
gold_* 4 2 (2) 2 (0) 2(0) 2(2)
safe_* 4 2(0) 2(2) 1(0) 1(1)
simon_* 5 5 (4) 5 (1) 5(3) 5(2)
block_* 2 2(2) 2(0) 2(0) 2(2)
dspam_* 10 10(5) 10(5) 10(5) 10(5)
schup_* 3 3(2) 3(1) 3(2) 3(1)
post_* 10 8(3) 8(5) 5(3) 6(3)
ibm_* 20 20(6) 20(14) 19(6) 19(13)
Total 248 155(70) 159(90) 141(67) 141(81)
TAB. 1 – Problèmes industriels
comme étant importante par la stratégie de recherche basée
sur l’activité.
Les résultats expérimentaux montrent que l’intégration
de notre méthode au sein de deux solveurs Minisat et
Rsat issus de l’état de l’art de SAT bénéficie particulie-
rement aux problèmes crafted et permet des améliorations
significatives sur plusieurs familles industrielles.
Comme travaux futures, nous envisageons d’étendre
notre approche en visant une subsumption plus exhaustive
des clauses. Une autre voie de recherche consiste à exploi-
ter ce cadre de subsumption pour affiner l’heuristique de
choix de variable. En effet, à chaque fois qu’un littéral est
éliminé, celà signifie qu’on s’est trompé de clause conflit et
que le graphe d’implication doit changer en conséquence
et du même coup l’ensemble des variables à pondérer par
l’heuristique.
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