Abstract-In this article, we made a further studies on the false-assignments of Boolean Function, which made us not only get the theory evidence by using false-assignments to judge the function's elusiveness, but also verify the result's effectiveness by using specific function.
INTRODUCTION
It is well known that graph theory has extensive applications in many areas. An important thing concerning to application is to treat graph with computer. Usually, a graph can be installed into a computer by encoding the entries of the triangular part of its adjacency matrix. One problem arising naturally is: Can we detect whether a graph G has some specific property without decoding all the entries of the upper triangular part of its adjacency matrix? That is, given a graph property P on n vertices, must it take   2 1  n n queries in the worst case to determine whether a graph G is in P? People guess the answer is yes when P is nontrivial and monotone. This is the well-known Karp conjecture which is still open and becomes a well-known difficult problem in computational complexity theory. In last few years, many researchers have paid their efforts to decision tree complexity and got some results [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Boolean function is one of the main tools which used to research Karp conjecture and it did obtain splendid research achievements. However, currently the research achievements are discussed aimed at truth-assignments of Boolean function, while few people research on falseassignments. This article looks at problems from a unique perspective to explore false-assignments' application on constructing Boolean function expression and judging Boolean function's elusiveness.
II. PRELIMINARY
A tree is a connected graph without cycle. A rooted tree is a tree with a special vertex named root.
Definition 2.1 [1] A decision tree of a Boolean function, is a rooted binary tree, whose non-leaf vertices are labeled by its variables, and leaves are labeled by 0 and 1. Definition 2.2 [1] The depth of a decision tree is the maximum length of all paths from root to leaves. Definition 2.3 [1] A Boolean function is a function whose variable values and function value all are in   1 0, . Definition 2.4 [1] The decision tree complexity of f is the minimum depth of all decision trees for
Definition 2.5 [1] A Boolean function f is said to be
III. MAIN RESULTS

A. Constructing Boolean Function by Using FalseAssignments
This article proposes a new algorithm named dual algorithm to figure out Boolean function, which is to build Boolean function by using false assignments.
Dual Algorithm for every false assignment, build Boolean sum as below method firstly: if the valuation of variable is 0, then will be put in Boolean sum. Otherwise, if the valuation of variable is 1, it will be put in Boolean sum. Multiply Boolean sum that built by all the false assignments by Boolean product, then we will obtain the Boolean function's expression that expressed by Boolean sum, Boolean product and the operation of negation.
Based on the assignment of variables and functions values listed in table 1, we will obtain the Boolean function by using the traditional algorithm
Calculate by using above dual algorithm, we will obtain the below Boolean function: 
However,
Thus we can find that for the Boolean function listed in Table 1 , the Eq. 1 calculated by using the traditional algorithm is the same with the equation Eq. 2 that calculated by dual algorithm which we proposed in this article. Then we presume that calculating by dual algorithm will obtain the same result with that calculating by the traditional algorithm under any circumstances. Then we will prove this result we presumed.
Theorem 3.1 The Boolean function obtained by dual algorithm is correct.
Proof to prove the Boolean function expression that calculated by dual algorithm is correct, we only need to prove that for any assignment of variables, we will obtain the same Boolean function value with the results listed in the function relationships table.
Let be a Boolean function with n variables, which is obtained by multiply k Boolean sums by Boolean product using the dual algorithm. Since each Boolean sum is determined by the definition of the dual algorithm, the k Boolean sums include all the false assignment terms. Then, for any assignment of variables, we have (1) If it is a false assignment ， then the Boolean function has the corresponding Boolean sum with it, and the value is 0, thus the function value is 0. It is the same with given results.
(2) If it is a true assignment ， then the function expression doesn't have the corresponding Boolean sum with it, thus all the Boolean sums' values in the Boolean function are 1. Otherwise, if there is a Boolean sum which value is 0, according to the definition of the function, this group of assignment is false assignment, which is at odds with our assumption. So the function value is 1, the same with given results.
Conclusions as a result, for any group of assignment of n variables, the values of Boolean function calculated by dual algorithm is always the same with given values, which proves that the dual algorithm is correct.
We have proved the correctness of the dual algorithm. But is it redundant that we propose the dual algorithm while there is already an algorithm exists? Does the dual algorithm itself have practical use? Then we will show how the dual algorithm is indispensable by comparing the dual algorithm with the traditional algorithm.
It is obviously that while calculating a Boolean function's expression, choose which algorithm to calculate can have a smaller calculation amount is mainly depended on which assignments' number are smaller in all the assignments. That is, while true assignments' number is smaller than that of false assignments', then using traditional algorithm is preferred. While true assignments' number is greater than false assignments' number, then using the dual algorithm that we proposed is preferred, in this occasion, the calculation amount is much smaller than using the traditional algorithm. So we can find that these two algorithms oppose each other also complement each other, thus the dual algorithm proposed in this article is indispensable.
B. Judging Boolean Function's Elusiveness by Using
False-Assignments In the preceding part of the text, we provided a new algorithm for constructing Boolean function. With function expression， we can use it to judge elusiveness of function. On the basis of documentation [1] ，we use false-assignments to judge the elusiveness of Boolean function and thus get the conclusion as below： Theorem 3.2 If the false-assignments of a Boolean
Proof Here we use mathematical induction to prove variable's number n ： (1) when 1  n ，there are only 4 function exist which are
respectively, among which both
only have one false-assignment respectively. So we can easily know that they are elusive. On the contrary, constant functions
are not elusive，which the numbers of false-assignments are both even.
Therefore the theorem establishes under the condition
. Assume that T is the decision tree of which has an odd number of false-assignments, from induction we assume that
. Therefore the depth of subtree 0 T or
We have proved the correctness of the theorem 3.2. It is an effective way which uses the number of falseassignments to judge the elusiveness of function. For
, of which the functional relationships table shown as table 2 ， it has 3 falseassignments, it is elusive. While the number n of variables is a relatively large number, judging the elusiveness of the function by using theorem 3.2 will be a troublesome thing. Below we will extend theorem 3.2，give the following definition. 
