We consider the 1/N -expansion of the moments of the proper delay times for a ballistic chaotic cavity supporting N scattering channels. In the random matrix approach, these moments correspond to traces of negative powers of Wishart matrices. For systems with and without broken time reversal symmetry (Dyson indices β = 1 and β = 2) we obtain a recursion relation, which efficiently generates the coefficients of the 1/N -expansion of the moments. The integrality of these coefficients and their possible diagrammatic interpretation is discussed. * Electronic address: fabiodeelan.cunden@bristol.ac.uk 1 Contents
I. INTRODUCTION AND STATEMENT OF THE RESULTS

A. Background
The Wigner-Smith [11, 37, 40] time-delay matrix Q plays a central role in the theory of quantum transport [14, 38] . It is defined in terms of the N-channel scattering matrix S via the relation
where E is the energy of the incoming particle. If S is unitary, it is easily seen that Q is Hermitian. In fact, several measurable observables are entirely determined by these powers of traces. For instance, the Wigner delay time TrQ is a bona fide measure of the time spent by an incident particle in the scattering region. Higher powers turn out to play a role in AC electronic transport [5, 6, 15] , e.g. in the low frequency expansion (ω → 0) of the AC dimensionless conductance G(ω) = [−iωTrQ + (1/2)ω 2 TrQ 2 + ...].
Using the random matrix approach to ballistic chaotic scattering, with the assumption that the internal Hamiltonian of the cavity belongs to a unitarily invariant ensemble with a large number of number of bound states, Brouwer, Frahm and Beenakker [4] showed (in quite an ingenious way)
that the eigenvalues of (NQ) −1 are distributed as those of matrices in the Laguerre ensemble. In other words, denoting the latter rates by λ 1 , . . . , λ N , their joint probability density is supported on R N + and proportional to
where β ∈ {1, 2, 4} according to the physical symmetries of the cavity (hereafter the delay times τ k are measured in units of the Heisenberg time τ H ). The above joint distribution is valid in presence of completely transparent contacts between the cavity and the external world. The situation of perfect coupling is indeed the most relevant, because it is possible to reduce arbitrary non-ideal coupling to the ideal case using the procedure in [33, 35] .
Our main result gives an asymptotic expansion as N → ∞ for the average moments (k ≥ 0)
where the expectation E[·] is taken with respect to (2) . In particular, we derive explicit recurrence relations which efficiently provide the coefficients of the expansion to all orders in 1/N.
Theorem I.1 ([27]).
For all three symmetry classes β ∈ {1, 2, 4} the following asymptotic expansion holds
It is tempting to call (4) a 'genus' expansion. For complex Gaussian Hermitian matrices (GUE ensemble) the large-N expansion of the moments indeed enumerates maps of given genus [12, 41] . Although we cannot prove that our expansion is related to enumeration of maps, we have strong evidence of an underlying enumeration problem also for the moments of the ensemble modelling the Wigner-Smith time-delay matrix. More precisely, in this paper we extend a previous conjecture [8] on the integrality of the large-N expansion coefficients for the cumulants of TrQ k beyond the leading order.
Clearly, τ There is no general result for τ (β) k for k > 1 and generic β. For β = 1 (systems with time reversal symmetry) a finite-N formula is available, but is too lengthy to be reported here, see [26, Eq. (27) ].
For β = 2 the problem somehow simplifies. First, the expansion (4) contains only powers of N −2
(that is, τ
k,g = 0 if g is odd); remarkably, two explicit finite-N formulae for τ (2) k are available in the literature. We report them here. Proposition I.2 (Eq. (19) of [26] and Eq. (6) of [30] ). The moments of the proper delay times for
These two formulae have been derived independently with two different methods. Formula (5b) is quite hard to extract large-N asymptotics from (but this is possible, in principle, by using methods similar to those discussed in [9, 22] ). Formula (5a) behaves better than (5b); although the number of terms in the sum is unbounded for large N, it is a sum of positive terms and the only asymptotic analysis one needs is the complete asymptotic series for the ratio of two Gamma functions. Along these lines of reasoning, the first three terms τ (2) k,g (g = 0, 2, 4) of the large-N expansion of τ (2) k have been obtained in [27] . We also recall that the leading order coefficients τ
are independent of β and given by the large Schröder numbers [34] τ (β)
where 2 F 1 is the classical Gauss hypergeometric function, and whose generating function has been computed explicitly in [3, 7] . A systematic study of the 1/N-expansion for the time-delay matrix moments for β = 1 and β = 2 is our objective.
B. Main results
Our central result is a recursion relation for the coefficients τ
k,g of the asymptotic expansion (4). As discussed in [8] , the Laguerre measure (2) defines a one-cut β-ensemble. In particular, as N → ∞, the one-point marginal of (2) concentrates on a single interval whose edges are 3 ± √ 8.
In this paper we denote the monic polynomial vanishing at the edges by y(z) = z 2 − 6z + 1. (This is the so called spectral curve of the β-ensemble (2).) Theorem I.3 (Finite-N recursion at β = 2). For every integer k ≥ 1, and every N ≥ 1,
with τ
The recursion formula (7) is much more efficient than (5a) and (5b) to generate tables of the moments of Q. See Appendix B. From Theorem I.3 one obtains the recursion for the large-N coefficients τ (2) k,g as a corollary.
Corollary I.4 (Double-recursion for the large-N coefficients at β = 2). The coefficients τ (2) k,g satisfy the homogeneous linear recurrence
for g ≥ 0 and k ≥ 1, with initial conditions
k,1 = 0, τ
0,g = δ 0,g , τ
1,g = δ 0,g .
In particular, all coefficients τ (2) k,g with odd g vanish identically.
Analogous results can be obtained for β = 1. In this case we found that τ 
where the auxiliary sequence b k is the solution of
. Corollary I.6 (Double-recursion for the large-N coefficients at β = 1). The coefficients τ (1) k,g satisfy the inhomogeneous linear recurrence
where the auxiliary sequence b k,g is the solution of
for g ≥ 0 and k ≥ 1. The initial conditions are
1,g = δ 0,g ,
Again, the recursive formulae (10a)-(10b) and (11a)-(11b) can efficiently generate tables of moments and their large-N expansion. See Appendix B.
The proof of Theorem I.3 and Theorem I.5 is given in Section III.
C. Generating functions
In this section, we derive explicit formulae for the generating functions of τ
k,g . Let us consider the formal power series
Using the recursions of Corollary I.4 and Corollary I.6 it is possible to obtain a differential equation for ϕ (β) (z, ζ). For instance, for β = 2, the generating function ϕ (2) (z, ζ) satisfies
but this third-order inhomogeneous differential equation (17) is not as tractable. (This was to be expected, since ϕ (β) (z, ζ) is only a formal power series.) To make some further progress in the problem we introduce the 'partial' generating functions
The series
is the generating function of the finite-N moments τ
k . The partial generating functions F (β) g (z) are central objects in the perturbative semiclassical approach.
The partial generating functions have a remarkably simple (i.e. algebraic) structure. We discuss first the case β = 2.
and has the following functional form (g ≥ 1)
where
is a polynomial of degree 2g − 2.
, where P k (ζ) is a polynomial satisfying the three term recursion
Outline of the proof. The proof of Corollary I.8 goes as follows. First, one multiplies the recursion (8) by ζ g+1 and sums over g to obtain a recursion for J (2) k (ζ). Inserting the expression (23) in the obtained recursion, elementary steps provide (24) . It remains to be proved that P k (ζ) is a polynomial. In fact P 0 (ζ) = P 1 (ζ) = 1 are polynomials. From (24) it also follows that if P k−1 (ζ) and P k−2 (ζ) are polynomials so is P k (ζ). This completes the proof. The proof of Corollary I.7 is again a routine calculation (multiplication of (8) by z k and sum over k). However, in this case
satisfies a recursion relation too complicated to be reported here. Nevertheless, it is easy
is so, and to compute its degree. The details are omitted.
From the partial generating functions F
g and J
k it is possible to extract estimates on τ
k,g as k → ∞ (resp. g → ∞) with g (resp. k) fixed. These asymptotics results are based on Darboux's method [10] (see the statement in [32, Theorem 11.3] ).
Corollary I.9. The following asymptotics hold
The constants A g and B k are given explicitly by
It is possible to obtain similar recursions for generating functions in the orthogonal case β = 1.
Below we write the relation satisfied by F
(1)
explicitly. In this case, the recurrence relation for τ (1) k,g is not homogeneous and involves the auxiliary sequence b k,g . Therefore, the recursion for F (1) g (z) is coupled to a (homogeneous) recursion for the auxiliary generating function f g (z) =
This fact complicates the structure of the formulae; it turns out that the generating functions F
g (z) are algebraic functions but they do not have the simple functional form (22) of F (2) g (z). From a purely algorithmic point of view this is not a problem.
Corollary I.10. The generating functions
where the functions f g (z) satisfy
The generating functions can be computed systematically and efficiently on standard computer algebra packages. The first few functions F 
II. INTEGRALITY CONJECTURE AND ITS HEURISTIC EXPLANATION
The inspection of the first values of τ (β) k,g for β = 1 and β = 2 (see Table I ) suggests that they are positive integers. A similar fact has been recently observed [7, 8, 28] for the leading order in 1/N of higher order cumulants of TrQ k (covariance, third order cumulants, etc.).
k,g ∈ N for every k and g.
This conjecture extends beyond the leading order a generic conjectural statement [8] for the cumulants of TrQ k at generic β. We have considerable evidence supporting the conjecture. In fact, for β = 2, using the functional form of the generating functions we can actually prove that infinitely many τ
k,g 's are positive integers. We proceed to prove the following.
Theorem II.1. τ
k,g ∈ N for all k ≤ k ⋆ and for all g ≤ g ⋆ where k ⋆ = 10000 and g ⋆ = 80.
Proof. The proof is based on the partial generating functions J (2) k (ζ) and F (2) g (z). For a fixed k, in order to prove that τ (2) k,g ∈ N for all g, we consider the generating function J k (ζ). The representation (23)
shows that a sufficient condition for τ (2) k,g to be nonnegative integers is that the polynomial P k (ζ) has nonnegative integer coefficients (the series expansion of j (1 − j 2 ζ 2 ) −1 at ζ = 0 is a product of geometric series), as suggested by the inspection of the first few polynomials (see Appendix B).
Therefore, the claim 'τ (2) k,g ∈ N for all g' involving an infinite number of coefficients can be proved by exhaustion of a finite number of cases: first, one computes the polynomial P k (ζ) using the recursion (24); then, one checks that the finitely many coefficients of P k (ζ) are all nonnegative integers. This can be easily done by using a symbolic algebra software. (We have run a Maple code to compute recursively P k (ζ) and verify that it has nonnegative integer coefficients for all
k,g ∈ N for all k goes along similar lines. For g odd the proof is trivial. Let us consider, for g even, the partial generating functions
Here we use the classical identity
where p ℓ (t) is the Legendre polynomial of degree ℓ. For t = 3:
Hence we can focus on the coefficients of the polynomial R g (z). This case, however, is complicated by the fact that, although these coefficients seem to be integers, they are not necessarily positive (see Appendix B). Nevertheless, we can take advantage of (31)- (32) as follows. We have 1 (z 2 − 6z + 1)
Since C ℓ is nondecreasing we have
Therefore, we conclude that the two conditions i) a g,j ∈ Z and ii) j a g,j ≥ 0 imply τ
k,g ∈ N. Again, these conditions can be verified case by case using symbolic algebra softwares.
Obviously, the value k ⋆ and g ⋆ in Theorem II.1 are fixed by limited computational power.
A. Semiclassical explanation of the conjecture
Periodic orbit theory is a collection of diversified results in the semiclassical analysis of quantum systems. Since its creation [16, 18, 36] , the theory has played an important role in the mathematical investigations of quantum chaos. Later, the ideas of periodic orbit theory were adapted to study quantum transport in the chaotic regime. Not surprisingly, a scattering orbit approach to delay times has been also developed [2, 3, 23, 31] . The semiclassical approach is formulated in terms of the classical trajectories connecting the exterior and interior regions of the cavity. Each observable (e.g. τ Then, one should sum over all classes of admissible trajectories (a sum over diagrams). It turns out that the admissible diagrams depend on the presence or absence of time-reversal symmetry (the Dyson index β in random matrix theory). The sum over diagrams is usually the hard part of the semiclassical approach; however, since the contribution of each diagram is given by the number of scattering channels N to some integer power, it is clear that the coefficients in the 1/N-expansion of τ (β) k are integers. We also mention that Novaes [29] computed the leading order of τ classes of lattice paths. As expected, those paths were found to be in bijection with Schröder paths.
III. INVERSE MOMENTS OF WISHART-LAGUERRE MATRICES
In this section we present several new results on the moments of inverse Wishart matrices.
According to (2)-(3), the moments of the Wigner-Smith time-delay matrix Q are related to the inverse moments of a set of random variables belonging to a specific Laguerre ensemble (see
Remark 2 below).
A. Technical results
Let W N be a N × N random matrix distributed according to the Wishart-Laguerre density
where α is a generic parameter satisfying ℜ(α) > 0. This density is defined on the space of N × N positive definite real symmetric and complex Hermitian matrices for β = 1 and β = 2, respectively. We are interested in computing the moments (k ∈ Z) and their large-N expansions
where from now on E[·] denotes averaging with respect to (36) , and α is large enough to ensure that (37) is finite.
Remark 2. For our physical application on the Wigner-Smith time delay matrix we have τ
N (−k, N + 2 − β), for β = 1 and 2.
Let us define the generating function
where in what follows s ≤ 0. For simplicity, the dependence of (38) on α is omitted. First we present a lemma.
Lemma III.1. The generating function M (β) N (s) is related to moments via the identity
The next ingredient is that M 
N satisfies the following homogeneous second-order differential equation 
N satisfies the following inhomogeneous second-order differential equation
From these differential equations, it is easy to get a recurrence relation on the moments
N (k, α) using Lemma III.1. Indeed, for k < 0, multiplying (40)- (41) 
Theorem III.5 (Moments of real Wishart matrices, β = 1). The moments D
(1) (47)- (51)). Theorem I.3 is a specialization of (42) renaming τ
Theorem I.5 is a specialization of (43) renaming τ
N −1 (−k, α = N + 1). In both real and complex cases, traces of powers of Wishart matrices were considered for generic covariance matrix Σ using orthogonal and unitary Weingarten functions [24, 25] . However, even in the simplest case Σ = I (the one considered here), the Weingarten functions are not easy to compute. Furthermore, it is not clear how to obtain an asymptotic 1/N-expansion from such formulae.
Proof of Lemma III.1. For k > 0, Eq. (39) (39) is
where the integral acts on each diagonal entry viâ
Then the trace is the sum over j and one obtains the right-hand side of (39).
B. Proof of the technical results
Proof of Theorems III.2 and III.3.
We introduce the finite-N average density of eigenvalues of
where the expectation is taken with respect to P β,α in (36) . The generating function M N (s) can be written as
The fundamental ingredient is that for β = 2 and β = 1 the finite-N eigenvalue density ρ N (x) is given explicitly in terms of Laguerre polynomials. We denote the standard Laguerre polynomial of degree N and parameter α by
They satisfy the second order differential equation
The following formulae for the mean eigenvalue densities are well-known. For β = 2, the Christoffel-Darboux formula leads to the expression
For β = 1, explicit forms for the mean eigenvalue density for the Laguerre ensembles were given in [13, 39] . The result is that ρ N (x) can be expressed in terms of ρ
N −1 (x) plus a correction term. The correction term was understood in a more general context in [1] , where it was formulated in a slightly different way that turns out to be useful here. Moreover, the correction term depends on the parity of N. Nevertheless, the moments τ (1) k are always rational functions of N, and hence they are uniquely determined by subsequences like even N's. For simplicity, in the case β = 1 we will perform our computations for N even, but our final results do not depend on the parity of N.
From [1] , for N even we have
where the constant d N is given by
and
The plan is now to insert these expressions into (47) and derive differential equations for the generating functions. β = 2 : Derivation of equation (40) Equation (40) has been derived in at least two ways in the literature, first by Haagerup and Thorbjørnsen [17] and then rediscovered in a more general setting by Ledoux [20] . We will sketch below the proof given in [17] , where the idea is to prove that
It satisfies a classical second-order differential equation, which after some lengthy algebraic manipulations yields (40) . To prove (54), a crucial role is played by the classical second-order differential equation (49) 
Then integration by parts in (47) results in
To compute the integral in (56), substitute u = x(1 − s) and make use of the scaling identity (41) The proof of Theorem III.3 for β = 1 is given below and is based on the paper [21] where the analogous computation was done for the Gaussian Orthogonal Ensemble. It was suggested in [21] that the computation done there could in principle be carried out for other classical ensembles, but to our knowledge this has not been done before.
The starting point is the finite-N formula (51) which we insert into (47):
From Theorem III.2, we may treat M
N −1 (s) in (58) as a known quantity. Hence we seek a differential equation for the second addendum in (58). We write the differential equation (49) as the eigenfunction relation
where T f = xf ′′ + (1 + α − x)f ′ . Next, for any sufficiently smooth f and g, the following identity is a direct consequence of integration by parts:
We now derive a differential equation for Y (s). Taking a derivative with respect to s and integrating by parts yields
In the last integral we used that ψ
. We can rewrite this as
Note that u N −1 (s) is closely related to the Laplace transform of ρ
N −1 (x) (cf. identity (56))
Differentiating (63) one more time we arrive at
On the other hand, we can use (60) and (61) to show that
Differentiating (68) gives the identity
Solving (63) and (67) for χ N (s) and χ ′ N (s) and inserting the result into (69) gives
Our aim is now to express K N in terms of known quantities. Integrating by parts in (70), we find
Adding the two representations (70) and (72) shows that
The difference of Laguerre polynomials in (76) is nothing but the Christoffel-Darboux form of the eigenvalue density ρ
N −1 (x), cf. formula (50). We deduce that
and hence K N can be expressed in terms of explicitly known quantities. Using (66) and solving (74)-(75) for 2K N , we insert the results into (71) and obtain the closed equation
All that remains is to rewrite this in terms of M
N (s) and its derivatives using (58):
The result (41) now follows after using (40) of Theorem III.2 to eliminate the variable M 
IV. CONCLUSIONS AND REMARKS
We considered the average of power traces E TrQ k of the time-delay matrix for ballistic chaotic cavities. The sample-to-sample average can be computed using a Random Matrix Theory ansatz. The large-N expansion of these averages have been computed (recursively) for systems with and without broken time reversal symmetry (β = 2 and β = 1, respectively); we suggest that the coefficients of the large-N expansion are whole numbers (Conjecture 1), thus extending a previous conjecture for the leading order of higher cumulants. A heuristic explanation of the conjecture comes from the semiclassical approach to chaotic scattering.
We conclude with a last remark. We recall that, up to a scaling factor, the moments of the time-delay matrix are statistically identical to the inverse moments Tr(W 
k,g (top) and τ
k,g (bottom) computed from the recursions (8) The first few polynomials P k (ζ) of Corollary I.8 have the following simple expression: P 2 (ζ) = 2, P 3 (ζ) = 6, P 4 (ζ) = 2ζ + 22, P 5 (ζ) = 30ζ + 90, P 6 (ζ) = 16ζ 2 + 310ζ + 394, P 7 (ζ) = 504ζ 2 + 2730ζ + 1806, P 8 (ζ) = 360ζ 3 + 9422ζ 2 + 21980ζ + 8558, P 9 (ζ) = 18264ζ 3 + 135954ζ 2 + 167076ζ + 41586.
Here are the first few generating functions F (1) g (z) computed from the recursion of Corollary I.10: 
