Scanning diffraction experiments are approaches that take advantage of many of the recent advances in technology (e.g. computer control, detectors, data storage and analysis) for the transmission electron microscope, allowing the crystal structure of materials to be studied with extremely high precision at local positions across large areas of sample. The ability to map the changing crystal structure makes such experiments a powerful tool for the study of microstructure in all its forms from grains and orientations, to secondary phases and interfaces, strain and defects. This review will introduce some of the fundamental concepts behind the breadth of the technique and showcase some of the recent developments in experiment development and applications to materials. electron crystallography Acta Cryst. (2019). B75, 475-484 A. S. Eggeman Scanning transmission electron diffraction methods electron crystallography Acta Cryst. (2019). B75, 475-484 A. S. Eggeman Scanning transmission electron diffraction methods
Introduction
Crystallography and diffraction experiments allow insight into the atomic arrangement within materials, allowing research into both the crystal structure of the material and (of equal importance) the microstructure that the material exhibits. Microstructure is simply how the crystal structure of a material changes over different length scales, be that change in orientation of the crystal structure (grains and texture), change in the basic properties of the crystal (strain, polarization or composition) or the more extreme change to a completely new structure (precipitation, multi-phase materials). Studying how atomic arrangement varies over the nano-, micro-or millimetre length scale is a truly multiscale undertaking and one for which electrons are very suitable.
The strong coulombic interaction between the charged electron and the crystal potential allows very small volumes of material to give a measurable diffraction signal. Furthermore electrons can be accelerated to very high energies (or short wavelengths) and so probe the very finest structural features. Being a charged particle, electrons can be focused (using a magnetic field) or deflected (using an electric field) meaning a strong structural signal can be determined from highly localized (<1 nm 2 ) regions of a material. Once this is done and the diffraction pattern recorded, the electrons can be redirected to a different region and the process repeated. This leads to the second and more important idea of a data structure containing information in both real space (position) and reciprocal space (diffraction vectors and intensities).
With spatially resolved information about the atomic arrangement in the material, then multiscale analyses of structure can be undertaken. This idea is widely used in different forms of electron microscopy, e.g. scanning electron microscope methods such as electron back-scattered diffrac- ISSN 2052-5206 # 2019 International Union of Crystallography tion (EBSD) (Wright & Adams, 1992) and new generations of pixelated detectors have re-energized research into 4D STEM (Ophus et al., 2014) and electron ptychography (Pennycook et al., 2015; Jiang et al., 2018) . However in all of these cases the diffraction analysis is not the conventional determination of Bragg reflection positions and intensities; and while these methods are of great interest the studies in this article will be limited to those that utilize diffraction patterns containing discrete diffraction spots or discs. Typically this would be TEM nanodiffraction (where the quasi-parallel illumination gives rise to discrete diffraction spots) or TEM convergent beam electron diffraction (CBED). The differences between these experimental methods are shown schematically in Fig. 1 .
One particular additional method for scanning diffraction experiments in the TEM is the inclusion of electron beam precession (Vincent & Midgley, 1994) . In this method, instead of a static electron beam, a dynamic hollow cone of illumination is used, rocking the Ewald sphere through a volume of reciprocal space. A subsequent de-rocking integrates the intensity and recovers the original diffraction pattern geometry [see Fig. 1(b) ]. The result of this procedure is to increase the number of reflections included in the diffraction pattern and to reduce the effects of dynamical scattering on the reflection intensities (by avoiding strong multi-beam excitations) leading to diffraction data that more closely relates to the underlying crystal structure being studied . The improvements that this confers on the diffraction data combined with the increased access of TEM users to precession-enabled instruments has made this a key technical addition to many scanning diffraction experiments. Most of the strain, deformation, orientation and phase mapping presented in this review was performed with precession, where possible the advantages the technique confers will be discussed with respect to the individual experiments.
This article will review the general types of data analysis possible using scanning electron diffraction data and also highlight some key materials studies that have been performed. Additionally some of the more innovative or unusual analyses will be introduced, including in situ mechanical testing and 3D structure analysis.
Scanning diffraction in the transmission electron microscope
Scanning capability for electron microscopes has existed since the middle of the 20th century (Wall et al., 1974) , however large-scale scanning diffraction experiments in the TEM have only become possible in recent years through the development of fast cameras and cheap computer storage for the digital images produced. The first generation of TEM scanning experiments were based on a TV-rate CCD camera recording the TEM phosphor screen (Rauch et al., 2010) ; however recent developments of high-speed direct electron detectors and hybrid detectors look set to replace these approaches in many instances (McMullan et al., 2009; Faruqi & McMullan, 2018) . Typical experiments involve several hundred positions in each scan-dimension leading to tens of thousands of individual diffraction patterns, each of which may contain tens of thousands of pixels, clearly analyses are driven by the computational methods available for interrogating the data.
Since electron microscopes are typically rather expensive pieces of equipment and users have often very restricted access to them, the ability to record data and then perform a range of sophisticated off-line analyses is extremely desirable, given the amount of structural information a scanning diffraction experiment can record such experiments can provide an incredibly detailed description of the microstructure of a material if properly utilized. The next sections highlight some of the wealth of structural analyses that can be performed using scanning diffraction data.
Virtual aperture analysis
With a set of spatially resolved diffraction patterns the simplest analysis is to map the integrated diffraction from a set of positions in the scan (e.g. from within a particular grain) in order to see the average diffraction signal for this region; or more usefully to map the spatial extent of a subset of positions (diffracting vectors) in the scanned region. This is comparable electron crystallography 476 A. S. Eggeman Scanning transmission electron diffraction methods Acta Cryst. (2019). B75, 475-484
Figure 1
Schematic diagrams for scanning electron diffraction approaches in TEM, with specific geometry for (a) nanobeam, (b) precession, (c) convergent beam and (d) ptychography (and many other STEM applications).
Figure 2
Virtual aperture analysis of a nickel alloy sample. The summed diffraction signal (a) shows the positions of the virtual bright-field aperture giving rise to image (b) and the virtual dark-field apertures giving rise to the images (c)-(f).
to inserting an aperture into the microscope, for the former case, a virtual selected area aperture (into the first image plane of the microscope) and for the latter a virtual objective aperture (into the back-focal plane), with the caveat that the aperture(s) can be of arbitrary size, shape or cover multiple reflections or disconnected regions if so desired by the user. A trivial example of virtual aperture analysis for a polycrystalline nickel sample is shown in Fig. 2 . The average diffraction signal for the entire scan is shown in Fig. 2(a) and overlaid are a number of positions of virtual apertures (each with a 15 pixel diameter). Fig. 2(b) shows the virtual bright-field image (formed from the intensity of the undiffracted electron beam at each position), while Figs. 2(c)-2(f) show virtual dark-field images formed from the intensity in the relevant regions of the diffraction pattern respectively.
As with all aperture methods this can be a powerful way to isolate the physical extent of individual crystals, as the individual grains in Figs. 2(c) and 2(d) and the complementary twinned regions in Figs. 2(e) and 2(f) show. Analysing individual diffracting vectors (or virtual aperture positions) in this way is no different to the conventional dark-field imaging methods, however the power of the technique comes from the flexibility to produce these images off-line. In a conventional dark-field TEM experiment the aperture position (or incident beam-tilt) would need to be set for each beam. This can be difficult in practical terms considering limitations of aperture size and cleanliness as well as pivot-point accuracy and the difficulty correctly aligning weakly excited diffracted beams. The experiments can therefore be time-consuming, which can lead to a high electron dose and therefore unsuitable for beam-sensitive materials.
Working with the whole diffraction plane for each scan position gives the operator the opportunity instead to select any aperture position that they require and so study specific structural features. For example a dislocation Burger's vector (b) can be deduced by comparing dark-field TEM images for different g vectors and observing the invisibility criterion gÁb = 0 (Hull & Bacon, 2001) . The same approach based on scanning diffraction data is also possible (Rauch & Vé ron, 2014) . Here a subset of dislocations in a low carbon steel (bcc crystal structure) with a Burger's vector parallel to [111] could be identified in an image formed from the intensity of the (1 1 16) reflection but were invisible when the (11 2 26) reflection was used. Likewise, dislocations occurring between layers in fewlayer graphene were originally studied using conventional dark-field TEM approaches (Butz et al., 2014) where partial dislocations produced a continuous variation in displacement between successive layers of graphene and so a continuous variation in reflection intensity.
The same contrast can be seen in virtual dark-field images produced from scanning data from CVD graphene multilayers (Johnstone et al., 2016) , allowing an identical partial dislocation model to be inferred. The same analysis could also be performed on beam-sensitive graphene oxide multilayers offering an opportunity to study materials that has proved problematic by conventional TEM imaging techniques. Here a conventional dark-field imaging experiment would be impos-sible given the rapid degradation of the film under even low voltage electron beams, instead the diffraction data was recorded sufficiently quickly to incorporate structural information before excessive degradation of the film, the analysis was then performed afterwards in spite of the damage done to the material. Despite the relatively high disorder in the oxidized GO layers, the basic hexagonal structure remained and mis-stacking between the layers gave rise to a similar topology and contrast (Eggeman et al., 2017) .
It is worth noting that none of these studies has performed a complete Burger's vector characterization comparable to the earlier TEM studies but do give a sense of how offline analyses of highly detailed data can return information than might not have been expected when characterizing the structure and defects in a material.
In the same way that these virtual experiments replicate the bright-field and dark-field experiments possible in conventional microscope operation, it is also possible to replicate annular dark-field experiments. For this an annular region of pixels can be selected (typically at high scattering angle to avoid any Bragg reflections and associated diffraction contrast in the patterns. The value of this is shown in the example of sintered diamond/cobalt (widely used for tool applications) where both crystals have nearly indistinguishable cubic diffraction patterns, and so both scattered to the same g vectors leading to inconsistent phase identification (Veron et al., 2016) . However by studying the increased scattering to higher angles by the high-Z cobalt compared to the diamond regions a map of the metal matrix could be identified.
Another area in which aperture analysis is particularly useful is in the study of amorphous or nanocrystalline materials. Even with the high spatial resolution available in modern TEM the likelihood of the electron beam encountering multiple grains laterally or through the thickness of the sample leads to ring-like diffraction patterns rather than discrete spots. Again an annular band or ring of pixels can be used for the study, however rather than the absolute intensity within this region being mapped it can be more useful to study the variance of intensity within the annular region. Mapping the mean (integrated) intensity around the ring can be misleading as some crystallites will be oriented at weakly diffracting conditions so might have similar contrast to the amorphous material, Fig. 3(a) shows such a map, with many regions showing similar average intensity. However, the variance around the ring [Fig. 3(b) ] highlights very clearly those regions that are crystalline and have enhanced scattering to particular azimuthal angles around the ring. Dividing the mean by the variance allows the amorphous material to be differentiated from the crystalline phases, since the crystalline regions mean and variance should be correlated even where they scatter weakly (Rauch & Vé ron, 2014) . Fig. 3(c) shows the resulting map where amorphous material appears bright and crystalline material appears dark.
This idea comes from earlier research into fluctuation electron microscopy (Treacy & Gibson, 1996) , where variance in image pixel intensity under continuously varying incident beam conditions was used to study medium-range order. This approach was applied to the amorphous high-k dielectrics used for Bragg reflector mirrors (Hart et al., 2016) , different heat treatments led to detectable difference in the variance but also by tailoring the annular apertures to the peak positions of difference between samples, the domains of mediumrange order could be more clearly identified, allowing a regime change in ordering length scales above 600 C to be identified.
The growth of research into electron pair-distribution functions (Abeykoon et al., 2015) has opened the possibility of scanning experiments to explore the spatial variation in the degree of crystallinity in materials, where the ring pattern is transformed into a continuous distribution of interatomic vectors. Since parallel beam illumination (selected area electron diffraction) has been shown to introduce stray scattering effects in the ePDF analysis (Lá bá r et al., 2012) the use of scanning nanobeam approaches should be a viable approach, providing the convergence angle does not cause excessive overlap of the diffraction 'rings' which could lead to compromised data quality or artefacts. This has been shown to be effective in the study of partially crystalline organic thin films (Mu et al., 2019) Expanding the idea of comparing pixels in different diffraction patterns in the scan further, there is the whole pattern correlation approach. Rather than study a subset of pixel intensities, a correlation score that determines the similarity between all of the pixels in a diffraction pattern and its neighbours is calculated. This is highly sensitive to the intensity of all of the diffracted beams (and the background) and also to their position within the pattern (though not quantitatively as the next sections discuss). While there is a computational cost to such calculations this can be a powerful method to study local differences in a sample arising from features such as inclusions, defects and interfaces .
Strain mapping
Going beyond the idea of mapping the intensity or variance of intensity of particular g-vectors (pixels) in the set of diffraction patterns, there is also the possibility to map the position of those g vectors. Displacement of the diffracted beams can provide the change in inter-planar spacing, accessing elements of the 3D elastic strain state in the material. There are a number of approaches used for this study in TEM, from geometric phase analysis based on atomic resolution images (Hÿ tch et al., 1998) and dark-field electron holography (Hÿ tch et al., 2008) , however these experiments can be time consuming or even impossible to configure and are highly susceptible to aberrations and instabilities in the microscope or imaging method. By directly utilizing the diffraction pattern, many of the aberration issues can be avoided and the speed of scanning diffraction experiments makes this an attractive option for studying strain.
The key to any strain analysis over large areas is the precision with which the diffracting features can be located. In scanning CBED experiments the position of dynamical scattering features (such as excess and deficiency lines) within a CBED disc is usually the most accurate way to study the displacement of atoms or planes in a material. While there is active research into the use of SCBED, notably for strain in semiconductors (Kim et al., 2004; Tsuda et al., 2007; Zuo & Spence, 2017) , there are often limitations to the applicability of the approach. Often thick crystals with very parallel sides are needed to achieve sufficient dynamical contrast which can be reliably simulated. The computational requirements and expertise for said simulations can make the application of this prohibitive for some researchers.
A more widely applicable approach is scanning nanobeam diffraction (NBD) (where the convergence semi-angle is reduced until the CBED discs are nearly uniform 'spots').
Here the position of the diffraction spot within the pattern is used to determine the strain using a reference pattern from an unstrained region of the sample, often the substrate material upon which epitaxial layers are grown. Scanning nanobeam approaches have been applied successfully to semiconductors (M uller et al., 2012) as well as alloy systems (Pekin et al., 2018) and comparative studies on semiconductor heterostructures (Cooper et al., 2016) have indicated only a small loss of accuracy compared to dark-field holography compensated by greatly simplified experimental operation (no need for a biprism for example).
The greater simplicity of identifying the position of a diffracted beam (a peak in the case in a spot pattern or NBD pattern) compared to the matching of features in a CBED disc makes such techniques more appealing than SCBED although it does compromise the accuracy of the strain analysis because of uncertainty in the exact position of the diffracted beam in the pattern. However it has been found that fitting the edge of a larger CBED disc (rather than a small peak-like feature) allows a more accurate estimation of the diffraction vector for the plane (Klinger & Jä ger, 2015; Klinger, 2017) . In this instance precession electron diffraction is particularly helpful because the integration through reciprocal space leads to discs with more uniform intensity and hence a clearer circular edge, compared to a conventional CBED disc, where dynamical contrast can result in significant variations in intensity across electron crystallography the disc. From the displacements of diffracted beams monitored in this way (Rouviere et al., 2013) strain in SiGe devices patterned within silicon could be determined with an accuracy of 2 Â 10 À4 comparable to other analysis methods such as dark-field holography, although with far simpler experimental arrangements. This is better than NDB where an accuracy of 1 Â 10 À3 is routinely achievable although improved levels of accuracy have also been shown for unprecessed experiments using a cross correlation with the direct beam to determine the peak positions (Ozdol et al., 2015) .
Orientation analysis
Looking back to Fig. 2(c) one problem of a single aperture analysis for grain identification becomes apparent, while the grain of interest is clearly very bright there is a region showing (albeit reduced) brightness in another part of the image. This is clearly not the same grain but by chance it has diffracted to the same (or similar) g vector. While this could be resolved by thresholding the image, this adds additional user bias to any interpretation. The solution would be to produce an additional virtual dark-field image from another g-vector associated with the grain of interest, the likelihood of this vector also coinciding with the other grain is reduced and so averaging the images would reduce the intensity of any additional grains that happen to scatter to a coincident point. The natural conclusion to such an approach is to produce images for every g vector for the grain of interest, in order to do this it is necessary to calculate the diffraction pattern for the grain. This leads directly to the idea of a library pattern matching approach for phase and orientation analysis (Rauch et al., 2008) .
Orientation mapping
In this approach the expected crystal structures in the system can be used to prepare diffraction pattern templates for different orientations. Calculating a correlation index (Moeck et al., 2011; Zuo et al., 2014) between the experimental pattern and each template in a library then allows a best estimate of the particular crystal structure and the orientation of the crystal to be determined. For many experiments using this indexing approach a correlation score (Q) between the experimental pattern P and the simulated template R as a pixel by pixel comparison (Rauch & Dupuy, 2005) :
The highest correlation index is, therefore, determined to be the best pattern match with an additional parameter, the reliability index I defined as:
This gives a measure of how closely a second orientation (Q 2 ) matches the best (Q 1 ). The reliability index is a powerful measure because the indexing process will typically always return a result. Even if there is very poor match between the experimental pattern and the templates there will still be a 'best' fit that might be assumed to be correct. In such a case it is likely that there would be a number of similar scoring results which would result in a low reliability score. The reliability score therefore allows the operator to discriminate between genuinely good matches and simply the 'least-bad' match in the analysis. Conversely it is possible for a pattern to have more than one extremely good fits and hence show a very low reliability. This can arise due to crystal effects such as a strong systematic row of reflections, especially in lower symmetry systems where there can be a number of planes with similar spacings. Alternatively there can be overlap of crystals and so multiple solutions could fit different parts of the same pattern (this particular problem will be discussed in a later section). In general the use of index score and reliability together can allow a careful operator to accurately analyse the sample, these are still semi-automatic processes but ones that can provide a great deal of insight when used correctly. This has proved to be one of the most powerful applications for scanning diffraction experiments (indeed it is closely aligned to EBSD in the scanning electron microscope which is still the most widely used method for orientation and texture analysis of materials). A major advantage that TEM-based phase/orientation methods have are the high spatial resolution achievable allows nanostructured materials to be routinely studied. Furthermore the ability to include PED with the scanning approach allows diffraction patterns that include a larger number of reflections (particularly at higher scattering angles) that improves the accuracy of the pattern matching. The action of precessing the beam also helps to remove effects from small variations in thickness and minor bending that can occur in thin samples, which is advantageous for many grain analyses (though care must be taken if these bending features are of interest in the sample). With accurate high spatial resolution orientation information about the microstructure it is then possible to perform deeper analyses of the data including texture analysis (Kobler et al., 2013) , grain-boundary analysis (exploiting misorientations between grains) and the orientation relationships between different parts of the microstructure (Bennett et al., 2015) Although there are numerous applications in engineering materials, such as aluminium alloys (Ktari et al., 2015) engineered steels (Kang et al., 2015; Van Landeghem et al., 2018) and light alloys (Chao et al., 2016; Ghamarian et al., 2017) ; a particularly relevant application of the technique is on the structure of oxide thin-film coatings on substrates. These are often thermal/corrosion barriers or device materials. These have the complexity of large numbers of (often extremely small) grains (Rutkowski et al., 2016) , often multiple different chemical and crystalline phases (Soulas et al., 2013; Deuermeier et al., 2018) and since the barrier coatings are often grown in situ, there can be significant coherency factors between the film and the substrate.
A virtual bright-field image of titanium oxide grown on a silicon substrate is shown in Fig. 4(a) (Ortel et al., 2016) . The contrast differences in this image are suggestive of the complexity of the microstructures that TEM approaches are electron crystallography Acta Cryst. (2019). B75, 475-484 A. S. Eggeman Scanning transmission electron diffraction methods used to study. However it is only when the phase [ Fig. 4(b) ] and orientation maps [ Fig. 4(c) ] are produced that the true complexity of the microstructure is revealed. Here the microstructure transitions from initial ($10 nm) grains of mainly rutile which grow competitively to produce larger columnar grains of anatase. Although there are multiple retained nanoscale rutile and encapsulated silicon grains between the columnar anatase. The general findings of this analysis can be very helpful for the study of materials, there is clearly phase variation and notable specific orientation within the microstructure, however there are complications that must be considered. The smallest grains in this sample are likely to be somewhat smaller than the lamella thickness, so there is a likelihood of more than one grain (with different orientation and/or phase) overlapping in some regions. The equations for index and reliability cannot differentiate between these so they cannot entirely isolate the true microstructure, they can perhaps instead allow the most significant contribution to the diffraction pattern at each point to be identified. Approaches to overcome this problem will be discussed in a later section but to reiterate a careful user will bear such considerations in mind when analysing their material.
The problems associated with characterizing small volumes of material as seen in these thin film examples are also encountered when the structure of nanoscale semiconductors is under scrutiny. This is particularly important because so many electrical, magnetic and optical behaviours of materials are influenced by confinement at the nanoscale so understanding the true scale of microstructure is essential to understand the device performance. For example, it has been shown how the distribution of sizes of different polytypes in semiconductor nanowires affects the optical emission (Spirkoska et al., 2009) . Studies into ZnO nanowires, both in the pristine form (Guillemin et al., 2015) and as part of heterostructures with CdSe as a photoemitter (Consonni et al., 2016) or with copper chromate as a diode photodetector (Cossuet et al., 2018) show the power of scanning diffraction analysis to understand the local crystallography in new generation nanoscale devices. Likewise in thin films the distribution of polytypes in GaN has been studied (Ruiz-Zepeda et al., 2014) In this case the similarity in chemistry between the different phases and the complexity of the microstructure meant that direct structural analysis was the only method to distinguish between the different phases, spectroscopic or conventional ADF STEM would likely be unable to distinguish between the phases.
Symmetry mapping
SCBED has also been used to study particular aspects of structure variation in materials. Most notably it has been used to study functional ceramics such as ferroelectrics. Here the distortion of the lattice between different polarizations can be too small for the strain-based approaches described in the previous section to be employed. However the ferroelectric behaviour is only seen in non-centrosymmetric crystal structures and so careful analysis of the local symmetry within a set of SCBED discs can indicate the polarization direction and so allow access to the domain structure in the material. This does not necessarily require the simulation of the entire CBED disc to identify the features, instead a simple comparison of the pixels within the expected symmetry related discs can identify the presence or absence of the particular symmetry element (mirror plane or rotation axis).
The approach has been employed for a variety of functional ceramics ranging through doped lead-zirconium/niobium/zinc titanates (Schierholz et al., 2008; Shao & Zuo, 2017a) , barium titanate (Tsuda et al., 2012; Shao & Zuo, 2017b) and potassium niobate (Tsuda et al., 2013) .
Chemical and physical behaviour of materials 4.1. Chemistry of materials
Another area where scanning diffraction analysis of materials has proven valuable is in the study of compositional change in materials where conventional spectroscopic analysis is difficult, misleading or impossible. Typically this occurs when looking at very light elements since these have a very small inelastic cross section so give weak or no signal in X-ray spectroscopy experiments. While energy loss spectroscopy is capable of analysing light elements, the EELS capability is not always available on a TEM and given the relatively weak signal accurate operation requires considerable experience on the part of the operator. Here precession electron diffraction can be beneficial as the integration through reciprocal space that occurs by the rocking and de-rocking action helps to reduce the significance of dynamical background intensity in the diffraction patterns, which can aid the identification of weak superstructural features that arise when new structural ordering occurs.
One particular example of this is in the study of lithium distribution in battery materials. In this case, rather than directly measuring the chemical signal of the lithium, its presence can be inferred from the structural changes that occur when it is inserted or removed from different materials. Studies of lithium content in iron phosphate (FePO 4 ) can be performed because although the basic structure of the iron phosphate olivine structure remains almost unchanged, the lattice parameters undergo a small but detectable (up to 0.5 Å ) increase. Through this approach the domino-cascade model of lithium insertion, where individual particles of FePO 4 transform serially rather than through a continuous parallel absorption, was confirmed (Brunetti et al., 2011) . Further to this, the spatial resolution in TEM allowed those particles where partial lithium insertion had occurred to be studied in greater detail to understand the interface properties between the pristine and converted material and so understand the potential limitations of crystallography on the capacity for charge storage (Mu et al., 2016) .
More recently studies on (lithium) nickel oxide as a lithium battery electrode have shown how tungsten doping can help to localize cation disorder in the surface layers of particles (in a rock-salt structure variant). This stabilizes the active layered LiNiO 2 structure, reducing the possibility of oxygen loss and hence leads to a more regular cation distribution and better lithium uptake in the remainder of the particle, this in turn mitigates against loss of charge storage capacity (Kim et al., 2018) .
Another situation where the structural signal can help explain dynamic chemical behaviour in the material are in cases of microsegregation and diffusion in materials. Typically a single point analysis can provide information about the local crystallography but through dynamics it is possible to see how those local conditions affect ongoing physical processes in the material. Examples of such dynamic study in materials include electro-migration within copper interconnects (Oh et al., 2017) . Here a high current density was pulsed through a patterned copper structure leading to diffusion of copper atoms and the formation of voids near the cathode. Through the structural information acquired from the scanning diffraction experiments, diffusion in the structure was shown not to follow predicted crystallographic directions but instead followed exposed grain boundaries, leading to pores that were bounded almost exclusively by the remaining portions of larger grains. Similarly scanning diffraction studies of nickel oxide in fuel cell electrodes (Jeangros et al., 2016) showed that while reduction caused nickel to form completely epitaxial with the oxide (leading to reliable recycling of the electrode), the segregation of impurities (typically aluminium and silicon) to grain boundary voids caused nickel nanoparticles that were encapsulated and so lost to the main fuel oxidation process.
In situ deformation of materials
The use of sequential analyses for dynamic in situ experiments lends itself naturally to the study of mechanical behaviours in relation to the microstructure of materials. Here the crystallography of the sample can be studied before, during and after the application of loads either in situ or ex situ to study how microstructure has influenced the mechanical deformation. For in situ studies, typically a loading stage is used to repeatedly strain a sample with orientation maps recorded after each loading cycle (Kobler et al., 2013) . There is a limitation in truly dynamic analysis of the deformation, based on the finite time required for scanning diffraction experiments, CCD-based recording media have a relatively long readout time (typically milliseconds) especially when precession is required, since the electronic precession controls are typically limited to sub kHz frequencies and at least one complete precession cycle is required for the pattern to be complete. Coupled with the scan areas of interest this can result in minute-long acquisitions, hence the need for sequential rather than continuous deformation processing. New generations of high-speed recording media and improved electron crystallography Orientation maps from nanocrystalline palladium films during strain to failure. The initial grain structure is shown in (a). The boundary ( experimental setup should improve this but at this time videorate full field scanning diffraction mapping is not realized. The sequential loading method can, however, provide valuable insight into the mechanisms of deformation and it was used to highlight a number of different behaviours in nanocrystalline films of simple metals as shown in Fig. 5 : individual grains showing localized strained domains [ Fig. 5(b) ] which in turn led to recoverable grain boundary migration (Kobler et al., 2016) as shown in Figs. 5(c) and 5(d) . Furthermore the behaviour of twins in the films could be monitored, with existing twin migration, de-twinning and the formation and propagation of new twins all identified and related to the crystallography and microstructure of the original material.
Later studies have taken the process further to correlate dislocation behaviour with particular microstructural features. Initial structure maps were used to characterize individual boundaries within a structure that exhibited characteristic grain boundary sliding associated with dislocation activity, and the subsequent activation of intra-granular dislocation motion. This indicated that there was no particular preference for grain boundary sliding in any type of boundary, helping to explain why this is so common in creep of fine-grained materials and potentially explaining how very large strains present in superplastic forming can be accommodated without excessive void formation or grain elongation (Mompiou et al., 2013) .
Plastic deformation and dislocations
The plastic deformation of materials is fundamentally related to the presence, density and distribution of dislocation and their interactions in the crystal structure. One important area of study in SEM-based EBSD experiments has been the determination of dislocation density within crystals. This is known as the geometrically necessary dislocation (GND) density since rather than measuring the dislocations directly (by diffraction contrast methods) the indirect effect of their presence (lattice curvature) is accounted for. Additionally, given the spatial resolution of EBSD is typically much larger (tens of nanometres) than the average separation of dislocations those dislocation dipoles that result in no net strain cannot always be accessed. These are known as the statistically stored dislocations (SSDs) and the combination of both is necessary to access the total dislocation density.
Typically scanning diffraction measurements in the TEM have the advantage that far higher spatial resolution is achievable, which should in theory reduce the uncertainty in the SSD estimation since the likelihood of a measurement containing a dislocation dipole is reduced. Moreover since the GND density is calculated from the lattice curvature, , which is the spatial gradient of lattice rotation d!/dx, a higher spatial resolution should allow a more precise determination of the local curvature and hence to more accurate estimation of the total dislocation density. However TEM orientation experiments suffer the limitation that the angular resolution achievable with pattern matching approaches is coarser than that achieved from a continuous fitting of the Kikuchi pattern in EBSD (which can be lower than 0.01 (Wilkinson et al., 2006) using the highest angular resolution approaches). Typically the template libraries used for pattern matching are produced with $0.5 steps between patterns (interpolation has been shown to reduce this to 0.3 ), patterns lying between these limits will be assigned to one or other so the angular resolution will be compromised. It should be noted that while precession does integrate a volume of reciprocal space the simulated patterns can account for the integration and so for the majority of crystal orientations (barring those very close to a major zone axis) the increased number of reflections present in the PED pattern actually improves the orientation determination and hence the GND estimation.
This means that TEM methods can sometimes only be used to calculate the Kernel average misorientation in a region and not the full dislocation density (Sallez et al., 2015; Nzogang et al., 2018) or when it is possible (for high dislocation densities in deformed materials) they tend to over-estimate the dislocation density as small rotations are 'rounded up' as described previously. Despite this, initial studies on cold-worked pure metals have found comparable results to dislocation densities determined by other means (Ghamarian et al., 2014) . There is however discrepancy in the spatial distribution of dislocations within structures depending on the exact calculation method used (Leff et al., 2015) , with further study required to determine the optimal method for processing the diffraction data. A common suggestion is that using the diffracted intensities as well as the Bragg reflection positions will improve the angular resolution of the orientation maps lading to more accurate estimation of dislocation density, however the exact implementation of this, given the range of parameters (not least of which is sample thickness), means there is much work needed in this area.
3D structure of materials
In TEM the electron wave traverses the sample which means that all of the atomic structure present in the thickness of the sample is encoded within the diffraction pattern. There is an obvious attraction to separating these mixed signals to better understand the overlapping components of the microstructure (rather than solely study the majority phase or orientation at any given point), and the correlated real and reciprocal space data structure of scanning diffraction experiments is ideally suited to this. The earliest EM approach to use diffraction/ orientation information to study the 3D microstructure of materials involved a tomographic series of conical dark-field measurements of an aluminium alloy sample (Liu et al., 2011) where the tilt angle was scanned to sample reciprocal space and images recorded in the real-space domain. Later studies utilized scanning diffraction experiments where spatially positions are scanned and diffraction patterns recorded, both leading to a similar multi-dimensional data structure. In scanning experiments the redundancy in the data (there are many more patterns recorded in a scan than there are distinct components in the microstructure), allows machine learning electron crystallography approaches to be used to decompose the mixed signals and find representative diffraction signals (patterns) for the different contributing parts of the microstructure. This approach was applied to a tilt-series of scans allowing a full 3D reconstruction of a microstructure from a nickel superalloy system . Dark-field analysis (rather than statistical decomposition) of a tilt series of scanning diffraction measurements was also shown to allow the individual components of a microstructure to be reconstructed (Meng & Zuo, 2016) .
There is not always the need to go to a full 3D reconstruction of a microstructure, in many cases it is enough to know the spatial extent of components in a microstructure (rather than just the range where it is the dominant contribution to the diffraction pattern). Here machine learning decomposition of a single pattern can work well allowing the size and shape of grain boundaries to be studied in great detail. Another approach to signal separation is the idea of sequential orientation mapping. Here the pattern is indexed in the same way as for orientation mapping, but then after the best match is calculated the appropriate template is used to mask out those portions of the diffraction pattern. The remaining diffraction pattern can then be re-indexed to show the minor contribution and the process repeated (Valery et al., 2017) . This was shown to be a powerful way to understand the true grain size in microelectronic interconnects.
These ideas of overlapping orientations or phases are also being actively studied to understand if the degree of overlap (relative thickness) of the different phases can be reliably extracted from single projections (Kobler & Kü bel, 2018; Martineau et al., 2019) . From this it seems clear that precession electron diffraction is an important or even vital inclusion in such studies, as the reduction in dynamical contributions to the reflection intensities allows a simpler separation of the mixed data into representative patterns for the different phases along the beam path.
Conclusions
The past ten years have seen a remarkable growth in the use of scanning experiments that utilize crystallographic contrast as the primary signal to be mapped. The sheer volume of structural information contained in the diffraction patterns recorded in these experiments open a range of possible analyses, with often a far greater flexibility than would be possible in a conventional imaging or microscopy experiment. The move to such off-line characterization is set to become even more important as electron microscopy finds itself being applied to more beam sensitive materials where extended exposure to the electron beam is not possible.
This article highlights the diversity and significance of applying scanning electron diffraction experiments in the transmission electron microscope to the fields of materials science, metallurgy, mineralogy, materials chemistry, nanotechnology, semiconductor device technology, thin films, etc. As with other areas of research in electron microscopy, the growth of in situ experiments in the microscope is an area of significant potential for scanning diffraction experiments. As this review has shown there are applications of scanning diffraction related to all aspects of microstructure, chemistry, mechanical and even electrical behaviour in materials. The ability to study changes in microstructure directly is a huge goal for materials characterization with particular value in the study of materials performance under realistic operating conditions.
The technique and the range of applications it is used for are clearly continually expanding, and new detectors and improved data handling and analysis will see this progression continue. As always though, it is the ingenuity and creativity of the individual researcher that will lead to new and more powerful ways to exploit the data to help answer ever more pressing questions in materials structure and behaviour.
