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Abstract
We exhibit a class of Schottky subgroups of PU(1, n) (n ≥ 2) which
we call well-positioned and show that the Hausdorff dimension of the limit
set ΛΓ associated with such a subgroup Γ, with respect to the spherical
metric on the boundary of complex hyperbolic n-space, is equal to the
growth exponent δΓ.
For general Γ we establish (under rather mild hypotheses) a lower
bound involving the dimension of the Patterson-Sullivan measure along
boundaries of complex geodesics.
Our main tool is a version of the celebrated Ledrappier-Young theorem.
1 Introduction
Let Γ be a discrete non-elementary subgroup of PU(1, n), and let ΛΓ be
its limit set; this is a subset of the boundary of the complex hyperbolic
n-space, ∂HnC. According to a theorem of Bishop and Jones ([5], see also
[25]), the Hausdorff dimension of the conical limit set ΛcΓ, with respect to
a Gromov metric on the boundary, is equal to the Growth exponent δΓ.
According to Bishop and Jones, the proof of this theorem “uses nothing
but the definitions and a few simple properties of Möbius transformations”.
To be precise, Bishop and Jones deal only with the real hyperbolic space,
but their theorem was generalized further to the case of pinched curvature
by Paulin [23].
The reader should bear in mind that the operation of PU(1, n) on the
boundary is conformal with respect to a given Gromov metric. Confor-
mality usually makes questions related to dimension of sets or measures
more tractable than their non-conformal counterparts. In the presence of
non-conformality, various phenomena may arise, we refer the reader to [6].
In this paper, we wish to demonstrate the usefulness of the celebrated
Ledrappier-Young formula in studying Hausdorff dimension of limit sets
in non-conformal setting. More precisely, we are interested in estimating
the Hausdorff dimension of ΛcΓ with respect to a spherical metric on the
boundary.
In fact looking at the boundary ∂HnC (minus some point) endowed
with the Gromov metric (resp. the spherical metric) amounts to looking
at the classical Heisenberg space of height n−1,Hn−1 (resp. the Euclidean
space R2n−1). The Heisenberg space Hn−1 has Hausdorff dimension 2n
whereas Euclidean space R2n−1 has Hausdorff dimension 2n − 1. The
main question we are interested in is thus a special case of the more
general “Gromov problem” of relating the (Hausdorff) dimension of some
given subset A of the Heisenberg space H endowed with the Heisenberg
1
metric, dimH(A), to the dimension dimE(A) of A with respect to the
Euclidean metric.
This general problem has been worked out by Balogh et al. in [2].
Let us state their result now (see also theorem 27 below). If we denote
by δ the dimension of A with respect to the Heisenberg metric, then the
following sharp inequalities hold:
sup
{
δ − 1,
δ
2
}
≤ dimE(A) ≤ inf
{
δ, n− 1 +
δ
2
}
.
Here, sharpness means that these inequalities cannot be improved with-
out further assumptions. In this paper we are going to improve on the
lower bound – this is usually the difficult part in dealing with Hausdorff
dimension – when A is some special kind of fractal set, namely the limit
set of a discrete subgroup Γ of G satisfying some mild hypotheses.
We will assume that Γ is Zariski-dense and has finite Bowen-Margulis-
Sullivan measure. I should emphasize that I am not able to prove an exact
formula in this general setting. Indeed, we obtain the following
Theorem A (theorem 37). Let Γ be a non-elementary discrete sub-
group of PU(1, n), Zariski-dense, with finite BMS measure. If µ is some
Patterson-Sullivan measure of exponent δΓ, then for µ-almost every ξ,
δΓ −
1
2
dim(λ,Z) ≤ dim(µ, ξ)
where the lower pointwise dimension is with respect to the spherical metric
on the boundary.
The same inequality holds if we replace dim(µ, ξ) with dimE(Λ
c
Γ).
Here, dim(µ, ξ) is the lower pointwise dimension of µ at ξ, i.e.
dim(µ, ξ) = lim inf
ρ→0
log µ(B(ξ, ρ))
log ρ
where B(ξ, ρ) is the spherical ball of radius ρ and centre ξ. The number
dim(λ,Z) can be interpreted as the (almost sure) dimension of Patterson-
Sullivan along chains (i.e. boundaries of complex geodesics), with respect
to a Gromov metric. See theorem C below in this introduction, and lemma
10 infra for the precise definition of dim(λ,Z).
So the general lower bound
sup{δΓ − 1,
δΓ
2
} ≤ dim(µ, ξ)
(which holds by virtue of Balogh et al. inequality) is made more precise;
indeed the number dim(λ,Z) lies somewhere between 0 and inf{δΓ, 2}.
We actually improve slightly on the general result, indeed we prove
Theorem B (corollary 39). Let Γ be a non-elementary discrete group
of G, Zariski-dense and geometrically finite; assume furthermore that Γ
is not a lattice. Then dim(λ,Z) < 2. In particular, we get the strict
inequality
δΓ − 1 < dimE(ΛΓ)
where dimE(ΛΓ) is the Hausdorff dimension of the limit set with respect
to the Euclidean metric on the boundary.
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Of course, this is better than the general inequality only if δΓ ≥ 2.
As an obvious corollary of theorem A we get the fact that if
dim(λ,Z) = 0, then the Hausdorff dimension of the limit set ΛΓ must
be equal to δΓ. In general, computing dim(λ,Z) seems to be a difficult
problem. We will define a class of Schottky subgroups (which we call
“Schottky subgroups in good position”) and prove the following
Theorem C (corollary 43). Let Γ be a Schottky subgroup in good position
in PU(1, n). Then dim(λ,Z) = 0; in particular, the Hausdorff dimension
of ΛΓ, with respect to the spherical metric, is equal to δΓ.
As an intriguing consequence, we get the fact that if Γ is a Schottky
subgroup in good position, then δΓ ≤ 2(n − 1) (because by virtue of
Balogh et al inequality, one must then have δΓ ≤
δΓ
2
+n− 1). Wether one
should expect general (Zariski dense) Schottky subgroups to satisfy this
inequality seems to be an interesting question.
In proving theorems A, B and C, we use the following version of
Ledrappier-Young’s well-known formula.
Theorem D (theorem 23). Let G be a metric locally compact second
countable group which acts in a Borel way on a standard Borel space X
with uniformly discrete stabilizers. Let H be a closed normal subgroup of
G and assume that the metric group G/H has the Besicovitch covering
property. Let λ be a Borel probability measure on X. Assume that the
hypotheses stated at the beginning of section 3 are satisfied, so that we
may define the dimension of λ along G and H, dim(λ,G) and dim(λ,H)
respectively, as well as the transverse dimension dimT(λ,G/H). Then the
following holds:
dim(λ,G) = dim(λ,H) + dimT(λ,G/H).
We do not get into details as they are rather technical, see sections 2
to 4. We will apply this theorem to X = Γ\PU(1, n), G = N in some
Iwasawa decomposition PU(1, n) = KAN , H is the centre of G, and λ is
the Bowen-Margulis-Sullivan measure on X. In particular, dim(λ,N) is
equal to the growth exponent δΓ.
Let us describe our strategy in proving theorem A. Let µ be the
Patterson-Sullivan measure (of exponent δΓ) associated with Γ (recall that
Γ has finite BMS measure, so µ is essentially unique). We use the fact that
the boundary ∂HnC is the one-point compactification of the Heisenberg
group and we look at the way Patterson-Sullivan measure decomposes in
Heisenberg space, with respect to the natural fibration of this space along
the central direction.
This is where the Ledrappier-Young formula enters the scene. Accord-
ing to this formula, the dimension of Patterson-Sullivan measure, with
respect to the Gromov metric on the boundary (or, equivalently, with
respect to the Heisenberg metric on the Heisenberg group) is equal to
the sum dim(λ,Z) + dimT(λ,N/Z) where dim(λ,Z) can be interpreted
as the dimension of Patterson-Sullivan along the central direction, and
dimT(λ,N/Z) is the dimension of Patterson-Sullivan “transverse” to this
central direction.
We must then use this information to estimate the dimension of
Patterson-Sullivan, now with respect the to spherical metric. Easy com-
putations show that the “transverse dimension” is left unmodified, whereas
the dimension along the central direction is divided by 2. The Ledrappier-
Young formula holds no longer, but super-additivity of dimension does
(proposition 13). That’s why in the end all we get is a lower bound.
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The plan of this paper is as follows. In section 2 we sketch the basic
theory of conditional measures along a group operation. In section 3 we
define the dimension of conditional measures along a group operation, as
well as transverse dimension (with respect to some normal subgroup) and
we study the elementary relations between these numbers. In section 4 we
state and prove a version of Ledrappier-Young formula in the setting of our
theory. The most important result of sections 2 to 4 is theorem 23. Then
in sections 5 and 6 we recall some facts of complex hyperbolic geometry
and Patterson-Sullivan theory. In section 7 we apply our Ledrappier-
Young theorem to study Hausdorff dimension of limit sets with respect
to the spherical metric, as explained above. In section 8 we construct
Schottky subgroups in good position of PU(1, n). In section 9 we discuss
our results.
Most of our notations are standard. If µ is some Borel measure on
some metric space X, we let
dim(µ, x) = lim inf
ρ→0
log µ(B(x, ρ))
log ρ
, dim(µ, x) = lim sup
ρ→0
log µ(B(x, ρ))
log ρ
.
If X,Y are measurable spaces (recall that a measurable space is a set
endowed with a σ-algebra of subsets) and if φ : X → Y is a measurable
map, the push-forward of a measure λ on X is the measure φ∗λ defined
by φ∗λ(B) = λ(φ
−1(B)) for all measurable subset B of Y . If φ is a
measurable isomorphism and µ a measure on Y , we denote the push-
forward (φ−1)∗µ by φ
∗µ.
If G is a group, the right translation h 7→ hg−1 by some element g ∈ G
is denoted by Rg.
I would like to thank the referee for their useful remarks and for point-
ing out (and correcting) a mistake in proposition 38. I also would like to
thank my thesis advisor Jean-François Quint for suggesting this problem
and for his constant support.
2 Disintegration of a measure along a
group operation
In this section we set up the “language” of conditional measures along a
group operation. This is a very useful, albeit slightly technical, way of
looking at things. The knowledgeable reader might want to skip it and
jump straight into section 4, where the Ledrappier-Young formula we need
is stated and proved.
On the other hand the lay man (or woman) interested in knowing all
the details could read the definitions below bearing in mind the following
setting: G is the real line acting in the usual way (i.e. as a linear flow)
on the torus X. The stabilizers may be non-trivial but they are certainly
discrete. We are going to disintegrate some finite Borel measure λ carried
by X along the operation of G (it is very important to note that we do
not expect λ to be G-invariant in any way). As is well known, if this
operation has dense orbits (i.e. it is an irrational flow) the elementary
theory of disintegration does not suit our needs. This is why we need
the more sophisticated concept of conditional measures along a group
operation.
In defining them, one is basically looking at some suspension of the
dynamical systems “G acting on X” in order to get rid of the troubles
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caused by “wild orbits” (to be more specific, the real concern is standard
Borelness of the quotient space). This is why we introduce the so-called
“lacunary sections” Σ. They allow us to lift our measure λ to some quotient
space G × Σ where G acts smoothly (i.e. the quotient space is standard
Borel). We lose finiteness of λ, while retaining σ-finiteness. We may
then disintegrate the lifted measure appropriately, and check that the
conditional measures thus obtained are indeed “canonical” in some way
(i.e. they do not depend on the choice of Σ).
The reader looking for a more detailed account may want to look at
our doctoral thesis [8].
2.1 Definition
We begin with some definitions and basic facts. First, we state a useful
theorem of Kechris.
Theorem 1. Let G be a locally compact second countable topological
group, and X a standard Borel space on which G acts in a Borel way.
Fix a compact symmetric neighbourhood U of the identity in G. There
exists a Borel subset Σ ⊂ X such that
1. Σ is a U-lacunary section: if x′ ∈ Σ and g ∈ U are such that gx′ ∈ Σ,
then gx′ = x′;
2. Σ is U2-complete: U2Σ = X.
Proof. A close inspection of the proof of the main theorem in [3] yields
this improved version.
If there is no need to make the set U explicit, we will use the phrase
“let Σ be a complete lacunary section”.
We will make some assumptions on the operation of G on X. If the
stabilizer of any point x ∈ X is a discrete subset of G, we say that the
operation has discrete stabilizers; in other words, for every x ∈ X there is
is a neighbourhood V of identity in G such that the only g ∈ V which fixes
x is the identity. If the neighbourhood V can be chosen independently of
x, we say that the operation has uniformly discrete stabilizers.
Now let X be a standard Borel space, λ a σ-finite Borel measure on
X, and G a locally compact second countable topological group acting on
X in a Borel way with discrete stabilizers. We recall, following [4], how
one can disintegrate the measure λ along this group operation.
Let Σ be a complete lacunary section. The map
aΣ : G× Σ→ X (g, x
′) 7→ gx′
has countable fibers. Hence, we can define a Borel measure a∗Σλ on G×Σ
in the following way:
a∗Σλ =
∫
dλ(x)Card
a
−1
Σ
(x)
where Card
a−1
Σ
(x)
is the counting measure on the fiber {(g, x′) ; gx′ = x}.
It is not difficult to check that a∗Σλ is a σ-finite measure. We may thus
choose some finite measure on G×Σ, equivalent to a∗Σλ, and push it down
Σ (through the projection G × Σ → Σ) to get a finite Borel measure λΣ
(which we call a pseudo-image of λ). We may then disintegrate a∗Σλ over
λΣ:
a∗Σλ =
∫
dλΣ(x
′) σΣ(x
′)⊗ δx′
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(where δx′ is the Dirac measure supported on {x
′}).
The conditional measures σΣ(x
′) are (almost everywhere) uniquely
defined up to a scalar constant. Replacing λΣ with another pseudo-image
amounts to replacing σΣ(x
′) (for almost every x′) with some multiple
c(x′)σΣ(x
′).
The following result is basic to the theory. We keep the standing
notations and assumptions. Also, we denote by M1σ(G) (resp. M
1
r (G))
the space of projective classes of σ-finite (resp. Radon) non-zero measures
on G. If µ is a non-zero measure, the projective class [µ] of µ is the
equivalence class
[µ] = {tµ ; t > 0}.
The spaceMr(G) of all non-zero Radon measures on G has a natural Borel
structure (generated by narrow topology), and we endow the quotient
space M1r (G) with the quotient Borel structure.
Proposition 2 ([4], proposition 4.2). There is a mapping σG,λ : X →
M1σ(G) with the following property: for any complete lacunary section Σ,
there is a conegligible subset X ′ ⊂ X such that for almost every x′ ∈ Σ
and any g ∈ G, if gx′ belongs to X ′ then
R∗gσG,λ(gx
′) = [σΣ(x
′)].
The mapping σG,λ is unique up to a negligible set. Furthermore, σG,λ is
essentially G-equivariant, i.e. there is a conegligible set X ′ ⊂ X such that
if x and gx belong to X ′, then
σG,λ(gx) = (Rg)∗σG,λ(x).
If λ is finite, then σG,λ maps X into M
1
r (G), and is Borel.
Note that for x ∈ X, σG,λ(x) is not, strictly speaking, a measure on
G. Nonetheless, in many situation there is no problem in dealing with
σG,λ(x) as if it were a genuine measure. Hopefully, this abuse of language
will not cause too much harm to the reader.
The mapping σG,λ will be called the disintegration of λ along G.
We will also need the following fact.
Lemma 3. Assume the operation of G on X has uniformly discrete sta-
bilizers. Then for any lacunary section Σ and any compact subset K of
G, the measure a∗Σλ(K × Σ) is finite.
Proof. Let U be some relatively compact symmetric neighbourhood of the
identity such that Σ is U2-lacunary. Since the operation has uniformly
discrete stabilizers, we may shrink U so that for any x ∈ X, the only g
in U2 such that gx = x is the identity. We deduce that for any x ∈ X,
there is at most one pair (g, x′) ∈ U×Σ such that gx′ = x. Consequently,
a∗Σλ(U×Σ) ≤ 1, and also a
∗
Σλ(gU×Σ) ≤ 1 for any g ∈ G. Now it becomes
clear that a∗Σλ(K ×Σ) must be finite for any compact subset K of G.
We state another lemma which we will use freely. We skip the easy
proof.
Lemma 4. For λ-almost every x ∈ X, the identity element of G belongs
to the support of σG,λ(x).
If Γ is some discrete subgroup of finite Bowen-Margulis-Sullivan mea-
sure of PU(1, n) (say), let X = Γ\PU(1, n), and let G be the N group
in the Iwasawa decomposition PU(1, n) = KAN . If we disintegrate the
Bowen-Margulis-Sullivan measure λ on the frame bundleX along N , what
we get is exactly the so-called “horospheric measures” (as seen on N). See
[24].
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2.2 Transitivity of disintegration
We keep the notations and assumptions of the previous subsection. Let
also H be a closed subgroup of G. Recall that the operation of G on X
has discrete stabilizers; obviously, the operation of H on X has discrete
stabilizers as well. The disintegration of λ along G and H , respectively,
gives two mappings
σG,λ : X →M
1
σ(G), σH,λ : X →M
1
σ(H).
For any x ∈ X, we may also disintegrate σG,λ(x) along the operation of
H on G by left translation, thus obtaining a mapping
σH,σG,λ(x) : G→M
1
σ(H)
(stricto sensu we are disintegrating some measure in the projective mea-
sure class σG,λ(x) and the disintegration does not depend on the choice
of this measure).
The meaning of the following proposition should be intuitive. The
proof, however, is rather lengthy and technical. We skip it and refer the
reader to our thesis, [8], section 2.1.3.
Proposition 5. For λ-almost every x ∈ X and σG,λ(x)-every g ∈ G, the
following holds:
σH,σG,λ(x)(g) = σH,λ(gx).
3 Dimension of conditional measures
We do not pursue the most general theory of conditional measures along
group operations any further. From now on, we will deal with “hyperbolic
transformations” of the space X that are equivariant with respect to G.
This added structure allows us to define the dimension of conditional
measures and prove some useful results, the most important of which is
theorem 23 in section 4 below.
Let us state the standing hypotheses in this section: G is a locally
compact second countable topological group, acting in a Borel way on a
standard Borel space X, with discrete stabilizers. The space X carries a
Borel probability measure λ. We disintegrate λ along G, thus getting a
mapping
σ : X →M1r (G).
Now we make some further assumptions. Namely, we assume that we are
given a Borel automorphism αX : X → X as well as a group automor-
phism αG : G→ G such that the following conditions hold:
1. For every x ∈ X and g ∈ G, αX(gx) = αG(g)αX(x);
2. The automorphism αX : X → X leaves invariant the measure λ (i.e.
the push-forward (αX)∗λ is equal to λ);
3. The group G is endowed with a compatible metric d which is right
G-invariant and such that αG acts on G as a contracting similitude,
i.e. there is some real constant α < 1, such that
d(αGg, αGh) = αd(g, h)
for any g, h ∈ G.
4. The measure λ is αX -ergodic, i.e. if A is some Borel subset of X
such that αXA = A, then either λ(A) = 0 or λ(A) = 1.
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The reader should have in mind the following picture: αX is some
hyperbolic automorphism of X, and G parametrizes a sub-foliation of the
stable foliation associated with this hyperbolic automorphism. Starting
from section 5, we will apply the ongoing theory to the following objects :
• G is some connected closed normal subgroup of N in the Iwasawa
decomposition PU(1, n) = KAN , acting on the right on the quo-
tient space X = Γ\PU(1, n) (where Γ is some discrete subgroup of
PU(1, n) with finite Bowen-Margulis-Sullivan measure); in fact G
will be either N or its centre Z, but the theory would apply just as
well to any connected closed subgroup containing Z (recall that Z
is also the derived subgroup of N);
• λ is the Bowen-Margulis-Sullivan measure;
• αX is some non-trivial element of the real line acting on Γ\PU(1, n)
as the “frame flow”;
• αG is the corresponding Heisenberg homothety
• the metric d carried by G is the usual (restriction of) Heisenberg
metric on the Heisenberg group N .
3.1 Basic facts
First note the following
Lemma 6. For λ-almost every x,
σ(αXx) = (αG)∗σ(x).
Proof. This is a consequence of the “uniqueness” part in proposition 2.
We will need a technical definition and a few related facts.
Definition 7. A metric space Y is called doubling if there is a constant
N ≥ 2 such that any closed ball B(y, r) can be covered by N balls of radius
r/2. The smallest of such numbers N is the doubling constant of Y .
The relevance of this notion to our work is because of the following
Lemma 8. Let G be a locally compact topological group endowed with a
right-invariant metric, and assume that G admits a group automorphism
αG which is a similarity transformation with similarity ratio < 1. Then
G is a doubling space.
Proof. To begin with, note that any closed ball in G is compact. Indeed,
since G is locally compact we can find a radius ρ > 0 small enough so that
the closed ball B(e, ρ) is a compact set. If R > 0 is arbitrary, we have
αkGB(e,R) ⊂ B(e, ρ) for any k large enough; since αG is continuous, this
implies that B(e,R) is itself a compact set. So we see that any bounded
closed subset of G must be compact.
We now prove that G is a doubling space. Since B(e, 1) is a compact
set and B(e, α/2) has non-void interior, we may find a finite sequence
g1, . . . , gN ∈ G such that the right translates B(e, α/2)gi cover B(e, 1)
(i = 1, . . . , n). Now fix some real number R > 0 and let k be the integer
such that αk+1 ≤ R < αk. We have B(e,R) ⊂ B(e, αk), so α−kG B(e,R) ⊂
B(e, 1), and we deduce that the right translates B(e, αk+1/2)αkG(gi) (i =
1, . . . , n) cover B(e,R). Since αk+1 ≤ R, we see that B(e,R) can be
covered by N balls of radius R/2 (recall that the metric on G is right
invariant). Thus G is a doubling space.
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A metric group satisfying the hypotheses of this lemma will be called
a doubling group.
Proposition 9 ([15], lemma 2.2). Let Y be a doubling metric space and
µ a Borel probability measure on Y . There is a constant D, depending
only on the doubling constant of Y , such that for µ-almost every y ∈ Y ,
lim inf
ρ→0
log µ(B(y, ρ))
log ρ
≤ D.
The next lemma is both straightforward and basic to our work.
Lemma 10. Under the hypotheses stated at the beginning of section 3,
for λ-almost every x, the conditional measure σ(x) is exact-dimensional,
and its dimension does not depend on x. In other words, for λ-almost
every x ∈ X and σ(x)-almost every g ∈ G
lim
ρ→0
log σ(x)(B(g, ρ))
log ρ
exists, is finite, and does not depend on x nor on g.
Proof. First we prove that the limit (maybe infinite) exists for almost
every x when g is the identity of G. It is enough to show that
lim
n→∞
log σ(x)(B(e,αn))
n logα
exists for λ-almost every x. Let
I(x) = log
σ(x)(B(e,α))
σ(x)(B(e, 1))
.
Note that I(x) ≤ 0. By lemma 6 and an obvious induction we get
n−1∑
k=0
I(α−kX x) = log
σ(x)(B(e,αn))
σ(x)(B(e, 1))
(n ≥ 1). Upon dividing both sides by n logα and letting n → ∞, we see
that
lim
n→∞
log σ(x)(B(e,αn))
n logα
= lim
n→∞
1
n logα
n−1∑
k=0
I(α−kX x)
where the right side exists and is equal, for λ-almost every x ∈ X, to
1
logα
∫
X
I(x)dλ(x) ∈ [0,+∞]
by virtue of the ergodic theorem, since λ is α−1X -ergodic. Now the fact that
this limit is almost surely finite is an obvious consequence of the previous
proposition. Let δ ∈ [0,∞[ be this finite number, thus
lim
ρ→0
log σ(x)(B(e, ρ))
log ρ
= δ
for every x in some conull subset X ′ of X.
It is easy to check that, since X ′ is conull, gx must belong to X ′ for
λ-almost every x ∈ X and σ(x)-almost every g ∈ G. Also, for λ-almost
every x and σ(x)-almost every g ∈ G, we have
σ(gx) = (Rg)∗σ(x)
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whence
δ = lim
ρ→0
log σ(gx)(B(e,ρ))
log ρ
= lim
ρ→0
log σ(x)(B(g, ρ))
log ρ
because the metric carried by G is right-invariant. The proposition is
proven.
Definition 11. The limit in the previous lemma is called dimension of λ
along G, and is denoted by dim(λ,G).
Note the following formula:
dim(λ,G) =
1
logα
∫
X
log
(
σ(x)(αHB)
σ(x)(B)
)
dλ(x) (1)
for any relatively compact neighbourhood B of the identity.
We now state some useful facts in the setting of doubling metric spaces.
Lemma 12 ([15], proposition A.2). Let Y be a doubling metric space,
and µ be a finite Borel measure on Y . Let A be some Borel subset of Y
such that µ(A) > 0. For almost every y ∈ A, we have
lim sup
ρ→0
µ(A ∩ B(y, ρ))
µ(B(y, ρ))
= 1.
Note that contrary to the well-known density theorem of Lebesgue
(which holds in euclidian space and more generally in metric spaces sat-
isfying the Besicovitch covering property) the left side is an upper limit,
not a genuine limit.
Proposition 13. Let Y be a complete doubling metric space, Z a complete
separable metric space, and pi : Y → Z a Lipschitz mapping. Let µ be a
Borel probability measure on Y , ν the push-forward of µ through pi, and
µ =
∫
Z
dν(z)µz
be the disintegration of µ along pi.
Assume that there exists a constant γ ≥ 0 and a Borel mapping δ :
Z → [0,∞[ such that for µ-almost every y in Y the following hold:
dim(µpi(y), y) ≥ γ, dim(ν, pi(y)) ≥ δ(pi(y)).
Then for µ-almost every y ∈ Y , we have
dim(µ, y) ≥ γ + δ(pi(y)).
If, instead of assuming that Y is doubling, we assume that this space is
complete separable and satisfies the Besicovitch covering property, we get
the stronger conclusion
dim(µ, y) ≥ γ + δ(pi(y))
for µ-almost every y.
Proof. See [16] lemma 11.3.1 when Y satisfies the Besicovitch covering
property. If Y is a doubling space just copy the proof and use the pre-
vious lemma instead of Lebesgue density theorem to obtain the weaker
conclusion.
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Remark. This is a key proposition for the main result, so it may be worth
taking some time to comment on this inequality. Choose some continuous
mapping f : [0, 1] → [0, 1] whose graph has Hausdorff dimension 2, see
e.g. [26]. Let ν be the Lebesgue measure on Z = [0, 1], and µ be the
push-forward of ν through the mapping x 7→ (x, f(x)), so that ν is itself
the push-forward of µ through the projection onto the first factor. We may
disintegrate µ above ν, and obviously we get
µ =
∫ 1
0
dν(x)δ(x,f(x))
where δ(x,y) is the Dirac mass at (x, y). In particular, the previous propo-
sition amounts to the obvious inequality
2 ≥ 1.
This illustrates the fact that dimension is only “super-additive”, and we
should not expect equality to hold in general, unless some significant geo-
metric assumption is made on the measures we are looking at.
In the same way one proves the following
Proposition 14. Let Y be a complete doubling metric space, Z a standard
Borel space, and pi : Y → Z a Borel mapping. Let µ be a Borel probability
measure on Y , ν the pushforward of µ through pi, and
µ =
∫
Z
dν(z)µz
be the disintegration of µ along pi.
Assume that there exists a constant γ ≥ 0 such that for µ-almost every
y in Y the following holds:
dim(µpi(y), y) ≥ γ.
Then for µ-almost every y ∈ Y , we have
dim(µ, y) ≥ γ.
If, instead of assuming that Y is doubling, we assume that this space is
complete separable and satisfies the Besicovitch covering property, we get
the stronger conclusion
dim(µ, y) ≥ γ
for µ-almost every y.
Note that here we do not assume that Z is a Polish metric space, and
even if this is so, pi might not be Lipschitz, so we are not just applying
the previous proposition with δ = 0. Nonetheless the proof is similar and
straightforward and we skip it.
3.2 Monotonicity of dimension; transverse di-
mension
We keep the previous assumptions and we consider a closed subgroup H
of G such that αG(H) = H , so that αG induces an automorphism αH of
H . Obviously, the dimension of λ along H is well-defined; the aim of this
subsection is to compare the two dimensions.
The following proposition is intuitively clear.
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Proposition 15. We have
dim(λ,G) ≥ dim(λ,H).
Proof. Let us disintegrate λ along G and H , thus obtaining mappings
σG : X →M
1
r (G), σH : X →M
1
r (H).
Let pi : G→ G/H be the quotient mapping. Recall that G/H is a locally
compact second countable topological space, so that both G and G/H are
standard Borel space and pi is a Borel mapping.
Fix some relatively compact neighbourhood B of the identity element
of G. For any x ∈ X, we let νB(x) be the Borel probability measure on
G obtained by conditioning σ(x) on B, i.e.
νB(x) =
σG(x)|B
σG(x)(B)
.
For λ-almost every x in X, if we disintegrate the measure νB(x) along
pi, the conditional measure we get above pi(g) is, almost surely, propor-
tional to the restriction of σH(gx) on some neighbourhood of the identity
element in H (proposition 5). In particular, these conditional measures
are almost surely exact dimensional, with dimension dim(λ,H).
By virtue of proposition 14, we get that
dim(νB(x), g) ≥ dim(λ,H)
for νB(x)-almost every g in G. Now B is a neighbourhood of the identity
element in G, so that νB(x) must be exact dimensional of dimension
dim(λ,G), and we have thus proved that
dim(λ,G) ≥ dim(λ,H).
We will now improve on this result, and introduce, following Ledrap-
pier and Young [16], a transverse dimension, under the supplementary
assumption that H is a normal subgroup. We can endow the topological
quotient group G/H , which is locally compact and second countable, with
a natural metric. More precisely, we let
d(gH, g′H) = inf{d(gh, g′h) ; h ∈ H}
and we may check that this defines a right invariant metric, such that the
quotient mapping
pi : G→ G/H
is 1-Lipschitz, and that the group automorphism αG/H : G/H → G/H
induced by αG is a similitude with same ratio as αG itself.
We may now define the transverse to H dimension of λ along G. If B
is some relatively compact neighbourhood of identity in G, we let, as in
the proof of the previous proposition,
νB(x) =
σ(x)|B
σ(x)(B)
, θB(x) = pi∗ν
B(x)
i.e. νB(x) is the probability measure obtained by conditioning σ(x) on B
and θB(x) is the push-forward of νB(x) through pi.
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Proposition 16. There is a finite number dimT(λ,G/H) such that the
following holds. Let B be a compact neighbourhood of identity in G. For
λ-almost every x ∈ X, and θB(x)-almost every gH ∈ G/H,
lim inf
ρ→0
log θB(x)(B(gH,ρ))
log ρ
= dimT(λ,G/H).
In other words, θB(x) has lower pointwise dimension equal to
dimT(λ,G/H) almost everywhere.
Proof. First, we prove that the lower dimension of θB(x) at the identity
element of G/H is constant λ-almost everywhere. In order to shorten
notations we will write BT (ρ) for the set pi−1(B(pi(e), ρ)) (where pi(e) =
H is the identity element of G/H). Since the metric carried by G is
right-invariant, we have BT (ρ) = B(e, ρ)H . Now let δB(x) be the lower
dimension of θB(x) at the identity element, i.e.
δB(x) = lim inf
ρ→0
log θB(x)(B(pi(e), ρ))
log ρ
= lim inf
ρ→0
log σ(x)(B ∩ BT (ρ))
log ρ
.
For λ-almost every x we have (lemma 6)
δB(αXx) = lim inf
ρ→0
log σ(x)(α−1G B ∩B
T (α−1ρ))
log ρ
and the right side is obviously equal to δ
α−1
G
B
(x). Now assume for a
moment that B is an open ball B(e,R); we then have B ⊂ α−1G B, so that
the relation δB(αXx) = δα−1
G
B
x implies the relation δB(αXx) ≤ δB(x).
By a straightforward application of Birkhov’s ergodic theorem (bearing
in mind the ergodicity of λ) we see that δB is almost surely constant, and
the relation δB ◦ αX = δα−1
G
B
implies that the almost certain value of δB
is equal to the almost certain value of δαk
G
B for any integer k. Thus the
almost certain value of δB does not depend on the radius R if B is the
open ball B(e,R); now if B is any relatively compact neighbourhood of
the identity, we can find radii R′ and R′′ such that
B(e,R′) ⊂ B ⊂ B(e,R′′)
and we get that δB is almost surely constant and that its almost certain
value does not depend on B.
Denote by dimT(λ,G/H) the almost certain value of δB for any rel-
atively compact neighbourhood B of the identity. Now let X ′ be a
conull subset of X such that δB(x) = dim
T(λ,G/H) for any relatively
compact neighbourhood B of the identity, and, furthermore, such that
σ(gx) = (Rg)∗σ(x) if x and gx belong to X
′.
For any x ∈ X ′ and any g ∈ G such that gx ∈ X ′, we have
dim(θB(x), pi(g)) = lim inf
ρ→0
log σ(x)(B ∩ pi−1B(pi(g), ρ))
log ρ
.
Also, pi−1(B(pi(g), ρ)) = BT (ρ)g because H is normal in G. The previous
quantity is thus equal to
lim inf
ρ→0
log σ(gx)(Bg−1 ∩BT (ρ))
log ρ
.
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Now if g belongs to B, the set Bg−1 is a relatively compact neighbourhood
of the identity, so that we get
dim(θB(x), pi(g)) = δBg−1 (x)
and the right side is equal to dimT(λ,G/H). The proposition is proven.
Definition 17. The quantity dimT(λ,G/H), whose existence was proven
in the previous proposition, is called “transverse to H dimension of λ along
G”.
Proposition 18. Under the previous hypotheses, the following holds:
dim(λ,G) ≥ dim(λ,H) + dimT(λ,G/H).
Proof. We just need to argue as in the proof of proposition 15, applying
proposition 13 in lieu of proposition 14.
4 Ledrappier-Young formula
This section is a translation of theorem C’ in [16] into the language and
setting of conditional measures along a group action.
4.1 Two technical lemmata
4.1.1 Classical statements
We first state two more-or-less classical lemmas, which we are going to
generalize to the setting of conditional measures along a group operation.
In proving the generalized results, we will use their “classical” counter-
parts.
I should mention that lemmas 19 and 20 are basic to the proof of
theorem C’ in (ibid.). We are basically going to copy the arguments of
Ledrappier and Young, in our language, simply replacing the “classical”
lemmas with the “generalized” lemmas to follow .
Let Y be some complete separable metric space satisfying Besicovitch
covering property, and consider two Radon measures µ, ν. Assume, for
simplicity, that µ is finite. For any y ∈ Y and any radius ρ > 0, let
φρ(y) =
ν(B(y, ρ))
µ(B(y, ρ))
∈ [0,+∞]
and
φ∗(y) = inf
ρ>0
φρ(y).
Lemma 19. The positive Borel function − log φ∗ is ν-integrable, and∫
− log φ∗dν ≤ C(Y )µ(Y )
where C(Y ) is the Besicovitch constant of Y .
Proof. Let Et be the set of all those y such that φ∗(y) < e
−t (t > 0). If y
belongs to Et, there is some radius r(y) ∈]0, 1[ such that ν(B(y, r(y))) <
e−tµ(B(y, r(y))). Let, by virtue of Besicovitch covering property, A be a
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subset of Et such that the closed balls B(y, r(y)) (y ∈ A) cover Et with
multiplicity less than C(Y ). We have
ν(Et) ≤
∑
y∈A
ν(B(y, r(y))) ≤ e−tC(Y )µ(Y ).
Now integrate ∫ ∞
0
ν(Et) ≤ C(Y )µ(Y )
∫ ∞
0
e−tdt
and the left side is equal to ∫
− log φ∗dν
by a classical application of Fubini theorem.
Lemma 20 ([21], theorem 2.12). If ν is absolutely continuous with respect
to µ, we have
lim
ρ→0
φρ(y) =
dν
dµ
(y)
for µ-almost every y.
4.1.2 Generalized statements
We begin with the notations. Let G be a locally compact second countable
topological group acting in a Borel way on a standard Borel space X with
uniformly discrete stabilizers. Let H be a closed normal subgroup of G.
We assume that the (metrizable) quotient group G/H is endowed with
a compatible metric d, right invariant and proper, which means that any
closed ball is a compact set. Note that we do not need to endow G (nor
H) with any metric. We denote by B(gH,ρ) the open ball of radius ρ in
G/H . Let pi be the quotient map G→ G/H .
We make the assumption that the metric space G/H satisfies the Besi-
covitch covering property (see, e.g., [21]).
Now let λ be some Borel probability measure on X. We disintegrate
λ along G and H , thus obtaining maps
σG : X →M
1
r (G), σH : X →M
1
r (H).
Fix some compact neighbourhood A ⊂ B of the identity in G. For any
x ∈ X and ρ > 0 we let
φρ(x) =
pi∗(σ(x)|A)(B(H,ρ))
pi∗(σ(x)|B)(B(H,ρ))
.
To shorten notations, we denote by BTρ (g) (g ∈ G) the inverse image
pi−1(B(pi(g), ρ)), so that
φρ(x) =
σ(x)(BTρ (e) ∩A)
σ(x)(BTρ (e) ∩B)
.
Let also
φ∗(x) = inf
ρ>0
φρ(x).
We know state:
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Lemma 21. The integral ∫
− log φ∗(x)dλ(x)
is finite.
Lemma 22. For λ-almost every x, we have
lim
ρ→0
φρ(x) =
σH(x)(A)
σH(x)(B)
.
4.1.3 Proof of lemma 21
Fix some compact symmetric neighbourhood of identity ∆ in G such that
∆4 ⊂ A. Let Σ be a ∆-lacunary, ∆2-complete section to the operation of
G on X. Denote by a the mapping G×Σ, a(g, x′) = gx′. Choose a pseudo-
image λΣ of a
∗λ, and remember the notation σΣ (cf supra, subsection 2.1).
We have∫
− log φ∗dλ ≤
∫
d(a∗λ)(g, x′)1∆2(g)(− log φ∗(gx
′))
=
∫
dλΣ(x
′)
∫
∆2
d(σΣ(x
′))(g)(− log φ∗(gx
′)).
For λΣ-almost every x
′ and σΣ(x
′)-almost every g, we have σ(gx′) =
[(Rg)∗σΣ(x
′)]. Fix such an x′. By Fubini theorem, using the fact that φ∗
is less than 1, we have∫
∆2
− log φ∗(gx
′)d(σΣ(x
′))(g) =
∫ ∞
0
σΣ(x
′)
{
g ∈ ∆2 ; φ∗(gx
′) < e−t
}
dt.
Now let
φ˜ρ(x
′, g) =
σΣ(x
′)(∆2 ∩BTρ (g))
σΣ(x′)(B∆2 ∩BTρ (g))
and
φ˜∗(x
′, g) = inf
ρ>0
φ˜ρ(x
′, g).
I claim that
φ˜∗(x
′, g) ≤ φ∗(gx
′)
for λΣ-almost every x
′ and σΣ(x
′)-almost every g ∈ ∆2. Indeed, if g ∈ ∆2
is such that σ(gx′) = [(Rg)∗σΣ(x
′)], we have
φρ(gx
′) =
σ(gx′)(A ∩BTρ (e))
σ(gx′)(B ∩ BTρ (e))
=
σΣ(x
′)(Ag ∩BTρ (g))
σΣ(x′)(Bg ∩BTρ (g))
≥
σΣ(x
′)(∆2 ∩BTρ (g))
σΣ(x′)(B∆2 ∩ BTρ (g)) = φ˜ρ(g, x′)
since ∆2 ⊂ Ag and Bg ⊂ B∆2 for any g ∈ ∆2. The claim follows.
Now apply lemma 19 to get, for λΣ-almost every x
′,∫
∆2
dσΣ(x
′)(g)(− log φ˜∗(x
′, g)) ≤ C(G/H)σΣ(x
′)(B∆2)
where C(G/H) is the Besicovitch constant of G/H . We need only inte-
grate (with respect to dλΣ(x
′)) to obtain∫
− log φ∗dλ ≤ C(G/H)
∫
σΣ(x
′)(B∆2)dλΣ(x
′)
and the right side is finite by virtue of lemma 3.
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4.1.4 Proof of lemma 22
1. Let A′ ⊂ B′ be two relatively compact neighbourhood of the identity
in G. Let Σ be a lacunary section to the operation of G on X. Recall
the notation σΣ (cf supra). For λ-almost every x
′ and σΣ(x
′)-almost
every g ∈ A′, we have
lim
ρ→0
σΣ(x
′)(A′ ∩BTρ (g))
σΣ(x′)(B′ ∩ BTρ (g))
=
σH(gx
′)(A′ ∩H)
σH(gx′)(B′ ∩H)
.
Indeed, this is a straightforward consequence of lemma 20 and propo-
sition 5.
2. Now let, for x in X,
θ(x) = lim sup
ρ→0
∣∣∣∣∣σ(x)(A ∩B
T
ρ )
σ(x)(B ∩BTρ )
−
σH(x)(A ∩H)
σH(x)(B ∩H)
∣∣∣∣∣ .
We are going to show that for any ε > 0, the set of all x such that
θ(x) ≥ ε is a null set (with respect to λ).
3. Fix some radius r > 0, small enough in a way we will make precise
soon. In order to shorten notations we denote by U the open ball
B(e, r); U is a relatively compact symmetric open neighbourhood
of the identity. Let Σ be a U -lacunary, U2-complete section to the
operation of G on X. For almost every x′ ∈ Σ and σΣ(x
′)-almost
every g, we have σ(gx′) = [(Rg)∗σΣ(x
′)]; hence, for any ρ > 0,
σ(gx′)(A ∩BTρ )
σ(gx′)(B ∩BTρ )
=
σΣ(x
′)(Ag ∩BTρ (g))
σΣ(x′)(Bg ∩BTρ (g))
.
We assume r is small enough so that the sets
A−r =
⋂
g∈U2
Ag, B−r =
⋂
g∈U2
Bg
are neighbourhood of the identity. Let also
A+r = AU
2, B+r = BU
2
and note that these sets are relatively compact.
4. For almost any x′ ∈ Σ and σΣ(x
′)-almost any g ∈ U2, we have
σΣ(x
′)(A−r ∩B
T
ρ (g))
σΣ(x′)(B+r ∩BTρ (g))
≤
σ(gx′)(A ∩ BTρ )
σ(gx′)(B ∩ BTρ )
≤
σΣ(x
′)(A+r ∩B
T
ρ (g))
σΣ(x′)(B−r ∩BTρ (g))
.
By virtue of 1. supra, we get
σH(gx
′)(A−r ∩H)
σH(gx′)(B+r ∩H)
≤ lim inf
ρ→0
σ(gx′)(A ∩BTρ )
σ(gx′)(B ∩BTρ )
≤ lim sup
ρ→0
σ(gx′)(A ∩ BTρ )
σ(gx′)(B ∩ BTρ )
≤
σH(gx
′)(A+r ∩H)
σH(gx′)(B−r ∩H)
.
5. Let
θ′r(x) =
∣∣∣∣σH(x)(A ∩H)σH(x)(B ∩H) − σH(x)(A−r ∩H)σH(x)(B+r ∩H)
∣∣∣∣+
∣∣∣∣σH(x)(A ∩H)σH(x)(B ∩H) − σH(x)(A+r ∩H)σH(x)(B−r ∩H)
∣∣∣∣ .
According to 4. we know that for almost every x′ ∈ Σ and σΣ(x
′)-
almost every g ∈ U2, we have θ(gx′) ≤ θ′r(gx
′). Since Σ is U2-
complete, we obtain
λ{x ∈ X ; θ(x) ≥ ε} ≤ a∗λ{(g, x′) ∈ U2 × Σ ; θ(gx′) ≥ ε}
≤ a∗λ{(g, x′) ∈ U2 × Σ ; θ′r(gx
′) ≥ ε}
=
∫
θ′r≥ε
dλ(x)κ(x)
where κ(x) is the number of all (g, x′) ∈ U2 × Σ such that gx′ =
x. This number is bounded uniformly in x by some constant K
independent of r small enough; we skip the proof of this easy fact,
which is a consequence of the facts that the stabilizers are uniformly
discrete and that G is a doubling group.
All in all, we have
λ{x ; θ(x) ≥ ε} ≤ Kλ{x ; θ′r(x) ≥ ε}
for any r > 0 small enough. Now σH(x) is (almost surely) a Radon
measure, and A,B are relatively compact open sets; whence
lim
r→0
θ′r(x) = 0
almost surely. The lemma is thus proven.
4.2 Additivity of dimension
We keep the notations and hypotheses set at the beginning of section 3.
We also consider a closed normal subgroupH ofG that is αG-invariant, i.e.
αGH = H . Recall that the quotient group G/H is endowed with a natural
metric, see section 3.2. We denote by pi the quotient map G→ G/H . Now
we make two supplementary hypotheses:
1. The operation of G on X has uniformly discrete stabilizers.
2. The metric space G/H satisfies the Besicovitch covering property.
Under these hypotheses, we now state the main result of this section.
Theorem 23. The following equality holds:
dim(λ,G) = dim(λ,H) + dimT(λ,G/H).
Proof. Due to proposition 18, we just need to establish
dim(λ,G)− dim(λ,H) ≤ dimT(λ,G/H).
Fix some open relatively compact neighbourhood B of the identity in G.
We must prove that the push-forward measure
pi∗
(
σG(x)|B
σG(x)(B)
)
has lower dimension ≥ dim(λ,G)− dim(λ,H) at the identity of G/H , for
λ-almost every x (proposition 16). Introduce the “transverse ball”
BTρ (g) = pi
−1(B(pi(g), ρ)), ρ > 0, g ∈ G.
Note that BTρ (gg
′) = BTρ (g)g
′ because the metric on G is right-invariant.
To shorten notations we denote the transverse ball at identity BTρ (e) by
BTρ .
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We only need to prove that for λ-almost every x,
lim inf
n→∞
1
n logα
log
(
σ(x)(B ∩BTαn)
σ(x)(B)
)
≥ dim(λ,G)− dim(λ,H).
The key of the argument is the relation
σ(x)(B ∩BTαn)
σ(x)(B)
=
σ(x)(B ∩BTαn)
σ(x)(αGB ∩BTαn)
×
σ(x)(αGB)
σ(x)(B)
×
σ(x)(αGB ∩ B
T
αn)
σ(x)(αGB)
.
This relation implies, by an obvious induction (recall that σ(αx) =
α∗σ(x) almost everywhere and αG/HB
T
ρ = B
T
αρ) that for any p, n ≥ 1,
σ(x)(B ∩BTαn)
σ(x)(B)
=
(
p−1∏
i=0
σ(α−iX x)(B ∩ B
T
αn−i)
σ(α−iX x)(αB ∩B
T
αn−i
)
×
σ(α−iX x)(αB)
σ(α−iX x)(B)
)
×
σ(α−pX x)(B ∩B
T
αn−p)
σ(α−pX x)(B)
.
If p ≤ n, the last factor on the right-hand side is obviously less than
1. Now let
φρ(x) = log
σ(x)(αGB ∩ B
T
ρ )
σ(x)(B ∩BTρ )
, τ (x) = log
σ(x)(αGB)
σ(x)(B)
, φ∗(x) = inf
ρ>0
φρ(x)
so that for any p ≤ n we have
1
n logα
log
σ(x)(B ∩ BTαn)
σ(x)(B)
≥
1
n logα
p−1∑
i=0
τ (α−iX x)−
1
n logα
p−1∑
i=0
φαn−i(α
−i
X x).
(2)
Fix some small ε > 0 and let pn be the integral part of (1 − ε)n, so
that the numbers αn−i converge to 0 as n tends to infinity, and uniformly
so with respect to i ≤ pn.
Let us take care of the first member of the right-hand side. We have
lim inf
n→∞
1
n logα
pn−1∑
i=0
τ (α−iX x) = (1−ε)
∫
X
1
logα
log
(
σ(x)(αGB)
σ(x)(B)
)
= (1−ε)dim(λ,G)
(3)
by virtue of Birkhov’s ergodic theorem and formula (1).
We now handle the remaining member of the right-hande side. For λ-
almost every x there is a real number ρ(x) > 0 such that for any ρ < ρ(x)
there holds
φρ(x) ≥ log
(
σH(x)(αGB)
σH(x)(B)
)
− ε
(lemma 22). Choose ρ0 > 0 small enough that, letting
M = {x ∈ X ; ρ(x) > ρ0}
we have ∫
X\M
φ∗dλ ≥ −ε
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(lemma 21). We split the sum on the left-hand side of (2) over indices i
such that α−iX x ∈M and indices i such that α
−i
X x /∈M . First,
lim inf
n→∞
−1
n logα
∑
0≤i≤pn
1M (α
−i
X x)φαn−i(α
−i
X x) ≥
lim inf
n→∞
−1
n logα
∑
0≤i≤pn
1M (α
−i
X x)
(
log
(
σH(α
−i
X x)(αB)
σH(α
−i
X x)(B)
)
− ε
)
= −(1− ε)
1
logα
∫
M
(
log
(
σH(x)(αGB)
σH(x)(B)
)
− ε
)
dλ(x)
≥ −dim(λ,H) +
ε
logα
.
Second,
lim inf
n→∞
1
n
∑
0≤i≤pn
1∁M (α
−i
X x)φαn−i(α
−i
X x)
≥ lim inf
n→∞
1
n
∑
0≤i≤pn
1∁M (α
−i
X x)φ∗(α
−i
X x)
= (1− ε)
∫
∁M
φ∗dλ ≥ −ε(1− ε).
All in all, we get, for all ε > 0, the inequality
lim inf
n→∞
1
n logα
log
(
σ(x)(B ∩BTe−n)
σ(x)(B)
)
≥ (1−ε)dim(λ,G)−dim(λ,H)+
ε+ ε(1− ε)
logα
The theorem is thus proved.
5 Complex hyperbolic spaces
5.1 Basic facts
Fix an integer n ≥ 1. We denote by G the group PU(1, n), i.e. the
projective unitary group associated with an hermitian form of signature
(1, n). We fix once and for all an Iwasawa decomposition G = KAN .
Here, K is a maximal compact subgroup of G, A is a Cartan subgroup,
andN a maximal unipotent subgroup. We identify the quotientG/K with
complex hyperbolic space of (complex) dimension n, HnC. The hyperbolic
metric of HnC is denoted by d. The group of isometric transformations of
H
n
C is equal to G. The complex hyperbolic space has sectional curvature
lying between −4 and −1.
We denote by ∂HnC the boundary at infinity of H
n
C. Recall that H
n
C
is homeomorphic to the 2n-dimensional ball B2n and thus ∂HnC is home-
omorphic to the (2n− 1)-dimensional sphere S2n−1.
A holomorphic totally geodesic submanifold of (complex) dimension
one is called a complex geodesic. These objects play a major role in the
questions we will be interested in. The boundary of a complex geodesic
is called a chain. Recall the following easy, although important, fact:
Proposition 24 ([12], theorem 3.1.11). 1. Any pair of distinct points
in HnC ∪ ∂H
n
C lies on a unique complex geodesic.
2. Given a nonzero tangent vector v in the tangent space TxH
n
C there
is a unique complex geodesic containing x and tangent to v.
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3. Any pair of distinct points of the boundary ∂HnC lies on a unique
chain.
Recall also that the boundary ∂HnC carries a natural CR-structure. We
will not explicitly make use of this CR-structure but we note the following
fact, in relation with the previous theorem.
Proposition 25 ([12], theorem 4.3.5). Let ξ 7→ Pξ be the natural CR-
structure on the boundary ∂HnC. If ξ belongs to ∂H
n
C and v ∈ Tξ∂H
n
C
is a non-zero tangent vector at ξ, there is a chain passing through x and
tangent to v if and only if v does not belong to Pξ.
5.2 Heisenberg group and the boundary at infin-
ity
Recall that G = KAN is a fixed Iwasawa decomposition. The unipotent
group N is isomorphic to Heisenberg group which we now introduce.
Let V be a real vector space of dimension 2(n − 1), and let ω be a
non-degenerate skew-symmetric bilinear form on V . It is well known that
two such forms are always conjugate, so we may agree (for example) that
V = R2(n−1) and
ω(x, y) =
n−1∑
i=1
x2i−1y2i − x2iy2i−1.
The product set Hn = V ×R endowed with the group law
(v, s) · (w, t) = (v + w, s+ t+ ω(v,w))
and the product topology is a locally compact second countable topolog-
ical group called the Heisenberg group. The centre Z of Hn is {0} ×R,
and is also equal to the derived subgroup.
We now define the Heisenberg metric onHn in the following way. First,
let ‖ · ‖H be the “Heisenberg pseudo-norm”
‖(v, t)‖H = (‖v‖
4 + t2)1/4
(where ‖v‖ is the euclidean norm on R2(n−1)). Then let
dH((v, t), (w, s)) = ‖(v, t) · (w, s)
−1‖H
(v, w ∈ Hn). Obviously, dH is a right-invariant metric. If we denote by
hλ (λ ∈ C
∗) the transformation
hλ(v, t) = (λv, |λ|
2t)
we define a similitude transformation of Hn with similitude ratio |λ|, and
hλ is a group automorphism as we readily check. Such a transformation
is called a Heisenberg similitude.
Let us return to the Iwasawa decomposition G = KAN . The group
AN fixes a unique point ξ+ ∈ ∂H
n
C, and A itself fixes another point
ξ− ∈ ∂H
n
C. We look at the operation of N on ∂H
n
C. This operation is
transitive on the complement of {ξ+}. The mapping n 7→ nξ− (n ∈ N) is
a homeomorphism φ from N onto ∂HnC\{ξ+}, and this homeomorphism is
the restriction of a homeomorphism from the Alexandrov compactification
N ∪ {∞} onto ∂HnC.
The centre Z of N is mapped by φ onto the chain passing through ξ−
and ξ+. More generally, φ maps the translates of Z in N (i.e. the fibers
of the quotient mapping N → N/Z) onto chains passing through ξ+.
In other words, φ defines a quotient bijection from N/Z onto the sets
of all chains passing through ξ+.
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5.3 Metrics on the boundary at infinity
Recall that the boundary ∂HnC is diffeomorphic to the (2n − 1)-sphère
S
2n−1. We can endow ∂HnC with the usual “spherical metric”. Of course,
the metric itself depends on the choice of the diffeomorphism, but the
bilipschitz equivalence class is uniquely defined, because the sphere is
compact. In other words, if d and d′ are two spherical metrics on ∂HnC,
there exist a uniform constant C > 0 such that
1
C
d(ξ, η) ≤ d′(ξ, η) ≤ Cd(ξ, η)
for any ξ, η ∈ ∂HnC. In particular, any notion invariant under scale
changes (for example local lower or upper dimension of some measure
at some point) does not depend on the choice of a spherical metric.
Now there is another bilipschitz equivalence class of metrics on ∂HnC,
less elementary albeit more “natural” in some sense. Recall that HnC has
pinched negative curvature, so that we may consider Busemann functions
bξ(x, y) = lim
t→∞
d(x, ξt)− d(y, ξt), x, y ∈ H
n
C, ξ ∈ ∂H
n
C
where ξt parametrizes some unit-speed geodesic such that limt→∞ ξt = ξ.
For any x ∈ HnC, the Gromov metric from x between ξ and η in ∂H
n
C is
then
dx(ξ, η) = e
− 1
2
(bξ(x,p)+bη(x,p))
where p is some point on the (real) geodesic from ξ to η. This metric
is compatible with the topology of ∂HnC. The point is that the family
(dx)x∈Hn
C
satisfies the following properties: for any x, y ∈ HnC, ξ, η ∈ ∂H
n
C
and g ∈ G,
1. Conformality: dy(ξ, η) = e
1
2
(bξ(x,y)+bη(x,y))dx(ξ, η)
2. Equivariance: dgx(gξ, gη) = dx(ξ, η)
Conformality property above makes it clear that all metrics (dx)x∈Hn
C
are pairwise bilipschitz equivalent.
The following lemma results from easy computations.
Lemma 26. Gromov metrics are not bilipschitz equivalent to spherical
metrics. Nonetheless, if dG, dE are a Gromov and a spherical, respectively,
metric on the boundary, there is a constant C > 0 such that
1
C
dG(ξ, η)
2 ≤ dE(ξ, η) ≤ CdG(ξ, η)
for any ξ, η ∈ ∂HnC.
In fact, the boundary ∂HnC has dimension 2n − 1 with respect to
spherical metrics, and 2n with respect to Gromov metrics. More generally,
we recall the following
Theorem 27. Let S be some subset of ∂HnC and let α, β be the Hausdorff
dimensions of S with respect to spherical metrics, and Gromov metrics,
respectively. Then
max{α, 2α− 2n} ≤ β ≤ min{2α, α+ 1}
and these inequalities are sharp.
Proof. See [2] theorem 2.4, and lemma 29 infra.
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Before ending this subsection, let us state for future reference the
following
Lemma 28. Let dH and dE be the Heisenberg metric and Euclidean met-
ric respectively on Heisenberg space Hn.
1. For any compact subset K ⊂ Hn, there is a constant C > 1 such
that
1
C
dH(h, h
′)2 ≤ dE(h, h
′) ≤ CdH(h, h
′)
for any h, h′ ∈ K.
2. If h, h′ ∈ Hn are such that h− h
′ belongs to the centre, then
dE(h, h
′) = dH(h, h
′)2.
3. The quotient, on Hn/Z, of the Heisenberg metric, is equal to the
quotient of the euclidean metric.
Proof. Straightforward computations.
5.4 The unit tangent bundle
Let T 1HnC be the unit tangent bundle of H
n
C, that is, the set of all pairs
(x, u), where u ∈ HnC and u ∈ TxH
n
C is a unitary tangent vector at x. The
operation ofG onHnC extends to an operation on T
1
H
n
C. One may identify
T 1HnC with the quotient space G/M . Here, M is the centralizer, in K,
of A (remember that we fixed once and for all an Iwasawa decomposition
G = KAN).
If u belongs to T 1HnC, we denote by u
+ and u− the forward and
backward, respectively, endpoints in ∂HnC of the geodesic defined by u.
Likewise, if gM belongs to G/M , we denote by g+ and g− the points u−
and u−, respectively, where u is the element of T 1HnC corresponding to
gM .
Since A is included in the normalizer of M , the operation of A on
G by translation on the right induces an operation of A on G/M , i.e.
(gM,a) 7→ gaM . There is a (unique) isomorphism R → A, t 7→ at, such
that this operation of A on G/M is identified with the geodesic flow on
T 1HnC.
On the contrary, N does not normalize M , so the operation of N
on G by translation on the right does not give rise to an operation on
G/M . Note, though, that M does normalize N , so that N-orbits are
well-defined in G/M . Actually, for any v ∈ G/M , the N-orbit vN id the
unstable manifold passing through v.
We need to introduce the so-called Hopf coordinates on T 1HnC, i.e the
mapping
T 1HnC → ∂
2
H
n
C ×R, u 7→ (u
−, u+, bu−(u, o))
where we denote, as is customary, by ∂2HnC the set of all pairs (ξ, η) ∈
∂HnC × ∂H
n
C with ξ 6= η, and o is some fixed “base point” in H
n
C. This
is a diffeomorphism. To shorten notations, we will write u = (ξ, η, s) if
ξ = u−, η = u+ and s = bξ(u, o).
We will need the following facts.
Lemma 29 ([13], appendix). For any g ∈ G, let φg : N → ∂H
n
C \ {g
−}
be the mapping n 7→ (gn)+.
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1. If N is endowed with Heisenberg metric and ∂HnC with a Gromov
metric, φg is locally bilipschitz.
2. If N is endowed with euclidean metric and ∂HnC with a spherical
metric, φg is locally bilipschitz.
6 Patterson-Sullivan theory
6.1 Limit set and growth exponent
A good reference for this section is [24]. We keep the notations and
conventions of the previous section. Let Γ be a discrete subgroup of G. If
x is some point of HnC, the set of accumulation points of the orbit Γ · x
on HnC ∪ ∂H
n
C is a subset ΛΓ of the boundary, namely ΛΓ = Γ · x∩ ∂H
n
C.
This set does not depend on x. It is called the limit set of Γ. If ΛΓ a finite
set, Γ is called elementary, otherwise Γ is called non-elementary.
The growth exponent of Γ,
δΓ = lim sup
R→∞
1
R
Card{γ ∈ Γ ; d(x, γx) ≤ R}
does not depend on x. It is a finite number, 0 < δΓ ≤ 2n− 1.
The study of ΛΓ and δΓ goes back a long way. We state the following
important result, though we will not make use of it.
Theorem 30 ([5], [25], [23]). Assume Γ is non-elementary. Then the
subset ΛcΓ ⊂ Γ of conical limit points of Γ has Hausdorff dimension δΓ
with respect to Gromov metrics.
Recall that a point ξ ∈ ∂HnC is a conical limit point if there is an
infinite sequence (γn) of (pairwise distincts) elements of Γ such that the
distance from γnx to the geodesic ]x, ξ[ is bounded (uniformly in n), for
some x (and, thus, for any x).
This theorem raises the following
Question 1. Let Γ be a discrete non-elementary subgroup of G. What is
the Hausdorff dimension of ΛcΓ with respect to the spherical metric on the
boundary?
6.2 Conformal densities
Definition 31. Let Γ be a non-elementary discrete subgroup of G. Let
β be some real number ≥ 0. A Γ-conformal density of exponent β is a
family (µx)x∈Hn
C
of finite measures on ∂HnC which satisfies
1. Γ-equivariance:
γ∗µx = µγx
for any x ∈ HnC and any γ ∈ Γ.
2. Conformality: for any x, y ∈ HnC, µx and µy are equivalent measures
and the Radon-Nikodym derivative is given by
dµy
dµx
(ξ) = e−βbξ(y,x)
almost everywhere.
The following well-known theorem is basic.
Theorem 32 ([24]). Let Γ be a non-elementary discrete subgroup of G,
with growth exponent δΓ. There exist a Γ-conformal density of exponent
δΓ.
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6.3 Bowen-Margulis-Sullivan measure
Now, let Γ be a discrete non-elementary subgroup of G. Let µ be a Γ-
conformal density of exponent δΓ. Fix some arbitrary point x ∈ H
n
C. We
define the Bowen-Margulis-Sullivan measure mBMS on T
1
H
n
C:
dmBMS(u) = e
δΓ(bξ(x,u)+bη(x,u))dµx(ξ)dµx(η)ds (4)
where u = (ξ, η, s). This Radon measure does not depend on the choice of
x. It is invariant under the geodesic flow as well as under Γ. Consequently,
the measure on Γ\T 1HnC defined by passing to the quotient is a Radon
measure, invariant under the geodesic flow. Remember that T 1HnC is iden-
tified with G/M , so that we get a Radon measure on Γ\G/M , invariant
under the operation of A on the right.
Definition 33. We say that a discrete non-elementary subgroup Γ of
G has finite BMS measure if the associated Bowen-Margulis-Measure on
Γ\T 1HnC (or Γ\G/M) is finite.
Theorem 34 ([24]). Let Γ be a discrete non-elementary subgroup of G.
If Γ has finite BMS measure, the Γ-conformal density of exponent δΓ is
unique, atomless, its support is the limit set ΛΓ, and the conical limit set
ΛcΓ has full measure. Furthermore, the BMS measure is (strongly) mixing
with respect to the geodesic flow.
The Bowen-Margulis-Measure on Γ\G/M does not exactly suit our
needs, because, as we said, N does not act on the right on this space.
Hence we are lead to consider the unique M -invariant lifting of this mea-
sure to Γ\G. We still call this measure on Γ\G the Bowen-Margulis-
Measure. Note that the right action of A on Γ\G/M extends to a right
action on Γ\G. The space Γ\G is sometimes called the frame bundle of
Γ\HnC, and the operation of R on Γ\G, (t,Γg) 7→ Γgat is called the frame
flow. The following theorem is crucial.
Theorem 35 ([27]). Let Γ be a discrete non-elementary subgroup of G.
Assume that Γ is Zariski-dense and has finite BMS measure. Then the
BMS measure on Γ\G is (strongly) mixing under the right operation of A.
We now state some easy facts and do routine checks.
The spaceX = Γ\G is a standard Borel space on which N operates (on
the right) in a Borel way with discrete stabilizers. We may disintegrate
the Bowen-Margulis-Sullivan measure on Γ\G along N . Assume now that
Γ is Zariski-dense and has finite BMS measure. We obtain a measurable
mapping σ : X → M1r (N). Also, let a be some non-identity element of
A. There is a real number t 6= 0 such that for any x ∈ X and n ∈ N ,
xna = xa(a−1na) = xahet(n)
where het is the Heisenberg similitude with ratio e
t. We may assume
that t < 0, i.e. het is a contracting similitude of N (endowed with the
Heisenberg metric).
Last, we know that the BMS measure λ on X is a-ergodic because of
the previous theorem. The conditions stated at the beginning of section 3
are thus satisfied, and we may consider the dimension of λ along N and Z,
dim(λ,N) and dim(λ,Z) respectively, as well as the transverse dimension
dimT(λ,N/Z). One easily checks that
dim(λ,N) ∈ [0, 2n], dim(λ,Z) ∈ [0, 2], dimT(λ,N/Z) ∈ [0, 2(n− 1)].
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Indeed, recall that by definition dim(λ,N) (for example) is the dimension
of the conditional measures of λ along N . Now N has Hausdorff dimension
2n (with respect to the Heisenberg metric) so we see that dim(λ,N) ∈
[0, 2n]. In the same way, Z has Hausdorff dimension 2 (with respect to the
restricted Heisenberg metric), and N/Z has Hausdorff dimension 2(n−1),
indeed it is isometric to R2(n−1).
We now apply the Ledrappier-Young formula. This yields
dim(λ,N) = dim(λ,Z) + dimT(λ,N/Z) (5)
Let us check the hypotheses 1 and 2 (see beginning of section 4.2).
First, the right operation of N on Γ\G may not have uniformly discrete
stabilizers, but the workaround is easy, as this operation is in fact essen-
tially free, i.e. the stabilizer of λ-almost every point is trivial. Indeed, if
g ∈ G is such that gn = γg with n ∈ N different from the identity and
γ ∈ Γ, then g+ must be a parabolic limit point. There are only countably
many parabolic limit points, and the Patterson-Sullivan measure is atom-
less (because Γ has finite BMS measure), so the essential freeness of the
operation of N on Γ\G is a consequence of the very definition of BMS mea-
sure, equation 4. Second, the quotient metric space N/Z (endowed with
the quotient of Heisenberg metric) satisfies Besicovitch covering property
because it is isometric to euclidean space R2(n−1).
We state for future reference the following
Lemma 36. Keep the previous assumptions and notations. For any g ∈
G, denote by φg the mapping N → ∂H
n
C \ {g
−},
φg(n) = (gn)
+.
Then for λ-almost every x = Γg ∈ Γ\G, the push-forward (φg)∗σ(x) is
equivalent to the Patterson-Sullivan measure (restricted to the complement
of g+), and the Radon-Nikodym derivative is a continuous mapping
∂HnC \ {g
+} →]0,+∞[.
We skip the straightforward proof.
7 Hausdorff dimension of limit sets
We keep the notations and definitions of the previous section.
7.1 A lower bound for Hausdorff dimension
Let Γ be a non-elementary discrete subgroup of G = PU(1, n) (n ≥ 2). If
ΛcΓ is the set of conical limit points of Γ, the Hausdorff dimension of Λ
c
Γ,
with respect to the Gromov metric on the boundary at infinity, is equal
to δΓ. Therefore, if we denote by dimE(Λ
c
Γ) the Hausdorff dimension of
ΛcΓ, with respect to the spherical metric, the following inequalities hold:
δΓ
2
≤ dimE(Λ
c
Γ) ≤ δΓ
(lemma 26). In fact, by virtue of theorem 27, we know that
max
{
δΓ
2
, δΓ − 1
}
≤ dimE(Λ
c
Γ).
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Our aim is to make this result more precise under some mild assump-
tions. Let us sketch our argument again. There is a natural fibration on
Hn, namely the centre Z gives rise to a mapping
Hn →Hn/Z.
Now the main difference between Heisenberg metric and euclidean metric
onHn is “on the fibers”, because the quotient metrics onHn/Z are actually
the same. Fiberwise, on the other hand, we have
dE(h, h
′) = dH(h, h
′)2 (h, h′ belong to the same fiber).
What is left is to understand how the dimension along fibers and the
transversal dimension account for the dimension of Patterson-Sullivan
measure itself. In general there is no exact relation but thanks to our
“Ledrappier-Young” formula here we know that dimension is indeed ad-
ditive as far as Heisenberg metric is concerned. On the other hand when
Heisenberg space is endowed with euclidean metric, dimension is only
super-additive – which is why we only get an inequality in the end.
We now state and prove our theorem.
Theorem 37. Let Γ be a non-elementary discrete subgroup of G =
PU(1, n), Zariski-dense, with finite BMS measure. If µ is some
Patterson-Sullivan measure of exponent δΓ, then for µ-almost every ξ,
δΓ −
1
2
dim(λ,Z) ≤ dim(µ, ξ) ≤ δΓ
where the dimension is with respect to the spherical metric on the bound-
ary.
The same inequality holds if we replace dim(µ, ξ) with dimE(Λ
c
Γ).
Proof of the theorem. The theorem is a direct consequence of the following
two facts:
A. δΓ = dim(λ,Z) + dim
T(λ,N/Z)
B. dim(µ, ξ) ≥
1
2
dim(λ,Z) + dimT(λ,N/Z) for µ-almost every ξ ∈
∂HnC
which we now prove in order.
To prove fact A, we just need to recall equation 5 and prove the rela-
tion dim(λ,N) = δΓ. This holds because the Patterson-Sullivan measure
has pointwise lower dimension δΓ almost everywhere (with respect to the
Gromov metric), see [18] theorem 4.3, and because of lemmas 36 and 29.1.
We now prove fact B. Fix some compact neighbourhood B of the
identity in N . For any x ∈ X, let
νB(x) =
σ(x)|B
σ(x)(B)
and let θB(x) be the pushforward of νB(x) through the quotient mapping
pi : N → N/Z. Let us disintegrate νB(x) above θB(x):
νB(x) =
∫
d(θB(x))(v) φBv (x)
where φBv (x) is (almost surely) a Radon measure concentrated on the fiber
pi−1(v).
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We know that for λ-almost every x ∈ X, θB(x) has lower pointwise
dimension equal to dimT(λ,N/Z) almost everywhere, and φBv (x) has exact
dimension equal to dim(λ,Z), for θB(x)-almost every v ∈ N/Z. Recall
that N/Z is endowed with the quotient metric derived from Heisenberg
metric, and this metric coincides with the quotient metric derived from
euclidean metric. Also, fibers of the form pi−1(v) are endowed with the
restriction of Heisenberg metric.
Now we endow N with euclidean metric, and each fiber of the form
pi−1(v) is endowed with the restriction of euclidean metric. According
to lemma 28.2, the conditional measure piBv (x) is of exact dimension
dim(λ,Z)
2
for λ-almost every x and θB(x)-almost every v. According
to proposition 13 we deduce that the lower pointwise dimension of νB(x),
with respect to the Euclidean metric, is (almost everywhere) at least equal
to
dimT(λ,N/Z) +
1
2
dim(λ,Z). (6)
By considering an increasing sequence of compact neighbourhood of iden-
tity B1 ⊂ B2 ⊂ . . . and using lemma 29.2, we see that the pointwise lower
dimension of Patterson-Sullivan measure is almost everywhere greater
than the previous number.
In fact, we can show that the lower inequality must be strict unless Γ
is a lattice. I am grateful to the referee for pointing out and correcting a
mistake in the previous version of this proposition.
Proposition 38. Let Γ be a non-elementary discrete subgroup of G =
PU(1, n), Zariski-dense, with finite BMS measure, such that ΛΓ 6= ∂H
n
C.
Then dim(λ,Z) < 2. In particular, we get the strict inequality
δΓ − 1 < dimE(Λ
c
Γ).
Proof. Let us describe briefly the rationale behind this proposition. If
dim(λ,Z) = 2, then it is a classical fact that mBMS must in fact be Z-
invariant. This implies that the limit set mut be in some way saturated
with respect to chains (recall that the boundary of a complex geodesic
is called a chain). Since Γ is Zariski-dense, its limit set ΛΓ may not be
included in a chain, so it must really be a “big” set, and we show in fact
that it must be the whole boundary.
Now we assume that dim(λ,Z) = 2. Then it is well-known that for
mBMS-almost every x ∈ X (recall that X = Γ\G), σZ(x) must be the
Haar measure on Z, and σ(x) must then be Z-invariant. This key fact
is kind of folklore; it is proven (in slightly different languages) in [20], as
well as in [14] and [10].
This means that for almost every ξ on the boundary (with respect
to the Patterson-Sullivan measure), if we send ξ to infinity and identify
∂HnC \ {ξ} with the Heisenberg space Hn, then ΛΓ \ {ξ} is Z-invariant
when seen as a subset of Hn. Here we are using the fact that ΛΓ is the
support of the Patterson-Sullivan measure as well as lemma 36.
Let us reformulate this: for almost every ξ with respect to the
Patterson-Sullivan measure, and for every η ∈ ΛΓ \ {ξ}, the unique chain
passing through ξ and η is contained in ΛΓ.
Clearly this implies that there is some chain C that is contained in the
limit set ΛΓ. Since Γ is Zariski-dense, ΛΓ cannot be equal to C; so the
Patterson-Sullivan measure of ΛΓ \ C is > 0 (as ΛΓ is the support of the
Patterson-Sullivan measure and C is a closed subset of ΛΓ).
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Now we use the above reformulation again in order to pick some point
ξ not in C such that for any η ∈ C, the chain passing through ξ and η is
contained in ΛΓ.
Let us send ξ at infinity and look at what is going on in the Heisenberg
spaceHn. The subset L = ΛΓ\{ξ} ⊂ Hn satisfies the following properties:
• It is vertically saturated; i.e. for any h ∈ L, the translate hZ is
contained in L.
• There is some fixed vertical chain C = h0L and some point h1 not
belonging to C such that every chain passing through h1 and C is
included in L.
We finish the proof assuming that n = 2; in the general setting, one
would have to argue by induction on the dimension of the smallest k-chain
contained in the limit set ΛΓ (a k-chain is the boundary of a k-complex
geodesic).
Let us check that L = H2; we identify H2 with C ×R. In order to
simplify notations, we assume that the vertical chain Z is included in L,
and also that the point (1, 0) ∈ C×R belongs to L.
Claim. Fix some real number y. The circle with centre 1/2 + iy and
radius
√
1/4 + y2 is contained in the vertical projection of L onto
C.
Define
v0 =
1
2
+ i s0 = −2y r0 =
√
1
4
+ y2 = ‖v0‖.
For any θ ∈ [0, 2pi], let
v(θ) = v0 + r0e
iθ s(θ) = s0 − 2Im(v0v(θ)).
Then the mapping θ 7→ (v(θ), s(θ)) parametrizes the unique chain passing
through (0, s0) and (1, 0). Of course the non-trivial assertion is the fact
that this mapping does indeed parametrize a chain, see [12] equation (4.12)
page 129. This proves the claim, and we deduce that L = ∂H2C \ {ξ}.
We have shown that dim(λ,Z) = 2 implies ΛΓ = ∂H
n
C; hence the
conclusion.
Corollary 39. Let Γ be a non-elementary discrete group of G, Zariski-
dense and geometrically finite; assume furthermore that Γ is not a lattice.
Then dim(λ,Z) < 2. In particular, we get the strict inequality
δΓ − 1 < dimE(ΛΓ).
Proof. Recall that geometrical finiteness of Γ implies that the limit set
ΛΓ is the union of the conical limit set Λ
c
Γ and the parabolic limit set
ΛpΓ, the latter being countable (hence ΛΓ and Λ
c
Γ have the same Hausdorff
dimension); also, the Hausdorff dimension of the limit set ΛΓ (with respect
to the Gromov metric) is equal to the critical exponent δΓ.
Now, by the previous proposition, we know that if dim(λ,Z) = 2, the
limit set must be equal to the boundary ∂HnC; thus δΓ is equal to 2n− 1
and this implies that Γ (which is geometrically finite) is a lattice.
Before ending this paragraph, let us remark that in view of the main
result in [17], it seems likely that dim(λ,Z) should be strictly less than δΓ
when Γ is Zariski-dense (and has finite BMS measure) but I have not been
able to adapt the methods of Ledrappier and Xie to prove this result.
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7.2 Schottky subgroups in good position
We will now describe a class of Schottky subgroups of G = PU(1, n) for
which, with the notations of theorem 37, dim(λ,Z) = 0. As an immediate
corollary, the dimension of the limit set associated with such a Schottky
subgroup, with respect to the spherical metric, is equal to δΓ. Recall that
a Schottky subgroup is convex cocompact, so that any limit point is a
conical limit point.
Let W ⊂ G be a finite set of hyperbolic transformations, at least two,
and, for each w ∈ W ∪W−1, let B(w) be an open subset of ∂HnC. We
make the following assumptions:
1. If w ∈ W , then w−1 does not belong to W .
2. The closures B(w) are pairwise disjoint.
3. For any w ∈ W ∪W−1,
w
(
∂HnC \ B(w
−1)
)
⊂ B(w).
4. No chain passes through three of these open subsets B(w).
Recall that a chain is the boundary of a complex geodesic.
It is easy to construct a set W satisfying these hypotheses. First,
choose some hyperbolic isometries w′1, . . . , w
′
k such that if i 6= j, the chain
passing through the fixed points of w′i does not pass through a fixed point
of w′j . Then let wi = (w
′
i)
n (1 ≤ i ≤ k), and the set W = {w1, . . . , wk}
suits our needs, if only n is great enough.
Now let Γ be the subgroup of G generated by W . It is easy to check
that Γ is the free group of basis W , F (W ). Therefore for any element
γ ∈ Γ, we may speak of the reduced decomposition and the length of
γ (with respect to W ). We say that Γ is a Schottky subgroup in good
position.
If f ∈ Γ has reduced decomposition f = f1 · · · fp (i.e. fifi+1 6= e for
i < p and fi ∈W ∪W
−1 for i ≤ p), we denote by B(f) the set
f1 · · · fn−1B(fn).
If f, g ∈ Γ are distinct elements (not equal to identity), the sets B(f) and
B(g) have empty intersection.
If f, g ∈ Γ have reduced decomposition f1 · · · fp, g1 · · · gq respectively,
we denote by f∧g the longest word h with reduced decomposition h1 · · ·hr
such that fi = gi = hi for 1 ≤ i ≤ r. If f ∧ g is the empty word, we say
that f and g are disjoint words; on the other hand, if f ∧ g = f , we say
that f is a prefix of g. If f is a prefix of g, then B(g) ⊂ B(f).
Lemma 40. Let f, g, h ∈ Γ be such that none of them is a prefix of an
other. Then the sets B(f), B(g),B(h) are pairwise disjoints, and no chain
passes through these three sets.
Proof. We argue by contradiction. Assume C is a chain passing through
B(f), B(g) and B(h). We may assume that f ∧ g ∧ h is the empty word:
if not, we replace C with (f ∧ g ∧ h)−1C, f with (f ∧ g ∧ h)−1f , etc.
If f, g, h are pairwise disjoints, the conclusion is a direct consequence
of hypothesis 4 above.
Now assume for example that k = f ∧ g is not the empty word. Note
that k is not equal to f, g or h because none of these words is a prefix of
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an other. Then k−1C is a chain passing through B(k−1f), B(k−1g) and
B(k−1f). If l(w) is the length of the element w ∈ Γ, we have
l(k−1f) + l(k−1g) + l(k−1h) < l(f) + l(g) + l(h)
and we may argue by induction on l(f)+l(g)+l(h) to prove the lemma.
Lemma 41. Any chain contains at most two points of ΛΓ.
Proof. Since Γ is free, for any ξ ∈ ΛΓ and any integer n ≥ 1, there is a
unique word ξ(n) ∈ Γ of length n such that ξ belongs to B(ξ(n)). We let
ξ(n) = ξ1 · · · ξn, where ξi belongs to W ∪W
−1 (1 ≤ i ≤ n) and ξiξi+1 6= e.
Now assume on the contrary that ξ, η, ζ are three distinct points of ΛΓ
that belong to some chain C. Since ξ, η, ζ are different, we may find an
index n such that the three words
f = ξ1 · · · ξn, g = η1 · · · ηn, h = ζ1 · · · ζn
are pairwise different. By virtue of the previous lemma, no chain passes
through B(f), B(g) and B(h). This contradicts the fact that C does pass
through these sets.
We are now able to prove the following fact.
Proposition 42. Let Γ be a Schottky subgroup in good position of
PU(1, n) (n ≥ 2). Let λ be the BMS measure on Γ\G and recall that
Z is the centre of N . Then
dim(λ,Z) = 0.
Proof. Let σ : X →M1r (N) be the mapping obtained by disintegrating λ
along N on the right. For λ-almost every x = Γg, the support of σ(x) is
the inverse image, by the mapping φ : N → ∂HnC \ {g
−}, n 7→ (gn)+, of
the set ΛΓ \ {g
−}. For any n ∈ N , the translate nZ is the inverse image,
by φ, of the chain passing through (gn)+ and g−.
Now, for λ-almost every x = Γg, and σ(x)-almost every n ∈ N , both
points g− and (gn)+ belong to the limit set. Consequently, the chain
passing through these points does not contain any other point of ΛΓ, so
that nZ meets the support of σ(x) only at n.
In other words, σ(x) is concentrated on a Borel section of the quotient
mapping N → N/Z. Therefore, the conditional of λ along Z are Dirac
measures, and in particular dim(λ,Z) = 0.
Corollary 43. The Hausdorff dimension of ΛΓ, with respect to the spher-
ical metric, is equal to δΓ.
Before ending this paragraph, let us remark that being in good position
is not a generic condition. Indeed it is clear by definition that a Schottky
subgroup in bad position will remain so after a small perturbation, because
in the definition the sets B(w) are taken to be open. On the other hand,
being in good position is an open condition since we may replace the sets
B(w) with their closure (maybe after shrinking them a little bit).
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7.3 Discussion
First, let us discuss our hypotheses.
Zariski density is absolutely crucial. Indeed, let us say, for example,
that n = 2. Pick some one-dimensional complex geodesic H ⊂ H2C. There
is a bijective mapping φ : H → H1R onto the real hyperbolic line, such
that
d
H1
R
(φ(ξ), φ(η)) =
1
2
d
H2
C
(ξ, η)
(where the letter d denotes hyperbolic metric on both spaces). As a con-
sequence, if Γ is some uniform lattice of PSL2(C), we may identify Γ with
some discrete subgroup of PU(1, 2) with finite Bowen-Margulis-Sullivan
measure, such that δΓ = 2 and ΛΓ = H . The Hausdorff dimension of ΛΓ
with respect to the spherical metric is then equal to 1. Of course, such a
Γ is not Zariski-dense (it is contained in some conjugate of PU(1, 1)).
On the other hand, it is not clear to the author wether finiteness of the
Bowen-Margulis-Sullivan measure is a mere technical hypothesis. It would
be interesting to find out what can happen if we assume only divergence
of the Poincaré series.
Now we discuss our results and ask a few questions.
As was already mentioned in the introduction to this paper, corollary
43 has an interesting consequence: if Γ is a well-positionned Schottky
subgroup of PU(1, n), one must have
δΓ ≤ 2(n− 1).
This raises the following
Questions 2. Let Γ be some Zariski-dense Schottky subgroup of PU(1, n).
1. Does the previous inequality hold?
2. Is the Hausdorff dimension of ΛΓ with respect to the spherical metric
equal to δΓ?
3. Does the dimension of the Bowen-Margulis-Sullivan measure along
the centre Z have to be zero?
Recall that Z is the centre of the Heisenberg group. Of course, 3
implies 2 and 2 implies 1. I would like to underline the fact that these
questions are genuine, and I have absolutely no heuristics whatsoever that
would imply that any of these assertions should be considered plausible.
It is worth noting that another family of subsets of the Heisenberg
space that exhibit coincidence of dimension with respect to both Euclidean
and Heisenberg metrics was constructed by Balogh et al in [2] and [1].
Now let us pass to general, non necessarily Schottky subgroups. Let
Γ be a Zariski dense discrete subgroup of PU(1, n) with finite Bowen-
Margulis-Sullivan measure. Theorem 37 makes it plain that in order to
understand the Hausdorff dimension (with respect to the spherical metric)
of ΛΓ, one would like to be able to compute the dimension of the Bowen-
Margulis-Sullivan measure along the centre Z, dim(λ,Z). Because of the
Ledrappier-Young formula, this is equivalent to computing the dimen-
sion of the Bowen-Margulis-Sullivan measure transverse to the centre Z,
dimT(λ,N/Z). Indeed, recall that the Ledrappier-Young formula yields
δΓ = dim(λ,Z) + dim
T(λ,N/Z).
Questions 3. Let Γ be some Zariski dense discrete subgroup of PU(1, n)
with finite Bowen-Margulis-Sullivan measure. Let δΓ be the growth expo-
nent of Γ.
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1. Is it true that if δΓ ≤ 2(n− 1), then dim(λ,Z) = 0?
2. Is it true that if δΓ > 2(n− 1), then dim
T(λ,N/Z) = 2(n− 1)?
If the answer to both questions was affirmative, this would, by virtue of
theorem 37, and thanks to the formula of Balogh et al, imply the following
formula, where we denote by dimE(Λ
c
Γ) the Hausdorff dimension of the
conical limit set with respect to the spherical metric:
dimE(Λ
c
Γ) =
{
δΓ if δΓ ≤ 2(n− 1)
2(n− 1) + 1
2
(δΓ − 2(n− 1)) if δΓ > 2(n− 1)
(*)
What this (hypothetical) formula means is that the Hausdorff dimen-
sion of the (conical) limit set with respect to the spherical metric is really
as high as it can be. Geometrically, this would imply in some way that
the limit set is as nearly transverse to the centre Z as possible.
To put differently, we are asking wether there is a “transverse measure
saturation” phenomenon going on; to be more specific, does it hold that
when the growth exponent is “small” (i.e. δΓ ≤ 2(n − 1)) the transverse
measure accounts for all of the dimension (i.e. the dimension along Z is
zero), whereas as the growth exponent gets larger, the transverse measure
is in some way “saturated” (perhaps absolutely continuous with respect to
the Lebesgue measure on the quotient space N/Z) and the measure along
Z is forced to take its share of the dimension?
In pondering these questions, one should bear in mind related exam-
ples:
• In the Euclidean Rn space, if µ is some exact-dimensional (say)
probability measure of dimension δ, and if we randomly pick some
k-plane P ⊂ Rn (with respect to the standard Lebesgue measure on
the space of k-planes in Rn), then the orthogonal projection of µ
onto P has dimension
inf{δ, k}
and furthermore if we disintegrate µ above P (along the orthogonal
projection), the conditional measures have dimension 0 if δ ≤ k and
δ − k otherwise. This is basically Marstrand’s theorem, see [21] or
[8].
• Falconer’s formula giving the almost sure Hausdorff dimension of
self-affine subsets of the Euclidean space [11]. If we pretend that
when the boundary at infinity is endowed with the spherical metric,
the elements of Γ are affine transformations of the euclidean space
R
2n−2, and try and apply Falconer’s formula, in order to compute
the Hausdorff dimension of the (conical) limit set with respect to the
spherical metric, we do end up with the above formula (∗).
• In [19], Ledrappier and Lindenstrauss exhibit a related “transverse
measure saturation” phenomenon (though for some reason in that
setting the phenomenon holds only in small dimension).
I reckon that I have no idea wether there are actually non-trivial (i.e.
non lattices) Γ that satisfy δΓ > 2(n− 1). In the quaternionic hyperbolic
setting, it is known that there is in fact a gap, see [7].
Question 4. Can we find a Zariski dense discrete subgroup Γ of PU(1, n)
with finite Bowen-Margulis-Sullivan measure, that is not a lattice, and
such that
dim(λ,Z) > 0 ?
Let us note as well the following question.
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Question 5. Let Γ be some Zariski dense discrete subgroup of PU(1, n)
with finite Bowen-Margulis-Sullivan measure. Is the Hausdorff dimension
of the conical limit set with respect to the spherical measure on the bound-
ary equal to
δΓ −
1
2
dim(λ,Z) ?
This is weaker than question 3 above.
Finally, I would like to mention that in the real hyperbolic setting, I am
able to compute the dimension of the Bowen-Margulis-Sullivan measure
along (connected) subgroups of the unipotent group N (where PO(1, n) =
KAN is an Iwasawa decomposition). This stands in stark contrast to
the complex hyperbolic setting we have been looking at in this paper,
where computing dim(λ,Z) seems more difficult. The “transverse measure
saturation” phenomenon we mentioned earlier does take place in the real
hyperbolic setting. In fact this is essentially a consequence of Marstrand’s
theorem. This problem is related to a paper of Oh and Mohammadi, [22].
The reader is referred to [9].
References
[1] Zoltán M. Balogh, Regula Hoefer-Isenegger, and Jeremy T. Tyson.
Lifts of Lipschitz maps and horizontal fractals in the Heisenberg
group. Ergodic Theory Dynam. Systems, 26(3):621–651, 2006.
[2] Zoltán M. Balogh, Jeremy T. Tyson, and Ben Warhurst. Sub-
Riemannian vs. Euclidean dimension comparison and fractal geome-
try on Carnot groups. Adv. Math., 220(2):560–619, 2009.
[3] Howard Becker and Alexander S. Kechris. The descriptive set theory
of Polish group actions, volume 232 of London Mathematical Society
Lecture Note Series. Cambridge University Press, Cambridge, 1996.
[4] Yves Benoist and Jean-François Quint. Mesures stationnaires et
fermés invariants des espaces homogènes. Ann. of Math. (2),
174(2):1111–1162, 2011.
[5] Christopher J. Bishop and Peter W. Jones. Hausdorff dimension and
Kleinian groups. Acta Math., 179(1):1–39, 1997.
[6] Jianyu Chen and Yakov Pesin. Dimension of non-conformal repellers:
a survey. Nonlinearity, 23(4):R93–R114, 2010.
[7] Kevin Corlette. Hausdorff dimensions of limit sets. I. Invent. Math.,
102(3):521–541, 1990.
[8] Laurent Dufloux. Hausdorff dimension of limit
sets. Theses, Université Paris 13, October 2015.
https://hal.archives-ouvertes.fr/tel-01293924.
[9] Laurent Dufloux. Projections of Patterson-Sullivan measures and the
dichotomy of Mohammadi-Oh. preprint, 2016.
[10] M. Einsiedler and E. Lindenstrauss. Diagonal actions on locally ho-
mogeneous spaces. In Homogeneous flows, moduli spaces and arith-
metic, volume 10 of Clay Math. Proc., pages 155–241. Amer. Math.
Soc., Providence, RI, 2010.
[11] K. J. Falconer. The Hausdorff dimension of self-affine fractals. Math.
Proc. Cambridge Philos. Soc., 103(2):339–350, 1988.
34
[12] William M. Goldman. Complex hyperbolic geometry. Oxford Mathe-
matical Monographs. The Clarendon Press, Oxford University Press,
New York, 1999. Oxford Science Publications.
[13] Sa’ar Hersonsky and Frédéric Paulin. Diophantine approximation for
negatively curved manifolds. Math. Z., 241(1):181–226, 2002.
[14] M. Hochman. Dynamics on fractals and fractal distributions. ArXiv
e-prints, August 2010.
[15] A. Käenmäki, T. Rajala, and V. Suomala. Local homogeneity and
dimensions of measures. ArXiv e-prints, March 2010.
[16] F. Ledrappier and L.-S. Young. The metric entropy of diffeomor-
phisms. II. Relations between entropy, exponents and dimension.
Ann. of Math. (2), 122(3):540–574, 1985.
[17] François Ledrappier and Jian-Sheng Xie. Vanishing transverse en-
tropy in smooth ergodic theory. Ergodic Theory Dynam. Systems,
31(4):1229–1235, 2011.
[18] François Ledrappier. Entropie et principe variationnel pour le flot
géodésique en courbure négative pincée. In Géométrie ergodique, vol-
ume 43 of Monogr. Enseign. Math., pages 117–144. Enseignement
Math., Geneva, 2013.
[19] François Ledrappier and Elon Lindenstrauss. On the projections of
measures invariant under the geodesic flow. Int. Math. Res. Not.,
(9):511–526, 2003.
[20] G. A. Margulis and G. M. Tomanov. Invariant measures for actions
of unipotent groups over local fields on homogeneous spaces. Invent.
Math., 116(1-3):347–392, 1994.
[21] Pertti Mattila. Geometry of sets and measures in Euclidean spaces,
volume 44 of Cambridge Studies in Advanced Mathematics. Cam-
bridge University Press, Cambridge, 1995. Fractals and rectifiability.
[22] Amir Mohammadi and Hee Oh. Ergodicity of unipotent flows and
Kleinian groups. J. Amer. Math. Soc., 28(2):531–577, 2015.
[23] Frédéric Paulin. On the critical exponent of a discrete group of hy-
perbolic isometries. Differential Geom. Appl., 7(3):231–236, 1997.
[24] Thomas Roblin. Ergodicité et équidistribution en courbure négative.
Mém. Soc. Math. Fr. (N.S.), (95):vi+96, 2003.
[25] Bernd O. Stratmann. The exponent of convergence of Kleinian
groups; on a theorem of Bishop and Jones. In Fractal geome-
try and stochastics III, volume 57 of Progr. Probab., pages 93–107.
Birkhäuser, Basel, 2004.
[26] Peter Wingren. Concerning a real-valued continuous function on the
interval with graph of Hausdorff dimension 2. Enseign. Math. (2),
41(1-2):103–110, 1995.
[27] D. Winter. Mixing of frame flow for rank one locally symmetric
spaces and measure classification. ArXiv e-prints, March 2014.
35
