For the system of Laguerre functions {ϕ α n } we define a suitable BM O space from the atomic version of the Hardy space
1 loc weights. This result plays a decisive role in proving the boundedness of Laguerre semigroup maximal operators.
Introduction.
For α > −1, let us consider the Laguerre semigroups generated by the second order differential operators
As it is well known, the eigenfunctions of these operators are given by Let us remember that, whenever we have {ψ n } an orthonormal basis of L 2 (dµ), which members are eigenfunctions of a self-adjoint and non-negative second order differential operator L, with eigenvalues {λ n }, we can define the Heat-Diffusion Semigroup {e −tL } t>0 as e −tL f (x) = n e −tλn f, ψ n ψ n (x) and the Maximal Operator associate to this semigroup as W * f (x) = sup t>0 |e −tL f (x)|.
In [14] , [10] , [11] , [12] and [3] , among others, the behaviour on Lebesgue and weighted Lebesgue spaces of the maximal semigroup operators associated to the above Laguerre systems {ϕ respectively, has been studied.
As it was pointed out in [14] , all of the three semigroups are given by integration against explicit kernels. These kernels, near the diagonal, more precisely on the set ∆ 2 = {(x, y) ∈ R + × R + :
x 2 < y < 2x}, behave very much like the classical Weierstrass kernel, and therefore the local parts of the maximal operators end up to be bounded by the Hardy-Littlewood maximal function but localized according to that region. More generally, as it was defined in [13] , for any κ > 1, the κ-Local Hardy-Littlewood Maximal operator is given by is the set of κ-local intervals on R + .
The aim of this paper is to study the behaviour of the above maximal operators, W α , acting on appropriate versions of weighted BM O spaces. Such spaces are naturally defined as duals of the H 1 spaces introduced by Dziubański in [7] .
In fact we introduce a wider class of weighted BM O type spaces, in the spirit of those BM O considered in [8] , that includes those associated to the Laguerre semigroups, and prove some special properties in section 2. Then, in this general context, we obtain in section 3 the boundedness over those weighted BM O-like spaces of the local Hardy-Littlewood maximal function M 
provided that the weight ω satisfies the A 1 -Muckenhoupt condition only over local intervals, that is, those (a, b) with 0 < a < b < 2a. We believe that these boundedness results may be of independent interest. In sections 4, 5 and 6, we consider the particular cases of weighted BM O spaces associated to the three Laguerre systems. We are able to establish the boundedness of the maximal operators of the semigroups of each system over the corresponding spaces and under appropriate assumptions on the weight. The result concerning the continuity of the local maximal heat semigroup T * loc , obtained in section 3, turns out to be crucial. The classes of weights have a look resembling Muckenhoupt classes but weights in there may increase as any power at infinity. As an example, weights of the type 1 + x γ for any γ ∈ R are allowed in our classes.
Finally, as it was pointing out by one of the referees, two related articles by L.Cha and H.Liu have been published during the reviewing process of our manuscript. Both concern with BM O spaces associated to the Laguerre systems {ϕ α n }, α > −1/2. In [6] the authors prove the boundedness of the corresponding maximal semigroup operator on a BM O-like space, previously introduced in [5] . In fact, such space coincides with the one presented here in Section 4 for the case ω ≡ 1 and hence our result stated as Theorem 4.3 is in fact a weighted version of Theorem 3.2 of [6] . However, let us remark that their technique is different from ours in the sense that they compare this Laguerre semigroup with the one dimensional Hermite semigroup. Such relationship was discovered in [1] , where some clue estimates are obtained. Instead, our argument is based on local comparison with the classical heat semigroup and to do that we prove all the needed estimates. Let us add that also in Theorem 1 of [5] , the authors actually prove that BM O L α , as they denote it, is the dual of the Hardy space H 1 L α introduced in [7] . One ward of alert about their notation: even in [5] and in [4] the authors name the space as BM O L α , there is not an actual dependence from the parameter α, as the notation may suggests. Also we notice that from the atomic decomposition given in [7] , the corresponding Hardy spaces are all the same up to a Banach spaces isomorphism.
In this section we will introduce the notion of local A p classes of weights as well as the critical radius function and weighted versions of the BM O spaces associated to such function. Also, we will establish some basic but useful properties for them.
We start by reminding the definition of the classical BM O(R + ) space and its weighted version. Given a weight ω, we say that a locally integrable function on R + = (0, ∞) belongs to BM O(ω) if it satisfies the bounded mean oscillation condition: there exists a constant C such that
for all intervals I with closure contained in R + , where, as usual,
f (x)dx, that is the mean value of f over I. The seminorm f BM O(ω) is taken as the least value of C that satisfies (2.1). In order to obtain a normed space, those functions which differ a.e. by a constant should be considered identical.
For the heat semigroup, the kind of weights that allow to extend important properties of the operators to weighted-BM O, are those in the Muckenhoupt classes. Let us remind the definition of Muckenhoupt classes A 1 and A p , 1 < p < ∞.
• A weight ω belongs to A p (R + ), 1 < p < ∞, if there exists C > 0 such that
for any interval I ⊂⊂ R + .
• A weight ω belongs to A 1 (R + ), if there exists C > 0 such that
for any interval I ⊂⊂ R + . By inf we mean the essential infimum.
• We denote
Our new kind of BM O type spaces will be defined for a wider classes of weights, namely the local Muckenhoupt classes as the ones considered in [13] , section 6 .
To be precise, given κ > 1, a weight ω on R + , i.e. any non-negative and R + -locally integrable function, is said to belong to A p loc,κ , 1 < p < ∞, if there exists a constant C = C(κ, p) such that (2.2) holds for any B ∈ I κ , being I κ the set of κ-local intervals given by (1.5) .
Similarly, for p = 1, we say that ω ∈ A 1 loc,κ if (2.3) holds for all B ∈ I κ . The semi-norm [ω] p,κ is the least constant C(κ, p) for which (2.2) or (2.3) holds, according to p > 1 or p = 1. As usual, we denote A ∞ loc,κ = p≥1 A p loc,κ . From Proposition 6.1 of [13] , the class A p loc,κ actually does not depend on κ, and then it will be denoted just by A p loc and we shall say that ω is a local A p weight whenever ω ∈ A p loc . Nevertheless, the semi-norms [ω] p,κ still depend on κ and may increase to infinity. This is the case when ω(x) = 1 x : it is not difficult to show that ω ∈ A 2 loc,κ , for any κ, and [ω] 2,κ → ∞ when κ → ∞. In the same article, the authors established a relationship between those weights and the Local Maximal Hardy-Littlewood operator M κ loc given by (1.4). Indeed, they proved that M κ loc is of strong type (p, p), when 1 < p < ∞, and of weak type (1, 1), with respect to measure ω(x)dx, if and only if ω ∈ A p loc or ω ∈ A 1 loc , respectively. Let us point out that if ω ∈ A 1 loc , then it follows directly from definition that
for any I ∈ I κ and any measurable set S ⊂ I. Moreover, as it was shown in [13] , this property also holds for any 1 < p < ∞. We shall refer to that as the local doubling property. Lemma 2.1. Let ω ∈ A p loc , 1 ≤ p < ∞. Then, for every κ > 1, there exists a constant C κ depending on κ, p and [ω] p,κ , such that
for any I ∈ I κ and any measurable set S ⊂ I.
We introduce now the notion of critical radius function, that will be needed in the definition of our BM O spaces. Definition 1. Given a positive and continuous function τ defined on R + = (0, ∞), we say that τ is a critical radius function if
and 6) for some 0 < γ < 1 and any x, y ∈ R + . Examples of critical radius functions are, for γ < 1, τ (x) = γx, τ (x) = γ min{x, 1} and τ (x) = γ min{x,
Associated to a critical radius function we distinguish different types of intervals. Let us remark that we will always consider intervals I = B(x, R) = (x − R, x + R) such that I ⊂ R + , so we assume 0 < R < x.
• Critical interval : I = B(x, τ (x)) = (x − τ (x), x + τ (x));
• Sub-critical interval : I = B(x, R) such that 0 < R < τ (x);
• Super-critical interval : I = B(x, R) such that R > τ (x);
• λ-super-critical interval : I = B(x, R) such that R > λτ (x), where 0 < λ ≤ 1 is a fixed constant. In other words, I is a λ-super-critical interval if and only if I is super-critical for τ = λτ .
We enumerate some useful properties of τ and the related intervals. Their proofs are quite straightforward so we omit them. Proposition 2.2. Let τ satisfy (2.5) and (2.6). Then
If I is a critical or sub-critical interval for τ , then I is a κ-local interval (see (1.5) ). Moreover, if I and J are two critical or sub-critical intervals for τ such that I ∩ J = ∅, then I ∪ J is a κ 2 -local interval. c) If I is a critical interval for τ , then 
, for any x, y ∈ I ∪ J.
The following statement gives a covering of R + by means of critical intervals. We provide an elementary and constructive proof of this fact. Lemma 2.3. There exists an increasing sequence {a j } j∈Z of positive numbers such that the critical intervals I j = (a j − τ (a j ), a j + τ (a j )) are disjoint and satisfy j∈Z I j = R + .
Proof. In order to define the sequence {a j } j∈Z , we first consider j = 0 and set a 0 = 1 and
). Since τ (x) ≤ γx, for some fixed 0 < γ < 1, we have 1 − τ (1) ≥ 1 − γ > 0 and this implies I 0 ⊂⊂ R + . For j ≥ 0, we define a j+1 in order to satisfy a j+1 > a j and
In this way, the interval I j+1 is at the right of I j and they have an extreme point in common. In order to choose such a j+1 , we call a function h(x) . = x − τ (x) and a constant b . = a j + τ (a j ). Note that h is continuous and lim x→∞ h(x) = +∞, since h(x) ≥ (1 − γ)x, for any x > 0. Then, since b > h(a j ), there exists at least one y > a j such that h(y) = b. If we take a j+1 = inf {y > a j : h(y) = b}, this a j+1 will satisfy (2.8).
Now, in a similar way, we define a j−1 for j ≤ 0 such that a j−1 < a j and
For that we consider h(x) = x + τ (x) and b = a j − τ (a j ). Then, since h is continuous, lim x→0 + h(x) = 0 and 0 < b < h(a j ), we can take a j−1 = sup {0 < y < a j : h(y) = b}.
Thus, we have obtained a sequence {a j } j∈Z satisfying (2.8) and (2.9). Finally, in order to prove that {I j } cover R + , is enough to show that Analogously, if we assume lim j→−∞ a j = a > 0, making j → −∞ on (2.9) we obtain τ (a) = 0. Thus, (2.11) holds.
In the next lemma we show how to measure with a local weight λ-supercritical intervals for τ , using the covering just given. Proof. Since for any interval I ⊂⊂ R + we have I = j∈J I ∩ I j , the first inequality is trivial.
Let I = B(x 0 , R), with x 0 ∈ R + and λτ (x 0 ) ≤ R < x 0 . Suppose first that J = 1. In this case I ⊂ I j , for some j ∈ Z. Also we have ω ∈ A p loc , for some 1 ≤ p < ∞. Then, since by Proposition 2.2 b) I j is a 1+γ 1−γ -local interval, Lemma 2.1 gives us
Then, since R ≥ λτ (x 0 ) and, by Proposition 2.2 c),
, we obtain the second inequality of (2.12).
Suppose now that J = 2. Then I ⊂ I j ∪ I j+1 , for some integer j. Since, by Proposition 2.2 b) and c),
, by Lemma 2.1 we obtain again (2.12). Finally, suppose J > 2. Let us call j 0 to the first integer of J and j 1 to the last one. If j is such that j 0 < j < j 1 then I j ⊂ I and since all the I j are disjoint, we can always write
On the other hand, using again Lemma 2.1 and Proposition 2.2 we have
Analogously, ω(I j1 ) ≤ Cω(I j1−1 ) ≤ Cω(I). Therefore, from (2.13) we obtain (2.12).
Now we are ready to introduce the spaces BM O τ (ω). As we noticed, it will be in the spirit of the BM O spaces, associated to some critical radius function, introduced in [8] .
Definition 2. Let τ be a critical radius function and ω a weight in R + . We say that a real function f ∈ L 1 loc (R + ) belongs to BM O τ (ω) if there exists a constant C such that f satisfies the bounded mean oscillation condition
for any subcritical interval I (see definitions under equation (2.6) , and the bounded mean condition 15) for any critical and super-critical interval I. The norm f BM Oτ (ω) is taken as the least constant C satisfying both conditions.
Remark 2.5. Since I |f (y) − f I |dy ≤ 2 I |f (y)|dy for any interval I, we have
Remark 2.6. Notice that if we ask condition (2.15) to be true only for supercritical intervals, by continuity it will also hold for critical intervals. 
The introduction of these spaces is inspired, as we said, by the study of the right substitutes of BM O(ω) for the context of the semigroups associated to the Laguerre systems {ϕ , we obtain the proper BMO-spaces for the two other systems {L α n }. Later we will go over those particular cases and we shall study the action of the corresponding semigroup maximal operators on such spaces. Now we establish some useful properties of BM O τ (ω). The following lemma says that it is enough to check the bounded mean condition (2.15) just for critical intervals to conclude that it also holds for any supercritical interval.
Lemma 2.8. Let ω ∈ A ∞ loc and τ a critical radius function. Suppose that f , a locally integrable function on R + , satisfies
for all critical intervals I ⊂⊂ R + , where A is a constant depending on f and ω. Then, for each 0 < λ < 1, (2.17) also holds for any λ-super-critical interval, with constant CA, where C is the constant of Lemma 2.4.
Proof. Let I a λ-supercritical interval and let J = {j ∈ Z : I j ∩ I = ∅}. Since each I j is a critical interval, by hypothesis we obtain
where the last inequality arises by Lemma 2.4.
As immediate consequences we obtain:
loc (ω) such that (2.14) holds for any subcritical interval respect some critical radius function τ . Then, f ∈ BM O τ (ω) if and only if f satisfies the bounded mean condition (2.15) for any critical interval for τ .
for any λ-supercritical interval I.
We usually say that two non-negative functions f and g are equivalent, denoted f g, if there exist constants c and C such that cf (x) ≤ g(x) ≤ Cf (x) for a.e. x for which f and g are defined. Proof. Let τ τ and f ∈ BM O τ (ω). In order to obtain f ∈ BM O τ (ω), by Corollary 2.9, we only have to prove that (2.15) holds for I = B(x 0 , τ (x 0 )),
is a c-super-critical interval for τ and the result follows from Corollary 2.10.
Remark 2.12. Notice that given τ and 0 < λ < 1, λ-supercritical intervals become supercritical with respect to τ λ (x) . = λτ (x). By Corollary 2.11, we have BM O τ λ = BM O τ . But we can not move λ too many times since the BMOnorm with respect to τ λ may go to infinity. We already remark that a similar thing happens with local weights: although A p loc,κ contains the same functions for any κ > 1, we can find a weight such that the A p loc,κ -norm increase to infinity with κ (just consider ω(x) = 1 x ). For that reason, many times we will work out our proofs with the explicit values of κ and λ that we need to consider in order to get the desired results.
The following lemma extends the familiar consequence of John-Nirenberg inequality for classic BM O to the space BM O τ (ω). 
for all critical and sub-critical intervals B, ie: B = B(x 0 , R) with 0 < R ≤ τ (x 0 ), and
for all critical and super-critical intervals, ie: B = B(x 0 , R), with R ≥ τ (x 0 ).
1−γ . In [4] we have proved, given κ > 1 and a weight ω ∈ A p loc , for any r such that 1 ≤ r ≤ p , that
for any κ-local interval B. Then, Proposition 2.2 b) imply (2.18) for any critical and sub-critical interval for τ . We will prove now (2.19). Consider first
From (2.18), the first term on the right hand side is bounded by f BM Oτ (ω) . For the second term, observe that r ≤ p and ω ∈ A p loc imply ω 1−r ∈ A r loc , and then
Finally, if we consider B = B(x 0 , R) with R > τ (x 0 ), we use the result for critical intervals just proved to obtain
where J = {j ∈ Z : I j ∩ B(x 0 , R) = ∅} and {I j } is the covering by critical intervals. Then, using Lemma 2.4, we obtain (2.19).
Finally, we state a version of a very well known and useful property for functions in BM O(ω) with ω ∈ A 1 . Because of our assumption ω ∈ A 1 loc , we have to restrict the conclusion to local intervals. Its proof follows exactly with the same steps, so we omit it.
Lemma 2.14. Consider two kappalocal intervals J and J with the same center such that
In this section we will introduce the local versions of the Hardy-Littlewood Maximal function and the Heat Diffusion Maximal operator. We will establish their boundedness over BM O τ (ω) spaces. Let us remind that in the classic BMO theory, the Hardy-Littlewood Maximal function M is not bounded on BMO, since we may have Mf ≡ ∞ for some f ∈ BM O (see [2] ). Anyway, from [4] , it is already known that for ω ∈ A 
, with boundedness constant depending on κ. As we already pointed out, such spaces coincide for different values of κ (corollary 2.11) and also are particular cases of our family BM O τ , in fact they contain all of them (remark 2.7). Based on that, we will prove now a more general result. Proof. Fix κ > 1. Along the proof we assume that γ ∈ (0, 1) is such that κ > 1+γ 1−γ . Then, by Corollary 2.11, we can extend the results for any 0 < γ < 1,
ously. This, together with the boundedness of M κ loc obtained in [4] gives that M
loc . In particular, this implies that M κ loc is locally integrable and
for any interval I compactly contained in R + . On the other hand, by Corollary 2.9, it is enough to prove the bounded mean condition 1
For f 1 , we apply Hölder inequality and we use that ω ∈ A
. Then, from the equivalence of norm's inequality (2.19), (3.1) becomes true for f 1 .
As for f 2 we will prove first that for
where the supremum is taken over those J ∈ I κ such that x ∈ J and J ∩B * c = ∅. Indeed, observe that to evaluate the left hand side for some x ∈ B we only have to consider κ-local intervals J such that J ∩ B = ∅ and J ∩ B * c = ∅. In this case we have
If x J denotes the center of J, using (2.6) and (3.3) we obtain
Then by Corollary 2.10, (3.2) follows. Now, for each of those J of the supremum of (3.2), the interval J = J ∪ B, by Proposition 2.2 b), is a κ 2 -local interval. Then by (2.4), and since |J| |J |,
we have
|B| . This implies
and then (3.1) holds for f 2 .
Next we consider the local version of the classical heat-diffusion semigroup, and its associated maximal operator, T * loc , given by (1.6). As expected, it turns out that T * loc is controlled by some local Maximal Function. Such estimate together with Theorem 3.1 will help us to prove the boundedness of T * loc over BM O τ (ω). Proof. Let f a locally integrable function. We have to check that
for any x ∈ R + and s ∈ (0, 1). For fixed x and s pick the integer j 0 such that 2
On the other hand, we write
2j . Then,
since, for any j ≤ j 0 , B j ⊂ ( Proof. Let f ∈ BM O τ (ω) and B = B(x 0 , R), with x 0 ∈ R + and R > 0. We will prove first that T * loc f satisfies the bounded mean condition (2.15) for R ≥ τ (x0)
3 . For this we use Lemma 3.2, which gives T * loc M κ loc , and Theorem 3.1. Then, by Corollary 2.10, we obtain
for any 3 . Since the bounded mean condition (2.15) implies the bounded oscillation condition (2.14), it only remains to prove that
3 , and some c = c(f,
Observe that, by the above Remark, T *
and
In order to obtain (3.4), it is enough to prove for i = 1, 2, 3 that
is of strong type (2, 2) with weight ω −1 , and so is T * loc , according to Lemma 3.2. Then, using Hölder inequality, we have
where in the last inequality we have used the local doubling property of ω (Lemma 2.1) and the equivalence of norms inequality (2.18). Next we consider A 3 (x). First note that
Performing the changes of variables z = y−x √ s and z = y−x1 √ s in each integral, we obtain
16 dz .
Since x and x 1 belong to B, which is contained in B(x 0 ,
for some constant c. Then, since B * ⊂ B(x 0 , τ (x 0 )) ⊂ ( . = I 0 , which is a super-critical interval for τ , we have
for any x ∈ B, where in the last inequality we use (2.4) and that I 0 is local. Therefore, (3.5) holds for A 3 .
Finally, regarding A 2 , we will show that, for any x ∈ B,
which implies (3.5) for A 2 . Note that
where
T s (x, y) |f 2 (y)|dy,
T s (x 1 , y) |f 2 (y)|dy and
Let us call B x = ( . Therefore
Since |B x | ≤ C|x − x 1 | < C|B| and the local interval J 0 = 7 16 x 0 , 9 4 x 0 contains B x and B * we have
and we obtain (3.6) for A 21 using again (2.4). In an analogous way, we obtain the same for A 22 . We will prove now (3.6) for A 23 . First notice that B * ⊂ ( x 0 ). On the other hand, since T * is a vector valued Calderón-Zygmund operator, or also applying the mean value Theorem to T s (x, y) in the variable x, we obtain
This is actually the case for x ∈ B, x 1 ∈ B(x 0 , R 3 ) and y ∈ (B * ) c . Also, |y − x 1 | |y − x 0 | and then
Therefore, using that
Let us call B j = B(x 0 , 3 j R) and choose an integer j 0 such that 3 j0 < x0 8R ≤ 3 j0+1 . Then
Observe that, since 3R < τ (x 0 ) ≤ x0 8 , we have j 0 ≥ 1. Then we can write
The first term can be estimated as we did with A 21 (x). For the second we have
Let us note that each B j+1 is a local interval since B j0+1 ⊂ I 0 . Then, using Lemma 2.14 with J = B * = B 1 and J = B j+1 , we get
Thus, we have obtained (3.6) for A 23 (x) completing the proof of the Theorem.
If, for a given critical radius function τ , we consider, instead of T * loc , the smaller operator
we obtain the following stronger result that will be useful in the next section.
. Without loss of generality, by Corollary 2.11, we may consider γ = 1 8 . Let us fix x ∈ R + and 0 < s < 1 such that x is a Lebesgue point of ω and s ≥ τ (x)
2 . Notice that, for such x, we have inf y∈I ω(y) ≤ ω(x), for any interval I which contains x. Remember that inf represents the essential infimum. Now, choose the integer
Observe that the B k are increasing intervals and, after a certain k 1 , they are equal to ( |f (y)|dy
We will show now that each B k , for k 0 ≤ k ≤ k 1 , is a |f (y)|dy
holds for a.e. x ∈ R + and that completes the proof.
4 Weighted BMO spaces associated to the Laguerre functions {ϕ α n }.
We consider now the heat diffusion semigroup associated to the Laguerre functions {ϕ α n } given by (1.1), where α ≥ −1/2, and its associated maximal operator, W * ϕ α . In [7] , Dziubański defined in this context the Hardy Space
providing an atomic decomposition. The intervals related to the atoms of H 1 L α were asked to satisfy different conditions, according to a critical radius function:
From that it seems reasonable to introduce as suitable BMO weighted space the BM O ρ (ω) associated to the critical radius function ρ given by (4.2).
It is a straightforward verification to check that ρ satisfies
for all x and y in R + , which is condition (2.6) for γ = 1/8. Therefore, according to Proposition 2.2, any sub-critical interval for ρ is also a 9 7 -local interval.
In this section we will prove that the operator W * ϕ α preserves the BM O ρ (ω) spaces for any α ≥ −1/2, under appropriate assumptions on ω.
First we remind that, as it was shown in [14] and [3] , the semigroup maximal operator can be expressed as
where the kernel W ϕ α (s, x, y) is given by
Here, I α (z) = e −iαπ J α (iz) is the modified Bessel function (J α being the usual Bessel function, see [9] ). We will be using the following estimates for I α . For a proof see, e.g., [15] .
Lemma 4.1. For a given α > −1 we have a.
I α (z) z α , for any 0 < z ≤ 1,
As we have proved in [3] , the following estimates of the kernel W ϕ α (s, x, y) will be useful in the proof of the Theorem. On the other hand, if For a given η > −1/2 and θ ≥ 0, consider the class A η,θ 1 of those weights ω that satisfy for any δ ∈ R, provided that η ≥ 0. Now we are ready to state the main theorem of this section.
As an immediate consequence of the above result we get the following statement for power weights. 
. Let us point out that the above intervals for the power δ coincide with the limiting case p = ∞ given in Theorem 2.2 of [3] , which were shown to be optimal. To check that, it is need to replace the exponent δ by −δp in the theorem, and then let p tend to infinity.
Proof of Theorem 4.3. For T * loc , the local classic heat maximal operator, we can write W * ϕ α = T * loc + (W * ϕ α − T * loc ). According to Theorem 3.4 with τ = ρ, we only need to prove that W * ϕ α − T * loc is bounded on BM O ρ (ω). In fact we shall prove the stronger inequality
, where
So we have to prove estimate (4.6) for each term.
For the term If (x), observe that
Using the estimate of Lemma 4.2 we have 
Therefore,
To take care of A ∞ term we first check that a weight in our class satisfies the inequality
for any positive a and b such that b ≥ 2a. Indeed,
Now we use (4.5) for the interval (a, b) to obtain
Next, using the symmetry of the kernel (4.4) and Lemma 4.2, we can estimate
|f (y)|dy for some positive constant . Now, for a fixed s with 0 < s < 1 we consider the intervals
Note that J k,s are 1/3-supercritical for ρ and also local intervals. Thus we have
where in the last inequality we have used (2.3), since ω ∈ A 1 loc and J k is a 2-local interval.
By our choice of k 0 , we have that
Since the series
k , being α + 1 > 0, is convergent we get that the desired inequality (4.6) holds also for A ∞ . Now, let us note that W ϕ α (s, x, y) T s (x, y), for any 0 < s < 1 and 0 < x, y < ∞. This follows easily using the estimates for the Bessel functions of Lemma 4.1. Then, both IIf (x) and IV f (x) are controlled by T * loc,ρ |f |(x), where this operator have been defined in (3.7). Since f ∈ BM O ρ (ω) implies |f | ∈ BM O ρ (ω), Proposition 3.5 gives us Let us write
We want to prove that
for any 0 < s < ρ(x) 2 and i = 1, 2, 3.
Consider first Ω 1 (s, x, y). If we take, for fixed x and y, the function h(t) =
, we have, from (1.7) and (4.8) , that Φ clas (s, x, y) = h s 1+s 2 and T s (x, y) = h(s). Then, the mean value theorem for h in [s,
with C independent of x and y. Also, using that Φ α bes (s, x, y) ≤ C and Φ err (s, x, y) ≤ e Setting I x = ( x 2 , 2x) and noting that I x is super-critical for ρ and also a 4-local interval, we obtain
Therefore (4.11) holds for i = 1 using that x is a Lebesgue point of ω.
On the other hand, we have
Since x 2 < y < 2x and 0 < s < ρ(x) 2 , which implies 0 < s < ). Then, from (4.9) and Lemma 4.1 c., we obtain (4.12) for Ω 2 (s, x, y) and hence (4.11) .
Consider now i = 3. We can write
= Ω 31 (s, x, y) + Ω 32 (s, x, y).
For the first of those kernels, since y x and s < Finally, for the kernel Ω 32 (s, x, y), by the mean value theorem and using y x we have
x and we get that also Ω 32 (s, x, y) ≤ |f (y)|dy
|f (y)|dy
|f (y)|dy. (4.13)
loc and x is a Lebesgue point of ω, we can bound the term in the middle by a constant times f BM Oρ(ω) ω(x).
For the first term we can write |f (y)|dy, (4.14)
where k 0 is an integer that satisfies
8x . That is, we choose k 0 such that k 0 < 4x Plugging this estimate into (4.14), we obtain the desired inequality for the first term of (4.13).
Finally, for the third term of (4.13), we choose an integer k 1 ≥ 1 such that x + k1 8x < 2x ≤ x + k1+1 8x (or equivalently, k 1 < 8x 2 ≤ k 1 + 1) and, analogously as we did with the first term, we obtain 
x is a super-critical interval for ρ and since it is also local we may proceed as above arriving to the same estimate.
Altogether we get
The proof of the Theorem is now complete.
5 Weighted BM O spaces associated to the Laguerre functions {L α n }.
In this section we introduce BM O σ , the BMO spaces related to the Laguerre functions {L α n }. We will prove the boundedness over those spaces of the maximal operator using the relationship between the systems {L [7] , Dziubański also considered the Hardy type space
providing an atomic decomposition. The suitable weighted BMO spaces for the systems {L α n } arises from Definition 2 when the critical radius function is σ(x) = 1 8 min{x, 1}. It is not difficult to prove that σ satisfies the critical radius condition (2.6) with γ = 1/8, that is 
For the proof of this theorem, let us note that, from definitions (1.1) and (1.2), there exists a relationship between the Laguerre functions ϕ α n and L α n , namely
In [3] it has been shown that W * L α can be expressed as
This equality suggests that the result for W * L α of Theorem 5.1 could be derived from the analogous one for W * ϕ α (see Theorem 4.3). Based on (5.2), we define a linear transformation R acting on measurable functions defined on R + = (0, ∞) as follows
Clearly, R is an isomorphism in L 1 loc (0, ∞) and its inverse is given by
For this operator we have the the following transference result. For the proof, we will use the following lemma.
Proof. Let us remind that ρ(x) = . Let us call
and this implies
and then
Therefore, I is a , and let us call I = (a 2 , b 2 ) Then
a+b and then
Therefore, I is a super-critical interval for σ.
Proof of Proposition 5.3. Let ω ∈ A 1 loc and υ = Rω, given by (5.4). Assume I = (a, b) a κ-local interval. Since
we have that
where we have used
On the other hand,
where we have used (5.9) for the critical interval (a, a * ).
Since υ ∈ A Thus, we obtain that II satisfies the desired inequality (5.8).
The proof that R 
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Weighted BM O spaces associated to the Laguerre functions { α n }.
In this section we consider the weighted BMO spaces related to the Laguerre functions { α n } given by (1.3). We will prove the boundedness over those spaces of the maximal operator using the results of the previous section. Regarding the appropriate BM O space for this system, the critical radius function is the same as in the previous section, namely, σ(x) = 1 8 min{x, 1}. However, the class of weights will be different, since the system { α n } is orthonormal with respect to the measure µ, with dµ = x α dx. For a measure µ on R + let us introduce the more general classes A holds for any interval I = (a, b) ⊂ R + . Here, with "sup" we denote the essential supremum with respect to the measure µ.
Let us notice that when µ is the Lebesgue measure we obtain the classes A holds for any interval I = (a, b) contained in (0, ∞). Then, the maximal operator W * α is bounded on BM O σ (ω). Proof. We first observe that if for ω satisfying (6.3) we set υ(x) = ω(x)x α/2 , then υ belongs to A 1,∞ α/2 and because of Theorem 5.1 we know that W * L α is bounded in BM O σ (υ). Now, if we define the transformation S(f )(x) = f (x)x α/2 , in view of (6.1), we have that W * α = S −1 • W * L α • S and also, according to the above definition, υ = S(ω).
Therefore, it suffices to show that S is an isomorphism of Banach spaces between BM O σ (ω) and BM O σ (υ).
We shall give the details only for the boundedness of S. Indeed, assume that f ∈ BM O σ (ω) and let us prove that Notice that choosing c I = a α/2 f I , it easily follows that A f BM Oσ(ω) . As for B we observe that to estimate the integrand we can make use of the mean value theorem since the interval I = (a, b) is such that 0 < a < b < 2a and hence In this way we arrive to
But, if we callĨ to the interval (a, 2a), we get
Finally, as it is clear from inequality (6.3), ω is in A 1 loc and then is doubling over local intervals, so we have ω(Ĩ) ≤ Cω(I) |Ĩ| |I| , leading to the desired inequality for B.
As it is easy to check either directly from (6.3) or through Corollary 5.2, the range for power weights x δ is in this case −α − 1 < δ ≤ 0, that is, the same power weights that belong to A 1 (x α dx).
