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Abstract—Quantitative risk management, particularly volatility forecasting, is critically important to traders, portfolio managers as well
as policy makers. In this paper, we applied quantum reservoir computing for forecasting VIX (the CBOE volatility index), a highly
non-linear and memory intensive ‘real-life’ signal that is driven by market dynamics and trader psychology and cannot be expressed by
a deterministic equation. As a first step, we lay out the systematic design considerations for using a NISQ reservoir as a computing
engine (which should be useful for practitioners). We then show how to experimentally evaluate the memory capacity of various
reservoir topologies (using IBM-Q’s Rochester device) to identify the configuration with maximum memory capacity. Once the optimal
design is selected, the forecast is produced by a linear combination of the average spin of a 6-qubit quantum register trained using VIX
and SPX data from year 1990 onwards. We test the forecast performance over the sub-prime mortgage crisis period (Dec 2007 - Jun
2009). Our results show a remarkable ability to predict the volatility during the Great Recession using today’s NISQs.
Index Terms—Quantum Machine Learning, NISQ, Risk Management, Volatility, Reservoir Design, Memory Capacity
F
1 INTRODUCTION
C LASSICAL digital computers based on von-Neumannarchitectures do not co-locate processor and memory
units which causes an intrinsic limit in processing speed
called the von-Neumann bottleneck. In today’s computing
landscape many applications are rapidly growing in scale:
scientific computing, machine learning and financial anal-
ysis require information processing at ultra high speeds
or with low energy consumption or rely on tasks which
are hard to code using standard programming methods.
To bridge the gap between computing power and memory
access, many turn to the design of the human brain for moti-
vation. It is one of the most complicated, effective dynamical
system for computing known to us and mammalian brain
dynamics have inspired the field of Reservoir Computing
(RC) [1].
RC provides a detailed but flexible road map towards
using ‘signal driven dynamical systems’ to process infor-
mation with non-von Neumann architectures. They derive
their computational capacity from their exponentially large
state space and are useful in providing alternatives to deep
learning that are low energy, computationally simple yet
performance wise comparable. They are capable of both
one-shot and continuous online learning and excel at non-
linear function approximation tasks. RC systems have been
utilized in many different applications (see recent reviews
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in [2], [3]).
In the quest for building analog systems that perform
high level information processing, reservoirs can be con-
structed from many different dynamical systems including
automata networks [4], opto-electric systems [5] and mem-
ristive systems [6]). Quantum dynamical systems are natural
candidates for constructing effective reservoirs. In a recent
work [7], quantum spin systems were used to construct a
quantum reservoir and used for predicting nonlinear time
series. A related set of studies were carried out in [8],
[9] using superconducting qubits and these studies have
developed a theoretical underpinning behind the ability to
use dissipative quantum systems as quantum counterpart to
approximating non-linear input-output maps using classical
dynamical systems.
In this paper, we have designed and implemented a
quantum reservoir using the noisy transitions of supercon-
ducting qubits driven by a time-dependent input signal. Our
approach to the task of nonlinear time series modeling is
comparable to [8], [9] with several significant differences:
• We implement systematic design considerations for
using a NISQ reservoir as a computing engine which
should be useful for practitioners.
• We address the question of evaluating the memory
capacity of various reservoir topologies and how to
select the optimal one.
• We handle the case of a ‘real-life signal’ that cannot
be expressed by an analytical deterministic equation.
VIX (see Section 2) is intrinsically related to market
fluctuations and trader psychology.
Section 2 details the problem statement addressed in this
paper more precisely. Section 3 briefly introduces the subject
of quantum reservoir computing. Section 4 lays out the
systematic design considerations for using a NISQ reservoir
as a computing engine. Section 5 characterizes the mem-
ory capacity with respect to possible network topologies.
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2Section 6 benchmarks the optimal reservoir using the indus-
try standard NARMA task. Section 7 deploys the optimal
reservoir towards volatility forecasting. Section 8 concludes
with a perspective on opportunities of quantum machine
learning in finance and a summary of contributions of this
paper.
2 BACKGROUND AND APPLICATION CONTEXT
If lessons had been learned from previous financial crises,
the mortgage meltdown of 2008 could have been avoided.
But finance industry is driven by short term gains and
and history keeps repeating itself (see [10] for an excellent
discussion on this phenomenon which has significant social
costs). Machine learning based AI could do a better job at
‘learning’. However, data is massive and the intricacies of
what we call memory are many. Memory needs to be long as
well as fading to be useful. The other extreme where no risk
is taken due to a few past experiences will bring capitalism
to a halt. Hence, the critical importance of risk estimation.
Fig. 1. Plot showing the time evolution of the S&P500 Index between
Jan 1990 and Mar 2020.
Risk in finance is typically measured in terms of volatil-
ity of returns (or close analogues like Value at Risk). See [11]
for a treatment on this topic. Risk can be unconditional (such
as 30-day rolling standard deviation of SPX returns or Value-
at-Risk) or conditional (such as Expected Shortfall which
is defined as the average loss given the loss has crossed a
certain threshold).
The observed price of options in the markets can help
impute the implied volatility such as using the classical
Black Scholes model. However, this model assumes a time-
independent (constant) volatility. Empirically, economists
have confirmed that volatility is not time-independent but
varies with time. It has an element of randomness in it and
hence is sometimes called stochastic volatility. Such stochas-
tic models significantly improve the prediction accuracy
against values observed in the market and are thus precious
in asset pricing (for traders) and asset management (for risk
managers).
Modern finance practitioners prefer using VIX for risk
estimation (instead of the Black Scholes implied constant
volatility). VIX is the ticker symbol for CBOE’s (Chicago
Board Options Exchange) Volatility Index. It represents the
market’s expectation of volatility in the near future as im-
plied by SPX index options data. It is also known as the
Fig. 2. Plot showing the corresponding time-series for the VIX Index.
fear index or the fear gauge. It’s value denotes the expected
annualized change in the SPX 500 index over the following
30 days. See [12] for the detailed methodology. In short, it
is calculated using the CBOE-traded SPX options whose
expiration falls within next 23 days and 37 days. Only
those options qualify which have a non-zero bid-ask. It is
disseminated by CBOE on a real-time basis. A few stylized
facts about the VIX series:
Fig. 3. Scatter plot between the daily percentage change in SPX and
daily percentage change in VIX. It should be evident that change in SPX
is correlated (negatively) with change in VIX. This is why we use SPX
as the main input to the reservoir for VIX forecasting in Section 7.
• VIX is always positive (as it is derived from option
implied volatility which can never go negative).
• In the date range for which VIX is available (Jan
2, 1990 - Mar 24, 2020 as of writing this paper), it
averaged around 19. It hit an all time peak of 82.69
on March 16, 2020. The previous maximum value of
80.86 was reached on Nov 20, 2008, at the peak of the
mortgage crisis (about eight weeks after the collapse
of Lehman Brothers).
• ∆VIX(t) = VIX(t) - VIX(t-1) is highly correlated with
∆SPX(t) = SPX(t)-SPX(t-1). The scatter plot is shown
in Fig. 3. The correlation coefficient is approximately
−0.74 over the entire history (it is much higher dur-
ing times of crisis). See [13] and [14] for a discussion
on why SPX is the primary driver of VIX.
3• VIX spikes more when SPX suffers a high negative
shock compared to a positive shock of same mag-
nitude. This is referred to as asymmetric volatility
in literature and ultimately arises due to human
psychology reasons.
• VIX exhibits volatility clustering i.e. volatility is per-
sistently high during times of high uncertainty and
persistently low during times of more certainty.
In this paper, we focus on the question of how can we
build optimal reservoirs using today’s NISQs for the task
of VIX forecasting. Having built our optimal reservoir, we
will quantify the computational performance using the last
recession as the test case.
3 QUANTUM RESERVOIR COMPUTING
Classical reservoir computing relies on a reservoir of ran-
domly connected oscillators. The connections between the
oscillators in the reservoir are not trained. In this compu-
tational framework, inputs are mapped to a high dimen-
sional space and the output from the high dimensional state
is trained to predict the desired function using a simple
method like linear regression. RC using a simple readout
is suited to low-cost real-time computing history dependent
dynamical responses to external inputs. If ~x(n) denote the
reservoir state vector, then :
~x(n) =

x0(n)
x1(n)
...
xN−1(n)
 (1)
where each xi represents the state of a node in the reservoir.
This state vector undergoes a non-linear evolution in time.
Quantum Reservoir Computing (QRC) is a new, alter-
native paradigm for information processing using quantum
physics. It exploits natural quantum dynamics of ensem-
ble systems for machine learning. The key is to find an
appropriate form of physics that exhibits rich dynamics,
thereby allowing us to outsource a part of the computation.
There have been several applications of QRC most notably
time-dependent signal processing, speech recognition, NLP,
sequential motor control of robots, and stock market pre-
dictions. QRC does not require any sophisticated quantum
gate (natural dynamics is enough). Thus it exhibits high fea-
sibility. Numerical experiments show that quantum systems
consisting of 57 qubits possess computational capabilities
comparable to conventional recurrent neural networks of
100 to 500 nodes [15]. We thus decided to use a 6-qubit
set up using IBMQ’s Rochester device to build our NISQ
reservoir.
In IBM Qiskit [24], a general U3 rotation gate imple-
ments:
U3(θ, φ, λ) =
(
cos( θ2 ) −eiλ sin( θ2 )
eiφ sin( θ2 ) e
iλ+iφ cos( θ2 )
)
(2)
The state prepared by applying an ideal single rotation
gate to the initial zero-qubit register is a function of the
rotation parameters:
|ψ(θ, φ, λ)〉 = [U3(θ, φ, λ)⊗ I⊗(n−1)] |0〉⊗n (3)
Fig. 4. A schematic of a Quantum Reservoir Computer that utilizes
rotation gates for spin dynamics based information processing.
In this approach, we do not fully measure the quantum
state. In other words, we do not fully quantify the quantum
state by running a set of tomographic measurements (e.g.
any complex phase information is lost). Rather we just
project the state onto the z-bases and return a probability
distribution over the basis states:
p(|x〉) = 〈x|ψ〉 (4)
For a simple 1-qubit example (with ideal gates and no
state preparation or measurement error):
〈Sz(θ, φ, λ)〉 = | 〈0|ψ(θ, φ, λ)〉 |2 − | 〈1|ψ(θ, φ, λ)〉 |2 (5)
In our 6-qubit setup, we are defining the spins of individ-
ual qubits by marginalizing the returned count distribution:
|ψ(θ, φ, λ)〉 =[U03 (θ0, φ, λ)⊗ U13 (θ1, φ, λ)
⊗ U23 (θ2, φ, λ)⊗ U33 (θ3, φ, λ)
⊗ U43 (θ4, φ, λ)⊗ U53 (θ5, φ, λ)] |0〉⊗6
(6)
However, since these are NISQ devices there is always
the probability that:
• there are small shifts in the implemented angles. In
other words, the qubit is rotated by (θ+δθ, φ+δφ, λ+
δλ)
• the qubit register is not perfectly prepared in the state
|0〉 but instead starts from an already mixed state
|0〉+ eiδ |1〉
• the measurement of the qubits causes an incorrect
readout i.e. instead of |0〉 , |1〉 is measured and vice-
versa.
Now that we have discussed the theoretical basics, in the
next section we will discuss some of the design considera-
tions for an effective quantum reservoir.
4 DESIGN CONSIDERATIONS
DiVincenzo in [38] lists five basic criterion for the phys-
ical realization of circuit-based quantum computation: a
scalable physical system with well-characterized qubits,
ability to initialize to a simple fiducial state, long relevant
decoherence times a universal set of quantum gates and
a qubit-specific measurement ability. What are the suffi-
cient criterion for non-von-Neumann architectures like the
brain-inspired quantum reservoir computers? We do not
4know yet. Unlike traditional neural networks and deep-
learning based architectures, we do not fully understand
the guiding principles of quantum reservoir design for high-
performance information processing.
Leveraging the work of several researchers in this field
and based on our own studies, we lay out the considerations
which seem to matter the most when using a NISQ reservoir
for time-series forecasting (see Table 1).
Design Consideration Criticality
1. Synchronization Very High
2. Reservoir Dimensionality High
3. Adequate Memory High
4. Response Separability High
5. Adequate Non-linearity High
6. Edge Density Medium
7. Feedback Strength Medium
8. Noise induced regularization Medium
TABLE 1
Eight design considerations for effectively using NISQ reservoirs as
universal function approximators.
1) Common Signal Induced Synchronization
If the reservoir has two different initial state s(t0) and
sˆ(t0), then, if provided with the same input stimuli
{u(t)}t≥t0 , it must satisfy
||s(t)− sˆ(t)|| → 0 as t→∞ (7)
Another way of stating this is that the reservoir must
have Fading Memory: the outputs of the dynamical
system should stay close if the corresponding input are
close in recent times. See [16] for a detailed discussion.
This can be viewed as a consistency or convergence
criterion. This ensures that any computation performed
by the NISQ reservoir is independent of its initial
condition. This is also know as echo state property in
literature. In terms of implication for the NISQ architec-
ture, the architecture must be tested for results stability
and reproducibility.
2) Reservoir Dimensionality
Reservoir should have adequate (preferably exponen-
tial in number of nodes) linearly independent internal
variables. The number of linearly independent vari-
ables of the NISQ reservoir (the Hilbert Space dimen-
sion) gives an upper limit on the computational capac-
ity. As noted in [17] prediction becomes better as you
increase the number of nodes in the system. In terms of
implication for the NISQ architecture, bigger is better
assuming high dimensional readout is possible (beware
of the sampling problem though i.e. when the number
of states become too large, 8192 shots (the current IBM
limit) may not be enough to populate all states). A
larger device like Rochester (with 53 qubits) can be
expected to have almost perfect prediction quality.
3) Adequate Memory
Reservoir with proper parameters can have memory of
past inputs. See for example [18] for a discussion. First
let’s understand how memory manifests in a dynamical
system. Suppose u(t) and uˆ(t) are two time series
which are same everywhere except a small perturbation
at t = t0 − 1. This means:
uˆ(t0 − 1) = u(t0 − 1) + ∆, for t = t0 − 1 (8)
uˆ(t) = u(t), for all t 6= t0 − 1 (9)
When we feed u(t) or uˆ(t) into the NISQ reservoir, we
get the spin time series {s(t)} and {sˆ(t)} respectively
(let’s consider a one qubit reservoir for simplicity). Let
δS(t) denote the difference between the outputs s(t)
and sˆ(t) i.e.
δs(t) = s(t)− sˆ(t) (10)
We say the reservoir has memory when δs(t) and δs(0)
are related i.e. δs(t) can provide information about
δs(0). The stronger the mutual information between
δs(t) and δs(0), stronger is the memory capacity. See
[16] for formal proof. A linear circuit has stronger
memory capacity as δs(t) as strongly correlated with
δs(0). Thus high degree of linearity is more suitable
for forecasting tasks which need to recall historical
patterns. This implies that to introduce linear elements
in the NISQ reservoir we will need to introduce ‘self-
loops’ in the spin-system.
4) Response Separability
The separation property is the reservoir’s capability to
generate dynamics sufficiently rich that can can distin-
guish between any two different input sequences.
This is important because it is not enough that the reser-
voir is excitable by the input sequence you care about.
It should be excitable by any distinguishable inputs
and the (input history dependent) response should be
adequately distinguishable. See [3] for a discussion.
In terms of implication for the NISQ architecture, quan-
tum noise induced inessential small fluctuations will
impose a natural limit on the input signals that can be
resolved.
5) Adequate Non-linearity
Non-linearity is required for effective functioning of
reservoir computers to address the ’linearly inseparable
problem’. See [19] for a discussion. A non-linear trans-
formation is mandatory for tasks such as classification
by support vector machines. This property turns out to
be crucial for achieving general computing. However,
non-linearity also degrades memory. Thus a careful
trade-off is required between the linear and non-linear
elements of the circuit.
6) Edge Density
Edge density is a system level metric (as opposed to
node level metric) that is an important driver of the
predictive power achieved by a NISQ reservoir. See
[16] for a discussion on how heightened non-linearity
in the system due to increased connectivity leads to
memory capacity degradation. See Fig. 7 for a 6-qubit
case example of reservoirs of increasing edge density.
We quantitatively define edge density as the ratio of the
total number of edges present in the reservoir configu-
ration to the total number of possible edges. Note that
an edge is not necessarily a physical gate (like CNOT)
5between two nodes. If the output of one qubit is directly
used (e.g. in a hybrid quantum-classical algorithm) by
another qubit (say for calculating the angle for rotation
gate), then that counts as a (directional) edge between
them.
7) Feedback Strength
To be an effective forecasting engine, the NISQ reservoir
has to strike a balance between two competing aims:
memorizing past patterns (which is related to over-fit
reduction) and reducing mean square error (which is
related to fit accuracy). The former requirement asks
for the ‘state signal’ to play a dominant role (as the
reservoir memorizes through the time evolution of its
quantum spin state) while the latter pushes the ‘incom-
ing signal pattern’ to have more weighting. This tunable
parameter can be used in the system evolution speci-
fication. An an example, for our volatility forecasting
problem we see a strong positive correlation between
the feedback strength and the predictive power of the
reservoir (probably due to the memory intensive nature
of the VIX time-series).
8) Noise induced regularization
It is well-known that it is possible to use dissipative
quantum systems as universal function approximators
for temporal information processing even in the pres-
ence of noise. NISQs today are noisy by definition.
There are three main sources of noise: decoherence, gate
errors and readout error (Fig. 5).
Fig. 5. Fluctuations in the T1 time for a specific qubit of the IBMQ device.
Such fluctuations contribute to readout errors that can prove beneficial
for the learning.
But such noise can be beneficial in machine learning
related information processing tasks. It plays a role akin
to regularization [20]. The phrase ‘to regularize’ means
‘to make more acceptable’. Function approximators be-
come more acceptable when they ‘train’ on ’noisy’ data
and thereby avoid over-fitting. Thus noise induced reg-
ularization helps NISQ reservoirs to be ‘well-behaved’
and avoid taking extreme values in forecasting related
tasks.
5 CHARACTERIZATION
Designing efficient reservoirs for noisy information pro-
cessing involves balancing linear and non-linear transfor-
mations. Non-linear transformations are needed to map
linearly inseparable input signals into linearly separable
spaces. However, introducing non-linearity into reservoir
dynamics degrades memory (see [2]). Linear dynamics on
the other hand helps store memory but is obviously useless
for non-linear transformation. Thus the question becomes
what is that optimal sweet spot at which memory and non-
linearity (via edge density and feedback strength) reinforce
each other in a NISQ reservoir. The optimal mixture de-
pends on how much memory and/or non-linearity the task
requires and could require a mixture of linear and non-linear
activation functions.
…
…
…
(a)
(b)
(c)
(d)
Fig. 6. Sequence of reservoir complexity circuits: (a) The zeroth circuit
is always an empty graph on N qubits, (b) The first (N ) circuits are
generated by adding self-loops, (c) The next (N ) circuits are generated
by connecting the qubits into a simple cycle, (d) The remaining (M )
circuits are generated by adding all internal edges to fully connect all N
qubits.
In this section, we show how to characterize the mem-
ory capacity of a six-qubit NISQ reservoir with respect to
possible network topologies. Fig. 7 is the primary result
which shows that a specific topology complexity has the
maximum memory capacity. The x-axis represents the reser-
voir configurations in increasing order of complexity. The y-
axis is the memory capacity observed. The peak is observed
in index 6 which corresponds to the configuration that has
self-loops on 5 qubits (no self-loops on 6th qubit) and no
interconnecting edges. We take this configuration as our
optimal NISQ reservoir which exhibits maximum Memory
Capacity. This topology is then chosen for benchmarking
against best-in-class six-qubit circuits found in literature and
the volatility forecasting application in subsequent sections.
Rest of this section explains this key result in details.
The purpose of our characterization experiment has a
very narrow scope: to quantify the memory capacity. Based
on the characterization, we will choose the optimal NISQ
reservoir which will have maximum memory capacity.
Next we will quantify the term ’memory capacity’ fol-
6Fig. 7. How the memory capacity varies with reservoir complexity for
a 6-qubit reservoir. Plot shows that there exists an optimal configuration
where the memory capacity is maximum. The optimal reservoir had self-
loops on all qubits except one. The optimal configuration chosen for our
application is shown as an inset.
lowing [7]. It is defined as:
MC =
120∑
τ=1
MFτ
MFτ =
cov2(yk, yˆk)
σ2(yk)σ2(yˆk)
(11)
Here, yˆk is the forecast, yk = uk−d is the target (while
training) and uk is a random sequence ranged in [0, 1].
Intuitively, given some non-linear function, the reservoir
needs to:
1) predict the function τ steps ahead
2) approximate the function as closely as possible (in
mean-square error sense)
A reservoir has higher memory capacity when it is better at
both of these tasks. We must recognize the inherent friction
in the two aims namely, if τ is too large, the co-variance
term will suffer. A reservoir with higher memory capacity is
superior to a reservoir with lower memory capacity in the
context of the forecasting task.
To characterize memory capacity as a function of recur-
rent connections in a quantum bath we use a sequential
construction of 1 +N + N(N−1)2 circuits in increasing order
of network connectivity (and hence complexity). The zeroth
circuit in the sequence is an empty graph on N vertices. The
next N terms in the sequence are sequentially constructed
by adding self-loops to each vertex. The next N terms are
sequentially constructed by connection the N vertices into
a simple cycle. Finally the remaining terms of the sequence
are constructed by sequentially connecting vertices until the
final circuit is a fully connected graph with N self-loops.
We choose six qubits for our study to enable us to
benchmark with 6-qubits systems studied by others such as
in [15]. For a 6 qubit system, 22 configurations are possible
( see Fig. 7 ).
Following guidance from [2] we used an independent
and identically distributed uniform random series to elimi-
nate any structure in the inputs (thereby characterizing the
memory capacity in an unbiased way).
We used IBM-Q’s 53 qubit Rochester device (Fig. 8,
specifically, the qubits labelled 34, 35, 36, 40, 46, and 47 (the
ones with the lowest error rates as published by IBM). Each
Fig. 8. The qubit layout of IBM’s 52-qubit backend
ibmq_rochester consists of overlapping 10 qubit cycles.
quantum measurement was performed using 8192 shots.
The input signal (of length 240) was fed to the quantum
reservoir six values at a time using a sliding window. This
input signal combined with the current reservoir spin state
to produce six rotation angle values for each of the six qubits
in the quantum register. The output at each time step is the
average spin of the six qubits measured along the z-axis.
These six values get linearly combined (using an optimized
weight vector) to generate the prediction at time t+1. Based
on the predicted vs actual signal, the memory capacity is
calculated (using the definition discussed before) for each
configuration (we conducted the experiment 30 times for
each configuration and the average memory capacity value
was used). Note that this is a simulation experiment using
the noise model for Rochester as provided by IBM (unlike
in Section 7 where the real device is used).
Fig. 9. How the memory capacity varies with reservoir complexity for
a 8-qubit reservoir. Plot shows that there exists an optimal configuration
where the memory capacity is maximum. The optimal reservoir had self-
loops on all qubits except one.
Just to emphasize that this characteristic shape is not
some random data quirk, we also repeated the same ex-
7periment for 8 qubit NISQ reservoirs as shown in the third
plot of Fig. 9.
Fig. 10. Mean square error reduces with the number of self-loops.
There are three underlying drivers for this observed
peak:
1) Linear nodes increase memory capacity
Linear nodes are nodes with linear activation function
such as
φ(st+1) = ast + b (12)
The linearity is with respect to the state of the system
(aka qubit spin). Thus self-loops which are the qubit
configurations where the output of qubit m at time t (st)
is utilized to calculate the angle for the rotation gates at
time t and produce the average spin at time t + 1 i.e.
st+1 are linear nodes. See Section 4 and also [16] for
a detailed discussion on how linear elements enhance
memory capacity. For configuration sequences 1 to 7,
there is a steady increase in number of self-loops but
after that the nodal activation functions become non-
linear and degrade memory. Fig. 10 shows the results
of an explicit experiment of increasing memory capacity
with number of linear elements.
Fig. 11. Spin-state feedback strength is positively correlated with mem-
ory capacity.
2) Spin-state feedback strength increases memory capacity
The strength of the “current reservoir state signal”
relative to the incoming input signal plays a role as
well. The state of the reservoir remembers history of
the incoming signal. A higher weighting on it increases
memory capacity as seen from Fig. 11.
3) Higher edge density degrades memory
Edge density is related to the degree of intra-qubit
connectivity. A dense graph is “more” non-linear than
a sparse graph. It is well-documented in literature that
higher non-linearity degrades memory. This is also
evident from Fig. 12. Thus, in Fig. 7, as the reservoir
complexity increases, we expect the memory capacity
to degrade.
Fig. 12. There is a strong dependence between memory capacity and
the intra-qubit edge density. Together with Fig. 10 and Fig. 11, this plot
helps to get intuition behind the existence of an optimal peak in Fig. 7.
6 PERFORMANCE BENCHMARKING
Recent studies have looked at quantum reservoir perfor-
mance on known benchmark known as the NARMA-n
series. Here, we report on the performance of our circuits
on the NARMA5 benchmark series.
Fig. 13. NISQ Reservoir Benchmarking: Sequence of length 5000 used.
NARMA stands for Non-linear Auto-regressive Moving
Average. This test is preferred by the RNN (Recurrent
Neural Networks) research community. It is a challenging
machine learning task with high degree of non-linearity
and significant memory requirements (aka dependence on
long time lags). We compare the performance of our quan-
tum reservoir construction to those used in [15] using the
8NARMA5 series. Points in the NARAM5 series are gener-
ated from {vt} which is a temporal sequence that evolves
per the following rule:
vt+1 =αvt + βvt(vt + vt−1 + vt−2 + vt−3 + vt−4)+
γst−4st + δ
(13)
where
α = 0.30
β = 0.05
γ = 1.50
δ = 0.10
µ = 0.10
(14)
and
st = µ
[
sin
2pif0t
T
sin
2pif1t
T
sin
2pif2t
T
+ 1
]
, (15)
with f0 = 2.11, f1 = 3.73, f2 = 4.11, T = 100. These
parameter values are specified in [15].
The task is to predict vt+1 given information till time t.
We generated a sequence of 5000 points (see Fig. 15. We
used the optimal design for 6 qubits where 5 of them had
self-loops (which are responsible for achieving high memory
capacity) and one did not (which adds the non-linearity).
Fig. 15 shows the comparison of realized vs predicted time-
series. The NISQ reservoir achieved an NMSE of 6 × 10−4.
Compare this to the NMSE obtained in [15] which lied in
the range [3 × 10−3, 7.6 × 10−6]. Thus, our NISQ reservoir
is in the ballpark of the benchmark performance found in
RNN literature.
Fig. 14. NISQ Reservoir Benchmarking: The prediction error for
NARMA5 shows very little bias i.e. it is centered around zero.
7 VIX FORECASTING
For VIX forecasting, we use SPX return {rt} as the primary
independent variable. A more sophisticated implementation
would use more economic indicators (given ∆VIX explains
less than 75% of ∆SPX such as the unemployment rate,
gross domestic product and federal funds rate. However, the
focus of this paper is demonstrating the design and use of
a NISQ reservoir for forecasting purposes and not pushing
the envelope on forecasting accuracy.
Fig. 15. This plot shows how remarkably well the quantum reservoir is
able to predict the NARMA-5 time-series.
Fig. 16. Schematic for the optimal reservoir: dr(t) = r(t)-r(t-1), u(t) is the
transformed dr(t), s(t) is the average spin state of the qubit, v(t) is the
target vix, p(t) is the prediction, e(t) is the residual. Note that e(t) is fed
back to the spin system. Also note that 5 qubits have self-loops and the
last one does not.
Fig. 17. The quantum circuit corresponding to the schematic in Fig. 16
showing the six qubit register with rotation gates.
9The overall schematic is shown in Fig. 16.
Let r(t) denote the SPX log return at time t.
r(t) = log
[
SPX(t)
SPX(t− 1)
]
(16)
Also,
∆r(t) = [∆r(1) · · ·∆r(t0 − 1) · · · ] (17)
The input to the reservoir is u which is a transformation
that operates on ∆r(t). It is required to accommodate an
empirical finance observation that when returns go neg-
ative, volatility spikes more than when they are positive.
An asymmetric mapping to θ (qubit rotation) is therefore
required.
u(t) = 1− exp[−(a0 + I(∆rt)a1∆rt)] (18)
where,
I(∆rt) = 1 when ∆rt < 0
= 0 when ∆rt < 0
(19)
where a0 = 0.001, a1 = 0.003 and I is an indicator
variable. This transformation is shown in Fig. 19 and is
needed to capture the asymmetric volatility phenomenon
discussed in Section 2.
Fig. 18. This plot shows the SPX return time series r(t)
The output of the reservoir is the average spin s(t).
s = Pr(1)− Pr(0)
~st = [s0(t), s1(t), s2(t), s3(t), s4(t), s5(t)]
~u(t) = [u0(t), u1(t), u2(t), u3(t), u4(t), u5(t)]
um(t) = r
′(t−m) where m ∈ [0, 5]
(20)
Each qubit is initialized to |0〉 state. The quantum circuit
is shown in Fig. 17. Qubit m is rotated by an angle θm(t)
at time step t following which its average spin sm(t) is
measured. θm(t) is designed to lie between 0 and pi/2 and
is a function of the transformed SPX return ~ut, prediction
error et, and the spin state of the reservoir ~st.
θm(t+ 1) =
pi
2
(
α ∗ um(t) + β ∗ sm(t) + 1
2
+ γ ∗ et
)
if m ∈ [0, 4]
=
pi
2
(δ ∗ um(t) + µ ∗ et) if m = 5
(21)
Fig. 19. This plot shows u vs ∆r where r is the SPX log return and u is
the transformation applied to ∆r to account for the volatility asymmetry.
In our experiment,
α = 0.3
β = 0.3
γ = 0.4
δ = 0.6
µ = 0.4
(22)
Let p be the feedback strength parameter and e the edge
density for a specific node. One can write the spin state S(t)
as:
si(t+ 1) = f [α0u(t) + α1s1(t) + α2s2(t) + · · ·+ αNsN (t)]
(23)
where ∑
αk = 1 (24)
α0 = 1− p (25)
αi =
Iip
(N + 1)e
for i 6= 0 (26)
e =
1
N + 1
N∑
k=1
Ik (27)
Thus, we get:
si(t+ 1) =f [(1− p)u(t)+
p
e(N + 1)
N∑
k=1
IkSk(t− 1)
(28)
For a simple one qubit casse, this can be approximated
to (see [16]):
δS(t) = δS(0)
(
pt
(N + 1)tet
t∏
l=0
f ′[θ(t0 + l)]
)
(29)
δS(t) and δS(0) are thus related. Hence, one can recover
δS(0) information (aka past) from δS(t) observations (aka
present). In other words, the NISQ reservoir is carrying
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memory. If the product term is 1, then it is the linear case
which has the max mutual information. Then it is easier to
retrieve past information from a noisy reservoir. More num-
ber of linear elements thus increases the memory capacity of
the reservoir. This provides some intuition behind Fig. 10. If
feedback strength p is high, then the NISQ reservoir retains
memory longer. This provides some intuition behind Fig. 11.
If e is high, then the memory capacity degrades which
provides the intuition behind Fig. 12.
Fig. 20. Histogram of the forecasting error. Note that it shows very little
bias i.e. it is centered around zero.
Fig. 21. Steady state view of the average spin of the 6 qubits. These
signals are linearly combined by by an optimized weight vector to
produce the forecast.
The prediction σˆt+1 is simple linear readout:
σˆt+1 = ~w(t) · ~s(t)
εt+1 = σt+1 − σˆt+1 (30)
which is obtained using a simple linear optimization by
minimizing the mean-sequare error:
MSE =
1
T
T∑
n=1
ε2t (31)
The results are shown in Fig. 20, Fig. 21, Fig. 23 and
Fig. 23. The residuals are seen to have no bias. The qubit
spins fluctuate about a central level and are not chaotic. The
predicted volatility is close to the realized VIX.
In summary, we have attempted to exploit quantum
systems for a highly non-linear temporal machine learning
task in finance which essentially required a memory effect
in the system. We have shown that designing reservoirs for
distributed processing is an approach that is applicable to
real-world financial analysis and also adaptable for near-
term quantum processors.
Fig. 22. Test period for our application with actual vs predicted VIX.
Fig. 23. Actual vs predicted graphs for ∆VIX. The goal is not to predict
VIX ‘level’ but the change in VIX as that is what matters for effective risk
management.
8 CONCLUSION
Noise arising from decoherence - the tendency of the stored
quantum states to mix in the time leading to decay into
classical states - is the prime hindrance to useful applica-
tions of quantum computation. To address large-scale, real-
world problems, it is now necessary to correct errors that
occur on physical qubits during the computation which is a
task with significant overhead. Unlike in a classical circuit,
simple redundancy does not solve for decoherence errors;
error correction requires encoding a single ’logical’ qubit
by entangling several ’physical’ qubits. Thus, significant
research has concentrated on how to encode such error-
mitigation. It is still impossible to solve a problem with
an arbitrary problem statement on these computers, - the
problem instead needs to be ’dressed’ and optimized for
best noise mitigation ballooning up the number of required
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qubits. Depending on the noise, even simple problems can
sometimes end up requiring an exponentially large number
of qubits obliterating the advantages of quantum hardware.
Currently, there are several startup companies Rigetti,
Honeywell, AGT, Google and IBM who have invested heav-
ily in circuit-based quantum computation using Josephson
junction and ion trap-based architectures. Each of these
systems has their own schemes to deal with decoherence
noise in quantum circuits. Perhaps photonic qubits have
shown the most promise with the lowest decoherence,
however, it faces problems of scalability (we still await
proof of Honeywell’s claims of supremacy). Some of these
have been able to adequately circumvent the effects of
decoherence in a small number (tens) of connected gates
and execute non-trivial quantum algorithms for extremely
restrictively defined quantum problems. Using these early
quantum circuits (IBM) people have attempted to solve sim-
ple problems. Successful implementations have been pos-
sible, yet limited, for example, problems in finance. Better
security, faster solution times and ability to solve classically
intractable problems are all sought-after objectives in the
world of empirical finance. Hence, quantum computing
(which promises these advances) should be a focus area for
researchers in finance. A fault-tolerant quantum computer
could turbo-charge progress in several sub-fields that deal
with computationally expensive optimization problems (of-
ten including big data) such as:
1) Asset Management e.g. portfolio optimization (see [22])
2) Investment Banking e.g. option pricing (see [23])
3) Retail Banking e.g. mortgage securitization schemes
4) Asset Liability Management e.g. liquidity optimization
5) Volatility forecasting (e.g. this paper)
6) Financial crisis prediction (e.g. see [25])
7) Compliance e.g. optimal monitoring and surveillance
8) Fraud Management e.g. credit card fraud detection
9) Legal e.g. searching for key clauses in vast database of
legal documents (potential Grover search application)
10) Secure Communications e.g. building next generation
of hacker resistant networks (potential quantum cry-
potgraphy application)
In this paper, we focused on a small subset of problems
that fall under the umbrella of prediction. In particular, we
considered the problem of volatility forecasting using an
alternative quantum computing paradigm - reservoir com-
puting.
As a first step, we laid out eight systematic design con-
siderations that play an important role for NISQ reservoirs
to succeed as computing engines. We discussed what each
consideration entails and why it matters. We analyzed 22
circuit topologies using IBMQ’s 53 qubit Rochester device
in increasing order of network connectivity. The circuits in
increasing order of edge density exhibited an optimal peak
in computational capacity. This was explained using the
well-known trade-off between memory and non-linearity.
In particular, three underlying drivers were highlighted:
increase of memory capacity with Linearity, increase of
memory capacity with feedback strength and decrease of
memory capacity with edge density. Based on our findings,
we designed an optimal NISQ reservoir architecture that
operates at peak computational capacity. We tested and
benchmarked it against the industry standard NARMA5
task.
We then applied our NISQ reservoir for the task of
stochastic volatility forecasting in finance - a highly non-
linear and memory intensive temporal information process-
ing task which is therefore, very well-suited for Reservoir
Computing [3]. We tested the performance over the mort-
gage crisis period (Dec 2007 - Mar 2009). Our results show
a remarkable accuracy in ability to predict the volatility
during times of crisis as well as normalcy.
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