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Lake Kinneret is Israel's only fresh water lake (unless you count the Dead 
Sea). It spans roughly 20km from north to south, and about 12km at its widest east 
west extent. It is not quite 50m deep at its deepest point. In late spring, the lake 
stratifies significantly and remains stratified throughout the fall. During the time 
the lake is stratified, it exhibits low horizontal mode semi- diurnal inertial motions 
in response to surface forcing from diurnal winds. This internal motion is known to 
be important in the ecological and chemical balances of the lake, and is suspected 
to be responsible for episodes in which large numbers of fish are killed. 
The physical response of the lake to wind forcing is studied. The lake hy- 
drodynamics is approximated by a (x,y,t) two and three layer model on the f -plane 
(rotating frame) with detailed bathymetry. The numerical method for the inte- 
gration of the nonlinear partial differential equation is presented, as well as, the 
generation of the elliptic grid used in the spatial discretization of the Kinneret do- 
main. A suite of numerical simulations are compared to the available data in the 
northwestern part of the lake. The nonlinear effects, as well as, the sloping beach 
problem are discussed in the appendixes. 
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the Response of Lake Kinneret to Wind Forcing 
1. INTRODUCTION 
Lake Kinneret is Israel's only fresh water lake (unless you count the Dead Sea). 
It is roughly 20km north to south, and about 12km at its widest east west extent 
(see map Figure 1.1). It is not quite 60m deep at its deepest point. Lake Kinneret is 
vertically mixed during the months from December to April and thermally stratified 
to varying degrees between May and November (see Figure 1.2 and 1.3). It can be 
observed from Figure 1.3 two upweeling events located in the northwestern extent 
of the lake, happening during the evening of two first days of the observation. The 
same figure shows an amplitude of motion of the isotherm 21 °C of less than 10 m. 
The stratification has a profound effect on the water quality of the lake, resulting 
in deoxygenation of the hypolimnion [18], and occasionally algal blooms in the 
epilimnion, such as the blue -green algae blooms of 1994 -95. Lake Kinneret provides 
approximately 50 % of the drinking water and 25 % of all water for Israel. According, 
understanding the influence of these events on Kinneret's water quality, via the water 
circulation response is of the most importance. 2
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Figure 1.2: Average monthly profile of temperature for the year 1971 in degrees 
centigrade [18]. The numbers at the left of each graphs idetify the month of the 
year. 
Ml 4 
22 . 6.70  23.$.70  24 . 6.10 
Figure 1.3: Isopleth map of the thermocline (21 °C isotherm) measured twice a day 
June 22- 23 -24, 1970. Depth values are in meters [17]. 
21'i-23°1  2i._(]0 xe  21s°-23 5 
The goal of this thesis is to understand the physical response of the lake (during 
its stratified period) to the diurnal wind forcing. 
Because of the stratified structure of the lake during the time frame it is 
studied, its hydrodynamics is approximated by a (x,y,t) two and three layer model 
on the f -plane [13] with detailed bathymetry. The model equations are derived and 
described in Chapter 2. The resulting system of hyperbolic equations is numerically 
solved in a transformed square logical space using a discrete elliptic transformation. 
The algorithm used to transform Lake Kinneret into its logical square space is 
described in Chapter 3. The hyperbolic system is solved in the transformed space 
using a high -order finite differencing in space and time described in Chapter 3. 
Finally the results of simulations are analyzed and compared to the available data 
at station F located in the northwest part of the lake. The difficulty in numerically 
modeling the out cropping of isopycnal surface and the sloping beach boundary is 
discussed in appendixes A. Appendix B discusses the importance of the nonlinear 
term in the water circulation of the lake. 6 
2. MODEL THEORY 
The response of the lake to wind forcing is only studied during the six months 
period when the lake is stratified, late spring to early fall. The derivation of a 
two -layer and N -layer model is described. The last section is a rough scaling of the 
expected solution when applied to Lake Kinneret. 
2.1 The system of equations 
This section presents the derivation of the layer models. Subsection 2.1.1 
introduces the concept of layer models and contains the derivation of a nonlinear 
two -layer model. Subsection 2.1.2 presents the same concepts as Subsection 2.1.1 
generalized to an arbitrary number of layer. 
2.1.1 Two -layer model 
The model uses two -layer primitive equations in (x,y,t) (see [131) derived from 
the Reynolds averaged Navier- Stokes equation. The rate of rotation is assumed to 
be constant on the entire domain (f -plane approximation). The only driving force 
considered in the model is surface wind stress. The nonlinear Naviers- Stokes type 
of equation is solved using a numerical scheme which will be described in the next 
chapter. The fluid is assumed to be hydrostatic, homogeneous and incompressible 
in each layer. Friction between fresh water layers is neglected. Thermodynamics is 
neglected to keep the model as simple as possible. If we consider 50m as a typical 
depth, the corresponding phase speed of a long surface gravity wave is about 22 7 
m.s -1. If we use a grid cell of characteristic horizontal length 500m, the time step 
restriction for an explicit scheme to be stable is approximately 20 s. The integration 
will be performed over atime period no more than a week. It is therefore reasonable 
to retain the surface gravity wave and utilize a fully explicit numerical scheme. A 
two dimensional section of the domain is shown in Figure 2.1. 
z 
Figure 2.1: Model geometry. The layer thickness h(1°2) and the height of the layer 
7/(1,2) are dependent on x,y and t. D(x,y) is the height of the bottom above some 
reference level. H(1,2) is the local mean depth of layer 1 and 2. 
Recall the conservative form of the Navier- Stokes equations [1], 
ut1) + (u(1)u(1))x + (u(1) v(1))y + 
(u(1)w(1))z fv(1) + p(1) ( 
T(x) 
=  + A02u(1) 
vil) + (v(1)u(1))x + (v(1)v(1))y + (v(1)w(1))Z + fu(1) + 
I-(1 p(1)  P) y 
p(1) = P(1)g(n(1) z) 
T(Y) 
P(1)h(1) 
+ A02v(1) 
(2.1) 
P(1 h(1) u(t2) + (u(2)u(2))x + (u(2)v(2))y + (u(2)w(2))z f v(2) + 2) 
P(2) A02u(2) 
v(2) + (v(2)u(2))x + (v(2)v(2))y + (v(2)w(2))z + f u(2) + p(2) Py2) Av2v(2) 
P(2) = P(1) 9h(1)) + P(2)9(r)(2) z) 
where V2 is the three dimensional Laplacian, and the continuity equation, 
uÿ1) + vy1) + w1) = o 
u2) + vy2) + wz2)  =  o 
8 
(2.2) 
the subscript 1 and 2 denote the upper and lower layer, respectively. The subscript 
t,x,y and z define the first order partial derivatives. The parameter f is the Coriolis 
acceleration and A the eddy diffusivity coefficient. This last coefficient is used to 
introduce some frictional forces due to the small -scale dynamics and can be explained 
as a rought parametrization of the Reynolds stresses [13]. 
The densities are defined 
P(1) (x, y, z) = 
as follows: 
p1 if z E [D + 11(2) ,D + h(2) + 0)1 
(2.3) 
0 elsewhere 
if z E [D, D+ h(2)] 
P(2) (x, y, z) = 
{P2 
0 elsewhere 
(2.4) 
The system represented by equations 2.1 and 2.2 is then vertically integrated 
from 0 to D + h(2) + 0). The z- derivative of the horizontal velocities is neglected 
so that the three dimensional Laplacian becomes the horizontal Laplacian. 
1(2) 
= 
= 
= 9 
Vertically integrating the continuity equation of the upper layer gives, 
L 
D+h2+h1 
(u(2) + vyi + wli)dz = 
_ 
D+h(2)+h(1)  D +h(a) +h() 
f(ux' + vyll + wz1 )dz =(u(') + V(1)) h(1) + 
fp-Fh(2) 
w41)dz = 
+h(2) 
¡ 
(ux') + vy'))h(1) + w(1)I D +h(2) +h(1) w(')I D +h(2) = O. 
Using the kinematic boundary condition, 
and 
yields, 
d(D + h (2) h(1))  + 
w(1) 
I D+h(2)+h(1) =  dt 
1  d(D + h(2)) 
w( )ID+h(2>  dt  ' 
w(') I D+h(2)+h(1) w(1 
I D+h(2) = ddtl) htl) + u(l)hxl) + 71(l)hÿl). 
Finally, the vertically integrated continuity equation of the upper layer is, 
htl) + (u(')h('))x + (v(')h('))y = O. 
Following the same reasoning for the bottom layer, the continuity equation of 
the bottom layer is vertically integrated, 
J 
Di-h(2)+h(1) 
(242) + v2) + w2))dz = 
f D 
D +h(2)  D +h2 
(u2 + v2 + w2))dz =(ux2) + v2))h(2) + J 
D 
w2dz = 
(u(2) + 
v?)) h(2) + w(2) I D +h(2) w(2) ID = O. 
Using the dynamical boundary condition, 
d(D + h(2)) 
w(2)ID+h(2) 
dt 
J 
D 
= 
= and 
yields, 
w 
2 
ID dt 
dD 
w(2) ID+h(2) w(1) I D ddt = 
h(t2) + u(2)142) + v(2)hye). 
10 
Finally, the vertically integrated continuity equation of the bottom layer is, 
hie) + (u(2) h(2) )x + (v(2) h(2) )y = 0. 
Assuming the pressure variations to be hydrostatic and using the continuity 
equation, the horizontal momentum equations of each layer are given in their partial 
conservative form (see equations 2.5, 2.6, 2.8 and 2.9). 
The full system of equation is: 
(u(1)h(1))t + (um u(1)h(1))x + (1(1)v(1)h(1))y = 
-9h(1)ix1) + f v(1)h(1) + T(x)111;-:11),:;+h(2) 
c  + Ah(1)02u(1) 
(2.5) 
(v(1)h(1))t + (0)0)h(1))x + (v(1)v(1)h(1))y 
gh(1)77y1) f u(1) h(1) + T(y) I D+h(1)+h(2) + Ah(1)V2v(1) (2.6) 
hit) + (u(1)h(1))x + (v(1) h(1))y = 0 
(1(2)h(2))t + (u(2)u(2)h(2))x + (u(2)v(2)h(2))y = 
(2.7) 
P1 gh(2)7(1) P2 P1 gh(2)71(2) + f v(2)h(2) + Ah(2)02u(2) (2.8) 
P2  P2 
(2)(2)h(2))t + (u(2)v(2)h(2))y + (v(2)11(2)h(2))y = 
pa 
gh(2)741) P2 P1 gh(2)7y2) fu(2)h(2) + Ah(2)02v(2) (2.9) 
= 
P2 
P h42) + (u(2)h(2))x + (v(2)h(2))y = 0 
where the wind stress is approximated by, 
and 
(x) 113-1-h(1)  (x)  T ID+h(1)+h(2) = T /Pl 
T(y) D+h(1) _ T(y) 
I D+h1)+h(2)  /Pl 
Using the vector notation, 
fu(1)h(1)\ 
v(1)h(1) 
h(1) 
u(2)h(2) 
V(2)h(2) 
h(2) / 
G= 
U= 
/ v(1)u(1)h(1)` 
v(1)v(1)h(1) 
V(1)h(1) 
v(2)u(2)h(2) 
v(2)v(2)h(2) 
\ 
v(2)h(2) i 
H= 
P(U) = 
F= 
/ 
u(2)v(2)h(2) 
u(2)h(2) / 
0 
g 
h(2) 77x ) + P2-P1 gh(2)7(2) 
P2  P2 
gh(2)7y1) + 
P2-Pl gh(2)y2) 
P2  P2 
0  / 
/Ah(1)02u(1) + T(x) + fv(1)h(1) 
1 
Ah(1)v2v(1) +T(y) _ fu(1)h(1) 
0 
Ah(2)02u(2) + f v(2)h(2) 
Ah(2)02v(2) f u(2)h(2) 
\ 
0  / 
and 
11 
(2.10) 
/ 
N 
\ 
w0-)0)h(1)A 
w(1)v(1)h(1) 
55(1)11(1) 
u(2) up) h(2) 
\ 
, yields the hyperbolic system in partially conservative form, 
Ut+Fx+Gy+P(U)=H 
References can be found in [13] and [10] for the derivation of layer models. 
2.1.2 N -layer model 
12 
(2.11) 
It is straightforward to generalize from two layers to N layers. Without any 
forcing, neglecting the inter facial stress and the density of air (p(°) = Okgm -3), the 
horizontal momentum and the continuity equation for the layer p are: 
Horizontal momentum equations of layer p: 
(71(P) h(P))t + (.u(P)u(P)h(P))x + (u(P)v(P)h(P))y+ 
h(P) P 
g p(P)  (P( n) p(n-1))(n) _ fv(P)h(P) Ah(P)p2v(P) = 0 (2.12) 
n=1 
(v(P)h(P))t + (u(P)v(P)h(P))x + (v(P)v(P)h(P))+ 
h(P) P 
g(P) E(p (n) _ (n-1) (n)  (P) (P)  (P) 2 (P) =  p )ry + f u h Ah O v  0 (2.13) 
P n=1 
Continuity equation of layer p 
h(tP) + (u(P)h(P))x + (v(P)h(P))y = 0 
where V2 is the horizontal Laplacian. 
2.2 Initial and boundary conditions 
(2.14) 
For the system given by Equations 2.11 to be well posed, initial and boundary 
conditions are necessary. At the initial time, we will assume a resting state for the 
_ 13 
basin. Two types of boundary conditions can be used, a no -slip or a no normal flux 
condition. The no -slip condition is easier to implement on a curvilinear grid but will 
introduce a boundary layer scale of a few meters drastically increasing the resolution 
and computing power required. The no normal flux condition was therefore chosen 
to avoid the above problem. 
Let áD denote the contour of the boundary. The solid wall boundary condition 
can be written as follows, 
V(x, y) E áD, u.n = 0  (2.15) 
where n is the unit vector normal exterior to the contour. Let U0 be the vector of 
the initial condition. We finally have the well -posed hyperbolic problem: 
U(x, y, t = 0) = Uo(x, y) d(x, y) E D 
b't>0 
Ut + Fx + Gy + P(U) = H V(x, y) E D 
V(x, y) E áD, u.n = 0 
2.3 On the scaling of the solution 
(2.16) 
In this section is presented a brief scaling of the expected amplitude scales and 
time scales of the solution. 
2.3.1 Scale of deflections 
Assuming small amplitude motion, one can linearize the one dimensional form 
of Equation 2.16 about the mean values of variables and assume small amplitude variations from that mean (see [13]). Following the above assumption, we write: 
rl =Hr1, 
and 
u = 
h=H+E77' 
14 
where E « 1 is a scale of the low amplitude variabilities. Dropping the higher order 
terms in E and the hat notation gives the linear approximation of 2.16 with flat 
bottom: 
ut + gr)x1) = T(x)lP 
nt + H2ux2) + H1ux1) = 0 
ut2) g7x1) + g'rlx2) = o 
rJi2) + H2u(x2) = 0 
where g' = P2 -P1 
P2 
(2.17) 
We can simply look at the steady state, ut(i) = 0 and rite) = 0 for i =1,2. 
Therefore, 
Tlx g (1) 
(2.18) 
where g /g' » 1. The deflection of the internal layer is expected to be much larger 
than the one at the surface. The gradients are of opposite sign resulting in opposite 
phase motion of the water circulation. 
2.3.2 Free wave solution 
Let us analyze the one dimensional one -layer linear model equation without 
forcing and extract the free wave solution. 
Ti' = Er)', 
+ 
g. 
r(,) 15 
The linear shallow water wave equation can also be written in the normal 
form, 
where, 
u  U= (7i) 
A= 0 
g 
H 0 
Ut + A.Ux = 0  (2.19) 
and 
Where H is the total mean depth and 7/ the surface deflection. Wave speeds, also 
called normal modes of oscillation, are eigenvalues of A. The structure of the modes 
is obtain by solving the quadratic 
Cl = gH.  (2.20) 
These waves are called surface gravity waves. It has been shown [5] that for a 
two -layer fluid system, the quadratic has one more root (in absolute value) 
C,2 Pa PiHi 
P2 
(2.21) 
corresponding to the internal wave phase speed. It is the same as a surface gravity 
would be if the acceleration due to gravity were gP2P2P1 instead of g. 16 
3. NUMERICAL METHOD 
This chapter is divided into two major sections which describe the numerical 
grid generation and the finite difference discretization of the model equation. The 
first section is a review of two different methods to transform the boundary of the 
lake into a square. Finite difference, as well as spectral or finite element method can 
be used with such grids. However, the numerical solution of the system equations is 
computed using a high order finite difference scheme. The finite difference method 
is preferred relative to higher order methods for the simplicity of its implementation. 
3.1 Numerical grid generation 
The numerical solution of partial differential equations (PDE's) on a domain 
D requires the discretization of this domain into a collection of points (for the case 
of a finite difference solution). The distribution of these points is provided by a 
coordinate system, chosen from the shape of the boundary. Simple examples of 
coordinates system widely used are: cartesian coordinates for a rectangular region 
and cylindrical coordinates system for a circular region. 
For a general boundary like lake Kinneret, none of the usual coordinates will 
fit the boundary. A solution to overcome this problem is to numerically generate 
a boundary conforming coordinate system. The field of grid generation contains a 
large number of documented methods to numerically generate this transformation. 
An introduction to the principle of grid generation can be found in [4] and [6]. 
This chapter provides a modest review of the two more commonly used techniques, 17 
conformal and harmonic mapping (elliptic grid generation), and their numerical 
implementation. 
3.1.1 Conformal mapping 
3.1.1.1 Theoretical background 
In two dimensions, the theoretical foundations of elliptic grid generation owe 
much to the theory of conformal mapping. A brief review of complex analysis will 
help to understand the concept of the transformation. A more detailed review of 
the conformal mapping problem can be found in [3], [4] and [11]. 
Consider the conformal mapping of a simply connected region D in the x -y 
plane onto a rectangular region R in the  77 plane. 
J 
R 
Figure 3.1: Transformation of an arbitrary domain into a square 
The conformal mapping determines the aspect ratio of the rectangular region. 
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Thus if the width of the rectangle is fixed to unity, its length has to be some 
conformal invariant quantity M, also referred to as the conformal module of the 
region D. 
In order for the map to be conformal, the mapping of D onto R and its inverse 
must satisfy the Cauchy Riemann equation given by, 
x£ = yy 
xy=ye 
(3.1) 
(3.2) 
where for the direct transformation, e = e(x, y), u = rì(x, y) and for the inverse 
transformation, x = x(, y), y = y(e, 77) with 0 < < 1 and 0 < u < M. 
Rather than allow a rectangle of variable length, one can introduce the pa- 
rameter M into 3.1 by a change of variables. 
Let = M such that 0 < < 1, which defines the rectangular region, R 
Therefore, 
Mx£ = 
x,1 = Mye 
where x and y satisfy the system, 
M2xce + xim = 0 
M2yf + y,,,, = 0 
(3.3) 
(3.4) 
+x2 
where M2 = y +y? 
It has been shown in [3] that the mapping defined as the solution of 3.4, with 
the boundary condition given by a one -to -one correspondence between the boundary 
of D and the boundary of R, satisfies the following properties: 
e 
i  3 
yn 
xi 
- 19 
All points of D map into R, (i.e., no grid folding or spillover). 
The gradients V , VT/ do not vanish on D 
The Jacobian J = arty 477. is non - vanishing on D 
Two boundary conditions are used to determine the unique solution of 3.4. The 
first one comes from the equation of the boundary curve 8D = {(x, y), F(x, y) = 0} 
and is required for the boundary value problem 3.4 to be well posed. The other 
condition comes from the enforcement of the orthogonality constraint xtx,, + yey,, _ 
O. 
Finally, we have the well -posed elliptic problem with hyperbolic boundary 
conditions, 
M2xcc + x,,,, = 0 
v(, n) E S 
M2yee + yip, = 0 
b'(, rt) E as xex,, + yo,, = 0 
`d(x, y) E OD F(x,y) = 0 
(3.5) 
where F(x, y) = 0 is the equation representing the boundary. 
3.1.1.2 Discretization of the elliptic problem 
The nonlinear system 3.5 is discretized using centered difference approxima- 
tion. A relatively simple, yet widely used, iterative method is presented in this 
section to solve the system 3.5. 
The iterative method is given by the following steps: 
1. Guess a solution of the system 3.5 for x(,77) and y(e, rt). 
2. Compute the new set of boundary values for x( -, rt) and y(e, rt) by enforcing 
the orthogonality constraint and imposing F(x, y) = O. 
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3. Solve the elliptic problem equipped with the new boundary condition. 
4. Repeat step 2 and 3 until solution converges. 
It has been shown [3] that the orthogonality constraint: xexn + yey i = 0 is 
hyperbolic. Therefore, an initial condition is needed for the hyperbolic boundary 
condition to be well posed. It is discretized along the boundary, which implies the 
uses of a forward difference along the axis normal to the boundary. 
For a southern boundary, define as the coordinate line for which 'q = 0, the 
orthogonality constraint is: 
or 
x£ 
yn 
(3.6) 
(3.7) 
If we set up the indexing such that j =1 corresponds to the 77 = 0 coordinate line, 
we have the finite difference form of the boundary condition: 
(old)  (old) 
(new)  (old) ¡ (old) 
(yi,2 
(old) yi +1,1 yi -1,1 
xi,1 = xi,2 +  yi,1 ) (old)  (old)  (3.8) 
xi +1,1 
The same method is applied for the three other boundaries. The position of the 
corners is not defined by the orthogonality condition. We impose the value at those 
locations to be the average of their immediate neighbors. 
The Equation 3.4 is discretized using a second -order central differences scheme 
for the second and first derivatives. However, using second -order central differences 
for the square of the first derivative causes the appearance of oscillating modes [3]. 
One way to eliminate these spurious modes is to use a product of a backward and 
forward one sided, first -order accurate difference. For example in one dimension, 
(x)i (xi xi- 1)(xi +i xi) and the resulting approximation of the nonlinear term 
is then second order accurate. 
xn={yn 
yf xn. 
^' 
- 
= 21 
Assuming that dk = dri = 1, the second order finite difference form of 3.4 is, 
where, 
a Mi,3 
M: Dó xiJ + Dónxi = 0 
Mi jDóyi,i + Dryi,i = O 
D > xi .De xi + xi,7 D+xi,7 
(3.9) 
(3.10) 
D-yif ,jDyi,j + Dyi,jD+yn i,j 
Do, D_ and D+ are the centered, backward and forward difference, respectively. 
3.1.1.3 Computational examples 
The transformation of the interior of a circle into the interior of a square shows 
the weakness of the conformal mapping method. The cell area vanishes at the corner 
(the local Jacobian tends to zero). Therefore, conformal mapping is not used for 
the hydraulic study of the lake as the resulting grid will have small grid cell areas 
at and near the corner leading to sharp spatial gradients of the Jacobian at the 
neighborhood of a corner. 
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Figure 3.2: Conformal mapping of a circle into a square 
3.1.2 Two - dimensional Harmonic transformation 
3.1.2.1 Theoretical background 
The problem can be stated as follows: Determine the coordinate transfor- 
mation 6 = 6(x, y) and 7/ = i (x, y) that satisfies the boundary point distribution 
6 = F(x, y) and r, = G(x, y) where we assume that the interior grid point dis- 
tribution is specified by a differential equation. The most common elliptic partial 
differential equation used for grid generation is the Poisson equation for its nice 
smoothing property: 
026 = P(e, 71) 
v2n = Q(e, rl) 
(3.11) 
with the boundary condition, 
= F(x,y) 
b'(e, n) e as 
r1=G(x,y) 
(3.12) 
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where the non homogeneous terms P and Q are used to control the distribution of 
the points within the physical space. 
Unfortunately, the nonuniform nonorthogonal physical grid (x, y) is not known. 
Therefore we need to solve the inverse problem (see [6]). 
{axc 20% + ryxnn = I2(Pxc + Qxn) 
ayee 2Qyfn + Yynn = I2(Pye + Qyn) 
with the boundary condition, 
where 
a = x271+ y;, 3 = xexn + yyn, 'y = x + y and 
I = xeyn xnyf. 
3.1.2.2 Discretization of the elliptic problem 
(3.13) 
(3.14) 
Equation 3.13 is discretized using the method described for the conformal 
mapping in the previous section. The discrete form of 3.13 using centered difference 
is: 
ai,jDÓCxi,j 2Ni,jDÓnxi,j + ¡Ïi,jDÓnxi,j = Ii j(PijDOxi,j + Qi,jDóxi,j) 
ai,jDÓeyij 2NijDpnyij + 7ijDÓnyij = Ii (PijDÓyij + 
with 
(3.15) 
= DnxijD+xij + Dn yijD+yij , N?,j = DÓxi,jDÓxi,j + DÓyijDÓyij , 
ry= D£ xi,jD+xi,j + D£ yijD+yi,j and Iij =  Dóxi,jDóyi>j 
x = F(e, rl) 
y=G(e,rl) 
Dóxii Dó yii 
- 
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where Do represents the central difference, D_ the backward difference and D+ the 
forward difference. 
This can be written as the following 9- points scheme, 
xi-1,j+1 +" ea, i,j+1 ai,jxi+l,j+1 
bi,j Xi_ 17 dijxij + fi,jxi+l,j 
ai,j Xi_ 1,j-1 + Ci,jxi,j+1 + ai,jxx+l,j+1 = 0 
where 
(3.16) 
= 2Ni7  bi7 = ai,7 21i jPi>j  , Ci7 = iij 2Ii 1Qij 
,  (3.17) 
di7 = 2lai, + i,.7) , ei,J = 1i,; + I2 ,j and fi,j = ai,7 + 21i j.13i,i (3.18) 
The counterpart of Equation 3.16 for y is the same, replacing x by y and con- 
serving the same coefficients. The system 3.16 and its counterpart for y is associated 
with the Dirichlet boundary condition (i.e., x and y are known at the boundary). 
If we want, say a grid of Ne x Nn points, this results in a sparse system of 
(NN 1) x (N,7 1) of quasi linear equations that can be solve by a SOR (succesive 
over relaxation) method. SOR method are discussed in detail in [7], [12] and [2]. 
3.1.1.3 Orthogonality at the boundary 
In this section, an iterative method developed by Thompson [4] to achieve 
orthogonality at the boundary is presented. Second -order elliptic generation system 
allows either the point distribution on the boundary or the coordinate line slope to 
be specified, but not both. However, it is possible to adjust the control function 
of the Poisson system iteratively such that not only the coordinate line slope is 
specified but also the spacing of the first coordinate surface (line in a 2 -D case) off 
the boundary. 
ai,J  , = IIrn11 
r£ 
Figure 3.3: Local coordinates at a southern boundary 
Using the notation, define in Figure 3.3, 
x ()  r= 
y 
Therefore the Equation 3.13 can be written in the form, 
25 
(3.19) 
are 20r@i + ryr,in = I2(Prf + Qrn)  (3.20) 
We want the system to be orthogonal at the boundary, i.e. ß = r£.r, = 0. 
Therefore, taking the dot product of equation 3.20 with rf or r,, yields values of P 
and Q at the boundary, 
P = x rer  rnn r 
/21Irc112  I211rf1 2 
r£.rn 
aI211rn 
rn,.r,  Q = 
ry  112  /211rn112 ' 
(3.21) 
where I2 = r, x rd12 = (x£y, xnye)2 is the local cell area. It should be noticed 
that the Jacobian, I2, is non vanishing everywhere on the grid, so that there is no 
singularity for P and Q. 
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For the case of a "southern" boundary, rC is known from the distribution of 
the points on the boundary. For the system described by Equation 3.21 to be fully 
determined we need an arbitrary value of 117-71 11 (specified by the user). Finally, the 
direction of the vector rn is given by the direct orthogonality of the system at the 
boundary: 
rn 
(lrn11 (-Ye 
lIrd x 
(3.22) 
The same method is used along the other three boundaries. Knowing P and Q 
at the boundary, we can interpolate using transfinite interpolation from the bound- 
ary to find the interior value of P and Q, or we can also impose that P and Q are 
solution of a Poisson problem with Dirichlet boundary condition: 
v2P = o 
v2Q =o, 
as P and Q are known at the boundary. 
(3.23) 
The numerical solution of the orthogonality problem can be easily solved by 
the finite difference method, using a centered difference on the boundary of the grid 
and forward difference away from the boundary. 
The iterative solution proceeds as follows: 
1. Guess an initial value for P(0) and Q(0) 
2. Create a grid for the current value of P(k) and Q(k), where k is the iteration 
level. 
3. Constrain the values of P(k), Q(k) for orthogonality at the boundary. 
4. Repeat step 2 and 3 until solution converges. 31 
3.1.3 Transformation relation 
A detailed list of the expression of the metrics coefficient can be found in [4]. 
Gradient (non- conservative form): 
h = -(y71.1 yffn) 
fy = 1(xn f f + xffn) 
Laplacian (non- conservative form): 
v2f = j ((xn 
1 
)fff  y  2(xxn + yy)fn + (x 
where I is the Jacobian of the transformation, 
I = xfyn xnyf. 
3.1.4 Conclusion 
+ yD fng+ 
(o2)ff + (o277)f0 
(3.24) 
(3.25) 
(3.26) 
(3.27) 
Elliptic grid generation has been chosen instead of conformal mapping for the 
hydraulic studies of Lake Kinneret. The major drawback to the use of conformal 
mapping is the transformation of flat corners leading to a singularity in the compu- 
tation of the Jacobian of the transformation. In other words, the grid cell area of 
each corner and in their neighborhood tend to be zero or approach zero as we refine 
the grid. However, the orthogonal grid should be used whenever the physical space 
allows it, as it reduces the truncation error introduced by the discrete transformation 
and simplifies the implementation of the dynamic boundary conditions. 
Orthogonality is not imposed everywhere on the elliptic grid. Usually, the 
grid won't be orthogonal near or at the corner of the logical grid unless the physical 
corners are orthogonal. Therefore the implementation of the boundary condition of 
the hydraulic problem requires special care at and near the corners. 
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3.2 Finite difference approximation 
In this section is presented The numerical method used to integrate the hy- 
perbolic primitive equations. We lost the conservation form of the equation by the 
hydrostatic assumption and the vertical integration of equations. However the ad- 
vection terms are still in conservative form. Therefore, the spirit of the numerical 
scheme for conservation laws will be followed to solve the shallow water equations. 
3.2.1 Lax - Wendroff Scheme 
The two -step version of the Lax Wendroff scheme [8] proposed by Richt- 
myer and Morton [16]. is second -order accurate and less dissipative than the Lax 
Friedrichs [8] scheme. It has been shown (See [20]) that the method is only weakly 
dispersive and lags the exact solution for low frequency fourier modes (small values 
of wave numbers). 
For a system of the form, 
Ut + Fx + Gy + P(U) = H,  (3.28) 
the Lax Wendroff scheme can be written in the predictor- corrector form: 
Predictor step: 
+2 
Ui>3 
Corrector step: 
Ui+i, + U-1, + 
4 
n + U=j-1 (F+i 
dt -(G1 
-1) 
2 (P(U ^);d + 
(3.29) 
(3.30) 
dt  Fn )  2dx =+1,9  Z-1,; 
dy 
Hi;). 
dt  n+2 )dt  7+1 Un (Fi+1F (Gn+2 Gn+Z  -1,;  +1 t,i- 1)  U 
dx  dy 
dt(P(Un+)=j+Ht; 2) 
= 33 
Figure 3.8: Stencil of the predictor step 
17: +A 
Figure 3.9: Stencil of the corrector step 
Uzi_, 
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The first step correspond to the well -known Lax Friedrichs scheme. The two 
steps involve staggered meshes and the resulting stencil is in fact 9- points, (Figure 
3.8 and 3.9). 
3.2.2 Notation and grid setup 
One of the advantages of the transformation is that we have discretized the 
transformed equation into a rectangular grid with uniform spacing. Using an A -grid 
we indexed the variables as follow: 
Nn+1 
2 
1 
0 
0 1 2  NE+1 
Figure 3.10: Indexing of the grid 
Where the bold line on Figure 3.10 represents the logical boundary of the 
transformed physical domain. All the variables are computed at each grid points. 
J 
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3.2.3 Implementation of the boundary conditions 
The predictor- corrector method describe above is second -order accurate. The 
resulting stencil of the approximation of a gradient or Laplacian is five points in 
space. Therefore, in order to conserve accuracy, one "ghost" line outside the bound- 
ary must be determined (see Figure 3.10). This "ghost" line should be viewed as 
the symmetric of the first interior line about the boundary. 
First interior line 
Boundary line 
Ghost line 
Figure 3.11: Representation of the ghost line 
Let's analyze the implementation of the boundary condition in the case of 
a one -layer model without diffusion and with vertical solid walls at the boundary. 
From Chapter 2, the full set of equation is: 
(uh)t + (uuh)x + (uvh)y + ghnx fvh = T(x) 
(vh)t + (uvh)x + (vvh)y + ghrly + f uh = VW 
ht + (uh)x + (vh)y = 0. 
(3.31) t) 
D(x,y) 
h(x,y,t) 
x 
Figure 3.12: Model geometry. One layer model, with vertical boundary 
The no normal flux condition is imposed at all time: 
dt>0 , u.n =0. 
The boundary condition is imposed at each time step: 
On the boundary cells: 
h(B) and 17(B) are calculated using the values of the previous time step. 
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(3.32) 
We need to impose the no- normal flow condition on the boundary. In order 
to satisfy u(B) .n = 0 we imposeu(B) = (u(I) .t)t wheret is the tangential unit 
vector at the boundary. 
From the first two steps, we can determine the fluxes (uh(B), vh(B)). 
On the ghost cells: 
Considering the local reflection problem (see Figure 3.13) at the reflective 
boundary gives: u(G) = 2u(B) u(I) . Note that this implies: u(G) .n = 
u(I).n and u(G).t = u(I).t. 
Dotting the horizontal momentum equation with the unit normal vector exte- 
rior to the boundary and neglecting the nonlinear term gives, h(G) and 17(x). 37 
Finally the fluxes (uh(G), vh(G)) can be determined from the values of u(G),v(G) 
and h(G). 
where the superscript I, B and G are respectively used for the first interior 
line, boundary line and ghost line. 
Figure 3.13: Geometrical interpretation of the local reflection problem at the bound- 
ary. 
3.2.4 Corner boundary condition 
The implementation of the boundary condition at the corners can be prob- 
lematic as it can result in a singularity for the flow. The proper resolution of a 
physical corner is beyond the scope of this thesis. However, spurious oscillations 
coming from the corners are introduced in the numerical results. For a long time 
integration these oscillations spread all over the logical grid. A filter is needed to 
remove most of the undesirable and not physical short waves (of wave length 2dx). 
This filter is presented in the following section. 
u 
t 
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3.2.5 Filtering the corrector step 
Adding a filter to the numerical scheme is equivalent to adding more diffusion 
to the discrete equation to improve the stability property of the scheme. This 
will surely lead to a problem as our scheme is already very dissipative. The filter 
described in this section follows the spirit of the Shapiro filter [19]. 
Define the two-dimensional, symmetric linear filter operating on the quantity 
U, at the grid point (i,j) in the and ri direction: 
n U=°') 
Ui + SU2 
7  .9 
s+1 
(3.33) 
where S is a scalar filtering element and aio is the 4 points cell average operator 
define by, 
(3.34) 
It has been shown [19] that such a filter associated with suitable values of S, can 
selectively damp or amplify high or low frequency wave components. 
It is worthwhile to note that the linear filter introduces two diffusive terms in 
the x and y direction associated with a diffusivity coefficient proportional to 4(s +1) 
S 
(13.(U3)= 
U721,3 +4(S +1)(U +10 2U73 +UZ 10)+ 
S 
(3.35) 
4(S + 1) (Ui +1 2Ui j + Ui,j -1). 
Combined with this filter, the corrector step of the Lax Wendroff scheme takes the 
more dissipative form: 
Filtered corrector step: 
Urilot 1 =4)(Uz 
dt n+ z  n+1 dt n+ 2  n+ 2 
x (Fa+7  (Gi,.7+1 Gi,.7-1) 
dt(P(Un+2 )i,i + Hi; 
2 
) 
(3.36) 
' 
+ a:-lj + a=,+i + aZ,i 1 
4 
e 
4, 39 
One can also note that the limiting case of Equation 3.36 for S =0 is nothing 
but the well -known Lax Wendroff scheme. As for S > oo we recover a similar 
form of the very diffusive Lax Friedrichs formula. We might expect large values of 
S to deteriorate the accuracy of the discrete scheme. However, S would have to be 
large enough to damp the spurious grid scale oscillations. The numerical value of S 
was empirically chosen to be 0.01. 
3.2.6 Effect of the filter on the simple linear wave equation 
Let us analyze the effect of the filter on the simple nondimensional linear one 
dimensional wave equation: 
Ut + ux = O.  (3.37) 
The discrete form of Equation 3.37 is: 
n+2 = 
u,+1+un 1  dt n  Ur -I ui-1)  2  2dx (ui +1 
n+1 n+1 
Ui +1 = (ui) dx (ui+12 2ti-12 ) 
This two step formula can be easily written as a one step formula: 
n 
n+1  n dt ui+2 ui-2 dt 
2 
¡¡ n  Ui  u2 
dx  2 + 2dx2 \ui+2 2ui 
n + 
n ui-2) 
(3.38) 
+2(S + 1) 
(u7+1 2ui + u= 1). (3.39) 
which is in fact consistent with the linear Burgers equation: 
where 
S dx2 
ut + ux = (2 * dt + 4(S + 1) dt )uxx, 
A=2*dt+4(S+1) 
dt 
S dx2 
(3.40) 
(3.41) 
is a local eddy diffusivity coefficient. It can easily be seen that the second step of the 
method adds more dissipation to the scheme than the simple Lax Wendroff method. 
ui 
dt 
S 
+ 40 
The new scheme is less accurate than the Lax - Wendroff method. However, the more 
diffusion we add, the less spurious oscillations there will be near a discontinuity. The 
high frequency waves are damped. 
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Figure 3.14: The simple linear wave equation 3.37 is solved with a discontinuity 
introduced in the initial condition. Comparison of the analytical solution to the 
Lax Friedrichs, Lax - Wendroff and our more dissipative scheme derived from the 
Lax - Wendroff scheme. 
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3.2.7 The two -step method on the curvilinear grid 
Equipped with the non oscillatory two-step scheme described above, we still 
need to reformulate it onto a curvilinear grid. 
Let's introduce the following finite difference operator (non- conservative form): 
D°Ui,i= 
and 
0 Dy. 
1 
N/ Ji 
1 
Yi j+1 yi,j-1 Ui+1,j Ui-1,j 
2  2 
yi+1,j ÿi-1,j Ui,j+1 
2  2 
(3.42) 
xi,7-1 Ui+l,j Ui-1,j xi+l,j xi l,j Ui,j+1 Ui, j 
1 ) 
'  2  2  2  2 
where Ji,j is the Jacobian of the transformation (see [4]). 
Therefore 3.29 and 3.36 are equivalent to: 
Predictor step: 
Ui  °.Fi  =U jdt(D +Dÿ.Gi j) 
2t 
(P(Un)i,j + 
Corrector step: 
Ui2± 1 =4)(Di j)-2dt(D°.Fij+Dÿ.Gi j)dt(P(Un)ij + 
3.2.8 L2 - stability 
n 
(3.43) 
(3.44) 
(3.45) 
Let us consider the prototype shallow water wave equation in the one dimensional 
case without rotation, 
(uh)t + (uuh + 2gh2)x = 0 
ht + (uh)x = 0, 
where the linear form of Equation 3.46 is, 
ut + ghx = 0 
ht + Hux = O. 
(3.46) 
(3.47) 
= 
,i Ji 
Ui,j-1 
( i,j+1  + 
2 
i,j 
) The system 3.47 can be written in the normalized form: 
where, 
ut + Aux = 0, 
(u\ 
0 g 
u  and A = 
h  H 
42 
(3.48) 
The discrete form of 3.48 using the two step method described in the previous 
section is : 
u{n±1 = ui Ad (u +1 
n+1  n+1 
Un +1 404) A x (ui+12 ui-12 ) 
(3.49) 
Recall ' is our one dimensional linear filter. This is equivalent to the one step 
formula: 
2 
ui +1 u A (t 
(u +2 u 2) + A2  (U22 2ui + U_2)  =2dx  = 4dx2 
S  +I2(S + 1) (u +1 2ui + u7_1). 
One can introduce a single Fourier mode in the discrete Equation 3.50. Let 
un(k)eikx1, therefore, 
(3.50) 
un+1 =G(kdx) fin . 
where G(kdx) is the amplification matrix, 
G(kdx) = 
1 + 
dt2c2(co(2kdx)-1) S(cos+1) 
1) 
dHjsin(2kdx) 
dt gjsin(2kdx) 
1 + 
dt2c2(cos(2kdx)-1)  S(cos(kdx)-1) 
dx2  S+1 
The method is stable if and only if G(kdx) 1 < 1 [9]. Let w be the eigenvalues 
of G(kdx). For the method to be stable, we need max(P1) < 1. It is easy to show 
that for S = 0 the method is conditionally stable, 
dt 
c < 1.  (3.51) 
ui 1) 
= 
dt 
dx2  +  S+1 
0 
- 
u; = 43 
Let Se be the critical value of S for which the diffusive and hyperbolic stability 
condition are the same. 
S > Se : Domain where the stability of the discrete equation is ruled by the 
diffusive stability criterion. 
S <  Se : Domain where the stability condition is imposed by the CFL criterion 
3.51. 
However, the value of S for the simulation of the hydrodynamics of Lake 
Kinneret is never greater than 0.01 which corresponds to the stability condition of 
the simple hyperbolic wave equation (see Equation 3.51 and Figure 3.15). 3.5 
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3.2.9 Problem test 
3.2.9.1 Damping the short wave 
The Lax - Wendroff method shows oscillatory behavior after a few hours of 
integration of the shallow water equation. The purpose of this section is to show 
the non oscillatory behavior of the method when coupled with the filter. Solving 
for a discontinuous solution is the perfect test problem to demonstrate that the two 
step method is cured of the undesirable short wave solution when combined with the 
appropriate filter element. The following simulation include a discontinuity in the 
initial condition. The chosen test problem is known as the "dam break" problem. 
As for the case of the simple linear wave equation (see Figure 3.14 and section 3.2.6), 
the filter applied to the shallow water wave equation is expected to show the same 
property of damping the short waves. 
The physical domain is a result of a mapping of a rectangle with wave -like 
boundary into a rectangle (see Figure 3.16). This mapping introduces sharp gra- 
dients in the metric coefficients leading to the appearance of spurious oscillations 
when integrating the shallow water wave equation 3.31. The depth is 20 m in the 
entire domain, the corresponding surface gravity wave phase speed is about 14 m /s. 
The minimum grid spacing is 95m. According to the CFL condition 3.51, this 
parametrization imposes the time step to be less than 4.82 s. The time integra- 
tion of the system 3.31 is performed over 8 minutes for three different values of the 
filtering element. 
The first simulation uses no filtering. The results can be seen in Figure 3.17. 
Spurious oscillations are clearly present after a short time of intergration and spreads 
out in the entire grid as the system 3.31 is integrated. The second simulation uses 
S =0.5 as filtering element. As shown in Figure 3.18, most of the undesirable grid 
scale oscillations dissapeared from the solution. The last simulation, illustrated by 
Figure 3.19, enhances the drow -back of this method. The filtering element is S =1. 
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From Figure 3.19, it can be observe that all of the grid scale oscillations disappeared. 
However, the solution is over damped, amplitude of motion at time 7 minutes and 
42 seconds are smaller by a factor of two compared to the first simulation. 51 
3.2.9.2 Accuracy of the method 
One could also compare the normal mode obtained with the modified Lax 
Wendroff scheme to the normal mode of the linear one -layer model. We use for this 
test a simple square basin with a clustering of the grid cell near the boundary as 
described in Figure 3.4. The initial condition is a state of rest for the basin and a 
uniform wind stress is used as a forcing parameter. The depth is uniformly 40m over 
the entire domain. The shallow water phase speed is therefore about 19.81ms -1. 
We should expect a period of 20.14 minutes for the gravest mode of the top 
layer, which is the time needed for a surface gravity wave to cross back and forth a 
rectangular basin of length 11,976 m. 
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The period of the gravest mode calculated by this scheme is 20.8 minutes. The 
relative error to the analytical solution of the linear cases is 3.25 %. This is not only 
a numerical truncation error but includes errors made by neglecting the advection 
terms. 53 
4. RESULTS 
The numerical method that was described in Chapter 3 and used to solve the 
hyperbolic initial boundary value problem is applied to the hydrodynamic study of 
Lake Kinneret. We first study the normal mode of the lake in the Section 4.2.1 in 
order to identify the simulated spectra with the expected physical features (Poincare, 
seiche and Kelvin waves). We then present results of simulations using realistic wind 
forcing in Section 4.2.4 and compare them to the available data at station F. The 
last section is a discussion about a model comparison and sensitivity of the layer 
formulation to vertical discretization. 
4.1 Model parameter 
We chose the wind data between Julian days 145 and 153 of the year 1999 
(see Figure 4.1) for the unusual strength of the wind stress at Julian day 149. 
Such surface wind forcing should result in the out cropping of the upper internal 
isopycnal layer as can be seen on the available data at Station F (see Figures 4.3 
for the location of Station F and 4.2 as an illustration of the out cropping of an 
isopycnal). The numerical method used at this stage becomes unstable as the layer 
thickness becomes negative (See [10]). At the finish of this thesis work, any realistic 
parameterization of the three layer model has shown this unstable behavior and no 
numerical results are yet available after Julian day 149. x10` 
145  146  147  148  149  150  151  152 
Julian days 
153 
54 
Figure 4.1: Wind stress in m2s-2 used for the numerical experiment. Time is in 
Julian days (for the year 1999). T(I) jp is the wind stress in the x direction. T(Y) /p 
is the wind stress in the y direction. 
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Choosing the parameters of the model , specifically the densities and the mean 
layer thicknesses, can be problematic. The main factor is avoiding the layers thick- 
nesses to vanish using realistic parameters. We first chose an adequate isopycnal 
surface from the observed data that does not out -crop and then averaged the upper 
and lower densities about the z coordinate. The layer thickness is determined by 
time averaging the depth of the corresponding isopycnal. Following this method, the 
internal interface of the two -layer model corresponds to the 997.3kgm -3 isopycnal. 
The upper internal interface of the three -layer model correspond to the 997.3m -3 
isopycnal and the lower interface correspond to the 998kgm -3 isopycnal. Parame- 
ters for the two different models can be found in Tables 4.1 and 4.2. The curvilinear 
grid used for both model is shown in figure 4.3 and the numerical parameters as well 
as the bathymetry common to the two model are shown in Table 4.3 and Figures 
4.4, 4.5 and 4.6. 57 
Table 4.1: Parameters for a two -layer flow: thickness of the upper layer Hl; height 
of the bottom layer above the deepest point H2; density of the upper layer pi; 
density of the bottom layer p2; surface gravity wave phase speed (vertical mode 1) 
C1; internal wave phase speed (vertical mode 2) C2; reduced gravity g'; Coriolis 
parameter f. 
parameters value  units 
Pi  996.84  kgm-3 
P2  998.02  kgm-3 
H1  10  m 
H2  40  m 
C1  22.4  ms-1 
C2  0.23  ms-1 
g'  0.027  ms-2 
f  1.28210-4 s-1 58 
Table 4.2: Parameters for a three -layer flow: thickness of the upper layer H1; thick- 
ness of the middle layer H2; height of the bottom layer above the deepest point H3; 
density of the upper layer p1; density of the middle layer p2; density of the bottom 
layer p3; surface gravity wave phase speed (vertical mode 1) Cl; top internal wave 
phase speed (vertical mode 2) C2; bottom internal wave phase speed (vertical mode 
3) C3; Coriolis parameter f. 
parameters value  units 
pl  996.84  kgm-3 
p2  997.65  kgm-3 
p3  998.37  kgm-3 
H1  9  m 
H2  5  m 
H3  36  m 
Cl  22.4  ms-1 
C2  0.34  ms-1 
C3  0.5  ms-1 
f  1.28210-4 s-1 59 
Table 4.3: Numerical model parameters for two and three layers: Number of grid 
points in the e direction N Number of grid points in the i direction Nn Average 
horizontal grid size < Ax >; Minimum horizontal grid size min(Ax, Ay); Time step 
At; Average filtering element < s >. 
parameters value units 
Ni  30  none 
Nil  50  none 
<Ax>  434 m 
min(Ax) 88  m 
At  3.95 s 
< s >  0.01 none Ê 
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Figure 4.3: 30 *50 curvilinear grid used for the two and three layer flow experiment 
of Lake Kinneret. < Ox >= 434m , min(Ox) = 88m. The grid is nearly orthogonal 
at the boundaries. 
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Figure 4.4: Jacobian of the transformation xeyn xnw in m2. The Jacobian is the 
local cell area. Contours of the Jacobian are plotted every 2989m2 from 73835m2 
to 199879m2. The maximum grid cell area is 202868m2 and the minimum grid cell 
area is 70846m2. 
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Figure 4.6: Smoothed bathymetry of Lake Kinneret. The shallowest depth is 18 
m. The contours are in meters below the reference level, which is the surface of the 
lake. 64 
4.2 Numerical experiments 
The same experiments are performed for the two -layer and three -layer model. 
At first,the free wave solution is investigated. It is described in section 4.2.1 and 
the signal at Station F is Fourier analyzed to extract the normal mode or natural 
frequency of the lake. The next experiment uses a realistic wind forcing. The results 
of this last simulation are compared to the observed data at station F. 
4.2.1 Normal mode 
Each of the simulations was ran over 200 hours in order to include all the low 
frequency waves. The wind forcing is abruptly relaxed to zero after the first five 
hours of integration. The solution obtained after the first five hours is the free wave 
solution or natural frequency of Lake Kinneret. The same experiment is performed 
on the two and three layer model. This experiment is also useful for determining 
the importance of numerical damping (see Figures 4.7, 4.11 and 4.12). 4.2.1.1 Two -layer model results 
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Figure 4.7: Free wave solution. Height of the internal layer at station F. The time 
between data points is one hour. The damping behavior of the method is clearly 
demonstrated by this experiment as no physical damping was used, but only artificial 
diffusion. 
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Figure 4.8: Free wave solution. Power in logarithmic scale versus period in hours. 
Fourier analysis of the time series of the internal layer height at station F. 
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4.2.1.2 Three -layer model results 
We performed the same experiment as for the two-layer model, using the 
parameters of table 4.2. 
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Figure 4.11: Free wave solution. Power in logarithmic scale versus period in hours. 
Fourier analysis of the time series of the top internal layer height at station F. The 
third layer introduces a second baroclinic mode with a period of 9hours. 
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Figure 4.12: Free wave solution. Power in logarithmic scale versus period in hours. 
Fourier analysis of the time series of the bottom internal layer height at station F. 
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4.2.2 Identification of expected physical features in the lake 
We expect to find the predominance of a seiche wave (See [5]) or standing wave 
forced by the diurnal wind during the period in which the wind is blowing. When 
the wind relaxes, we observe the free (of forcing) wave oscillations. Therefore, one 
should expect to find all the features present in a rotating basin such as Poincare 
and Kelvin waves (See [5]). Studies of the free gravitational oscillations in rotating 
basins can be found in [15] and [14]. 
The above simulation imposes a forcing of 5 hours during which the lake shows 
large amplitude standing waves resulting in upwelling in the northwest part of the 
lake and a downwelling in the southeast part of the lake. Snap shots of the isopycnal 
height and velocity field for the two and three layer simulation after 5 hours of 
integration in time, at the end of the forcing period, are shown in Figures 4.10 
and 4.16, for the two and three layer simulations respectively. One can observe in 
both cases the large amplitude of the internal seiche and the opposite phase motion 
(baroclinicity of the motion) of the internal isopycnal compared to the surface. 
These pictures roughly agreed with Serruya's picture (See Figure 1.3 and reference 
[18]) for the upwelling zone. 
When the wind relaxes, the seiche wave is no longer predominant in the internal 
motion. The spectrum of waves becomes more complicated to analyze with the 
appearance of free Kelvin and Poincare types of waves. 
Let us recall the physical signature of these waves. To identify Poincare waves, 
one needs to estimate a channel width L. Following Pedlosky [13], we expect the 
period T of such a wave to be bounded as: 
T < 
27r 
+ C27r2/L2)1/2 Tmax  (4.1) 
n 
where Cn is the phase speed of the vertical mode n and L is an estimate of the 
({2 
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channel width. We take L =20km as an estimate of the channel width to maximize 
the upper bound of the allowable period for Poincare waves. Table 4.4 decomposes 
the allowable period for Poincare waves for each baroclinic mode. 
The characteristic signature of a Kelvin wave is: 
Waves turning counterclockwise with amplitudes vanishing exponentially away 
from the boundary. 
Phase speed is equal to the shallow water phase speed. 
The pressure gradient normal to the boundary is in geostrophic balance with 
the velocity component tangential to the boundary. 
Estimates of the shallow water phase speed for the vertical modes are given 
in Tables 4.1 and 4.2. 
The shore line of the lake is about 50km in length(see [18]), assuming that the 
period of a Kelvin wave is the time necessary for a wave traveling at the shallow 
water phase speed C,i to complete a full revolution around the lake. Table 4.5 gives 
an estimate of the period of the Kelvin wave for each baroclinic mode. 
The last interesting feature is the standing mode (or seiche mode). The period 
of this mode can easily be estimated by simply assuming that the period of the seiche 
wave is the time needed for the wave to go across the basin and back. The allowable 
seiche modes are (See [5]): 
2L 1 
Tp 
C7 2p + 1 
where p = 0, 1, 2, 3, ... and Cri is the phase speed of the vertical mode n. 
During the forced period, the water is piled up in the northwest corner, when 
the wind relaxes, the water piles up in the southeast section. We might then estimate 
the width of the basin to be the northwest southeast extent of the lake which is about 
10km. Table 4.6 gives an estimate of the gravest seiche period of each baroclinic 
mode. 
(4.2) 77 
Table 4.4: Tmax is the maximum allowable period for a Poincare wave in a channel 
of width 20 km. 
Two -layer  Three -layer 
Vertical mode 2 Vertical mode 2 Vertical mode 3 
Phase speed (ms -1)  0.23  0.34  0.5 
Tmax (hour)  16.4  15.4  13.7 
Table 4.5: Estimated period of Kelvin waves for each baroclinic mode considering 
a shore line of 50km. 
Two -layer  Three -layer 
Vertical mode 2 Vertical mode 2 Vertical mode 3 
Phase speed (ms -1)  0.23  0.34  0.5 
T (hour)  60  40  27 
4.2.3 Analysis of the output of the models 
Two -layer model 
Figure 4.8, which represents the periodogram of the height history at station 
F, shows peaks at 5.625, 11.25 and 45 hour period. From the estimate determined in 
the previous section (see Tables 4.4 and 4.5), one can conclude that the 45 hour peak 
would correspond to a Kelvin wave (an estimate of a 60 hour period was found). 
The peaks at 11.25 and less could either be Poincare or seiche waves. 78 
Table 4.6: Estimated gravest period of standing wave for a basin of length 10km for 
each baroclinic mode. 
Two -layer  Three -layer 
Vertical mode 2 Vertical mode 2 Vertical mode 3 
Phase speed (ms -')  0.23  0.34  0.5 
To (hour)  24  16.3  11.1 
Three -layer model 
For the three -layer model, we need to analyze separately the two baroclinic 
modes. 
First baroclinic mode : 
Following the same idea, we classify waves of the first baroclinic mode (see 
Figure 4.11 for the allowable period of the first baroclinic mode). As for the two 
layer model, it is easy to identify the Kelvin mode and the simple analytic model of 
Section 4.2.2 is in good agreement with the simulation for the 40 hour period Kelvin 
wave. 
Second baroclinic mode : 
Figure 4.12 shows a peak at 11.25 hour period. Again a more detailed analysis 
should be performed to determine whether it is a Poincare or seiche wave. 
In summary, the Kelvin waves are usually easily determined by simple compar- 
ison to the allowable period in an estimated basin. However, no further conclusions 
can be made to fully determine the nature of the higher frequency waves (Poincare 
or seiche), typically with periods less than 15 hours. 
Now that we have a better understanding of the dynamics of the lake, we can 
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test the accuracy of the model using a realistic wind as forcing and compare the 
results of model simulations to available data at station F. 
4.2.4 Simulation using a realistic wind stress 
We utilized real wind data from Thabat station (northwest of Lake Kinneret) 
in these numerical simulations. The wind stress is assumed to be uniform over the 
lake. The parameters are the same as those used for the free wave simulation. The 
model output is compared to the available data at station F only. 
4.2.4.1 Two -layer model results 
Using the parameters of a two -layer flow described in Section 4.1, we integrate 
the model over 192 hours. Time t =0 corresponds to Julian day 145. 
4.2.4.2 Three -layer model results 
The following experiment uses a realistic wind stress like the one used for the 
two layer model. The solution also shows a strong diurnal seiche and Poincare wave 
while the wind is blowing. When the wind is relaxed we get the same spectrum as 
in the free wave solution experiment. 
4.2.5 Model comparison 
The first goal of a layer model is simplicity and, therefore, fast in a computing 
power sense. Refining the vertical resolution enables the model to solve for another 
baroclinic mode as we saw in the previous section. However, it also increases the 
complexity and size of the discrete formulation. How simple a model can be while 
still realistically representing the lake dynamics is an important issue. The goal of 
this section is to try to give a reasonable answer to this question. It is obvious that 
vertical refinement adds more accuracy to a model in general. Unfortunately, the 
discrete layer formulation becomes unstable whenever the layer depth vanishes so Density at station F 
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Figure 4.17: Model prediction using a realistic uniform wind forcing. Displacement 
of density interface at station F. The upper graph is the numerical result. The den- 
sity of the top layer is 995.35kgm-3, the density of the lower layer is 997.0655kgm-3 
The middle graph is the observed data. The lower graph is the magnitude of the 
wind stress in mes -2. 
that the out cropping of the internal isopycnal surface or the intersection of layers 
with a non vertical boundary are impossible to simulate. The experiment using 
three layers suffers from this problem and showed unstable behavior each time the 
wind forcing was strong enough to impose the out - cropping of the top internal layer 
or a vanishing of the bottom layer thickness. The much faster and simpler two 
layer formulation suffers form a very coarse vertical resolution, but shows stronger 
stability properties. The reason for this result is that it is easier to choose realistic 
densities and layer depth that will not out -crop or vanish during the integration. 
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Figure 4.18: Model prediction using a realistic uniform wind forcing. Height of the 
internal layer at station F. The time step between consecutive data is one hour. 
Time t = 0 h correspond to Julian day 145 at 00:00. 
The computing time doesn't seem to be a significant issue between the two 
and three layer models (about 3 to 5 hours are needed on a Sun Ultra spark 10 
workstation). Thus the decision between models should depend on the stability 
properties of the two different approximations. The three layer formulation should 
be used whenever it does not show unstable behavior (a reasonably weak wind 
forcing will generally result in a stable solution) as it increases the accuracy of the 
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Figure 4.19: Model prediction using a realistic uniform wind forcing. Power in 
logarithmic scale versus period in hours. Fourier analysis of the time series of the 
internal layer height at station F. 
solution. When the three layer formulation fails to simulate the physical dynamics, 
the model should utilize the more simple two layer formulation. 
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Figure 4.20: Model prediction using a realistic uniform wind forcing. Modeled and 
observed isopycnal depth for station F (isopicnal 997.3kgm -3). The top solid lines 
represent the data observed at station F. The broken lines are the model prediction of 
isopicnal 997.3kgm -3. The solid line of the bottom graph is the smoothed observed 
isopicnal height. 
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Figure 4.23: Model prediction using a realistic uniform wind forcing. Time evolution 
of the internal counterclockwise Poincare wave and in the limiting case, Kelvin wave. 
Contour plot of the mean depth using a one hour time step between each plot. -5 
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Figure 4.24: Model prediction using a realistic uniform wind forcing. Density at 
station F. The upper graph is the numerical solution. The middle graph is the 
observed data. The lower graph is the corresponding wind forcing. 
Ê 
2 
+ 1 
N 
0  M J  '\n "4,1 -5 
E -10 
t 
- 15 
20 
145.5  146  146.5  147  147.5  148 
Julian Day [day] 
148.5  149  149.5 
88 
Figure 4.25: Model prediction using a realistic uniform wind forcing. Modeled and 
observed isopycnal depth for station F (isopycnal 997.3kgm-3 and 998kgm-3). The 
top solid lines represent the data observed at station F. The broken lines are the 
model prediction of isopycnal 997.3kgm-3 and 998kgm-3 . The solid lines of the 
bottom graph are the smoothed observed isopycnal height. 16h  18h 
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Figure 4.28: Model prediction using a realistic uniform wind forcing. Time evolution 
of the interfaces displacement and contour of the height of the top layer. The time 
t =0 correspond to the beginning of the numerical integration or Julian day 145. a 
12 -hour period seiche is apparent from the model output. 
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5.1 Model performance 
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The goal of the model is to reproduce the low frequency internal wave mo- 
tion and to learn more about the effect of the diurnal surface wind forcing during 
the stratified period of Lake Kinneret. We used a two and three -layer model as 
approximation of the lake hydrodynamics. The forcing terms were simply reduced 
to surface wind stress. Heat transfer which is known to be an important factor in 
lake hydrodynamics has been neglected in order to understand the response of the 
lake to a simple surface wind forcing. These assumptions and conditions were cho- 
sen because of their simplicity resulting in fast numerical solution of the primitive 
equations. The model is flexible enough to later add more levels of complexity, as 
will be discussed in Section 5.3. 
Even at this basic state ( the layers are adiabatic, the boundaries are approx- 
imated by vertical solid walls and the wind stress is uniform over the entire lake ) 
most of the relevant physical feature observed in Lake Kinneret (seiche, Kelvin and 
Poincare waves) are captured by the model as shown at station F. The models pre- 
diction fits quantitatively the available data at station F and the two -layer model 
even catches the out - cropping of the internal isotherm at 150 Julian days as the 
data shows. However diffusion is added to avoid such a phenomena as our numeri- 
cal scheme becomes unstable with the vanishing of the layer depth. The simplicity 
of the model makes it fast in a computing sense. At most seven hours are needed to 93 
run it over an entire physical week on a Sun Ultra Sparc 10 using a 30 *50 horizontal 
grid. 
5.2 Model caveats 
The numerical and theoretical simplicity of the model has been designed to 
capture the baroclinic motion of the lake including Poincare, seiche and Kelvin 
waves. Necessarily, the relevance of processes such as wind stress, mixing, heat, 
diffusion and bottom topography should be discussed with respect to the model. 
The assumption of uniform wind stress in strength and direction will, not 
surprisingly, lead to discrepancies in the validation of the model with field and lab- 
oratory observations. For this study's purpose, the uniform wind stress assumption 
is attractive because wind data are available at only one station on the lake. 
The absence of vertical mixing in the model specifies a layered formulation 
and is a reasonable assumption for strongly stratified periods in the lake and over 
a time integration of the order of six to ten days. The experiments showed that 
a week of integration proves adequate to reproduce the strong seiche and Poincare 
mode. 
The neglect of heat transfer as well as diurnal radiative heating leads to an 
increase in the mean thickness of the upper layer, as seen in Chapter 4. This is 
indicative of the importance of the diurnal heating. As a further consequence of the 
neglect of heat transfer, transition between stratified state to totally mixed state 
are not reproducible by the model. 
The coarse resolution and approximated finite difference scheme is, at most, 94 
accurate to second order and leads to coarse resolution of the free wave residual 
and specifies damping of the resonant amplification by forcing. The undetermined 
numerical solution of the sloping beach and vanishing layer depth problem leads to 
an unrealistic bathymetry near the boundary in order to avoid instabilities. As a 
result, the vertical resolution is restricted to a low number of baroclinic modes (i.e. 
equal to the number of internal layer). 
5.3 Model improvement 
The limitations of the model imposed by the basic assumptions and conditions 
can be corrected by including heat transfer, a more realistic boundary and adding 
levels of sophistication to the finite difference scheme. 
Heat transfer is a known important physical feature in lake dynamics for rep- 
resenting the variation of mean thickness of the layers and the transition from a 
totally mixed state to a fully stratified structure. Therefore, adding heating and 
cooling will increase the accuracy of the model for a long time integration of the 
simulations. 
A more realistic representation of the boundary should be used to increase 
the accuracy of the model if an acceptable method to solve the sloping beach and 
vanishing layer depth problem is found. 
The most obvious direction for the model's improvement is related to the 
discretization. The numerical scheme is only second order accurate and diffusion 
is introduced by the discrete formula. A more accurate scheme as finite element 
or spectral method combined with a correct parameterization of the diffusive term 95 
would greatly improve the accuracy of the solution to model the over damped Kelvin 
Poincare wave and the resonance by forcing. Also, one could investigate the inverse 
formulation in order to minimize the errors introduced by the boundary condition, 
wind forcing, heating and dynamics the model itself. 
- 96 
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