Analytical computation methods are proposed for evaluating the minimum dwell time and average dwell time guaranteeing the asymptotic stability of a discrete-time switched linear system whose switchings are assumed to respect a given directed graph. The minimum and average dwell time can be found using the graph that governs the switchings, and the associated weights. This approach, which is used in a previous work for continuous-time systems having non-defective subsystems, has been adapted to discrete-time switched systems and generalized to allow defective subsystems. Moreover, we present a method to improve the dwell time estimation in the case of bimodal switched systems. In this method, scaling algorithms to minimize the condition number are used to give better minimum dwell time and average dwell time estimates.
Introduction
Problems regarding the stability of switched linear systems have been attracted the interest of many researchers in the last two decades [1] . A well-known approach to the stability of switched linear systems is to impose constraints on the set of switching signals so as to guarantee the stability [2, 3, 4, 5] . Mainly, two kinds of constraints have been considered: minimum dwell time constraint and average dwell time constraint. For the former, intervals between two consecutive switchings are assumed to be larger than or equal to a number called minimum dwell time, whereas for the latter, these intervals are assumed to be, on average, larger than or equal to a number called average dwell time.
In the literature, there are many methods to find the minimum dwell time and/or the average dwell time that guarantee stability of a given switched system [6] . However, in general, there is no method that gives the smallest possible minimum (or average) dwell time in terms of subsystem properties. The most efficient methods that can be used to approximate the minimum (or average) dwell time are based on linear matrix inequalities [3, 7] and therefore, they do not give any insight in the relationship between the subsystem properties and the minimum (or average) dwell time [8] .
For continuous-time switched systems with non-defective subsystem matrices, an estimate of the minimum (or average) dwell time explicitly depending on the subsystem properties has been derived in [9, 10] , where the minimum dwell time is found as a function of the subsystem eigenvalues and eigenvectors. The method in [9] is based on viewing a switching signal as a walk in the complete directed graph (digraph) whose nodes correspond to subsystems and whose arcs correspond to switching events.
In [10] , a more general problem has been considered, namely finding the minimum dwell time for switched systems whose switchings are governed by a digraph (called switching graph). Note that the special case of this problem where the switching graph is complete corresponds to the standard dwell time problem in the literature. On the other hand, the general problem is important because switched systems whose switchings are governed by a digraph can be encountered in control engineering applications [11, 12, 13] . Theoretically, such systems are first considered in the switched system literature, to the best of our knowledge, in [14] , where stability conditions are reduced to the conditions on the strongly connected components of the digraph. Later on, the second author of this paper presents sufficient conditions for the stability of constrained switched systems using the properties of the digraph that governs the switchings [10] . This method has been improved in a conference paper [15] for continuoustime systems so as to cover systems with defective subsystem matrices. Recently, in [16] , stabilization of switched systems whose switchings are governed by a digraph has been considered. Digraphs are also used in [17] , where the multiple Lyapunov function method has been generalized.
In this paper, we apply the method proposed in [10] to discrete-time switched linear systems and waive the non-defectiveness condition by considering the Jordan form of subsystem matrices. In addition, we improve the minimum dwell time estimate for bimodal systems by applying a scaling algorithm that minimizes the condition number of the matrices.
In the sequel, we first explain how the switching graph arises naturally considering a bound on the norm of the solution of a linear switched system. In Section 2, we define the switching graph which will be used to estimate the minimum (or average) dwell time. Based on the switching graph, methods for minimum dwell time and average dwell time computation are given in Section 3 and Section 4, respectively. Finally, we will discuss on possible future research in this area in Section 6.
Notation: R and N denote the set of real numbers and the set of positive integers, respectively. · denotes the 2-norm for vectors and the spectral norm for matrices.
Switched Systems and the Switching Graph
We consider discrete-time switched linear systems of the form
where x ∈ R N is the state of the system, {A i ∈ R N ×N } i∈{1,...,M} is a finite set of Schur stable subsystem matrices, M is the number of subsystems, N is the dimension of the state space, {1, . . . , M } is the index set for the subsystems and S denotes the set of admissible switching signals. Assume as switching instants 0 = t 0 < t 1 < . . . , where t k ∈ N and denote the index of the active subsystem from time t k to time t k+1 − 1 by σ k . Let N σ (t) denote the number of switchings in the time interval [0, t). Two different sets of switching signals are considered:
consists of the switching signals for which the interval between two consecutive switchings is always larger than τ , whereas S ave [τ, N 0 ] is the set of switching signals with the property that at each time t the number of past switchings N σ (t) satisfies the average dwell time condition N σ (t) ≤ N 0 + t τ . For a given initial condition x(0), the solution of the discrete-time switched linear system (1) for t ∈ {t n , . . . , t n+1 − 1} can be written as
Let us consider the Jordan matrix decomposition
where P i is the generalized eigenvector matrix of A i and J i is the Jordan matrix. We use the fact that the 1's above the diagonal in the Jordan matrix are conventional and can be replaced by any constant ǫ. To explain this, let us assume that the Jordan form J consists of one Jordan block, matrices with a Jordan form that consists of more than one Jordan block can be treated similarly. Then, by changing the generalized eigenvector matrix from
. . ], the matrix A can be written as
where
where D denotes the diagonal part of J (ǫ) and N (ǫ) denotes the nilpotent part of J (ǫ) . Then, N (ǫ) = ǫ. For a Schur stable matrix A, D < 1, and we can choose an ǫ such that 0 < ǫ < 1 − D . Then, one gets J (ǫ) < 1. For a matrix whose Jordan form consists of more than one Jordan blocks J 1 , J 2 , . . . , let us choose a sufficiently small ǫ satisfying
, we obtain
Moreover, since D = max k D k , the condition (6) is equivalent to
For each subsystem matrix A i , we choose a generalized Jordan decomposition
with a sufficiently small ǫ i satisfying
In the following we drop the superscript (ǫ) from matrices P (ǫ) and J (ǫ) for the simplicity of notation, unless it is necessary to indicate the dependence on ǫ. Note that for a non-defective subsystem matrix A i , the Jordan form is diagonal and the Schur stability implies that (4), and using norm inequalities we have
Let us define ρ
. Note that, if A i is non-defective, then J i is diagonal, and hence ρ i is equal to the spectral radius of A i . Then, writing the term between parentheses in Inequality (10) in exponential form, we have
where γ = max i,j∈{1,...,M} P i P
−1 j
. Since each subsystem is Schur stable, from (7) we have
for all i. Then, using ρ (t−tn)
, we can write
In the following, we show that the function α(n) can be seen as the weight of a walk (of length n) on a doubly weighted digraph called the switching graph.
Definition of a switching graph
For some switched systems, transitions between subsystems are restricted by a digraph, whose nodes represent subsystems and whose directed edges represent admissible transitions between subsystems. As a consequence of this idea, a switching signal σ can be viewed as a walk on such a graph. It can be easily seen that each transition from subsystem i to subsystem j gives a contribution to α function which is a function of the ordered pair (i, j), namely
. These values can be assigned as the weights of the directed edges for all admissible transitions between subsystems. Consider
as the gain of the transition from subsystem i to subsystem j and ω
as the loss of the dwelling at subsystem i per unit time. Then, we have a doubly weighted graph as follows.
A switching graph of a switched linear system (1) is a doubly weighted digraph
Here, V is the set of nodes which is isomorphic to the index set of subsystems. E is the set of the directed edges that represent admissible transitions between subsystems. This set is given by E = {(i, j)|i = j, i, j ∈ V} in the case of no restriction imposed on transitions between subsystems, namely we have a fully connected switching graph. ω + and ω − are the real-valued weight functions defined on the set E as
For a switched system with four subsystems, the switching graph is shown in Figure 1 .
Assume that the switchings in the switched system under consideration should respect a directed graph. In this case, the set of admissible switching signals S is restricted by the directed edges of the switching graph. We denote by
the set S min [τ ] restricted by the switching graph G. This set of switching signals contains the switching signals that respect the given digraph G and satisfies the minimum dwell time property. Similarly, we have
Maximum cycle ratio
Consider a weighted digraph G = {V, E, ω}, where ω is a real-valued weight function defined on E. , p k+1 ) ). Now consider a doubly weighted graph G = {V, E, ω
The maximum cycle ratio ν is defined as
where C denotes the set of all cycles in G and |C| is the length of the cycle C = (p 1 , . . . , p |C| ).
Similarly, the mean of a cycle is defined as µ(C) =
|C| . The maximum cycle mean µ is defined as
The optimum (minimum or maximum) cycle ratio, also known as profit-totime ratio, and the optimum cycle mean have been considered in graph theory literature [18, 19, 20, 21] , and have many applications in different areas such as scheduling problems [22, 23, 24] and performance analysis of digital systems [25] . There are many algorithms that can be used to find the optimum cycle ratio and the optimum cycle mean for a given doubly weighted digraph (See [21] ). In terms of practical complexity, one of the fastest algorithms is given in [20] . In the sequel, we use this algorithm for which a C code is available in Ali Dasdan's personal web page [26] .
Minimum Dwell Time Computation
In this section, we consider the switched linear system whose switchings are governed by the digraph G and the time interval between any consecutive switching instants is larger than or equal to the minimum dwell time τ . As a special case, the non-defective bimodal case is discussed in Subsection 3.1.
.,M be a family of Schur stable matrices and let G be a switching graph. Then the switched linear system given by
is asymptotically stable if
where the maximum cycle ratio ν is found using the weights given in (16) and (17) with parameters ǫ i satisfying (9) .
Proof. Note that a switching signal σ can be represented by a walk W in the switching graph. If the length of the walk is finite, last subsystem stays active forever thus guaranteeing the asymptotic stability of the switched linear system. Hence, we consider walks with infinite length, which represent switching signals having infinitely many switchings. Using Eq. (14), it is seen that α(n) is the weight of the walk
for the weight function ω ij = ω
. Using the fact that any walk on a digraph with M nodes can be decomposed into the union of some cycles and a path of length at most
Here α * (n) is the weight of the path and α k (n) is the sum of the weights of all k−cycles. Note that the assumption τ > ν(G) implies ω(C) := ω + (C) − τ ω − (C) < 0 for any cycle C. Namely, weights of all cycles are negative. Since V is finite, α(n) is bounded, and therefore, α(n) → −∞ as n → ∞. This is valid for all σ ∈ S G,min [τ ] . Hence, the switched linear system (22) is asymptotically stable. [10] .
Remark 1 If all subsystem matrices are non-defective, then Theorem 1 reduces to the discrete-time version of Theorem 1 in

Bimodal case
Theorem 1 can be enhanced for bimodal non-defective switched systems, namely switched systems with two non-defective subsystems. Since there is only one cycle in the graph associated with the bimodal case, the maximum cycle ratio is
where κ denotes the condition number for the spectral norm, namely κ(A) = A A −1 . Therefore, using Theorem 1, the bimodal switched system is stable if
It is known that eigenvectors can be scaled by any nonzero scalar. Then, an eigenvector matrix multiplied on the right by a nonsingular diagonal matrix is also an eigenvector matrix. Let D denote the set of nonsingular diagonal matrices. Consider the eigenvector matrices P 1 , P 2 . LetP 1 ,P 2 be the new eigenvector matrices obtained by scaling columns of
respectively. Then, we haveP
Hence, the condition (26) in Theorem 1 can be replaced by a stronger condition
There is no analytical method for minimizing the condition number for the spectral norm by scaling rows and columns, but algorithmic methods are available [27, 28] .
Corollary 1 The switched linear system (22) with two Schur stable subsystems is asymptotically stable if
One can use any other p-norm in Inequality (10). The non-defectiveness condition implies that J is diagonal, hence J p = ρ(J), where ρ denotes the spectral radius and · p denotes the p-norm. Using the fact that p-norm is sub-multiplicative, one can similarly obtain the condition
where,
p . There is an analytical method [29] for minimizing the condition number for norms · 1 and · ∞ by scaling rows and columns. According to this method, for p = 1, ∞,
where |A| denotes the matrix whose elements are absolute value of the corresponding elements of A, and ρ denotes spectral radius. Hence, we have the following result:
Corollary 2 The switched linear system (22) with M = 2 is asymptotically stable if
Average Dwell Time Computation
In this section, the average dwell time problem is considered, namely finding the smallest possible value τ for which the switched system (1) is asymptotically stable for the average dwell time set (3) . As a special case, the non-defective bimodal case is discussed in Subsection 4.1.
..,M be a family of non-defective Schur stable matrices and let G be a switching graph. Then the switched linear system given by
is asymptotically stable for all
where ρ max = max i ρ i and the maximum cycle mean µ is found using the weights given in (16) and (17) with parameters ǫ i satisfying (9) .
Proof. For t ∈ {t n , . . . , t n+1 − 1} we have the Inequality (11), which can be written as
where α(n) = n k=1 ln P −1 σ k+1 P σ k . Consider the walk associated to the switching signal σ
it is seen that the ω + -weight of the walk W n is equal to α(n). Since a walk can be decomposed into the union of some cycles and a path of length less than M , where M is the number of nodes,
where α * (n) is the ω + -weight of the path of length less than M , say M * , and α k (n) is the sum of the ω + -weights of all cycles of length k. Definingγ = γe max W ω + (W) where W varies over all possible paths, we get
Consider the maximum cycle mean of the switching graph G, namely
|C| , where |C| denotes the length of the cycle and C is the set of all cycles in G. Then, it is obtained that ω + (C) ≤ |C|µ(G). Since α 2 (n), . . . , α M (n) are cycle weights, we get
Substituting this into (38) and definingγ =γe N0µ(G) , we obtain 
Bimodal case
Similarly to the minimum dwell time case, the average dwell time method can be improved for non-defective bimodal switched systems. As there is only one cycle in a bimodal system, µ(G) =
. Then, the average dwell time satisfies
−2 ln ρmax . Hence, the method in Subsection 3.1 can be applied to the computation of the average dwell time.
Illustrative Examples
We apply the obtained minimum dwell time computation method to two illustrative examples and compare the results with two different methods in the literature: The method given by Morse in [2] , which finds a minimum dwell time guaranteeing each subsystem to be contractive, and the method given by Geromel & Colaneri in [30] , which uses linear matrix inequalities based on a multiple Lyapunov function technique. We skip the comparison of the obtained average dwell time computation with other methods in the literature since they either require a specified convergence rate as in [31] or they refer to in modedependent form as in [32] , namely for each subsystem a certain average dwell time condition is imposed.
Example 1 Consider a switched system consisting of four linear subsystems whose matrices are given by
Here,
Figure 2: The one-sided ring switching graph (G 2 ) considered in Example 1. On each edge, ω + and ω − are shown, respectively.
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Assume that the switchings respect one of the switching graphs: fully connected G 1 (Fig. 1) , one-sided ring G 2 (Fig. 2) and two-sided ring G3 (Fig. 3) .
For different switching graphs, minimum dwell time values are computed using Theorem 1 in Table 1 . It can be seen that the results are better than the results obtained by the method given by Morse in [2] . Comparing the results with the method given by Geromel&Colaneri in [30] , it can be seen that only for the switching graph G 3 , Theorem 1 gives a worse result.
Let us consider a bimodal system for which we can use Corollary 1 and the two-sided equilibration method in [28] to compute a better value for the minimum dwell time than the one obtained by Theorem 1. τ is calculated as 7 using the condition given in Theorem 1. However, applying Corollary 1, τ is calculated as 1 which is equal to the value found by linear matrix inequalities method [30] . Here, we use the two sided equilibration method in [28] which is based on the idea that the condition number can be reduced by making 
Conclusion
A method for the computation of the minimum dwell time that guarantees the asymptotic stability of a switched system has been presented. The method is applicable to systems whose switchings are governed by a digraph. The graphtheoretical nature of the method allows fast computation of an estimate of the minimum dwell time using the maximum cycle ratio algorithms in graph theory. We note that there are many problems that can be considered for the switched systems whose switchings are governed by digraphs. The role that the nature of the switching digraph plays on the dynamics of the switched system should be considered further. We have shown that the average dwell time can be computed using the minimum cycle mean of the switching graph. This approach can be improved in two different ways: Firstly, one can introduce the mode-dependent average dwell time as in [32] , and try to find sufficient conditions on the mode-dependent average dwell times for a given switching graph. Secondly, one can consider a preassumed convergence rate as in [31] to calculate the average dwell time of a given switching graph in a less conservative method. 
