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Abstract
A numerical solution to the problem of time-dependent scattering by an array of elliptical cylinders with parallel axes is presented.
The solution is an exact one, based on the separation-of-variables technique in the elliptical coordinate system, the addition theorem
for Mathieu functions, and numerical integration. Time-independent solutions are described by a system of linear equations of inﬁnite
order which are truncated for numerical computations. Time-dependent solutions are obtained by numerical integration involving
a large number of these solutions. First results of a software package generating these solutions are presented: wave propagation
around three impenetrable elliptical scatterers. As far as we know, this method described has never been used for time-dependent
multiple scattering.
© 2006 Published by Elsevier B.V.
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1. Introduction
We consider time-dependent scattering of electromagnetic waves by an array of ideally conducting elliptical cylin-
ders. The mathematical model is formulated explicitly in elliptical geometry. As illustrated in Fig. 1, no a priori
limitations are imposed on the number of scatterers, on the geometric parameters that ﬁx their elliptical form, on their
orientation, and on their relative positions (except that overlap is forbidden). A software package has been written
which solves this scattering problem numerically. This software package is formulated and organized in such a way
that adaption to similar problems (e.g., quantum mechanical scattering off repulsive step potentials) is easily achieved.
The solution is obtained in three steps: ﬁrst, a time-independent solution of the single scattering problem (scattering
by one elliptical cylinder) is obtained. By using the addition theorem a time-independent solution of the multiple
scattering problem is then calculated for a given wave vector k [13]. Numerical integration over k-space yields a
time-dependent solution of the multiple scattering problem. Whenever a considered structure is well represented by
an array of parallel elliptical cylinders (embedded in a homogeneous medium) the solutions obtained by the present
method are (i) exact, (ii) closely related to the time-independent solutions of the scattering problem because the
asymptotic angular distribution of the scattered wave packet is given by the time-independent scattering amplitude
(except in forward direction), and (iii) can be calculated for arbitrary times, e.g., long before, during, and long after the
scattering process. They are therefore not only suited to illustrate general relations between the time-independent and
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Fig. 1. Multiple scattering by elliptical cylinders.
time-dependent approach but should also be useful for comparison with more general time-dependent methods which
do not suppose a particular form of scatterers [9,3,15].
In the long run it is intended to use this method to discuss the relation between multiple scattering and localization
of electromagnetic waves.
2. Methods
2.1. Single scattering
Note that the method presented in this section is similar to [4]. We use the notation for the Mathieu functions
introduced by Meixner and Schäfke [10] because we think that it is easier to follow as the more common notation
of [1]. In particular, this means that we do not have to distinguish between even and odd Mathieu functions, so the
formalism is shorter and more similar to the cylindrical case (sine, cosine, Bessel, and Hankel functions).
We are looking for a function Fk fulﬁlling the scalar Helmholtz equations
(+ k2)Fk(u, v) = 0, u>u0, (1)
(+ 2k2)Fk(u, v) = 0, u<u0 (2)
in the implicitly deﬁned elliptical coordinate system
x = (x, y) = (h cosh u cos v, h sinh u sin v), (3)
where 2h is the distance between the two focal points. In electromagnetic problems  = √, where  and  are the
material constants that occur in D = 0E and B = 0H. In the coordinate system deﬁned by (3), the Laplacian reads
= 1
h2[cosh 2u − cos 2v]
(
2
u2
+ 
2
v2
)
. (4)
In addition to (1) and (2) we impose the following boundary conditions:
(1) Continuity of Fk(u, v) and gradFk(u, v), in particular around the x-axis.
(2) Radiation condition in elliptical coordinates
lim
u→∞
√
heu
(
1
heu

u
− ik
)
[Fk(u, v) − Ek(u, v)] = 0, (5)
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where Ek(u, v) is the incoming wave eik·x in elliptical coordinates [10].
k = (k cos , k sin )T, (6)
Ek(u, v) = eik·x =
∞∑
m=−∞
em(; qk)M(1)m (u; qk)mem(v; qk), (7)
em(; qk) =
{
immem(; qk), m0,
−(im)mem(; qk), m< 0.
(8)
In these equations
qk = k
2h2
4
(9)
and the functionsM(1)m (u; qk) and mem(v; qk) are Mathieu functions and Modiﬁed Mathieu functions in the notation
of [10].
(3) Jump conditions at u = u0
lim
→0[Fk(u0 + , v) − 0Fk(u0 − , v)] = 0, (10)
lim
→0
[

u
Fk(u0 + , v) − 1

u
Fk(u0 − , v)
]
= 0. (11)
The constants 0 and 1 depend on the polarization of the incoming wave and the material constants.
• Case E‖: The incoming ﬁeld ezEk(u, v) = Ek(x) is the electric ﬁeld and the constants are
0 = 1, 1 =
1

. (12)
• Case E⊥: The incoming ﬁeld ezEk(u, v) = Hk(x) is the magnetic ﬁeld and the constants are
0 =
1

, 1 =
1

. (13)
Solutions of (1) are products of Mathieu functions mem(v; q) in the ‘angular’variable v and modiﬁed Mathieu functions
M
(j)
m (u; q) in the ‘radial’ variable u [10]. There exist two linearly independent modiﬁed Mathieu functions which we
characterize by their behaviour when the ellipse becomes a cylinder (h → 0). The ﬁrst one, M(1)m (z; q), becomes
the Bessel function and the second one, M(2)m (z; q), the Neumann function; moreover M(3)m = M(1)m + iM(2)m and
M
(4)
m =M(1)m − iM(2)m . The products of angular and radial Mathieu functions are called ‘partial waves’ related to a certain
k = |k|. M(3)m (u; qk)mem(v; qk) is called an ‘outgoing’ partial wave in the sense of (5) and M(1)m (u; qk)mem(v; qk) a
‘regular’ partial wave. A general solution Fk(u, v) of Eqs. (1) and (2) is
Fk(u, v) =
{
F
(i)
k (u, v) for u<u0,
F
(e)
k (u, v) for u>u0,
(14)
where
F
(i)
k (u, v) =
∞∑
m=−∞
amM
(1)
m (u; 2qk)mem(v; 2qk) (15)
and
F
(e)
k (u, v) =
∞∑
m=−∞
[cmM(1)m (u; qk) + dmM(3)m (u; qk)]mem(v; qk). (16)
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The radiation condition (5) implies that cm = em. The boundary conditions at u = u0 yield two equations which relate
the parameters am, cm, and dm. Since the parameters in the Mathieu functions are qk on the left-hand side and 2qk
on the right-hand side, the situation is more complicated than for circular cylinders where the same angular functions
appear on both sides. With
Amn(q1, q2) =
∫ 2
0
mem(v; q1)men(v; q2) dv, (17)
these equations may be written as
dnM
(3)
n (u0; qk) − 0
∞∑
m=−∞
M(1)m (u0; 2qk)Anm(2qk; qk)am = −cnM(1)n (u0; qk), (18)
dn
dM(3)n
du
(u0; qk) − 1
∞∑
m=−∞
dM(1)m
du
(u0; 2qk)Anm(2qk; qk)am = −cn dM
(1)
n
du
(u0; qk). (19)
For actual calculation, this linear system has to be truncated with −SmS and −RnR. In order to formulate
these equations as a linear system that may be solved with standard equation solvers, we introduce the following
matrices. We use the notation Diag(d1, d2, . . .) for diagonal matrices with the entries d1, d2, . . .
AR,S(
2qk, qk) =
⎛
⎜⎜⎝
A−R,−S(2qk; qk) · · · A−R,S(2qk; qk)
...
...
AR,−S(2qk; qk) · · · AR,S(2qk; qk)
⎞
⎟⎟⎠ , (20)
M
(j)
R (u0; qk) = Diag(M(j)−R(u0; qk), . . . ,M(j)R (u0; qk)). (21)
A vector xR with index R means that the vector x that has an inﬁnite number of components is truncated to
xR = (x−R, x−R+1, . . . , xR−1, xR). (22)
We now reformulate Eqs. (18) and (19) in the following way:
⎡
⎣ M
(3)
R (u0; qk) −0AR,S(2qk, qk)M(1)S (u0; 2qk)
dM(3)R
du
(u0; qk) −1AR,S(2qk, qk)
dM(1)S
du
(u0; 2qk)
⎤
⎦(dR
aS
)
= −
⎛
⎝ M
(1)
R (u0; qk)cR
dM(1)R
du
(u0; qk)cS
⎞
⎠
. (23)
This is a linear system that may be solved using standard procedures [2]. For the truncation of the vector d according
to −RmR see Section 3. In the limit of an ideally conducting cylinder,
 → ∞,  → 0, = const. (24)
we see from the solution of (18) and (19) that in the E‖ case
am → 0, (25)
dm(, qk) → −M
(1)
m (u0; qk)
M
(3)
m (u0; qk)
em(, qk). (26)
Eq. (25) is also valid for the E⊥ case where the components of d become
dm(, qk) → − (dM
(1)
m /du)(u0; qk)
(dM(3)m /du)(u0; qk)
em(, qk). (27)
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Fig. 2. Two elliptical coordinate systems.
2.2. Multiple scattering
If N > 1 scatterers are present it is not possible to solve the scattering problem by simply adding the scattering waves
of the isolated single scatterers (‘primary scattering waves’) to the incoming plane wave. This is an approximation
which only makes sense if the distance between any two scatterers exceeds a critical value that depends on the wave
length of the incoming wave and the related cross section of the single scatterers. If this condition is not satisﬁed one
has to take into account that a scattering wave which emerges from one cylinder modiﬁes the regular ﬁeld in the vicinity
of another cylinder.
A vast literature exists on multiple scattering; for reviews, see e.g., [8,4]. The notion of multiple scattering refers to
an iterative procedure starting with the sum of the scattered ﬁelds of the individual cylinders (interactions neglected).
Then, the next ‘order of scattering’ is obtained by taking the scattered ﬁelds of each cylinder as new incoming ﬁelds
which are scattered again. Eventually, this procedure will converge to the solution of Eq. (38). In 1913, an equivalent
equation has been devised by Záviška [16] for circular cylinders. Sebak [14] used 1994 a similar procedure for multiple
scattering by several elliptical cylinders. Although the method is known in literature, we think that due to the use of
the notation of [10] the derivation given here has the advantage of greater simplicity.
If several cylinders are present, we need more than one coordinate system to describe the situation. To describe non-
confocal elliptical coordinates labelled with an index l we use the following implicitly deﬁned eccentric coordinate
system (cf. Fig. 2).
x = 	l cos
l + hl(cosh ul cos vl cos l − sinh ul sin vl sin l ), (28)
y = 	l sin
l + hl(cosh ul cos vl sin l + sinh ul sin vl cos l ). (29)
If F (l)k is the outgoing wave from the lth scatterer, and u
0
l its ‘elliptical radius’, the boundary conditions for the N
ideally conducting cylinders in the case of an incident ﬁeld E‖ are given by
[
Ek(ul, vl) +
N∑
k=1
F
(l)
k (ul, vl)
]
ul=u0l
= 0, (30)
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F
(l)
k (ul, vl) =
∞∑
m=−∞
dlmM
(3)
m (ul; qk,l)mem(vl; qk,l), (31)
qk,l = k
2h2l
4
. (32)
To solve these equations, we have to express an outgoing partial wave related to one coordinate system (index l) as
superposition of regular partial waves related to another coordinate system (index p). This may be done with the
so-called addition theorem for Mathieu functions [12]
M
(j)
m (ul; qk,l)mem(vl; qk,l) =
∞∑
r=−∞
B
(j)
r,m(|dlp|,
lp, l − p,k, qk,l , qk,p)M(1)r (up; qk,p)mer (v; qk,p), (33)
B
(j)
r,m(	,
, ,k, qk,l , qk,p) =
∞∑
f,g=−∞
(−1)g−f+mcm2g(qk,l)cr2f (qk,p)
× Z(j)r−m+2(f−g)(|k|	)e−i[r−m+2(f−g)]
e−i(2g+m). (34)
Here
Z
(j)
m (z) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Jm(z), j = 1,
Ym(z), j = 2,
Jm(z) + iYm(z), j = 3,
Jm(z) − iYm(z), j = 4,
(35)
where Jm(z) is the Bessel function, Ym(z) the Neumann function, and Z(3,4)m (z) are the related Hankel functions.
The incoming wave function may be expressed in the lth coordinate system as follows:
Ek(Rl , l; ul, vl) = eik·Rl eik·D(l )xl = eik·RlED(−l )k(ul, vl), (36)
D() =
(
cos l − sin l
sin l cos l
)
. (37)
Using these formulas, the boundary conditions (30) may be expressed in the corresponding coordinates:
M
(3)
r (ul; qk,l)
M
(1)
r (ul; qk,l)
dlr = −eik·Rl er (− l; 	l ,
l ) −
N∑
k=1
k =l
dkmB
(3)
r,m. (38)
The vector dk is truncated according to Eq. (47). Its components are (dk)rk , −Rk < rk <Rk . We join the N vectors dk
to one vector
d = (d1−R1 , . . . , d1R1 , d2−R2 , . . . , d2R2 , . . . , dN−RN , . . . , dNRN )T. (39)
In the same way, we deﬁne the vector e as
e = (eik·R1e−R1(− 1; 	1,
1), . . . , eik·R1eR1(− 1; 	1,
1),
. . . , eik·RN e−RN (− N ; 	N,
N), . . . , eik·RN eRN (− N ; 	N,
N))T. (40)
M. Nigsch / Journal of Computational and Applied Mathematics 204 (2007) 231–241 237
Next, we introduce the matrices
Dl =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
M
(3)
−Rl (ul; qk,l)
M
(1)
−Rl (ul; qk,l)
0
M
(3)
−Rl+1(ul; qk,l)
M
(1)
−Rl+1(ul; qk,l)
. . .
0
M
(3)
Rl
(ul; qk,l)
M
(1)
Rl
(ul; qk,l)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(41)
and
T p→l =
⎛
⎜⎜⎜⎝
B
(j)
−Rl,−Rp(·) · · · B
(j)
−Rl,+Rp(·)
...
...
B
(j)
Rl,−Rp(·) · · · B
(j)
Rl,+Rp(·)
⎞
⎟⎟⎟⎠ , (42)
where
B
(j)
m,n(·) ≡ B(j)m,n(|dlp|,
lp, l − p,k, qk,l , qk,p). (43)
With these deﬁnitions and
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
D1 T 2→1 · · · T N→1
T 1→2 D2 · · · T N→2
...
. . .
...
T 1→N−1 · · · DN−1 T N→N−1
T 1→N T 2→N · · · T N−1→N DN
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
(44)
we may rewrite (38) as
Md = −e. (45)
This is again a linear system that may be solved with standard methods [2].
2.3. Time dependence
Time dependence is introduced by superposition of the time-independent solutions f (x,k) with a weight function

t (k) = 
0(k)e−i(k)t

(x, t) =
∫
R2
dkf (k, x)
0(k)e−i(k)t . (46)
For our purposes, 
0(k) takes the form of a Gaussian e−(k−k0)
2+ik0x
. The integral has to be solved numerically; cases
where a closed analytical form is available are very limited.
The time-dependent scattering process for one scatterer is sketched here in order to illustrate the relation between
time-dependent and time-independent scattering. In Fig. 3, a free Gaussian wave packet moves upwards with constant
velocity, its horizontal extension being essentially given by the two branches of a hyperbola.
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Fig. 3. Schematic evolution of a free wave packet.
Fig. 4. Schematic evolution of a scattered wave packet long before and long after the scattering process.
If a scatterer is placed at the centre of this hyperbola, the initial evolution of the wave packet is the same as long as the
packet is sufﬁciently far away from the obstacle (Fig. 4). Long after the scattering process the wave packet is concentrated
in a ring which moves outwards from the scatterer with constant velocity. In analogy to the time-independent approach
this wave packet may be obtained as superposition of the free wave packet and a scattering wave packet, the angular
dependence of the latter being proportional to the scattering amplitude of the time-independent theory. Within the
hyperbola, the two packets interfere reducing the intensity in the forward direction (shadow). Note that information
about the scattering process (wave packet in the vicinity of the scatterer) is implicitly ﬁxed by time-independent theory
but cannot be deduced in an easy way.
3. Implementation
3.1. Numerical details
The essential building blocks of the program implemented to perform time-dependent scattering are (i) the calculation
and tabulation of the Mathieu functions used, (ii) the computation of time-independent multiple scattering coefﬁcients
for various k vectors, and (iii) the numerical integration procedure which permits one to calculate efﬁciently the
integrals for the time-dependent solution based on a linear interpolation of Mathieu functions and multiple scattering
coefﬁcients.
The Mathieu functions are calculated in the following manner. With an appropriate initial estimate for the separation
constant of Eq. (1) with the Laplace operator given by (4), the series coefﬁcients for the functions are calculated using
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an iterative procedure implemented in arbitrary precision arithmetic. The arbitrary precision arithmetic was required in
order to obtain numerical convergence for the summations in the addition theorem for Mathieu functions. For details
cf. [11]. Then, the angular and the radial functions are tabulated on a (q, v) and a (q, u) grid with 1000 × 720 and
1000 × 1000 equidistant points.
For the numerical calculation of the scattered ﬁeld with Dirichlet boundary conditions a cutoff parameter R() is
chosen such that the following equation is fulﬁlled:
∣∣∣∣∣∣
∑
|m|>R()
dm(,k)M(3)m (u; qk)
∣∣∣∣∣∣< . (47)
As M(2)m (u; qk) takes typically its maximum value around u = 0 (it behaves asymptotically for small q or large u like
the Neumann function), an estimate for the maximum of |dm(,k)M(3)m (u; qk)| is given by
[dmM(3)m (u; qk)]u=u0 ≈ M(1)m (u0; qk). (48)
The condition
R() = {m : M(1)m (u0; qk)< } (49)
with  ≈ 10−15 was used in the program and proved to yield reliable results. Again, the dm were calculated on a (|k|, )
grid with 500 × 360 points.
To obtain a relative precision of 10−2, the calculation of the time-dependent integral (46) requires a grid of about
20 000 points in k-space for every point in x-space; this is the main reason for the fact that the numerical approximation
of the solution is so expensive, and the reason why calculation of the coefﬁcients and their interpolation afterwards
was separated. The cubature procedure used for the integral is a globally adaptive one [6] which is based on a 13 point
and a 25 point rule [5] in the following way. Take an initial subdivision of the domain of k values. From the two rules,
an approximation for the integrals over each of the subdomains is obtained. The difference between the two cubature
rules is taken as an approximation for the error made by the integration. If the sum of the errors is larger than a given
bound , the domain with the largest error estimate is subdivided into four smaller ones, for which the integration is
repeated. This procedure is continued until the sum of all the error estimates is smaller than .
3.2. Estimation of computational cost
The calculations were performed on an Athlon64 3500+ with 1 GB of RAM. On this computer, the tabulation of the
Mathieu functions with the grid described takes about 8 h. The tabulation of the scattering coefﬁcients on the chosen
grid depends on the size of the scatterer and on the k values used; for one scatterer, it takes 3–6 h with the chosen
grid; for 2–3 scatterers one day. Once the scattering coefﬁcients are calculated for a given system, the interpolation
and integration procedure is relatively quick: a density plot of 50 × 50 is produced in about 2 h with the precision and
number of integration points described above.
A comparison with other numerical scattering methods, many of which are described in [7], is beyond the scope
of this article: it would be necessary to calculate a numerical solution for a given system with several different
methods.
3.3. Results
First results are displayed in Fig. 5. In these ﬁgures, we see a Gaussian wave packet with parameters k0 = (0, 2) and
= 2 travelling along the y-axis from negative to positive values. It is scattered by three elliptical cylinders with axes
a = 1, b = 12 at positions (0, 2), (−2, 0), and (2, 0), respectively. The latter two are rotated by /4.
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Fig. 5. Time-dependent scattering by three cylinders.
4. Conclusion
In this paper, we present a software package for time-dependent scattering by arrays of ideally conducting elliptical
cylinders. The calculation is based on exact theoretical results. First, a solution for the time-independent problem is
obtained; this solution is then integrated in order to obtain the time-dependent solution. The relation between the two
types of solution is outlined in Section 2.3 and numerical results with three scatterers are presented in Section 3.
The present approach not only illustrates the connection between time-dependent and time-independent scattering
theory, but is also of interest for comparison with more general time-dependent methods that do not suppose a particular
form of scatterers.
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