Abstract. We assume, for a distributed parameter control system, that a linear stabilizing feedback is available. We then seek a stabilizing feedback, necessarily nonlinear, subject to an a priori bound on the control.
Introduction
We are concerned with feedback stabilization of a linear system _ x = Ax (1) for which it is known that the solution semigroup S( ) generated by the (unbounded) operator A is a contraction semigroup on the Hilbert space H. We suppose that control actuation is available _ x = Ax + Bz (2) where B is a linear operator from some auxiliary Hilbert space U to H. If 
is clearly dissipative (hx; Bzi = ?kyk 2 0) and we assume a priori that this linear feedback system _ x = Ax ? BB x = (A + ?)x with ? := ?BB (4) is asymptotically stable:
For every solution of (4) one has x(t) ! 0 as t ! 1: (5) Our principal concern here is that the control actuation (2) might be available only subject to a control constraint: kz(t)k 1 (perhaps after re-scaling). In such a situation we wish to replace ?y=kyk (kyk 1) (y = B x); (6) i.e., we would try as hard as possible, subject to the constraint, to employ (3) . The resulting feedback system is now nonlinear: _ x = Ax + G(x) with G : 7 ! BF(B )
1 and in some sense lies`between' (1) and (4) | letting ? be the dissipative linear operator:
7 ! ?BB of (4), the control term G( ) of (7) has the form (with := minf1; 1=kykg):
G( ) := BF(B ) = ? with 0 < 1 (8) where = 0 would reduce the dynamics to (1) while = 1, on the other hand, would correspond to (4) . Our concern here is whether we retain asymptotic stability for this saturating control | i.e., we ask: Is it true that
For every solution of (7) one has x(t) ! 0 as t ! 1?
This form of control was treated for the distributed parameter case by Slemrod 7] and that paper has been a primary stimulus to this. We note that Slemrod, in 7] , was particularly interested in demonstrating (9) for a speci c beam model; he imposed hypotheses which were satis ed in that model and which then permitted application of some available general results, especially for veri cation of (5) for that model. Here we wish to take (5), the asymptotic stability of the linear feedback system, as given a priori so, under weaker supplementary assumptions than in 7] on the operators A; B, we will be able to show the asymptotic stability of the system (7) using the saturating feedback (6) as a simple consequence of its relation to (1) and (4). In particular, for this implication we will not need to impose compactness assumptions either on the resolvent ( 1 ? A) ?1 or on B | indeed, it will be possible (in Section 4 below) even to relax the continuity requirement for B. For further treatment of some more detailed examples, note 5], which will concentrate on the cases of boundary control and non-compact resolvents. Our analysis here will rely primarily on the theory of semigroups of nonlinear operators, for which we will take 1] and 8] as principal references.
What we have in mind, primarily, is a system governed by a partial di erential equation (as a wave equation or a non-dissipative beam or plate equation) for which energy is conserved and can be used to furnish a`natural' Hilbert space norm. (Note that in this case S( ) would be a unitary group.) Of course, some damping might already be included in (1), but we view the stabilization as principally coming from the use of feedback control as a mechanism for energy dissipation. Quite di erent in spirit, although also covered by this hypothesis, would be a di usion problem in which, in a context of no-ux boundary conditions, A has a nontrivial nullspace so some additional dissipation would be needed for asymptotic stability.
As an example, consider for (2) the controlled damped wave equation (4) 
whence G is also m-dissipative. Since D(G) = H, it follows (cf., 1] or 8]) thatT := (A + G) is m-dissipative soT generates a contraction semigroup S G ( ) on D(A) = H, giving the solution of (7) | i.e., the solution of (11) with initial data x(0) = x 0 is given by x(t) = S G (t) (15) with = minf1; 1=kykg as in (8) .
As given, this argument is purely formal, since the treatment above of ? kxk 2 = 2hx; _ xi is legitimate pointwise only if x 2 D(A). However, a standard argument enables us to get the desired consequence (15) in any case: we let x ( ) be the solution of (11) | i.e., of (11) with A replaced by its Yosida approximation A := A( 1 ? A) ?1 | and note rst that (15) is valid (as A is continuous) and then that as ! 1 one has x (t) ! x(t) uniformly on any 0; T ] so, in the limit, we obtain (15).
Two immediate consequences of (15) are that:
kx( )k is nonincreasing so x (hence y) is bounded and since ( ) in (15) must be bounded away from 0 for bounded kyk, i.e., on IR + , the output y( ) must be in L 2 (IR + ! U). We now prove (12) by contradiction: supposing it were false, there would be a solution x as above and an increasing sequence of times t k ! 1 such that ky(t k )k > 2" for some xed " > 0. By the uniform continuity of y( ) shown above, we have an interval I k centered at t k and of width at least = (") on which kyk > " so, since the boundedness of kyk ensures existence of some > 0 with uniformly, the contribution of each I k to the integral of ?hx; G(x)i must be at least " 2 > 0 and, as we may assume without loss of generality that these intervals are disjoint, the total contribution up to t k + must then be at least k " 2 . Since (15) implies ? R 1 0 hx; G(x)i kx 0 k 2 this gives a contradiction. Corollary 1. If, in addition to the hypotheses of Theorem 1, we also have (5), then we have (9). Proof. We need only note that, by the Theorem, there is some time such that ky(t)k < 1 for t > so G(x) ?x = ?BB x from on. The remaining evolution of (7) coincides thenceforth with that of (4), starting at x( ) | for which convergence to 0 was assumed.
3. Some remarks (8) 
Replacing (11) by (18) as an equation and in (12), the proof provided above for the Theorem continues to hold with the obvious minor modi cations. The same applies to Corollary 1.
It might be of some interest to extend this further to an integral form: We also note that the linearity of A has not been used | e.g., we did not rely on (13) but rather on the theory of nonlinear semigroups | so our analysis would apply also when (1) is nonlinear. We will not pursue this.
Remark 3: While we have shown in Corollary 1 the convergence x(t) ! 0 as t ! 1, our argument provides no rate of convergence | and, indeed, this could not be expected if no rate is speci ed for the linearly controlled system (4). With such a speci cation, necessarily exponential, our argument still does not give uniformity for this exponential decay: for each solution the asymptotic rate is always the same as for (4) but for initially large solutions the decay can be relatively minuscule for an initial period of indeterminate length. We will, however, provide a suggestive computation indicating why such a uniform rate for (7) 2 = k?k = ess supf g. We now consider a conservative setting so S( ) is actually a unitary group, for which it is plausible to expect a representation S(t) ](!) = ( t (!)) for t 2 IR; ! 2 ; ( ) 2 L 2 ( ) where t 7 ! (t) is a one-parameter group of measure preserving transformations on .
We easily verify that the solution of (7) is given by We then get for (9) the rate: kx(t)k exp ? ( kBkkx 0 k ) t= ] kx 0 k: Remark 3: A principal reason for using feedback for stabilization is to allow for the possibility of continued excitation, i.e., the inclusion of a forcing term f in (2) so we would get _
For an exponentially decaying linear system it is standard to estimate the stability of the response: if, e.g., f is bounded (uniformly in time), then the solution will be bounded with a bound dependent both on the decay rate and the bound on f and related comments apply to excitations which are locally L p . For the saturating system (19) one notes that one has a bound on the dissipation provided by the feedback so even a bounded excitation (but exceeding this) might produce an unbounded trajectory: we then do not, in general, get BIBO stabilization.
4. Unbounded control/observation In this section we wish to relax the requirement that the linear control/observation operators B; B be continuous with respect to the H; U topologies as above. This is potentially important especially for the possible consideration of stabilization through boundary control. Note the related importance of avoiding imposition of a coercivity assumption for ?A since, while useful, this would unfortunately preclude consideration of precisely those problems in which we are most interested.
We continue to assume that A generates a contraction semigroup on H, although all we will use of this is that it is dissipative and that its domain D(A) := f : A 2 Hg is dense in H. Since ? = ?BB is now to be unbounded, it is no longer automatic that the dissipative operator (A + ?) should be maximal and, with a view to Theorem 3, we will therefore assume explicitly that Step 1: Letx(t) := S ? (t) x 0 ] be the solution of (4) with initial data in the domain of the in nitesimal generator: x 0 2 D(A + ?). By a theorem of Komura 4] , in this casex as well as x will be nonincreasing, i.e., kx (t)k kx (0)k = k(A + ?)x 0 k =: C as well as kx(t)k kx 0 k.
Strictly speaking, we havex (t) only a.e. and otherwise have the`forward derivative'x + , but this distinction does not a ect our argument.
We now show that, settingỹ( ) := B x( ), we have 
Step 2: Let x := S G ( ) x 0 ] be the solution of (22) We note that when kyk 1 we have = 1 so G x] = ?x; noting that (20-ii) permits us to consider the sums directly, we know that then (A + ?)x( ) = (A + G) x( )], which is in H. Thus we have x( ) 2 D(A + ?) and, settingx(t) := S ? (t ? ) x( )], can proceed as in Step 1; note that kx ( ) Suppose this would be false. Then, for some 0 < " < 1=3 there would be arbitrarily large values of t for which ky(t)k > 2". Since, as in Step 2, we have y( ) 2 L 2 (IR + ! U, there must also be arbitrarily large values of t for which ky(t)k < 2" < 1; since y( ) is continuous there, there must be k ! 1 with ky( k )k = 2" and with kyk " on an interval I k of length at least := " 2 =2C; without loss of generality we may assume these intervals are disjoint. Since there are in nitely many such intervals, it then follows that R 1 0 kyk 2 > N" 4 =2C for arbitrarily large N, contradicting the L 2 bound for kyk.
Step 5: If we now assume (5) Step 6: We conclude by showing the asymptotic stability for general initial data:
x(t) := S G (t) x 0 ] ! 0 as t ! 1 for arbitrary x 0 2 H:
To see this, we rst note that D(A+G) contains D # which is dense in H. Thus, for any " > 0 we can choose x 0 0 2 D(A + G) with kx 0 0 ? x 0 k " and let x 0 = S G ( ) x 0 0 ] be the corresponding solution. We know that there will be some for which kx 0 ( )k " and we then have kx( )k kx 0 ( )k + kS G ( ) x 0 0 ] ? S G ( ) x 0 ]k 2": By the contractivity of S G , we will have kx(t)k 2" thenceforth, i.e., x(t) ! 0 as t ! 1.
We are next concerned with veri cation of the hypotheses for Theorem 2 and show that a su cient condition for this is that there be some # < 1 and some K 
and we set = := (1 ? A) ?1 and ! = ! := A . Note that h!; i 0 as A is dissipative, that = ? !, and that multiplying (26) by and using the monotonicity gives k k 2 h ; i so k k k k, uniformly in , whence also k k k k. showing (21).
The argument for (20) is identical after replacing by 1 above.
