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Abstract
The paper is devoted to a modification of the classical Cahn-Hilliard equation proposed by some
physicists. This modification is obtained by adding the second time derivative of the order param-
eter multiplied by an inertial coefficient ε > 0 which is usually small in comparison to the other
physical constants. The main feature of this equation is the fact that even a globally bounded
nonlinearity is “supercritical” in the case of two and three space dimensions. Thus the standard
methods used for studying semilinear hyperbolic equations are not very effective in the present
case. Nevertheless, we have recently proven the global existence and dissipativity of strong solu-
tions in the 2D case (with a cubic controlled growth nonlinearity) and for the 3D case with small
ε and arbitrary growth rate of the nonlinearity (see [26, 25]). The present contribution studies
the long-time behavior of rather weak (energy) solutions of that equation and it is a natural
complement of the results of our previous papers [26] and [25]. Namely, we prove here that the
attractors for energy and strong solutions coincide for both the cases mentioned above. Thus, the
energy solutions are asymptotically smooth. In addition, we show that the non-smooth part of
any energy solution decays exponentially in time and deduce that the (smooth) exponential at-
tractor for the strong solutions constructed previously is simultaneously the exponential attractor
for the energy solutions as well. It is worth noting that the uniqueness of energy solutions in the
3D case is not known yet, so we have to use the so-called trajectory approach which does not
require the uniqueness. Finally, we apply the obtained exponential regularization of the energy
solutions for verifying the dissipativity of solutions of the 2D modified Cahn-Hilliard equation in
the intermediate phase space of weak solutions (in between energy and strong solutions) without
any restriction on ε.
Key words: trajectory attractors, smooth global attractors, singularly perturbed Cahn-Hilliard
equation.
AMS (MOS) subject classification: 35B40, 35B41, 82C26.
1 Introduction
In a series of contributions, P. Galenko et al. (see [17, 18, 19, 20]) have proposed to modify the cele-
brated Cahn-Hilliard equation (see [10], cf. also the review [31]) in order to account for nonequilibrium
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effects in spinodal decomposition (cf. [9], see also [24, 29]). The basic form of this modification reads
εutt + ut −∆(−∆u+ f(u)) = g, (1.1)
on Ω× (0,+∞), Ω being a bounded smooth subset of RN, N ≤ 3. Here ε ∈ (0, 1], f is the derivative
of a nonconvex potential (e.g., f(r) = r(r2 − 1)) and g is a given (time-independent) function.
The longtime behavior of equation (1.1) already drew the attention of mathematicians (see
the pioneering [14], cf. also the more recent [7, 21, 23, 35, 36]). However, all these contributions
were essentially devoted to the one-dimensional case which can now be considered well known. There
also have been further works devoted to higher dimensions (see [22, 27], cf. also [13, 34] for memory
effects) but they are all characterized by the presence of viscosity terms which imply the instantaneous
regularization of solutions. This is not the case of (1.1).
The mere existence of energy bounded solutions (see Def. 2.1 for this terminology) was proven
in [33] for N = 3. We recall that this work was mainly devoted to the longtime behavior of such
solutions based on the multi-valued semigroup approach to the problems without uniqueness developed
by A.V. Babin and M.I. Vishik [3] (see also [2], [5, 6] and references therein). The existence result
was then generalized to a nonisothermal system with memory in [28]. Nevertheless, the existence
of energy bounded solutions is not a delicate issue and can be carried out by means of a standard
Galerkin procedure. In addition, both the quoted results were proven supposing f of cubic controlled
growth, but the existence also holds when f has a generic polynomial growth (cf. Thm. 2.2 below).
On the contrary, uniqueness of such solutions is much harder to prove. This was eventually done in
[26] for N = 2, assuming f of cubic controlled growth, along with a number of other results (e.g.,
existence of smoother solutions, global attractors and exponential attractors). Uniqueness of energy
bounded solutions is still open in the case N = 3 (and also when N = 2 for supercubic f). More
recently, an extension to a version with memory has been studied in [12]. However, the existence of
stronger solutions was shown in [25] for ε small enough. This fact enabled the authors to construct
a dynamical system acting on a suitable phase space (depending on ε) and to prove the existence of
the global attractor as well as of an exponential attractor.
Speaking of global attractors in the cases N = 2 and N = 3, the results obtained in [26]
and [25] are not fully satisfactory. Indeed, in the former case we proved the existence of the global
attractors both for energy bounded solutions and for “quasi-strong” solutions (see Def. 2.1 again),
but we could not say whether they coincide. In the case N = 3 we only established the existence of
the global attractor for quasi-strong solutions, while the unique available result on global attractors
for energy bounded solutions was in [33]. Inspired by [37], here we intend to bridge this gap.
First, in Sections 2 and 3, we construct the proper attractor for the energy solutions of (1.1).
Since we do not have the uniqueness for the energy solutions (in the 3D case as well as in the 2D
case with the super-cubic growth rate), we use the so-called trajectory dynamical system approach
developed by V.V. Chepyzhov and M.I. Vishik (see [11]) and construct the so-called trajectory at-
tractor associated with energy solutions of problem (1.1). However, the class of all energy solutions
which satisfy the weakened form of energy inequality used in [11] in their construction of trajectory
attractors for damped hyperbolic equations is too large for our purposes and we restrict ourselves to
consider only the energy solutions which can be obtained by Galerkin approximations (analogously to
[37], see also [33]). Note that, although the trajectory attractor constructed here is very close (and
even formally equivalent) to the generalized attractor obtained in [33] via the multi-valued approach,
it is much more convenient for our further investigation.
Then, in Section 4, we establish that each complete bounded solution belonging to the trajec-
tory attractor is a strong solution to (1.1) at least for all times smaller than a time sufficiently close
to −∞. This kind of backward smoothness was firstly obtained in [37] for damped wave equations
with supercritical nonlinearities. Here, the proof is however based on partly different and more simple
arguments (see Thm. 4.1).
The backward smoothness is the basic ingredient which allows us to show (in Section 5):
(i) if N = 2 (and f has cubic controlled growth) the global attractor for energy bounded solutions
coincides with the one for quasi-strong solutions (and, in particular, it is smooth);
(ii) if N = 3 the trajectory attractor consists of complete bounded strong solutions if ε is small enough.
Thus, in both cases, we have the asymptotic regularization of energy solutions.
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In Section 6, in both cases mentioned above, we establish that every energy solution regularizes
exponentially as t→ +∞, i.e., such solutions can be split into the sum of two functions, one of which
is smooth and bounded and the other tends to zero exponentially as time tends to infinity. This result
seems new even for the well-known damped semi-linear wave equation with supercritical nonlinearity
(a similar property has been shown in [37] only under the additional assumptions that all equilibria
are hyperbolic). In addition, we present an alternative approach to demonstrate the exponential
asymptotic regularization when ε > 0 is small enough. This method does not use the backward
regularization or exploit the global Lyapunov functional and can be therefore applied, e.g., to non-
autonomous equations or to the case of unbounded domains.
Finally, in Section 7, taking advantage of the exponential regularization and the transitivity
of exponential attraction, we prove that, again in both the above cases, the energy solutions approach
exponentially fast the exponential attractor for strong solutions which has been constructed in [25]
and [26] . Thus, this strong exponential attractor is the exponential attractor for the energy solutions
as well. In addition, we use the obtained exponential regularization to solve one problem for the 2D
case which remained open in [26], namely, the dissipativity in the intermediate phase space of weak
solutions (between the energy and strong solutions) with no restrictions on ε.
To conclude the introduction, we note that, although we endow equation (1.1) with the bound-
ary and initial conditions
u(t) = ∆u(t) = 0, on ∂Ω, t > 0, (1.2)
u(0) = u0, ut(0) = u1, in Ω, (1.3)
other boundary conditions, like no-flux or periodic, could also be handled (see [7, 14, 21]) with only
technical modifications.
2 Functional setup and existence of solutions
Let us set H := L2(Ω) and denote by (·, ·) the scalar product both in H and in H ×H , and by ‖ · ‖
the related norm. The symbol ‖ · ‖X will indicate the norm in the generic (real) Banach space X .
Next, we set V := H10 (Ω), so that V
′ = H−1(Ω) is the topological dual of V . The duality between V ′
and V will be noted by 〈·, ·〉. The space V is endowed with the scalar product
((v, z)) :=
∫
Ω
∇v · ∇z, ∀ v, z ∈ V, (2.1)
and the corresponding induced norm. We shall denote by A the Riesz operator on V associated with
the norm above, namely,
A : V → V ′, 〈Av, z〉 = ((v, z)) =
∫
Ω
∇v · ∇z, ∀ v, z ∈ V. (2.2)
Abusing notation slightly, we shall also indicate by the same letter A the restriction of the operator
defined in (2.2) to the set D(A) = H2(Ω) ∩ V , i.e., the unbounded operator defined as
A = −∆ with domain D(A) = H2(Ω) ∩ V ⊂ L2(Ω). (2.3)
Starting from A one can define the family of Hilbert spaces
H2s = D(As), s ∈ R,
with scalar product (As·, As·). It is well known that Hs1 ⊂ Hs2 with dense and compact immersion
when s1 > s2. Then, we introduce the scale of Hilbert spaces
Vεs := D(A
s+1
2 )×√εD(A s−12 ), (2.4)
so that we have, in particular, Vε0 = V × V ′ and, analogously, Vε1 = (H2(Ω) ∩ V )×H . The spaces Vεs
are naturally endowed with the graph norm
‖(u, v)‖2Vεs := ‖A
s+1
2 u‖2H + ε‖A
s−1
2 v‖2H . (2.5)
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Regarding the nonlinear function f , we assume that f ∈ C3(R;R) with f(0) = 0 satisfies, for
some p ∈ [0,∞),
lim inf
|r|ր+∞
f(r)
r
> −λ1; (2.6)
∃λ ∈ [0,+∞) and δ ∈ [0,∞) : f ′(r) ≥ −λ+ δ|r|p+2, ∀ r ∈ R; (2.7)
∃M ≥ 0 : |f ′′′(r)| ≤M(1 + |r|p), ∀ r ∈ R. (2.8)
Here λ1 > 0 is the first eigenvalue of A. Note that f can be a polynomial of arbitrarily large odd
degree with positive leading coefficient. If we indicate as F the potential of f (i.e., a suitable primitive
of f), we can always suppose that
F (r) ≥ −κ
2
r2, (2.9)
for some κ < λ1. By (2.7), we also have that F is λ-convex. When p > 2 we will need to suppose
δ > 0 in (2.7).
Finally, we let
g ∈ H. (2.10)
System (1.1)-(1.3) can then be reformulated as
Problem Pε. Find a pair (u, ut) satisfying
εutt + ut +A(Au + f(u)) = g, (2.11)
u|t=0 = u0, ut|t=0 = u1. (2.12)
Here, it is intended that the first two relations hold at least for almost any time t in the life span of
the solution. Actually, we will consider in the sequel both local and global in time solutions. In the
sequel we will frequently write U for the couple (u, ut) and U0 for (u0, u1) (the same convention will
be kept for other letters, e.g., we will write V = (v, vt)). Moreover, for the sake of brevity, solutions
will be sometimes noted simply as u, or as U , rather than as (u, ut).
Speaking of regularity, we can now introduce the energy associated with (1.1) as
Eε : Vε0 → R, Eε(u, v) :=
1
2
‖(u, v)‖20 +
∫
Ω
F (u)− 〈g,A−1u〉. (2.13)
Assumptions (2.8) and (2.10) suffice to guarantee that Eε is finite for all (u, v) ∈ Vε1 . However, if p > 2
then δ > 0 in (2.7) is needed, if (u, v) ∈ Vε0 . For this reason we introduce the function space
X ε0 :=
{
(u, v) ∈ Vε0 : u ∈ Lp+4(Ω)
}
, (2.14)
which is endowed with the graph metrics. For instance, with some abuse of language, we will write
‖(u, v)‖2X ε0 := ‖(u, v)‖
2
Vε0 + ‖u‖
p+4
Lp+4(Ω). (2.15)
It is then clear from (2.8) that Eε is locally finite in X ε0 . Of course, thanks to (2.6), Eε is in any case
bounded from below on the whole Vε0 . The above discussion leads to the following definition (see
[25, 26]).
Definition 2.1. We say that a solution to Pε defined on some time interval (0, T ) is an energy bounded
solution, or, more concisely, energy solution, if (u, ut) ∈ L∞(0, T ;Vε0) and Eε(u, ut) ∈ L∞(0, T ). If
(u, ut) ∈ L∞(0, T ;Vε1), we say instead that u is a weak solution. If (u, ut) ∈ L∞(0, T ;Vε2), u is named
quasi-strong solution, while u is a strong solution if (u, ut) ∈ L∞(0, T ;Vε3).
Thus, for energy solutions, (2.11) has to be interpreted as an equation in D(A−2) in the case
when p > 2 (and hence δ > 0). Indeed, in this case f(u(t)) ∈ L p+4p+3 (Ω) ⊂ D(A−1) for almost any
t ∈ (0, T ). If p ≤ 2, then of course we can say more: it is now f(u(t)) ∈ L6/5(Ω) ⊂ V ′ and (2.11)
holds in D(A−3/2). In any case, we can say that any energy solution U = (u, ut) lies in L∞(0, T ;X ε0 ).
Passing to weak solutions, then (2.11) holds in D(A−1) since it is now f(u(t)) ∈ H , thanks to the
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embedding H2(Ω) →֒ C(Ω). For the same reason, (2.11) can be interpreted as a V ′-equation for
quasi-strong solutions, and, of course, for strong solutions it holds almost everywhere in Ω × (0, T ).
Observe that, despite of the name, energy bounded solutions are weaker than weak solutions.
We also notice that a comparison in (2.11) gives that utt ∈ L∞(0, T,H) for strong solutions,
utt ∈ L∞(0, T, V ′) for quasi-strong solutions, utt ∈ L∞(0, T,D(A−1)) for weak solutions, and utt ∈
L∞(0, T,D(A−2)) for energy solutions. This immediately leads to U = (u, ut) ∈ C0w([0, T ];Vεi ) with,
respectively, i = 3, 2, 1, 0, where C0w([0, T ];X) is defined as (X being a real Banach space)
C0w([0, T ];X) :=
{
v ∈ L∞(0, T ;X) : 〈φ, v(·)〉 ∈ C0([0, T ]), ∀φ ∈ X ′} .
Therefore solutions can be evaluated pointwise in time and initial conditions (2.12) in Vεi , i = 3, 2, 1, 0,
have a well-defined meaning in all the cases.
We conclude the section by stating the existence theorem
Theorem 2.2. Let the assumptions (2.6)-(2.8) and (2.10) hold, and let
(u0, u1) ∈ X0. (2.16)
Then, if either p ≤ 2 in (2.7)-(2.8) or δ > 0 in (2.7), there exists at least one global in time energy
solution to Problem Pε, which additionally satisfies the following dissipation inequality
‖U(t)‖2X ε0 +
∫ +∞
t
‖ut(s)‖2V ′ ds ≤ C‖U0‖2X ε0 e
−κt + C(1 + ‖g‖2), ∀t ≥ τ ≥ 0, (2.17)
where the positive constants κ and C are independent of ε.
From now on we let the assumptions of Theorem 2.2 hold, unless otherwise specified. Moreover,
we will not stress the dependence on ε till the final section.
Although the proof of Theorem 2.2 is standard, we report here below some highlights for the
reader’s convenience.
Proof. The proof is essentially based on the Faedo-Galerkin scheme described in the next section
and on a couple of estimates which, for simplicity, are performed here by working directly (albeit
formally) on the original problem rather than on its approximation. Firstly, testing (2.11) by A−1ut,
we easily derive the energy equality
d
dt
Eε(U) + ‖ut‖2V ′ = 0 (2.18)
(in fact, the above is a true equality just at the regularized (Galerkin) level, but will turn into an
inequality when taking the limit). Second, multiplying (2.11) by A−1u, we get
d
dt
[
ε〈ut, A−1u〉+ 1
2
‖u‖2V ′
]
− ε‖ut‖2V ′ + ‖u‖2V + (f(u), u)− (g,A−1u) = 0. (2.19)
We then notice that a combination of assumptions (2.6)-(2.7) gives
‖u‖2V + (f(u), u) ≥ κ1‖u‖2V + κ2
∫
Ω
F (u)− c ≥ κ3‖u‖2V − c, (2.20)
for suitable positive constants κi, i = 1, 2, 3, only depending on λ1 and λ. In particular, thanks to
(2.6), κ2 can be chosen so small that the latter inequality holds even in case δ = 0 in (2.7).
Using (2.20), it is a standard matter to verify that, multiplying (2.19) by a (suitably small)
constant α > 0, and adding the result to (2.18), gives, for some κ > 0,
d
dt
Yε + κYε ≤ c, (2.21)
where we noted as Yε the functional obtained by taking Eε and summing to it α times the terms in
square brackets in (2.19) and adding also a further quantity of the form C∗(1 + ‖g‖2), where C∗ > 0
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is a suitable constant. Actually, by (2.15), it is easy to check that, if C∗ is taken large enough, then
for some positive κi, i = 4, . . . , 7, and c > 0 there holds
κ4‖U‖2Vε0 + δ‖u‖
p+4
Lp+4(Ω) ≤ κ5Eε ≤ Yε ≤ κ6Eε + c(1 + ‖g‖2H) ≤ κ7‖U‖2X ε0 + c(1 + ‖g‖
2
H). (2.22)
Thus, integrating (2.21) over (0, t) and using (2.22), we obtain an inequality analogue to (2.17), but
without the integral term on the left hand side. To get a control of it, it is however sufficient to go
back to (2.18), integrate it over (t,+∞), and refer once more to (2.22).
Once one has obtained (2.17) at the approximated level, it is then a standard procedure to pass
to the limit. For instance, assumptions (2.7)-(2.8) and the Aubin-Lions compactness lemma entail
weak star convergence of f(u) to the right limit, holding in the space L∞(0, T ;L6/5(Ω)) if p ≤ 2, and
in L∞(0, T ;L
p+4
p+3 (Ω)) if p > 2 (and hence δ > 0). Then, also (2.17) passes to the limit inferior by
standard semicontinuity arguments. The proof is complete.
Remark 2.3. It is not difficult to realize that Theorem 2.2 still holds when f ∈ C0(R;R) with
f(0) = 0 satisfies, in place of (2.6)-(2.8) and for some p ∈ (0,∞),
∃M0 ≥ 0 : |f(r)| ≤M0(1 + |r|p+3), ∀ r ∈ R
∃λ0 ∈ [0,+∞) and δ0 ∈ (0,∞) : f(r)r ≥ −λ0 + δ0|r|p+4, ∀ r ∈ R.
If p ≤ 2, the last condition can be replaced by (2.6). These assumptions on f also suffice to establish
the existence of the trajectory attractor (see Theorem 3.4 and related corollaries in the next section).
3 The trajectory dynamical system
The existence of a global energy solution (see Theorem 2.2) can be proven by means of a Faedo-
Galerkin procedure similar to the one used in [37] for the damped semilinear wave equation with a
supercritical nonlinearity. In particular, if we indicate by Pn the orthoprojector constructed with the
first n eigenfunctions of A and we set
Un0 = (u
n
0 , u
n
1 ) = (Pnu0, Pnu1) ∈ V0n := (PnH)2, (3.1)
then it is not difficult to prove that the corresponding approximating solution Un(t) = (un(t), unt (t))
to
εuntt + u
n
t +A(Au
n + Pnf(u
n)) = gn := Png, (3.2)
un|t=0 = un0 , unt |t=0 = un1 , (3.3)
also satisfies the analogue of (2.17), namely,
‖Un(t)‖2X ε0 +
∫ ∞
t
‖unt (s)‖2V ′ ds ≤ C‖Un(τ)‖2X ε0 e
−κ(t−τ) + C(1 + ‖g‖2H), ∀t ≥ τ ≥ 0. (3.4)
From now on, we restrict ourselves to consider only those of energy bounded solutions which can be
obtained as a weak limit of the corresponding Galerkin approximations.
Definition 3.1. An energy bounded solution U(t) := (u(t), ut(t)) of problem (1.1) is an energy
solution if it can be obtained as a weak limit of a subsequence of solutions Un(t) to the Galerkin
approximation equations (3.2) which satisfy (3.3).
Since the uniqueness of the energy solutions is not known so far, we use the so-called trajectory
approach developed in [11] in order to describe the long-time behavior of such solutions. To this end,
we first need to define the trajectory phase space associated with energy solutions of problem (1.1)
and the trajectory dynamical system on it.
6
Definition 3.2. We define the trajectory phase space K+ε ∈ L∞(R+,X ε0 ) as a set of all energy
solutions U of problem (1.1) associated with all possible initial data U(0) ∈ X ε0 . Namely, we set
K+ε :=
{
U ∈ L∞(R+;X ε0 ) : ∃{Unk(t)} solving (3.2)− (3.3) such that (3.5)
U(0) = [X ε0 ]w − lim
k→∞
Unk(0) and U = Θ+ − lim
k→∞
Unk
}
and we endow K+ε with the topology of Θ
+ := [L∞loc([0,∞),X ε0 )]w
∗
(the weak star topology of
L∞loc([0,∞),X ε0 )). Then, the time translation semigroup
Tℓ : K
+
ε → K+ε , (Tℓu)(t) = u(t+ ℓ), (3.6)
is well defined for ℓ ≥ 0. The semigroup Tℓ acting on K+ε endowed by the above defined topology is
called the trajectory dynamical system associated with equation (1.1).
We recall that a sequence {V n} ⊂ L∞(R+;X ε0 ) converges to V in Θ+ if, for every T ≥ 0,
V n → V weakly star in L∞((T, T +1);X ε0 ) as n goes to ∞. Similarly, we can endow L∞(R;X ε0 ) with
the weak star local topology Θ := [L∞loc(R,X ε0 )]w
∗
. The obtained topological spaces are Hausdorff and
Fre´chet-Urysohn with a countable base of open sets (see [11, Chap. XII]).
In order to be able to speak about the attractor of the trajectory dynamical system (Tℓ,K
+
ε )
(i.e., the trajectory attractor of equation (1.1)), we also need to define the class of bounded sets in a
proper way. We note that, in contrast to [11], only the energy bounded solutions which can be obtained
through the Galerkin limit are included in K+ε (and that difference is crucial for what follows). By
this reason, we need, in addition, to introduce (following [37]) the so-calledM -functional on the space
K+ε :
M εu(t) := inf
{
lim inf
k→∞
‖Unk(t)‖X ε0 : U = Θ+ − limk→∞U
nk , U(0) = [X ε0 ]w − lim
k→∞
Unk(0)
}
, (3.7)
where the infimum is taken over all the sequences {Unk(t)}k∈N of Faedo-Galerkin approximations
which Θ+-converge to the given solution U .
Recalling now [37, Cor. 1.1], we can easily prove the following properties of the M−energy
functional, i.e., for any U ∈ K+ε we have
M εu(t) <∞, ‖U(t)‖X ε0 ≤M εu(t), M εTℓu(t) ≤M εu(t+ ℓ), (3.8)
M εu(t)
2 +
∫ ∞
t
‖ut(s)‖2V ′ds ≤ CM εu(τ)2e−κ(t−τ) + C0(1 + ‖g‖2H), ∀t ≥ τ ≥ 0. (3.9)
We can now say that a set B ⊂ K+ε is M−bounded if
sup
U∈B
M εu(0) <∞ (3.10)
and recall the definition of the trajectory attractor associated with (1.1).
Definition 3.3. A set Atrε ⊂ K+ε is a trajectory attractor associated with energy solutions of equation
(1.1) (i.e., the global attractor of the trajectory dynamical system (Tℓ,K
+
ε )) if:
I) the set Atrε is compact in K+ε (endowed by the Θ+ topology);
II) it is strictly invariant: TℓAtrε = Atrε , ℓ ≥ 0;
III) for every M -bounded set B ⊂ K+ε and every neighborhood O(Atrε ) of Atrε (again in the
topology of Θ+), there exists T = T (B,O) such that (attraction property)
TℓB ⊂ O(Atrε ), ∀ℓ ≥ T.
We can now state the existence of the trajectory attractor which can be proven arguing as in
[37, Thm. 1.1].
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Theorem 3.4. Let (2.6)-(2.8) and (2.10) hold. Then the semigroup Tℓ acting on K
+
ε possesses the
trajectory attractor Atrε characterized as follows
Atrε = Π+Kε, (3.11)
where Kε ∈ L∞(R;X ε0 ) is the set of all the complete X ε0 -bounded solutions to Pε which can be obtained
as a Faedo-Galerkin limit, while Π+ is the projection onto L
∞(R+;X ε0 ). More precisely, U ∈ Kε if
and only if there exist {tk} such that tk ց −∞ and {Unk(t)} such that, for t ≥ tk,
εunktt + u
nk
t +A(Au
nk + Pnkf(u
nk)) = gnk , (3.12)
unk |t=tk = uk0 , unkt |t=tk = uk1 , (3.13)
with
Unk(tk) ∈ (PnkH)2, ‖Unk(tk)‖X ε0 ≤ C, U = Θ− limkր∞U
nk , (3.14)
where C > 0 is independent of k.
The proof of this theorem repeats word by word the proof of [37, Thm. 1.1] and, for this
reason, is omitted. Still arguing as in [37], we can deduce the following corollaries. In the statements,
if X,Y are Banach spaces, Cb(X ;Y ) will denote the Banach space of all continuous and bounded
functions from X to Y , endowed with the supremum norm.
Corollary 3.5. Let B ⊂ K+ an M-bounded set. Then, for every T ∈ R+ and every β ∈ (0, 1], the
following convergence holds
lim
ℓ→∞
distLβ(ℓ,T+ℓ)(B|[ℓ,T+ℓ],Atr|[ℓ,T+ℓ]) = 0, (3.15)
where
Lβ(ℓ, T + ℓ) = C([ℓ, T + ℓ], [D(A(1−β)/2) ∩ Lp+4−β(Ω)]×
√
εD(A−(1+β)/2)). (3.16)
Here we recall the definition of the Hausdorff semidistance, namely
distL(B1,B2) := sup
u∈B1
inf
v∈B2
dL(u, v), (3.17)
where L is some given metric space with distance dL and Bj ⊂ L, j = 1, 2.
Corollary 3.6. Let U ∈ Kε. Then, we have∫ ∞
−∞
‖ut(s)‖2V ′ds ≤ c(1 + ‖g‖2H), utt ∈ Cb(R, D(A−2)). (3.18)
Thus, for every β > 0, there hold
ut ∈ Cb(R, D(A−(1+β)/2)), lim
t→±∞
‖A−(1+β)/2ut(t)‖2H = 0, (3.19)
and we also have the convergence to the set of equilibria R
dist(D(A(1−β)/2)∩Lp+4−β(Ω))×√εD(A−(1+β)/2)(U(t),R)→ 0, (3.20)
as t goes to ∞, for any β ∈ (0, 1].
Remark 3.7. The choice of defining a trajectory dynamical system by selecting those solutions which
are limits of Galerkin approximations excludes other possible solutions (u, ut) ∈ L∞(R+,X ε0 ) which
satisfy the equation (1.1) in the sense of distributions but cannot be obtained in that way. Actually,
nothing is known about such “pathological” solutions and theoretically they may exist and even may
not be dissipative (that is, they may not satisfy the energy inequality). We remind that we cannot
exclude that this might happen even in dimension two when f is allowed to have a supercubical
growth. Thus, in order to be able to deal with attractors (no matter using the trajectory or multi-
valued semigroup approaches), one should restrict the admissible set of solutions. To do that, there
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are at least two alternative ways. The first one is to consider only the solutions which satisfy some
weakened form of energy inequality, like the 3D Navier-Stokes equations (see, e.g., [11] and references
therein). The second one (used in [37] and in this paper) is to consider only the solutions which can be
obtained by the Galerkin approximations (see [30, Rem. 6.2] for more details). We only mention here
that both of them present some drawbacks. In particular, the class of energy solutions may depend
on some artificial constants in the energy inequality in the former approach, while it may depend on
the choice of a Galerkin basis in the latter one. Nonetheless, the second approach has an advantage
which is crucial in the present case, namely, it allows to justify the further energy-like inequalities
for the energy solutions. In fact, it is completely unclear how to verify most of the results of this
paper using the first method. One more drawback is that both the mentioned approaches destroy the
concatenation property of energy solutions and, up to the moment, no reasonable way to preserve this
property and exclude the “pathological” non-dissipative solutions is known. Thus, the concatenation
property seems to be an extremely restrictive assumption which can be verified only in relatively simple
cases (usually, when the non-uniqueness is simply due to the presence of non-Lipschitz nonlinearities).
For this reason, in the multi-valued approach, one usually needs (following [3], see also [32] and its
references) to replace the semigroup identity by the semigroup inclusion and the constructed attractor
will be also only semi-invariant with respect to the semigroup itself. This is exactly the approach
applied in [33] to analyze equation (1.1). However, even though the trajectory approach is formally
equivalent, the trajectory attractor remains strictly invariant even without the concatenation property
(see Definition 3.3) and that makes it more convenient for concrete applications.
4 Backward smoothness of complete trajectories
In this section, we prove that any U = (u, ut) ∈ Kε (see Theorem 3.4) is backward smooth, i.e.,
U(t) ∈ Vε3 if t is small enough. This kind of result is similar to [37, Thm. 2.1]; however, here we follow
an alternative strategy which makes use of stationary solutions. Actually, in [37], the globally defined
trajectory was compared with the corresponding trajectory of the limit evolution equation obtained
by setting ε = 0. Here, instead, we first find a solution v to an auxiliary equation and we prove that v
is backward smooth. Then, we show that actually v(t) ≡ u(t) for all t ≤ T , when T is small enough.
A crucial point of the argument is the construction of a smooth solution which will then be viewed as
the nonvanishing part of v. This is the content of the following
Theorem 4.1. Let U = (u, ut) ∈ Kε. Then, for every σ > 0, there exist T = T (σ, u) < 0 and a
function u˜ = u˜σ ∈ C∞(R−;H4) such that:
1) for every β > 0, there exists c > 0 independent of σ such that, for every t ≤ T ,
‖u(t)− u˜(t)‖H1−β + ‖ut(t)− u˜t(t)‖H−β ≤ cσ; (4.1)
2) there exists C > 0, which is independent of σ and t, such that
‖u˜‖C2(R−;H4) ≤ C(1 + ‖g‖H); (4.2)
3) for each m ∈ N, m ≥ 1, there exist Cm > 0 and κ > 0, which are independent of σ and t, such that
‖∂mt u˜(t)‖H4 ≤ Cmσκ, ∀ t ≤ T. (4.3)
4) u˜ solves
εu˜tt + u˜t +A
2u˜+Af(u˜) = g + φ(t), (4.4)
where φ is a suitable function such that
‖φ(t)‖H + ‖φt(t)‖H ≤ Cσκ, ∀ t ≤ T. (4.5)
Proof. Using (3.19) and (3.20), we see that, for every σ > 0 and every S ∈ N, there exists
T = T (σ, u, S) < 0 such that, for every s ≤ T , there is an equilibrium us which satisfies, for some
β ∈ (0, 1],
sup
t∈[s,s+S]
‖u(t)− us‖H1−β ≤ σ. (4.6)
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In fact, fixing say S = 2 is sufficient for the proof.
Let us check now that
‖us+S/2 − us‖H4 ≤ Cσκ (4.7)
for some positive C and κ independent of σ and s. Indeed, since us and us+S/2 are equilibria and
g ∈ H , from the elliptic regularity we have that us, us+S/2 ∈ H4. On the other hand, we have
A2(us − us+S/2) = −A(f(us)− f(us+S/2)).
Thus, recalling that f ∈ C3(R;R), we recover
‖us − us+S/2‖H5 ≤ C. (4.8)
On the other hand, by definition of us and us+S/2, we have, for β ∈ (0, 1],
‖u(s+ S/2)− us‖H1−β + ‖u(s+ S/2)− us+S/2‖H1−β ≤ 2σ. (4.9)
This yields
‖us − us+S/2‖H1−β ≤ 2σ, (4.10)
which, together with (4.8) and interpolation, entails (4.7).
We are now ready to construct the desired function u˜(t). Fix S = 2 and introduce a cut-off
function θ ∈ C∞0 (R) such that θ(t) ≡ 0 for t ≤ 0, θ(t) ≡ 1, for t ≥ 1, 0 ≤ θ(t) ≤ 1. Then, for any
σ > 0 and any N ∈ N, define a function u˜(t) on the interval t ∈ [T −N,T −N +1], T = T (σ), by the
following formula
u˜(t) := θ(t− T +N)uT−N+1 + (1 − θ(t− T +N))uT−N . (4.11)
This function is clearly smooth with respect to t and fulfills (4.2) and (4.3) (cf. (4.7)). Moreover,
since both equilibria uT−N+1 and uT−N are close to u(t) on the interval t ∈ [T −N,T −N + 1] (see
(4.6)), we also have, for all t ≤ T ,
‖u(t)− u˜(t)‖H1−β ≤ 2σ. (4.12)
Thus, on account of (3.19) and (4.10), we infer that (4.1) holds.
To conclude the proof, it remains to show (4.4) and (4.5). By (4.3), this is equivalent to check
that the function
φ˜ := A2u˜(t) +Af(u˜)− g (4.13)
is uniformly small. To this end, observe that
φ˜(t) = A2uT−N + θ(t− T +N)A2[uT−N+1 − uT−N ] (4.14)
+Af(uT−N + θ(t− T +N)[uT−N+1 − uT−N ])− g
= θ(t− T +N)A2[uT−N+1 − uT−N ]
+A[f(uT−N + θ(t− T +N)[uT−N+1 − uT−N ])− f(uT−N)]
and, using (4.7) and the C3-regularity of f , it is not difficult to conclude that
‖φ˜(t)‖H + ‖φ˜t(t)‖H ≤ Cσκ. (4.15)
This inequality and (4.3) imply (4.4) and (4.5).
Now, for L > 0 large enough (to be chosen below), we look for a solution v to the equation
εvtt + vt + A
2v +Af(v) + LA−1v = h(t), (4.16)
where
h(t) = g + LA−1u(t). (4.17)
We recall that U = (u, ut) ∈ Kε is given.
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Observe that (cf. Corollary 3.6)
‖h(T )‖2H +
∫ T+1
T
‖A(1−β)/2ht(t)‖2Hdt ≤ CL(1 + ‖g‖2H),
ht ∈ Cb(R;D(A(1−β)/2)), lim
t→−∞
‖ht(t)‖D(A(1−β)/2) = 0,
for any β ∈ (0, 1].
Let us prove the following (compare with [37, Lemma 2.1])
Theorem 4.2. Let U = (u, ut) ∈ Kε be given. Then, for a sufficiently large L > 0, there exists
a time T = T (u, ε, L) < 0 such that equation (4.16) possesses a unique strong backward solution
V ∈ L∞(−∞, T ;Vε3) satisfying
√
ε‖vtt(t)‖H + ‖vt(t)‖H2 + ‖v(t)‖H4 ≤ QL(‖g‖H), ∀ t ≤ T, (4.18)
where the positive monotone function QL(·) is independent of ε. Moreover, we have
lim
t→−∞
‖vt(t)‖L∞(Ω) = 0. (4.19)
Proof. We proceed as in [37, proof of Lemma 2.1] with some modifications introduced by Theorem
4.1. We let σ > 0 (possibly small enough) and look for a v of the form
v(t) = u˜(t) + w(t), (4.20)
where we recall that u˜ depends on σ.
Consequently, w must solve the equation
εwtt + wt +A
2w +A(f(u˜ + w)− f(u˜)) + LA−1w = h˜(t), (4.21)
where
h˜(t) = LA−1(u − u˜)(t)− φ(t). (4.22)
We will solve equation (4.21) by means of the inverse function Theorem (cf., e.g., [1, Thm. 2.1.2]).
Thus, we take T < 0 small enough and consider the Banach space Ψb := H
1
loc((−∞, T ];H)
which is endowed with the uniformly local norm
‖G‖H1b ((−∞,T ];H) := sup
t∈(−∞,T−1]
‖G‖H1((t,t+1);H). (4.23)
Then, it is easy to check that Ψb is continuously embedded into Cb((−∞, T ];H). We also define
Φb :=
{
w ∈ C2b ((−∞, T ];H) ∩ C1b ((−∞, T ];H2) ∩ Cb((−∞, T ];H4) : εwtt +A2w ∈ Ψb
}
. (4.24)
Also the space Φb will be endowed with the natural (graph) norm. Thus, we can define the operator
T : Φb → Ψb given by
TL : w 7→ εwtt + wt +A2w +A(f(u˜ + w)− f(u˜)) + LA−1w.
Then, we observe that, recalling (4.1) and (4.5), there exists T = T (σ, u) ∈ R such that
‖h˜‖H1((t,t+1);H) ≤ CL(σ + σκ), ∀ t ≤ T. (4.25)
Thus we work in a neighborhood of 0 and we consider the linear operator T ′L(0) from Φb to Ψb given
by
T ′L(0)W = εWtt +Wt +A2W +A(f ′(u˜)W ) + LA−1W.
It then suffices to show that T ′L(0) is invertible. Thus we consider the variation equation at w = 0,
namely,
εWtt +Wt +A
2W +A(f ′(u˜)W ) + LA−1W = G(t). (4.26)
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Here, we will assume that G is a given function of Ψb. We will now prove that (4.26) has a unique
solution W ∈ Φb, that is, T ′L(0)W = G, for T small enough and L large enough.
Let us proceed formally by multiplying equation (4.26) by A−1(Wt + αW ), α > 0. We get
d
dt
EW + 2(1− αε)‖A−1/2Wt‖2H + 2α‖A1/2W‖2H + 2αL‖A−1W‖2H + 2α(f ′(u˜)W,W ) (4.27)
= 2(A−1/2G,A−1/2(Wt + αW )) + (f ′′(u˜)u˜t,W 2),
where
EW = ε‖A−1/2Wt‖2H + ‖A1/2WH‖2 + L‖A−1W‖2H (4.28)
+ (f ′(u˜)W,W ) + 2αε(A−1/2W,A−1/2Wt) + α‖A−1/2W‖2H .
Observe that, recalling (2.7) and using interpolation and Young’s inequality, we have
− (f ′(u˜)W,W ) ≤ λ‖W‖2H ≤ c1λ‖W‖4/3H1 ‖W‖
2/3
H−2 (4.29)
≤ c2λ‖A1/2W‖4/3H ‖A−1W‖2/3H ≤
1
2
(
‖A1/2W‖2H + c3λ3‖A−1W‖2H
)
,
where cj , j = 1, 2, 3, are positive constants independent of W .
Then, recalling (2.7), we can choose L > c3λ
3 so that
(f ′(u˜)W,W ) +
1
2
(
‖A1/2W‖2H + L‖A−1W‖2H
)
≥ 0. (4.30)
Picking α small enough (but independent of ε and L), we then deduce
C−11
(
ε‖A−1/2Wt‖2H + ‖A1/2W‖2H
)
≤ EW ≤ C1
(
ε‖A−1/2Wt‖2H + ‖A1/2W‖2H
)
, (4.31)
for some C1 > 1.
Consequently, from (4.27) we infer the inequality
d
dt
EW + kEW ≤ C‖A−1/2G‖2H + (f ′′(u˜)u˜t,W 2)−
α
2
‖A1/2W‖2H , (4.32)
for some k > 0. On the other hand, for σ (and T ) small enough, we have, due to (4.3),
(f ′′(u˜)u˜t,W 2) ≤ α
2
‖A1/2W‖2H . (4.33)
Thus we have
d
dt
EW + kEW ≤ C‖A−1/2G‖2H .
Consider now a sequence {tn} ⊂ (−∞, t) such that tn → −∞. Then Gronwall’s inequality gives
ε‖A−1/2Wt(t)‖2H + ‖A1/2W (t)‖2H ≤
(
ε‖A−1/2Wt(tn)‖2H + ‖A1/2W (tn)‖2H
)
ek(tn−t)
+ CL
∫ t
−∞
e−k(t−s)‖A−1/2G(s)‖2Hds.
Since we are looking for solutions in Φb we can let tn go to −∞ and recover
ε‖A−1/2Wt(t)‖2H + ‖A1/2W (t)‖2H ≤ CL
∫ t
−∞
e−k(t−s)‖A−1/2G(s)‖2Hds, (4.34)
for all t ≤ T . Hence, in particular, W is necessarily unique.
Let us now set
W˜ =Wt (4.35)
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and observe that time differentiation of (4.26) gives
εW˜tt + W˜t +A
2W˜ +A(f ′(u˜)W˜ ) + LA−1W˜ = Gt −A(f ′′(u˜)u˜tW ). (4.36)
Multiplying this equation by A−1(W˜t + αW˜ ) and arguing as above, we find
ε‖A−1/2W˜t(t)‖2H + ‖A1/2W˜ (t)‖2H (4.37)
≤ CL
∫ t
−∞
e−k(t−s)
(
‖A−1/2Gt(s)‖2H + ‖A1/2(f ′′(u˜(s))u˜t(s)W (s))‖2H
)
ds,
for all t ≤ T . On account of (4.3) and (4.34), observe now that
‖A1/2(f ′′(u˜(s))u˜t(s)W (s))‖H ≤ C‖A1/2W (s)‖H (4.38)
≤ CL sup
t∈(−∞,T−1]
‖G‖L2((t,t+1);D(A−1/2)).
Therefore, (4.37) and (4.38) yield
ε‖A−1/2Wtt(t)‖2H + ‖A1/2Wt(t)‖2H ≤ CL sup
t∈(−∞,T−1]
‖G‖2H1((t,t+1);D(A−1/2)), (4.39)
and by comparison in (4.26), we also deduce
‖A3/2W (t)‖H ≤ CL sup
t∈(−∞,T−1]
‖G‖H1((t,t+1);D(A−1/2)). (4.40)
We can now multiply equation (4.36) by W˜t + αW˜ and use the identity
(A(f ′(u˜)W˜ ), W˜t) =
∫
Ω
(∇(f ′(u˜)W˜ ),∇W˜t)
=
d
dt
∫
Ω
f ′(u˜)
|∇W˜ |2
2
−
∫
Ω
f ′′(u˜)u˜t
|∇W˜ |2
2
−
∫
Ω
∇ · [f ′′(u˜)W˜∇u˜]W˜t.
This gives the identity
d
dt
[
ε‖W˜t‖2H + ‖AW˜‖2H + L‖A−1/2W˜‖2H + 2αε(W˜ , W˜t) + α‖W˜‖2H +
∫
Ω
f ′(u˜)|∇W˜ |2
]
(4.41)
+ 2(1− αε)‖W˜t‖2H + 2α‖AW˜‖2H + 2αL‖A−1/2W˜‖2H + 2α(A1/2(f ′(u˜)W˜ ), A1/2W˜ )
= 2(Gt, W˜t + αW˜ ) +
∫
Ω
f ′′(u˜)u˜t|∇W˜ |2 + 2
∫
Ω
∇ · [f ′′(u˜)W˜∇u˜]W˜t − 2(A(f ′′(u˜)u˜tW ), W˜t + αW˜ ).
Observe that, by (2.7) and (4.2)-(4.3),∫
Ω
f ′(u˜)|∇W˜ |2 ≤ C‖A1/2W˜‖2H , (4.42)
(A1/2(f ′(u˜)W˜ ), A1/2W˜ ) ≤ C‖A1/2W˜‖2H , (4.43)∫
Ω
f ′′(u˜)u˜t|∇W˜ |2 ≤ C‖A1/2W˜‖2H , (4.44)∫
Ω
∇ · [f ′′(u˜)W˜∇u˜]W˜t ≤ C‖A1/2W˜‖H‖W˜t‖H , (4.45)
‖A(f ′′(u˜)u˜tW )‖H ≤ C‖AW‖H . (4.46)
Next, due to
‖A1/2W˜‖2 ≤ C‖W˜‖4/3H2 ‖W˜‖
2/3
H−1 ≤ C‖AW˜‖
4/3
H ‖A−1/2W˜‖2/3H ,
13
also in this case we can choose L large enough so that∫
Ω
f ′(u˜)|∇W˜ |2 + 1
2
(
‖AW˜‖2H + L‖A−1/2W˜‖2H
)
≥ 0.
We now indicate by E˜fW the expression within square brackets in identity (4.41). Then we can choose
α small enough (but independent of ε and L) in such a way that
C−12
(
ε‖W˜t‖2H + ‖AW˜‖2H
)
≤ E˜fW ≤ C2
(
ε‖W˜t‖2H + ‖AW˜‖2H
)
, (4.47)
for some C2 > 1. Then, from (4.41) and (4.43)-(4.46) we deduce the inequality
d
dt
E˜fW + αE˜fW ≤ C(‖Gt‖2H + ‖AW‖2H + ‖A1/2Wt‖H). (4.48)
Therefore, owing to (4.47) and recalling (4.39), a further application of Gronwall’s inequality to (4.48)
yields
ε‖W˜t(t)‖2H + ‖AW˜ (t)‖2H ≤ CL
∫ t
−∞
e−α(t−s)(‖Gt(s)‖2H + ‖AW (s)‖2H)ds, (4.49)
for all t ≤ T . This yields, on account of (4.39) and (4.40),
ε‖Wtt(t)‖2H + ‖AWt(t)‖2H ≤ CL‖G‖2H1
b
((−∞,T );H), (4.50)
and suitable comparison arguments in (4.26) entail that
‖W (t)‖H4 ≤ CL‖G‖H1b ((−∞,T );H) (4.51)
and, correspondingly,
‖Wtt +A2W (t)‖H1b ((−∞,T );H) ≤ CL‖G‖H1b ((−∞,T );H). (4.52)
A priori estimates (4.50) and (4.51)-(4.52) combined with standard arguments allow us to conclude
that equation (4.26) has indeed a (unique) solution in Φb.
Thus, owing to the inverse function theorem, we conclude that (4.21) has a unique solution w
for T small enough such that
‖wt(t)‖H2 + ‖w(t)‖H4 ≤ CL(‖g‖H). (4.53)
where CL is independent of ε (cf. (4.50)).
Moreover, thanks to (4.25), if we fix a neighborhood W of 0 in the Banach space (4.24), then
we can choose T small enough such that (w(t), wt(t)) ∈ W for all t ≤ T . Thus, recalling (4.20) and
Theorem 4.1, we have, in particular,
lim
t→−∞ ‖vt(t)‖H2 = 0 (4.54)
and can conclude that we have found a backward strong solution to (4.16) which satisfies (4.18) and,
on account of the arbitrariness of σ (cf. also (4.3)), (4.19).
We are now in a position to prove the main result of this section, namely,
Theorem 4.3. Let U = (u, ut) ∈ Kε. Then there exists T = Tu such that
U ∈ Cb((−∞, T ],Vε3), (4.55)
and, for all t ≤ Tu,
‖u(t)‖2H4 + ‖ut(t)‖2H2 + ε‖utt(t)‖2H ≤ Q(‖g‖H). (4.56)
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Proof. The proof follows closely [37] with suitable adaptations. Our goal is to prove that
U(t) ≡ V (t), (4.57)
for all t ≤ T and some T < 0, where V is given by Theorem 4.2. According to Theorem 3.4, we
consider a sequence {Unk(t)} for t ≥ tk satisfying (3.12)-(3.13) and such that (3.14) holds. Also, we
define
vnk(t) = Pnkv(t), ∀ t ≤ T, (4.58)
where T is given by Theorem 4.2, and we observe that, due to Theorem 4.2, we have
lim
k→∞
‖V nk − V ‖Cb((−∞,T ];Vε2) = 0, limk→∞ ‖v
nk − v‖Cb((−∞,T ]:C1(Ω¯)) = 0. (4.59)
In addition, we have (cf. (4.18))
lim
k→∞
‖vnkt − vt‖Cb((−∞,T ]×Ω¯) = 0. (4.60)
Let us now set
Z(t) = u(t)− v(t), Znk(t) = unk(t)− vnk(t), (4.61)
and observe that
εZnktt + Z
nk
t +A
2Znk +APnk(f(v
nk + Znk)− f(vnk)) + LA−1Znk = hnk , (4.62)
Znk |t=tk = uk0 − Pnkv(tk), Znkt |t=tk = uk1 − Pnkvt(tk), (4.63)
where
hnk(t) := APnk(f(v(t)) − f(vnk(t))). (4.64)
Observe also that, on account of (4.59), there holds
lim
k→∞
‖A−1/2hnk‖Cb((−∞,T ]×Ω¯) = 0. (4.65)
Moreover, thanks to Theorem 3.4 and (4.18), we also have
‖(Znk(tk), Znkt (tk))‖Vε0 ≤ C, ∀ k ∈ N. (4.66)
If we multiply equation (4.62) by A−1(Znkt + αZ
nk), then we obtain
d
dt
EZnk + αEZnk = Hnk , in (−∞, T ], (4.67)
where
EZnk = ε‖A−1/2Znkt ‖2H + ‖A1/2Znk‖2H + L‖A−1Znk‖2H + 2αε(Znk , Znkt ) (4.68)
+ α‖A−1/2Znk‖2H + 2 (F (vnk + Znk)− F (vnk)− f(vnk)Znk , 1)
and
Hnk := −(2− 3ε)‖A−1/2Znkt ‖2H − α‖A1/2Znk‖2H − αL‖A−1Znk‖2H (4.69)
+ 2α (F (vnk + Znk)− F (vnk)− f(vnk)Znk − (f(vnk + Znk)− f(vnk))Znk , 1)
+ 2α2ε(Znk , Znkt ) + α
2‖Znk‖2H + 2(A−1/2hnk , A−1/2(Znkt + αZnk))
+ 2 (f(vnk + Znk)− f(vnk)− f ′(vnk)Znk , vnkt ) .
We can now take advantage of [37, (2.52)-(2.53)] to estimate the above nonlinear terms. Then, also
recalling the choice of L and (4.30), we can find some positive constants α1, C1 and C2 (all independent
of vnk , Znk , k, L and ε) such that
Hnk ≤ −
α1
2
(
‖A1/2Znk‖2H + ‖A−1/2Znkt ‖2H
)
− α1L
2
‖A−1Znk‖2H − 2α1(|Znk |p+4, 1) (4.70)
+ C1‖A−1/2hnk‖2H + C2‖vnkt ‖L∞(Ω)
(|Znk |2(1 + |vnk |p+1 + |Znk |p+1), 1) .
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Using (4.19) and (4.59)-(4.60), we can also find T ′ ≤ T such that
Hnk(t) ≤ C1‖A−1/2hnk(t)‖2H , ∀ t ≤ T ′. (4.71)
Then, applying Gronwall’s lemma to (4.67) and using [37, (2.51)] and (4.29), we get
ε‖A−1/2Znkt (t)‖2H + ‖A1/2Znk(t)‖2H (4.72)
≤ C3
(
1 + ‖(Znk(tk), Znkt (tk))‖2Vε0
)
e−α(t−tk) + 2C1
∫ t
tk
e−α(t−s)‖A−1/2hnk(s)‖2Hds,
for all t ≤ T ′, where C3 is also independent of k. Then, on account of (4.65) and (4.66), we let k go
to ∞ and we recover (cf. (4.61))
ε‖A−1/2Zt(t)‖2H + ‖A1/2Z(t)‖2H ≤ 0, ∀ t ≤ T ′. (4.73)
Thus (4.57) is proven. Estimate (4.56) follows from (4.18) and (4.57). The proof is complete.
We conclude this section by proving that the solution U = (u, ut) ∈ K is unique until it is
regular (cf. [37, Thm. 2.2]).
Theorem 4.4. Let U = (u, ut) ∈ Kε satisfy (4.56) for every t ≤ Tu. Consider another complete
energy solution U˜ = (u˜, u˜t) ∈ Kε such that, for some T˜ < Tu and for all t ≤ T˜ < Tu,
U(t) ≡ U˜(t). (4.74)
Then we necessarily have
U(t) ≡ U˜(t), (4.75)
for all t ≤ Tu.
Proof. Arguing as in the proof of Theorem 4.3, we consider a sequence of Galerkin solutions
{U˜nk(t)} which approximate U˜ for t ≥ tk. Namely, we assume (3.12), (3.13) and (3.14) to be satisfied.
Then, we set
Unk = PnkU, z = u− u˜, znk = unk − u˜nk ,
where unk = Pnku. Thus, similarly to (4.62)-(4.63), we have
εznktt + z
nk
t +A
2znk +APnk(f(u˜
nk + znk)− f(u˜nk)) + LA−1znk = hnk(t), (4.76)
znk |t=tk = uk0 − Pnk u˜(tk), znkt |t=tk = uk1 − Pnk u˜t(tk), (4.77)
where
hnk(t) := APnk(f(u˜(t))− f(u˜nk(t))) + LA−1znk . (4.78)
for some positive L which will be chosen below.
Observe that (cf. (4.65)),
lim
k→∞
‖A−1/2(hnk − LA−1znk)‖Cb((−∞,Tu];H) = 0, ‖A−1/2hnk‖Cb((−∞,Tu];H) ≤ C4, (4.79)
for some C4 > 0 independent of k.
If we multiply equation (4.76) by A−1(znkt + αz
nk), then we obtain (cf. (4.67))
d
dt
Eznk (t) + αEznk (t) = Hnk(t), ∀ t ≤ Tu. (4.80)
Here Eznk and Hnk are defined as in (4.68) and (4.69), respectively. Thus, recalling (4.70), we can
find some positive constants α2, C5 and C6 (all independent of u˜
nk , znk , k, L and ε) such that
Hnk ≤ −
α2
2
(
‖A1/2znk‖2H + ‖A−1/2znkt ‖2H
)
− α2L
2
‖A−1znk‖2H − 2α2(|znk |p+4, 1) (4.81)
+ C5‖A−1/2hnk‖2H + C6‖unkt ‖L∞(Ω)
(|znk |2(1 + |unk |p+1 + |znk |p+1), 1) ,
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in (−∞, Tu]. Using now (4.56), we get
Hnk ≤ −
α2
2
(
‖A1/2znk‖2H + ‖A−1/2znkt ‖2H
)
− α2L
2
‖A−1znk‖2H − 2α2(|znk |p+4, 1) (4.82)
+ C5‖A−1/2hnk‖2H + C7
(|znk |2(1 + |znk |p+1), 1) ,
≤ −α2
2
(
‖A1/2znk‖2H + ‖A−1/2znkt ‖2H
)
− α2L
2
‖A−1znk‖2H − α2(|znk |p+4, 1)
+ C5‖A−1/2hnk‖2H + C8‖znk‖2H .
Using (4.29) and Young’s inequality, we can then choose L large enough so that
Hnk(t) ≤ C5‖A−1/2hnk(t)‖2H , ∀ t ≤ Tu. (4.83)
Applying Gronwall’s inequality to (4.80) we obtain, thanks to (4.83),
Eznk (t) ≤ Eznk (tk)e−α(t−tk) + C5
∫ t
tk
e−α(t−s)‖A−1/2hnk(s)‖2Hds, ∀ t ≤ Tu. (4.84)
We now let k go +∞ in (4.84) and recalling (4.74) and (4.79), we obtain
‖Z(t)‖0 ≤ C5L2
∫ t
T˜
e−α(t−s)‖A−3/2z(s)‖2Hds, ∀ t ∈ [T˜ , Tu]. (4.85)
Finally, a further application of Gronwall’s lemma to (4.85) entails (4.75).
5 Smoothness of global attractors
We can now show that, under suitable conditions, the trajectory attractor Atrε (see (3.11)) consists of
strong solutions. Let us first analyze the two-dimensional case in the case of cubic controlled growth.
Namely, we take f ∈ C3(R;R) with f(0) = 0 satisfying (2.6), (2.7) and
f ′′′ ∈ L∞(R;R). (5.1)
We know that, for any ε > 0, problem Pε generates a (strongly continuous) semigroup Sε(t) on Vε2
(see [26, Thm. 2.2], cf. also [26, Rem. 2.1]), i.e., the trajectories are quasi-strong solutions. Moreover,
the dynamical system (Vε2 , Sε(t)) possesses a global attractor Aε which is bounded in Vε3 (cf. [26,
Thm. 4.1]). On the other hand, in the case of energy solutions, we also know that Pε generates a
(strongly continuous) semigroup S˜ε(t) on Vε0 which has the global attractor Aε (see [26, Sec. 6]). Thus,
on account of Theorem 3.4, we have that K coincides with the set of all the complete energy bounded
solutions and
Aε ≡ Π0Atrε , (5.2)
where Π0U(t) = U(0).
It is clear that Aε ⊂ Aε, while the validity of the opposite inclusion was an open question so
far. Indeed we are now ready to prove the following
Theorem 5.1. Let (2.6), (2.7), (2.10) and (5.1) hold. Then
Aε ≡ Aε. (5.3)
Proof. Let us consider first the set Kε of all the complete bounded strong solutions so that
Aε ≡ Π0Kε. It is clear that Kε ⊂ Kε. Let us consider now a bounded complete energy solution U
to (2.11). Then, by Theorem 4.3, there exists a time T = Tu such that U(t) ∈ Vε3 for all t ≤ T and
satisfies a bound like (4.56). On the other hand, we know that there exists a unique strong solution U˜
to (2.11) bounded on [T,+∞) and such that U˜(T ) = U(T ). Thus we can construct a complete strong
solution
U∗(t) =
{
U˜(t), t > T,
U(t), t ≤ T, (5.4)
which is bounded on R in the Vε3 -norm. Thus, Theorem 4.4 implies that U ≡ U∗. Therefore, we have
that Kε ⊂ Kε and the proof is complete.
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In the three-dimensional case or in two dimensions with supercubical growth, we cannot say
more than Theorem 3.4 about the existence of global solutions without making a restriction on ε.
More precisely, we have the following result (see [25, Thm. 2.4])
Theorem 5.2. Let (2.6)-(2.8) and (2.10) hold. Then, there exist ε0 > 0 and a nonincreasing positive
function R : (0, ε0)→ (0,+∞) with the property
lim
εց0
R(ε) = +∞, (5.5)
such that, for every ε ∈ (0, ε0) and every initial condition U0 = (u0, u1) ∈ V1 satisfying
‖U0‖Vε1 ≤ R(ε), (5.6)
there exists a (unique) global weak solution U = (u, ut) to problem Pε such that
‖U(t)‖Vε1 ≤ Q(‖U0‖Vε1 )e−κt +Q(‖g‖H), ∀ t ≥ 0, (5.7)
for some κ > 0 and some positive increasing monotone function Q both independent of ε.
Following [37], we consider the Vε1 -ball B(R(ε)) of radius R(ε) centered at 0 and define the
solving operator
Sε(t) : B(R(ε))→ Vε1 , U(t) = Sε(t)U(0), ∀ t ≥ 0.
Thanks to estimate (5.7), we have
‖Sε(t)(B(R(ε)))‖Vε1 ≤ Λ, ∀ t ≥ 0,
for an appropriate positive quantity Λ (clearly also depending on ‖g‖H). Then, we set
Bε :=
⋃
t≥0
Sε(t)(B(R(ε)))

Vε1
, (5.8)
where [·]Vε1 denotes the closure in Vε1 , and we note that Bε is bounded in Vε1 by Λ. Moreover, Bε
is closed and positively invariant by construction. Thus, we can say that (Bε, Sε(t)) is a dissipative
dynamical system.
On the other hand, we know that (see [25, Thm. 2.7]), up to possibly taking a smaller ε0 and
correspondingly modifying the function R, for all ε ∈ (0, ε0) (Bε, Sε(t)) possesses a global attractor
Aε bounded in Vε3 . Consider now the set Kε of all complete and bounded weak solutions taking values
in the phase space Bε. Thanks to the above considerations, we have that Aε = ΠtKε, for any t ∈ R.
Hence, each U ∈ Kε is indeed a global strong solution. We can now prove
Theorem 5.3. Let the assumptions of Theorem 5.2 hold. Then there exists ε1 ∈ (0, ε0] such that, if
ε ∈ (0, ε1), then
Kε ≡ Kε, (5.9)
where Kε is defined in Theorem 3.4. In particular, we have
Aε ≡ Π0Atrε . (5.10)
Proof. It is clear that Kε ⊂ Kε. On the other hand, if we consider a bounded complete energy
solution U given by Theorem 3.4 (i.e., an element of the trajectory attractor), then Theorem 4.3
implies the existence of a time T = Tu such that U(t) ∈ Vε3 for all t ≤ T and satisfies a bound like
(4.56). In particular, this bound entails that, for all t ≤ Tu,
‖U(t)‖Vε1 =
(‖u(t)‖2H2 + ε‖ut(t)‖2H)1/2 ≤ Q1(‖g‖H), (5.11)
where Q1(·) is a computable function whose expression is independent of ε. At this point, we restrict
ourselves to those ε ∈ (0, ε0) such that
Q1(‖g‖H) ≤ R(ε). (5.12)
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By (5.5) and the (decreasing) monotonicity of R(·), this will hold for all ε in some interval (0, ε1),
where ε1 ≤ ε0. By Theorem 5.2, we know that there exists a unique solution U˜ ∈ Cb([T,+∞);Vε1) to
(2.11) such that U˜(T ) = U(T ). Thus, recalling (5.4), we can construct once more a complete weak
solution U∗. Moreover, being B(R(ε)) ⊂ Bε by (5.8), this solution is such that
U∗(t) ∈ Bε ∀ t ∈ R.
Thus we have that necessarily U∗ ∈ Kε. On the other hand, Theorem 4.4 implies that U ≡ U∗.
Therefore, we have once again Kε ⊂ Kε.
6 Exponential regularization of energy solutions
In this section, we use the proved regularity of the trajectory attractor Atrε in order to verify that every
energy solution is a sum of an exponentially decaying and a smooth function. This fact, together with
the transitivity of exponential attraction, will allow us to establish that the exponential attractorMε,
constructed in [25] for the case of weak solutions (and small ε > 0) is automatically the exponential
attractor in the class of energy solutions as well. Moreover, that exponential regularization property
will help us to verify the well-posedness and dissipativity of the 2D problem (1.1) in the intermediate
(between V0 and V2) phase space V1. To this end, we first formulate the regularity estimate for the
solutions on the attractor Atrε obtained before.
Corollary 6.1. Let the assumptions of Theorem 5.1 or Theorem 5.3 be satisfied. Then any complete
trajectory U ∈ Kε satisfies
‖u(t)‖2H4 + ‖ut(t)‖2H2 + ε‖utt(t)‖2H ≤ C, (6.1)
where the constant C is independent of t, ε and of the concrete choice of the trajectory u.
The next result, which gives the analogue of Theorem 4.1 for the forward in time energy
solutions, is the main technical tool of this section.
Lemma 6.2. Let the assumptions of Corollary 6.1 hold, so that the trajectory attractor Atrε of equation
(1.1) possesses the regularity (6.1). In addition, suppose that f ∈ C4(R;R). Then, for every energy
solution U ∈ K+ε and every σ > 0, there exist T = T (ε, κ,M εu(0)) and a function u˜(t) such that
‖u˜(t)‖2H4 + ‖u˜t(t)‖2H2 + ε‖u˜tt(t)‖2H ≤ C′, t ≥ T, (6.2)
where the constant C′ depends only on the constant C in (6.1). Moreover, this function solves the
equation
εu˜tt + u˜t +A(Au˜ + f(u˜)) = g + ϕ(t), (6.3)
with
‖ϕ‖Cb([T,+∞),H) ≤ Cσκ, (6.4)
where C and κ > 0 are independent of σ and such that
‖u(t)− u˜(t)‖H + ‖ut(t)− u˜t(t)‖H−2 ≤ σ, (6.5)
for all t ≥ T .
Proof. The proof of this lemma is very similar to the proof of Theorem 4.1. However, instead of
the backward attraction to the smooth set of equilibria, we need to use the forward attraction to the
smooth trajectory attractor Atrε . Indeed, since the trajectory (u, ut) is attracted by the trajectory
attractorAtrε , then, analogously to (3.15), we have that, for every σ > 0, there exist T = T (ε, σ,Mu(0))
and a trajectory (us, ∂tus) ∈ Kε, s ≥ 1 such that
‖u(t)− us(t)‖H + ‖∂tu(t)− ∂tus(t)‖H−2 ≤ σ, t ∈ [T + s− 1, T + s+ 2] (6.6)
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for every s ≥ 1 (compare with (4.6)). Moreover, analogously to Theorem 4.1, due to the regularity
(6.1) of the attractor and estimate (6.6), we conclude that
‖∂tus(t)− ∂tus+1(t)‖H1 + ‖us(t)− us+1(t)‖H3 ≤ Cσκ, t ∈ [T + s, T + s+ 1], (6.7)
where the positive constants C and κ are independent of ε, s and the choice of the trajectory u.
Finally, defining the function u˜(t) on the interval [T +N,T +N + 1] as follows
u˜(t) := θ(t− T −N)uN+1(t) + (1 − θ(t− T −N))uN (t),
where the cut-off function θ is the same as in Theorem 4.1 and setting
ϕ(t) := εu˜tt(t) + u˜t(t) +A(Au˜(t) + f(u˜(t)))− g,
one can see that the function ϕ(t) satisfies estimate (6.4). Indeed, since uN and uN+1 solve the initial
problem (2.11), we have
ϕ(t) = 2εθ′∂t(uN+1 − uN ) + (εθ′′ + θ′)(uN+1 − uN ) (6.8)
+A[f(θuN+1 + (1 − θ)uN )− θf(uN+1)− (1− θ)f(uN )],
where θ = θ(t− T −N). We see that the first two terms are immediately under the control thanks to
(6.7) and, in order to estimate the third term, we transform it as follows:
f(θuN+1 + (1 − θ)uN )− θf(uN+1)− (1− θ)f(uN )
= θ(1− θ)(uN+1 − uN )
∫ 1
0
[f ′(su˜+ (1 − s)uN)− f ′(su˜+ (1− s)uN+1)] ds.
Thus, due to (6.7) and the fact that f ∈ C4(R;R), the third term in (6.8) is also under control and
estimate (6.4) holds. That finishes the proof of the lemma.
The next theorem is analogous to Theorem 4.2, but a bit more delicate since the regularity
(6.4) of the function ϕ given in Lemma 6.2 is slightly lower than in Theorem 4.1.
Theorem 6.3. Let the assumptions of Lemma 6.2 hold. Then, for any L > 0 and any trajectory
U ∈ K+ε , there exists a time T = T (ε, L,Mu(0)) such that the equation
εvtt + vt +A(Av + f(v)) + LA
−1v = G(t) := g + LA−1u(t) (6.9)
has a regular global solution v(t), t ≥ T satisfying
ε‖vtt(t)‖2H + ‖vt(t)‖2H2 + ‖v(t)‖2H4 ≤ CL, (6.10)
where the constant CL depends on L, but is independent of ε, t and u. Moreover,
‖vt(t)‖2L∞(Ω) + ‖v(t)‖2L∞(Ω) ≤ C, (6.11)
where C is independent of L and ε.
Proof. Step 1. As in Theorem 4.2, in order to solve equation (6.9) we introduce the function
w(t) := v(t)− u˜(t), where u˜(t) is constructed in Lemma 6.2. Then, this function satisfies
εwtt + wt +A(Aw + [f(u˜(t) + w) − f(u˜(t))]) + LA−1w = G˜(t) := LA−1(u(t)− u˜(t))− ϕ(t). (6.12)
Moreover, due to Lemma 6.2, for any L and any 0 < σ < 1/L2, we may find T = T (ε, L, σ,Mu(0))
such that
‖G˜‖Cb([T,+∞),H) ≤ Cσκ, (6.13)
where the positive constants C and κ are independent of L, t and u. Then, for small σ, equation
(6.12) endowed by the initial data
w(T ) = 0, wt(T ) = LA
−1(u(T )− u˜(T )), (6.14)
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can be uniquely solved using the inverse function theorem (analogously to Theorem 4.2). However,
since we now do not have the control of the time derivative of ϕ, we are unable to construct the
Vε3 -solutions in such way and should restrict ourselves to consider the Vε1 -solutions only. Namely, it
is not difficult to show using the inverse function theorem that, for sufficiently small σ, there exists a
unique global solution w(t) of problem (6.12) with the above initial data such that
ε‖wt(t)‖2H + ‖w(t)‖2H2 ≤ C′σ2κ, t ≥ T, (6.15)
where the constant C′ is independent of L, t and σ (since very similar arguments have been considered
in detail in the proof of Theorem 4.2, we omit the details here).
In addition, from equation (6.12), we see that
εA−1wtt +A−1wt = hw(t) := −Aw(t)− [f(u˜(t) + w(t)) − f(u˜(t))] +A−1G˜(t). (6.16)
Thus, due to estimates (6.13) and (6.15), we have
‖hw(t)‖H ≤ Cσκ, t ≥ T.
Solving explicitly (6.16) as an ODE with respect to wt and using the last estimate together with (6.5)
and (6.14), we arrive at
‖wt(t)‖H−2 ≤ Cσκ, t ≥ T, (6.17)
where the positive constants C and κ are independent of L, ε, t and u.
Step 2. As we have already mentioned, the regularity (6.15) and (6.17) for the auxiliary
problem (6.9) is not sufficient for our purposes and we need to improve it. To this end, we remind that,
by the construction of u˜, we may assume without loss of generality that ϕ(T ) = 0 and, consequently,
initial conditions (6.14) imply that wtt(T ) = 0. Therefore,
v(T ) = u˜(T ), vt(T ) = u˜t(T ) + LA
−1(u(T )− u˜(T )), vtt(T ) = u˜tt(T ). (6.18)
Thus, the initial data for the solution v at t = T is more regular, namely (cf. (6.2) and (6.5)),
‖v(T )‖2H4 + ‖vt(T )‖2H2 + ε‖vtt(T )‖2H ≤ C, (6.19)
where the constant C is independent of ε and L (recall that σ ∈ (0, 1/L2)). Since the (global in time
and independent of ε) control of the H2-norm of the solution v(t) is already obtained (see estimates
(6.2) and (6.15)), then f(v(t)) is under control. Thus the regularity (6.19) of the initial data implies
in a standard way (see e.g., [25] and the proof of Theorem 4.2), that the solution v(t) is indeed
more regular and, in particular, estimate (6.10) holds with the constant CL depending on L, but
independent of ε and t.
Step 3. We only need to obtain the estimate (6.11) for the L∞-norms of v and vt with the
constant C independent of L. Moreover, the desired estimate for v is already available (see (6.15)
and (6.2)), so we only need to estimate the L∞-norm of the time derivative. To this end, we use the
following standard interpolation inequality together with (6.2) and (6.17)
‖vt(t)‖L∞ ≤ ‖u˜t(t)‖L∞ + ‖wt(t)‖L∞ (6.20)
≤ C + ‖wt(t)‖1/8H−2‖wt(t)‖
7/8
H2 ≤ C + Cσκ/8(1 + ‖vt(t)‖H2 + ‖u˜t(t)‖H2) ≤ C + CLσκ/8,
where only the constant CL may depend on L and all of the constants are independent of ε and σ. It
only remains to note that, for every fixed L, we may fix σ = σ(L) in a such way that CLσ
κ/8 ≤ 1.
Estimate (6.11) is then an immediate corollary of (6.20) and the theorem is proved.
We are now ready to state and prove the main result of this section.
Theorem 6.4. Let the assumptions of Lemma 6.2 hold, so that the trajectory attractor Atrε of equation
(1.1) satisfies the regularity estimate (6.1) with the constant C independent of ε → 0. Then, there
exist a R0-ball
B := {(a, b) ∈ H4 ×H2, ‖a‖2H4 + ‖b‖2H2 ≤ R20}, (6.21)
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where the radius R0 is independent of ε → 0, and a monotone function Qε (depending on ε) such
that, for every weak energy solution U(t) = (u(t), ut(t)) ∈ K+ε , the following estimate holds:
distX ε0 (U(t),B) ≤ Qε(M εu(0))e−βt, (6.22)
where the positive exponent β is independent of t and ε→ 0.
Proof. Let U ∈ K+ε be arbitrary. Then, due to Theorem 6.3, for every L > 0, there exists
T = T (ε, L,M εu(0)) (which is independent of the concrete choice of the trajectory U) such that the
auxiliary equation (6.9) is globally solvable for t ≥ T in the class of regular solutions and the solution
v(t) satisfies estimates (6.10) and (6.11). Moreover, crucial for our method is the fact that the constant
C in (6.11) is independent of L, ε, T and U . Let now w(t) := u(t)− v(t). Then, this function solves
εwtt + wt −A(Aw + [f(v + w)− f(v)]) + LA−1w = 0. (6.23)
Recall that we deal only with energy solutions which can be obtained by Galerkin approximations.
So, we now need to derive the proper estimate for the function w using the Galerkin approxima-
tions exactly as in Theorem 4.3. However, in order to avoid the technicalities, we will proceed by
formal multiplication of the equation (6.23) by A−1(wt + αw) (see the proof of Theorem 4.3 for the
justification). Then, after integration in space, we arrive at
d
dt
Ew + αEw = Hw, in [T,+∞), (6.24)
where
Ew = ε‖A−1/2wt‖2H + ‖A1/2w‖2H + L‖A−1w‖2H + 2αε(w,wt) (6.25)
+ α‖A−1/2w‖2H + 2 (F (v + w) − F (v)− f(v)w, 1)
and
Hw := −(2− 3ε)‖A−1/2wt‖2H − α‖A1/2w‖2H − αL‖A−1w‖2H (6.26)
+ 2α (F (v + w) − F (v)− f(v)w − (f(v + w) − f(v))w, 1)
+ 2α2ε(w,wt) + α
2‖w‖2H
+ 2 (f(v + w)− f(v)− f ′(v)w, vt) .
Since the constant in estimate (6.11) for the L∞-norm of v and vt is independent of L, arguing as in
estimates (4.70), we may fix L in such way that (recall also [37, (2.51)])
C ≥ Ew ≥ γ‖(w,wt)‖2X ε0 , Hw ≤ 0, (6.27)
where the positive constants C and γ are independent of the concrete choice of the trajectory U .
The Gronwall inequality applied to (6.24) now gives
‖(w(t), wt(t))‖2X ε0 ≤ C([M
ε
u(T )]
2 + 1)e−α(t−T ), t ≥ T.
It only remains to recall that T = T (ε,M εu(0)) (and L is now fixed) and use (3.9) in order to estimate
M εu(T ) through M
ε
u(0). That yields
‖(w(t), wt(t))‖2X ε0 ≤ Qε(M
ε
u(0))e
−αt,
which implies (6.22) and finishes the proof of the theorem.
Remark 6.5. Although all estimates of auxiliary solutions in the proof given above are uniform
with respect to ε→ 0, the monotone function Qε in the main estimate (6.22) depends on ε since our
construction depends crucially on the attraction property to the trajectory attractor Atrε in a weaker
topology (see Corollary 3.5) and the rate of that convergence may be not uniform with respect to ε.
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In a fact, it can be non-uniform even with respect to ε ∈ [ε1, ε2] with ε1 > 0. This problem may be
solved in a standard way if we consider the extended trajectory semigroup
K+[ε1,ε2] := {(U, ε), U ∈ K+ε , ε ∈ [ε1, ε2]}, Tℓ(U, ε) := (TℓU, ε),
construct its attractor and use the rate of convergence to the attractor for that semigroup. The
difference is that we are now able to approximate the trajectory U ∈ K+ε not only by the elements of
Atrε but also by the elements of Atrεn with εn → ε, which would be enough to obtain the uniformity
with respect to ε (see [4] for details). In order to avoid technicalities, we prefer not to give the proof
of that uniformity here. However, there is one more essential drawback in the above scheme which
cannot be corrected in such an easy way, namely, as we have already mentioned, the function Qε in
estimate (6.22) depends in a crucial way on the rate of attraction to the attractor and this rate of
convergence cannot be found explicitly or expressed in terms of the physical parameters of the system
considered (the usual drawback of the global attractors theory), thus, we are factually unable to give
any expression for the function Qε following the above described arguments. For this reason, we give
below an alternative explicit construction of the auxiliary “almost solution” u˜(t) for the case when
ε > 0 is very small. In addition, this construction has another advantage, namely, it is based only on
the perturbation arguments and does not use the global Lyapunov functional. This allows to apply
it also to non-autonomous cases or to the case of unbounded domains where the Lyapunov functional
does not exist. We will return to such issues in more details elsewhere.
The following lemma is the uniform (with respect to ε→ 0) analogue of the key Lemma 6.2.
Lemma 6.6. Let the assumptions of Lemma 6.2 hold. Then, for every σ > 0, there exists ε0 =
ε0(σ) > 0 such that, for any energy solution U ∈ K+ε with ε ≤ ε0, there exist T = T (κ,M εu(0)) and a
function u˜(t) such that
‖u˜(t)‖2H4 + ‖u˜t(t)‖2H2 + ε‖u˜tt(t)‖2H ≤ C, t ≥ T, (6.28)
where the constant C is independent of u and ε . Moreover, this function solves the equation
εu˜tt + u˜t +A(Au˜ + f(u˜)) = g + ϕ(t), (6.29)
with
‖ϕ‖Cb([T,+∞),H) ≤ Cσκ, (6.30)
where C and κ > 0 are independent of σ and ε and such that
‖u(t)− u˜(t)‖H + ‖ut(t)− u˜t(t)‖H−2 ≤ σ, (6.31)
for all t ≥ T . In addition, all of the constants can be expressed explicitly in terms of the physical
parameters.
Proof. We define the trajectory u˜ as a solution of the modified Cahn-Hilliard equation
u˜t + A(Au˜+ f(u˜)) + L0A
−1u˜ = g + L0A−1u(t), u˜(0) = u(0), (6.32)
where u ∈ K+ε and L0 = L0(f) is a sufficiently large number depending only on f . Then, on the one
hand, the difference u(t)− u˜(t) satisfies the following estimate:
‖u(t)− u˜(t)‖2H−1 ≤ Cε
(
1 +Q (M εu(0)) e
−αt) , (6.33)
where the positive constants C and α and the monotone function Q are independent of u, ε and t
(see [25, Prop. 3.4] for the details). Moreover, since we have the uniform control of the H1-norms of
u and u˜, this estimate together with the interpolation inequality gives
‖u(t)− u˜(t)‖2H ≤ Cε1/2
(
1 +Q (M εu(0))
2 e−αt
)
. (6.34)
On the other hand, equation (6.32) is a classical parabolic Cahn-Hilliard equation whose
solutions possess the standard parabolic smoothing property. Their regularity is restricted only by
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the regularity of the nonlinearity f and the external forces g + L0A
−1u(t). In our case, we have
f ∈ C3(R,R) and u ∈ W 1,∞(R+, H−1(Ω)) ∩ L∞(R+, H1(Ω)). It is then not difficult to verify that
this regularity is enough to establish the following estimate for u˜(t):
‖u˜(t)‖H4 + ‖u˜t(t)‖H2 +
√
ε‖u˜tt(t)‖L2 ≤ C∗ +Q(M εu(0))
1 + tN
tN
e−αt, (6.35)
where the positive constants C∗, N and α and the monotone function Q are independent of u, ε and
t. Since the derivation of this estimate is standard (although a bit technical), we leave it to the reader
(see, e.g., [15, Lemma 2.13] for a similar argument).
Thus, the function u˜(t) solves equation (6.29) with
ϕ(t) := εu˜tt(t) + L0A
−1(u(t)− u˜(t)),
and therefore, thanks to (6.34) and (6.35),
‖ϕ(t)‖H ≤ Cε1/4
(
1 +Q(M εu(0))
1 + tN
tN
e−αt
)
. (6.36)
Finally, we only need to estimate the difference v(t) := u(t) − u˜(t) in the proper norm. To this end,
taking the difference between (2.11) and (6.29), we derive that
εvtt + vt = H(t) := −A2v(t)−A[f(u(t))− f(u˜(t))]− ϕ(t). (6.37)
Moreover, using assumption (2.8) on the nonlinearity f and the fact that the Lp+4-norms of u and u˜
are under control (due to the energy estimate), we conclude from estimate (6.34) that
‖f(u(t))− f(u˜(t))‖L1 ≤ (Q(M εu(0))e−αt + C∗)‖u(t)− u˜(t)‖κH ≤ Cεκ/4
(
1 +Q(M εu(0))e
−αt)
for some positive κ depending only on p. Thus, thanks to (6.34) and (6.36) and the embedding
H2(Ω) →֒ C0(Ω¯),
‖A−2H(t)‖H ≤ Cεκ/4
(
1 +Q(M εu(0))
1 + tN
tN
e−αt
)
.
Solving explicitly the ODE (6.37) on the interval [t/2, t] and using the last estimate together with the
estimate (6.35), we conclude that
‖A−2vt(t)‖H ≤ Cεκ/4 + C(εκ/4 + e− t2ε )
(
1 +Q(M εu(0))
1 + tN
tN
e−αt
)
.
Finally, keeping in mind that the H−1-norm of vt is under control (due to the energy estimate), we
end up with
‖ut(t)− u˜t(t)‖H−2 ≤ Cεκ/12 + C(εκ/12 + e−
t
6ε )
(
1 +Q(M εu(0))
1 + tN
tN
e−αt
)
. (6.38)
Estimates (6.34), (6.35), (6.36) and (6.38) show that, indeed, for every κ > 0, we may fix ε0 = ε0(κ)
and T = T (M εu(0)) such that all estimates stated in Lemma 6.6 will be satisfied uniformly with respect
to ε ≤ ε0 and U ∈ K+ε . That finishes the proof of the lemma.
Corollary 6.7. Let the assumptions of Lemma 6.2 hold. Then, there exist ε0 > 0 and R0 > 0 such
that, for every ε < ε0, the set
Bε := {(u0, u′0) ∈ H4 ×H2 : ‖u0‖2H4 + ‖u′0‖2H2 ≤ R20} (6.39)
attracts exponentially all energy solutions U ∈ K+ε :
distX ε0 ((u(t), ut(t)),Bε) ≤ Q(M εu(0))e−αt, (6.40)
where the positive constant α and monotone function Q are independent of t, ε ≤ ε0 and of the
concrete choice of the trajectory U ∈ Kε+.
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Indeed, the derivation of estimate (6.40) is analogous to the proof of Theorem 6.4 with the only
difference that, instead of the non-uniform approximations of Lemma 6.2, one should use the uniform
approximations of Lemma 6.6.
Remark 6.8. In fact, we have proven a bit more than (6.22) or (6.40). Namely, recalling [37, Def. 4.1]
(see also (3.7)), let us consider the M -distance to the set Bε defined by
distMεu(t,Bε) (6.41)
:= inf
{
lim inf
k→∞
dX ε0 (U
nk(t), PnkBε) : U = Θ+ − lim
k→∞
Unk , U(0) = [X ε0 ]w − lim
k→∞
Unk(0)
}
.
Recall that the external infimum is taken over all the sequences {Unk(t)}k∈N of Faedo-Galerkin ap-
proximations which Θ+-converge to the given solution U . Then, we may improve estimate (6.40) as
follows:
distMεu(t,Bε) ≤ Q(M εu(0))e−αt. (6.42)
This slight generalization is however important for applying the arguments based on the transitivity
of exponential attraction, see [16] and next section.
7 Exponential attractors for energy solutions
In this concluding section, we discuss the exponential attractors for problem (2.11). We start with the
case of small ε (and the 3D case for definiteness). We first recall that, due to Theorem 5.2 (see [25,
Thm. 2.7]), equations (2.11) are globally solvable in the class of more regular Vε1 -solutions if the initial
data is not large enough and ε is small enough. More precisely, the equation generates a dissipative
semigroup Sε(t) on the set Bε ⊂ Vε1 defined by (5.8) and, in particular, the phase space Bε of that
semigroup contains an R(ε)-ball of the space Vε1 with R(ε)→∞ as ε→ 0.
Remark 7.1. It is worth observing that, on account of the results obtained in [25], we can argue as
in [16] to prove that the family {(Bε, Sε(t))}ε∈[0,ε′], for some ε′ > 0 small enough, possesses a uniform
family of exponential attractorsMε ⊂ Vε3 ∩ (H4 ×H) with the following properties:
(i) The sets Mε are uniformly bounded in H4 ×H as ε→ 0.
(ii) The sets Mε are compact in H3 ×H−1 and their fractal dimensions are uniformly bounded, i.e.,
dimf (Mε, H3 ×H−1) ≤ C,
where C is independent of ε→ 0.
(iii) The uniform exponential attraction property holds
distVε1 (Sε(t)Bε,Mε) ≤ Ce−αt (7.1)
with positive C and α independent of ε→ 0.
(iv) Mε tends to the limit exponential attractor M0 as ε→ 0 in the following sense
distsymmH3×H−1 (Mε,M0) ≤ Cεκ
for some positive κ and C which are independent of ε. We also recall that, as usual, in order to
compare the solutions of the hyperbolic equation (2.11) with ε > 0 and the solutions of the limit
parabolic problem which corresponds to ε = 0, one needs to extend the limit parabolic semigroup to
the surface (see [4, 16] for details)
S := {(u, v) ∈ H4 ×H, v = −A(Au+ f(u)) + g}.
The aim of this section is to verify that the above exponential attractorsMε attract exponen-
tially not only the weak solutions (see (7.1)), but also all energy solutions of problem (2.11). Namely,
the following theorem holds.
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Theorem 7.2. Let the assumptions of Theorem 2.2 hold. Then, there exists ε0 > 0 such that,
for every ε < ε0, there exists a family of exponential attractors Mε satisfying the properties 1)-4)
formulated above and, in addition, for every energy solution U ∈ K+ε of problem (2.11),
distX ε0 ((u, ut),Mε) ≤ Q(M εu(0))e−αt, (7.2)
where the positive constant α and monotone function Q are independent of ε, t and u.
Proof. Indeed, according to Corollary 6.7 and Remark 6.8,
distMεu(t,Bε) ≤ Q(M εu(0))e−αt, (7.3)
where Q and α are independent of ε ≤ ε0, t and u. On the other hand, thanks to (7.1),
distVε1 (Sε(t)Bε,Mε) ≤ Ce−αt (7.4)
if ε > 0 is small enough (so that Bε ⊆ Bε, cf. (5.8)). Then, keeping in mind that Vε1 ⊂ X ε0 , we see
that, in order to prove estimate (7.2) through the transitivity of the exponential attraction (see [16,
Thm. 5.1], cf. also [37, Sec. 4]), we only need to check the following version of Lipschitz continuity
(see [16, (5.1)]):
distMεu(t, V (t)) ≤ distMεu(0, V (0))eKt, (7.5)
where ε > 0 is small enough, U ∈ K+ε , V (t) := Sε(t)V0, V0 ∈ Bε, is an arbitrary strong solution
of equation (2.11) starting from the set Bε and the positive constant K is independent of ε, V and
t. This Lipschitz continuity property can be easily verified arguing as in the proof of Theorem 4.4.
Indeed, since (due to Theorem 5.2) the solution V (t) = (v(t), vt(t)) exists globally and satisfies the
dissipative estimate, one can show that
‖v(t)‖2H4 + ‖vt(t)‖2H2 + ε‖vtt(t)‖2H ≤ R1 = Q(R0),
where the constant R1 is independent of ε, V (0) ∈ Bε and t. Therefore, we have the uniform control
‖v(t)‖L∞(Ω) + ‖vt(t)‖L∞(Ω) ≤ C, (7.6)
where C is independent of ε, t and V (0). Thus, defining V nk(t) = PnkV (t), z
nk := unk − vnk , where
unk(t) are the Faedo-Galerkin approximations to the solution U ∈ K+ε (see Section 3) and arguing
exactly as in the proof of Theorem 4.4, we derive that
d
dt
Eznk (t) + αEznk (t) ≤ C‖hnk(t)‖2H−1 , (7.7)
where Eznk and h
nk are defined as in (4.68) and (4.78) (with u˜ replaced by v) respectively. On the
other hand, we have
‖hnk(t)‖2H−1 ≤ C‖Pnk(f(v(t)) − f(vnk(t))‖2H1 + CL2Eznk (t),
and applying the Gronwall inequality to (7.7), we have
Eznk (t) ≤ Eznk (0)eKt + C
∫ t
0
eK(t−s)‖Pnk(f(v(s)) − f(vnk(s)))‖H1 ds,
for some positive C and K independent of u, v, nk, ε and t. Passing now to the limit k → ∞ and
using that the right-hand side tends to zero (note that v is smooth), we derive the desired Lipschitz
continuity (7.5). Estimate (7.2) is now a standard corollary of transitivity of exponential attraction.
This finishes the proof of the theorem.
We now consider the 2D case with the growth restriction (5.1) for the nonlinearity f (at most
cubic growth rate). Then, on account of [26, Thms. 2.2, 3.1 and 5.1]), the 2D problem (2.11) generates
a dissipative semigroup Sε(t) in the phase space Vε2 for every finite ε > 0 and this semigroup possesses
an exponential attractor Mε which is bounded in Vε3 . Next theorem shows that this exponential
attractor attracts exponentially the energy solutions as well.
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Theorem 7.3. Let the assumptions of Theorem 5.1 hold. Then, for every ε > 0, the exponential at-
tractor Mε for the quasistrong Vε2 -solutions constructed in [26] attracts exponentially energy solutions
as well. Namely, for any bounded set B ⊂ X ε0 = Vε0 , we have
distX ε0 (Sε(t)B,Mε) ≤ Q(‖B‖X ε0 )e−αt, (7.8)
where the function Q and constant α are independent of t and B, but may depend on ε. Thus, Mε is
an exponential attractor for the solution semigroup Sε(t) acting on the energy phase space X ε0 as well.
Indeed, the proof of this theorem repeats word by word the proof of the previous Theorem
7.2, with the only difference that, instead of Corollary 6.7, one should use Theorem 6.4.
To conclude, we apply the proved exponential regularization for the 2D case to one problem
which remained unsolved in the previous paper [26]. Namely, we have proved there that problem
(2.11) with cubic growth restriction is well posed and dissipative in Vε0 and Vε2 , but the dissipativity
in the phase space Vε1 occurred surprisingly more delicate and remained an open issue. The next
theorem fills this gap without any restriction on ε (compare with [12, Thm. 5.3]).
Theorem 7.4. Let the assumptions of Theorem 7.3 hold. Then, for every U(0) ∈ Vε1 , problem (2.11)
is uniquely solvable in the phase space Vε1 and the following dissipative estimate hold:
‖U(t)‖Vε1 ≤ Q(‖U(0)‖Vε1 )e−αt +Q(‖g‖L2), (7.9)
where the positive constant α and monotone function Q are independent of t and U(0).
Proof. Obviously, we only need to verify the dissipative estimate (7.9). As usual, we give only
the formal derivation which can be easily justified using the Galerkin approximations. The first step
is completely standard: we multiply equation (2.11) by ut + γu where γ > 0 is a sufficiently small
positive number and integrate over x. Then, after the straightforward transformations, we get
d
dt
Zu(t) + κZu(t) + κ‖ut‖2L2 ≤ C(1 + ‖g‖2L2 + ‖u(t)‖2H1) +
1
2
|(f ′′(u)|∇u|2, ut)|, (7.10)
where κ > 0 is small enough, C > 0,
Zu(t) :=
1
2
(
ε‖ut‖2H + ‖u‖2H2 + (f ′(u)∇u,∇u) + L0‖u‖2H + 2γε(u, ut)
)
,
and the constant L0 is chosen in such way that
k‖U(t)‖2Vε2 ≤ Zu(t) ≤ Q(‖U(t)‖Vε2 ) (7.11)
for some k > 0 and some monotone function Q. Thus, the main problem is how to estimate the last
term in the right-hand side of (7.10).
Actually, if we use the Bre´zis-Gallouet logarithmic inequality together with the fact that
|f ′′(u)| ≤ C(1 + |u|) (cf. [8], see also [26, (2.34)]), we obtain
|(f ′′(u)|∇u|2, ut)| ≤ κ‖ut‖2H + C(1 + ‖u‖2L∞)‖∇u‖4L4 (7.12)
≤ C(1 + ‖u‖2H1) ln(1 + ‖u‖2H2)‖∇u‖4L4 + κ‖ut‖2H
≤ C′(1 + ‖u‖2H1)‖∇u‖4L4 ln(1 + Zu(t)) + κ‖ut‖2H .
Notice now that, if we simply employ
‖∇u‖4L4 ≤ C‖∇u‖2H‖u‖2H2 ≤ C1‖u‖2H1Zu(t),
then (using also the X ε0 -energy estimate for the solution U) we end up with an inequality of the form
d
dt
Zu(t) + κZu(t) ≤ CZu(t)
(
1 + ln(1 + Zu(t)
)
+ C1,
which is enough to verify the global existence; however, the Vε2 -norm of the solution will diverge in
time as a double exponential. Thus, in order to obtain the desired dissipative estimate, we have to
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proceed more carefully. Namely, thanks to Theorem 6.4, we can split the solution u(t) = v(t) +w(t),
where
‖v(t)‖H4 ≤ 2R0, ‖w(t)‖H1 ≤ Q(‖U(0)‖X ε0 )e−αt, (7.13)
for some R0 > 0, and estimate the L
4-norm of ∇u as follows
‖∇u‖4L4 ≤ 8(‖∇v‖4L4 + ‖∇w‖4L4) ≤ C(R40 + ‖w‖2H1‖w‖2H2 )
≤ C(1 +Q(‖U(0)‖X ε0 )e−αt‖u− v‖2H2) ≤ C +Q(‖U(0)‖X ε0 )e−αt(1 + Zu(t)).
Inserting this estimate into the right-hand sides of (7.12) and (7.10) and using the dissipative estimate
for the X ε0 -energy norm of U(t), we end up with the refined differential inequality
d
dt
Zu(t) + κZu(t) ≤ Q(‖U(0)‖X ε0 )e−αtZu(t) ln(1 + Zu(t)) +Q(‖g‖H) +Q(‖U(0)‖X ε0 )e−αt. (7.14)
It remains to note that (see proof of [26, Thm. 3.1]) the differential inequality (7.14) gives indeed the
desired dissipative estimate (7.9) and finishes the proof of the theorem.
Remark 7.5. As we have already mentioned in Remark 6.5, the functions Q in Theorems 7.3 and 7.4
depend on the rate of convergence of weak energy solutions to the smooth global attractor Aε and,
by this reason, we cannot find the explicit expressions of Q in terms of the physical parameters of
the system. This drawback can be overcome if we construct the smooth approximate solutions not by
using the fact that the energy trajectories tend to the smooth global attractor, but rather observing
that these trajectories visit regularly any arbitrarily small neighborhood of the equilibria set (which
follows from the existence of a global Lyapunov functional) and the smoothness of the set of equilibria.
However, this argument is much more delicate and, in order to avoid the related technicalities, we will
not present it here.
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