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1. Introduction
It is well known that radiation dynamics includes the radiative effects into the hydrodynami-
cal framework. When equilibrium holds between the matter and the radiation, a simple way to do
that is to include local radiation terms into the state functions and the transport coeﬃcients. We
know from quantum mechanics that radiation can be described by its quanta, the photons, which
are massless particles traveling at the speed c of light, characterized by their frequency ν , their en-
ergy E = hν (where h is Planck’s constant), and their momentum −→p = hνc
−→
Ω with
−→
Ω as a vector
of the 2-unit sphere. Moreover, from statistical mechanics, we can describe macroscopically an as-
sembly of massless photons of energy E and momentum −→p by using a distribution function: the
radiative density I(r, t,
−→
Ω,ν). Using this fundamental quantity, we can derive global quantities by
integrating with respect to the angular and frequency variables: the spectral radiative energy den-
sity ER(r, t) per unit volume is then ER(r, t) := 1c
∫∫
I(r, t,
−→
Ω,ν)dΩ dν , and the spectral radiative ﬂux
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FR =
∫∫ −→
Ω I(r, t,
−→
Ω,ν)dΩ dν . If the matter is in thermodynamic equilibrium at constant temperature
T and if radiation is also in thermodynamic equilibrium at matter, its temperature is also T and sta-
tistical mechanics tells us that the distribution function for photons is given by the Bose–Einstein
statistics with zero chemical potential.
If there are no radiative effects, we know that the complete hydrodynamical system can be derived
from the standard conservation laws of mass, momentum and energy by using Boltzmann’s equation
satisﬁed by the fm(r, v, t) and the Chapman–Enskog expansion [9]. Then we can get the compressible
Navier–Stokes system ⎧⎨⎩
ρt + ∇ · (ρu) = 0,
(ρu)t + ∇ · (ρu ⊗ u) = −∇ · −→Π + f ,
(ρε)t + ∇ · (ρεu) = −∇q − −→D : −→Π + g,
(1.1)
where
−→
Π = −p(ρ, T )I + π is the material stress tensor for a Newtonian ﬂuid with the viscous con-
tribution −→π = 2μ−→D + λ∇ · u I with 3λ + 2μ  0 and μ > 0, and the strain tensor −→D such that
−→
Dij = 12 ( ∂ui∂x j +
∂u j
∂xi
). q is the thermal heat ﬂux and f and g are external force and source terms.
When radiation is present, Chandrasekhar [2] investigated the radiation integro-differential equa-
tion: the terms f and g include the terms for the coupling between the matter and the radiation,
depending on I , and I is driven by a transport equation.
If the matter is at local thermodynamics equilibrium, the coupled system reads (see, e.g., [15,16]
for details) ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ρt + ∇ · (ρu) = 0,
(ρu)t + ∇ · (ρu ⊗ u) = −∇ · −→Π + −→S F ,
(ρε)t + ∇ · (ρεu) = −∇q − −→D : −→Π + SE ,
1
c
∂
∂t
I(r, t,
−→
Ω,ν) + −→Ω · ∇ I(r, t,−→Ω,ν) = St(r, t,−→Ω,ν),
(1.2)
where ρ(x, t), u(x, t), θ(x, t) represent the density, velocity and temperature respectively, the coupling
terms are
St(r, t,
−→
Ω,ν) = σa
(
ν,
−→
Ω,ρ, T ,
−→
Ω · u
c
)[
B(ν, T ) − I(r, t,−→Ω,ν)]+ ∫ ∫ σs(r, t,ρ,−→Ω ′ · −→Ω,ν ′ → ν)
×
{
ν
ν ′
I
(
r, t,
−→
Ω ′, ν ′
)
I(r, t,
−→
Ω,ν)
− σs
(
r, t,ρ,
−→
Ω ′ · −→Ω,ν ′ → ν)I(r, t,−→Ω ′, ν ′)I(r, t,−→Ω,ν)}dΩ ′ dν ′,
the radiative energy source
SE(r, t) :=
∫ ∫
St(r, t,
−→
Ω,ν)dΩ dν,
the radiative ﬂux
−→
S F (r, t) := 1
c
∫ ∫
−→
Ω St(r, t,
−→
Ω,ν)dΩ dν,
the functions σa and σs describe in a phenomenological way the absorption–emission and scattering
properties of the photon-matter interaction, and Planck’s function B(ν, θ) describes the frequency-
temperature black body distribution. We would like to mention some results in [1,4,11–14,20].
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ρτ + (ρv)y = 0,
(ρv)τ +
(
ρv2
)
y + py = μv yy − (S F )R ,[
ρ
(
e + 1
2
v2
)]
τ
+
[
ρv
(
e + 1
2
v2
)
+ pv − κθy − μvv y
]
y
= −(SE )R ,
1
c
It + ωI y = S.
(1.3)
Now we assume that the ﬂuid motion is small enough with respect to the velocity of light c so
that we can drop all the 1c factors in the previous formulation and then get an “infrarelativistic” model
of a compressible Navier–Stokes system for a one-dimensional ﬂow coupled to the radiative transfer
equation given in the following system⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ρτ + (ρv)y = 0,
(ρv)τ +
(
ρv2
)
y + py = μv yy,[
ρ
(
e + 1
2
v2
)]
τ
+
[
ρv
(
e + 1
2
v2
)
+ pv − κθy − μvv y
]
y
= −(SE )R ,
ωI y = S.
(1.4)
Under the Lagrangian coordinates, i.e.,
x =
y∫
0
ρ(ξ, τ )dξ, t = τ ,
system (1.4) is transformed into the following system
ηt = vx, (1.5)
vt = σx, (1.6)(
e + 1
2
v2
)
t
= (σ v − Q )x − η(SE )R , (1.7)
ωIx = ηS, (1.8)
where x ∈ [0,1], η is the speciﬁc volume (i.e., η = 1ρ ), v denotes the velocity, θ is the temperature,
I represents the radiative intensity depending on the Lagrangian mass coordinates (x, t) and also on
two extra variables: the radiation frequency ν ∈ R+ = (0,+∞) and the angular variable ω ∈ S1 :=
[−1,1].
We denote by σ := −p + μ vxη the stress and by Q := −κ θxη the heat ﬂux with the heat conduc-
tivity κ and the viscosity coeﬃcient μ. The source term S in the last equation is expressed as
S(x, t;ν,ω) = σa(ν,ω;η, θ)
[
B(ν; θ) − I(x, t;ν,ω)]
+ σs(ν;η, θ)
[
I˜(x, t;ν) − I(x, t;ν,ω)], (1.9)
where I˜(x, t, ν) := 12
∫ 1
−1 I(x, t;ν,ω)dω and B is a function of temperature and frequency describing
the equilibrium state.
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ER =
1∫
−1
∞∫
0
I(x, t;ν,ω)dν dω, (1.10)
the radiative ﬂux
FR =
1∫
−1
∞∫
0
ωI(x, t;ν,ω)dν dω, (1.11)
and the radiative energy source
(SE)R =
1∫
−1
∞∫
0
S(x, t;ν,ω)dν dω. (1.12)
We consider a typical initial boundary value problem for (1.5)–(1.8) in the reference domain
Q := Ω ×[0,+∞) = (0,1)×[0,+∞) under the Dirichlet–Neumann boundary conditions for the ﬂuid
unknowns
v(0, t) = v(1, t) = 0, Q (0, t) = Q (1, t) = 0, ∀t  0, (1.13)
and transparent boundary conditions for the radiative intensity
{
I(0, t;ν,ω) = 0 for ω ∈ (0,1), ∀t  0,
I(1, t;ν,ω) = 0 for ω ∈ (−1,0), ∀t  0, (1.14)
and initial conditions
η(x,0) = η0(x), v(x,0) = v0(x), θ(x,0) = θ0(x) on Ω, (1.15)
and
I(x,0;ν,ω) = I0(x;ν,ω) on Ω × R+ × S1. (1.16)
Pressure and energy of the matter are related by the thermodynamical relation
eη(η, θ) = −p(η, θ) + θ pθ (η, θ). (1.17)
We assume that e, p, σ and κ are twice continuously differential on 0 < η < +∞ and 0  θ <
+∞, and we suppose the following growth conditions:
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e(η,0) 0, c1
(
1+ θ r) eθ (η, θ) C1(1+ θ r),
−c2η−2
(
1+ θ1+r) pη(η, θ)−C2η−2(1+ θ1+r),∣∣pθ (η, θ)∣∣ C3η−1(1+ θ r),
c4
(
1+ θ1+r) ηp(η, θ) C4(1+ θ1+r), pη(η, θ0) 0,
0 p(η, θ) C5
(
1+ θ1+r),
c6
(
1+ θq) κ(η, θ) C6(1+ θq),∣∣κη(η, θ)∣∣+ ∣∣κηη(η, θ)∣∣ C7(1+ θq),
ησa(ν,ω;η, θ)Bm(ν, θ) C8|ω|θα+1 f (ν,ω) form = 1,2,
0 < σa(ν,ω;η, θ) C9|ω|2g(ν,ω),[
σa +
∣∣(σa)η∣∣+ ∣∣(σa)θ ∣∣](ν,ω;η, θ)[1+ B(ν, θ) + ∣∣Bθ (ν, θ)∣∣+ ∣∣Bθθ (ν, θ)∣∣] C10|ω|h(ν,ω),
0 < σs(ν;η, θ) C11|ω|2k(ν,ω),[∣∣(σa)ηη∣∣+ ∣∣(σa)ηθ ∣∣+ ∣∣(σa)θθ ∣∣](ν,ω;η, θ)(1+ B(ν, θ) + ∣∣Bθ (ν, θ)∣∣) C12|ω|l(ν,ω),[∣∣(σs)η∣∣+ ∣∣(σs)θ ∣∣+ ∣∣(σs)ηη∣∣+ ∣∣(σs)ηθ ∣∣+ ∣∣(σs)θθ ∣∣](ν, ;η, θ) C13|ω|M(ν,ω),
(1.18)
where r ∈ [0,1], q r+1, 0 α, the numbers ci , C j (i = 1, . . . ,7, j = 1, . . . ,13) are positive constants
and the nonnegative functions f , g , h, k, l, M are such that
f , g,h,k, l,M ∈ L1(R+ × S1)∩ L∞(R+ × S1).
We assume that the viscosity coeﬃcient μ is a positive constant. In the following, we denote
I(x, t) :=
∞∫
0
∫
S1
I(x, t;ν,ω)dωdν
for the integrated radiative intensity. In particular,
I(x,0) = I0 =
∞∫
0
∫
S1
I(x,0;ν,ω)dωdν.
We deﬁne
Hi = Hi(0,1) × Hi0(0,1) × Hi(0,1) × Hi+1(0,1) (i = 1,2).
Let us recall some previous works concerning radiative ﬂuids. In paper [6], Ducomet and Necˇasová
considered the following system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ηt = vx,
vt = σx − η(S F )R ,(
e + 1
2
v2
)
= (σ v − Q )x − η(SE )R ,
It + η−1(cω − v)Ix = cS
(1.19)
with (S F )R = 1c
∫ 1
−1
∫∞
0 ωS(x, t;ν,ω)dν dω in the domain (0,M)× R+ . They considered the Dirichlet–
Neumann boundary conditions
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and
I|x=0 = 0 for ω ∈ (0,1), I|x=M = 0 for ω ∈ (−1,0). (1.21)
Under suitable assumptions and q  r + 1, they proved the existence and uniqueness of weak solu-
tions. But all the estimates depended on any given time T > 0. So they didn’t show the large-time
behavior of problem (1.19)–(1.21). Recently, Ducomet and Necˇasová [7] investigated the problem (1.19)
with the different boundary conditions from [6]
v|x=0,M = 0, Q |x=0,M = 0, (1.22)
and
I|x=0 = Ib(ν) for ω ∈ (0,1), I|x=M = Ib(ν) for ω ∈ (−1,0). (1.23)
They proved that the unique strong solutions of (1.19) converged to a well-determined equilibrium
state at exponential rate in H1(0,M) for the ﬂuid variables η, v , θ and in L2(0,M) for the radiative
intensity I .
For the system (1.5)–(1.16), Ducomet and Necˇasová [5] established the global existence of solutions
in Hi (i = 1,2). But the estimates obtained there depend on any given time T , so it is impossible to
establish the large-time behavior of global solutions in Hi (i = 1,2). Moreover, in [5], all the estimates
hold only for q  2r + 1. We establish the uniform-in-time estimates of (η(t), v(t), θ(t),I(t)) in Hi
(i = 1,2), which hold for q  r + 1. Hence our results improve those in [5]. Furthermore, the system
we will consider here is different from the system in [17], so our uniform-in-time estimates are also
different from those in [17]. Since the large-time behavior of global solutions in Hi (i = 1,2) is open,
we study this issue in this paper.
The main aim of this paper is to establish the large-time behavior of solutions to the system
(1.5)–(1.16). In Section 2, we shall ﬁrst establish uniform-in-time estimates which are independent
of any length of time and prove the uniform upper and positive lower bounds of speciﬁc volume
(i.e., 1ρ ) away from 0 in Lagrangian coordinates and establish the uniform-in-time estimates in H1.
In Section 3, we prove the large-time behavior of solutions in H1. In Section 4, we establish the
uniform-in-time estimates in H2. We shall prove the large-time behavior in H2 in Section 5.
The notation in this paper will be as follows:
Lq , 1 q+∞, Wm,q , m ∈ N , H1 = W 1,2, H10 = W 1,20 denote the usual (Sobolev) spaces on [0,1].
In addition, ‖ · ‖B denotes the norm in the space B; we also put ‖ · ‖ = ‖ · ‖L2[0,1] . Subscripts t and
x denote the (partial) derivatives with respect to t and x, respectively. We use Ci (i = 1,2) to denote
the generic positive constants depending on the ‖(η0, v0, θ0,I0)‖Hi , minx∈[0,1] η0(x), minx∈[0,1] θ0(x),
but not depending on t .
Our main results read as follows.
Theorem 1.1. Suppose that (η0, v0, θ0,I0) ∈H1 and the compatibility conditions hold. Then there exists a
unique global solution (η(t), v(t), θ(t),I(t)) ∈ L∞([0,+∞),H1) to the problem (1.5)–(1.16) verifying that
0 < C−11  η(x, t) C1, ∀(x, t) ∈ [0,1] × [0,+∞) (1.24)
and
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t∫
0
(‖η − η‖2H1 + ‖v‖2H2
+ ‖θ − θ‖2H2 + ‖θt‖2
)
(s)ds +
t∫
0
1∫
0
∞∫
0
∫
S1
I2t dωdν dxds C1, ∀t > 0. (1.25)
Moreover, as t → +∞, we have
∥∥η(t) − η∥∥H1 → 0, ∥∥v(t)∥∥H1 → 0, ∥∥θ(t) − θ∥∥H1 → 0, ∥∥I(t)∥∥H2 → 0, (1.26)
where η = ∫ 10 η(x, t)dx = ∫ 10 η0 dx, θ > 0 is determined by e(η, θ) = ∫ 10 ( 12 v20 + e(η0, θ0) + FR(0))dx.
Theorem 1.2. Suppose that (η0, v0, θ0,I0) ∈H2 and the compatibility conditions hold. Then there exists a
unique global solution (η(t), v(t), θ(t),I(t)) ∈ L∞([0,+∞),H2) to the problem (1.5)–(1.16) satisfying for
any t > 0
∥∥η(t) − η∥∥2H2 + ∥∥v(t)∥∥2H2 + ∥∥θ(t) − θ∥∥2H2 + ∥∥I(t)∥∥2H3 + ∥∥vt(t)∥∥2 + ∥∥θt(t)∥∥2
+
t∫
0
(‖vxt‖2 + ‖θxt‖2 + ‖θ − θ‖2H3 + ‖v‖2H3 + ‖η − η‖2H2)(s)ds C2. (1.27)
Moreover, as t → +∞, we have
∥∥η(t) − η∥∥H2 → 0, ∥∥v(t)∥∥H2 → 0, ∥∥θ(t) − θ∥∥H2 → 0, ∥∥I(t)∥∥H3 → 0. (1.28)
Remark 1.1. Theorems 1.1–1.2 also hold for the boundary conditions (1.14) and
v(0, t) = v(1, t) = 0, θ(0, t) = θ(1, t) = T0 = const. > 0,
where θ can be replaced by T0.
Remark 1.2. The relation between q and r in our results also holds in more general situations as in
the book of Qin [17].
2. Uniform-in-time estimates inH1
First we shall establish some uniform-in-time estimates in H1.
Lemma 2.1. Under the assumptions in Theorem 1.1, the following estimates hold
θ(x, t) > 0, ∀(x, t) ∈ [0,1] × [0,+∞), (2.1)
1∫
η(x, t)dx =
1∫
η0(x)dx ≡ η0, ∀t > 0, (2.2)0 0
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(
θ + θ1+r)(x, t)dx C1, ∀t > 0, (2.3)
1∫
0
[
(θ − log θ − 1) + θ1+r + v2](x, t)dx+ t∫
0
1∫
0
(
(1+ θq)θ2x
ηθ2
+ μv
2
x
ηθ
)
(x, s)dxds  C1. (2.4)
Proof. Inequality (2.1) is a consequence of the generalized maximum principle [3] applied to the
following equation, which is equivalent to (1.7)
eθ (η, θ)θt + θ pθ (η, θ)vx − μ v
2
x
η
+ η(SE)R =
(
κ(η, θ)θx
η
)
x
(2.5)
by considering the positivity of θ0.
Integrating (1.5) over Qt = (0,1)× (0, t), and using the boundary conditions, we can easily deduce
(2.2).
From (1.8), (1.11) and (1.12), we can infer
(FR)x = η(SE )R . (2.6)
Inserting (2.6) into (1.7), we arrive at(
e + 1
2
v2
)
t
= (σ v − q − FR)x. (2.7)
Integrating (2.7) over Qt and using boundary conditions (1.13)–(1.14) gives
1∫
0
(
e + 1
2
v2
)
(x, t)dx+
t∫
0
FR |x=1x=0 ds =
1∫
0
(
e0 + 1
2
v20
)
(x)dx. (2.8)
Using (1.14), the contribution of the radiation term reads (see, e.g., [5])
t∫
0
FR |x=1x=0 ds =
t∫
0
[ ∞∫
0
1∫
0
ωI(1, t;ν,ω)dωdν −
∞∫
0
0∫
−1
ωI(0, t;ν,ω)dωdν
]
ds
 0,
which, together with (2.8), implies
1∫
0
(
e + 1
2
v2
)
(x, t)dx C1. (2.9)
Combining (2.9) with (1.18) yields (2.3).
Noting that the radiative term η(SE )R appears in (2.5), our estimate (2.9) is different from the one
in [17] where there is no radiative term.
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function
E(η, θ) := ψ(η, θ) − ψ(1,1) − (η − 1)ψη(1,1) − (θ − 1)ψθ (η, θ). (2.10)
We have the following estimate (see, e.g., [5] for details)
1∫
0
(
E + 1
2
v2
)
dx+
t∫
0
1∫
0
(
μv2x
ηθ
+ κθ
2
x
ηθ2
)
dxds +
t∫
0
1∫
0
η
θ
∞∫
0
∫
S1
σa I dωdν dxds
+
t∫
0
[ ∞∫
0
1∫
0
ωI(1, t;ν,ω)dωdν −
∞∫
0
0∫
−1
ωI(0, t;ν,ω)dωdν
]
ds C1. (2.11)
Using the Taylor theorem and the deﬁnition of E(η, θ), we can conclude
E(η, θ) − ψ(η, θ) + ψ(η,1) + (θ − 1)ψθ (η, θ)
= ψ(η,1) − ψ(1,1) − ψη(η, θ)
= (η − 1)2
1∫
0
(1− ξ)ψηη
(
1+ ξ(η − 1),1)dξ  0.
Thus,
E(η, θ)ψ(η, θ) − ψ(η,1) − (θ − 1)ψθ (η, θ)
= −(1− θ)2
1∫
0
(1− τ )ψθθ
(
η, θ + τ (1− θ))dτ
 C−11 (1− θ)2
1∫
0
(1− τ ){1+ [θ + τ (1− θ)]r}
θ + τ (1− θ) dτ
=
{
C−11 (θ − log θ − 1) + C
−1
1 (1−θ r)
r +
C−11 (1−θ r+1)
r+1 for r > 0,
2C−11 (θ − log θ − 1) for r = 0,
 C−11 (θ − log θ − 1) + C−11 θ r+1 − C−11 . (2.12)
Combining (2.12) and (2.11), and using (1.18) yields (2.4). The proof is now complete. 
The following two lemmas concerning the uniform-in-time estimate of speciﬁc volume η play a
very crucial role in this paper. The uniform-in-time estimate is different from the one in [5], where
the estimate was dependent on any given time T > 0.
Lemma 2.2. For any t  0, there exists one point x1 = x1(t) ∈ [0,1] such that the solution η(x, t) to the
problem (1.5)–(1.8), (1.13)–(1.16) possesses the following expression:
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{
1+ 1
μ
t∫
0
η(x, s)p(x, s)D−1(x, s)Z−1(s)ds
}
(2.13)
where
D(x, t) = η0(x)exp
{
1
μ
( x∫
x1(t)
v(y, t)dy −
x∫
0
v0(y)dy + 1
η0
1∫
0
η0(x)
x∫
0
v0(y)dy dx
)}
, (2.14)
Z(t) = exp
{
− 1
μη0
t∫
0
1∫
0
(
v2 + ηp)(y, s)dy ds}. (2.15)
Proof. See, e.g., [17]. 
Lemma 2.3. There holds that
0 < C−11  η(x, t) C1, ∀(x, t) ∈ [0,1] × [0,+∞), (2.16)
t∫
0
∥∥v(s)∥∥2L∞ ds C1, ∀t > 0. (2.17)
Proof. Let
Mη(t) = max
x∈[0,1]η(x, t).
By Young’s inequality, Hölder’s inequality and Lemma 2.1, we have
∣∣∣∣∣
x∫
x1(t)
v(y, t)dy −
x∫
0
v0(y)dy + 1
η0
1∫
0
η0(x)
x∫
0
v0(y)dy dx
∣∣∣∣∣

( 1∫
0
v2 dy
) 1
2
+
( 1∫
0
v20 dy
) 1
2
+ 1
η0
1∫
0
η0(x)
( 1∫
0
v20 dy
) 1
2
dx
 C1‖v‖2 + C1  C1. (2.18)
Eqs. (2.18) and (2.14) imply that there exists some positive constant C1 > 0 such that
0 < C−11  D(x, t) C1, ∀(x, t) ∈ [0,1] × [0,+∞).
From (1.18) and (2.1), we deduce
1∫ (
v2 + ηp)(x, t)dx 1∫ ηp(x, t)dx 1∫ (c4 + θ1+r)dx C−11 , ∀t > 0. (2.19)0 0 0
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1∫
0
(
v2 + ηp)(x, t)dx ‖v‖2 + C4 1∫
0
(
1+ θ1+r)dx C1, ∀t > 0. (2.20)
Therefore, from (2.19) and (2.20), we infer for 0 s t ,
C−11 (t − s)
t∫
s
1∫
0
(
v2 + ηp)(x, s)dxds  C1(t − s), (2.21)
which, together with (2.15), implies that for any 0 s t
e−C1(t−s)  Z(t)Z−1(s) = exp
{
− 1
μη0
t∫
s
1∫
0
(
v2 + ηp)(y, s)dy ds} e−C−11 (t−s). (2.22)
Now, for any t > 0, there exists a point a(t) ∈ [0,1] such that
∣∣θ r+12 (x, t) − θ r+12 (a(t), t)∣∣= ∣∣∣∣∣
x∫
a(t)
(
θ
r+1
2 (x, t)
)
x dy
∣∣∣∣∣ C1
1∫
0
θ
r−1
2 |θx|dx
 C1
( 1∫
0
1+ θq
ηθ2
θ2x dx
) 1
2
( 1∫
0
η
θ r+1
1+ θq dx
) 1
2
 C1V
1
2 (t) (2.23)
where V (t) = ∫ 10 1+θqηθ2 θ2x dx.
Then for any (x, t) ∈ [0,1] × [0,+∞), we get
C−11 − C−11 V (t) θ r+1(x, t) C1 + C1V (t). (2.24)
Thus we conclude from Lemma 2.2 and (2.22)–(2.24)
η(x, t) = D(x, t)
[
Z(t) + 1
μ
t∫
0
η(x, s)p(x, s)D−1(x, s)Z(t)Z−1(s)ds
]
 C1
[
e−C1t +
t∫
0
(
1+ V (s)Mη(s)
)
e−C1(t−s) ds
]
 C1 + C1
t∫
0
Mη(s)V (s)ds
whence
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t∫
0
Mη(s)V (s)ds,
which, by using Gronwall’s inequality and (2.4), yields
Mη(t) C1. (2.25)
By (2.13) and (2.22), there exists a large time t0 such that as t  t0, x ∈ [0,1]
η(x, t) = D(x, t)Z(t)
{
1+ 1
μ
t∫
0
η(x, s)p(x, s)D−1(x, s)Z−1(s)ds
}
 C−11
[
e−C1t +
t∫
0
e−C1(t−s) ds
]
 C−11
t∫
0
e−C1(t−s) ds (2C1)−1. (2.26)
Noting that D(x, t) C−11 , Z(t) exp(−C1t), we infer that for any (x, t) ∈ [0,1] × [0, t0],
η(x, t) D(x, t)Z(t) C−11 exp(−C1t) C−11 exp(−C1t0),
which, together with (2.26), implies that for any (x, t) ∈ [0,1] × [0,+∞)
η(x, t) C−11 . (2.27)
Combining (2.25) and (2.27), we easily get (2.16).
By Hölder’s inequality, (2.16) and Lemma 2.1, we obtain for any t  0
t∫
0
∥∥v(s)∥∥2L∞ ds
t∫
0
( 1∫
0
|vx|dx
)2
ds
t∫
0
( 1∫
0
v2x
θ
dx
)( 1∫
0
θ dx
)
ds C1.
The proof is complete. 
The following lemma is a new uniform-in-time estimate.
Lemma 2.4. Under the assumptions in Theorem 1.1, the following estimates hold for any t > 0,
∥∥ηx(t)∥∥2 + t∫
0
1∫
0
(
1+ θ1+r)η2x dxds C1, (2.28)
∥∥v(t)∥∥2 + t∫
0
∥∥vx(s)∥∥2 ds C1. (2.29)
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v − μηx
η
)
t
+ pηηx = −pθ θx. (2.30)
Multiplying (2.30) by (v − μηxη ) and then integrating the result over Qt , we have
1
2
∥∥∥∥v − μηxη
∥∥∥∥2 +
t∫
0
1∫
0
−μpηη2x
η
dxds
= 1
2
∥∥∥∥v0 − μη0xη0
∥∥∥∥2 −
t∫
0
1∫
0
[
pηηxv + pθ θx
(
v − μηx
η
)]
dxds.
From Young’s inequality, (1.18) and Lemmas 2.1–2.3, we can infer
1
2
∥∥∥∥v − μηxη
∥∥∥∥2 +
t∫
0
1∫
0
(
1+ θ1+r)η2x dxds
 C1 + C1
t∫
0
1∫
0
[(
1+ θ1+r)|ηxv| + (1+ θ r)∣∣∣∣θx(v − μηxη
)∣∣∣∣]dxds
 C1 + ε
2
t∫
0
1∫
0
(
1+ θ1+r)η2x dxds + C(ε) t∫
0
∥∥v(s)∥∥2L∞
1∫
0
(
1+ θ1+r)dxds
+ C1
t∫
0
1∫
0
(1+ θq)θ2x
ηθ2
dxds + C1
t∫
0
∥∥v(s)∥∥2L∞
1∫
0
(
1+ θ2r+2−q)dxds
+ C1
t∫
0
1∫
0
(
1+ θ r)|θxηx|dxds
 C1 + ε
2
t∫
0
1∫
0
(
1+ θ1+r)η2x dxds + C1 t∫
0
1∫
0
(
1+ θ r)|θxηx|dxds. (2.31)
Now we estimate the last term of (2.31). Noting that q  r + 1, using Young’s inequality and Lem-
mas 2.1–2.3, we can conclude
t∫
0
1∫
0
(
1+ θ r)|θxηx|dxds ε
2
t∫
0
1∫
0
(
1+ θ1+r)η2x dxds + C(ε) t∫
0
1∫
0
(1+ θ r)2
1+ θ1+r θ
2
x dxds
 ε
2
t∫ 1∫ (
1+ θ1+r)η2x dxds + C1, (2.32)0 0
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∥∥∥∥v − μηxη
∥∥∥∥2 +
t∫
0
1∫
0
(
1+ θ1+r)η2x dxds ε t∫
0
1∫
0
(
1+ θ1+r)η2x dxds + C1.
Taking ε > 0 small enough, we get (2.28).
Multiplying (1.6) by v , integrating the result over Qt , and using Young’s inequality, Lemmas 2.1–2.3
and (2.28), we derive
1
2
1∫
0
v2 dx+
t∫
0
1∫
0
μ
v2x
η
dxds
= 1
2
1∫
0
v20 dx−
t∫
0
1∫
0
(pηηx + pθ θx)v dxds
 C1 + C1
t∫
0
1∫
0
[(
1+ θ1+r)|ηxv| + (1+ θ r)|θxv|]dxds
 C1 + C1
t∫
0
1∫
0
(
1+ θ1+r)η2x dxds + C1 t∫
0
1∫
0
(
1+ θ1+r)v2 dxds + C1 t∫
0
1∫
0
(1+ θq)θ2x
θ2
dxds
 C1.
The proof is complete. 
Lemma 2.5. Under the assumptions in Theorem 1.1, the following estimates hold for any t > 0,
1∫
0
(
θ2 + θ2+2r + v2x
)
(x, t)dx+
t∫
0
∥∥vx(s)∥∥2L∞ ds C1, (2.33)
t∫
0
∥∥vxx(s)∥∥2 ds + t∫
0
1∫
0
(
1+ θq+r)θ2x dxds + t∫
0
1∫
0
(
1+ θ2+2r)η2x dxds C1. (2.34)
Proof. See, e.g., [7]. 
Lemma 2.6. Under the assumptions in Theorem 1.1, the following estimate holds for any t > 0,
∥∥vx(t)∥∥2 + t∫
0
∥∥vt(s)∥∥2 ds C1. (2.35)
Proof. Multiplying (1.6) by vt , integrating the result over Qt , and using Young’s inequality and (2.34),
we deduce
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0
1∫
0
v2t dxds C1 + C1
t∫
0
1∫
0
|pηηxvt + pθ θxvt |dxds
 C1 + ε
t∫
0
1∫
0
v2t dxds + C1
t∫
0
1∫
0
(
1+ θ2+2r)η2x dxds
+ C1
t∫
0
1∫
0
(
1+ θq+r)θ2x dxds
 C1 + ε
t∫
0
1∫
0
v2t dxds
which, by taking ε > 0 small enough, implies (2.35). The proof is complete. 
Under assumptions of Lemma 2.3, we can deduce the new uniform-in-time estimates on radiative
term I(x, t;ν,ω) given in the following lemma, which are more complicated, delicate than and quite
different from those in [5], where estimates are not uniform-in-time.
Lemma 2.7. The following estimates hold for any t > 0,
t∫
0
1∫
0
( ∞∫
0
∫
S1
(σa + σs)I2 dωdν
)
dxds C1 max
(x,s)∈Qt
θα+1(x, s), (2.36)
t∫
0
1∫
0
( ∞∫
0
∫
S1
σs( I˜ − I)2 dωdν
)
dxds C1 max
(x,s)∈Qt
θα+1(x, s), (2.37)
∞∫
0
∫
S1
I(x, t;ν,ω)dωdν  C1 + C1 max
x∈Ω θ
max(α−2r−1,0)(x, t). (2.38)
Proof. Multiplying (1.8) by I , integrating the result over (0,1) × S1 and using boundary conditions
(1.13)–(1.14), we get
1
2
∫
S1
ωI2(1, t;ν,ω)dω − 1
2
∫
S1
ωI2(0, t;ν,ω)dω +
1∫
0
∫
S1
η(σa + σs)I2 dωdx
+
1∫
0
∫
S1
ησs( I˜ − I)2 dωdx =
1∫
0
∫
S1
ησaB I dωdx.
Integrating the above equality over frequency, estimating the right-hand side by the Young inequality
and using (1.18), we have
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2
∞∫
0
∫
S1
ωI2(1, t;ν,ω)dωdν − 1
2
∞∫
0
∫
S1
ωI2(0, t;ν,ω)dωdν
+
∞∫
0
1∫
0
∫
S1
η(σa + σs)I2 dωdxdν +
∞∫
0
1∫
0
∫
S1
ησs( I˜ − I)2 dωdxdν
 1
2
∞∫
0
1∫
0
∫
S1
η(σa + σs)I2 dωdxdν + 1
2
∞∫
0
1∫
0
∫
S1
η
σ 2a
σa + σs B
2 dωdxdν
 1
2
∞∫
0
1∫
0
∫
S1
η(σa + σs)I2 dωdxdν + C1
∞∫
0
1∫
0
∫
S1
|ω|θα+1 f (ν,ω)dωdxdν
 1
2
∞∫
0
1∫
0
∫
S1
η(σa + σs)I2 dωdxdν + C1 max
x∈[0,1] θ
α+1(x, t),
which, together with (2.16), implies (2.36) and (2.37).
In order to derive (2.38), we consider the following integro-differential equation
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ω
∂
∂x
I(x, t;ν,ω) = ησa(ν,ω;η, θ)
[
B(ν, θ) − I(x;ν,ω)]
+ ησs(ν;η, θ)
[
I˜(x;ν) − I(x;ν,ω)] on Ω × [0, t] × R+ × S1,
I(0, t;ν,ω) = 0 for ω ∈ (0,1),
I(1, t;ν,ω) = 0 for ω ∈ (−1,0),
I(x,0;ν,ω) = I0(x;ν,ω) on Ω × R+ × S1.
(2.39)
Solving explicitly the ordinary differential equation and using boundary condition (1.14), we arrive at
(see [5] for details)
I(x, t;ν,ω) =
{∫ x
0 e
∫ y
x
η(σa+σs)
ω dz η
ω (σaB + σs I˜)dy for ω ∈ (0,1),
− ∫ 1x e∫ yx η(σa+σs)ω dz ηω (σaB + σs I˜)dy for ω ∈ (−1,0). (2.40)
Using Young’s inequality, (2.36), (2.37), (2.33) and (1.18), we have for ω ∈ (0,1)
∞∫
0
∫
S1
I dν dω =
∞∫
0
∫
S1
( x∫
0
e
∫ y
x
η(σa+σs)
ω dz
η
ω
(σaB + σs I˜)dy
)
dν dω

∣∣∣∣∣
∞∫
0
∫
S1
1∫
0
η
ω
(σaB + σs I˜)dy dν dω
∣∣∣∣∣
=
∣∣∣∣∣
1∫
0
η
∞∫
0
∫
1
1
ω
σaB dωdν dx+
1∫
0
η
∞∫
0
∫
1
1
ω
σs( I˜ − I + I)dωdν dx
∣∣∣∣∣
S S
Y. Qin et al. / J. Differential Equations 252 (2012) 6175–6213 6191 C1
1∫
0
θα+1 dx+ C1
∣∣∣∣∣
1∫
0
η
∞∫
0
∫
S1
[
1
ω2
σs + σs( I˜ − I)2 + σs I˜2
]
dωdν dx
∣∣∣∣∣
 C1 + C1
1∫
0
θα+1 dx C1 + C1 max
x∈Ω θ
max(α−2r−1,0)(x, t),
where we have used the fact
I˜2  C1
∫
S1
I2 dω.
Analogously, we have the same result for ω ∈ (−1,0). The proof is complete. 
In the following lemma, we shall prove the new uniform-in-time upper bound on temperature
θ(x, t). The diﬃculty of the proof is how to derive the uniform-in-time estimate on the last term∫ t
0
∫ 1
0 η(SE )R Kt dxds in (2.44) below.
Lemma 2.8. Under the assumptions in Theorem 1.1, the following estimates hold for any t > 0,
1∫
0
(
1+ θ2q)θ2x (x, t)dx+ t∫
0
1∫
0
(
1+ θq+r)θ2t dxds C1, (2.41)
max
(x,s)∈Qt
θ(x, s) C1. (2.42)
Proof. Let
K (η, θ) =
θ∫
0
κ(η,u)
η
du,
X(t) =
t∫
0
1∫
0
(
1+ θq+r)θ2t dxds, Y (t) = 1∫
0
(
1+ θ2q)θ2x dx.
Then it is easy to verify that
Kt = Kηvx + κ
η
θt, Kxt =
(
κθt
η
)
t
+ Kηηvxηx +
(
κ
η
)
η
ηxθt + Kηvxx.
We know from (1.18) that
|Kη| + |Kηη| C1
(
1+ θq+1).
Eq. (1.7) can be rewritten as
eθ θt + θ pθ vx − μ
η
v2x =
(
κθx
η
)
− η(SE)R . (2.43)x
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t∫
0
1∫
0
(
eθ θt + θ pθ vx − μ
η
v2x
)
Kt dxds +
t∫
0
1∫
0
[(
κθx
η
)
Ktx + η(SE )R Kt
]
dxds = 0. (2.44)
Now we estimate each term in (2.44). The ﬁrst two integrals lead to the same estimates as in [7], we
have
t∫
0
1∫
0
κeθ θ
2
t dxds C−11 X(t),
∣∣∣∣∣
t∫
0
1∫
0
eθ θt Kηvx dxds
∣∣∣∣∣ ε4 X(t) + C1(1+ max(x,s)∈Qt θq+r+2(x, s)
)
,
∣∣∣∣∣
t∫
0
1∫
0
(
θ pθ vx − μ
η
v2x
)
Kt dxds
∣∣∣∣∣ ε4 X(t) + C1(1+ max(x,s)∈Qt θq+r+2(x, s)
)
,
∣∣∣∣∣
t∫
0
1∫
0
κθx
η
(
κθx
η
)
t
dxds
∣∣∣∣∣ C−11 Y (t) − C−11 ,
∣∣∣∣∣
t∫
0
1∫
0
κθx
η
(Kηvxx + Kηηvxηx)dxds
∣∣∣∣∣ C1(1+ max(x,s)∈Qt θ1+ 3q2 (x, s)
)
,
∣∣∣∣∣
t∫
0
1∫
0
κθx
η
(
κ
η
)
η
ηxθt dxds
∣∣∣∣∣ ε4 X(t) + C1(1+ max(x,s)∈Qt θ2q+1(x, s)
)
.
Now we estimate the last term in (2.44),
∣∣∣∣∣
t∫
0
1∫
0
η(SE)R Kt dxds
∣∣∣∣∣
t∫
0
1∫
0
( ∞∫
0
∫
S1
ησa(B + I)dν dω
)
|Kt |dxds
+
t∫
0
1∫
0
( ∞∫
0
∫
S1
ησs| I˜ − I|dν dω
)
|Kt |dxds =: P + Q .
Using (1.18) and Lemma 2.7, we derive
P  C1
t∫
0
1∫
0
(
1+ θα+1)|Kt |dxds
 C1
t∫ 1∫ (
1+ θq+α+2)|vx|dxds + C1 t∫ 1∫ (1+ θq+α+1)|θt |dxds =: A1 + B1.
0 0 0 0
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A1 =
t∫
0
1∫
0
(
1+ θq+α+2)|vx|dxds
 C1
t∫
0
1∫
0
(
1+ θ2r+2)v2x dxds + C1 t∫
0
1∫
0
1+ θ2q+2α+4
1+ θ2r+2 dxds
 C1
t∫
0
∥∥vx(s)∥∥2L∞
1∫
0
(
1+ θ2r+2)dxds + C1 t∫
0
1∫
0
1+ θ2q+2r+4
1+ θ2r+2 dxds
 C1
(
1+ max
(x,s)∈Qt
θ2q+2(x, s)
)
,
B1 =
t∫
0
1∫
0
(
1+ θq+α+1)|θt |dxds
 ε
12
t∫
0
1∫
0
(
1+ θq+r)θ2t dxds + C(ε) t∫
0
1∫
0
1+ θ2q+2r+2
1+ θq+r dxds
 ε
12
X(t) + C1
(
1+ max
(x,s)∈Qt
θq+r+2(x, s)
)
,
Q =
t∫
0
1∫
0
( ∞∫
0
∫
S1
ησs| I˜ − I|dωdν
)
|Kt |dxds

t∫
0
1∫
0
( ∞∫
0
∫
S1
ησs( I˜ − I)2 dωdν
) 1
2
( ∞∫
0
∫
S1
ησs dωdν
) 1
2
|Kt |dxds
 C1
t∫
0
1∫
0
[( ∞∫
0
∫
S1
ησs( I˜ − I)2 dωdν
)
+
( ∞∫
0
∫
S1
ησs dωdν
)]
|Kt |dxds
 C1
t∫
0
1∫
0
(
1+ θα+1)|Kt |dxds + C1 t∫
0
1∫
0
|Kt |dxds
 C1
t∫
0
1∫
0
(
1+ θq+α+2)|vx|dxds + C1 t∫
0
1∫
0
(
1+ θq+α+1)|θt |dxds
+ C1
t∫ 1∫ (
1+ θq+1)|vx|dxds + C1 t∫ 1∫ (1+ θq)|θt |dxds =: 4∑
i=1
Di .0 0 0 0
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D1 =
t∫
0
1∫
0
(
1+ θq+α+2)|vx|dxds C1(1+ max
(x,s)∈Qt
θ2q+2(x, s)
)
.
By Young’s inequality and (2.33), we conclude
D2 =
t∫
0
1∫
0
(
1+ θq+α+1)|θt |dxds
 ε
12
t∫
0
1∫
0
(
1+ θq+r)θ2t dxds + C(ε) t∫
0
1∫
0
1+ θ2q+2α+2
1+ θq+r dxds
 ε
12
X(t) + C1
(
1+ max
(x,s)∈Qt
θq+r+2(x, s)
)
,
D3 =
t∫
0
1∫
0
(
1+ θq+1)|vx|dxds C1(1+ max
(x,s)∈Qt
θ2q+2(x, s)
)
,
D4 =
t∫
0
1∫
0
(
1+ θq)|θt |dxds
 ε
12
t∫
0
1∫
0
(
1+ θq+r)θ2t dxds + C(ε) t∫
0
1∫
0
1+ θ2q+2
1+ θq+r dxds
 ε
12
X(t) + C1
(
1+ max
(x,s)∈Qt
θq−r(x, s)
)
.
Inserting all the previous estimates into (2.44), using Young’s inequality and taking ε > 0 small
enough, we derive
X(t) + Y (t) C1
(
1+ max
(x,s)∈Qt
θ2q+2(x, s)
)
. (2.45)
By (2.33) and Hölder’s inequality, there exists a point a(t) ∈ [0,1] such that for any t > 0
θq+r+2(x, t) − θq+r+2(a(t), t)= x∫
a(t)
(
θq+r+2
)
x dx C1
1∫
0
θq+r+1|θx|dx
 C1
( 1∫
0
(
1+ θ2q)θ2x dx
) 1
2
( 1∫
0
θ2r+2 dx
) 1
2
 C1Y
1
2 (t).
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max
(x,s)∈Qt
θ(x, s) C1Y
1
2q+2r+4 + C1. (2.46)
Combining (2.46) with (2.45), and using Young’s inequality yields
X(t) + Y (t) C1
which gives
max
(x,s)∈Qt
θ(x, s) C1.
The proof is now complete. 
The following lemmas are concerned with the new arguments on the uniform-in-time estimates
of the radiative term I(x, t;ν,ω).
Lemma 2.9. There hold
∥∥∥∥∥
∞∫
0
∫
S1
Idωdν
∥∥∥∥∥
L∞(Qt )
 C1, ∀t > 0, (2.47)
∥∥∥∥∥
∞∫
0
∫
S1
I2 dωdν
∥∥∥∥∥
L∞(Qt )
 C1, ∀t > 0, (2.48)
∥∥∥∥∥
∞∫
0
∫
S1
|Ix|dωdν
∥∥∥∥∥
L∞(Qt )
 C1, ∀t > 0, (2.49)
t∫
0
1∫
0
∞∫
0
∫
S1
I2t dωdν dxds C1, ∀t > 0. (2.50)
Proof. By (2.38) and (2.42), we can easily get (2.47).
By the deﬁnition of I˜ , we can derive from (2.47) that
∥∥∥∥∥
∞∫
0
∫
S1
I˜ dωdν
∥∥∥∥∥
L∞(Qt )
 C1. (2.51)
From (2.40), using Young’s and Hölder’s inequalities, (1.18) and Lemmas 2.7–2.8, we derive
∞∫
0
∫
1
I2 dν dω
∞∫
0
∫
1
( 1∫
0
η
ω
(σaB + σs I˜)dx
)2
dν dωS S
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∞∫
0
∫
S1
(
η2
ω2
σa dx ·
1∫
0
σaB
2 dx
)
dωdν
+ C1
∞∫
0
∫
S1
( 1∫
0
η2
ω2
σs dx ·
1∫
0
σs I˜
2 dx
)
dωdν
 C1 + C1
∞∫
0
∫
S1
1∫
0
(
σs( I˜ − I)2 + σs I2
)
dxdωdν  C1, (2.52)
which, by the deﬁnition of I˜ , implies
∞∫
0
∫
S1
I˜2 dωdν  C1. (2.53)
From (1.8), we get
Ix = − η
ω
(σa + σs)I + η
ω
(σaB + σs I˜).
Integrating the above equality and using (1.18), we obtain
∞∫
0
∫
S1
|Ix|dωdν  C1
∞∫
0
∫
S1
1
|ω| (σa + σs)|I|dωdν + C1
∞∫
0
∫
S1
1
|ω| (σaB + σs I˜)dωdν
 C1 + C1
∞∫
0
∫
S1
|I|dωdν + C1
∞∫
0
∫
S1
| I˜|dωdν (2.54)
which, using (2.47) and (2.51), gives (2.49).
By (2.40), we have for any ω ∈ (0,1),
It =
x∫
0
e
∫ y
x
η
ω (σa+σs)dz
( y∫
x
η
ω
(σa + σs)dz
)
t
η
ω
(σaB + σs I˜) +
x∫
0
e
∫ y
x
η
ω (σa+σs)dz
(
η
ω
(σaB + σs I˜)
)
t
dy
=: A2 + B2. (2.55)
Using Young’s inequality, (2.53), (1.18), Lemmas 2.4 and 2.8, we deduce
t∫
0
∞∫
0
∫
S1
A22 dωdν ds C1
t∫
0
∞∫
0
∫
S1
[ x∫
0
( y∫
x
vx
ω
(σa + σs) + η
ω
(
(σa + σs)ηvx
+ (σa + σs)θ θt
)
dz
)
η
ω
(σaB + σs I˜)dy
]2
dωdν ds
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t∫
0
∞∫
0
∫
S1
( 1∫
0
v2x
ω2
(
σa + σs + (σa)η + (σs)η
)2
+ θ
2
t
ω2
(
(σa)θ + (σs)θ
)2
dx ·
1∫
0
η2
ω2
σ 2a B
2 dx
)
dωdν ds
+ C1
t∫
0
∞∫
0
∫
S1
( 1∫
0
v2x
ω2
(
σa + σs + (σa)η + (σs)η
)2
+ θ
2
t
ω2
(
(σa)θ + (σs)θ
)2
dx ·
1∫
0
η2
ω2
σ 2s I˜
2 dx
)
dωdν ds
 C1
t∫
0
1∫
0
(
v2x + θ2t
)
dxds + C1
t∫
0
∞∫
0
∫
S1
1∫
0
I˜2 dxdωdν ds C1. (2.56)
Analogously,
t∫
0
∞∫
0
∫
S1
B22 dωdν ds C1
t∫
0
∞∫
0
∫
S1
[ x∫
0
(
vx
ω
(σaB + σs I˜) + η
ω
(
(σa)ηvxB
+ (σa)θ θt B + σ Bθ θt + (σs)η I˜ vx + (σs)θ θt I˜ + σs I˜t
))
dx
]2
dωdν ds
 C1
t∫
0
1∫
0
(
v2x + θ2t
)
dxds + C1
x∫
0
t∫
0
∞∫
0
∫
S1
I2t dωdν dsdy
 C1 + C1
x∫
0
t∫
0
∞∫
0
∫
S1
I2t dωdν dsdy,
which, together with (2.56), implies
t∫
0
∞∫
0
∫
S1
I2t dωdν ds C1 + C1
x∫
0
t∫
0
∞∫
0
∫
S1
I2t dωdν dsdy.
Fixing t > 0 and using Gronwall’s inequality, we get
t∫
0
∞∫
0
∫
S1
I2t dωdν ds C1eC1x  C1eC1  C1, ∀x ∈ [0,1].
The proof is complete. 
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∥∥Ixx(t)∥∥ C2, ∀t > 0. (2.57)
Proof. By virtue of the direct computation, we have
∥∥Ixx(t)∥∥2 = 1∫
0
( ∞∫
0
∫
S1
Ixx dωdν
)2
dx
=
1∫
0
( ∞∫
0
∫
S1
1
ω
(ηx S + ηSx)dωdν
)2
dx
 C1
1∫
0
[( ∞∫
0
∫
S1
1
ω
ηx S dωdν
)2
+
( ∞∫
0
∫
S1
1
ω
ηSx dωdν
)2]
dx
=: G + H . (2.58)
Using (1.18), (2.28) and Lemma 2.9, we see that
G =
1∫
0
( ∞∫
0
∫
S1
1
ω
ηx S dωdν
)2
dx
=
1∫
0
η2x
( ∞∫
0
∫
S1
1
ω
(
σa(B − I) + σs( I˜ − I)
)
dωdν
)2
dx
 C1
1∫
0
η2x dx C1. (2.59)
Similarly,
H =
1∫
0
( ∞∫
0
∫
S1
η
ω
{[
(σa)ηηx + (σa)θ θx
]
(B − I) + σa(Bθ θx − Ix)
+ [(σs)ηηx + (σs)θ θx]( I˜ − I) + σs( I˜ − I)x}dωdν)2 dx
 C1
1∫
0
(
η2x + θ2x
)
dx+ C1
 C1. (2.60)
Plugging (2.59)–(2.60) into (2.58), we can get (2.57). The proof is complete. 
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In this section, we shall complete the proof of Theorem 1.1. To begin with, we introduce a differ-
ential inequality in next lemma.
Lemma 3.1. Let T be given with 0 < T  +∞. Suppose that y and h are nonnegative continuous functions
deﬁned on [0, T ] and satisfy the following conditions
dy
dt
 A1 y2(t) + A2 + h(t),
T∫
0
y(s)ds A3,
T∫
0
h(s)ds A4,
where A1 , A2 , A3 , A4 are given nonnegative constants. Then for any r > 0, with 0 < r < T ,
y(t + r)
(
A3
r
+ A2r + A4
)
· eA1A3 .
Furthermore, if T = +∞, then
lim
t→+∞ y(t) = 0.
Proof. See, e.g., [19]. 
Lemma 3.2. Under the assumptions in Theorem 1.1, we have
lim
t→+∞
∥∥η(t) − η∥∥H1 = 0, (3.1)
lim
t→+∞
∥∥v(t)∥∥H1 = 0, (3.2)
where η = ∫ 10 η(y, t)dy = ∫ 10 η0(y)dy.
Proof. See, e.g., [17]. 
Lemma 3.3. Under the assumptions in Theorem 1.1, we have
lim
t→+∞
∥∥θ(t) − θ∥∥H1 = 0, (3.3)
where θ > 0 is determined by e(η, θ) = ∫ 10 ( 12 v20 + e(η0, θ0) + FR(0))dx.
Proof. Eq. (1.7) can be rewritten as
eθ θt + (−p + θ pθ )vx − σ vx + qx + η(SE )R = 0. (3.4)
Multiplying (3.4) by e−1θ θxx , integrating the result over (0,1) and using Young’s inequality, the inter-
polation inequality and Lemmas 2.1–2.8, we can conclude for ε > 0,
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dt
∥∥θx(t)∥∥2 + 2 1∫
0
κθ2xx
eθη
= 2
1∫
0
[
θ pθ vx
eθ
− μv
2
x
eθη
−
( κη )xθx
eθ
+ η(SE)R
eθ
]
θxx dx
 ε
2
∥∥θxx(t)∥∥2 + C1(‖vx‖2 + ‖vx‖4L4 + ‖θx‖4L4 + ‖ηxθx‖2 + ∥∥(SE)R∥∥2)
 ε
2
∥∥θxx(t)∥∥2 + C1(‖vx‖2 + ‖vx‖3‖vxx‖ + ‖vx‖4 + ‖θx‖3‖θxx‖ + ‖θx‖4
+ ‖θx‖L∞ +
∥∥(SE)R∥∥2)
 ε
∥∥θxx(t)∥∥2 + C1(‖vx‖2 + ‖vxx‖2 + ‖θx‖2 + ∥∥(SE)R∥∥2). (3.5)
Now we need to estimate the new radiative term η(SE )R in (3.5), which didn’t appear in [17].
From (1.18), Young’s and Hölder’s inequalities and Lemmas 2.7–2.8, we derive
∥∥(SE)R∥∥2 = 1∫
0
( ∞∫
0
∫
S1
(
σa(B − I) + σs( I˜ − I)
)
dωdν
)2
dx
 C1
1∫
0
[( ∞∫
0
∫
S1
σa(B − I)dωdν
)2
+
( ∞∫
0
∫
S1
σs( I˜ − I)dωdν
)2]
dx
 C1
1∫
0
[( ∞∫
0
∫
S1
σa dωdν
)( ∞∫
0
∫
S1
σa
(
B2 + I2)dωdν)
+ C1
( ∞∫
0
∫
S1
σs dωdν
)( ∞∫
0
∫
S1
σs( I˜ − I)2 dωdν
)]
dx
 C1
1∫
0
θα+1 dx+ C1  C1, (3.6)
which, together with (3.5), yields
∥∥θx(t)∥∥2 + t∫
0
∥∥θxx(s)∥∥2 ds C1.
Plugging (3.6) into (3.5), taking ε > 0 small enough, and using Lemmas 2.1–2.8, we have
d
dt
∥∥θx(t)∥∥2 + C1 1∫
0
(
1+ θq−r)θ2xx dx C1(‖vxx‖2 + 1), (3.7)
which, together with Lemma 3.1 and (2.34), yields
lim
∥∥θx(t)∥∥2 = 0. (3.8)t→+∞
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which, combined with (3.8), gives (3.3). The proof is now complete. 
The following lemma is the new argument on the large-time behavior of the radiative term
I(x, t;ν,ω).
Lemma 3.4. Under the assumptions in Theorem 1.1, we have
lim
t→+∞
∥∥I(t)∥∥H2 = 0. (3.9)
Proof. By (2.48) and (1.8), the direct computation yields
d
dt
∥∥Ix(t)∥∥2 = d
dt
1∫
0
( ∞∫
0
∫
S1
Ix dωdν
)2
dx
= 2
1∫
0
( ∞∫
0
∫
S1
Ix dωdν
)( ∞∫
0
∫
S1
Ixt dωdν
)
dx
 C1
1∫
0
( ∞∫
0
∫
S1
|Ixt |dωdν
)
dx
 C1
1∫
0
( ∞∫
0
∫
S1
1
ω
|vxS + ηSt |dωdν
)
dx =: A3 + B3. (3.10)
We denote
A3 =
1∫
0
∞∫
0
∫
S1
∣∣∣∣ 1ω vxS
∣∣∣∣dωdν dx
=
1∫
0
∞∫
0
∫
S1
∣∣∣∣ 1ω vx(σa(B − I) + σs( I˜ − I))
∣∣∣∣dωdν dx =: Ĉ + D̂.
Using (1.18), Lemmas 2.7–2.9 and Young’s inequality, we can derive
Ĉ 
1∫
0
∞∫
0
∫
S1
∣∣∣∣ 1ω vxσa(B − I)
∣∣∣∣dωdν dx
 C1
1∫
0
|vx|
∞∫
0
∫
1
1
|ω|
(|ω|θα+1 f (ν,ω) + |ω|g(ν,ω)I)dωdν dxS
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1∫
0
|vx|dx C1
1∫
0
v2x dx+ C1,
D̂ 
1∫
0
∞∫
0
∫
S1
∣∣∣∣ 1ω vxσs( I˜ − I)
∣∣∣∣dωdν dx
 C1
1∫
0
|vx|
∞∫
0
∫
S1
1
|ω| |ω|k(ν,ω)| I˜ − I|dωdν dx
 C1
1∫
0
|vx|
∞∫
0
∫
S1
I dωdν dx C1
1∫
0
|vx|dx C1
1∫
0
v2x dx+ C1.
We denote
B3 =
1∫
0
∞∫
0
∫
S1
∣∣∣∣ 1ωηSt
∣∣∣∣dωdν dx
=
1∫
0
∞∫
0
∫
S1
∣∣∣∣ ηω {[(σa)ηvx + (σa)θ θt](B − I) + σa(Bθ θt − It)
+ [(σs)ηvx + (σs)θ θt]( I˜ − I) + σs( I˜ − I)t}∣∣∣∣dωdν dx
=: E + F ,
where
E =
1∫
0
∞∫
0
∫
S1
∣∣∣∣ ηω {[(σa)ηvx + (σa)θ θt](B − I) + σa(Bθ θt − It)}
∣∣∣∣dωdν dx =: 6∑
i=1
Pi,
F =:
1∫
0
∞∫
0
∫
S1
∣∣∣∣ ηω {[(σs)ηvx + (σs)θ θt]( I˜ − I) + σs( I˜ − I)t}
∣∣∣∣dωdν dx.
Using (1.18), Lemmas 2.7–2.9 and Young’s inequality, we can conclude
|P1| C1
1∫
0
|vx|
∞∫
0
∫
S1
1
|ω|
∣∣(σa)ηB∣∣dωdν dx
 C1
1∫
0
|vx|
∞∫
0
∫
1
1
|ω| |ω|h(ν,ω)dωdν dx
S
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1∫
0
|vx|dx
 C1
1∫
0
v2x dx+ C1.
Analogously,
|P2| C1
1∫
0
|vx|
∞∫
0
∫
S1
1
|ω|
∣∣(σa)η I∣∣dωdν dx
 C1
1∫
0
|vx|dx C1
1∫
0
v2x dx+ C1,
|P3| C1
1∫
0
θt
∞∫
0
∫
S1
1
|ω|
∣∣(σa)θ ∣∣B dωdν dx
 C1
1∫
0
|θt |dx C1
1∫
0
θ2t dx+ C1,
|P4| C1
1∫
0
|θt |
∞∫
0
∫
S1
1
|ω|
∣∣(σa)θ I∣∣dωdν dx
 C1
1∫
0
|θt |dx C1
1∫
0
θ2t dx+ C1,
|P5| C1
1∫
0
|θt |
∞∫
0
∫
S1
1
|ω|
∣∣σaBθ ∣∣dωdν dx
 C1
1∫
0
|θt |dx C1
1∫
0
θ2t dx+ C1,
|P6| C1
1∫
0
∞∫
0
∫
S1
1
|ω|σa|It |dωdν dx
 C1 +
1∫
0
∞∫
0
∫
S1
I2t dωdν dx.
Now we estimate F .
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1∫
0
∞∫
0
∫
S1
η
|ω|
∣∣(σs)ηvx∣∣| I˜ − I|dωdν dx+ 1∫
0
∞∫
0
∫
S1
η
|ω|
∣∣(σs)θ θt∣∣| I˜ − I|dωdν dx
+
1∫
0
∞∫
0
∫
S1
η
|ω|σs
∣∣( I˜ − I)t∣∣dωdν dx =: 3∑
i=1
Mi .
By (1.18) and Lemmas 2.7–2.9, we deduce
M1 
1∫
0
|vx|
∞∫
0
∫
S1
η
|ω|
∣∣(σs)η∣∣| I˜ − I|dωdν dx
 C1
1∫
0
|vx|
∞∫
0
∫
S1
|I|dωdν dx C1
1∫
0
v2x dx+ C1,
M2  C1
1∫
0
|θt |
∞∫
0
∫
S1
|I|dωdν dx C1
1∫
0
θ2t dx+ C1,
M3  C1 + C1
1∫
0
∞∫
0
∫
S1
I2t dωdν dx.
Inserting all the previous estimates into (3.10) implies
d
dt
∥∥Ix(t)∥∥2  C1(∥∥vx(t)∥∥2 + ∥∥θt(t)∥∥2 + ‖It‖2L2(S1×R+×Ω))+ C1, (3.11)
which, together with Lemma 3.1, (2.29), (2.41) and (2.50), yields
lim
t→+∞
∥∥Ix(t)∥∥2 = 0. (3.12)
From (1.8), we derive
∥∥Ixx(t)∥∥2 =
∥∥∥∥∥
∞∫
0
∫
S1
Ixx dωdν
∥∥∥∥∥
2
=
∥∥∥∥∥
∞∫
0
∫
S1
1
ω
(ηx S + ηSx)dωdν
∥∥∥∥∥
2
 C1
∥∥∥∥∥
∞∫
0
∫
S1
1
ω
ηx S dωdν
∥∥∥∥∥
2
+ C1
∥∥∥∥∥
∞∫
0
∫
S1
1
ω
ηSx dωdν
∥∥∥∥∥
2
=: N1 + N2. (3.13)
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N1  C1
1∫
0
η2x
( ∞∫
0
∫
S1
1
ω
[
σa(B − I) + σs( I˜ − I)
]
dωdν
)2
dx
 C1
∥∥ηx(t)∥∥2, (3.14)
N2  C1
1∫
0
( ∞∫
0
∫
S1
1
ω
((
(σ1)ηηx + (σa)θ θx
)
(B − I) + σa(Bθ θx − I)
+ ((σs)ηηx + (σs)θ θx)( I˜ − I) + σs( I˜ − I)x)dωdν)2 dx
 C1
(∥∥ηx(t)∥∥2 + ∥∥θx(t)∥∥2 + ∥∥Ix(t)∥∥2). (3.15)
Inserting (3.14)–(3.15) into (3.13) and using (3.1), (3.8) and (3.12), we get
lim
t→+∞
∥∥Ixx(t)∥∥= 0. (3.16)
Thus (3.9) follows from (3.12), (3.16). 
Proof of Theorem 1.1. Combining Lemmas 2.1–2.10 and Lemmas 3.2–3.4, we complete the proof of
Theorem 1.1. 
4. Uniform-in-time estimates inH2
In this section, we shall prove the uniform-in-time estimates in H2. The next lemma concerns the
uniform-in-time global (in time) positive lower bound (independent of t) of the absolute tempera-
ture θ .
Lemma 4.1.Under the assumptions in Theorem 1.1, then the generalized global solution (η(t), v(t), θ(t),I(t))
to the problems (1.5)–(1.8) and (1.13)–(1.15) satisﬁes
0 < C−11  θ(x, t), ∀(x, t) ∈ [0,1] × [0,+∞). (4.1)
Proof. See, e.g., Lemma 2.3.3 on page 85 of [17]. 
Lemma 4.2. Under the assumptions in Theorem 1.2, the following estimates hold:
∥∥θt(t)∥∥2 + ∥∥vt(t)∥∥2 + t∫
0
(‖vxt‖2 + ‖θxt‖2)(s)ds C2, ∀t > 0, (4.2)
∥∥vxx(t)∥∥2 + ∥∥θxx(t)∥∥2 + t∫
0
(‖vxxx‖2 + ‖θxx‖2)(s)ds C2, ∀t > 0, (4.3)
∥∥ηxx(t)∥∥2 + t∫ ∥∥ηxx(s)∥∥2 ds C2, ∀t > 0. (4.4)0
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∥∥vt(t)∥∥2 + t∫
0
∥∥vxt(s)∥∥2 ds C2, ∀t > 0, (4.5)
∥∥vxx(t)∥∥ C2, ∥∥vx(t)∥∥L∞  C2,
t∫
0
∥∥vxxx(s)∥∥2 ds C2, ∀t > 0. (4.6)
Using Eq. (1.7), Lemmas 2.1–2.8, (3.6), the Gagliardo–Nirenberg interpolation inequality and Young’s
inequality, we have
∥∥θxx(t)∥∥ C1(∥∥θt(t)∥∥+ ∥∥η(SE )R∥∥) C1(∥∥θt(t)∥∥+ 1). (4.7)
Differentiating (1.7) with respect to t , multiplying the result by θt and integrating over (0,1), we infer
that for any ε > 0,
d
dt
∥∥√eθ θt(t)∥∥2 + C−11 ∥∥θxt(t)∥∥2
 ε
∥∥θxt(t)∥∥2 + C1{∥∥θx(t)∥∥2 + ∥∥vx(t)∥∥2 + ∥∥θt(t)∥∥3L3 + ∥∥θt(t)∥∥2
+ ∥∥vxt(t)∥∥2 + (∥∥θt(t)∥∥+ ∥∥θt(t)∥∥ 12 ∥∥θtx(t)∥∥ 12 )∥∥θxt(t)∥∥+ C1∥∥[η(SE)R]t∥∥2}. (4.8)
Integrating (4.8) with respect to t and using Lemmas 2.1–2.8 and Young’s inequality, we derive for
any ε > 0,
∥∥θt(t)∥∥2 + t∫
0
∥∥θxt(s)∥∥2 ds
 C2 + ε
t∫
0
∥∥θxt(s)∥∥2 ds + C1 t∫
0
(‖θt‖ 52 ‖θtx‖ 12 + ‖θt‖3)(s)ds + C1 t∫
0
∥∥[η(SE)R]t∥∥2(s)ds
 C2 + ε
t∫
0
∥∥θxt(s)∥∥2 ds + C1 sup
0st
∥∥θt(s)∥∥ 43 + C1 t∫
0
∥∥[η(SE )R]t∥∥2(s)ds
 C2 + ε
t∫
0
∥∥θxt(s)∥∥2 ds + 1
2
sup
0st
∥∥θt(s)∥∥2 + C1 t∫
0
∥∥[η(SE)R]t∥∥2(s)ds. (4.9)
Noting that the new radiative term
∫ t
0 ‖[η(SE)R ]t‖2(s)ds, we need to derive the uniform-in-time
estimate.
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t∫
0
∥∥[η(SE )R]t∥∥2(s)ds =
t∫
0
1∫
0
[
vx(SE)R + η
[
(SE)R
]
t
]2
dxds
 C1
t∫
0
1∫
0
v2x
( ∞∫
0
∫
S1
σa(B − I) + σs( I˜ − I)dωdν
)2
dxds
+ C1
t∫
0
1∫
0
{ ∞∫
0
∫
S1
[
(σa)ηvx + (σa)θ θt
]
(B − I) + σa(Bθ θt − It)
+ [(σs)ηvx + (σs)θ θt]( I˜ − I) + σs( I˜ − I)t dωdν}2 dxds
 C1
t∫
0
(‖vx‖2 + ‖θt‖2)(s)ds + C1 t∫
0
1∫
0
∞∫
0
∫
S1
I2t dωdν dxds
 C1. (4.10)
Inserting (4.10) into (4.9), then taking supremum in t on the left-hand side of (4.9), picking ε > 0
small enough, we get
∥∥θt(t)∥∥2 + t∫
0
∥∥θxt(s)∥∥2 ds C2, ∀t > 0, (4.11)
which, together with (4.7), implies
∥∥θxx(t)∥∥ C2. (4.12)
The estimate (4.4) follows from Lemma 2.3.9 on page 91 of [17].
Differentiating (1.7) with respect to x, using Young’s inequality, the Gagliardo–Nirenberg interpola-
tion and Poincaré’s inequality and Lemmas 2.1–2.8, (4.11), (4.12) and (4.4), we deduce
t∫
0
∥∥θxxx(s)∥∥2 ds C2 t∫
0
(‖ηx‖2 + ‖ηxx‖2 + ‖vx‖2 + ‖vxx‖2 + ‖θt‖2 + ‖θxt‖2)(s)ds
+ C2
t∫
0
∥∥[η(SE)R]x∥∥2(s)ds
 C2 + C2
t∫ ∥∥[η(SE )R]x∥∥2(s)ds. (4.13)
0
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t∫
0
∥∥[η(SE)R]x∥∥2(s)ds =
t∫
0
1∫
0
(
ηx(SE)R + η
[
(SE)R
]
x
)2
dxds
 C1
t∫
0
(‖ηx‖2 + ‖θx‖2)(s)ds + C1
∥∥∥∥∥
∞∫
0
∫
S1
|Ix|dωdν
∥∥∥∥∥
2
L∞(Qt )
 C1, (4.14)
which, together with (4.13), implies
t∫
0
∥∥θxxx(s)∥∥2 dxds C2, ∀t > 0. (4.15)
Thus (4.2)–(4.3) follow from (4.5)–(4.6), (4.11)–(4.12) and (4.15). The proof is now complete. 
The following two lemmas are the new arguments on the uniform-in-time estimates of the radia-
tive term I(x, t;ν,ω).
Lemma 4.3. There holds
∥∥∥∥∥
∞∫
0
∫
S1
|It |dωdν
∥∥∥∥∥
L∞(Qt )
 C2, ∀t > 0. (4.16)
Proof. Using (1.18), Young’s inequality, Lemmas 2.5 and 2.9, we derive from (2.55)
∞∫
0
∫
S1
|A2|dωdν  C1
∞∫
0
∫
S1
∣∣∣∣∣
x∫
0
( y∫
x
vx
ω
(
σa + σs + (σa + σs)η
)
+ θt
ω
(σa + σs)θ dz
)
η
ω
(σaB + σs I˜)dy
∣∣∣∣∣dωdν
 C1
∞∫
0
∫
S1
∣∣∣∣∣
[ x∫
0
( y∫
x
vx
ω
(
σa + σs + (σa + σs)η
)
+ θt
ω
(σa + σs)θ dz
)2
dy +
x∫
0
η2
ω2
σ 2a B
2 dy +
x∫
0
σ 2s I˜
2 dy
]∣∣∣∣∣dωdν
 C1
1∫ (
v2x + θ2t
)
dx C2. (4.17)0
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∞∫
0
∫
S1
|B2|dωdν  C1
∞∫
0
∫
S1
∣∣∣∣∣
[ x∫
0
(
vx
ω
(σaB + σs I˜) + η
ω
(
(σa)ηvxB
+ (σa)θ θt B + σ Bθ θt + (σs)η I˜ vx + (σs)θ θt I˜ + σs I˜t
))
dy
]∣∣∣∣∣dωdν
 C1
1∫
0
(|vx| + |θt |)dx+ C1 x∫
0
∞∫
0
∫
S1
∣∣∣∣ ηωσs I˜t
∣∣∣∣dωdν dy
 C2 + C1
x∫
0
∞∫
0
∫
S1
|It |dωdν dy,
which, together with (4.17) and (2.55) and using Gronwall’s inequality, implies
∞∫
0
∫
S1
|It |dωdν  C2.
The proof is complete. 
Lemma 4.4. Under the assumptions in Theorem 1.2, the following estimates hold
∥∥Ixxx(t)∥∥ C2. (4.18)
Proof. The elementary computation yields
∥∥Ixxx(t)∥∥2 = 1∫
0
( ∞∫
0
∫
S1
Ixxx dωdν
)2
dx
=
1∫
0
( ∞∫
0
∫
S1
1
ω
(ηxx S + 2ηx Sx + ηSxx)dωdν
)2
dx
 C1
1∫
0
[( ∞∫
0
∫
S1
1
ω
ηxx S dωdν
)2
+
( ∞∫
0
∫
S1
1
ω
ηx Sx dωdν
)2
+
( ∞∫
0
∫
S1
1
ω
ηSxx dωdν
)2]
dx =:
3∑
i=1
J i . (4.19)
Employing the Gagliardo–Nirenberg interpolation inequality and using (1.18), Lemma 2.9 and (4.4),
we conclude
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1∫
0
( ∞∫
0
∫
S1
1
ω
ηxx S dωdν
)2
dx
 C1
1∫
0
η2xx
( ∞∫
0
∫
S1
1
ω
[
σa(B − I) + σs( I˜ − I)
]
dωdν
)2
dx
 C1
1∫
0
η2xx dx C2, (4.20)
J2  C1
1∫
0
( ∞∫
0
∫
S1
1
ω
ηx
{[
(σa)ηηx + (σa)θ θx
]
(B − I)
+ σa(Bθ θx − Ix) +
[
(σs)ηηx + (σs)θ θx
]
( I˜ − I) + σs( I˜ − I)x
}
dωdν
)2
dx
 C1
1∫
0
(
η4x + η2xθ2x + η2x
)
dx
 C1 max
Ω
η2x
( 1∫
0
(
η2x + θ2x
)
dx
)
+ C1
 C1
(‖ηx‖ · ‖ηxx‖ + ‖ηx‖2)+ C1
 C2. (4.21)
Analogously, we infer from (1.18), (4.3)–(4.4) and (2.57) that
J3  C1
1∫
0
( ∞∫
0
∫
S1
η
ω
{[
(σa)ηηx + (σa)θ θx
]
(B − I)
+ σa(Bθ θx − Ix) +
[
(σs)ηηx + (σs)θ θx
]
( I˜ − I) + σs( I˜ − I)x
}
x dωdν
)2
dx
 C1
1∫
0
(
η4x + θ4x + η2xθ2x + η2xx + θ2xx + I2xx
)
dx
 C1
(‖ηx‖ · ‖ηxx‖ + ‖ηx‖2 + ‖θx‖ · ‖θxx‖ + ‖θx‖2) 1∫
0
(
η2x + θ2x
)
dx+ C2
 C2,
which, along with (4.19)–(4.21), gives (4.16). The proof is complete. 
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In this section, we shall derive the large-time behavior of solutions (η, v, θ,I) in H2.
Lemma 5.1. Under the assumptions in Theorem 1.2, we have
lim
t→+∞
∥∥η(t) − η∥∥H2 = 0, (5.1)
lim
t→+∞
∥∥v(t)∥∥H2 = 0, (5.2)
where η = ∫ 10 η(y, t)dy = ∫ 10 η0(y)dy.
Proof. We can easily derive (5.1)–(5.2) by the same method as that in Lemmas 5.1–5.2 of [18]. The
proof is complete. 
In order to show the next lemma, we have to estimate a new radiative term ‖(SE )R‖2 since the
radiative term (SE )R is present. Hence the uniform-in-time estimates are more complicated than
those in [17].
Lemma 5.2. Under the assumptions in Theorem 1.2, we have
lim
t→+∞
∥∥θ(t) − θ∥∥H2 = 0, (5.3)
where θ > 0 is determined by e(η, θ) = ∫ 10 ( 12 v20 + e(η0, θ0) + FR(0))dx.
Proof. By (4.8), we can get
d
dt
∥∥θt(t)∥∥2 + ∥∥θxt(t)∥∥2  C2(∥∥θx(t)∥∥2 + ∥∥vx(t)∥∥2 + ∥∥θt(t)∥∥2 + ∥∥vxt(t)∥∥2 + ∥∥[η(SE)R]t∥∥2),
which, combined with (2.29), (2.34), (2.41), (4.2), (4.10) and Lemma 3.1, we can conclude
lim
t→+∞
∥∥θt(t)∥∥2 = 0. (5.4)
Using (1.18) and Lemma 2.9, we can deduce
d
dt
∥∥(SE)R∥∥2 = 2 1∫
0
( ∞∫
0
∫
S1
S dωdν
)( ∞∫
0
∫
S1
St dωdν
)
dx
 C2
(
1+ ∥∥vx(t)∥∥2 + ∥∥θt(t)∥∥2),
which, together with (2.29), (2.41) and Lemma 3.1, implies
lim
t→+∞
∥∥(SE)R∥∥2 = 0. (5.5)
By Eq. (1.7), we see that∥∥θxx(t)∥∥ C2(∥∥vx(t)∥∥+ ∥∥θt(t)∥∥+ ∥∥θx(t)∥∥+ ∥∥(SE)R∥∥),
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lim
t→+∞
∥∥θxx(t)∥∥= 0. (5.6)
Thus (5.3) follows from (5.6) and (3.3). The proof is complete. 
The new large-time behavior of radiative term I(x, t;ν,ω) in H3 will be given in the following
lemma.
Lemma 5.3. Under the assumptions in Theorem 1.2, we have
lim
t→+∞
∥∥I(t)∥∥H3 = 0. (5.7)
Proof. By (1.8), we denote
∥∥Ixxx(t)∥∥2  C1
∥∥∥∥∥
∞∫
0
∫
S1
1
ω
ηxx S dωdν
∥∥∥∥∥
2
+ C1
∥∥∥∥∥
∞∫
0
∫
S1
1
ω
ηx Sx dωdν
∥∥∥∥∥
2
+
∥∥∥∥∥
∞∫
0
∫
S1
1
ω
ηSxx dωdν
∥∥∥∥∥
2
=: R1 + R2 + R3. (5.8)
Similarly, by (1.18), Lemma 2.9 and the delicate computation, we see that
R1  C1
∥∥ηxx(t)∥∥2, (5.9)
R2  C1
(∥∥ηx(t)∥∥2 + ∥∥θx(t)∥∥2), (5.10)
R3  C1
(∥∥ηxx(t)∥∥2 + ∥∥θxx(t)∥∥2 + ∥∥Ixx(t)∥∥2). (5.11)
Plugging (5.9)–(5.11) into (5.8) and using (5.1), (5.6) and (3.16), we obtain
lim
t→+∞
∥∥Ixxx(t)∥∥2 = 0,
which, combined with (3.9), yields (5.7). The proof is now complete. 
Proof of Theorem 1.2. Combining Lemmas 4.1–4.4 and Lemmas 5.1–5.3, we can complete the proof of
Theorem 1.2. 
Remark. The multi-dimensional viscous situation has been poorly understood even at the formal
level. Since the one-dimensional model possesses the special constitutive state equations, which the
multi-dimensional model don’t have, to our knowledge, we have not found any results on the global
existence and asymptotic behavior of solutions to system (1.2), i.e., the multi-dimensional case of
(1.5)–(1.8). Moreover, some Sobolev embedding inequalities and interpolation inequalities involved in
our arguments heavily depend on the dimension, hence this may bring about some diﬃculties in
deriving uniform-in-time estimates. In a word, the method we deal with the one-dimensional case
cannot be applied directly to the multi-dimensional case, which depends on the special constitutive
relations of state functions, and so on. However, we can refer to [10] for a macroscopic treatment of
radiation in the astrophysical context, and [8] for the associated mathematical treatment.
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