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Résumé
Nous introduisons un foncteur de la catégorie des espaces tressés dans la catégorie des algèbres de
Hopf tressées, associant à tout espace tressé V une algèbre de Hopf tressée d’arbres plans enracinés
HP,R(V ). Nous montrons que l’algèbre de Nichols de V est un sous-quotient de HP,R(V ). Nous
construisons un couplage de Hopf non dégénéré entre HP,R(V ) et HP,R(V ∗), généralisant ainsi
l’un des résultats de [Bull. Sci. Math. 126 (2002) 193–239]. Lorsque le tressage de V est de la forme
c(vi ⊗ vj ) = qi,j vj ⊗ vi , nous obtenons une quantification des algèbres de Hopf d’arbres HDP,R
introduites dans [Bull. Sci. Math. 126 (2002) 193–239 ; 126 (2002) 249–288]. Lorsque qi,j = qai,j ,
avec q une indéterminée et (ai,j )i,j la matrice de Cartan d’une algèbre de Lie semi-simple g, Uq(g+)
est un sous-quotient de HP,R(V ). Dans ce cas, nous effectuons le produit croisé de HP,R(V ) avec
un tore puis construisons le double de Drinfel’d D(HP,R(V )) de l’algèbre de Hopf ainsi obtenue.
Nous montrons que Uq(g) est un sous-quotient de D(HP,R(V )).
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Abstract
We introduce a functor from the category of braided spaces into the category of braided Hopf
algebras which associates to a braided space V a braided Hopf algebra of planar rooted trees
HP,R(V ). We show that the Nichols algebra of V is a subquotient of HP,R(V ). We construct a
Hopf pairing between HP,R(V ) and HP,R(V ∗), generalising one of the results of [Bull. Sci. Math.
126 (2002) 193–239]. When the braiding of c is given by c(vi ⊗ vj ) = qi,j vj ⊗ vi , we obtain a
quantification of the Hopf algebras HD
P,R
introduced in [Bull. Sci. Math. 126 (2002) 193–239; 126
(2002) 249–288]. When qi,j = qai,j , with q an indeterminate and (ai,j )i,j the Cartan matrix of a
semi-simple Lie algebra g, then Uq(g+) is a subquotient of HP,R(V ). In this case, we construct the
crossed product of HP,R(V ) with a torus and then the Drinfel’d quantum double D(HP,R(V )) of
this Hopf algebra. We show that Uq(g) is a subquotient of D(HP,R(V )).
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Introduction
Dans [2,3,10–12], A. Connes et D. Kreimer introduisent une algèbre de Hopf d’arbres
enracinésHR dans le but d’étudier un problème de Renormalisation en Théorie Quantique
des Champs. Dans [4–6], nous introduisons une algèbre de Hopf des arbres enracinés
plans décorés HDP,R dont la construction généralise celle de HR . Nous montrons que cette
algèbre de Hopf est auto-duale et qu’il existe un couplage de Hopf non dégénéré entre
HDP,R et elle-même. D’autre part, nous introduisons un foncteurHP,R de la catégorie Vect
des espaces vectoriels dans la catégorie des algèbres de Hopf graduées, envoyant un espace
vectoriel V sur l’algèbre de Hopf HP,R(V ), qui est isomorphe à l’algèbre de Hopf HDP,R ,
lorsque le cardinal de D est égal à la dimension de V .
Dans ce papier, nous généralisons la construction de ce foncteur pour construire un
foncteur HP,R de la catégorie des espaces tressés T rVect dans la catégorie des algèbres
de Hopf tressées graduées. En particulier, en identifiant la catégorie Vect avec la sous-
catégorie de T rVect des espaces munis d’un tressage trivial, le foncteur HP,R coïncide
avec la définition de [4]. Pour tout espace tressé V , l’algèbre de Hopf tressée HP,R(V )
possède une base de forêts ; nous décrivons le coproduit dans cette base à l’aide de la
notion de coupe admissible et de l’action des groupes de tresses Bn. Nous montrons que
tout couplage ( , )V :V ′ × V → K d’espaces tressés permet de construire un couplage
( , )H d’algèbres de Hopf tressées entre HP,R(V ′) et HP,R(V ), non dégénéré si ( , )V est
non dégénéré. Lorsque V est de dimension finie, on peut donc construire un couplage
d’algèbres de Hopf tressées non dégénéré entre HP,R(V ) et HP,R(V ∗). Nous donnons un
sens combinatoire à ce couplage lorsque V est un espace tressé diagonal ; en conséquence
de cette interprétation, nous démontrons par exemple la formule suivante (voir par exemple
[7,19]) :
(n)q ! =
∑
σ∈Sn
ql(σ ).
Les modules de Yetter–Drinfeld d’une algèbre de Hopf C sont des exemples particuliers
d’espaces tressés. Nous montrons que, dans ce cas,HP,R(V ) est une algèbre de Hopf dans
la catégorie des modules de Yetter–Drinfeld de C . Nous décrivons la structure de module de
Yetter–Drinfeld deHP,R(V ) dans la base des forêts et dans la base duale et nous montrons
que l’algèbre de Nichols de V est un sous-quotient de HP,R(V ).
Lorsque V est un espace tressé diagonal symétrique, il peut être considéré comme un
module de Yetter–Drinfeld sur l’algèbre de Hopf C =K[X±1i , i ∈ D]. Dans ce cas, nous
pouvons effectuer un produit croisé HP,R(V )C , puis appliquer la construction du double
de Drinfeld pour obtenir une algèbre de HopfD(HP,R(V )). Cette algèbre de Hopf contient
une copie de HP,R(V ), une copie de HP,R(V )cop et une copie de C .
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Cartan finie, on considère l’espace tressé V de base (vi)i∈D muni de la tresse suivante :
c(vi ⊗ vj )= qai,j vj ⊗ vi.
Soit g l’algèbre de Lie associée à la matrice de Cartan A ; on montre qu’alors Uq (g) est un
sous-quotient de D(HP,R(V )).
Ce papier est organisé de la manière suivante : la première partie est consacrée à des
rappels des principaux résultats de [4–6]. Dans la deuxième partie, nous rappelons quelques
résultats sur les notions d’algèbre, de cogèbre et de bigèbre tressées. La construction de
HP,R(V ), avec V un espace tressé, est effectué dans la troisième partie : nous montrons
qu’il s’agit d’une algèbre de Hopf tressée et nous décrivons sa tresse, son coproduit et son
antipode dans la base des forêts. La partie suivante est consacrée au couplage ( , )H : nous
le construisons et décrivons ses propriétés. La cinquième partie est consacrée au cas où V
est un module de Yetter–Drinfeld sur C . Nous décrivons la structure de module de Yetter–
Drinfeld sur HP,R(V ) et montrons que l’algèbre de Nichols de V est un sous-quotient
de HP,R(V ). Nous décrivons également le produit croisé HP,R(V )C . Nous décrivons
l’algèbre de Hopf D(HP,R(V )) dans la dernière partie ; nous montrons également que
Uq(g) est un sous-quotient de D(HP,R(V )) lorsque V est bien choisi. Enfin, nous donnons
l’interprétation combinatoire du couplage ( , )H dans la dernière partie.
Notations. K désigne un corps commutatif de caractéristique nulle et D désigne un
ensemble non vide.
1. Algèbres de Hopf HP,R(V ) : rappels et notations
1.1. Arbres, forêts et coupes
Les définitions suivantes sont introduites dans [4–6] :
Définition 1. Un arbre enraciné t est un graphe fini connexe et sans boucles ; on suppose
que l’un des sommets de ce graphe n’est l’arrivée d’aucune arête ; ce sommet est appelé
racine de t . Les arbres enracinés seront dessinés avec la racine en bas. Le poids de t est le
nombre de ses sommets. Un arbre plan enraciné t est la donnée d’un arbre enraciné muni
d’un plongement dans le plan. Le poids de t est le nombre de ses sommets. L’ensemble des
arbres plans enracinés est noté TP,R .
Soit D un ensemble non vide. Un arbre enraciné décoré par D est un arbre enraciné t
muni d’une application dt de l’ensemble de ses sommets vers D. L’image d’un sommet s
par cette application est appelée décoration de s. L’ensemble des arbres enracinés décorés
par D sera noté T DR . On définit de la même manière l’ensemble T DP,R des arbres enracinés
plans décorés par D.
Pour tout d ∈D, on notera •d l’élément de T DP,R formé d’un seul sommet décoré par d .
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(1) Arbres enracinés de poids inférieur ou égal à 5 :
(2) Arbres plan enracinés de poids inférieur ou égal à 5 :
Soit HDP,R l’algèbre associative librement engendrée sur K par les éléments de T DP,R .
Les monômes en les arbres plans enracinés de cette algèbre sont appelés forêts planes
enracinées décorées ; il sera souvent utile de considérer 1 comme la forêt vide. L’ensemble
des forêts planes enracinées décorées est noté FDP,R . Le poids d’une forêt F = t1 . . . tn est
par définition poids(t1)+ · · · + poids(tn).
Exemples. Forêts planes enracinées de poids inférieur ou égal à 4 :
Soit t ∈ T DP,R . Une coupe élémentaire de t est une coupe sur une seule arête de t .
Une coupe admissible de t est une coupe non vide telle que tout trajet d’un sommet
de t vers un autre ne rencontre au plus qu’une seule coupe élémentaire. L’ensemble des
coupes admissibles de t est noté Ad(t). Une coupe admissible c envoie t vers un couple
(P c(t),Rc(t)) ∈ FDP,R × T DP,R , tel que Rc(t) est la composante connexe de la racine de
t après la coupe, et Pc(t) est la forêt plane formée par les autres composantes connexes,
placées dans le même ordre.
D’autre part, si cv est la coupe vide de t , on pose Pcv (t) = 1 et Rcv (t)= t . On définit
la coupe totale de t comme une coupe ct telle Pct (t)= t et Rct (t)= 1. L’ensemble formé
des coupes admissibles de t , de la coupe vide et de la coupe totale de t est noté Ad∗(t).
Soit maintenant F ∈ FDP,R , F = 1. Il existe t1, . . . , tn ∈ T DP,R , tels que F = t1 . . . tn.
Une coupe admissible de F est un n-uplet (c1, . . . , cn) tel que ci ∈ Ad∗(ti) pour tout
i . Si toutes les ci sont vides (respectivement totales), c est appelée la coupe vide de F
(respectivement la coupe totale de F ). L’ensemble des coupes admissibles non vides et
non totales de F est noté Ad(F ). L’ensemble de toutes les coupes admissibles de F est
noté Ad∗(F ). Pour c = (c1, . . . , cn) ∈ Ad∗(F ), on pose Pc(F ) = Pc1(t1) . . .P cn(tn) et
Rc(F )=Rc1(t1) . . .Rcn(tn).
1.2. Algèbres HP,R(V ) : notations et rappels
Soit V un espace vectoriel. L’algèbre de Hopf HP,R(V ) est construite dans [5],
partie 3.5. Il s’agit de l’algèbre librement engendrée par les arbres enracinés plans décorés
par des éléments de V , les arbres étant linéaires en chacune de leur décoration.
Exemple. Si v1, v2, v3, v4 ∈ V , dans HP,R(V ) :
.
L. Foissy / Bull. Sci. math. 127 (2003) 505–548 509Ce sont des algèbres graduées par le poids, le poids d’une forêt étant le nombre de ses
sommets. Les résultats suivants sont des adaptations immédiates des résultats de [4–6] :
1. Soit (vi)i∈D une base de V . Alors l’ensemble F {vi ,i∈D}P,R des forêts planes enracinées
décorées par des éléments de {vi | i ∈D} est une base de HP,R(V ).
2. On note TP,R l’ensemble des arbres enracinés plans (non décorés) et FP,R l’ensemble
des forêts enracinées planes (non décorées). Soit F ∈ FP,R ; les sommets de F
sont totalement ordonnés par b,d (voir [5], partie 3.4). On les indexe de sorte que
sn b,d · · ·b,d s1.
Exemple. F = ; alors ses sommets sont indexés de la manière suivante : .
Pour v1, . . . , vn ∈ V , on pose F(v1, . . . , vn) la forêt de HP,R(V ) obtenue en décorant
le sommet si de F par vi . On pose alors, pour toute F ∈FP,R de poids n :
F :V⊗n →HP,R(V ),
v1 ⊗ · · · ⊗ vn → F(v1, . . . , vn).
Tout élément x ∈ HP,R(V ) s’écrit alors de manière unique x = ∑F∈FP,R F (vF ), où
vF ∈ V ⊗poids(F ) pour toute F ∈FP,R .
3. On identifie V et HP,R(V )1 via v ∈ V →•v ∈HP,R(V )1.
4. On définit :
B+ :HP,R(V )⊗ V →HP,R(V ),
x ⊗ •v →B+v (x),
où pour toute forêt F , B+v (F ) est l’arbre enraciné plan décoré obtenu en greffant
les racines des arbres de F sur une racine commune décorée par v. On peut alors
munir HP,R(V ) d’une structure d’algèbre de Hopf en définissant  comme l’unique
morphisme d’algèbres de HP,R(V ) dans HP,R(V ) ⊗ HP,R(V ) tel que pour tout
x ∈HP,R(V ) et tout v ∈ V :
 
(
B+v (x)
)= B+v (x)⊗ 1+ (Id⊗B+v ) ◦ (x).
La counité ε est donnée par ε(t) = 0 pour tout arbre enraciné plan décoré par des
éléments de V .
5. Soit c une coupe admissible de F , si1 , . . . , sik les sommets de Pc(F ), avec i1 < · · ·< ik
et sj1, . . . , sjl les sommets de Rc(F ), avec j1 < · · ·< jl . Soit σc la permutation de Sn
telle que σc(r)= ir si r  k et jr−k sinon. Le coproduit deHP,R(V ) s’écrit alors pour
toute forêt F ∈FP,R de poids n, v1, . . . , vn ∈ V :
 
(
F(v1, . . . , vn)
)= ( ∑
c∈Ad∗(F )
P c(F )⊗Rc(F )
)(
σc.(v1 ⊗ · · · ⊗ vn)
)
=
( ∑
c∈Ad(F )
P c(F )⊗Rc(F )
)(
σc.(v1 ⊗ · · · ⊗ vn)
)
+ F(v1, . . . , vn)⊗ 1+ 1⊗F(v1, . . . , vn),
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6. On considère l’application suivante :
γ :HP,R(V )→HP,R(V )⊗ V,
F (v1, . . . , vn)→
{
0 si F =G•,
G(v1, . . . , vn−1)⊗ •vn si F =G•.
Soient V,V ′ deux espaces vectoriels et ( , )V :V ′ × V → K une forme bilinéaire. Il
existe alors une unique forme bilinéaire ( , ) :HP,R(V ′)×HP,R(V )→K telle que :
1. (1, y)= ε(y), ∀y ∈HP,R(V ) ;
2. (xy, z)= (x ⊗ y, (z)), ∀x, y ∈HP,R(V ′), z ∈HP,R(V ) ;
3. (B+(x ⊗w),y)= (x ⊗w,γ (y)), ∀x ∈HP,R(V ), w ∈ V ′, y ∈HP,R(V ) ;
De plus, ( , ) est un couplage d’algèbres de Hopf graduées. Il vérifie :
V ⊥ = (0)⇔HP,R(V )⊥ = (0);
V ′⊥ = (0)⇔HP,R(V ′)⊥ = (0).
2. Espaces, algèbres et cogèbres tressées
2.1. Espaces tressées
On rappelle tout d’abord la définition d’un espace tressé (voir par exemple [1,8,9,20]) :
Définition 2. Soit V un K-espace vectoriel et soit c :V ⊗V → V ⊗V . On dira que (V , c)
est un espace tressé si l’équation de Yang–Baxter est vérifiée :
(c⊗ Id) ◦ (Id⊗ c) ◦ (c⊗ Id)= (Id⊗ c) ◦ (c⊗ Id) ◦ (Id ⊗ c). (1)
Remarque. On ne suppose pas c inversible.
Notation. Si (V , c) est un espace tressé, on notera c(u ⊗ v) = v¯ ⊗ u¯. Pour éviter les
confusions, on ajoutera si nécessaire des indices. Par exemple, l’équation de Yang–Baxter
s’écrit :
u¯2,3 ⊗ v¯1,3 ⊗ w¯1,2 = u¯1,2 ⊗ v¯1,3 ⊗ w¯2,3.
Comme c vérifie l’équation de Yang–Baxter, V ⊗n est une représentation du monoïde
des tresses positives à n brins B+n , avec
σi =
agissant par Id⊗(i−1) ⊗ c ⊗ Id⊗(n−i−1) (voir [8,9]). Si c est inversible, cette action se
prolonge en une action du groupe Bn.
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Définition 3.
1. Soient A et B deux K-algèbres unitaires et :
c :B ⊗A→A⊗B,
b⊗ a→ a¯ ⊗ b¯.
On dira que (A,B, c) est une paire d’algèbres tressée si on a :
a¯ ⊗ 1= a ⊗ 1, (2)
1⊗ b¯= 1⊗ b, (3)
a¯ ⊗ b1b2 = a¯1,2 ⊗ b1 2b21, (4)
a1a2 ⊗ b¯ = a11a2 2 ⊗ b¯1,2. (5)
Si A= B et si c vérifie l’équation de Yang–Baxter, on dira simplement que (A, c) est
une algèbre tressée.
2. Soient (A,B, c1), (B,C, c2) et (A,C, c3) des paires d’algèbres tressées. On dira que
(c1, c2, c3) vérifie l’équation de Yang–Baxter si :
(c1 ⊗ Id) ◦ (Id⊗ c3) ◦ (c2 ⊗ Id)= (Id ⊗ c2) ◦ (c3 ⊗ Id) ◦ (Id⊗ c1). (6)
Remarque. Si A= B = C et c1 = c2 = c3 = c, alors (c, c, c) vérifie l’équation de Yang–
Baxter si, et seulement si, c vérifie l’équation de Yang–Baxter.
Les résultats suivants se démontrent par des calculs directs :
Proposition 4. Soit (A,B, c) une paire d’algèbres tressée. Alors A⊗ B est muni d’une
structure d’algèbre associative unitaire donnée par (a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2.
L’élément neutre est 1⊗ 1. Ce produit sera appelé produit tressé de A⊗B .
Proposition 5. Soient (A,B, c1), (B,C, c2) et (A,C, c3) des paires d’algèbres tressées,
telles que (c1, c2, c3) vérifie l’équation de Yang–Baxter. On définit alors :
τ1 :C ⊗ (A⊗B)→ (A⊗B)⊗C,
c⊗ a ⊗ b→ a¯1 ⊗ b¯ 2 ⊗ c¯1,2,
τ2 : (B ⊗C)⊗A→A⊗ (B ⊗C),
b⊗ c⊗ a→ a¯1,2 ⊗ b¯ 2 ⊗ c¯1.
Alors (A ⊗ B,C, τ1) et (A,B ⊗ C,τ2) sont des paires d’algèbres tressées. De plus, les
deux produits induits sur A⊗B ⊗C par la proposition 4 coïncident.
Lemme 6. Soient (A1,B1, c1) et (A2,B2, c2) des paires d’algèbres tressées. Soient
φi :Ai → Bi , i = 1,2, des morphismes d’algèbres, et supposons que (φ1 ⊗ φ2) ◦ c1 =
c2 ◦ (φ2⊗φ1). Alors φ1 ⊗φ2 :A1 ⊗B1 →A2 ⊗B2 est un morphisme d’algèbres (Ai ⊗Bi
étant muni du produit tressé).
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Définition 7.
1. Soient A et B deux K-cogèbres counitaires et :
c :B ⊗A→A⊗B,
b⊗ a→ a¯ ⊗ b¯.
On dira que (A,B, c) est une paire de cogèbres tressée si on a :
ε(a¯)b¯= ε(a)b, (7)
a¯ε(b¯)= aε(b), (8)
a¯′ ⊗ a¯′′ ⊗ b¯= a′1 ⊗ a′′ 2 ⊗ b¯1,2, (9)
a¯ ⊗ b¯′ ⊗ b¯′′ = a¯1,2 ⊗ b′ 2 ⊗ b′′1. (10)
Si A= B et si c vérifie l’équation de Yang–Baxter, on dira simplement que (A, c) est
une cogèbre tressée.
2. Soient (A,B, c1), (B,C, c2) et (A,C, c3) des paires de cogèbres tressées. On dira que
(c1, c2, c3) vérifie l’équation de Yang–Baxter si (6) est vérifiée.
Les résultats suivants sont duaux des résultats des propositions 4 et 5 :
Proposition 8. Soit (A,B, c) une paire de cogèbres tressée. Alors A⊗ B est muni d’une
structure de cogèbre coassociative counitaire donnée par  (a⊗b)= (a′⊗b′)⊗(a′′ ⊗b′′).
La counite est ε⊗ ε. Ce coproduit sera appelé coproduit tressé de A⊗B .
Proposition 9. Soient (A,B, c1), (B,C, c2) et (A,C, c3) des paires de cogèbres tressées,
telles que (c1, c2, c3) vérifie l’équation de Yang–Baxter. On définit alors :
τ1 :C ⊗ (A⊗B)→ (A⊗B)⊗C,
c⊗ a ⊗ b→ a¯1 ⊗ b¯ 2 ⊗ c¯1,2,
τ2 : (B ⊗C)⊗A→A⊗ (B ⊗C),
b⊗ c⊗ a→ a¯1,2 ⊗ b¯ 2 ⊗ c¯1.
Alors (A⊗ B,C, τ1) et (A,B ⊗ C,τ2) sont des paires de cogèbres tressées. De plus, les
deux coproduits induits sur A⊗B ⊗C par la proposition 8 coïncident.
2.4. Bigèbres et algèbres de Hopf tressées
Définition 10. Soit A un K-espace vectoriel, c :A⊗A→A⊗A, m :A⊗A→A, 1 ∈A,
 :A→A⊗A, ε :A→K . On dira que A est une bigèbre tressée si :
1. (A,m,1, c) est une algèbre tressée ;
2. (A, ,ε, c) est une cogèbre tressée ;
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 (ab)= a′b′ ⊗ a′′b′′, (11)
ε(ab)= ε(a)ε(b), (12)
 (1)= 1⊗ 1, (13)
ε(1)= 1. (14)
Remarque. La condition 3 équivaut à : m et 1 :K→A sont des morphismes de cogèbres.
Soit A une bigèbre tressée. Alors L(A) est munie d’une structure d’algèbre associative
unitaire donnée par le produit de convolution défini par f . g(x)= f (x ′)g(x ′′), d’élément
neutre donné par 1(x)= ε(x)1. On dira que A est une algèbre de Hopf tressée si Id admet
un inverse T dans (L(A), .) ; T sera appelé antipode de A.
Proposition 11. Soit A une algèbre de Hopf tressée. Son antipode T vérifie :
T (ab)= T (b¯)T (a¯), (15)
T (a)′ ⊗ T (a)′′ = T (a′′) ⊗ T (a′). (16)
Preuve. A⊗A est munie d’une structure d’algèbre par le produit tressé et donc le produit
de convolution munit L(A,A ⊗ A) d’une structure d’algèbre associative unitaire. On
montre que  ◦ T et c ◦ (T ⊗ T ) ◦  sont deux inverses de  dans cette algèbre ; par
suite ils sont égaux, ce qui prouve (16). On montre (15) de la même manière. ✷
Les résultats suivants, bien connus dans le cas des algèbres de Hopf (voir par exemple
[4,5,8,15]), s’adaptent aux algèbres de Hopf tressées :
Lemme 12. 1. Soient A et B deux algèbres de Hopf, et soit φ :A→ B morphisme de
bigèbres (i.e. morphisme d’algèbres et de cogèbres). Alors φ est un morphisme d’algèbres
de Hopf tressées, c’est-à-dire que φ ◦ TA = TB ◦ φ.
2. Soit A une bigèbre tressée, graduée et connexe (i.e. A0 est de dimension 1). Alors A
est une algèbre de Hopf tressée.
Lemme 13. Supposons que A soit une bigèbre tressée avec une tresse c inversible. On
munit A d’un produit noté . défini par x.y = m ◦ c−1(x ⊗ y). Alors A munie de ce
nouveau produit et de son coproduit est une bigèbre tressée de tresse c−1. On note cette
structure Aop.
Preuve. (2)–(5) et (7)–(10) pour Aop découlent des propriétés semblables pour A.
Montrons que . est associatif. Pour tous x, y ∈A, on pose c−1(x ⊗ y)= y˜ ⊗ x˜.
Soient x, y, z ∈A. En notant m2 =m ◦ (m⊗ Id)=m ◦ (Id ⊗m) :
(x.y).z= (y˜x˜).z= z˜2(˜y˜1x˜1)2 = z˜2,3y˜1,3x˜1,2 =m2( .x ⊗ y ⊗ z) .
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x.(y.z)= x.(z˜y˜)= (˜z˜1y˜1)2x˜2 = z˜1,2y˜1,3x˜2,3 =m2( .x ⊗ y ⊗ z) .
(On a utilisé (5) pour la troisième égalité.)
On conclut avec l’égalité des deux tresses.
Montrons (11) : soient x, y ∈A. Un calcul simple utilisant (11) pour A ainsi que (9) et
(10) montre que :
x ′.y˜ ′ ⊗ x˜ ′′ .y ′′ = y˜ ′1,2x˜ ′2 ⊗ y˜ ′′3x˜ ′′1,3 = (m⊗m)
(
.x ′ ⊗ x ′′ ⊗ y ′ ⊗ y ′′
)
,
 (x.y)= y˜ ′1,2(x˜ ′2,4)5 ⊗ (y˜ ′′3,4)5x˜ ′′1,3
= (m⊗m)
 .x ′ ⊗ x ′′ ⊗ y ′ ⊗ y ′′
 .
On conclut avec l’égalité des deux tresses. ✷
Proposition 14. Soit A une bigèbre tressée, graduée et connexe (i.e A0 est de dimension 1)
dont la tresse est inversible. Alors A est une algèbre de Hopf tressée ; de plus, son antipode
est inversible et son inverse est l’antipode de Aop.
Preuve. D’après le lemme 12, A possède un antipode T . De même, Aop possède un
antipode T ′. Par définition de l’antipode, pour tout x ∈A :
T (x ′)x ′′ = x ′T (x ′′)= ε(x)1,
x˜ ′′ T˜ ′(x ′) = T˜ ′(x ′′)x˜ ′ = ε(x)1.
Calculons (T ◦ T ′) . T : pour tout x ∈A :
(T ◦ T ′) . T (x)= T (T ′(x ′))T (x ′′)= T (x˜ ′′ T˜ ′(x ′))= T (ε(x)1)= ε(x)1.
(On a utilisé (15) pour la deuxième égalité.)
Donc (T ◦ T ′) . T = 1L(A). De même, on montre que T . (T ◦ T ′)= 1L(A). Par unicité
de l’inverse dans L(A), T ◦ T ′ = Id. En appliquant ce résultat à Aop, comme (Aop)op = A,
on obtient T ′ ◦ T = Id. ✷
3. Constructions des algèbres de Hopf tressées HP,R(V )
Dans tout ce qui suit, (V , c) désigne un espace tressé.
3.1. Construction de la tresse
Proposition 15. Il existe un unique τ :HP,R(V )⊗HP,R(V )→HP,R(V )⊗HP,R(V ) tel
que :
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2. τ (y1y2 ⊗ x)= (Id⊗m) ◦ (τ ⊗ Id) ◦ (Id ⊗ τ )(y1 ⊗ y2 ⊗ x) ;
3. τ (B+w (y)⊗ x)= (Id ⊗B+) ◦ (τ ⊗ Id) ◦ (Id⊗ τ )(y ⊗ •w ⊗ x) ;
4. τ (•w ⊗•v)= •v¯ ⊗•w¯ ;
5. τ (•w ⊗ x1x2)= (m⊗ Id) ◦ (Id⊗ τ ) ◦ (τ ⊗ Id)(•w ⊗ x1 ⊗ x2) ;
6. τ (•w ⊗B+v (x))= (B+ ⊗ Id) ◦ (Id ⊗ τ ) ◦ (τ ⊗ Id)(•w ⊗ x ⊗ •v).
Preuve. Les formules précédentes permettent de déterminer de façon unique τ (F ⊗G),
pour F et G deux forêts, par une double récurrence sur le poids de F et le poids de G. ✷
Remarque. Si c est le tressage trivial de V (c’est-à-dire la volte usuelle), alors τ est le
tressage trivial de HP,R(V ).
Théorème 16. On note τ (x ⊗ y)= y¯ ⊗ x¯ ; τ vérifie :
1. 1 ⊗ x¯ = 1⊗ x , y¯ ⊗ 1 = y ⊗ 1 ;
2. x¯ ⊗ y1y2 = x¯1,2 ⊗ y1 2y21 ;
3. x¯ ⊗B+w (y) = x¯1,2 ⊗B+w¯1(y¯2) ;
4. x1x2 ⊗ y¯ = x11x2 2 ⊗ y¯1,2 ;
5. B+v (x)⊗ y¯ = B+v¯ 2(x¯1)⊗ y¯1,2.
Preuve. Les trois premiers points sont des réécritures des trois premiers points de la
proposition précédente. Montrons le point 4. On pose :
X = {y ∈HP,R(V ) | x1x2 ⊗ y¯ = x11x2 2 ⊗ y¯1,2 ∀x1, x2 ∈HP,R(V )}.
Il est immédiat que 1 ∈ X. De plus, le point 5 de la proposition précédente implique que
•w ∈W quelque soit w ∈ V .
Soient y1, y2 ∈X.
x1x2 ⊗ y1y2 = x1x21,2 ⊗ y1 2y21 par le point 2,
= x11,3x2 2,4 ⊗ y1 3,4y21,2 car y1, y2 ∈X,
x1
1x2
2 ⊗ y1y21,2 = x11,2x2 3,4 ⊗ y1 2,4y21,3 par le point 2.
Or, on a :
x1
1,2 ⊗ x2 3,4 ⊗ y1 2,4 ⊗ y21,3 = x11,3 ⊗ x2 2,4 ⊗ y1 3,4 ⊗ y21,2
= .y1 ⊗ y2 ⊗ x1 ⊗ x2,
et donc X est une sous-algèbre de HP,R(V ).
Soit w ∈ V , montrons que X est stable par B+w . Soit y ∈X :
x1x2 ⊗B+w (y) = x1x21,2 ⊗Bw¯1
(
y¯2
)
par le point 3,
= x11,2x2 3,4 ⊗B+w¯1,3
(
y¯2,4
)
car y ∈X;
x1
1x2
2 ⊗B+w (y)
1,2 = x11,3x2 2,4 ⊗Bw¯1,2
(
y¯3,4
)
par le point 3.
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même manière que précédemment et donc X est une sous-algèbre stable par B+w pour tout
w ∈ V , et donc X =HP,R(V ). On montre 5 de manière semblable. ✷
Par suite, HP,R(V ) ⊗ HP,R(V ) est muni du produit tressé qui en fait une algèbre
associative unitaire (proposition 4).
Proposition 17. Soient F,G ∈FP,R de poids respectifs n et m et soient v1, . . . , vn+m ∈ V .
On a alors τ (F (v1, . . . , vn) ⊗ G(vn+1, . . . , vn+m)) = G(w1, . . . ,wm) ⊗ F(wm+1, . . . ,
wm+n), où w1 ⊗ · · · ⊗wm+n = bn,m.(v1 ⊗ · · · ⊗ vn+m), avec
bn,m = .
Preuve. Récurrence sur n = poids(F ). Si F = 1, c’est immédiat. Supposons que F = •,
et montrons le résultat par récurrence sur m = poids(G). Si G = 1, c’est immédiat.
Supposons le résultat vrai pour F = • et G′ de poids strictement inférieur à m. Deux
cas se présentent :
1. G= B+(H) : alors G(vn+1, . . . , vn+m)= B+vm+1(H(v2, . . . , vn+m−1)). On alors :
τ
(
F(v1)⊗G(v2, . . . , vm+1)
)= B+
vm+1 2
(
H(v2, . . . , vm+1)
1)⊗F (v11,2)
=G(w1, . . . ,wm)⊗ F(wm+1),
avec
(w1 ⊗ · · · ⊗wm+1)=
   .(v1 ⊗ · · · ⊗ vm+1)
=
  .(v1 ⊗ · · · ⊗ vm+1).
2. G=G1G2, G1 de degré k−1 compris entre 2 et m−1. Alors G(vn+1, . . . , vn+m)=
G1(v2, . . . , vk)G2(vk+1, . . . , vm+1) et par suite :
τ
(
F(v1)⊗G(v2, . . . , vm+1)
)=G1(v2, . . . , vk)1G2(vk+1, . . . , vm+1)2 ⊗ F(v1)1,2
=G(w1, . . . ,wm)⊗ F(wm+1),
avec
(w1 ⊗ · · · ⊗wm+1)=
   .(v1 ⊗ · · · ⊗ vm+1)
=
  .(v1 ⊗ · · · ⊗ vm+1).
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présentent :
1. F = B+(H) : alors F(v1, . . . , vn)= B+vn(H(v1, . . . , vn−1)). Par suite :
τ
(
F(v1, . . . , vn)⊗G(vn+1, . . . , vn+m)
)
=G(vn+1, . . . , vn+m)1,2 ⊗B+
vn
1
(
H(v1, . . . , vn−1)
2)
=G(w1, . . . ,wm)⊗F(wm+1, . . . ,wm+n),
avec
(w1 ⊗ · · · ⊗wm+1)=
   .(v1 ⊗ · · · ⊗ vm+1)
=
  .(v1 ⊗ · · · ⊗ vm+1).
2. F = F1F2, avec F1 de poids k compris entre 2 et n− 1.
Alors F(u1, . . . , un)= F1(u1, . . . , uk)F2(uk+1, . . . , un), d’où :
τ
(
F(v1, . . . , vn)⊗G(vn+1, . . . , vn+m)
)=G(vn+1, . . . , vn+m)1,2
⊗F1(v1, . . . , vk)2F2(vk+1, . . . , vn)1
=G(w1, . . . ,wm)⊗F(wm+1, . . . ,wm+n),
avec
(w1 ⊗ · · · ⊗wm+1)=
   .(v1 ⊗ · · · ⊗ vm+1)
=
  .(v1 ⊗ · · · ⊗ vm+1).
Donc le résultat est vrai pour toutes forêts F et G. ✷
Corollaire 18. (HP,R(V ), τ ) est une solution de l’équation de Yang–Baxter (1) et donc
(HP,R(V ), c) est une algèbre tressée.
Preuve. Soient F,G,H ∈ FP,R , de poids respectifs m,n,p. Soient u ∈ V⊗m, v ∈ V ⊗n,
w ∈ V ⊗p . On a alors :
(Id ⊗ τ ) ◦ (τ ⊗ Id) ◦ (Id⊗ τ )(F(u)⊗G(v)⊗H(w))
= (H ⊗G⊗ F)
  
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
= (H ⊗G⊗ F)



.(u⊗ v⊗w)

,
(τ ⊗ Id) ◦ (Id⊗ τ ) ◦ (τ ⊗ Id)(F(u)⊗G(v)⊗H(w))
= (H ⊗G⊗ F)
  
  .(u⊗ v⊗w)

= (H ⊗G⊗ F)



.(u⊗ v⊗w)

.
Les deux tresses apparaissant étant égales, on en déduit que (HP,R(V ), τ ) est une solution
de l’équation de Yang–Baxter. ✷
3.2. Construction du coproduit
Théorème 19. Soit  c :HP,R(V )→ HP,R(V ) ⊗ HP,R(V ) l’unique morphisme d’al-
gèbres vérifiant, pour tous x ∈HP,R(V ), v ∈ V :
 c
(
B+v (x)
)= B+v (x)⊗ 1+ (Id⊗B+v ) ◦ c(x), (17)
HP,R(V )⊗HP,R(V ) étant muni du produit tressé. Alors  c est un coproduit coassociatif
counitaire, de counité ε. Muni de ce coproduit, HP,R(V ) est une algèbre de Hopf tressée.
Remarque. Si c est le tressage trivial de V , alors  c est égal au coproduit  défini dans
[4,5] (voir la section 1).
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Dans la base F {v1}P,R ≈FP,R , le coproduit  c est donné par :
Preuve du théorème. (7) et (8) sont évidents. On pose :
X = {x ∈HP,R(V ) | (9) est vérifiée pour tout y ∈HP,R(V )}.
De façon immédiate, 1 ∈ X. Montrons que X est stable par B+v pour tout v ∈ V : soit
x ∈X.
B+v (x)′ ⊗B+v (x)′′ ⊗ y¯
= B+
v¯ 2
(
x¯1
)′ ⊗B+
v¯ 2
(
x¯1
)′′ ⊗ y1,2 d’après le point 5 du théorème 16,
= B+
v¯ 2
(
x¯1
)⊗ 1⊗ y¯1,2 + x¯1 ′ ⊗B+
v¯ 2
(
x¯1 ′′
)⊗ y¯1,2 par (17),
= B+
v¯ 2
(
x¯1
)⊗ 1⊗ y¯1,2 + x ′1 ⊗B+
v¯3
(
x ′′ 2
)⊗ y¯1,2,3 car x ∈X,
= B+v (x)′
1 ⊗B+v (x)′′
2 ⊗ y¯1,2 d’après le point 5 du théorème 16.
Montrons que X est une sous-algèbre : soient x1, x2 ∈X.
x1x2
′ ⊗ x1x2 ′′ ⊗ y¯
= (x11x2 2)′ ⊗ (x11x2 2)′′ ⊗ y1,2
= x11 ′ ⊗ x2 2 ′
3 ⊗ x11 ′′
3
x2
2 ′′ ⊗ y¯1,2
= x ′1
1
x ′2
3,5 ⊗ x ′′1
2,5
x ′′2
4 ⊗ y¯1,2,3,4 car x1, x2 ∈X.
(x1x2)′
1 ⊗ (x1x2)′′ 2 ⊗ y1,2
= x ′1x ′2
1 2 ⊗ x ′′1
1
x ′′2
3
⊗ y 2,3
= x ′1
2
x ′2
1,3 ⊗ x ′′1
1,4
x ′′2
5 ⊗ y¯2,3,4,5 par le point 4 du théorème 16.
Or, on a :
x ′1
2 ⊗ x ′2
1,3 ⊗ x ′′1
1,4 ⊗ x ′′2
5 ⊗ y¯2,3,4,5 = .y ⊗ x ′1 ⊗ x ′′1 ⊗ x ′2 ⊗ x ′′2 ,
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1 ⊗ x ′2
3,5 ⊗ x ′′1
2,5 ⊗ x ′′2
4 ⊗ y¯1,2,3,4 = .y ⊗ x ′1 ⊗ x ′′1 ⊗ x ′2 ⊗ x ′′2 .
Comme les deux tresses apparaissant sont égales, X=HP,R(V ), d’où (9). On montre (10)
de manière semblable.
On considère Y = {x ∈HP,R(V ) | ( c ⊗ Id) ◦ c(x)= (Id⊗ c) ◦ c(x)}. Montrons
que Y est une sous-algèbre : de manière évidente, 1 ∈ Y . De plus, d’après la proposition 5,
HP,R(V )⊗HP,R(V )⊗HP,R(V ) est une algèbre associative ; d’après le lemme 6, avec
(9) et (10),  c ⊗ Id et Id ⊗ c sont des morphismes d’algèbres de HP,R(V )⊗HP,R(V )
dans HP,R(V )⊗HP,R(V )⊗HP,R(V ) et donc ( c ⊗ Id) ◦ c et (Id⊗ c) ◦ c sont des
morphismes d’algèbres de HP,R(V ) dans HP,R(V )⊗HP,R(V )⊗HP,R(V ). Par suite, Y
est une sous-algèbre.
Montrons que Y est stable par B+v pour tout v ∈ V : si x ∈ Y , on pose ( c ⊗ Id) ◦
 c(x)= (Id⊗ c) ◦ c(x)= x ′ ⊗ x ′′ ⊗ x ′′′.
( c ⊗ Id) ◦ c
(
B+v (x)
)
= B+v (x)⊗ 1⊗ 1+ x ′ ⊗B+v (x ′′)⊗ 1+ x ′ ⊗ x ′′ ⊗B+v (x ′′′)
= (Id ⊗ c) ◦ c
(
B+v (x)
)
.
Donc Y = HP,R(V ) et par suite,  c est coassociatif. Donc HP,R(V ) est une bigèbre
tressée. La proposition 20 qui suit implique que  c est homogène de degré 0, donc
HP,R(V ) est une bigèbre graduée connexe. Par le lemme 12(2), c’est une algèbre de Hopf
tressée. ✷
Proposition 20. Soit F ∈FP,R , de poids n et soit v ∈ V ⊗n. Alors :
 c
(
F(v)
)= ∑
c∈Ad∗(F )
(
Pc(F )⊗Rc(F ))(ac(v))
=
∑
c∈Ad(F )
(
Pc(F )⊗Rc(F ))(ac(v))+ F(v)⊗ 1+ 1⊗ F(v),
où ac :V⊗n → V ⊗n est une application linéaire.
Preuve. Par récurrence sur n. Si F = 1, c’est immédiat. Supposons le résultat vrai pour
toute forêt de poids inférieur à n− 1. Deux cas se présentent :
1. F = F1F2, avec la forêt Fi de poids ni strictement inférieur à n. On a alors une
bijection :
Ad∗(F )→Ad∗(F1)×Ad∗(F2),
c→ (c|F1, c|F2).
Par suite, si v = v1 ⊗ v2 ∈ V ⊗n, v1 ∈ V ⊗n1 , v2 ∈ V ⊗n2 :
 c
(
F(v)
)= c(F1(v1)F2(v2))
=
( ∑
c ∈Ad (F )
(
Pc1(F1)⊗Rc1(F1)
)(
ac1(v1)
))
1 ∗ 1
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( ∑
c2∈Ad∗(F2)
(
Pc2(F2)⊗Rc2(F2)
)(
ac2(v2)
))
=
∑
ci∈Ad∗(Fi)
(
Pc1(F1)⊗Pc2(F2)⊗Rc1(F1)Rc2(F2)
)
(Id ⊗ bc ⊗ Id)
(
ac1(v1)⊗ ac2(v2)
)
=
∑
c∈Ad∗(F )
(
Pc(F )⊗Rc(F ))(Id ⊗ bc ⊗ Id)(ac|F1 (v1)⊗ ac|F2 (v2)),
où bc est une certaine tresse (proposition 17). On prend alors ac = (Id⊗ bc⊗ Id) ◦ (ac|F1 ⊗
ac|F2 ).
2. F = B+(F1) : on a alors une bijection de Ad∗(F ) − {coupe totale de F } dans
Ad∗(F1) envoyant c sur c|F1 . De plus, si v = u ⊗ vn, avec u ∈ V ⊗(n−1) alors F(v) =
B+vn(F1(u)). Par suite :
 c
(
F(v)
)= F(v)⊗ 1+ ∑
c∈Ad∗(F1)
(
Pc(F1)⊗B+
(
Rc(F1)
))
(ac ⊗ Id)(u⊗ vn)
=
∑
c∈Ad∗(F )
(
Pc(F )⊗Rc(F ))(ac(v)),
avec ac = ac|F1 ⊗ Id si c n’est pas la coupe totale de F et ac = Id sinon. ✷
On peut décrire les applications ac à l’aide du monoïde B+n de la manière suivante :
Proposition 21. Soient F ∈ FP,R et c ∈Ad∗(F ). Soient sn b,d · · ·b,d s1 les sommets
de F . Soient si1 , . . . , sik les sommets de Pc(F ), i1  · · · ik , sj1, . . . , sjl les sommets de
Rc(F ), j1  · · · jl . On pose (i)= (i1, . . . , ik) et (j)= (j1, . . . , jl). Soit b(i),(j) l’élément
de Bn obtenue en reliant d’abord les sommets n− l+1, . . . , n aux sommets j1, . . . , jl dans
cet ordre puis les sommets 1, . . . , k au sommets i1, . . . , ik dans cet ordre. Alors pour tout
v ∈ V ⊗n, ac(v)= b(i),(j).v.
Exemple. Si (i)= (2,4) et (j)= (1,3,5), alors :
Preuve. Par récurrence sur poids(F ). Si F = 1, c’est immédiat. Supposons la proposition
vraie pour toute forêt de poids strictement inférieur à n. Deux cas se présentent :
1. F = F1F2, poids(Fi) < n. Posons alors c1 = c|F1 , c2 = c|F2 et :
i1,1, . . . , i1,k1 les sommets de P
c1(F1),
i2,1, . . . , i2,k2 les sommets de Pc2(F2),
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j2,1, . . . , j2,l2 les sommets de R
c2(F2).
Alors (i)= (i1,1, . . . , i1,k1, i2,1, . . . , i2,k2) et (j)= (j1,1, . . . , j1,l1, j2,1, . . . , j2,l2). De plus,
d’après la preuve de la proposition précédente, on alors :
ac =
(
Id⊗k1 ⊗ bl1,k2 ⊗ Id⊗l2
) ◦ (ac1 ⊗ ac2)
= (Id⊗k1 ⊗ bl1,k2 ⊗ Id⊗l2) ◦ (b(i1),(j1) ⊗ b(i2),(j2))
par l’hypothèse de récurrence,
= b(i),(j).
2. F = B+(F1) : si c est la coupe totale de F , alors (i) = (1, . . . , n) et (j) = ∅, d’où
b(i),(j) = Id = ac. Sinon, posons c′ = c|F1 . Les sommets de Pc′ (F1) sont i1, . . . , ik , et les
sommets de Rc′ (F1) sont j1, . . . , jl−1. De plus, jl = n. En posant (j ′)= (j1, . . . , jl−1), on
a alors :
ac = (ac′ ⊗ Id)
= (b(i),(j ′) ⊗ Id) par l’hypothèse de récurrence,
= b(i),(j). ✷
Remarque. Si la tresse de V est inversible, alors les ac sont tous inversibles.
3.3. Antipode de HP,R(V )
Pour tout i ∈ {1, . . . , n− 1}, on pose :
τi = (i, i + 1) ∈ Sn, σi = ∈ B+n .
(Voir [18].) Pour tout τ ∈ Sn, soit τ = τi1 . . . τik une décomposition réduite de σ . On pose
alors :
bτ = σi1 . . . σik .
Remarquons que bτ ne dépend pas de la décomposition de τ choisie.
Exemple. Soit
τ =
(
1 2 3 4
3 1 4 2
)
∈ S4.
Alors τ = τ2τ1τ3, donc
bτ = .
Remarque. bτ est la tresse obtenue en reliant le sommet n au sommet τ (n), puis le sommet
n− 1 au sommet τ (n− 1), . . . , puis le sommet 1 au sommet τ (1) (du bas vers le haut).
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· · · b,d s1. Soit c une coupe de F et soit Wch,d (F ) le résultat de cette coupe ; soient
s′1, . . . , s′n les sommets de W
c
h,d (F ), s
′
n b,d · · · b,d s′1. Il existe une bijection naturelle
σ¯c entre les sommets de F et les sommets de Wch,d (F ) ; on pose σc ∈ Sn, telle que pour
tout i , s′σc(i) = σ¯c(si ). Enfin, on note nc le nombre de coupes élémentaires constituant c.
Théorème 22. Soient F = t1 . . . tm ∈FP,R et v ∈ V⊗poids(F ). Alors :
T
(
F(v)
)= (−1)m ∑
c coupe de F
(−1)ncWch,d (F )(bσc .v).
Preuve. Récurrence semblable à celle de [4,5], utilisant la proposition 21. ✷
Exemple. Soit v ∈ V ⊗4.
Proposition 23. Les conditions suivantes sont équivalentes :
1. τ est inversible.
2. c est inversible.
3. T est inversible.
Preuve. 1⇒ 3. Découle immédiatement de la proposition 14.
3⇒ 2. Supposons T inversible. Soit ∑ vi ⊗wi ∈ Ker(c). On a alors, en utilisant (15) :
T
(∑
•vi•wj
)
=
∑
m ◦ (T ⊗ T ) ◦ τ (•vi ⊗•wi )
=
∑
m ◦ (T ⊗ T ) ◦ (•⊗ •) ◦ c(vi ⊗wi)
= 0,
ce qui implique que
∑•vi•wi = 0 et donc∑vi ⊗wi = 0 : c est injective.
Montrons que c est surjective. Soit v ⊗ w ∈ V ⊗ V . Comme T est inversible,
d’après (15), en notant M l’idéal d’augmentation de HP,R(V ), on a T −1(M2)=M2. Par
suite, comme T est homogène, il existe
∑
vi ⊗wi ∈ V ⊗ V tel que ∑T (•vi•wi )= •v•w .
On a donc :
• • (v⊗w)= •v•w =
∑
T (•vi•wi )
=
∑
T (•wi )T (•vi )=
∑
(−•wi )(−•vi )
=
∑
•wi •vi = • •
(
c
(∑
vi ⊗wi
))
.
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2⇒ 1. Découle immédiatement de la proposition 17. ✷
4. Dualité dans les algèbres HP,R(V )
Désormais, tous les espaces tressés considérés ont une tresse inversible.
4.1. Propriétés de l’application γ
On rappelle que γ est définie dans la section 1.
Proposition 24. Soient x, y ∈HP,R(V ).
1. γ (xy)= γ (x)ε(y)+ (x ⊗ 1)γ (y).
2. y¯ ⊗ γ (x¯)= y¯1,2 ⊗ x1 2 ⊗ x21, avec γ (x)= x1 ⊗ x2.
3. γ (y¯)⊗ x¯ = y11 ⊗ y2 2 ⊗ x¯1,2, avec γ (y)= y1 ⊗ y2.
Preuve. On peut se limiter au cas où x = F(u1, . . . , un) et y =G(un+1, . . . , un+m), avec
F,G ∈FP,R .
1. C’est trivial si G = 1. Sinon, il faut montrer que γ (xy) = (x ⊗ 1)γ (y), ce qui est
immédiat.
2. Si F n’est pas de la forme F1•, les deux termes de l’égalité sont nuls. Supposons
F = F1•.
y¯ ⊗ γ (x¯)=G(w1, . . . ,wm)⊗ F1(wm+1, . . . ,wm+n−1)⊗ •wm+n,
y¯1,2 ⊗ x1 2 ⊗ x21 =G(un+1, . . . , un+m)1,2 ⊗F1(u1, . . . , un−1)2 ⊗ •un1
=G(w′1, . . . ,w′m)⊗ F1(w′m+1, . . . ,w′m+n−1)⊗ •w′m+n,
avec, d’après la proposition 17,
w1 ⊗ · · · ⊗wm+n =
  .(u1 ⊗ · · · ⊗ um+n),
w′1 ⊗ · · · ⊗w′m+n =
   .(u1 ⊗ · · · ⊗ um+n).
Les deux tresses apparaissant étant égales, on a l’égalité demandée. Le point 3 se démontre
de la même manière. ✷
Lemme 25. Soit p =∑F∈FP,R F (uF ) un élément primitif non nul de HP,R(V ). Alors il
existe G ∈FP,R, telle que uG•, soit non nul.
Preuve. Choisissons F = t1 . . . tk telle que :
1. uF = 0 ;
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3. Si de plus l = k, alors poids(t ′l ) poids(t ′k).
Une étude simple des coupes admissibles (voir [4], lemme 77 et [5]) montre que si G
possède une coupe admissible c telle que Pc(G) = B−(tn) et Rc(G) = t1 . . . tn−1• avec
uG = 0, alors G= F et la coupe c est unique. Par suite, dans la décomposition suivante :
 c(p)=
∑
F1,F2∈FP,R
(F1 ⊗ F2)(v(F1,F2)),
vB−(tn),t1...tn−1• = ac(uF ) d’après la proposition 20. De plus, comme ac est inversible, ceci
est non nul. Comme p est primitif, nécessairement B−(tn) = 1 et donc F = t1 . . . tn−1•.
On prend donc G= t1 . . . tn−1. ✷
Corollaire 26. γ|Prim(HP,R(V )) : Prim(HP,R(V ))→HP,R(V )⊗ V est injective.
Preuve. Si p =∑F∈FP,R F (uF ), par définition de γ , γ (p) =∑G∈FP,R (G ⊗ •)(uG•).
Par suite, si p est un primitif non nul, d’après le lemme précédent, il existe G ∈FP,R , telle
que uG• est non nul, d’où γ (p) est non nul. ✷
4.2. Construction du couplage
Définition 27. Soient (V , c) et (V ′, c′) deux espaces tressés et soit ( , )V :V ′ × V → K
une forme bilinéaire. On dira que ( , )V est un couplage d’espaces tressés si pour tous
v1, v2 ∈ V , w1,w2 ∈ V , (w1 ⊗w2, v2 ⊗ v1)V = (w2 ⊗w1 , v1 ⊗ v2)V .
Exemple. Si V est de dimension finie, on prend V ′ = V ∗ ; le tressage c′ est donné par :
V ∗ ⊗ V ∗ ∼−→ (V ⊗ V )∗ c∗−→ (V ⊗ V )∗ ∼−→ V ∗ ⊗ V ∗.
La forme bilinéaire ( , )V est donnée par (f, x)V = f (x).
Théorème 28. Soient (V , c) et (V ′, c′) deux espaces tressés et soit ( , )V :V ′ × V → K
un couplage d’espaces tressés. Alors il existe un unique couplage noté ( , )H :HP,R(V ′)×
HP,R(V )→K vérifiant :
1. (1, y)H = ε(y), ∀y ∈HP,R(V ) ;
1′. (x,1)H = ε(x), ∀x ∈HP,R(V ′) ;
2. (xy, z)H = (x ⊗ y, c(z))H, ∀x, y ∈HP,R(V ′), z ∈HP,R(V ) ;
2′. (x, yz)H = ( c′(x), y ⊗ z)H, ∀x ∈HP,R(V ′), y, z ∈HP,R(V ) ;
3. (B+(x ⊗w),y)H = (x ⊗w,γ (y))H, ∀x ∈HP,R(V ), w ∈ V ′, y ∈HP,R(V ) ;
3′. (x,B+(y ⊗ v))H = (γ (x), y ⊗ v)H, ∀x ∈HP,R(V ), v ∈ V, y ∈HP,R(V ) ;
4. (x1⊗ x2, y2 ⊗ y1)H = (x2 ⊗ x1, y1⊗ y2)H, ∀x1, x2 ∈HP,R(V ), y1, y2 ∈HP,R(V ′) ;
5. (•w,•v)H = (w,v)V , ∀v ∈ V, w ∈ V ′ ;
6. Si x ∈HP,R(V ′), y ∈HP,R(V ) sont homogènes de poids différents, alors (x, y)H = 0.
7. V ⊥ = (0)⇔HP,R(V )⊥ = (0) ;
7′. V ′⊥ = (0)⇔HP,R(V ′)⊥ = (0) ;
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Remarque. Si V et V ′ sont tressés trivialement, on retrouve le couplage ( , ) défini dans
[4,5] (voir partie 1).
Preuve. HP,R(V ) étant une cogèbre, son dual graduéHP,R(V )∗ est une algèbre. Par suite,
il existe un unique morphisme d’algèbres Φ :HP,R(V ′)→HP,R(V )∗, tel que pour tout
w ∈ V ′, Φ ◦B+w = γ ∗w ◦Φ , avec γw :HP,R(V )→HP,R(V ) défini de la manière suivante :
γw(x)= x1(w,x2)V , où γ (x)= x1 ⊗ x2.
On pose alors (x, y)H = Φ(x)(y). Comme Φ(1)= 1HP,R(V )∗ = ε, 1 est vérifiée. Comme
Φ est un morphisme d’algèbres, 2 est vérifiée. Comme Φ ◦B+w = γ ∗w ◦Φ , 3 est vérifiée.
Comme 1 est un élément de type groupe de HP,R(V ), d’après 2, x → (x,1)
est un morphisme d’algèbres de HP,R(V ′) dans K . Comme γ (1) = 0, d’après 3,
(B+w (x),1)H = 0. Par suite, x→ (x,1) coïncide avec ε, ce qui démontre 1′.
Pour tous v ∈ V , w ∈ V ′ :
(•w,•v)H =
(
B+(1⊗w),•v
)
H =
(
1⊗w,γ (•v)
)
H = (1⊗w,1⊗ v)H
= ε(1)(w,v)V = (w,v)V ,
donc 5 est vérifiée.
Pour montrer 6, on peut prendre x = F(w1, . . . ,wn) et y =G(v1, . . . , vm). Le résultat
se démontre alors par récurrence sur le poids de F .
On considère X3 = {x ∈HP,R(V )/3′ est vérifiée pour tout y ∈HP,R(V ), v ∈ V }.
D’après 1, (1,B+(y ⊗ v))H = ε(B+v (y)) = 0 = (γ (1), y ⊗ v), donc 1 ∈ X3. Soient
x1, x2 ∈X3.(
x1x2,B
+(y ⊗ v))H
= (x1 ⊗ x2, c(B+v (y)))H d’après 2,
= (x1 ⊗ x2,B+v (y)⊗ 1+ y ′ ⊗B+v (y ′′))H d’après (17),
= (γ (x1)ε(x2), y ⊗ v)H + (x1 ⊗ γ (x2), y ′ ⊗ y ′′ ⊗ v)H car x1, x2 ∈X3,
= (γ (x1)ε(x2)+ (x1 ⊗ 1)γ (x2), y ⊗ v)H d’après 2,
= (γ (x1x2), y ⊗ v)H d’après la proposition 24-(1).
Donc X3 est une sous-algèbre. Montrons que X3 est stable par B+w pour tout w ∈ V ′. Soit
x ∈X3 :(
B+w (x),B+v (y)
)
H =
(
x ⊗w,γ (B+v (y)))H d’après 3,
= (x,1)H(w,v)V ε(y)
= ε(x)ε(y)(w,v)V d’après 1′,(
γ (B+w (x)), y ⊗ v
)
H = (1⊗w,y ⊗ v)Hε(x)
= ε(x)ε(y)(w,v)V .
Par suite, X3 =HP,R(V ), ce qui démontre 3′.
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Yx =
{
x2 ∈HP,R(V ′) | (x ⊗ x2, y2 ⊗ y1)H = (x2 ⊗ x¯, y1 ⊗ y2)H,
∀y1, y2 ∈HP,R(V )
}
,
Y = {x ∈HP,R(V ′) | Yx =HP,R(V ′)}.
On a immédiatement 1 ∈ Y et 1 ∈ Yx pour tout x ∈HP,R(V ′). De plus, les propriétés 5
et 6 impliquent que pour tous w1,w2 ∈ V ′, •w1 ∈ Y•w2 . Une récurrence simple sur le poids
de x montre que •w ∈ Yx pour tout w ∈ V ′ et pour tout x ∈HP,R(V ′).
Montrons que Yx est stable par B+w pour tout w ∈ V ′. Soit x2 ∈ Yx .(
x ⊗B+w (x2), z¯⊗ y¯
)
H
= (x ⊗ x2 ⊗w, z¯⊗ γ (y¯))H d’après 3,
= (x ⊗ x2 ⊗w, z¯1,2 ⊗ y1 2 ⊗ y21)H d’après la proposition 24-(2),
= (x2 ⊗ x¯ ⊗w,y1 ⊗ z¯⊗ y2)H car x2 ∈ Yx,
= (x21,⊗•w 2 ⊗ x¯1,2, γ (y)⊗ z)H car •w ∈ Yx¯1,
= (B+
v¯ 2
(
x2
1)⊗ x¯1,2, y ⊗ z)H d’après 3,
= (B+v (x2) ⊗ x¯, y ⊗ z)H d’après le théorème 16-(5).
Montrons que si x1 ∈ Yx , x2 ∈ Yx ′ pour tout x ′, alors x1x2 ∈ Yx .
(x ⊗ x1x2, y2 ⊗ y1)H = (x ⊗ x1 ⊗ x2, y2 ⊗ y1 ′ ⊗ y1 ′′)H d’après 2,
= (x ⊗ x1 ⊗ x2, y21,2 ⊗ y ′1 2 ⊗ y ′′1 1)H d’après (10),
= (x1 ⊗ x¯ ⊗ x2, y ′1 ⊗ y2 ⊗ y ′′1 )H car x1 ∈ Yx,
= (x11 ⊗ x2 2 ⊗ x¯1,2, y ′1 ⊗ y ′′1 ⊗ y2)H car x2 ∈ Yx¯,
= (x11x2 2 ⊗ x¯1,2, y1 ⊗ y2)H d’après 2,
= (x1x2 ⊗ x¯, y1 ⊗ y2)H d’après (5).
Montrons que Y = HP,R(V ′) : montrons que x2 ∈ Yx pour tout x par récurrence sur le
poids de x2. On l’a déjà vu pour x2 = 1. Supposons le résultat vrai pour tout élément de
poids strictement inférieur à celui de x2. On peut se limiter aux deux cas suivants :
1. x2 = B+w (x3) : alors x3 ∈ Yx , et cela découle immédiatement de la première remarque.
2. x2 = x3x4, avec x3 et x4 vérifiant le résultat. On conclut immédiatement avec la
deuxième remarque.
Par suite, la propriété 4 est vraie.
On considère l’ensemble suivant :
Y2 =
{
x ∈HP,R(V ′) | (x, yz)H =
(
 c′(x), y ⊗ z
)
H, ∀y, z ∈HP,R(V )
}
.
Le point 2 implique que 1 ∈ Y2. Montrons que Y2 est stable par B+w pour tout w ∈ V ′. Soit
x ∈ Y2.
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(
B+w (z)
)
, y ⊗ z)H
= (B+w (x)⊗ 1+ x ′ ⊗B+v (x ′′), y ⊗ z)H d’après (17),
= (x ⊗w,γ (y)ε(z)+ (y ⊗ 1)γ (z))H d’après 2 et 3,
= (x ⊗w,γ (yz))H d’après la proposition 24(1),
= (B+w (x), yz)H d’après 3.
Montrons que Y2 est une sous-algèbre : soient x1, x2 ∈ Y2.
(x1x2, yz)H =
(
x1 ⊗ x2, y ′z′ ⊗ y ′′z′′
)
H d’après 2,
= (x ′1 ⊗ x ′′1 ⊗ x ′2 ⊗ x ′′2 , y ′ ⊗ z′ ⊗ y ′′ ⊗ z′′)H car x1, x2 ∈ Y2,
= (x ′1 ⊗ x ′2 ⊗ x ′′1 ⊗ x ′′2 , y ′ ⊗ y ′′ ⊗ z′ ⊗ z′′)H d’après 4,
= (x ′1x ′2 ⊗ x ′′1 x ′′2 , y ⊗ z)H d’après 2,
= ( c′(x1x2), y ⊗ z)H.
Par suite, Y2 =HP,R(V ′), ce qui démontre 2′.
Par suite, le morphismeΦ :HP,R(V ′)→HP,R(V )∗ est à valeur dans le dual de Hopf de
HP,R(V ) et est un morphisme de bigèbres tressées. Par le lemme 12(1), Φ ◦ T = T ∗ ◦Φ ,
ce qui équivaut au point 8.
Montrons 7.
⇐ : découle immédiatement de 5 et 6.
⇒ : supposons V ⊥ = (0) et I =HP,R(V )⊥ non nul. Comme ( , ) est un couplage de
Hopf, I est un biidéal de HP,R(V ′). De plus, d’après 6, I est gradué. Soit x un élément
non nul de I homogène de poids minimal n. Comme I est un coidéal, x est primitif.
Pour tout y ∈HP,R(V ), v ∈ V , (x,B+v (y))H = (γ (x), y ⊗ v)H = 0 d’après 3′. Par suite,
γ (x) ∈ I ⊗V +HP,R(V ′)⊗V ⊥ = I ⊗V . Or γ (x) ∈ (HP,R(V ′))n−1 ⊗V . Par minimalité
de n, γ (x)= 0. D’après le corollaire 26, x = 0 : contradiction. DoncHP,R(V )⊥ = (0). On
montre 7′ de la même manière. ✷
Remarque. Lorsque V et V ′ sont de dimension finie et que ( , )V est non dégénéré,
HP,R(V ′) et donc isomorphe au dual gradué de HP,R(V ) comme algèbre de Hopf tressée
graduée par l’isomorphisme :
HP,R(V ′)→HP,R(V )∗g,
x→ (x, .)H.
4.3. Cas des espaces tressés diagonaux
Définition 29. (V , c) est un espace tressé diagonal s’il existe une base (vi)i∈D de V et des
scalaires tous non nuls qi,j , i, j ∈D tels que :
vj ⊗ vi = qi,j vj ⊗ vi .
La base (vi)i∈D est appelée base diagonale de V .
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de la base (vi)i∈D est une base deHP,R(V ). On l’identifie avecFDP,R en identifiant vi avec
i pour tout i ∈D.
Proposition 30. 1. F {vi , i∈D}P,R est une base diagonale de HP,R(V ) : pour toutes forêts
F = F(vi1 , . . . , vin ) et G=G(vj1 , . . . , vjm) dans F {vi , i∈D}P,R ,
!G⊗ !F = qF,GG⊗F, avec qF,G =
∏
α,β
qiα,jβ .
2. Pour toute forêt F ∈FDP,R ,  c(F )=
∑
c∈Ad∗(F ) qcP
c(F )⊗Rc(F ), les qc etont des
scalaires non nuls, produits de qi,j .
Preuve. 1. Découle de la proposition 17.
2. Découle de la proposition 20. ✷
Lorsque V est un espace tressé diagonal, on pose V ′ = V comme espace vectoriel, avec
c′ défini par c′(vi⊗vj )= qj,ivj ⊗vi . Remarquons que (V , c)= (V ′, c′) si, et seulement si,
qi,j = qj,i pour tous i, j ∈D. On vérifie que le couplage suivant est un couplage d’espaces
tressés :
(vi , vj )V = δi,j .
Il est évidemment non dégénéré. On a alors un couplage de Hopf non dégénéré entre
HP,R(V ′) et HP,R(V ).
4.4. Algèbres H•(V ) et B(V )
Soit H•(V ) la sous-algèbre de HP,R engendrée par •v, v ∈ V .
Proposition 31. H•(V ) est une sous-algèbre de Hopf tressée de HP,R(V ).
Preuve. On remarque que H•(V ) = vect{•n(v1, . . . , vn) | n ∈ N, vi ∈ V }. Le résultat
découle alors immédiatement des propositions 17 et 20. ✷
Proposition 32. 1. Supposons que ( , )V soit un couplage d’espaces tressés non dégénéré.
Alors H•(V ′)⊥ est un biidéal gradué de HP,R(V ), concentré en degré supérieur ou égal
à deux.
2.H•(V )∩H•(V ′)⊥ est le plus grand coidéal deHP,R(V ) qui soit gradué et concentré
en degré supérieur ou égal à 2 (et donc ne dépend pas de V ′).
Preuve.
1. Comme ( , )H est un couplage de Hopf et que H•(V ′) est une sous-algèbre de Hopf
de HP,R(V ′), H•(V ′)⊥ est un biidéal. Comme ( , )H vérifie 6 et que H•(V ′) est graduée,
H•(V ′)⊥ est gradué. Comme ( , )H restreint à V ′ ×V est égal à ( , )V qui est non dégénéré,
(H•(V ′)⊥)1 = (0).
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v1, . . . , vn ∈ V . Pour tout x ∈ I :
(•v1 · · · •vn, x)H =
(•v1 ⊗ · · · ⊗ •vn, x(1)⊗ · · · ⊗ x(n))H
∈
(
V ′ ⊗ · · · ⊗ V ′,
∑
i+j=n−1
HP,R(V )⊗i ⊗ I ⊗HP,R(V )⊗j
)
H
.
Comme I est concentré en degré supérieur ou égal à 2, ceci est nul par la propriété 6, donc
I ⊆H•(V )∩H•(V ′)⊥. ✷
On pose alors :
B(V )= H•(V )H•(V ) ∩H•(V ′)⊥ .
D’après la proposition précédente, B(V ) ne dépend pas de V ′ et est muni d’une structure
d’algèbre de Hopf tressée graduée par passage au quotient. De plus, V s’identifie avec
H•(V )1. Enfin, le couplage ( , )H induit un couplage B(V ′)× B(V )→ K non dégénéré
vérifiant les propriétés 1, 1′, 2, 2′, 4, 5, 6 et 8 du théorème 28. En particulier, si V est de
dimension finie, H•(V ′) s’identifie au dual gradué de H•(V ).
5. Algèbres de Hopf HP,R(V ), avec V module de Yetter–Drinfeld
5.1. Rappels : modules de Yetter–Drinfeld
On rappelle la définition classique suivante (voir par exemple [1,13,14,17]) :
Définition 33. Soit C une algèbre de Hopf. Soit V un espace vectoriel, muni d’une
structure de C-comodule et de C-module par les applications suivantes :
δ :V → C ⊗ V, m :C ⊗ V → V,
v→ v0 ⊗ v1, c⊗ v→ c.v.
On dira que (V ,m, δ) est un module de Yetter–Drinfeld sur C si :
∀v ∈ V, c ∈C, (c.v)0 ⊗ (c.v)1 = c′v0S(c′′′)⊗ c′′.v1.
On notera CCYD la catégorie des modules de Yetter–Drinfeld sur C.
Soit V ∈CC YD. Alors (V , c) est un espace tressé avec c défini de la manière suivante :
w¯⊗ v¯ = v0.w⊗ v1.
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Théorème 34. Soit C une algèbre de Hopf, V ∈CC YD. Alors HP,R(V ) est muni d’une
structure de module de Yetter–Drinfeld sur C définie par récurrence de la manière
suivante :
c.1 = ε(c)1, c.(t1 . . . tn)= c(1).t1 . . . c(n).tn,
c.•v = •c.v, c.B+v (F )= B+c′′ .v(c′.F );
δ(1) = 1⊗ 1, δ(t1 . . . tn)= (t1)0 . . . (tn)0 ⊗ (t1)0 . . . (tn)0,
δ(•v) = v0 ⊗ •v1, δ
(
B+v (F )
)= F0v0 ⊗B+v1(F1).
De plus, le produit de HP,R(V ) est un morphisme de modules de Yetter–Drinfeld de
HP,R(V )⊗HP,R(V ) dans HP,R(V ).
Preuve. Montrons d’abord que HP,R(V ) est un C-module. Il s’agit de montrer que pour
toute forêt F et pour tous c1, c2 ∈ c, c1.(c2.F )= (c1c2).F . Procédons par récurrence sur le
poids de F . C’est immédiat si F = 1 et découle du fait que V est un C-module si F = •v .
Supposons le résultat vrai pour toute forêt de poids strictement plus petit que le poids de F .
Deux cas se présentent :
1. F = t1 . . . tn, n 2.
c1.(c2.F )= c1.
(
c
(1)
2 .t1 . . . c
(n)
2 .tn
)
= c(1)1 .
(
c
(1)
2 .t1
)
. . . c
(n)
1 .
(
c
(n)
2 .tn
)
= (c(1)1 c(1)2 ).t1 . . . (c(n)1 c(n)2 ).tn par l’hypothèse de récurrence,
= ((c1c2)(1)).t1 . . . ((c1c2)(n)).tn
= (c1c2).t1 . . . tn.
2. F = B+v (F1). On a alors :
c1.(c2.F )= c1.B+c′′2 .v(c
′
2.F1)
= B+
c′′1 .(c′′2 .v)
(
c′1(c
′
2.F1)
)
= B+
(c′′1c′′2 ).v
(
(c′1c′2).F1
)
par l’hypothèse de récurrence,
= (c1c2).F.
Montrons queHP,R(V ) est un C-comodule. Il s’agit de montrer que pour toute forêt F ,
F ′0 ⊗ F ′′0 ⊗ F1 = F0 ⊗ F1,0 ⊗ F1,1. Procédons par récurrence sur le poids de F . C’est
immédiat si F = 1 et découle du fait que V est un C-comodule si F = •v . Supposons le
résultat vrai pour toute forêt de poids strictement plus petit que le poids de F . Deux cas se
présentent :
1. F = t1 . . . tn, n 2.
F ′0 ⊗ F ′′0 ⊗F1 = (t1)′0 . . . (tn)′0 ⊗ (t1)′′0 . . . (tn)′′0 ⊗ (t1)0 . . . (tn)0
= (t1)0 . . . (tn)0 ⊗ (t1)1,0 . . . (tn)1,0 ⊗ (t1)1,1 . . . (tn)1,1
= F0 ⊗F1,0 × F1,1.
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2. F = B+v (G). On a alors :
F ′0 ⊗ F ′′0 ⊗F1 =G′0v′0 ⊗G′′0v′′0 ⊗B+v1(G1)
=G0v0 ⊗G1,0v1,0 ⊗B+v1,1(G1,1) par l’hypothèse de récurrence,
= F0 ⊗F1,0 ⊗ F1,1.
Par définition de l’action et de la coaction, le produit de HP,R(V ) est un morphisme de
modules et de comodules, ce qui peut s’écrire : pour tous x, y ∈HP,R(V ), c ∈ C :
c.(xy)= c′.xc′′.y, (18)
(xy)0 = x0y0 ⊗ x1y1. (19)
Montrons que HP,R(V ) ∈CC YD. Il s’agit de montrer que pour toute forêt F et pour
tout c ∈ C, (c.F )0 ⊗ (c.F )1 = c′F0S(c′′′)⊗ c′′.F1. Procédons par récurrence sur le poids
de F . C’est immédiat si F = 1 et découle du fait que V ∈CC YD si F = •v . Supposons le
résultat vrai pour toute forêt de poids strictement plus petit que le poids de F . Deux cas se
présentent :
1. F = F1F2, les Fi de poids strictement inférieur au poids de F .
(c.F )0 ⊗ (c.F )1 = (c′.F1c′′.F2)0 ⊗ (c′.F1c′′.F2)1
= (c′.F1)0.(c′′.F2)0 ⊗ (c′.F1)1(c′′.F2)1
= c(1)(F1)0S
(
c(3)
)
c(4)(F2)0S
(
c(6)
)⊗ c(2).(F1)1c(5).(F2)1
= c(1)(F1)0(F2)0S
(
c(4)
)⊗ c(2).(F1)1c(3).(F2)1
= c(1)(F1)0(F2)0S
(
c(3)
)⊗ c(2).((F1)1(F2)1)
= c(1)F0S
(
c(3)
)⊗ c(2).(F1).
(On a utilisé l’hypothèse de récurrence pour la troisième égalité.)
2. F = B+v (G) :
(c.F )0 ⊗ (c.F )1 = (c′.G)0(c′′.v)0 ⊗B+(c′′.v)1
(
(c′.G)1
)
= c(1)G0S
(
c(3)
)
c(4)v0S
(
c(6)
)⊗B+
c(2).v1
(
c(5).G1
)
= c(1)G0v0S
(
c(4)
)⊗B+
c(2).v1
(
c(3).G1
)
= c(1)G0v0S
(
c(3)
)⊗ c(2).B+v1(G1)
= c(1)F0S
(
c(3)
)⊗ c(2).F.
(On a utilisé l’hypothèse de récurrence pour la deuxième égalité.) ✷
Proposition 35. Soit F ∈FP,R de poids n, v1, . . . , vn ∈ V , c ∈C. On a :
c.F (v1, . . . , vn)= F
(
c(1).v1, . . . , c
(n).vn
)
,
δ
(
F(v1, . . . , vn)
)= (v1)0 . . . (vn)0 ⊗F ((v1)1, . . . , (vn)1).
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Soit V ∈CC YD. Alors V est un espace tressé ; d’après la proposition 15, HP,R(V )
possède un tressage τ . De plus, HP,R(V ) ∈CC YD, donc HP,R(V ) possède un second
tressage τ ′.
Lemme 36. τ et τ ′ sont égaux.
Preuve. Il suffit de montrer que τ ′ vérifie les 6 propriétés de la proposition 15. Elles
découlent tous de calculs directs. ✷
D’après le théorème 19, HP,R(V ) est muni d’un coproduit  c, la munissant d’une
structure d’algèbre de Hopf tressée.
Théorème 37.  c est un morphisme de modules de Yetter–Drinfeld de HP,R(V ) dans
HP,R(V )⊗HP,R(V ), c’est-à-dire :
(c.x)′ ⊗ (c.x)′′ = c′.x ′ ⊗ c′′.x ′′, (20)
x0 ⊗ (x1)′ ⊗ (x1)′′ = (x ′)0(x ′′)0 ⊗ (x ′)1 ⊗ (x ′′)1. (21)
En conséquence,HP,R(V ) est une algèbre de Hopf dans la catégorie CCYD
Lemme 38. Soient V ∈CC YD, b ∈C, z ∈ V . Alors b′z0 ⊗ b′′.z1 = (b′.z)0b′′ ⊗ (b′.z)1.
Preuve du lemme. Comme V ∈CC YD :
(b′.z)0b′′ ⊗ (b′.z)1 = b(1)z0S
(
b(3)
)
b(4)⊗ b(2).z1 = b′z0 ⊗ b′′.z1. ✷
Preuve du théorème. Montrons (20) par récurrence sur le poids de x . C’est immédiat si
x = 1. Supposons le résultat vrai pour tout y de poids strictement inférieur à celui de x . On
peut se ramener aux deux cas suivants :
1. x = B+v (y) :
(c.x)′ ⊗ (c.x)′′
= c
(
Bc′′ .v(c
′.y)
)
= B+
c′′ .v(c
′.y)⊗ 1+ (c′.y)′ ⊗Bc′′ .v
(
(c′.y)′′
)
par (17),
= c.x ⊗ 1+ c′.y ′ ⊗Bc′′′ .v(c′′.y ′′) d’après l’hypothèse de récurrence,
= c′.x ⊗ c′′.1+ c′.y ′ ⊗ c′′.B+v (y ′′)
= c′.x ′ ⊗ c′′.x ′′.
2. x = x1x2, avec poids(xi) < poids(x). On a alors :(
c.(x1x2)
)′ ⊗ (c.(x1x2))′′ = (c′.x1c′′.x2)′ ⊗ (c′.x1c′′.x2)′′
= [(c(1).x ′1)⊗ (c(2).x ′′1 )][(c(3).x ′2)⊗ (c(4).x ′′2 )]
= (c(1).x ′1)[((c(2).x ′′1 )0c(3)).x ′2]⊗ (c(2).x ′′1 )1(c(4).x ′′2 );
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(
x ′1
[
(x ′′1 )0.x ′2
])⊗ c′′.((x ′′1 )1x ′′2 )
= (c(1).x ′1)[((c(2)x ′′1 )0).x ′2]⊗ (c(3).(x ′′1 )1)(c(4).x ′′2 ).
(On a utilisé l’hypothèse de récurrence pour la deuxième égalité.)
On conclut à l’aide du lemme 38, avec b = c(2) et z= x ′′1 .
Montrons (21) par récurrence sur le poids de x . C’est immédiat si x = 1. Supposons le
résultat vrai pour tout y de poids strictement inférieur à celui de x . On peut se ramener aux
deux cas suivants :
1. x = B+v (y) :
x0 ⊗ (x1)′ ⊗ (x1)′′
= y0v0 ⊗B+v1(y1)′ ⊗B+v1(y1)′′
= y0v0 ⊗Bv1(y1)⊗ 1+ y0v0 ⊗ (y1)′ ⊗B+v1(y ′′1 ) par (17),
= y0v0 ⊗Bv1(y1)⊗ 1+ (y ′)0(y ′′)0v0 ⊗ (y ′)1 ⊗B+v1
(
(y ′′)1
)
= (x ′)0(x ′′)0 ⊗ (x ′)1 ⊗ (x ′′)1 par (17).
(On a utilisé l’hypothèse de récurrence pour la troisième égalité).
2. x = yz, avec poids(y),poids(z) < poids(x). On a alors :
x0 ⊗ (x1)′ ⊗ (x1)′′
= y0z0 ⊗ (y1z1)′ ⊗ (y1z1)′′
= y0z0 ⊗ (y1)′
(
(y1)
′′)
0.(z1)
′ ⊗ ((y1)′′)1(z1)′′
= (y ′)0(y ′′)0(z′)0(z′′)0 ⊗ (y ′)1(y ′′)1,0.(z′)1 ⊗ (y ′′)1,1(z′′)1
= (y ′)0
(
(y ′′)0
)′
(z′)0(z′′)0 ⊗ (y ′)1
(
(y ′′)0
)′′
.(z′)1 ⊗ (y ′′)1(z′′)1.
(On a utilisé l’hypothèse de récurrence pour la troisième égalité et la coassociativité de δ
pour la dernière.)
(x ′)0(x ′′)0 ⊗ (x ′)1 ⊗ (x ′′)1
= (y ′)0
(
(y ′′)0.z′
)
0(y
′′)1,0(z′′)0 ⊗ (y ′)1
(
(y ′′)0.z′
)
1 ⊗ (y ′′)1,1(z′′)1
= (y ′)0
((
(y ′′)0
)′
.z′
)
0
(
(y ′′)0
)′′
(z′′)0 ⊗ (y ′)1
(
(y ′′)0.z′
)
1 ⊗ (y ′′)1(z′′)1.
(On a utilisé la coassociativité de δ pour la deuxième égalité).
On conclut à l’aide du lemme 38, avec b = (y ′′)0, z= z′. ✷
On peut donc effectuer un produit croisé HP,R(V )C (voir [1,14,17]). Cette algèbre de
Hopf est notée HCP,R(V ). Elle est décrite par la proposition suivante :
Proposition 39. HP,R(V ) et C sont des sous-algèbres deHP,R(V ). De plus, l’application
suivante est un isomorphisme d’espaces vectoriels :
HP,R(V )⊗C→HCP,R(V ),
x ⊗ c→ xc.
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HCP,R(V ) par la formule suivante : pour tout x ∈HP,R(V ), en notant  (x)= x(1)⊗ x(2)
son coproduit dans HCP,R(V ) :
 
(
B+v (x)
)= B+v (x)⊗ 1+ x(1)v0 ⊗B+v1(x(2)). (22)
Enfin, C est une sous-algèbre de Hopf de HCP,R(V ).
Preuve. Montrons la formule (22). On note c(x)= x ′⊗x ′′. On a alors (x)= x ′(x ′′)0⊗
(x ′′)1.
Par suite :
 
(
B+v (x)
)= B+v (x)⊗ 1+ x ′(B+v (x ′′))0 ⊗B+v (x ′′)1
= B+v (x)⊗ 1+ x ′(x ′′)0v0 ⊗B+v1
(
(x ′′)1
)
= B+v (x)⊗ 1+ x(1)v0 ⊗B+v1
(
x(2)
)
.
Le reste est immédiat. ✷
Remarque. HCP,R(V ) est une algèbre de Hopf graduée en mettant les éléments de C
homogènes de degré 0. On a alorsHCP,R(V )0 = C. Par suite, pour tout n ∈N, HCP,R(V )n
est un bimodule de Hopf sur C, donc HCP,R(V )1 est muni d’une structure de bimodule
de Hopf sur C en l’identifiant au quotient HCP,R(V )1/HCP,R(V )0. On a les formules
suivantes : pour tout v ∈ V , b, c ∈ C :
δG(•vc)= v0c′ ⊗ •v1c′′, δD(•vc)= •vc′ ⊗ c′′,
b.(•vc)= •b′.vb′′c, (•vc).b= •vcb.
Par suite, l’ensemble des coinvariants à droite (HCP,R(V )1)coinv = {x ∈HCP,R(V )1/δD(x)=
x ⊗ 1} est l’ensemble des •v, v ∈ V . Cet espace est muni d’une structure de module de
Yetter–Drinfeld sur C donnée par :
δ(•v)= v0 ⊗•v1,
c.•v = c′. •v .S(c′′)= •c′.vc′′S(c′′′)= •c.v.
Donc (HCP,R(V )1)coinv est isomorphe à V comme module de Yetter–Drinfeld sur C.
5.3. Dualité
Définition 40. Soient C et C′ deux algèbres de Hopf et soit ( , )C :C′ × C → K
un couplage de Hopf (éventuellement dégénéré). Soient V ∈CC YD, V ′ ∈C
′
C ′ YD et soit
( , )V :V
′ ⊗ V → K . On dira que ( , )V est un couplage de Yetter–Drinfeld si pour tous
v ∈ V , v′ ∈ V ′, c ∈C, c′ ∈C′ :
(v′0, c)C(v′1, v)V = (v′, c.v)V , (23)
(c′, v0)C(v′, v1)V = (c′.v′, v)V . (24)
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tressés. Le théorème 28 s’applique donc. On a les propriétés supplémentaires :
Théorème 41. Le couplage ( , )H vérifie :
9. (δ(x), c⊗ y)C⊗H = (x, c.y)H, ∀x ∈HP,R(V ′), y ∈HP,R(V ), c ∈ C ;
9′. (c′ ⊗ x, δ(y))C⊗H = (c′.x, y)H, ∀x ∈HP,R(V ′), y ∈HP,R(V ), c′ ∈C.
(C’est-à-dire que ( , )H est un couplage de Yetter–Drinfeld.)
Lemme 42. Pour tout c ∈ C, x ∈HP,R(V ), γ (c.x)= (c′ ⊗ c′′).γ (x)= c.γ (x).
Preuve. On peut se limiter à x de la forme F(v1, . . . , vn). Si F n’est pas de la forme
G•, les deux membres sont nuls d’après la proposition 35. Si F = G•, d’après la
proposition 35 :
γ (c.x)= γ (G(c(1).v1, . . . , c(n−1).vn−1)•c(n).vn)
=G(c(1).v1, . . . , c(n−1).vn−1)⊗ •c(n).vn
= c′.G(v1, . . . , vn)⊗ c′′. •vn
= (c′ ⊗ c′′).γ (x). ✷
Preuve du théorème. Montrons le point 9 par récurrence sur le poids de x . C’est immédiat
si x = 1. Supposons le résultat vrai pour tout z de poids strictement inférieur à celui de x .
On peut se ramener aux deux cas suivants :
1. x = B+v (z) :(
δ(x), c⊗ y)
C⊗H = (z0v0, c)C
(
B+v1(z1), y
)
H
= (z0 ⊗ v0, c′ ⊗ c′′)C
(
z1 ⊗ v1, γ (y)
)
H
= (z⊗ v, (c′ ⊗ c′′).γ (y))H
= (z⊗ v, γ (c.y))H
= (B+v (z), c.y)H.
(On a utilisé l’hypothèse de récurrence pour la troisième égalité.)
2. x = x1x2, avec poids(xi) < poids(x). On a alors :(
δ(x), c⊗ y)
C⊗H =
(
(x1)0(x2)0, c
)
C
(
(x1)1(x2)1, y
)
H
= ((x1)0 ⊗ (x2)0, c′ ⊗ c′′)C((x1)1 ⊗ (x2)1, y ′ ⊗ y ′′)H
= (x1, c′.y ′)H(x2, c′′.y ′′)H
= (x1 ⊗ x2, (c.y))H
= (x1x2, c.y)H.
(On a utilisé l’hypothèse de récurrence pour la troisième égalité.)
Le point 9′ se démontre de manière semblable. ✷
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Hopf :
( , )HC :HC
′
P,R(V
′)×HCP,R(V )→K,
(yc, xb)→ (y, x)H(c, b)C.
De plus, si ( , )C et ( , )V sont non dégénérés, alors ce couplage est non dégénéré.
Preuve. Si ( , )V n’est pas dégénéré, alors ( , )H est non dégénéré et donc si de plus ( , )C
est non dégénéré, alors ( , )HC est non dégénéré. Montrons qu’il s’agit d’un couplage de
Hopf : soient x1, x2 ∈HP,R(V ′), c1, c2 ∈ C′, y ∈HP,R(V ), b ∈ C.
(x1c1x2c2, yb)HC = (x1c′1.x2c′′1c2, yb)HC
= (x1c′1.x2, y)H(c′′1c2, b)C
= (x1 ⊗ c′1 ⊗ x2, y ′ ⊗ (y ′′)0 ⊗ (y ′′)1)H(c′′1 ⊗ c2, b′ ⊗ b′′)C
= (x1 ⊗ x2, y ′ ⊗ (y ′′)1)H(c1 ⊗ c2, (y ′′)0b′ ⊗ b′′)C
= (x1c1 ⊗ x2c2, y ′(y ′′)0b′ ⊗ (y ′′)1b′′)HC
= (x1c1 ⊗ x2c2, (yb))HC .
Les autres égalités se démontrent de la même manière. ✷
5.4. Modules de Yetter–Drinfeld diagonaux
Définition 44. Soit V ∈CC YD. On dira que V est diagonal s’il existe (vi)i∈D base de V ,
gi ∈ C, qi,j ∈ K , tels que pour tous i, j ∈ D, δ(vi) = gi ⊗ vi et gi.vj = qi,j vj . La base
(vi)i∈D est dite base diagonale de V .
Remarques.
1. Par coassociativité, les gi sont des éléments de type groupe. Ils sont donc inversibles
dans A et donc les qi,j sont tous non nuls.
2. Soient i, j ∈D ; alors vj ⊗ vi = gi.vj ⊗ vi = qi,j vj ⊗ vi , donc V est un espace tressé
diagonal de base diagonale (vi)i∈D .
3. Réciproquement, si V est un espace tressé diagonal, on en fait un module de Yetter–
Drinfeld sur K[X±1i , i ∈D] en posant δ(vi)=Xi ⊗ vi et Xi.vj = qi,j vj .
Proposition 45. Soient F = F(vi1 , . . . , vin ), G=G(vj1, . . . , vjm) ∈FDP,R .
1. δ(F )= gF ⊗F , avec gF = gi1 . . . gin .
2. gF .G= qF,GG, avec qF,G =∏α,β qiα,jβ .
Par suite, HP,R(V ) est un module de Yetter–Drinfeld diagonal, de base diagonale FDP,R .
Preuve. Découle de la proposition 35 et du fait que les gi soient des éléments de type
groupe. ✷
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sommets de F décorés par i ; HP,R(V ) devient ainsi une algèbre de Hopf tressée graduée
par ND . Par la remarque 3 de la partie précédente, il s’agit d’une algèbre de Hopf dans
C
CYD, avec C =K[X±1i , i ∈D].
Pour n= (ni)i∈D , m= (mi)i∈D , on pose :
qn,m =
∏
i,j
(qi,j )
nimj .
Remarquons que qF,G est égal à q|F |,|G| pour toutes forêts F,G ∈FDP,R .
On appelle ZD l’ensemble des éléments de ZD à support fini et ND l’ensemble des
éléments de ND à support fini. Pour tout (ni)i∈D ∈ ZD , on pose :
X(ni ) =
∏
i∈D
X
ni
i ∈ C.
On peut décrire HCP,R(V ) de la manière suivante :
Théorème 46. HP,R(V ) et C sont des sous-algèbres de HCP,R(V ). De plus, l’application
suivante est un isomorphisme d’espaces vectoriels :
HP,R(V )⊗ C→HCP,R(V ),
x ⊗ a→ xa.
De plus, pour x ∈HP,R(V ), homogène et α ∈ ZD , on a Xαx = qα,|x|xXα . Le coproduit
est donné par :
 
(
Xα
)=Xα ⊗Xα,  (x)=∑x ′X|x ′′| ⊗ x ′′,
où x ∈HP,R(V ), homogène,  c(x)=∑x ′ ⊗ x ′′ son coproduit dans HP,R(V ), les x ′, x ′′
étant homogènes. En notant T l’antipode de HP,R(V ) et S l’antipode de HCP,R(V ), on a
pour tous x ∈HP,R(V ), homogène et α ∈ ZD ,
S
(
xXα
)=X−α−|x|T (x)= q−1α+|x|,|x|T (x)X−α−|x|.
Preuve. Démontrons la formule pour l’antipode S :
(Id . S)
(
xXα
)= x ′X|x ′′|+αX−α−|x ′′|T (x ′′)= x ′T (x ′′)
= ε(x)1= ε(xXα)1.
Donc S est un inverse à droite de Id pour la convolution ; par suite, S est bien l’antipode
de HCP,R(V ). ✷
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XF = qpoids(F )FX.
5.5. Algèbres H•(V ) et B(V )
On suppose que V ∈CC YD et qu’il existe une algèbre de Hopf C′,V ′ ∈C
′
C ′ YD et ( , )V
un couplage de Yetter–Drinfeld non dégénéré entre V ′ et V (par exemple, C et V sont
de dimension finie, ou encore V est diagonal). D’après la proposition 35, H•(V ) est un
sous-module de Yetter–Drinfeld de HP,R(V ) et donc une algèbre de Hopf dans CCYD. Il
en est de même pour H•(V ′). D’après les propriétés 8 et 8′, H•(V ′)⊥ est un sous-module
de Yetter–Drinfeld et donc B(V ) est une algèbre de Hopf dans CCYD. Plus précisément :
Théorème 47 (voir [1,16,18]). B(V ) est l’algèbre de Nichols de V .
Preuve. Il s’agit de montrer que :
1. B(V ) est engendrée comme algèbre par V ;
2. Prim(B(V ))= V .
Le premier point est immédiat. Soit p un élément primitif de B(V ) et supposons qu’il
n’appartient pas à V . On peut alors le supposer homogène de degré supérieur ou égal à 2.
Soit q ∈H•(V ) un antécédent de p, homogène de même degré que p. On a alors :
 (q)≡ q ⊗ 1+ 1⊗ q[H•(V ′)⊥ ⊗H•(V )+H•(V )⊗H•(V ′)⊥].
Par suite, (q)+H•(V ′)⊥ ∩H•(V ) est un coidéal de H•(V ), gradué et concentré en degré
supérieur ou égal à 2. CommeH•(V ′)⊥∩H•(V ) est le plus grand coidéal gradué deH•(V )
concentré en degré supérieur ou égal à 2 (proposition 32(2)), q ∈H•(V ′)⊥ ∩H•(V ), donc
p = 0 : contradiction. Donc Prim(B(V ))= V . ✷
Exemple. Soit g une algèbre de Lie semi-simple, (ai,j ) sa matrice de Cartan, q ∈ C∗. On
prend qi,j = qai,j . Alors si q n’est pas une racine de l’unité, alors B(V ′) est isomorphe à
U+q (g) ; si q est une racine de l’unité, B(V ′) est isomorphe à u+q (g) (voir [1]).
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6.1. Construction du double
Soit V un espace tressé diagonal. Il est dit symétrique si qi,j = qj,i pour tout couple
(i, j). On a alors (V , c)= (V ′, c′). On prend C = k[X±1i , i ∈D].
Lemme 48. La forme bilinéaire suivante est un couplage de Hopf symétrique entre C et
elle-même : ∀α,β ∈ ZD , (Xα,Xβ)C = qα,β .
Preuve. Immédiat. ✷
Par suite, d’après le théorème 43, on a un couplage de Hopf ( , )HC :HCP,R(V ) ×
HCP,R(V )→K défini de la manière suivante : pour x, y ∈HP,R(V ), α,β ∈ ZD :(
xXα,yXβ
)= (x, y)qα,β.
On pose H+ = HP,R(V ) et H− = HP,R(V )cop. On peut donc construire un double
quantique entreHCP,R(V )=H+C etHCP,R(V )cop =H−C à l’aide de la forme bilinéaire
( , )HC (voir [8,9,14]). On le note D(HP,R(V )). On pose Xα∗ =X−α ∈H+. On peut alors
décrire D(HP,R(V )) de la manière suivante :
Théorème 49. H+C et H−C sont des sous-algèbres de D(HP,R(V )). De plus,
l’application suivante est un isomorphisme d’espaces vectoriels :
(H−C)⊗ (H+C)→D(HP,R(V )),
yXβ ⊗ xXα∗ → yXβxXα∗ .
On a de plus les relations suivantes, pour α,β ∈ ZD , x ∈H+ , y ∈H−, homogènes :
Xα∗x = q−1α,|x|xXα∗ , Xα∗y = qα,|y|Xα∗ y,
Xβy = qβ,|y|yXβ, xXβ = qβ,|x|Xβx,
XβXα∗ =Xα∗Xβ,
xy =
∑∑
q−1|x ′′′|,|y ′′|q
−1
|x ′′|,|y ′′′|q
−1
|x ′′′|,|y ′′′|
(
y ′, T −1(x ′′′)
)
(y ′′′, x ′)y ′′x ′′X|y ′′′ |X−|x
′′′|∗ .
Le coproduit est donné par :
 (x)=
∑
x ′X−|x
′′ |∗ ⊗ x ′′,  (y)=
∑
y ′′ ⊗ y ′X|y ′′|,
 
(
Xα∗
)=Xα∗ ⊗Xα∗ ,  (Xβ)=Xβ ⊗Xβ,
où  c(x) =∑x ′ ⊗ x ′′ est le coproduit de x dans HP,R(V ) et  c(y) =∑y ′ ⊗ y ′′ le
coproduit de y dans HP,R(V ).
Remarque. Les coefficients qi,j étant tous non nuls, c est inversible ; d’après la
proposition 23, T est inversible et donc les formules précédentes ont bien un sens.
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s’agit d’un coidéal : en effet,
 
(
Xα −Xα∗
)=Xα ⊗Xα −Xα∗ ⊗Xα∗
= (Xα −Xα∗ )⊗Xα +Xα∗ ⊗ (Xα −Xα∗ ).
Il est stable par l’antipode, car S(Xα −Xα∗ )=X−α −X−α∗ . C’est donc un idéal de Hopf.
Le quotient de D(HP,R(V )) par cet idéal est noté D(HP,R(V )). On a immédiatement,
d’après le théorème précédent :
Théorème 50. H+, H− et C sont des sous-algèbres de D(HP,R(V )). De plus,
l’application suivante est un isomorphisme d’espaces vectoriels :
H− ⊗H+ ⊗ C→D(HP,R(V )),
y ⊗ x ⊗Xα → xyXα.
On a de plus les relations suivantes, pour α,β ∈ ZD , x ∈H+, y ∈H−, homogènes :
Xαx = q−1α,|x|xXα,Xαy = qα,|y|yXα, (25)
xy =
∑∑
q−1|x ′′′|,|y ′′|q
−1
|x ′′|,|y ′′′|q
−1
|x ′′′|,|y ′′′|
(
y ′, T −1(x ′′′)
)
H
× (y ′′′, x ′)Hy ′′x ′′X|y ′′′|−|x ′′′|. (26)
Le coproduit est donné de la manière suivante, où  c(x)=∑x ′ ⊗ x ′′ est le coproduit de
x dans HP,R(V ) et  c(y)=∑y ′ ⊗ y ′′ le coproduit de y dans HP,R(V ) :
 (x)=
∑
x ′X−|x ′′ | ⊗ x ′′,  (y)=
∑
y ′′ ⊗ y ′X|y ′′|,  (Xα)=Xα ⊗Xα. (27)
De plus, l’antipode est donné par :
S(x)=X|x|T (x), S(y)= T −1(y)X−|y|, S(Xα)=X−α. (28)
Son inverse est donné par :
S−1(x)= T −1(x)X|x|, S−1(y)=X−|y|T (y), S−1(Xα)=X−α. (29)
Preuve. Vérifions que les formules données donnent bien l’antipode de D(HP,R(V )) :
(S . Id)(y)=
∑
T −1(y ′′)X−|y ′′ |y ′X|y ′′| =
∑
q−1|y ′′|,|y ′|T
−1(y ′′)y ′
= T −1
(∑
T (y ′)y ′′
)
= T −1(ε(y)1)= ε(y)1,
(Id . S)(x)=
∑
x ′X−|x ′′|X|x ′′|T (x ′′)=
∑
x ′T (x ′′)= ε(x)1,
(Id . S)
(
Xα
)=XαX−α = 1= ε(Xα)1.
Comme S est un antimorphisme d’algèbres :
S
(
T −1(x)X|x|
)=X−|x|X|x|T (T −1(x))= x,
S
(
X−|y|T (y)
)= T −1(T (y))X|−y|X|y| = y,
S
(
X−α
)=Xα.
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Proposition 51. Soient E ∈ H+, primitif et homogène, F ∈ H−, primitif et homogène.
Alors, dans D(HP,R(V )) :
[E,F ] = (F,E)H
(
X|F | −X−|E|).
Preuve. Dans H+, on a T (E)=−E, donc T −1(E)=−E. De plus,
E′ ⊗E′′ ⊗E′′′ =E ⊗ 1⊗ 1+ 1⊗E ⊗ 1+ 1⊗ 1⊗E,
F ′ ⊗F ′′ ⊗F ′′′ = F ⊗ 1⊗ 1+ 1⊗ F ⊗ 1+ 1⊗ 1⊗F.
Le résultat découle imédiatement de (26). ✷
6.2. Liens avec les groupes quantiques
Proposition 52. 1. Soient S une sous-algèbre de Hopf graduée de H+, S′ une sous-
algèbre de Hopf graduée de H−. Alors SS′C est une sous-algèbre de Hopf graduée de
D(HP,R(V )).
2. Soient I ⊆ {x ∈ S | (x, S′)H = 0} un biidéal gradué de S et I ′ ⊆ {f ∈ S′ | (S,f )H =
0} un biidéal gradué de S′. Alors IS′C et SI ′C sont des biidéaux de SS′C .
Preuve. 1. Soient x1, x2 ∈ S, y1, y2 ∈ S′, α1, α2 ∈ ZD . On pose  (x2) = ∑x ′2 ⊗
x ′′2 , x ′2, x ′′2 ∈ S,  (y1) =
∑
y ′1 ⊗ y ′′1 , y ′1, y ′′1 ∈ S′. Alors x1y1Xα1x2y2Xα2 est une combi-
naison linéaire de termes de la forme x1x ′′2y ′′1y2Xα1+α2+γ et est donc dans SS′C .
Montrons que  (SS′C) ⊆ SS′C ⊗ SS′C . Comme SS′C est une sous-algèbre de
D(HP,R(V )) engendrée par S ∪ S′ ∪ C , il suffit de montrer que  (x) ∈ SS′C ⊗ SS′C
pour x ∈ S,S′ ou C . C’est immédiat si x ∈ C . Si x ∈ S, on peut le supposer homogène. On
a alors :
 (x)=
∑
x ′X−|x ′′ | ⊗ x ′′ ∈ SS′C ⊗ SS′C.
On procède de même pour x ∈ S′.
2. Montrons que IS′C est un idéal à gauche. Soit x ∈ SS′C , abXα ∈ IS′C . On peut
supposer a et b homogènes. Il suffit de montrer que xabXα ∈ IS′C dans les trois cas
suivants :
1. x ∈ S : découle du fait que I est un idéal à gauche de S.
2. x ∈ S′ : on pose
( V ⊗ Id) ◦ V (a)=
∑
a′ ⊗ a′′ ⊗ a′′′,
avec a′, a′′ ou a′′′ ∈ I car I est un coidéal. Alors xabXα est une combinaison linéaire de
(S−1(x ′), a′)HC (x ′′′, a′′′)Ha′′x ′′fXα . Si a′′ /∈ I , alors a′ ou a′′′ ∈ I ⊆ {b ∈ S | (b, S′) =
(0)}, donc (S−1(x ′), a′)HC ou (x ′′′, a′′′)H est nul. Donc xabXα ∈ IS′C .
3. x =Xβ : alors xabXα = qβ,|a|−|f |abXα+β ∈ IS′C .
On montre de même qu’il s’agit d’un idéal à droite. Pour montrer qu’il s’agit d’un
biidéal, il suffit de montrer que  (I)⊆ IS′C ⊗ SS′C + SS′C ⊗ IS′C . Soit a ∈ I , on peut
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∑
a′ ⊗ a′′, les a′, a′′ homogènes, a′ ou a′′ ∈ I , et
par suite :
 (a)=
∑
a′X−|a′′| ⊗ a′′ ∈ IS′C ⊗ SS′C + SS′C ⊗ IS′C.
On procède de même pour SI ′C . ✷
Corollaire 53. Soient S une sous-algèbre de Hopf graduée deH+, S′ une sous-algèbre de
Hopf graduée de H−, I ⊆ {x ∈ S | (x, S′)H = 0} un biidéal gradué de S et I ′ ⊆ {f ∈ S′ |
(S,f )H = 0} un biidéal gradué de S′. Alors l’espace suivant est muni d’une structure de
bigèbre provenant de D(HP,R(V )) :
D(S,S′, I, I ′)= SS
′C
IS′C + SI ′C .
De plus, l’application suivante est un isomorphisme d’espace vectoriels :
S
I
⊗ S
′
I ′
⊗ C→D(S,S′, I, I ′),
a¯⊗ b¯⊗Xα → abXα.
Exemple. Reprenons l’exemple de la partie 5.5. On prend S = S′ = H•(V ) et I = I ′ =
H•(V ) ∩H•(V )⊥. Alors SI = B(V ) et S
′
I ′ = B(V )cop. A l’aide de la proposition 51, on
montre que :
1. Si q n’est pas une racine de l’unité, alors B(V ) est isomorphe à U+q (g) et
D(S,S′, I, I ′) est isomorphe à Uq(g) ;
2. Si q est une racine de l’unité, alors B(V ) est isomorphe à u+q (g) et D(S,S′, I, I ′) est
isomorphe à uq(g).
7. Interprétation combinatoire du couplage ( , )
7.1. Action du groupe de tresses
Définition 54. Soit n ∈N∗,Xi,j , 1 i, j  n, des indéterminées. Pour toute tresse b ∈ Bn,
choisissons D un diagramme représentant b. On pose alors, pour tout croisement c de g :
si c= , h(c)= i, b(c)= j, ε(c)= 1;
si c= , h(c)= j, b(c)= i, ε(c)=−1.
On pose alors Pb(X)=∏c croisement de D Xε(c)h(c),b(c) ∈K[X±1i,j , 1 i, j  n].
Remarque. Pb(X) ne dépend pas du choix de D ; en effet, d’après [8], si D et D′ sont deux
diagrammes représentant b, on passe d e l’un à l’autre par les opérations locales suivantes :
1. une isotopie, ce qui ne modifie pas les croisements et donc ne modifie pas Pb(X) ;
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;
les contibutions de ces trois sous-diagrammes sont respectivementX−1j,i Xj,i ,Xi,jX
−1
i,j et 1 :
elles sont donc égales ;
3. une transformation
;
les contributions de ces deux sous-diagrammes sont respectivement Xi,jXi,kXj,k et
Xj,kXi,kXi,j : elles sont donc égales.
Pour tout τ ∈ Sn, on pose Pτ (X) = Pbτ (X) ∈ K[X±1i,j , 1  i, j  n] (on rappelle
que bτ est définie dans la section 3.3). On remarque que Pτ (X) est un monôme de
K[Xij , 1 i, j  n] de degré la longueur de τ .
Exemple. On prend τ = (1 3)(2 4). Alors
bτ =
et donc Pτ (X)=X1,3X1,4X2,3X2,4.
Le lemme suivant se démontre facilement par récurrence sur le nombre de croisements
d’un diagramme de la tresse b :
Lemme 55. Soit (V , c) un espace tressé avec c inversible et w1, . . . ,wn ∈ V , tels que
pour tous i, j, c(wi ⊗ wj ) = pi,jwj ⊗ wi , les pi,j étant des éléments de K . Alors pour
tout b ∈ Bn,
b.(w1 ⊗ · · · ⊗wn)= Pb(pi,j )
(
π(b).(w1 ⊗ · · · ⊗wn)
)
,
où π :Bn → Sn est la surjection envoyant σi sur τi pour tout i  n− 1.
7.2. Applications aux algèbres HP,R(V ), avec V diagonal
Reprenons les notations des propositions 20 et 21. Pour toute coupe c, soit τc l’élément
de Sn envoyant 1 sur i1, . . . , k sur ik, k + 1 sur j1, . . . , k + l = n sur jl . Notons que τc
est un (k, l)-battage. Alors, par définition, ac = b(i),(j) = bτc . D’après le lemme 55, on a
alors :
Proposition 56. Soit F ∈ FDP,R . Les sommets de s sont totalement ordonnés par b,d :
sn b,d · · ·b,d s1. On note di la décoration du sommet si de F . On a alors :
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∑
c∈Ad∗(F )
Pτc (qdi,dj )P
c(F )⊗Rc(F )
=
∑
c∈Ad(F )
Pτc (qdi,dj )P
c(F )⊗Rc(F )+ F ⊗ 1+ 1⊗ F.
Définition 57. Soient F et G deux éléments de FDP,R . Soient sn b,d · · · b,d s1 les
sommets de F et s′m b,d · · · b,d s′1 les sommets de G. On note S(F,G) l’ensemble
des applications σ de {1, . . . , n} dans {1, . . . ,m} vérifiant :
1. σ est bijective.
2. Pour tous i, j ∈ {1, . . . , n}, si haut sj ⇒ s′σ(i) gauche s′σ(j).
3. Pour tous i, j ∈ {1, . . . , n}, s′
σ(i)
haut s′σ(j)⇒ si gauche sj .
4. Pour tout i ∈ {1, . . . , n}, si et s′σ(i) ont la même décoration.
Théorème 58. Soient F,G ∈ FDP,R ; on note di la décoration du sommet de G indexé
par i . Alors :
(F,G)H =
∑
σ∈S(F,G)
Pσ (qdi,dj ).
Preuve. C’est vrai si poids(F ) = poids(G), car alors (F,G)H = 0 et il n’y a aucune
bijection de {1, . . . , n} vers {1, . . . ,m}. Supposons donc poids(F ) = poids(G) = n et
procédons par récurrence sur n. Si n= 1, alors (•d,•d ′)H = δd,d ′ . De plus, S(•d ,•d ′)= {e}
si d = d ′ et ∅ sinon par la condition 4, d’où le résultat.
Supposons la propriété vérifiée pour tout k < n et soient F,G ∈ FDP,R de poids n.
Posons F = t1 . . . tm.
Si m= 1 : posons F = t1 = B+d (F ′). Alors (F,G)H = (F ′, γd(G))H.
Si G n’est pas de la forme G′•d : alors (F,G)H = 0. Supposons S(F,G) non vide et
soit σ ∈ S(F,G). Remarquons que ∀s ∈ som(F ), s haut racine de t1. Par la condition 2,
∃s′i ∈ som(G), s′ gauche s′i , ∀s′ ∈ som(G) (i est l’image par σ de l’indice de la racine
de t1, c’est-à-dire n). Donc G=G′•d ′ et σ(n)= n. Par la condition 4, d ′ = d : on aboutit
à une contradiction. Par suite, S(F,G)= ∅, d’où le résultat.
Si G = G′•d : alors pour toute σ ∈ S(F,G), σ(n) = n. Donc on a une bijection :
S(F,G)→ S(F ′,G′), envoyant σ sur σ ′ définie par σ ′(i)= σ(i). De plus, bσ est obtenue
en ajoutant un brin à droite de la tresse bσ ′ ; par suite, Pbσ (X) = Pbσ ′ (X). Comme
(F,G)H = (F ′,G′)H, le résultat est acquis.
Si m> 1 : posons F ′ = t1 . . . tm−1. Alors :
(F,G)H =
∑
c∈Ad(G)
Pτc (qdi,dj )
(
F ′,P c(G)
)
H
(
tm,R
c(G)
)
H
=
∑
c∈Ad∗(G)
Pτc (qdi,dj )
(
F ′,P c(G)
)(
tm,R
c(G)
)
. (30)
Pour simplifier les notations, pour toute σ ∈ S(F,G), on note fσ : som(F )→ som(G) la
bijection donnée par f (si)= s′σ(i). Soit σ ∈ S(F,G) ; considérons fσ (som(tm)). Soit s′ un
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Alors s ∈ fσ (som(F ′)). Soit t ∈ som(F ′), tel que fσ (t) = s′. Comme fσ (s) haut fσ (t),
d’après la condition 3, s gauche t . Or s ∈ som(tm), t ∈ som(F ′), donc t gauche s, et donc
s = t : contradiction, car s ∈ som(tm), t ∈ som(F ′). Donc s′ ∈ f (som(tm)). Par suite, il
existe une coupe admissible cσ de G, telle que Rcσ (G) = fσ (som(tm)). Etant donnée la
définition d’une coupe admissible, cσ est entièrement déterminée par Rcσ (G) et donc cσ
est unique.
On a donc une application :
β :S(F,G)→
⋃
c∈Ad∗(G)
S
(
F ′,P c(G)
)× S(tm,Rc(G)),
semblable à celle de [4,5]. On montre facilement qu’elle est bijective. De plus, si
β(σ) = (σ1, σ2) ∈ S(F ′,P c(G)) × S(tm,Rc(G)), alors bσ = (bσ(1) ⊗ bσ(2))bτ(c), où
bσ(1) ⊗ bσ(2) est obtenue en accollant bσ(1) à gauche de bσ(2). Par suite, si (i1, . . . , ik)
sont les sommets de Pc(G) et (j1, . . . , il) sont les sommets de Rc(G), Pσ (Xdi,dj ) =
Pσ1(Xdiα ,diβ )Pσ2(Xdjα ,djβ )Pτc (Xdi,dj ). En conséquence :
(F,G)H =
∑
c∈Ad∗(G)
Pτc (qdi,dj )
(
F ′,P c(G)
)
H
(
tm,R
c(G)
)
H
=
∑
c∈Ad∗(G)
∑
σ1∈S(F ′,P c(G))
∑
σ2∈S(F ′,Rc(G))
Pσ1(qdiα ,diβ )
× Pσ2(qdjα ,djβ )Pτc (qdi,dj )
=
∑
S(F,G)
Pσ (qdi,dj ).
(On a utilisé (30) pour la première égalité et l’hypothèse de récurrence pour la deuxième
égalité.) ✷
7.3. Applications lorsque V est de dimension 1
Supposons V de dimension 1. Soit alors q l’unique élément de K tel que c(v ⊗w) =
qw ⊗ v pour tous v,w ∈ V . D’après la remarque 2 suivant la définition 54, les résultats
précédents prennent la forme ci-dessous :
Proposition 59. Soient F,G ∈FP,R . On a :
 c(F )=
∑
c∈Ad∗(F )
ql(σc)P c(F )⊗Rc(F )
=
∑
c∈Ad(F )
ql(σc)P c(F )⊗Rc(F )+ F ⊗ 1+ 1⊗F,
(F,G)H =
∑
σ∈S(F,G)
ql(σ ).
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(n)q = 1+ · · · + qn−1, (n)q ! = (1)q . . . (n)q,
(
n
k
)
q
= (n)q !
(k)q !(n− k)q! .
Pour toute forêt F ∈FP,R, on pose :
(F )q ! =
∏
s∈som(F )
(
card
({s′ ∈ som(F ) | s′ haut s}))q .
Remarque. (F )q ! peut être défini par récurrence sur le poids de F par les formules
suivantes :
(1)q ! = 1, (F1F2)q ! = (F1)q !(F2)q !,
(
B+(F )
)
q
! = (F )q !
(
poids
(
B+(F )
))
q
.
Proposition 61. Soit F ∈FP,R de poids n. Alors (F,•n)H = (n)q !/(F )q !.
Preuve. Par récurrence sur le poids de F . C’est immédiat si F = 1. Sinon, deux cas se
présentent :
1. F = B+(G) ; on a alors :(
F,•n)H = (G,γ (•n))H = (G,•n−1)= (n− 1)q !(G)q ! = (n)q !(n)q !(G)q ! = (n)q !(F )q ! .
2. Il existe F1,F2 forêts de poids strictement inférieur à n, telles que F = F1F2. On
pose ni = poids(Fi). On a alors  (•n)=∑nk=0(nk )q •k ⊗•n−k . Par suite :
(
F,•n)H = (F1 ⊗ F2, (•n))H =
(
F1 ⊗ F2,
n∑
k=0
(
n
k
)
q
•k ⊗•n−k
)
H
=
(
n
n1
)
q
(
F1,•n1
)(
F2,•n2
)
H + 0=
(n)q !
(n1)q !(n2)q !
(n1)q !
(F1)q !
(n2)q !
(F2)q !
= (n)q !
(F1)q !(F2)q ! =
(n)q !
(F )q ! . ✷
Soient n1, . . . , nk ∈ Nk , avec n = n1 + · · · + nk . L’ensemble des éléments σ de Sn
tels que σ est croissante sur {1, . . . , n1}, {n1 + 1, . . . , n1 + n2}, . . . , {n1 + · · · + nk−1 +
1, . . . , n1 + · · · + nk} est appelé bat(n1, . . . , nk). Notons que bat(1, . . . ,1)= Sn.
Corollaire 62. Soient n1, . . . , nk ∈Nk , avec n= n1 + · · · + nk . On a alors :
(n)q !
(n1)q ! . . . (nk)q ! =
∑
σ∈bat(n1,...,nk)
ql(σ ).
En particulier, pour k = n et n1 = · · · = nn = 1 :
(n)q ! =
∑
σ∈Sn
ql(σ ).
548 L. Foissy / Bull. Sci. math. 127 (2003) 505–548Remarque. La deuxième formule est démontrée de manière différente dans [7,19].
Preuve. Pour tout i ∈N, on pose li = (B+)i(1), c’est-à-dire :
Calculons (ln1 . . . lnk ,•n)H de deux manières différentes.
Par définition, S(ln1 . . . lnk ,•n)= bat(n1, . . . , nk), donc :(
ln1 . . . lnk ,•n
)
H =
∑
σ∈bat(n1,...,nk)
ql(σ ).
De plus, (ln1 . . . lnk )q ! = (n1)q ! . . . (nk)q !, donc :(
ln1 . . . lnk ,•n
)
H =
(n)q !
(n1)q ! . . . (nk)q ! ,
d’où le résultat annoncé. ✷
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