The author, in an expository paper [4] , has presented an algorithm for choosing a non-negative vector n to minimize the function v(n) = 7r(N i M)-ljt subject to the constr...jlint~nt = C> 0, where N = diag(~), J: j 0, C > 0 are given vectors and M is positive definite symmetric. In this paper a derivation of this algorithm is presented, including an exact solution in a degenerate case, only alluded to in [4] . Several applications, in addition to that of [4] , are briefly indicated.
INTRODUCTION AND APPLICATIONS:
Let :M be a k x k positive definite symmetric matrix, let rr(,e 0) and~> a be given k-dimensional row vectors, and let C > abe a given scalar. The problem discussed here is that of choosing n= (n 1, ... , n k) to minimize (1) subject to the constraints (2) and -+ n 2:: a
-+
where N diag (n) l " ' "2 ...°l.
a nk J -+ -+t c n -s C , (A superscript "t." will throughout denote transpose.) The author [ 4] has shown that the posterior variance of~1T i J.l i is of the form v( n) when the J.li'S are a~signed a k-dimensional normal prior distribution with variancecovariance matrix M-l, and where given J.l i the conditional distribution of relevant sample *The research reported here was partially supported by the Division of Research, Graduate School of Business Administration, Harvard University. Final preparation of the paper was supported by the National Science Foundation, Grant No. NSF-GP-6008.
statistics xi (i = 1, ... ,k) based on sample sizes ni' respectively, are independently normal with mean J1. i and variance proportional to 1/n i. Also it is easy to verify, using results given in Raiffa and Schlaifer [ 8] , that under a wide variety of models of k independent data generating processes and natural conjugate prior distributions, the posterior variance (or prior expectation of the posterior variance) of a linear combination of the unknown process parameters may be put into the form (1) , where the n i are essentially the to-be-determined sample sizes. Thus the problem indicated above is one of choosing sample sizes to minimize the posterior variance of a linear combination of unknown parameters subject to a cost constraint. This has immediate applicability to problems of optimal stratified sample allocation as well as to optimal design for inference regarding the difference (or contrasts) among treatment effects. These problems have been treated by the author in a series of papers [4] , [5] , and [6] .
PRELIMINARIES
Let the ij-th elements of M and (N + Mr 1 be denoted respectively by m ij and
Observe that it may be assumed th-+at iT 2: 0, for if some one or more 1T i 's are negative they may, without altering the function v( n), be replaced by their absolute values provided merely that the sign of every element in the corresponding rows and columns of 1\1: be reversed.
Also letting R = {Ii I Ii 2: 0, cn t :s C}, it is clear that R is a closed, bounded, n n -+ -+ convex set of k dimensional vectors ii , Several useful properties of v( n) for n ER n are given in the following lemma. 
Observe that property c) means, in effect, that the solution to the problem originally posed will be an Ii such that (6) cn t = c , so that in analyzing this problem we may replace the constraint (3) by the equality (6) . This Lemma also establishes all the needed properties so that general convex programming algorithms may be utilized in finding specific numerical solutions. The specific algorithm and solution developed here will yield analytic details of the solution which have been found extremely useful in applications in decision theory. Finally the properties of v( ii ) given in Lemma 1 establish the applicability of a special case of the fundamental result of Kuhn and Tucker [7] . (See also the presentation in [9] .) Specifically we have, adapting the KuhnTucker result to this problem: LEMMA 2: The minimum of v( Ii), (1), subject to the conditions (2) and (6) 
A useful first step in obtaining the solution for all C > 0 is to characterize the set of C's (perhaps empty) for which ii 0 is of the form (10) for some given subset S of K. This set of C's is easily obtained using Lemma 2. Note that condition (8) n gene!al given any matrix A and subsets U and V of K, A UV will denote the matrix formed from A by deleting all rows i for i~U and all columns j for j /' V. In particular if M is the k x k positive definite symmetric matrix of (1), we will need the following:~- Finally we adopt the convention that if x
With these preliminaries we have:
THEOREM 1: For any given subset S of K and a given set of signed ones, Sj (j E S),
and for all C > 0 satisfying
and (18) where
the solution to the problem of minimizing (1) subject to (2) and (3) is given by (20) and (21) .... 0 ....
n S = v(S).
PROOF: By the definition of t j (n) the conditions (7) and (8) Observe that if the subset 8 and signs Sj satisfy the conditions of this theorem then so do 8 and the signs -sr Thus it may be assumed that given any subset 8 we will always take signs Sj such that Y (8) 
It is also important to note that for a given subset 8 of K and signed ones Sj (j E 8) each of the k conditions (17) and (18) defines an interval on C where the corresponding inequality obtains. It is then for all C in the interval, possibly empty, found by taking the intersection of these k intervals that nO is given by (20) and (21). Clearly to check all possible inputs to Theorem 1, Le., all subsets 8 of K and all sign assignments, sj' is not feasible. Fortunately there is a simple procedure for determining the sequence of meaningful 8 and Sj'S which define the successive intervals on C mentioned earlier. As a first step in this procedure we have the following special case of Theorem 1 for the situation where all 7T j are positive, i.e., no 7T j is zero. Taking for a non-empty interval on C), find the next set of inputs to that theorem which yield the solution in the next adjacent interval on C. A special important case of such a result is given in Theorem 2 below. This result can be used in practice to find the solution (or at least a good approximation) for any problem of the type under discussion. This is the so-called nondegenerate case.
DEFINITION: By non-degeneracy is meant that T. > <5 and also for every interval on C for which the conditions b) and c) of Theorem 1 are met, these conditions are satisfied with strict inequality in each, except at the end points of the interval where one and only one of the k conditions b) and c) is met With strict equality.
Most real problems of the form (1), (2), and (3) are of the non-degenerate type and, if not, may be subsumed under this general case by randomly perturbing the 11i's by adding to them arbitrarily small and unequal Ei'S. In this non-degenerate case an algorithm for obtaining the solution for all C > 0 is completed by the following theorem: THEOREM 2: In the non-degenerate case if for 0 :00 C L :00 C :00 C u :00 00 the conditions a) through c) of Theorem 1 are satisfied for some given subset S* of K and signs st (j E S*) and further if (a) for C < C L the condition c) is violated for j* E S* then for a finite interval on C (C :00 C L) , nO is given by Theorem 1 by taking S = S* -{j*} and signs Sj = st for j E S; and (b) for C < C L the condition b) of Theorem 1 is violated for j* E w* == K -S*, then for a finite interval on C < C L the optimum Ii 0 is given by Theorem 1 taking S =S* u {j*} and Sj = st, j .,c j*, and st determined so that for AO(S*) evaluated at C = C u st takes the sign of the j*th element of
This result is a simple special case of Theorem 3 below, and its proof follows from the proof of the latter theorem.
Thus in the non-degenerate case the solution for all C > 0 is mapped out by using the Corollary to Theorem 1, then Theorem 2a, Theorem 1, Theorem 2a or 2b, etc., until the resulting sequence of non-overlapping intervals covers C 2 O. It should also be pointed out that at each step in this process no matrix inversion is necessary, for explicit formulae are given in [4] (special cases of Lemma 3 below) for changing the expressions of Theorem 1 from the inputs S* to those for S. A numerical example of the algorithm resulting from the preceding theory is also given in [ 4] .
DEGENERACY
Although in most practical applications the expedient is to perturb the 11 i 's and thereby eliminate any possible degeneracy, in this section the necessary general theory for finding exact solutions is given. Recall that degeneracy may arise either because one or more (but clearly not all) 11 i 's may be zero or where at the lower endpoint, C L , of one or more of the sub-intervals on C several of the conditions (17) or (18) may hold simultaneously with equality at C =: C L and are violated for C < C L . We handle this second type of degeneracy first. The problem arising is solved by a suitable generalization of Theorem 2. The following preliminaries are needed.
Let S, J, and W' form a partition of K =: {I, 2, ... ,k} and 1\1 be the k x k positive definite symmetric matrix of (1). Let 1\1 * consist of permuted rows and columns of 1\1 so that
where the matrix elements of it * are as defined ear Her. It is assumed that the relevant~, ;, c, and so on, are conformably permuted and partitioned. In Lemma 3 below the quantities defined in (11), (12), and (13) for S and its complement W =: W' U J are related to the same quantities taking S' =: S U J and its complement W'. We first redefine these six quantities in partitioned form as follows:
for Sand W randomly perturbing the 1T i' s, say, the degeneracy may be removed and Theorem 2 used to map out the solution for the perturbed problem. This solution will consist of a sequence of inputs to Theorem 1 defining the solution for a corr-esponding sequence of non-overlapping intervals on C. These inputs may be checked in sequence for the unperturbed problem, most often the inputs yielding the first interval of non-trivial length will provide the solution for the next interval below C L for the original problem. Finally, these same ideas can be used to find solutions when degeneracy in the form of zero iii's occurs. Note that if some of the 1T i 's are zero all of the previous theory holds with the exception of the corollary to Theorem 1. Thus zero 1T i 's raise only one difficulty, viz., how to obtain a start. That is, the first interval, [CO' ex;], is not given by the preceding theory.
As pointed out earlier, a solution in this case may be obtained arbitrarily close to the exact solution by perturbing the 1T i's by adding to each a small positive E i ' Moreover, such approximate solutions can be adjusted to yield exact results by checking the successive inputs to Theorem 1, obtained for the perturbed problem, for the unperturbed problem. Once some set of inputs yield the solution via Theorem 1 for the unperturbed problem for any non-empty interval on C, then the previous theory may be used to map out the exact solution for all other C. Note that although we have concentrated on going from one interval to the next on the left, the results above may also be used in reverse fashion to obtain the next adjacent interval to the right. 6. ACKNOWLEDGMENT The author wishes to express his gratitude to Professor Howard Raiffa for suggesting this problem and for his guidance and encouragement.
