Abstract. We investigate the long-term (months to years) predictability of cross-shore sandbar migration with two models that operate on different abstraction levels: (1) a coupled, cross-shore waves-currents-bathymetric evolution model, and (2) two data-driven neural network models, based on simplified cross-shore profile representations and dailyaveraged wave properties. For model calibration, training and validation we use a highresolution 15 year-long profile dataset collected at the Hasaki Oceanographic Research Station in Japan. Sandbar behavior at this field site is characterized by cycles of netoffshore migration with a duration of one to four years. We find that all models can produce several general features of sandbar behavior at the studied field site, such as rapid offshore migration, slower onshore return and net-offshore migration. However, it is difficult to quantitatively predict the offshore-directed trends in sandbar location over timescales of months to years. While simple linear models outperform more detailed nonlinear models, for all models it is difficult to predict long-term sandbar behavior, because of error accumulation in the model's processes over time. Representing processes on a more abstract level (scale aggregation) alleviates error accumulation, but does not completely overcome this problem.
Introduction
The cross-shore location of a nearshore sandbar changes over time as a result of the interaction between the sandbar and the incoming waves. Some of the changes in sandbar location are correlated to the temporal variability in wave properties, such as the immediate response to storms, or seasonal trends in sandbar location reflecting the seasonal change in wave height [for a review, see van Enckevort and Ruessink , 2003 ]. However, sandbars may also exhibit trends in their cross-shore location on timescales that are not correlated to the variability in wave climate or other external factors. Some of these trends take place over the course of several months to years, giving rise to quasi-cyclic sandbar behavior. Such cycles typically comprise sandbar generation near the shoreline, a period of net-offshore migration and the eventual decay of the sandbar at the seaward end of the breaker zone. The rate, duration and persistence of net-offshore migration in between sandbar generation and destruction can vary substantially between different sites. Examples of different types of sandbar behavior, ranging from strongly wave-height-driven systems to systems with autonomous trends spanning several months to years, are given in Lippmann et al. [1993] ; Wijnberg and Terwindt [1995] ; Plant et al. [1999] ; Kuriyama [2002] ; Aagaard et al. [2004] ; Certain and Barusseau [2005] ; Ruggiero et al. [2005] ; Ruessink et al. [2003 Ruessink et al. [ , 2009 .
Understanding the processes that give rise to all these types of cross-shore sandbar behavior is a major challenge for researchers working in the nearshore zone. Recent advances in modeling techniques now enable the investigation of long-term (months to years) sandbar behavior with small-and short-scale (meters and up to hours) processbased models. The models of Ruessink and Kuriyama [2008] ; Kuriyama [2009] for example, could reproduce cycles of sandbar generation, offshore migration and decay at the Hasaki Oceanographic Research Station (HORS), Japan, at least in a qualitative sense. These, and other numerical process-based models in general [for an overview, see Roelvink and Brøker , 1993] , compute hydrodynamics, sediment transport and bottom profile updates over grid cells of decimeters to several tens of meters and timesteps of seconds to hours. Although the equations in such process-based models can describe the underlying processes in great detail, the value of models based on short-and small-scale physical processes for understanding long-term sandbar behavior remains uncertain. Potential problems for this modeling approach are: missing or incomplete descriptions of short-and small-scale processes that turn out to be relevant on larger and longer scales, inaccurate model parameters and error accumulation in the model's nonlinear processes, which might make the model sensitive to its parameters, initial conditions, external forcings and the finite numerical accuracy of the computer running the model. Error accumulation in a model's nonlinear processes can cause exponential divergence between modeled and observed states over time [see e.g. Lorenz , 1963] . Even if the representations of the physical processes are highly accurate, error accumulation makes long-term prediction infeasible, and as such, limits the ability to test models and theories about the evolution of long-term sandbar behavior from the short-and smallscale underlying physics.
Other types of models represent sandbar behavior in terms of the more abstract states that the small-scale physics evolve toward. A basic assumption underlying many of the more abstract models is the existence of an equilibrium sandbar location, situated at the cross-shore location of wave breaking [e.g. Plant et al., 1999] . If a sandbar is not at its equilibrium location, the onshore-and offshore-directed sediment-transport processes, such as wave nonlinearity [e.g. Hoefel and Elgar , 2003] and undertow [e.g. De Vriend and Stive, 1987; Gallagher et al., 1998 ], drive the sandbar toward that location, until the transports balance and no net sediment transport takes place. If this mechanism indeed drives the sandbar toward a stable equilibrium location, cross-shore sandbar behavior might become easier to predict with models that represent the nearshore zone on the level of the state a sandbar evolves toward [e.g. Werner , 1999 Werner , , 2003 de Vriend , 2001; Pape et al., in press] . Previous analyses and modeling efforts based on this approach can be found in Plant et al. [1999 Plant et al. [ , 2001 Plant et al. [ , 2006 ; Pape et al. [in press ].
Where error accumulation limits the prediction of sandbar behavior with small-and short-scale process-based models, long-term trends might better be understood with the help of models that represent sandbar behavior in terms of more abstract states. In this work we investigate how the capacity to predict long-term cross-shore sandbar behavior is affected by the abstraction level on which a model represents the nearshore zone. Here, cross-shore sandbar behavior refers to the change in the cross-shore location of a sandbar as a feature, not the change in shape or volume (e.g. sandbar generation or decay). We compare two models that operate on different spatial and temporal scales: (1) the Unibest model , which computes waveaveraged equations of hydrodynamics and sediment transport over a cross-shore transect of the nearshore, and (2) a data-driven Nonlinear AutoRegressive neural network with eXogenous inputs (NARX) [Rumelhart et al., 1986; Pape et al., 2007] , which models simplified profile representations comprising one up to three coordinates of relevant changes in profile slope, and daily-averaged wave properties. Both Unibest and NARX are iterative models, i.e. they update the variables that represent the profile or sandbar state in a stepwise fashion, using previously predicted profile or sandbar-state variables and observed hydrodynamic conditions as inputs. The main difference between the two models is the abstraction level on which they operate. Unibest represents the nearshore zone as a series of profile elevations over a cross-shore transect, and involves no a priori notion of a sandbar. The neural network models, on the other hand, assume the presence of a sandbar and describe several aspects of its cross-shore evolution. Note that the comparison between Unibest and NARX is not meant as a practical contest between a process-based and a data-driven modeling paradigm, but is performed here to investigate fundamental aspects of the predictability of cross-shore sandbar behavior.
The data used for model calibration, training and validation is a 15 year-long high-resolution dataset of in situ profile observations from the Hasaki Oceanographic Research Station (HORS) in Japan. This unique dataset is both dense and extensive in space and time and covers several cycles of net-offshore migration. It thus enables us to perform a detailed investigation of the differences between the processbased Unibest model and the more abstract NARX model.
Observations
An extensive beach profile dataset was collected between January 1987 and December 2001 at the Hasaki Oceanographic Research Station (HORS), Japan [Kuriyama, 2002] .
During this period, profile measurements were taken from a 427 m-long pier at 5 m intervals each week-day. The HORS research facility is located near the city of Kashima, in the center of a 17 km strip of sandy coast facing the Pacific Ocean. The beach at the study site is enclosed by the 3 km-long breakwater of the Kashima Port in the north, and the 1 km-long breakwater of the Hasaki Fishery Harbor at the southern side. The profile slope in the sandbar zone is 1 : 125 and the grain size is 180 µm. Tides at HORS are semi-diurnal, with a range of 0.7 to 1.4 m. The average wave height at the Hasaki coast is 1.2 m. Waves are usually larger from autumn to spring than during the summer months, owing to depressions in winter and spring, and typhoons during autumn.
A timestack plot of the collected profile data is given in Figure 2a . As can be inferred from this figure, two sandbars located between 100 -150 m and 160 -400 m from the shoreline are usually present in the submerged part of the nearshore zone. Here, the sandbar closest to the seaward end of the pier is referenced as the outer sandbar, while the next shoreward-located sandbar is called the inner sandbar. The sandbars at HORS exhibit trends of net-offshore migration over the course of one to four years. At the beginning of the migration cycle, a sandbar is generated near the shoreline. After that, the sandbar travels mainly in the offshore direction until it reaches the seaward end of the breaker zone situated at the tip of the pier. Sandbar decay usually sets in after the typhoon season and is followed by the offshore migration of the existing inner sandbar, which then becomes the new outer sandbar. While at HORS the net trend in sandbar migration is always offshore (i.e. sandbars are created at the shore and destroyed at the seaward end of the breaker zone), during long periods of low-energy conditions the sandbars sometimes migrate back onshore for a while, extending a sandbar's lifetime [see also Kuriyama et al., 2008] .
Although the inner sandbar is referenced as a bar here, it mostly resembled a terrace-like feature that was not clearly separated from the shoreline by a shoreward-located trough (for an example, see Figure 1 ). Bathymetric surveys in a 600 m-wide area centered on the pier revealed that the inner sandbar often develops crescentic features and rip channels, while the outer sandbar remains alongshore uniform [Kuriyama, 2002] . Because of the alongshore variability in the inner sandbar, profiles taken over a single cross-shore transect cannot be used to accurately define the location of the inner sandbar. Therefore, we restrict our modeling efforts to the outer sandbar in the remainder of this paper.
We divided the profile data into time-periods starting with the transition from inner to outer sandbar (i.e. outward migration after decay of the former outer sandbar) up to the end of a sandbar's life (i.e. complete decay, or migration beyond the tip of the pier). This yielded 16 partitions of continuous outer sandbar presence (see Figure 2b) , containing a total of 3106 days of profile observations. From each of these profiles we extracted three coordinates that indicate the state of the outer sandbar: (1) the sandbar crest, defined as the local maximum elevation at the seaward side of the profile, (2) the landward trough, defined as the local minimum elevation at the landward side of the sandbar crest and (3) the sandbar foot, defined as the slope break at the seaward side of the sandbar crest (see Figure 1) . The resulting time-series of trough, sandbar-crest and sandbar-foot coordinates are depicted in Figure 2b . In the following, we use the cross-shore location of the sandbar crest to indicate the cross-shore location of the sandbar as a feature, and express model performance of sandbar migratory behavior in terms of differences between observed and model-predicted sandbar-crest locations.
Wave height and period data were measured at the Kashima Port ultrasonic wave gauge (located 5 km offshore in 24 m water depth), and averaged over one day. Since no detailed directional wave information was available from this, or nearby wave gauges, the average absolute wave direction of 30
• (relative to the shore normal) over this part of the Japanese coast was used when necessary. Also, no in situ water level observations were available, so the hourlycomputed astronomical tidal level was used instead when required. Local wave heights were computed with the BattjesJanssen wave transformation model [Battjes and Janssen, 1978; Battjes and Stive, 1985] at a fixed point 50 m offshore of the seaward end of the sandbar zone, where the waves are not yet affected by the presence of the sandbar. This procedure is explained in detail in Pape and Ruessink [2008] . The time-series of offshore-measured and locally-computed wave heights are depicted in Figure 2c , and the time-series of offshore-measured wave periods are given in Figure 2d .
Models

Unibest
Unibest is a wave-averaged, coupled, waves-currentsbathymetric evolution model for cross-shore profiles in the submerged part of the nearshore zone. Starting from an initial observed profile and known offshore wave and tide conditions, Unibest updates the profile with the computed bed-level changes over a certain time interval. The updated profile is used in the next timestep in the calculation of the hydrodynamics, sediment transport and bed-level changes. Offshore sandbar migration in Unibest is the result of interaction between the sandbar, wave breaking, undertow, and suspended sediment transport, while onshore sandbar migration results from feedback between near-bed wave skewness, bedload transport, and the sandbar. The details of Unibest's hydrodynamic and sediment-transport models are described in Ruessink et al. [2007] . Because of the capacity of Unibest to model both onshore migration and net-offshore migration over several months [Ruessink and Kuriyama, 2008] , we here use Unibest to represent the class of models that base their computations on the short-and small-scale physical processes. In Section 5 we will argue why the outcome of the experiments we perform here is not specific for the choice of Unibest, but can be generalized to all instances in this class of models.
The cross-shore domain represented in Unibest ranged from the dune foot 100 m onshore of the waterline to the location of the wave gauge 5 km offshore. The part of this domain that was not covered by the daily pier observations was filled with the long-term average profile up to 700 m from the shore, and a linear slope (about 1 : 250) from 700 m to 5 km offshore. Since the outer sandbar hardly ever migrates seaward of the pier [Kuriyama, 2002] , the long-term average profile seaward of the pier will not deviate much from the actual profiles over that part. The model domain was divided into grid cells ranging in size from 100 m in deep water to 1 m in the sandbar areas. A variable timestep was used, with a target value of 6 hours and a minimum of 45 minutes. When the bed-level change at any cross-shore location exceeded 5 cm, the timestep was reduced until the bed-level change became smaller than 5 cm or the timestep reached the minimum allowed value of 45 minutes. The variable timestep reduced the computational time considerably with respect to the constant timestep of 1 hour used by Ruessink et al. [2007] , while yielding virtually identical results. The forcing variables for Unibest consisted of hourly-computed astronomical tides and daily-averaged root-mean-squared wave heights, peak wave periods and wave direction. At the start of each partition (see Figure 2 ), the observed profile was supplied to Unibest, after which the model was iterated forward with hydrodynamic variables and predicted profiles. Profile predictions were read out at timesteps corresponding to the observation times.
The Unibest model has a number of adjustable parameters that need to be calibrated to a specific study site. Here we used several sets of parameters: (1) parameter settings obtained by Ruessink et al. [2007] on the first 44 days of the HORS dataset, and (2) parameter settings obtained by a calibration procedure based on the Nelder-Mead simplex method [Lagarias et al., 1998 ]. The Nelder-Mead simplex method searches the parameter space using the profileelevation error of Unibest runs as objective function. Coordinates in the parameter space that are to be evaluated are efficiently selected by extrapolating the behavior of the objective function. Following Ruessink et al. [2007] , we limited the Nelder-Mead calibration to the current-related roughness kc [ van Rijn, 1993] , the scale factor for the vertical eddy viscosity distribution function in the undertow model αw [Reniers et al., 2004] , and the maximum angle of a stable slope tan(φ) [Roelvink et al., 1995] , also called the angle of repose. Ruessink et al. [2007] showed that the effect of bounded long waves on the net sediment transport rate is insignificant in the Unibest model, so a fourth parameter cr, representing the effect of long waves, was left at its original Ruessink et al. [2007] value. The search space of the simplex method was limited by setting bounds outside which the parameter values would not be physically realistic, using the values in Table 1 .
Calibration was performed for each partition individually, using one up to fourteen neighboring partitions. For example, the eight neighboring partitions of partition 1 are partitions 2 to 9, and the four partitions neighboring partition 2 are partitions 1, 3, 4 and 5. The partition under study is thus excluded from the calibration algorithm, and will be referred to as the test partition in the following. For each parameter combination selected by the simplex method, Unibest was run on the selected neighboring partitions. Calibration errors were defined as the root-mean-squared error in profileelevation between the 30 and 550 m-coordinate (Figure 2b ), which covers the barred part of the nearshore zone. Using a value of 375 m for the seaward edge of the calibration domain as was done in Ruessink et al. [2007] , yielded uncontrolled sandbar behavior beyond the tip of the pier, because that part is not included in the error computation. Although the daily profile observations range only to the tip of the pier at the 400 m-coordinate, extending the range 150 m beyond the pier forced sandbar decay for sandbars entering that area. Errors were averaged over the selected neighboring partitions, and days for which no observations were available were neglected in the error computation. We found that using two neighboring partitions for calibration yielded the best performance on the test partitions. A more detailed discussion of the effect of using different numbers of neighboring partitions for calibration is given in Section 4.1. To verify the reliability of the Nelder-Mead parameter search, we repeated 20 randomly selected calibration runs with a grid search (8000 grid cells) within the parameter bounds of Table 1 . For all trials, the Nelder-Mead results were found in the optimum of the parameter search grid.
Neural networks
Instead of solving the details of undertow, wave nonlinearity and sediment transport, models can also be represented on the level of the patterns that emerge from the underlying processes. In such a more abstract representation, sandbars can be described with only a few variables, such as the cross-shore location of the sandbar crest, or the parameters of a Gaussian curve superimposed on a linear sloping profile [Plant et al., 2001] . While these abstract representations can -at least conceptually -be linked to the underlying physics [see e.g. Plant et al., 2001; Pape et al., in press] , no equations are known that describe the relation between wave properties and abstract representations of the sandbar state, such as sandbar location, shape and crest-depth. Nevertheless, it is possible to derive the relation between abstract sandbar-state variables and wave properties from observations with the help of a data-driven model. Datadriven models can be considered as black-box models in the sense that the correlations they find are often not easily understandable. However, the focus of this work is not to find an intelligible model for sandbar behavior, but merely to investigate how the abstraction level of a model affects the predictability of long-term sandbar behavior.
Earlier work done by Pape et al. [2007] showed that a neural network is able to predict sandbar behavior on timescales of months to years. Moreover, it is known that such a neural network can estimate any function with arbitrary precision [Hornik et al., 1989] . As such, a neural network will be able to model the -as yet unknown -function that describes how sandbars behave on a more abstract level. Because a neural network is the most general instance of the class of models that describe sandbar behavior on any abstraction level, we will here use a neural network model to investigate predictability of sandbar behavior based on simplified representations of cross-shore profiles. A neural network [e.g. Bishop, 1995] consists of a collection of interconnected nodes that exchange signals. Signals enter the network at the input nodes, and travel through the network to the output nodes. Each node applies a certain transfer function to its input values, while connections modify the signals they carry with a certain weight. A neural network can be trained to produce certain activation patterns in the output nodes, given the inputs, by adjusting the weights of the connections. After the training procedure is carried out repeatedly (each repetition is called an epoch) on a certain part of the observations, called the training data, the network's generalizing capacity can be tested on parts of the data that were not used during training.
The neural network used here is based on the NARX recurrent neural network architecture used by Pape et al. [2007] . Recurrent neural networks, in contrast with oftenused feedforward neural networks, can use the temporal structure in their inputs to optimize the output signal. We investigate two NARX models with different representations of a sandbar's cross-shore state: (1) the cross-shore sandbarcrest location (similar to Pape et al. [2007] ) and (2) the coordinates (cross-shore and vertical) of the trough, the sandbar crest and the sandbar foot (see Figures 2b and 1) . For the sandbar-location representation we created a NARX model with one output node for the sandbar location, an input node for the wave height, and an additional recurrent input connection from the output node, representing the sandbar location predicted at the previous timestep. For the three-coordinate representation we used a network with six output nodes for the trough, sandbar-crest and sandbarfoot coordinates (cross-shore and vertical), two input nodes for the wave height and period, and six additional recurrent input connections from the output nodes, representing the predicted coordinates at the previous timestep. In the sandbar-crest-based model no depth information is available, so the local wave height and the water depth above the sandbar crest, which are important for determining the direction and rate of sandbar migration, can only be roughly estimated from the cross-shore sandbar location. The more detailed three-coordinate-based neural network, on the other hand, can form internal representations of a sandbar's cross-shore shape, volume, and crest-depth, and the local wave properties when necessary. As such, we provided locally-computed wave heights to the sandbar-crest model and offshore-measured wave height and period data to the three-coordinate model. The wave direction is assumed constant over the dataset, so it was not used as input to the neural networks. Both neural networks operated with a fixed timestep of one day, and were driven forward with daily-averaged wave information.
The training method used for the NARX neural network was the backpropagation through time (BPTT) algorithm [e.g. Williams and Peng, 1990] . BPTT collects the errors and unfolds the network over a certain amount of timesteps, called the batch size. Because the training procedure can be sensitive to the choice of batch size [for an explanation, see Pape et al., 2007] , the batch size was varied each epoch by selecting a random value between 2 and the total amount of samples in each partition. A bold driver algorithm was used to automatically determine the learning rate parameter. This algorithm increased the learning rate each batch by one percent, until the error increased more than 0.1 percent of the target range compared with the previous minimum error. In that case, the learning rate was dropped by 25 percent, and training was resumed from the weight settings that produced the minimum error. Input data were normalized between −1 and 1 before presentation to the network, and re-scaled to the original values before error computation. Since the timestep of the neural network corresponds the resolution of the observations (i.e. one day), errors could be computed at each timestep. Days at which no observations were available were skipped in the error and weight-update calculations. Training was performed until the error converged, which generally happened around the presentation of 10 9 samples to the network. Similar to the Unibest calibration procedure, neural networks were trained for each partition, using a certain number of neighboring partitions. Since neural networks are datadriven models, they generally need more data to reliably extract the dynamics than process-based models. However, we found that using more than eight neighboring partitions during training did not result in improved performance on the test partitions for both the sandbar-crest and the threecoordinate model. As such, all further neural network experiments were performed using eight neighboring partitions for training.
We performed a number of trials to determine the optimal network size with networks containing 0 up to 20 hidden nodes with hyperbolic tangent transfer functions, organized in zero to two hidden layers. During training we tested for overfitting (the neural network starts to learn the specifics of the training data (noise) instead of the general aspects) on the partitions not used for training or testing, called validation partitions. We found that the error steadily converged to a minimum on the validation sets, probably because the training dataset was sufficiently large and the networks were sufficiently small to prevent overfitting. For both the sandbar-crest-based model and the three-coordinate model, a network without any hidden nodes (i.e. a linear network) outperformed networks with hidden nodes (i.e. nonlinear networks) for prediction horizons of several months. We therefore used a linear model with recurrent training for both the sandbar-crest and the three-coordinate representation in all further experiments. Although these models are both linear models, the recurrent training procedure is not equivalent to linear regression, since the error is minimized over the iterative result of all batch sizes, and not over individual samples. For an in-depth discussion about the increased performance of linear over nonlinear models, see Pape et al. [in press ]. In the following, we will refer to the sandbar-crest-based model as RLARX-C (Recurrent Linear ARX for sandbar-Crest) and to the three-coordinate representation as RLARX-3P (Recurrent Linear ARX for 3 Profile coordinates).
Results
For each of the 16 partitions, the calibration and training procedures described in the previous section were carried on the neighboring partitions. Next, the optimal parameters found for the partitions neighboring the partition under study were used to compute model outputs for that partition. The predicted profiles for the Unibest runs with the parameters from Ruessink et al. [2007] are depicted in Figure 3a . The profiles of the Unibest runs using the parameters obtained with the Nelder-Mead calibration method for two neighboring partitions (best results) are given in Figure 3b . Additionally, Unibest predictions with parameters calibrated on eight neighboring partitions (same as neural network training procedure) are given in Figure 3c . As becomes clear from Figure 3 the NelderMead-calibrated Unibest runs sometimes produced profiles without well-developed sandbars (compare for example partition 7 in Figures 3a and 3c ). To allow sandbar-crest extraction from such profiles, we posed additional constraints on the sandbar-crest extraction algorithm. In case sandbar decay took place before the end of a partition, the first slope break counted from the seaward side was taken by the extraction algorithm as the location of the sandbar. If no slope break could be found in a profile, the extracted sandbar location from the previous day was used. In this fashion, the sandbar locations produced by the algorithm stayed in place even after complete sandbar decay, so error measures could still be computed for sandbar-less profiles. The extracted sandbar locations for the Unibest runs are plotted on top of the profiles in Figure 3 .
The parameter settings from Ruessink et al. [2007] and the average of the optimal parameter values found by the calibration procedure are given in Table 1 . Note that the calibration procedure was performed for each partition (on the selected neighboring partitions), yielding 16 different combinations of optimal parameters. Apart from the average of the optimal values, Table 1 also gives the standard deviations of the parameters over the 16 partitions.
The time-series of sandbar locations predicted by the RLARX-C model are depicted in Figure 4a , and the RLARX-3P results are given in Figure 4b . To give an indication of the predicted sandbar-crest elevation and the predicted locations and elevations of the sandbar-foot and trough of RLARX-3P, we reconstructed profile data from the predicted coordinates and the time-average (sandbarless) profile over the partitions used for training. At each timestep, a profile was created using the three predicted coordinates in the cross-shore range between the predicted sandbar-foot and trough, and the elevations of the meanobserved profile outside of this range. The resulting profiles were interpolated to the observed profile grid with monotone cubic interpolation [Fritsch and Carlson, 1980] . Figure 4b shows the profiles that were constructed in this fashion in the same color scale as Figure 3 .
We computed root-mean-squared errors (RMSE) between observed and predicted sandbar locations for all timesteps at which observations were available. The RMSE values together with their standard deviations over the 16 partitions are given in Table 2 . Apart from the RMSE measure, we calculated skill scores to indicate a model's performance relative to a baseline prediction of no change since the first sandbar-crest observation in a partition. Skills were calculated over each partition as:
where ep is the root-mean-squared difference between model-predicted and observed sandbar locations, and e b is the root-mean-squared difference between the baseline and the observations. According to this formulation, positive skill scores indicate that the model prediction is better than the baseline prediction of no change, zero skill means the model's performance is equal to the baseline prediction, and negative skill scores imply that the model performs worse than the baseline. The average skill scores together with their standard deviations over all 16 partitions are given in Table 2 . For comparison, Table 2 also includes performance measures of the long-term mean sandbar location based on the eight neighboring partitions of each predicted partition.
Unibest
As becomes clear from Figure 3 , Unibest was able to reproduce several general features of sandbar behavior, such as rapid offshore migration (e.g. Figures 3a and 3b in partition 3) and onshore migration (Figures 3a and 3b in parts 12 and 13). Furthermore, cycles of sandbar creation and decay were sometimes generated by Unibest (e.g. Figure 3a in partition 11). However, Unibest struggled to predict sandbars at the right location, despite our efforts to optimize its parameter settings.
Using parameters from Ruessink et al. [2007] , Unibest was unable to outperform both the baseline prediction (negative skill) and the long-term mean sandbar location (see Table 2 ). Figure 3a reveals that this is mainly because the predicted sandbars migrated seaward at a much faster rate than the observed sandbars (e.g. in partitions 3 and 16). Since the predicted sandbars would not decay when migrating beyond the tip of the pier, the differences between observed and predicted profiles became increasingly larger near the end of each partition. Even though Unibest accurately predicted offshore and onshore sandbar migration in some parts of the data (e.g. in partition 1), most of the time the predicted offshore migration rate was wrong, yielding an overall negative skill score with a large standard deviation.
The parameters obtained with the Nelder-Mead calibration method on two neighboring partitions yielded the best Unibest prediction performance ( Figure 3b and Table 2 ). However, to achieve this performance, rather different parameter settings for different partitions were needed (large standard deviation in Table 1 ). For some partitions the Nelder-Mead calibration method found parameters settings that resembled those found by Ruessink et al. [2007] , but for other partitions completely different optimal settings were found, sometimes even close to the upper limit of the allowed range. What is more, Unibest was unable to outperform the neural networks and was only marginally better than the baseline prediction and the long-term mean sandbar location.
Using more than two neighboring partitions for calibration caused a decrease in performance. Increasing the number of calibration partitions often resulted in parameter settings that caused rapid sandbar decay everywhere in the profile (e.g. Figure 3c ). Even sandbars that were occasionally generated after the start of a partition quickly disappeared (e.g. Figure 3c in parts 12 and 15). Obviously, sandbar-crest prediction errors increase when the predicted profiles do not contain any sandbars. As can be inferred from Table 1 , rapid sandbar decay was achieved by setting αw close to the upper bound of the allowed range (i.e. αw ≈ 0.2 with small standard deviation). The other parameters, kc and tan(φ) varied considerably between different partitions (large standard deviation), but since αw was large, their exact value did not affect the general behavior much. Apparently, a parameter setting for which Unibest predicts rapid sandbar decay is better than a setting that produces profiles with sandbars, but at the wrong place. Table 2 shows that using one (before or after) neighboring partition for calibration also deteriorated the results. While parameter settings obtained from calibration on a single partition often produced clearly distinguishable sandbars, the predicted offshore migration rate in other partitions was incorrect, resulting in growing errors over time.
To investigate the range of Unibest parameter values required to reproduce observed sandbar behavior in different partitions, we applied the calibration procedure on each partition individually. Optimal parameter settings for each of the 16 partitions are given in Figure 5 , and their averages and standard deviations in Table 1 . Hindcasts for the partitions on which the parameters were calibrated are given in Figure 3d . For most partitions, the calibration method found parameter settings that produced migrating sandbars, but there were also some partitions for which physically unrealistic parameter settings were found, resulting in profiles without well-developed sandbars (e.g. Figure 3d parts 4, 5, 9 and 15), and causing large standard deviations in the optimal parameter settings (Table 1 ). The parameters that did produce migrating sandbars were however not clustered in the same region of the parameter space, as becomes clear from Figure 5 . This might be partially caused by the interdependence between kc and αw. As Figure 5 highlights, large kc are generally associated with small αw, and vice versa. Both parameters affect the current-related transport, αw by affecting the vertical undertow profile and kc by influencing the concentration profile. Different combinations of αw and kc may thus result in similar sandbar behavior. The performance values for the partitions on which the Unibest parameters were calibrated are given in Table 2.  For comparison Table 2 also shows the results for the neural network models when trained on the (single) hindcasted partition. The positive skill score achieved when Unibest hindcasts the partition on which it was calibrated (Table 2) and the results in Figure 3d indicate that this model is, in principle, able to reproduce observed sandbar behavior for the partition on which it is calibrated. However, Unibest performance remained inferior to the performance of neural networks trained on the hindcasted partition.
Neural networks
The neural networks were much better at predicting cross-shore sandbar behavior than Unibest. Especially the offshore-directed trends ( Figure 4 ) were reproduced more accurately by both neural network models. As a result, the neural networks were able to outperform the baseline prediction of no change (positive skill scores in Table 2) as well as the long-term mean sandbar location. Although additional profile information was available in RLARX-3P, the predicted migration patterns were very similar and both models often over-and under-predict sandbar locations in the same partitions (Figure 4) .
Moreover, the simpler RLARX-C model achieved a higher performance than the more detailed RLARX-3P. A possible reason for this is that the local wave height used in RLARX-C is a better estimate for sandbar migration than the offshore wave height and period data used for RLARX-3P. To investigate whether the different external forcings caused the performance difference between RLARX-3P and RLARX-C, we repeated the experiments with switched forcings (i.e. RLARX-C was trained and tested using offshore wave height and period data, and RLARX-3P with local wave heights only). We found, however, that RLARX-C still outperformed RLARX-3P, even for different forcings. We also found that, independent of the external forcings, both models achieved similar performance on the partition on which the networks were trained (see Table 2 ). This indicates that the performance difference between RLARX-C and RLARX-3P on partitions withheld from training is not generated during training, but arises from the increased generalizing capacity of RLARX-C over RLARX-3P. The only difference between the two neural networks is the number of variables on which the predicted sandbar location depends. In RLARX-3P, the predicted sandbar location not only depends on the previous sandbar location, as in the RLARX-C model, but also on the previous sandbar-crest elevation and the previous coordinates of the trough and the sandbar foot. From this we infer that the decreased performance of RLARX-3P compared to RLARX-C is caused by the larger number of parameters to which the predicted sandbar location is sensitive.
Performance over time
To investigate how the accuracy of the models evolves over time, we evaluated the model performance using the parameters obtained with the optimal number of neighboring partitions (two for Unibest and eight for the neural networks). All models were initialized at the first day of each partition, and iterated forward with observed hydrodynamics, and predicted profiles or sandbar-state variables. Errors were then computed starting from the first prediction to the end of the partition, and averaged over all 16 partitions. Figure 6 shows the average root-mean-squared error in sandbar location as a function of the number of days predicted ahead, for all models. For comparison, Figure 6 also shows the error associated with the long-term (based on eight neighboring partitions) sandbar location. Since only a small number of partitions were longer than 200 days, we could not compute accurate average results for prediction horizons longer than 200 days.
As becomes clear from this figure, the error increases for all models over the first 200 days of prediction. In partitions longer than 200 days, the error usually did not increase further after 200 days, and sometimes even decreased again around prediction horizons of a year. In many partitions, sandbar behavior in the first 200 days is dominated by the offshore-directed trends. Only when the offshore-directed trend becomes less important relative to seasonal behavior (in partitions longer than a year), did the prediction error decrease again. The continuous increase in all prediction errors over the first 200 days indicates that reproducing the offshore-directed trend is difficult for all models.
Profile Predictions
Despite our efforts to find Unibest parameter settings that reproduce observed sandbar behavior, the neural networks achieved better performance than Unibest. However, the comparison between Unibest and the neural networks on their ability to predict sandbar locations might be considered unfair, since the two models were optimized on different performance measures. The neural networks were both optimized and tested on sandbar locations, while Unibest was optimized on profile elevations, but tested on its ability to predict cross-shore sandbar locations. It is however Root-mean-squared prediction error in sandbar-crest location as function of the number of days predicted ahead (prediction horizon), averaged over all 16 partitions. Unibest was calibrated on 2 neighboring partitions, and RLARX-C and RLARX-3P were trained on 8 neighboring partitions. also possible to compare the performance of Unibest and RLARX-3P on profile elevations (vertical coordinates). For this comparison, we used the three coordinates predicted by the RLARX-3P model together with the long-term mean profile (based on the eight partitions used for training) to construct predicted profiles, in the manner described at the start of this section. Next, we computed the root-meansquared difference between observed and predicted profile elevations between the 30 and 550 m-coordinate, which loosely covers the part between the trough and sandbar-foot locations (see Figure 2b) and corresponds to the part on which Unibest was calibrated. Additionally, we computed profileelevation skill scores according to equation 1, using the first profile at the start of each partition as the baseline prediction. Table 3 shows the performance measures over the profiles for both Unibest and RLARX-3P. For comparison, we also included performance measures of merely predicting the long-term (based on eight neighboring partitions) sandbarless mean profile between the 30 and 550 m-coordinate.
As becomes clear from Tables 2 and 3 , the RLARX-3P model not only outperforms Unibest on sandbar locations, but also on profile elevations. Using smaller parts of the profile (i.e. starting further offshore of the 30 m coordinate and onshore of the 550 m coordinate) for the error computation slightly increased the errors, because most of the profile variability is related to the sandbars. However, the RLARX-3P elevation performance remained better than the Unibest elevation performance, even when the error was computed over smaller parts of the profile. What is more, Unibest was not able to outperform a long-term mean profile prediction, while the results of the RLARX-3P model were only slightly better than the long-term mean profile.
Discussion
Both the Unibest and neural network models were able to produce several general features of cross-shore sandbar behavior at HORS, such as rapid offshore migration, slower onshore return and net-offshore migration. However, predicting the cross-shore sandbar location over prediction horizons of several months to years turned out to be more difficult. The Unibest model produced the least accurate results and could only outperform a no-change prediction when it was allowed to use different parameter settings for different parts of the data. The neural network models, on the other hand, were able to predict sandbar locations more accurately. Moreover, the RLARX-3P outperformed Unibest both on sandbar locations and profile elevations.
The calibration procedure used to find optimal Unibest parameter settings gives several clues about the reason for the inaccurate Unibest results. First, we found that considerably different parameter settings are required to accurately model different parts of the data. Second, a parameter setting that allows for accurate hindcasts of sandbar behavior in one part of the observations, produces highly inaccurate behavior in other parts. Third, when calibration is performed on larger parts of the observations, it turns out to be better to predict profiles without sandbars. From these findings we conclude that certain aspects of sandbar behavior can be reproduced by Unibest within one data partition, but cannot be generalized to other partitions.
Since the data were divided in partitions of offshoremigration cycles, the most significant aspect of sandbar behavior within one partition is the offshore-directed trend. Unibest parameters obtained from a small part of the observations can be used to reproduce the offshore-directed trend in that part, but yield the wrong trends in other parts of the data. Apparently, the exact slope of the offshore-directed trend is very sensitive to the Unibest parameters. When offshore sandbar migration is predicted at the wrong rate, the predicted sandbar crest will end up in the observed trough, or the predicted trough ends up at the observed sandbarcrest location. Predicting sandbars at the wrong location considerably deteriorates predictions of profile elevations, both for Unibest and RLARX-3P. When Unibest puts the sandbar in the wrong place, the error in the profile elevation rapidly becomes larger than the mean (sandbar-less) profile. Similarly, errors in the horizontal location of the sandbarcrest, sandbar-foot and trough, result in considerable errors in the vertical elevations in the profiles constructed from the RLARX-3P results. While RLARX-3P outperformed Unibest on profile elevations, it performed only slightly better than the long-term mean profile prediction. As mentioned in Section 1, sandbar behavior might be described in more abstract terms as migration toward a wave-height-dependent equilibrium location. However, if this equilibrium location itself exhibits a long-term trend, or if the timescale on which the sandbar migrates toward the equilibrium location is very large compared to the timescale of the wave variability, errors made in the prediction of sandbar locations will still accumulate exponentially over time [Pape et al., in press] . The problem of error accumulation can therefore not always be entirely solved by representing the behavior of a system on a more abstract level, as in the neural network models used here. While the simplest model (RLARX-C) outperformed all other models, it still had difficulty predicting the exact slope of the offshoredirected trends, as indicated by the growth of the error with increasing prediction horizon ( Figure 6 ). The more detailed RLARX-3P model performed worse than RLARX-C, because the outcome depended on additional parameters. Using nonlinear networks caused an additional decrease in performance, while the most detailed model of the underlying physics (Unibest) performed the worst. Apparently, adding more details to a model causes a decrease in the capacity to predict long-term sandbar behavior.
From these findings we conclude that the nonlinearities in the underlying processes are not canceled out on larger and longer scales, but continue to accumulate over time, making it difficult to predict long-term trends in sandbar location. While the unpredictability related to error accumulation is most obvious in the Unibest modeling effort, the effects of nonlinearity are still present on larger and longer scales. Since long-term trends in sandbar location are not the result of a similar trend in some external forcing pattern, but rather the cumulative result of small differences in onshore and offshore migrations at different timescales, it can be expected that any model that tries to predict netoffshore migration trends in an iterative fashion will suffer from this problem.
It can be argued that the reason for the inferior Unibest performance is that certain processes are missing or are inadequately represented in the model formulation (e.g. Unibest is a wave-averaged model). Similarly, the neural network models might be augmented with more detailed information. In fact, the large range of optimal parameters found in the Unibest calibration runs indicates that the model can compensate for incorrect and missing processes by using different parameter settings at different times [see also Hsu et al., 2006] . Some of these adjustable parameters can be replaced by a more detailed description of the underlying processes, potentially leading to better long-term predictions. For example, van Rijn [2007] proposed the use of variable kc as a function of the hydrodynamic and sediment properties. While adding more detailed descriptions of physical processes would intuitively make a model better and more complete, it does not necessarily yield better long-term predictions. Instead, including more detailed descriptions of physical processes might also aggravate the problem of error accumulation [see for example Oreskes et al., 1994; Oreskes, 2003] . This is already plainly illustrated by the neural network results: the simplest RLARX-C model outperformed both the more detailed RLARX-3P model and the nonlinear versions of these models.
A previous investigation into the predictability of crossshore sandbar behavior at HORS by Ruessink and Kuriyama [2008] revealed divergence of initially similar states during high-wave conditions, but convergence of initially different states during periods of low waves. From their study on the first 1.5 year of the HORS dataset Ruessink and Kuriyama [2008] concluded that sandbar behavior is deterministically forced rather than chaotic. Our findings imply that such conclusions always need to be interpreted in relation to the temporal and spatial scale on which sandbar behavior is studied and modeled. Even if the profiles evolve to similar states during low waves, the much larger and less predictable response during high wave events can still be more significant to the long-term predictability of sandbar behavior.
The rate of net-offshore migration does not only determine where a sandbar is at a certain time, but also when sandbars reach the depth at which they start to decay. As such, the duration of cycles of net-offshore migration crucially depends on the net-offshore migration rate. Since predicting the exact rate of net-offshore migration is difficult, the duration of cycles of net-offshore sandbar migration will also be difficult to predict. Predicting sandbar behavior on timescales beyond the duration of a single cycle of net-offshore migration will be even more difficult. Even if a model has positive skill in some parts of the data, predictions will eventually start to run out-of-phase with the observed offshore migration cycles, effectively reducing the model skill below zero.
Our findings imply that successful process-based modeling of cross-shore sandbar behavior on timescales up to several weeks does not guarantee accurate predictions of long-term sandbar behavior. Modeling trends in sandbar behavior as the cumulative result of the underlying shortand small-scale physical processes is prone to error accumulation. This might hamper the comparison between competing models and as such, might pose a challenge for our understanding of long-term sandbar behavior.
Conclusion
We investigated the predictability of cross-shore sandbar behavior at HORS with models that operate on different abstraction levels. The models were able to produce several general features of cross-shore sandbar behavior at HORS, but predictions of cross-shore sandbar-crest locations became less accurate with increasing prediction horizon. Especially the slope of the trends in cross-shore sandbar location was difficult to reproduce from given initial sandbar-or profile-state variables and hydrodynamic conditions. More detailed and nonlinear models with more processes and adjustable parameters were less accurate in predicting longterm sandbar behavior. The trends in offshore sandbar migration were found to be highly sensitive to the model parameters, which prevents models to generalize to parts of the data withheld from calibration and training. Furthermore, prediction errors for all models increased over the timescales of the offshore-directed trends. Together, these findings indicate that the nonlinearities in the underlying hydrodynamic and sediment-transport processes are not canceled out on the larger and longer scale of sandbars, but continue to affect the predictability of long-term trends in sandbar behavior. Error accumulation in the short-and small-scale processes of detailed process-based models might therefore pose a challenge for modeling and understanding long-term trends in sandbar behavior.
