The paper deals with a singular non-linear partial differential equation tdu/dt = F (t, x, u, du/dx) with two independent variables (t,x) e C 2 under the assumption that F (t,x,u,v) is holomorphic and
); on the other hand, if y(x) ^ 0 the linearized equation of (Ei) is not linear Fuchsian type but is linear totally characteristic type (in the sense of Hormander [7, section 18.3] ).
Note that in case y(x) ^ 0 we have y(x) = x p c(x) with c(0) / 0 for some pzZ + . Denote: Z + = {0,1,2,...} and N = {1,2,...}.
The main theme is:
Problem. Under (H-l) and (H-2), find a holomorphic solution u(t,x) in a neighborhood of (0, 0) e C t x C x satisfying w(0, x) = 0 near x = 0.
We already know the following results.
(1) (Gerard-Tahara [3] ). When y(x) = 0, if jff(O) $N, the equation (Ei) has a unique holomorphic solution u(t,x] in a neighborhood of (0,0) e C t x C\ satisfying w(0, x) = 0.
(2) (by Cauchy-Kowalewski theorem). When y(0) ^ 0, for any holomorphic function $(t) with ^(0) =0 the equation (Ei) has a unique holomorphic solution u(t,x) in a neighborhood of (0,0) eC r x C x satisfying w(0,x) = 0 and (3) (Chen-Tahara [2] ). When y(x) = xc(x) with c(0) ^ 0, if i) / -£(0) -7"c(0) ^ 0 for any (z, j) e N x Z+, ii) Re c(0) < 0 hold, the equation (Ei) has a unique holomorphic solution u(t,x) in a neighborhood of (0, 0) e C t x C x satisfying w(0, x) = 0. Remark 1. Yamane [9] has also discussed some problem concerning holomorphic solutions of (Ei) under the condition: y(x) = 0 and j8(0) E N.
In this paper, by using an argument quite different from that in [2] we shall improve the above result (3) into the following form. We shall prove Theorem 1 in the next section, and in sections 3 and 4 we shall extend Theorem 1 to higher order totally characteristic type non-linear partial differential equations.
In sections 2 and 3 we shall use the following notations. We denote by C[[r,x]] (resp. C[[A:]]) the ring of formal power series in the variables (t,x) (resp. in the variable x). For formal power series 
where / 0 (x) = a(x) and
Note that (2.3), is expressed in the form 
where a > 0 is the constant in (1.2) and
It is easy to see that (2.6) has a unique formal power series solution his leads us to (2.10)/ and (2.1 l) z .
Lemma 1 implies that Y(t,x) is a majorant series of the formal solution u(t,x)
. Therefore, to complete the proof of Theorem 1 it is sufficient to prove that Y(t,x) is convergent near (0,0) e C t x C x .
To do so, we write Y(t,x) in the form where By the condition |/ 0 |(x) = |a|(x) = A(x), (2.4) and (2.9) we have
This implies that Y\(x) and Y2(x) are holomorphic functions in a neighborhood of x = 0 and therefore S(Y\)(x) and ^(r 2 ) (jc) are also holomorphic near x = 0. Let us show that W(t,x) is convergent near (0,0) e C t x C*. By (2. Hence, instead of considering (2.14) we shall consider the following analytic equation with respect to Z(p):
Then, the proof of Lemma 2 can be reduced to the following lemma. 
(p) « Z(p).
Thus, the proof of Lemma 3 is completed. The proof of Theorem 1 is also completed at last. §3. Case of Higher Order Totally Characteristic PDE
In this section, we shall extend the result of Theorem 1 to the case of higher order totally characteristic partial differential equations.
Let (r, x) E C t x C x , m e N, put N = #{(j, a) E Z + x Z + ; j + a < m, j < m}, and denote Z = (Z-V E CL et us consider
(•i )' -(--{(4)' (0-; with u = u(t,x) as an unknown function, where F(t,x,Z) is a function with respect to the variables (t,x,Z) defined in an open polydisk
A centered at the origin of C t x C v x C^. Denote: ^o = ^ H {r = 0, Z = 0}. We assume the following conditions: If ^^(x) = 0 for all (7, a) with a > 0, C(x,td/dt,d/dx) is nothing but an ordinary differential operator in t with a parameter x. In this case, the equation (E OT ) was studied quite well in Gerard-Tahara [4] . This is the higher order version of non-linear Fuchsian type partial differential equations.
Thus we rewrite F(t,x,Z) near the origin as

F(t,x,Z)=a(x)t+
If bj^(x) ^ 0 for some (7, a) with a > 0, the equation (E m ) is called nonlinear totally characteristic type partial differential equations. This case is divided into the following two cases:
Case (I) 6,^(0) ^ 0 for some a > 0. Case (II) bj^(0) = 0 for all (7, a) with a > 0, but fy ia (jc) ^ 0 for some a > 0.
Gerard-Tahara [6] discussed the case (I) and proved the existence of holomorphic solutions and also singular solutions of (E m ).
Here, we shall consider a particular class of the case (II) under the following assumption:
b^(x) = 0(x*) (as x -» 0) for all (7, a 
k>\ Substituting this into (3.3) and comparing the coefficients of t k (for k > 1) we have the following recursive formula: 
for any (j, a) e /.
\OXJ
Proof. We will prove this by induction on k. It is easy to prove that (3.8)fc holds for k = 1. Let k > 2 and suppose that (3.8)^ is already proved for all p < k. Denote:
Then, by (3.2), (3.5) and the induction hypothesis we have
a (7,); 1 < p < k -1, (7, a) e /}).
Hence, combining this with (3.7) we can obtain
which immediately leads us to (3.8)^.
By Lemma 4 we see that Y(t,x)
is a majorant series of the formal solution u(t,x) of (3.4). Thus, to complete the proof of Theorem 2 it is sufficient to prove the convergence of Y(t,x) in a neighborhood of (0,0) e C t x C x . We have:
Now
(1) By Theorem 2 we see that (4.1) has a unique holomorphic solution u(t,x) in a neighborhood of (0,0) e C t x C Y with t/(0,x) = 0.
(2) The equation (4.2) does not satisfy the condition (3.2) and so we cannot apply Theorem 2 to (4.2). Though, by a calculation we can see that (4.2) has also a unique holomorphic solution u(t,x) in a neighborhood of (0,0) E C t x C x with i/(0,jc) = 0.
Being motivated by this, let us give here a slight generalization of Theorem 2 so that we can apply our result to the equation (4.2).
Let m e N, let ^//l be a subset of {(7, a) E Z + x Z+;j + a <m,j < m}, and denote 
