In this abstract, we propose a new finite-difference scheme for solving wave equations. This scheme splits the multidimensional system into different directions and solves each direction implicitly. Unlike most splitting methods in the literature which produce numerical anisotropy in diagonal directions, this method gives perfect circular impulse responses and allows lateral velocity variations. In this paper, we prove that the proposed scheme is unconditionally stable. In the numerical examples, we show some impulse response tests and compare them with the results from some high-order explicit finite-difference methods. The new method allows larger time step and requires less memory storage during the reverse time migration.
Introduction
Seismic modeling using finite-difference (FD) methods is an invaluable tool for seismic interpretation and plays the key role in reverse time migration. Generally speaking, published finite-difference schemes can be divided into two classes: implicit FD schemes and explicit FD schemes. For 1D wave modeling, the implicit schemes are superior for two reasons. First they can be made unconditionally stable so the time step size can be arbitrarily chosen to save computation time and, second, they lead to tridiagonal systems which can be solved efficiently by forward/backward substitution (Trefethen, 1996) . However, in higher dimensions, the implicit FD schemes require solving multi-dimensional matrices which greatly increases memory usage and computational cost. Therefore, in multidimensions, seismic wave equation modeling algorithms rely almost exclusively on explicit FD methods (Kosloff, et.al., 1982; Fornberg 1987) . Though explicit FD schemes are easy to solve, theoretical analysis shows that they can only be conditionally stable and the marching time step size is limited by the stability condition. Such a restriction put a theoretical upper bound to the computational speed of this type of FD methods.
In this abstract, we propose a new implicit FD scheme for solving multi-dimensional wave equations. This scheme splits the system into several one-dimensional FD schemes at different spatial directions and solves each direction implicitly. Unlike most of splitting methods in the literature which produce numerical anisotropy in diagonal directions, this method gives perfect circles for impulse response testing. The unconditional stability has been proved and the dispersion has been analyzed in this paper. We also tested the new methods with different impulse responses and compared the results with those from the high-order explicit FD methods.
Implicit Splitting Finite Difference Scheme
Let us start with the three-dimensional wave equation: 
The pressure wavefield 1 + n ljk p can be computed as 3 1 1 1 1
In all these equations, u, v and w are intermediate wavefields, computed at each time step. The proposed ISFD (2) consists of three decoupled implicit finitedifference schemes along x, y and z directions. Each one of them leads to a tri-diagonal matrix and can be efficiently solved by a forward and backward substitution method. Therefore, numerically FD scheme (2) is more costeffective than the convention implicit FD schemes. In the literature, most of the directional splitting methods for solving wave equations introduce numerical anisotropy, which causes big kinematic errors in modeling and migration. But our proposed method does not suffer from this problem.
Stability and Dispersion Analysis
To analyze the stability and dispersion, we first transform the finite difference scheme (2) to time and wavenumber domain as 
Similar expressions can be written for y Λ and z Λ . It is easy to check that equation (5) is second order in time and is an approximation to the original wave equation (1). Therefore, no splitting error is introduced in this method.
We can also prove that (5) 
The above dispersion relation is similar to those of the conventional high-order space explicit FD schemes 
etc..
In Figure (1 . Unlike the conventional FD schemes, the dispersion relation of ISFD can be adjusted by choosing different a and γ values and it also depends on the modeling grid size ∆x, ∆z, time step ∆t and local velocity c. By properly choosing these parameters, ISFD can achieve a same dispersion as higher order explicit finite-difference schemes (at least 4 th order) and still use larger time step if a is selected to be larger than γ.
Numerical Examples
The proposed algorithm was first tested on an impulse response. Figure (2a) shows the snap shot at 1s computed using the 2D explicit finite-difference with 8 th -order in space and 2 nd -order in time. Figure (2b) shows the snap shot at the same time step but computed using ISFD. In both cases, velocity is 2000m/s, ∆t=0.005sec, ∆x=20m and ∆z=20m. ISFD has less dispersion on the front edge than the explicit scheme. A 2D dispersion error is plotted in Figure ( 3) for 8 th order explicit scheme and in Figure ( 4) for ISFD using the same parameters as for producing Figure  ( 
. (12) To test how well the algorithm can handle complicated geology environments, we designed a salt model with complex geometry and high velocity. The model is shown in Figure (6 ). The velocity of the right salt is 4500m/s. ∆x=∆z =20m. The source is located at (x,z)=(4000,3000)m.
Eighth-order explicit finite difference becomes stable until ∆t is reduced to 0.0025sec. Figure (7) shows the snap shot at 1sec. Figure (8) shows the corresponding result with ∆t=0.005sec using ISFD. The explicit scheme and ISFD have almost identical kinematics. But the time step for ISFD is twice as large as that for the explicit method (and can be bigger) thereby reducing computation cost.
Conclusions
We have proposed an implicit splitting finite difference scheme for numerical solution of multi-dimensional wave equation. Unlike most splitting methods, this new scheme provides good approximation in all spatial directions and this has been validated by the impulse responses. By splitting a multi-dimensional system into separate directions, each of the decoupled system leads to a tridiagonal system which can be solved efficiently. We have shown that the dispersion error of this scheme can be minimized by properly selecting modeling parameters. Numerical results show that the new method, by using larger time step, can give results of the same quality as those using explicit high-order finite-difference schemes. 
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