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ABSTRAK 
Golongan obat psikofarmaka atau obat-obat kejiwaan perlu penanganan khusus di Rumah Sakit 
Jiwa (RSJ), karena layanan utama di RSJ adalah untuk pasien yang mengalami gangguan 
kejiwaan. Untuk mengatasi kekurangan atau kelebihan penggunaan obat psikofarmaka maka 
diperlukan suatu sistem prediksi. Penelitian ini menerapkan metode Elman Recurrent Neural 
Network untuk melakukan prediksi dengan menggunakan data penggunaan obat berbentuk time 
series sebanyak 358 data. Penelitian ini menggunakan 7 variabel yaitu data penggunaan obat 
Psikofarmaka 7 hari sebelumnya. Pengujian menggunakan variasi epoch yaitu 100, 200 dan 300,  
learning rate 0,1 , 0,3 0,5, 0,7 dan 0,9 serta toleransi error 0,0001 dengan pembagian data latih dan 
data uji sebesar 90%:10%, 80%:20% dan 70%:30%.  Berdasarkan hasil pengujian MSE diperoleh 
MSE terkecil  0,000047 pada pembagian data 70%:30% dengan learning rate 0,3 dan epoch 300. 
Berdasarkan penelitian, dapat disimpulkan bahwa Elman Recurrent Neural Network dapat 
melakukan prediksi penggunaan obat psikofarmaka di RSJ Tampan Provinsi Riau.  
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Psychopharmaceutical drugs or psychiatric drugs need special treatment at the Rumah Sakit Jiwa 
(RSJ), because the main service at the RSJ is for patients with psychiatric disorders. To overcome 
the shortcomings or excess use of psychopharmaceutical drugs, we need a prediction system. This 
study applies the Elman Recurrent Neural Network method to make predictions using 358 time 
series drug use data. This study uses 7 variables, namely data on the use of psychopharmacic 
drugs 7 days before. The test uses epoch variations, namely 100, 200 and 300, learning rate 0,1, 
0,3 0,5, 0,7 and 0,9 and error tolerance 0,0001 with the division of training data and test data of 
90%: 10% , 80%: 20% and 70%: 30%. Based on the MSE test results obtained the smallest MSE 
of 0.000047 at 70%: 30% data sharing with a learning rate of 0.3 and epoch 300. Based on the 
research it can be concluded that the Elman Recurrent Neural Network can predict the use of 
psychopharmacic drugs at the RSJ Tampan in Riau Province. 
Keywords: Elman Artificial Neural Network, Artificial Neural Network, Psychopharmaceutical 
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Data Time Series   :  Data yang dikumpulkan dari waktu ke waktu dan  
        terjadi secara berurutan 
Denormalisasi Data   :  Proses mengembalikan data ke bentuk semula 
Logistik Obat  : Kegiatan pengelolaan obat, mulai dari  sumber 
penga       pengadaan hingga ke konsumen akhir 
Normalisasi Data  : Proses memperkecil data tanpa menghilangkan 
kara         karakteristik dari data asli 
















Keterangan Simbol Flowchart 
   Terminator : Simbol sistem akan dimulai atau berakhir. 
 
   Proses  : Simbol pemrosesan oleh user / sistem. 
 
   Verifikasi : Simbol penentuan pilihan. 
 
 Data  : Simbol untuk mendeskripsikan data. 
 






1.1 Latar Belakang 
Rumah sakit merupakan instansi pelayanan kesehatan bagi masyarakat 
yang dipengaruhi oleh perkembangan ilmu pengetahuan kesehatan, kemajuan 
teknologi, dan kehidupan sosial ekonomi masyarakat yang harus tetap mampu 
meningkatkan pelayanan yang lebih baik dan terjangkau oleh masyarakat agar 
terwujud derajat kesehatan yang setinggi-tingginya (Malinggas dkk, 2015). 
Menurut Peraturan Menteri Kesehatan Republik Indonesia no. 56 Tahun 2014 
Pasal 59 bahwa bagian dari rumah sakit khusus terdapat rumah sakit yang khusus 
menangani masalah kejiiwaan yang terjadi pada masyarakat, atau biasa disebut 
Rumah Sakit Jiwa (RSJ). Sama halnya dengan rumah sakit pada umumnya, RSJ 
juga memiliki layanan kefarmasian yang mengatur logistik obat di rumah sakit 
tersebut (Peraturan Menteri Kesehatan RI No. 56, 2014).  
Logistik merupakan serangkaian kegiatan pengelolaan yang terdiri dari 
pemindahan dan penyimpanan suatu barang serta informasi terkait mengenai 
barang tersebut mulai dari sumber pengadaan hingga ke konsumen akhir secara 
efektif dan efisien (Risnawati & Handayani, 2017).  Pengelolaan logistik obat 
pada suatu rumah sakit harus memiliki perhatian dan penanganan yang khusus. 
Hal tersebut dilakukan karena apabila persedian obat terlalu besar atau berlebihan 
dapat menyebabkan kerugian bagi rumah sakit, sebaliknya apabila persediaan obat 
terlalu sedikit atau kurang  dapat menyebabkan tertundanya keuntungan atau 
bahkan hilangnya pelanggan di rumah sakit tersebut (Mellen & Pudjirahardjo, 
2013). Dampak negatif secara medis maupun ekonomis akan dirasakan langsung 
oleh  rumah sakit apabila terjadi ketidakefektifan dalam melakukan pengelolaan 
obat (Febreani & Chalidyanto, 2016). Hal tersebutlah yang mendasari pentingnya 
melakukan pengelolaan obat pada suatu rumah sakit, begitu juga halnya pada 
Rumah Sakit Jiwa (RSJ) Tampan Provinsi Riau. 
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Pengelolaan obat di Rumah Sakit Jiwa (RSJ) Tampan Provinsi Riau 
dilakukan oleh bagian Instalasi Farmasi. Instalasi farmasi bertanggungjawab 
penuh apabila terjadi stok obat yang berlebihan atau kekurangan. Obat-obat yang 
digunakan di rumah sakit tersebut sama halnya dengan rumah sakit pada 
umumnya. Tetapi pada RSJ Tampan ini penggunaan obat yang tergolong 
psikofarmaka atau obat-obat kejiwaan jauh lebih banyak karena layanan utama di 
RSJ tersebut adalah layanan bagi pasien yang memiliki gangguan kejiwaan. 
Sehingga bagian instalasi farmasi di RSJ tersebut harus memiliki perhitungan 
yang tepat dan diperlukan penanganan khusus agar persedian obat psikofarmaka 
tidak berlebihan atau kekurangan. Sehingga banyak peneliti yang tertarik 
melakukan penelitian pada kasus ini. 
Penelitian mengenai prediksi logistik obat sebelumnya telah dilakukan 
oleh (Risnawati & Handayani, 2017) yaitu tentang penerapan jaringan syaraf 
tiruan untuk proyeksi logistik berdasarkan prediksi pasien menggunakan 
algoritma Backpropagation, didapatkan pola terbaik yaitu pola 8-3-3-1 dengan 
akurasi 88%. Variable yang digunakan ada delapan yaitu analgetik, antiemetik, 
vitamin, antiepilepsi, anestesi, anti parkinson, psikofarmaka dan  kortikosteroid. 
Penelitian selanjutnya yaitu oleh (Andriani & Areni 2015) tentang prediksi 
pemakaian obat di instalasi farmasi rumah sakit pendidikan, dengan menggunakan 
satu data input yaitu data penggunakan obat harian, toleransi eror = 0,0001 dan 
learning rate 0,08 diperoleh hasil prediksi pada obat aspilet sebesar 12.249 dimana 
pemakaian nyata obat tersebut adalah 11.565. Penelitian selanjutnya yaitu (Nangi 
dkk, 2018) tentang permalan persedian obat menggunakan metode Triple 
Exponential Smoothing (TES), dengan menggunakan data obat harian dan 
dikombinasikan dengan persamaan kuadrat untuk metode TES disimpulkan 
bahwa metode ini cocok untuk data trend linear dan data fluktuatif dengan nilai 
MSE terkecil = 48,2117 serta MAPE terkecil = 4,25448%. Penelitian selanjutnya 
dilakukan oleh (Suwardiyanto dkk, 2019) tentang sistem prediksi kebutuhan obat 
di puskesmas menggunakan metode Least Square, data yang digunakan terdiri 
dari 13 nama obat yang terkumpul selama tujuh bulan. Tingkat kesalahan dalam 
prediksi kebutuhan obat menggunankan Least Square yaitu yang terendah sebesar 
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0,74% pada obat catropil, sedangkan kesalahan terbesar pada obat Ranitidin, yaitu 
sebesar 30,15%. Sedangkan tingkat error rata-rata adalah12,70%. 
Perkembangan ilmu pengetahuan di bidang teknologi informasi 
belakangan ini sangat pesat karena banyaknya penelitian keilmuan yang 
mengangkat tema tersebut. Salah satu keilmuannya yaitu Jaringan Syaraf Tiruan 
(JST). JST merupakan salah satu sistem pemrosesan informasi yang didesain 
dengan menirukan cara kerja Jaringan Syaraf Biologis (JSB) misalnya cara kerja 
otak manusia. JST melakukan proses belajar melalui perubahan bobot sinapsis 
yang diterimanya. Perubahan bobot tersebut menghasilkan bobot akhir yang  
cocok dengan pola yang telah dilatih sebelumnya (Hermawan, 2014). Penggunaan 
JST banyak dihubungankan dengan masalah prediksi, pemodelan, klasifikasi, 
pengenalan pola, serta untuk melakukan pembelajaran (Sugiarti, 2017). Salah satu 
contoh penerapan jaringan syaraf tiruan yaitu Elman Recurrent Nueral Network 
(ERNN). Merujuk dari penelitian yang dilakukan oleh (Sundaram & Ramesh, 
2015) yang meneliti tentang prediksi kematian akibat polusi, menyimpulkan 
bahwa metode ERNN merupakan usulan dalam penggunaan metode yang efisien 
untuk melakukan proses prediksi yang akurat. 
ERNN merupakan salah satu pengembangan dari jaringan syaraf tiruan 
Backpropagation Neural Network (BPNN), namun bedanya dengan BPNN yaitu 
ERNN mempunyai feedback di hidden layer yang kemudian menghasilkan 
tambahan layer yang disebut context layer (Talahatu dkk, 2015). Adanya context 
layer pada ERNN menyebabkan iterasi dan kecepatan update parameter menjadi 
lebih cepat, sehingga memungkinkan untuk melakukan perhitungan berdasarkan 
nilai dari perhitungan sebelumnya (Sugiarti, 2017). Pada penelitian (Juanda dkk, 
2018), menyimpulkan bahwa ERNN memiliki memori yang berisikan hasil 
rekaman informasi yang dihasilkan pada proses sebelumnya. Menurut (Pattah 
dkk, 2004) ERNN sangat tepat digunakan dalam aplikasi data forecasting atau 
prediksi sebab struktur ERNN bisa beradaptasi pada sistem yang berdinamika 
tinggi seperti pada pola data yang non-linear.  
ERNN telah banyak diteliti sebelumnya oleh beberapa peneliti diantaranya 
yaitu (Humairah dkk., 2018) yang meneliti tentang prediksi penjualan Garuda 
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Food  dan diperoleh nilai akurasinya sebesar 90,25% dengan menggunakan enam 
variable yaitu harga jual, biaya promosi, jumlah tempat pemasaran, return dan 
penjualan. Penelitian selanjutnya dilakukan oleh (Putra, 2018) yang meneliti 
tentang prediksi produksi getah pinus dengan total data yang digunakan yaitu 150 
data, diperoleh akurasi 96,99% dengan pembagian data latih dan data uji berturut-
turut 90% : 10%, epoch 500, toleransi eror 0,001 dan learning rate  0,3. Penelitian 
selanjutnya dilakukan oleh (Maulida, 2018) yang meneliti tentang prediksi jumlah 
kemunculan titik panas di Kabupaten Rokan Hilir, diperoleh nilai korelasi 0,672 
dan RMSE 292,032 kemudian disimpulkan bahwa penelitian menggunakan 
ERNN tersebut memiliki nilai korelasi yang baik dan nilai RMSE yang cukup 
tinggi. Penelitian selanjutnya dilakukan oleh (Juanda dkk, 2018) yang meneliti 
tentang prediksi harga Bitcoin, dengan parameter jumlah pola input terbaik adalah 
5, jumlah epoch 1000, nilai learning rate 0,001 dan jumlah hidden layer 50, 
diperoleh akurasi rata-rata terbaik sebesar 98,76% pada data latih dan 97,46% 
pada data uji. 
Berdasarkan penjabaran di atas, maka pada penelitian ini akan dibangun 
sistem prediksi menggunakan Elman Recurrent Neural Network (ERNN) untuk 
kasus prediksi logistik obat psikofarmaka di Rumah Sakit Jiwa (RSJ) Tampan 
Provinsi Riau. 
1.2 Rumusan Masalah 
Berdasarkan uraian pada latar belakang di atas, dapat ditarik kesimpulan 
pada rumusan masalah yaitu bagaimana menerapkan metode Elman Recurrent 
Neural Network (ERNN) untuk memprediksi logistik obat Psikofarmaka di 
Rumah Sakit Jiwa (RSJ) Tampan Provinsi Riau serta mengukur keakuratan 
penggunaan metode Elman Recurrent Neural Network (ERNN). 
1.3 Batasan Masalah 
Terdapat beberapa batasan masalah yang diperlukan agar penelitian yang 
dilakukan sesuai dan mencapai tujuan yang diinginkan. Berikut batasan masalah 
yang terdapat pada penelitian ini :  
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1. Data pada penelitian ini diambil dari Rumah Sakit Jiwa (RSJ) Tampan 
Provinsi Riau pada tanggal 13 Maret 2019. 
2. Data yang akan digunakan yaitu data time series dikumpulkan sejak 01 
Januari 2018 sampai 31 Desember 2018 sebanyak 365 data. 
3. Output dari sistem ini yaitu prediksi berupa penggunaan obat 
Psikofarmaka untuk satu hari berikutnya. 
1.4 Tujuan Penelitian 
Penelitian prediksi logistik obat Psikofarmaka ini memiliki tujuan yaitu :  
1. Menerapkan Jaringan Syaraf Tiruan (JST) menggunakan metode Elman 
Recurrent Neural Network (ERNN) untuk memprediksi Logistik Obat 
Psikofarmaka di Rumah Sakit Jiwa (RSJ) Tampan Provinsi Riau. 
2. Mengukur keakuratan penggunaan metode Elman Recurrent Neural 
Network (ERNN). 
1.5 Sistematika Penulisan 
Sistematika dari penulisan tugas akhir ini akan diuraikan menjadi beberapa 
bagian yaitu sebagai berikut : 
BAB I PENDAHULUAN 
Bab ini berisi latar belakang, rumusan masalah, batasan masalah, tujuan 
penelitian, dan sistematika penulisan laporan. 
BAB II LANDASAN TEORI 
Bab ini menjelaskan tentang Jaringan Syaraf Tiruan (JST), Elman 
Recurrent Neural Network (ERNN), Normalisasi, Performance Method, 
Prediksi Logistik Obat Psikofarmaka dan Penelitian Terkait yang 
berhubungan dengan penelitian ini. 
BAB III METODOLOGI PENELITIAN 
Bab ini berisi rancangan langkah-langkah yang akan dilakukan untuk 
membangun aplikasi prediksi penggunaan logistik obat Psikofarmaka di 
RSJ Tampan Provinsi Riau dimulai dari tahapan pengumpulan data, 
analisa kebutuhan data untuk perhitungan dan pengujian sampai pada 
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tahap implementasi sistem sehingga didapatkan akurasi dari penelitian 
yang dilakukan. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini berisi analisa untuk pembuatan aplikasi dan perancangan program 
untuk membangun aplikasi. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Bab ini berisi hasil yang dicapai berdasarkan rancangan sistem dan 
implementasi program sehingga didapatkan hasil dari penelitian yang 
dilakukan. 
BAB VI PENUTUP 
Berisi kesimpulan dan saran berdasarkan hasil yang telah dicapai sehingga 
dapat dijadikan sebagai bahan pertimbangan untuk penelitian-penelitian 





2.1 Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan (JST) mulai dikembangkan pada tahun 1943 yaitu 
saat Mc Culloch (ahli biologi) dan Pitts (ahli statistika) menerbitkan makalah 
yang berjudul “A Logical Calculus of Ideas Imminent in Nervous Activity” di 
salah satu jurnal matematika yang terinspirasi dari kemajuan komputer digital 
modern. Selanjutnya dari makalah tersebut dilakukan penelitian oleh Frank 
Rosenblatt yang menyebabkan tercetusnya JST generasi pertama yaitu Perceptron 
(Hu & Hwang, 2002). 
JST atau umumnya dikenal dengan sebutan Artificial Neural Network 
(ANN) merupakan suatu sistem pengolahan informasi yang menirukan cara kerja 
sistem syaraf biologis seperti pada syaraf manusia. Sama halnya dengan syaraf 
manusia, JST terbentuk dari struktur dasar neuron yang terhubung antara satu 
dengan yang lain. Neuron-neuron tersebut awalnya sebagai elemen pemproses 
yang kemudian akhirnya menjadi komponen penghasil output (Hermawan, 2014). 
2.1.1 Arsitektur Jaringan Syaraf Tiruan 
Pada dasarnya JST sama dengan metode pendekatan lainnya yang 
menghubungkan antara variable-variabel input dengan satu atau lebih variabel 
output. Perbedaannya dengan metode pendekatan lain yaitu adanya satu atau lebih 
lapisan tersembunyi yang menghubungkan lapisan input dengan lapisan output 
dan ditransformasikan menggunakan fungsi aktivasi. Struktur JST seperti yang 
ditunjukkan pada Gambar 2.1 dibagi menjadi tiga yaitu (Hermawan, 2014) : 
a. Lapisan Input 
Merupakan neuron yang terdapat di dalam lapisan input. Neuron ini 





b. Lapisan Tersembunyi 
Merupakan neuron yang terdapat di dalam lapisan tersembunyi. Lapisan 
ini disebut lapisan tersembunyi karena hasilnya tidak dapat diamati secara 
langsung. 
c. Lapisan Output 
Yaitu neuron yang terdapat di dalam lapisan output. Hasil dari lapisan ini 






Lapisan Input Lapisan Tersembunyi Lapisan Output
 
Gambar 2. 1 Struktur Dasar JST 
Pada penerapannya di dalam aplikasi, JST memiliki beberapa arsitektur 
jaringan yang sering digunakan yaitu sebagai berikut (Matondang, 2013). 
a. Jaringan Layar Tunggal (Single Layer Network)  
Arsitektur jaringan ini terdiri dari satu layar input dan satu layer output. 
Neuron-neuron yang berada dilapisan input selalu terhubung dengan neuron yang 
berada di layar ouput. Jaringan ini hanya menerima input lalu secara langsung 
akan melakukan pengolahan untuk kemudian dikirim ke lapoisan output. Contoh 
algoritma JST yang menggunakan algoritma jaringan ini yaitu ADALINE, 




b. Jaringan Banyak Lapisan (Multilayer Network) 
Jaringan ini memiliki tiga jenis layer yaitu layer input, layer tersembunyi 
dan layer output. Karena memiliki banyak lapisan maka jaringan ini dapat 
menyelesaikan permasalahan yang lebih kompleks bila dibandingkan dengan 
jaringan lapisan tunggal. Tetapi jaringan ini memiliki kekurangan yaitu cenderung 
lama dalam memroses perhitungannya. Contoh algoritma JST yang menggunakan 
algoritma jaringan ini yaitu Backpropagation, Neocognitron, Elman Recurrent 
Neural Network (ERNN) dan MADALINE. 
c. Jaringan Lapisan Kompetitif 
Jaringan ini memiliki bobot yang sudah ditentukan dan tidak dilakukan 
proses pelatihan terlebih dahulu. Cara kerja jaringan ini yaitu dengan melakukan 
persaingan atau kompetitif diantara setiap neuron sehingga ditemukan neuron 
pemenang dari sejumlah neuron yang ada. Contoh algoritma JST yang 
menggunakan algoritma jaringan ini yaitu LVQ.  
2.1.2 Proses Pembelajaran Jaringan Syaraf Tiruan 
Proses pembelajaran pada JST dapat dibagi menjadi dua bagian yakni 
Supervised Learning dan Unsuvervised Learning (Sari, 2016). 
a. Pembelajaran Terawasi (Supervised Learning) 
Proses pembelajaran ini menggunakan data yang telah ada sebelumnya. 
Ciri khas pembelajaran ini yaitu memiliki output yang sudah memiliki target atau 
telah diketahui sebelumnya. Cara pelatihannya dengan memberikan data-data 
pelatihan yang terdiri dari pasangan input-output yang diharapkan. Contoh metode 
pembelajaran ini adalah Metode Backpropagation, Elman Recurrent Neural 
Network (ERNN) jaringan Hopfield dan Perceptron.  
b. Pembelajaran Tidak Terawasi (Unsupervised Learning) 
Pembelajaran ini tidak memerlukan target output sebelumnya dimana 
hanya menggunakan data input tanpa adanya data taget. Contoh metode 




2.1.3 Fungsi Aktivasi Jaringan Syaraf Tiruan 
Fungsi aktivasi merupakan fungsi untuk menentukan nilai keluaran 
berdasarkan nilai total masukan pada neuron. Fungsi aktivasi yang terdapat pada 
toolbox matlab beserta perintahnya yakni fungsi undak biner (hardlim), fungsi 
bipolar (hardlims), fungsi linear/identitas (pureline), fungsi saturating linear 
(satlin), fungsi symmetric saturating linear (satlins), fungsi sigmoid biner (logsig) 
dan fungsi sigmoid bipolar (tansig) (Hermawan, 2014). Dari semua fungsi aktivasi 
tersebut ada beberapa fungsi aktivasi yang sering digunakan yaitu (Maulida, 
2011). 
a. Fungsi Sigmoid Biner 
Nilai ouput pada fungsi aktivasi ini terletak pada range 0 sampai dengan 1. 








Gambar 2. 2 Grafik Fungsi Sigmoid Biner (Maulida, 2011) 
b. Fungsi Sigmoid Bipolar 
Nilai output pada fungsi aktivasi ini mempunyai range antara 1 sampai 












c. Fungsi Identitias (Pureline) 
Fungsi identititas digunakan ketika output yang diharapkan berupa 
sembarang bilangan real (bukan hanya pada interval [0,1] atau [-1,1]). F(x)=x 








Gambar 2. 4 Grafik Fungsi Linear (Maulida, 2011) 
2.2 Elman Recurrent Neural Network (ERNN) 
Elman Recurrent Neural Network (ERNN) disebut juga sebagai jaringan 
umpan balik dimana merupakan pengembangan dari JST yang memiliki histori 
sebagai pengingat masa lalu. ERNN adalah hasil modifikasi dari feed forward 
dengan tambahan layer neuron yang berhubungan menyediakan pola keluaran 
jaringan untuk diumpan balik ke dirinya sendiri menjadi masukan dalam rangka 
menghasilkan keluaran jaringan yang berikutnya (Talahatu dkk, 2015). ERNN 
umumnya memiliki satu atau lebih hidden layer. Layer pertama mempunyai 
bobot-bobot yang diperoleh dari input layer, kemudian setiap layer akan 
menerima input dari layer sebelumnya. Fungsi aktivasi yang digunakan dalam 
ERNN yaitu fungsi sigmoid biner untuk input ke hidden dan fungsi purelin untuk 
hidden ke output (Maulida, 2011). Arsitektur ERNN dapat dilihat pada Gambar 




Gambar 2. 5 Arsitektur ERNN (Sundaram, 2015) 
ERNN memiliki empat layer yaitu input layer, hidden layer, output layer 
dan context layer. ERNN dilatih secara supervised learning dengan menggunakan 
algoritma Backpropagation berdasarkan masukan dan target yang diberikan. 
ERNN memiliki kelebihan dari Backpropagation Neural Network (BPNN) yaitu 
mempunyai context layer yang dapat mengingat state sebelumnya dari hidden 
layer. Context layer juga dapat membuat iterasi dan kecepatan update parameter 
jauh lebih cepat (Sundaram, 2015). Untuk lebih jelasnya dapat dilihat 
perbandingan antara metode ERNN dengan metode BPNN pada Tabel 2.1 berikut. 





1 Arsitektur jaringan 
(Matondang, 2013) 
Multi layer network Multi layer network 
2 Metode training 
(Sari, 2016) 
Supervised learning Supervised learning 
3 Layer (Hermawan, 
2014) 
Input layer, hidden layer, 
output layer, dan context 
layer. 
Input layer, hidden layer, dan 
output layer. 
5 Fungsi aktivasi 
(Maulida, 2011) 
Fungsi aktivasi sigmoid 
biner dan pureline 
Fungsi aktivasi sigmoid biner 
dan pureline 
6 Proses iterasi 
(Sundaram, 2015) 
Proses iterasi dan update 
parameter lebih cepat / 
tanpa delay. 
Memungkinkan terjadinya 
delay saat output tidak sama 
dengan target. 
Algoritma Elman Recurrent Neural Network 
Proses pelatihan pada ERNN terdiri dari dua tahap, yaitu feed forward dan 
Elman. Pada umumnya langkah dalam pelatihan ERNN sama dengan 
Backpropagation yaitu mengeluarkan nilai output dari hidden layer, yhidden (t-1) 
sebagai masukan tambahan disebut dengan context layer. Besar galat pada hidden 
layer hanya digunakan saat memodifikasi bobot untuk masukan tambahan 
(Maulida, 2011).  
a. Algoritma ERNN 
Langkah-langkah pengerjaan Elman Recurrent Neural Network (ERNN) 
(Maulida, 2011) yaitu: 
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1. Memberikan nilai inisialisasi bobot antara input ke hidden layer dan 
hidden layer ke output layer, learning rate, toleransi error, dan maksimal 
epoch.   
2. Setiap unit input xi akan menerima sinyal input dan kemudian sinyal input 
tersebut akan dikirimkan pada seluruh unit yang terdapat pada hidden 
layer. 
3. Setiap unit hidden layer netj(t) akan ditambahkan dengan nilai inputan xi 
yang akan dikalikan dengan vji dan dikombinasikan dengan context layer 
yh(t-1) yang dikalikan bobot uji dijumlahkan dengan bias  dengan 
Persamaan 2.1. 
Persamaan 2. 1 Menghitung Nilai Netj 




 )         (   ) 
Keterangan: 
xi = input dari 1,.,.,.,.,n 
vji = bobot dari input ke hidden layer 
yh = hasil copy dari hidden layer waktu ke(t-1) 
ujh = bobot dari context ke hidden layer 
 = bias 
n = jumlah node masukan 
i = node input 
m = jumlah node hidden 
h = node context 
untuk fungsi pengaktif neuron yang digunakan adalah sigmoid biner 
dengan Persamaan 2.2 dan 2.3. 
Persamaan 2. 2 Menghitung Nilai yj(t) 
  ( )   (    ( ))……...…………………………………………(2.2) 
Persamaan 2. 3 Menghitung Nilai f(netj) 
 (    )   
 
    
     





Yj = hasil fungsi netj 
4. Setiap unit yang terdapat pada yk akan ditambahkan dengan nilai keluaran 
pada hidden layer yj yang dikalikan dengan bobot wkj dan dijumlahkan 
denagn bias bagian hidden layer agar mendapatkan keluaran, maka netk 
akan dilakukan perhitungan dalam fungsi pengaktif menjadi yk dengan 
Persamaan 2.4 dan 2.5. 
Persamaan 2. 4 Menghitung Nilai Netk(t) 
    ( )   (∑  
 
 
( )   )                    (   ) 
Persamaan 2. 5 Menghitung Nilai yk(t) 
  ( )   (    ( ))……………………………...……………….. (2.5) 
Keterangan: 
yj = hasil fungsi netj 
wkj = bobot dari hidden ke output layer 
k = bias 
yk = hasil fungsi netk 
g(netk(t))= fungsi netk(t) 
5. Setiap bagian output akan memperoleh pola target tk sesuai dengan pola 
masukan pada saat proses pelatihan dan akan dihitung nilai error serta 
dilakukan perbaikan terhadap nilai bobot. 
Proses perhitungan nilai error dalam turunan fungsi pengaktif dengan 
Persamaan 2.6. 
Persamaan 2. 6 Menghitung Nilai k 
    
 (    ) (     )……………………………………..………(2.6) 
Keterangan: 
g’(netk) = fungsi turunan g(netk) 
tk  = target 
yk  = hasil fungsi g(netk) 
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- perhitungan perbaikan nilai bobot dengan Persamaan (2.7). 
Persamaan 2. 7 Menghitung Nilai      
           ………………………………………...……………(2.7) 
Keterangan: 
wkj = perbaikan nilai bobot dari hidden ke output layer 
  = konstanta learning rate / laju pembelajaran 
- perhitungan perbaikan nilai kolerasi dengan Persamaan 2.8. 
Persamaan 2. 8 Menghitung Nilai k 
        ……………………………………………….. ………..(2.8) 
Keterangan: 
k = hasil perbaikan nilai bias 
kemudian nilai    yang diperoleh akan digunakan pada semua unit lapisan 
sebelumnya.  
6. Setiap output yang menghubungkan antara unit output dan unit hidden 
layer akan dikalikan dengan k dan dijumlahkan sebagai masukan unit 
yang selanjutnya dengan Persamaan 2.9. 
Persamaan 2. 9 Menghitung Nilai        
        ∑                          (   ) 
Keterangan: 
Kemudian dikalikan dengan turunan fungsi aktivasi untuk memperoleh 
galat dengan Persamaan 2.10. 
Persamaan 2. 10 Menghitung Nilai    
            
 (    )………………………………………………(2.10) 
Keterangan: 
f’(netj) =  fungsi turunan netj 




Persamaan 2. 11 Menghitung Nilai      
           ……………………………………………….. …... (2.11) 
Keterangan: 
     = hasil perbaikan nilai bobot 
Hitung perbaikan nilai kolerasi dengan Persamaan 2.12. 
Persamaan 2. 12 Menghitung Nilai     
        ……………………………………………….. ……… (2.12) 
Keterangan: 
j = hasil perbaikan nilai bias 
7. Setiap unit output akan dilakukan perbaikan terhadap nilai bobot dan 
biasnya dengan Persamaan 2.13. 
Persamaan 2. 13 Menghitung Nilai   (    ) 
   (    )     (    )       …………..………….…...….. (2.13) 
Keterangan: 
Wkj(baru) = nilai bobot baru dari input ke hidden layer 
Wkj(lama) = nilai bobot lama dari input ke hidden layer 
Tiap unit hidden layer juga dilakukan perbaikan terhadap nilai bobot dan 
biasnya dengan Persamaan 2.14. 
Persamaan 2. 14 Menghitung Nilai    (    ) 
   (    )      (    )       …………………….……….. (2.14) 
Keterangan: 
vkj(baru) = nilai bobot baru dari hidden ke output layer 
vkj(lama) = nilai bobot lama dari hidden ke output layer 
8. Setiap ouput akan dibandingkan dengan target tk yang diinginkan, agar 
memperoleh nilai error (E) keseluruhan dengan Persamaan 2.15. 
Persamaan 2. 15 Menghitung Nilai  ( ) 
 ( )  
 
 
∑ (      )
   
 






E(t) = hasil nilai error keseluruhan 
9. Lakukan pengujian kondisi pemberhentian (akhir iterasi). 
Proses pelatihan yang dikatakan berhasil yaitu apabila nilai error pada saat 
iterasi pelatihan nilainya selalu mengecil hingga diperoleh nilai bobot yang baik 
pada setiap neuron untuk data pelatihan yang diberikan. Sedangkan proses 
pelatihan yang dikatakan tidak berhasil yaitu apabila nilai error pada saat iterasi 
pelatihan tidak memberikan nilai yang cenderung mengecil. 
2.3 Normalisasi 
Normalisasi merupakan proses memperkecil data agar lebih mudah 
diproses tanpa menghilangkan karakteristik dari data asli. Normalisasi data 
dilakukan sebelum masuk ke proses pelatihan. Setiap data uji dan data latih yang 
diperoleh maka dilakukan normalisasi menjadi nilai kisaran 0 dan 1 (Teknomo, 
2006) berikut merupakan persamaan min-max untuk menghitung nilai 
normalisasi. 
Persamaan 2. 16 Menghitung Nilai Normalisasi 
   
(     ( ))
   ( )     ( )
 ………………………………………………..(2.16) 
Keterangan: 
X*   = nilai setelah dinormalisasi 
X   = nilai sebelum dinormalisasi 
Min(X)  = nilai minimum 
Max(X)  = nilai maksimum  
Namun akan lebih baik jika data dinormalisasi ke interval yang lebih kecil 
seperti [0.1, 0.9]. Karena fungsi sigmoid biner merupakan fungsi asimtotik yang 
nilainya tidak akan pernah mencapai 0 maupun 1. Adapun caranya yaitu (Siang, 
2004). 
Persamaan 2. 17 Menghitung Nilai Normalisasi [0.1, 0.9] 
 Normalisasi 
   (     )
       
     ....................................................... (2.17) 
Setelah diperoleh hasil normalisasi, maka dilakukan perhitungan 
menggunakan algoritma Elman Recurrent Neural Network (ERNN). Hasil 
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keluaran dari penggunaan algoritma ERNN yaitu berupa bobot. Hasil keluaran 
tersebut kemudian dilakukan proses denormalisasi menggunakan Persamaan 
(2.18). 
Persamaan 2. 18  Menghitung Nilai Denormalisasi 
Y* = Y (Max-Min) + Min ….……………………………..………(2.18) 
Keterangan: 
Y*  = nilai setelah denormalisasi 
Y  = hasil keluaran dari pelatihan 
Min = nilai minimun 
Max = nilai maksimum 
Karena proses normalisasi sebelumnya menggunakan interval [0.1, 0.9], 
maka proses denormalisasi juga harus menggunakan interval yang sama yaitu 
menggunakan Persamaan (2.19) berikut. 
Persamaan 2. 19 Menghitung Nilai Denormalisasi [0.1, 0.9] 
              
(     )(       )
   
    …………………...….(2.19) 
2.4 Performance Method 
Performance method merupakan proses untuk mengetahui hasil kinerja 
dan tingkat akurasi dari metode yang digunakan. Pada penelitian ini akan 
dilakukan Blackbox Testing dan Mean Square Error (MSE). Blackbox Testing 
dilakukan untuk mengetahui fungsi aplikasi berjalan dengan baik dan benar. 
Sementara MSE untuk menghitung nilai eror pada metode ERNN. 
MSE merupakan teknik yang digunakan untuk mengukur tingkat 
kesalahan atau error pada sebuah model prediksi (Sanny dkk, 2013). Untuk 
menghitung nilai MSE digunakan persamaan berikut. 
Persamaan 2. 20 Menghitung Nilai MSE 
MSE = ∑     …………………………………………………..(2.20) 
Keterangan: 
Et  = nilai galat kuadrat 
n  = banyak data  




Persamaan 2. 21 Menghitung Nilai Galat 
Et = Xt-Ft ………………………………………...……...………..(2.21) 
Keterangan: 
Et  = nilai galat 
Xt  = data aktual pada periode ke t 
Ft  = data ramalan pada periode ke t  
2.5 Prediksi Logistik Obat Psikofarmaka 
Prediksi merupakan proses perkiraan sesuatu yang akan terjadi dimasa 
yang akan datang berdasarkan informasi yang diperoleh dimasa lalu ataupun 
dimasa sekarang. Parameter yang perlu diperhatikan pada proses prediksi yaitu 
insialisai bobot, jenis input, jumlah neuron yang tersembunyi, learning rate dan 
faktor momentum yang mempengaruhi dalam proses pelatihan. Jika terjadi 
kesalahan dalam pemilihan parameter maka akan membutuhkan waktu yang lama 
dalam proses pelatihan (Sundaram, 2015). 
Perencanaan obat merupakan tahap awal kegiatan pengelolaan dan 
pengadaan obat yang merupakan faktor terbesar yang dapat menyebabkan 
pemborosan, maka perlu dilakukan efisiensi dan penghematan biaya. Pengelolaan 
persediaan obat yang tidak efisien akan memberikan dampak negatif terhadap 
rumah sakit, baik medik maupun ekonomi. Pengadaan obat di instansi pemerintah 
khususnya rumah sakit harus transparan, adil, bertanggung jawab, efektif, efisien, 
kehati-hatian, kemandirian, integritas dan good corporate governance seperti 
dalam peraturan Presiden no 54 tahun 2010 tentang pengadaan barang dan jasa 
pemerintah berlaku untuk pengadaan obat yang dibiayai oleh Anggaran 
Pendapatan dan Belanja Negara (APBN) maupun Anggaran Pendapatan dan 
Belanja Daerah (APBD), untuk menentukan sistem pengadaan dalam 
mempertimbangkan jenis, sifat dan nilai barang atau jasa yang ada. 
Proses prediksi logistik obat psikofarmaka yang dilakukan pada penelitian 
ini terdiri dari tujuh variabel input yang diambil dari penggolongan nama hari 
yaitu Senin, Selasa, Rabu, Kamis, Jumat, Sabtu dan Minggu.  
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2.6 Data Time Series 
Data time series merupakan data tentang suatu objek yang dikumpulkan 
dari waktu ke waktu dan terjadi secara berurutan (Riswanto dkk, 2012) . Teknik 
time series dibuat dengan asumsi bahwa nilai masa depan dari seri dapat 
diperkirakan dari nilai-nilai masa lalu. Pada model time series ini, prediksi 
dilakukan berdasarkan nilai dari data masa lalu atau disebut dengan historis. 
Model ini mempunyai tujuan untuk menemukan pola dalam deret data historis 
lalu pola tersebut akan dimanfaatkan untuk peramalan masa mendatang (Sinta 
dkk, 2013). Waktu yang digunakan pada time series ini dapat berupa jam, harian, 
mingguan, bulanan dan tahunan (Sinta dkk, 2013). 
2.7 Penelitian Terkait 
Berikut Tabel 2.1 berisikan penelitian-penelitian yang dilakukan 
sebelumnya dan berkaitan dengan penelitian yang akan dilakukan. 








Kebutuhan Obat di 
Puskesmas 
Menggunakan 
Metode Least Square 
Data yang digunakan terdiri dari 13 
nama obat yang terkumpul selama tujuh 
bulan. Tingkat kesalahan dalam prediksi 
kebutuhan obat menggunankan Least 
Square yaitu yang terendah sebesar 
0,74% pada obat catropil, sedangkan 
kesalahan terbesar pada obat Ranitidin, 
yaitu sebesar 30,15%. Sedangkan 
tingkat error rata-rata adalah12,70%. 








Metode Triple Exponential Smoothing 
(TES) pada data trend linear mampu 
melakukan prediksi dengan baik dengan 
nilai MSE terkecil = 0,74534 dan MAPE 
terkecil = 28,3415% pada peramalan 
data transaksi penjualan stok obat 
Acetenza Tab untuk periode 2016 
sampai 2017. Sedangkan untuk data 
fluktuatif atau data yang mengalami 
pasang surut mampu melakukan prediksi 
dengan sangat baik dengan nilai MSE 











Prediksi harga Bitcoin dapat dilakukan 
menggunakan recurrent neural network. 
Akurasi rata-rata terbaik yang 
didapatkan yaitu 98.76% pada data latih 
dan 97.46% pada data uji, dengan 
parameter jumlah pola input terbaik 
adalah 5, jumlah epoch 1000, nilai 
learning rate 0.001 dan jumlah hidden 
unit 50. 
4 (Putra, 2018) Penerapan Jaringan 




Produksi Getah Pinus 
Penerapan metode elman recurrent 
neural network berhasil dilakukan untuk 
memprediksi produksi getah pinus. 
Proses pengujian akurasi dengan nilai 
tertinggi terdapat pada pembagian data 
90% data latih dan 10% data uji, nilai 
learning rate 0.3, epoch 500 dan 
toleransi error 0.001 menghasilkan 










Model elman recurrent neural network 
yang dihasilkan baik untuk memprediksi 
pola kemunculan titik panas pada bulan 
yang nilai aktualnya relatif konstan. 
Model elman recurrent neural network 
ini baik untuk memprediksi jumlah titik 
panas pada satu tahun ke depan yaitu 
tahun 2013 dengan learning rate 0.3, 
hasil prediksi model tersebut memiliki 










Penggunaan metode elman recurrent 
neural network berhasil dilakukan untuk 
peramalan permintaan koran dengan 
akurasi 90.00%. Jumlah data latih yang 
semakin banyak akan mempengaruhi 
tingkat akurasi menjadi semakin tinggi. 
Sementara nilai learning rate yang 
semakin kecil menyebabkan semakin 











Penerapan metode elman recurrent 
neural network memberikan hasil yang 
baik dalam melakukan prediksi 
penjualan pilus garuda food dengan nilai 
akurasi 90.25%. Nilai akurasi akan 
semakin tinggi jika data uji sedikit dan 












Penggunaan data bantu curah hujan 
tidak berpengaruh terhadap performansi 
sistem dalam memprediksi harga 
bawang merah dan cabai merah. Hasil 
prediksi harga bawang merah dengan 
metode elman recurrent neural network 
memiliki akurasi >75% sedangkan 
prediksi harga cabai merah memperoleh 
akurasi <75%. Sementara untuk 
klasifikasi rekomendasi tanam-harga 
petani, akurasi yang didapatkan untuk 
bawang merah < 75% sedangkan untuk 









Sistem yang dikembangkan mampu 
mengenali pola dan dapat dapat 
melakukan prediksi dalam hal 
penggunaan bandwidth dengan 
menggunakan metode elman recurrent 
neural network. Hasil training dengan 
menggunakan maksimum epoch 
100.000 diperoleh nilai MSE terkecil 
sebesar 0.003277. Hasil training untuk 
jumlah neuron pada hidden layer 
diperoleh nilai MSE terkecil yaitu 
0.003725. Kemudian hasil testing 
dengan menggunakan parameter pada 
percobaan dengan jumlah neuron hidden 
layer 13 diperoleh nilai MSE terkecil 
yaitu sebesar 0.002422. 
10 (Andriani dkk, 
2015) 
Prediksi Pemakaian 
Obat di Instalasi 





Penelitian ini memberikan kesimpulan 
bahwa dari uji coba yang dilakukan, 
hasil prediksi dengan metode JST pada 
obat Aspilet menunjukkan nilai 
koefisien korelasi sebesar 0.96952 dan 
nilai MSE sebesar 0.00012512. Jumlah 
prediksi JST untuk pemakaian Aspilet 
adalah sebesar 12249, prediksi rumah 
sakit sebesar 9232 dan data pemakaian 
real adalah sebesar 11565. Hasil ini 
menunjukkan bahwa model sistem telah 
dapat digunakan untuk memprediksi 
pemakaian obat dan hasilnya lebih 
akurat dibandingkan dengan prediksi 







Network dan Neuro 
Fuzzy untuk 
PeramalanBanyakny
a Penumpang Kereta 
Api Jabodetabek 
Dari kedua metode tersebut terpilih 
metode terbaik untuk meramalkan 
jumlah penumpang kereta api tersebut 
yaitu metode recurrent neural network 
yang digunakan untuk permalan 
penumpang kereta api Jabodetabek 
sepuluh bulan berikutnya. 







Ganda dan Elman 
Recurrent Neural 
Network 
Hasil perbandingan penggunaan 
ARIMA Musiman Ganda dan elman 
recurrent neural network menunjukkan 
bahwa dengan menggunakan elman 
recurrent neural network menunjukkan 
nilai yang lebih akurat. Dengan 
menggunakan elman recurrent neural 
network mampu memberikan nilai 
kesalahan ramalan yang kecil 
dibandingkan ARIMA. Penggunaan 
ERNN menjadi model yang lebih baik 
dibandingkan ARIMA dalam 
meramalkan konsumsi listrik. 
13 (Sulandari & 
Yohanes, 
2009) 
Prediksi Data Hilang  
Menggunakan 
Neural Network 
Berdasarkan beberapa percobaan yang 
dilakukan, model neural network yang 
paling baik untuk prediksi data hilang 
adalah Elman network dengan 1 unit 
input, 8 unit hidden dan 1 unit output. 
Secara umum dapat disimpulkan bahwa 
metode neural network memberikan 
hasil terbaik dibandingkan metode 
substitusi mean dan substitusi mean dua 
data terdekat jika dilihat dari MSE hasil 





Metodologi penelitian merupakan petunjuk langkah-langkah yang akan 
dilakukan dalam suatu penelitian dengan maksud agar penelitian yang dilakukan 
sesuai dengan tujuan dan mendapatkan hasil yang diinginkan. Berikut Gambar 3.1 





Data dari RSJ Tampan Provinsi Riau
Analisa dan Perancangan
1. Analisa Proses
    a. Data Masukan
    b. Normalisasi Data
    c. Pembagian Data 
    d. Metode ERNN
2. Analisa Sistem
    a. Use Case Diagram
    b. Spesifikasi Usecase
    c. Sequence Diagram
    d. Activity Diagram
    e. Class Diagram
3. Analisa Perancangan
    a. Perancangan Basis Data
    b. Perancangan Struktur Menu 
    c. Perancangan Antar Muka
Implementasi dan Pengujian Sistem
1. Implementasi Sistem
    a. Batasan Implementasi
    b. Lingkungan Implementasi
    c. Hasil Implementasi
2. Pengujian Sistem
    a. Blackbox Testing
    b. Pengujian MSE (Mean Square Error)










3.1 Identifikasi Masalah 
Pada tahapan ini dilakukan pencarian informasi tentang jaringan syaraf 
tiruan yang telah dilakukan oleh peneliti-peneliti sebelumnya serta menentukan 
permasalahan yang akan diangkat pada penelitian ini. Berdasarkan informasi yang 
telah diperolah dari penelitian sebelumnya didapatkan bahwa belum adanya 
pemecahan masalah menggunakan metode ERNN untuk memprediksi logistik 
obat Psikofarmaka, dimana sebelumnya hanya pernah dilakukan menggunakan 
metode Backpropagation. 
3.2  Studi Pustaka 
Pada tahapan ini dilakukan pengumpulan bahan dan materi dengan cara 
membaca berbagai literatur, membaca laporan skripsi penelitian sebelumnya dan 
buku-buku yang berkaitan dengan penelitian ini. 
3.3 Pengumpulan data 
Pada tahapan ini dilakukan proses pengumpulan data. Data yang 
dikumpulkan yaitu data stok dan penggunaan obat Psikofarmaka selama 365 hari 
di RSJ Tampan Provinsi Riau. Data tersebut dikumpul sejak 01 Januari 2018 
sampai 31 Desember 2018. 
3.4 Analisa dan Perancangan 
Pada tahap ini dilakukan analisa dengan tujuan agar keputusan yang 
diambil sesuai dengan tujuan penelitian. Kemudian dari hasil analisa tersebut 
dilakukan perancangan. Berikut adalah tahapan pada proses analisa dan 
perancangan yang akan dilakukan. 
3.4.1 Analisa Proses 
Pada tahapan ini dilakukan analisa terhadap proses yang akan dilakukan 
dalam penelitian. Tahapan anlisa proses pada penelitian ini dapat dilihat pada 











Gambar 3. 2 Analisa Proses Elman Recurrent Neural Network (ERNN) 
Berikut penjelasan dari tahapan analisa proses yang dilakukan dalam 
penerapan metode Elman Recurrent Neural Network (ERNN) untuk prediksi 
logistik obat Psikofarmaka tersebut. 
1. Data Masukan 
Data masukan merupakan langkah awal yang dilakukan pada tahapan 
analisa proses. Pada tahap ini dilakukan proses penentuan Variabel yang akan 
digunakan pada penelitian ini. Variabel masukan yang digunakan berupa variabel 
hari yang teridiri dari tujuh hari yaitu Senin, Selasa, Rabu, Kamis, Jumat, Sabtu 
dan Minggu. Pada tahap ini dilakukan proses pembagian data latih dan data uji. 
Pembagian data latih dan data uji pada penelitian ini yaitu 90:10, 80:20 dan 70:30. 
2. Normalisasi Data 
Normalisasi data dilakukan untuk memperoleh data dalam ukuran yang 
lebih sedikit dibandingkan dengan data asli tanpa menghilangkan nilai dari data 
asli menggunakan Persamaan (2.16).  
3. Metode Elman Recurrent Neural Network (ERNN) 
Proses metode Elman Recurrent Neural Network (ERNN) dilakukan 
setelah terjadinya proses data masukan dan normalisasi. Langkah pertama yang 
dilakukan dalam melakukan pencarian menggunakan metode ERNN yaitu 
menentukan parameter awal. Parameter awal yang digunakan pada penelitian ini 
yaitu max epoch = 1000, learning rate = 0,2, bobot awal dari input menuju hidden 
dan bobot awal dari hidden menuju output berkisar antara 0,1 sampai 0,9. Setelah 
parameter awal ditentukan, maka perhitungan metode ERNN akan dilakukan 











Input Data Latih Input Data Uji
Training Testing
Inisialisasi Bobot Awal
Proses Algoritma ERNN dari 
input layer hingga output layer 
menggunakan Persamaan 2.1 
sampai Persamaan 2.14
If Epoch > Max Epoch
Or Error < Max Error
Simpan bobot ERNN yang 




Memproses ERNN dengan 
menggunakan Bobot Baru
Proses Algoritma ERNN 






Hasil prediksi penggunaan 
Obat Psikofarmaka




Gambar 3. 3 Diagram Alur Metode ERNN 
Berikut merupakan penjelasan Gambar (3.3) Diagram Alur Metode 
ERNN. 
1. Penentuan jumlah hidden layer, learning rate, max error, dan max epoch 





dengan data penggunaan obat Psikofarmaka yang sudah di normalisasi 
terlebih dahulu menggunakan Persamaan 2.16.   
2. Setelah melakukan tahap normalisasi data penggunaan obat Psikofarmaka 
maka tahapan berikutnya yaitu inisialisasi bobot. Tahap ini merupakan 
tahap pemberian nilai bobot dan bias yang dapat diset sembarang atau 
acak. 
3. Tahap selanjutnya yaitu tahap pembelajaran (training) dengan melakukan 
proses perhitungan algoritma ERNN menggunakan Persamaan 2.1 sampai 
Persamaan 2.14. Fungsi aktivasi yang digunakan dari input layer menuju 
hidden layer yaitu sigmoid biner, sedangkan fungsi aktivasi dari hidden 
layer menuju output layer menggunakan fungsi aktivasi purelin.  
4. Kemudian pada tahap pembelajaran dilakukan cek kondisi berhenti yaitu 
jika nilai epoch kecil dari max epoch atau nilai error besar dari maksimal 
error, maka proses pelatihan akan berhenti.  
5. Selanjutnya proses training selesai dengan menghasilkan nilai bobot v 
baru dan bobot w baru.  
6. Kemudian dilanjutkan proses pengujian (testing) dengan inputan nilai 
bobot v baru dan bobt w baru. 
7. Setelah itu lanjutkan Persamaan 2.1 sampai Persamaan 2.14.  
8. Selanjutnya pengujian berakhir dan memperoleh hasil keluaran berupa 
prediksi penggunaan obat Psikofarmaka untuk hari berikutnya.  
9. Setelah memperoleh hasil prediksi, kemudian dilakukan proses 
denormalisasi untuk mengembalikan ke nilai aslinya dengan Persamaan 
2.19.  
10. Setelah diperoleh hasil prediksi sesuai dengan nilai aslinya, maka proses 
berhenti. 
3.4.2  Analisa Sistem  
Setelah selesai melakukan tahapan analisa proses maka dilanjutkan ke 
tahapan analisa sistem. Analisa sistem adalah suatu metode pengembangan untuk 





Dalam melakukan analisa sistem penulis menggunakan Unified Modeling 
Language (UML).  
3.3.3 Perancangan Sistem 
Pada tahapan ini dilakukan perancangan terhadap sistem yang akan 
dibangun, agar penggunanya mengerti pada saat melakukan implementasi 
terhadap sistem. Berikut tahapan perancangan sistem yang akan dirancang pada 
penelitian ini. 
1. Basis Data (Database) 
Tahap perancangan database merupakan tahapan pembuatan database 
yang berisikan tabel-tabel, field dan atribut yang akan digunakan dalam 
pembuatan sistem yang akan dibangun. 
2. Struktur Menu 
Tahap perancangan struktur menu adalah tahapan yang berisikan tampilan 
yang terdapat pada menu dan submenu. Hal ini diperlukan agar pada saat 
digunakan, pengguna mengetahui fungsi dan maksud dari tampilan menu-menu 
tersebut. 
3. Antar Muka (Interface) 
Tahap perancangan interface merupakan tahapan yang digunakan sebagai 
sarana pengembangan untuk melakukan komunikasi yang mudah dalam proses 
pengaplikasiannya. Perancangan interface lebih menekankan tentang tampilan dan 
tombol-tombol agar dapat dimengerti oleh pengguna. 
3.5 Implementasi dan Pengujian Sistem 
Setelah tahapan analisa dan perancangan selesai maka dilanjutkan ke tahap 
implemetasi dan pengujian. Berikut penjelasan tahap implementasi dan pengujian 
sistem. 
3.5.1  Implementasi 
Implementasi merupakan tahapan awal dilakukannya testing terhadap 





diperlukan perangkat keras dan perangkat lunak. Perangkat keras yang digunakan 
yaitu : 
1. Proscessor  : AMD A4-9120 RADEON R3, 4 COMPUTE  
  CORES 2C+2G 2.20 GHz 
2. Memory  : 4.00 GB 
3. Harddisk  : 500 GB 
Sedangkan untuk perangkat lunaknya yaitu : 
1. Platform   : Microsoft Windows 10 
2. Bahasa Pemrograman : PHP 
3. DBMS   : MySQL 
4. Web Server   : Apache 
5. Browser   : Google Chrome 
6. Server   : Localhost 
7. Text Editor   : Microsoft Visual Studio Code 
3.5.2  Pengujian 
Setelah tahap implementasi sistem, tahapan selanjutnya adalah tahapan 
pengujian terhadap sistem apakah sistem yang dibuat sesuai dengan yang 
diharapkan. Sistem ini diuji dengan Blackbox Testing dan Mean Square Error 
(MSE). 
Blackbox testing merupakan tahapan proses pengujian sebuah sistem 
dengan cara menjalankan sistem tersebut, kemudian dilakukan uji coba pada menu 
dan submenu yang ada di sistem. Mean Square Error (MSE) merupakan 
pengujian yang dilakukan untuk mengukur tingkat kesalahan atau error sebagai 
tolak ukur analisis kuantitatif dalam menentukan kualitas sebuah output serta 
keunggulan dari metode yang digunakan. Selanjutnya dilakukan input variasi 
parameter yaitu epoch dan learning rate untuk mendapakan hasil perhitungan 





3.6 Kesimpulan dan Saran   
Tahap kesimpulan dan saran merupakan tahapan akhir yang berisikan 
tentang hasil yang diperoleh berdasarkan penelitian. Kesimpulan berisikan hasil 
pengujian dan tingkat akurasi dari penelitian, sedangkan saran berisikan 




ANALISA DAN PERANCANGAN 
Analisa dan perancangan pada penelitian ini secara garis besar terbagi atas 
analisa proses, analisa sistem dan analisa perancangan. Analisa proses terdiri dari 
data masukan, normalisasi data, pembagian data dan metode Elman Recureent 
Neural Network (ERNN). Analisa sistem berisi use case diagram, spesifikasi 
usecase, sequence diagram dan class diagram. Sedangkan analisa perancangan 
terdiri dari perancangan basis data, perancangan struktur menu dan perancangan 
antarmuka.  
4.1 Analisa Proses  
Metode Elman Recurrent Neural Network (ERNN) digunakan untuk 
membantu dalam memberikan prediksi terhadap penggunaan obat psikofarmaka. 
Adapun tahapan-tahapan dalam menerapkan metode ERNN yaitu data masukan, 
normalisasi data, pembagian data dan metode ERNN.  
4.1.1  Data Masukan 
Data yang digunakan pada penelitian ini yaitu data penggunaan obat 
Psikofarmaka di Rumah Sakit Jiwa (RSJ) Tampan Provinsi Riau. Data yang 
digunakan sebanyak 365 data yang dikumpulkan sejak 01 Januari 2018 sampai 31 
Desember 2018. Data penggunaan obat psikofarmaka merupakan data harian yang 
dibentuk menjadi data time series dengan tujuh variable masukan (input) dan satu 
variabel keluaran (output) sebagai target.  
Data penggunaan obat Psikofarmaka di RSJ Tampan Provinsi Riau dapat 
dilihat pada tabel 4.1 berikut. 
Tabel 4. 1 Data Penggunaan Obat Psikofarmaka 
NO Hari Jumlah Obat (Butir) 
1 01 Januari 2018 8330 





NO Hari Jumlah Obat (Butir) 
3 03 Januari 2018 7020 
... …. ….. 
... ….. ….. 
364 30 Desember 2018 4740 
365 31 Desember 2018 3730 
4.1.2  Normalisasi Data 
Setelah data dikumpulkan menjadi pola data time series, maka tahap 
selanjutnya yaitu normalisasi data. Normalisasi data dilakukan untuk 
mempermudah dalam pengolahan data. Data input dinormalisasi terlebih dahulu 
dengan range antara 0,1 sampai 0,9 untuk menyesuaikan dengan fungsi aktivasi 
yang digunakan yaitu sigmoid biner.  
Selanjutnya data input dinormalisasi menggunakan Persamaan (2.17) 
berikut proses normalisasinya. 
Data 1 
X1 =   
   (         )
          
     = 0,43903 
X2 =   
   (         )
          
     = 0,46457 
X3 =   
   (         )
          
     = 0,35539 
…….. 
X7 =   
   (          )
          
     = 0,84318 
Target =   
   (         )
          
     = 0,35156  
Pada data berikutnya dilakukan proses normalisasi seperti pada data ke-1. 
Data hasil normalisasi dapat dilihat pada Tabel 4.2 berikut. 
Tabel 4. 2 Data Hasil Normalisasi 
No X1 X2 ….. X6 X7 Target 
1 0,43903 0,46457 ….. 0,44158 0,84318 0,35156 
2 0,46457 0,35539 ….. 0,84318 0,35156 0,34453 
3 0,35539 0,90000 ….. 0,35156 0,34453 0,34070 





No X1 X2 ….. X6 X7 Target 
357 0,14150 0,14853 ….. 0,10000 0,15427 0,20982 
358 0,14853 0,14597 ….. 0,15427 0,20982 0,14533 
4.1.3 Pembagian Data 
Setelah input data hasil normalisasi, maka dilanjutkan dengan proses 
pelatihan dan pengujian. Pelatihan dan pegujian data dibagi menjadi tiga kali 
percobaan, yaitu 90%:10%, 80%:20%, dan 70%:30%. Berikut rincian pembagian 
data latih dan data uji. 
a. Pembagian Data 90%:10% 
Tabel 4.3 berikut merupakan pembagian 90% data latih. 
Tabel 4. 3 Data latih 90% 
No X1 X2 ….. X6 X7 Target 
1 0,43903 0,46457 ….. 0,44158 0,84318 0,35156 
2 0,46457 0,35539 ….. 0,84318 0,35156 0,34453 
3 0,35539 0,90000 ….. 0,35156 0,34453 0,34070 
….. ….. ….. ….. ….. ….. ….. 
321 0,28707 0,30942 ….. 0,25515 0,21046 0,26792 
322 0,30942 0,28707 ….. 0,21046 0,26792 0,23408 
Tabel 4.4 berikut merupakan pembagian 10% data uji. 
Tabel 4. 4 Data uji 10% 
No X1 X2 ….. X6 X7 Target 
323 0,28707 0,35156 ….. 0,26792 0,23408 0,28899 
324 0,35156 0,21939 ….. 0,23408 0,28899 0,32219 
325 0,21939 0,25515 ….. 0,288986 0,322187 0,23791 
….. ….. ….. ….. ….. ….. ….. 
357 0,14150 0,14852 ….. 0,10000 0,15427 0,20982 
358 0,14852 0,14597 ….. 0,15427 0,20982 0,14533 
b. Pembagian Data 80%:20% 
Tabel 4.5 berikut merupakan pembagian 80% data latih. 
Tabel 4. 5 Data latih 80% 
No X1 X2 ….. X6 X7 Target 
1 0,43903 0,46457 ….. 0,44158 0,84318 0,35156 





No X1 X2 ….. X6 X7 Target 
3 0,35539 0,90000 ….. 0,35156 0,34453 0,34070 
….. ….. ….. ….. ….. ….. ….. 
285 0,29856 0,35028 ….. 0,27941 0,27015 0,40519 
286 0,35028 0,31804 ….. 0,27015 0,40519 0,35954 
Tabel 4.6 berikut merupakan pembagian 20% data uji. 
Tabel 4. 6 Data uji 20% 
No X1 X2 ….. X6 X7 Target 
287 0,31804 0,31931 ….. 0,40519 0,35954 0,36369 
288 0,31931 0,30654 ….. 0,35954 0,36369 0,27430 
289 0,30654 0,27941 ….. 0,36369 0,27430 0,32187 
….. ….. ….. ….. ….. ….. ….. 
357 0,14150 0,14852 ….. 0,10000 0,15427 0,20982 
358 0,14852 0,14597 ….. 0,15427 0,20982 0,14533 
c. Pembagian Data 70%:30% 
Tabel 4.7 berikut merupakan pembagian 90% data latih. 
Tabel 4. 7 Data latih 70% 
No X1 X2 ….. X6 X7 Target 
1 0,43903 0,46457 ….. 0,44158 0,84318 0,35156 
2 0,46457 0,35539 ….. 0,84318 0,35156 0,34453 
3 0,35539 0,90000 ….. 0,35156 0,34453 0,34070 
….. ….. ….. ….. ….. ….. ….. 
250 0,18524 0,19449 ….. 0,16832 0,14342 0,17725 
251 0,19449 0,23344 ….. 0,14342 0,17725 0,17981 
Tabel 4.8 berikut merupakan pembagian 10% data uji. 
Tabel 4. 8 Data Uji 30% 
No X1 X2 ….. X6 X7 Target 
252 0,23344 0,19896 ….. 0,17726 0,17981 0,19705 
253 0,19896 0,15970 ….. 0,17981 0,19705 0,22067 
254 0,15970 0,16832 ….. 0,19705 0,22067 0,19641 
….. ….. ….. ….. ….. ….. ….. 
357 0,14150 0,14852 ….. 0,10000 0,15427 0,20982 
358 0,14852 0,14597 ….. 0,15427 0,20982 0,14533 
Data latih yang diperoleh akan jadi acuan untuk mengetahui pola prediksi 





merupakan sisa data yang sudah tidak digunakan lagi pada data latih dan akan 
digunakan pada saat proses pengujian. 
4.1.4 Metode Elman Recurrent Neural Network (ERNN) 
Proses perhitungan menggunakan metode Elman Recurrent Neural 
Network (ERNN) dilakukan setelah terjadinya proses input data dan normalisasi. 
Penggunaan metode ini bertujuan untuk menghitung berapa prediksi penggunaan 
obat Psikofarmaka untuk hari berikutnya. Variabel atau data masukan masing-
masing diberi label X1, X2, hingga X7 yang dapat dilihat pada Tabel 4.9 berikut. 









Selain data masukan, penerapan metode ERNN terdapat target yang 
sebelumnya sudah ditentukan. Target pada penelitian ini hanya ada satu yaitu 
prediksi penggunaan obat Psikofarmaka untuk hari berikutnya yang dapat dilihat 
pada Tabel 4.10 berikut. 
Tabel 4. 10 Target 
Variabel Keterangan 
Y Penggunaan Obat Psikofarmaka 
Target pada penelitian ini digunakan untuk mengetahui keakuratan dari 
metode ERNN dalam memprediksi penggunaan obat psikofarmaka. Arsitektur 
Jaringan Syaraf Tiruan ERNN berdasarkan variabel masukan dan target yang 







































Gambar 4. 1 Analisa Metode Elman Recurrent Neural Network (ERNN) 
Keterangan  : 
1. Data masukan merupakan data yang berasal dari penggunaan obat 
Psikofarmaka di Rumah Sakit Jiwa (RSJ) Tampan Provinsi Riau setiap hari 
selama 365 hari dari 01 Januari 2018 sampai 31 Desember 2018. Jumlah 
input yang digunakan ada 7, yaitu Senin, Selasa, Rabu, Kamis, Jumat, Sabtu, 
dan Minggu yang diinisialisasikan dengan X1 sampai dengan X7. X0 
merupakan inisialisasi untuk nilai bias dari input ke hidden layer dan b 
merupakan inisialisasi nilai bias dari hidden layer ke output yang digunakan 
dalam proses perhitungan. 
2. Jumlah hidden layer, input dan output didapat berdasarkan Persamaan (2.10).  
Ɩ = 7, 2Ɩ = 14 maka neuron pada hidden layer berada antara 7 sampai 14. Pada 





3. Kemudian nilai masukan tersebut akan dinormalisasikan terlebih dahulu lalu 
akan ditransfer dari input layer menuju hidden layer menggunakan sigmoid 
biner dengan Persamaan (2.9). Setelah itu dari hidden layer menuju context 
layer dan kembali lagi menuju hidden layer. Neuron pada hidden layer pada  
arsitektur diatas disimbolkan netj, dan untuk context layer disimbolkan yh. 
4. Seperti terlihat pada  diatas, hidden layer terdapat 8 neuron yang disimbolkan 
dengan huruf netj. dan context layer juga terdapat 8 neuron karena context 
layer merupakan hasil copy dari hidden layer. setiap neuron pada input layer 
maupun output layer akan terhubung dengan hidden layer melalui bobot dan 
fungsi aktivasi. 
5. Proses perhitungan dapat dilakukan setelah dilakukan pemberian nilai 
terhadap parameter awal, diantaranya yaitu nilai bobot v, nilai bobot w dan 
nilai bias. 
6. Bobot keluaran yang diperoleh dari hidden layer akan diteruskan menuju 
output layer yang terdiri dari satu output. Neuron pada output layer 
disimbolkan dengan huruf Y. 
1. Perhitungan Manual Proses Pelatihan 
Epoch 1 
Langkah 1 : Melakukan inisialisasi bobot dan menentukan jumlah hidden 
layer, learning rate, max epoch dan min error. 
Langkah pertama dalam melakukan perhitungan dengan menggunakan 
metode ERNN adalah dengan melakukan inisialisasi bobot awal, yaitu memberi 
nilai awal secara acak atau random untuk seluruh bobot antara bobot awal ke 
hidden dan bobot awal ke hidden output dan menentukan parameter awal. Berikut 
contoh nilai bobot awal ke hidden layer. bobot awal ke hidden output dan 
parameter awal yang digunakan. 
1. Learning rate ( ) = 0,2 
2. Max Epoch  = 300 





Sedangkan untuk nilai bobot awal dapat dilihat pada Tabel 4.11 dan Tabel 
4.12 berikut. 
Tabel 4. 11 Bobot awal dari Input Layer ke Hidden Layer 
 V0 V1 V2 V3 V4 V5 V6 V7 
1 0,3 0,3 0,4 0,1 0,4 0,1 0,4 0,1 
2 0,2 0,2 0,3 0,2 0,3 0,2 0,3 0,2 
3 0,1 0,1 0,2 0,3 0,2 0,3 0,2 0,3 
4 0,1 0,1 0,1 0,4 0,1 0,3 0,1 0,4 
5 0,2 0,2 0,1 0,4 0,1 0,4 0,1 0,4 
6 0,3 0,3 0,2 0,3 0,2 0,3 0,2 0,3 
7 0,2 0,3 0,3 0,2 0,3 0,2 0,3 0,2 
8 0,1 0,2 0,4 0,1 0,4 0,1 0,4 0,1 
Tabel 4. 12 Bobot awal dari Hidden Layer ke Hidden Ouput 
W0 W1 W2 W3 W4 W5 W6 W7 W8 
0.1 0.1 0.2 0.3 0.4 0.4 0.3 0.2 0.1 
Langkah 2: Hitung semua sinyal input ke hidden 
Pada tahap ini lakukan Persamaan (2.1) dengan tiap unit hidden layer 
netj(t) ditambah dengan input xi (diperoleh dari hasil normalisasi pada Tabel 4.2) 
kemudian dikali dengan bobot vji (nilai bobot dari input ke hidden layer)  
selanjutnya  dikombinasikan dengan context layer yh(t-1) (hasil copy dari hidden 
layer waktu ke(t-1)) yang dikali dengan bobot ujh (bobot dari context ke hidden 
layer) kemudian dijumlahkan dengan bias. 
Netj  (∑   ( )     
 
 ∑   (   )     
 
   ) 
Net1= (0,43903 x 0,3) + (0,46457 x 0,4) + (0,35539 x 0,1) + (0,90000 x 0,4) + 
(0,33496 x 0,1) + (0,44158  x 0,4) + (0,84318 x 0,1) +  (1,00752 x 0,3) + (1,00752 
x 0,4) + (1,00752 x 0,1) + (1,00752 x 0,4) + (1,00752 x 0,1) + (1,00752 x 0,4) + 
(1,00752 x 0,1) + 0,3 = 2,11354 
Setelah dilakukan perhitungan diatas maka diperoleh hasil net1 sampai 
net8. Berikut tabel 4.13 hasil Persamaan (2.1). 















Langkah 3 : Fungsi Pengaktif Neuron (netj) 
Hitung nilai keluaran pada lapisan unit j dengan fungsi aktivasi sigmoid 
biner menggunakan Persamaan (2.3). Pada perhitungan ini menggunakan hasil 
nilai sinyal input ke hidden (yang diperoleh dari nilai net1 sampai net7 pada Tabel 
(4.13). 
f(netj)   
 
   
     
 
f(netj1) = 1 / (1+e
-2,11354)
 = 0,89221 
Setelah dilakukan perhitungan tersebut maka diperoleh f (net1) sampai f 
(net7). Berikut Tabel 4.14 hasil Persamaan (2.3) untuk fungsi pengaktif neuron 
dengan menggunakan fungsi aktivasi sigmoid biner. 










Langkah 4 : Unit k (netk (t))  
Hitung  semua  sinyal  yang  masuk  ke  unit  k  dengan  melakukan 
Persamaan (2.4) dengan nilai keluaran hidden layer yj (diperoleh dari nilai f (netj1) 
sampai f (netj7) pada Tabel 4.14) yang dikali bobot wji (diperoleh nilai bobot awal 
ke hidden output) kemudian dijumlahkan dengan bias bagian hidden layer w0.  
netk(t) = (∑   ( )
 





netk(t)  = (0,89221 x 0,1) + (0,86896 x 0,2) + (0,84347 x 0,3) +(0,81856 x 0,4) +  
(0,85804 x 0,4) + (0,88240 x 0,3) + (0,88740 x 0,2) + (0,87415 x 0,1) + 
0,1             
= 1,81631 
Selanjutnya hitung keluaran dengan fungsi aktivasi sigmoid biner 
menggunakan Persamaan (2.5). Maka  netk  dihitung dalam fungsi aktivasi 
menjadi yk 




       = 0,86012 
Langkah 5 : Hitung Unit Kesalahan 
Selanjutnya hitung unit kesalahan pada setiap unit k menggunakan 
Persamaan (2.6) dengan tiap unit output menerima pola target tk sesuai dengan 
pola masukan saat pelatihan dan dihitung error-nya dan diperbaiki nilai bobotnya. 
Nilai netk dan yk diperoleh pada langkah ke 4. tk  adalah target dari inputan yang 
diperoleh pada Tabel 4.3 : 
δk  =   (    )(     ) 
δk  =  0,86012 (0,35156 - 0,86012)  = -0,43742 
Kemudian setelah memperoleh hasil δk selanjutnya lakukan perbaikan nilai 
bobot dengan Persamaan (2.7) untuk menghitung perbaikan bobot. Nilai α 
diperoleh dari α yang telah ditentukan pada langkah 1 yaitu 0,2 : 
Δwkj =       
Δwkj1 = α δk y1 
= 0,2 x (-0,43742) x 0,89221 = -0,07805 
Δwkj2  = α δk y2 
= 0,2 x -0,07602) x 0,86896 = -0,07602 
Setelah dilakukan perhitungan tersebut diperoleh hasil Δwkj1 sampai Δwkj8. 
















Setelah selesai melakukan perbaikan bobot lalu lakukan persamaan (2.8) 
untuk menghitung perbaikan nilai bias dengan nilai diperoleh dari langkah 1 yang 
telah ditentukan nilai α nya dan nilai δk  yang telah di dapat pada langkah 5. 
Δwk0 =     
Δwk0 = 0,2 x (-0,43742)  = -0,08748 
Langkah 6 : Hitung Kesalahan pada Lintasan j 
Kemudian hitung kesalahan pada lintasan j dengan Persamaan (2.9) 
dengan tiap bobot yang menghubungkan unit output dengan unit hidden layer 
dikali    dan dijumlahkan sebagai masukan unit berikutnya. Nilai    diperoleh 
dari perhitungan pada langkah 5 dan nilai wkj diperoleh dari nilai bobot awal (w) 
ke hidden output pada Tabel 4.15. 
δ_netj1 = ∑        
        = Σi δk w1 
  = -0,43742 x 0,1  = -0,04374 
Setelah  dilakukan  perhitungan  tersebut  diperoleh  nilai        sampai 
nilai        . Hasil Persamaan (2.9) dapat dilihat Tabel 4.16 berikut. 
Tabel 4. 16 Kesalahan pada Lintasan j 
Persamaan Hasil 
        -0,04374 
        -0,08748 
        -0,13123 






        -0,17497 
        -0,13123 
        -0,08748 
        -0,04374 
Selanjutnya hitung galat dengan Persamaan (2.10) dengan dikalikan 
turunan dari fungsi aktivasi untuk menghitung galat. Nilai  
        diperoleh dari tabel 4.16 dan nilai  
 (    ) diperoleh dari tabel 4.14. 
δ1 =        
 (    ) 
 = δ_ net1  f ’(net1 ) 






Setelah persamaan tersebut selesai dilakukan, maka diperoleh nilai δ1 
sampai δ8. Hasil Persamaan (2.10) dapat dilihat pada tabel 4.17 berikut ini. 
Tabel 4. 17 Hasil Perhitungan Nilai Galat 
Persamaan Hasil 
   -0,00902 
   -0,01821 
   -0,02760 
   -0,03716 
   -0,03659 
   -0,02717 
   -0,01807 
   -0,00909 
Kemudian   setelah   memperoleh   hasil   galat   pada   perhitungan 
sebelumnya selanjutnya lakukan Persamaan (2.11) untuk menghitung koreksi 
bobot dengan nilai    diperoleh dari langkah 1 yang telah ditentukan sebelumnya, 
nilai δj diperoleh dari Tabel 4.17 dan nilai xi diperoleh dari Tabel 4.2. 
Δvkj =        
Δv11 =       






Δv12 =       
= 0,2 x (-0,01821) x 0,43903 = -0,00160 
Setelah  dilakukan  perhitungan  tersebut  maka  diperoleh  nilai   yang 
dapat dilihat pada Tabel 4.18 berikut ini : 
Tabel 4. 18 Hasil Perhitungan Koreksi Bobot Data Ke-1 
No V1 V2 ….. V6 V7 
1 -0,00079 -0,00084 ….. -0,00080 -0,00152 
2 -0,00160 -0,00169 ….. -0,00161 -0,00307 
…. ….. ….. ….. ….. ….. 
7 -0,00159 -0,00168 ….. -0,00160 -0,00305 
8 -0,00080 -0,00084 ….. -0,00080 -0,00153 
Setelah memperoleh hasil koreksi bobot, selanjutnya lakukan Persamaan 
(2.12) untuk Menghitung perbaikan nilai bias dengan nilai   diperoleh dari 
langkah 1 yang telah ditentukan sebelumnya dan nilai δj diperoleh dari tabel 4.16. 
Berikut proses perhitungannya. 
Δvj =     
Δv1 =     
= 0,2 x (-0,00902) = -0,00180 
Δv2 =     
=  0,2 x(-0,01821) = -0,00364 
Setelah dilakukan perhitungan tersebut diperoleh nilai Δv1 sampai Δv8. 
Hasil Persamaan (2.12) menghitung perbaikan nilai bias dapat dilihat pada Tabel 
4.19 berikut. 














Langkah 7 : Perbaikan bobot dan bias untuk setiap output 
Kemudian lakukan Persamaan (2.13) dengan tiap unit output diperbaiki 
bobot dan biasnya dengan nilai    (    ) diperoleh dari langkah 1 yaitu nilai 
bobot awal ke hidden output yang telah ditentukan sebelumnya dan nilai 
    (    ) diperoleh dari Tabel 4.15. Perhitungan sebagai berikut: 
Δwkj (Baru) =    (    )       
w1 baru  =   +      
   = 0,1 + (-0,08748) = 0,01252 
w2 baru  =   +      
   = 0,1 + (-0,07805) = 0,02195 
Setelah dilakukan perhitungan tersebut diperoleh hasil w1 baru sampai w8 
baru. Hasil Persamaan (2.13) dapat dilihat Tabel 4.20 berikut. 
Tabel 4. 20 Hasil  Perbaikan Bobot Output 
Persamaan Hasil 
w1 baru  0,01252 
w2 baru 0,02195 
w3 baru 0,12398 
w4 baru 0,22621 
w5 baru 0,32839 
w6 baru 0,32494 
w7 baru 0,22280 
w8 baru 0,12237 
Setelah itu lakukan Persamaan (2.14) dengan tiap unit hidden layer 
diperbaiki bobot dan biasnya dengan nilai     (lama) diperoleh dari Tabel 4.11. 
Dengan hasil nilai koreksi bobot v dan bias (diperoleh pada Tabel 4.19) ditambah 
nilai bobot dan bias awal (diperoleh dari Tabel 4.11).  
Vkj (Baru) =    (    )       
V11 baru = v11 lama + Δv11 
  = 0,3 + (-0,00180) = 0,29820 
v12 baru = v12 lama + Δv12 





Setelah  dilakukan  perhitungan  tersebut  maka  diperoleh  nilai yang 
dapat dilihat pada Tabel 4.21 berikut. 
 Tabel 4. 21 Hasil Perhitungan Perbaikan Nilai Bobot Hidden pada Data Ke-1 
No V0 Baru V1 Baru ….. V7 Baru V8 Baru 
1 0,29820 0,29921 ….. 0,39920 0,09848 
2 0,19636 0,19840 ….. 0,29839 0,19693 
…. ….. ….. ….. ….. ….. 
7 0,19639 0,29841 ….. 0,29840 0,19695 
8 0,09818 0,19920 ….. 0,39920 0,09847 
Langkah 8 : Menghitung nilai Error (MSE) 
Setelah selesai melakukan perhitungan disemua data kemudian pada setiap 
epoch dihitung error (MSE) dengan menggunakan persamaan (2.15).  
E(t)  = 
∑    
 
  
=  0,25863 
Perhitungan terus dilakukan sampai memenuhi syarat kondisi berhenti 
sesuai epoch dan error nya. Pada perhitungan ini kondisi berhenti pada epoch 
yang ke 1, sehingga diperoleh nilai bobot w baru dan bobot v baru. Nilai bobot w 
baru dan bobot v baru diperoleh berdasarkan hasil perhitungan proses 
pembelajaran. Tabel 4.22 berikut merupakan tabel bobot w baru. 
Tabel 4. 22 Nilai Bobot W Baru 
Persamaan Hasil 
W0 Baru -0,30234 
W1 Baru -0,19224 
W2 Baru -0,08168 
W3 Baru 0,02795 
W4 Baru 0,01086 
W5 Baru -0,09961 
W6 Baru -0,20095 
W7 Baru -0,41141 
Sementara nilai bobot v baru dapat dilihat pada Tabel 4.23  berikut. 
Tabel 4. 23 Nilai Bobot V Baru 
No V0 Baru V1 Baru ….. V6 Baru V7 Baru 
1 0,31160 0,30202 ….. 0,10202 0,09475 





No V0 Baru V1 Baru ….. V6 Baru V7 Baru 
3 0,08824 0,10202 ….. 0,19268 0,29475 
…. ….. ….. ….. ….. ….. 
6 0,20058 0,30202 ….. 0,29268 0,19475 
7  0,10000 0,20202 ….. 0,39268 0,09475 
2. Perhitungan Manual Proses Pengujian 
Setelah dilakukan pembagian data latih 90%, maka dilakukan juga 
pembagian terhadap data uji 10%. Perhitungan yang sama juga dilakukan untuk 
menghitung hasil normalisasi 10% data uji. Nilai bobot v baru dan  bobot w baru 
akan digunakan untuk proses perhitungan pengujian. 
Langkah 1 : Normalisasi Data Uji 10%  
Pertama lakukan normalisasi dengan menggunakan perhitungan yang sama 
pada langkah Normalisasi data. Berikut Tabel 4.24 merupakan hasil normalisasi 
data uji 10%.  
Tabel 4. 24 Hasil Normalisasi Data Uji 10% 
No X1 X2 ….. X6 X7 Target 
1 0,28707 0,35156 ….. 0,26792 0,23408 0,28899 
2 0,35156 0,21939 ….. 0,23408 0,28899 0,32219 
3 0,21939 0,25515 ….. 0,28899 0,32219 0,23791 
….. ….. ….. ….. ….. ….. ….. 
35 0,14150 0,14852 ….. 0,10000 0,15427 0,20982 
36 0,14852 0,14597 ….. 0,15427 0,20982 0,14533 
Langkah 2 : Hitung semua sinyal input ke hidden 
Lakukan Persamaan (2.1) untuk menghitung nilai hidden layer   
Netj  (∑   ( )     
 
 ∑   (   )     
 
   ) 
Net1 = (0,28707 x 0,30202) + (0,35156 x 0,39744) + (0,21939 x 0,09292) + 
(0,25515 x 0,38686) + (0,21045 x 0,09048) + (0,26792 x 0,39268) + 
(0,23408 x 0,09475) + (0,49506 x 0,30202) + (0,44352x 0,39744) + 
(0,39196 x 0,09292) + (0,32489 x 0,38686) + (0,35426 x 0,09048) + 
(0,47048 x 0,39268) + (0,49358 x 0,09475) + 0,31160 = 1,17601 
Pada perhitungan Persamaan (2.1) nilai bobot yang digunakan yaitu bobot 
v baru yang terdapat pada Tabel 4.23. Hasil perhitungan Persamaan (2.1) dapat 
















Langkah 3 : Fungsi pengaktif neuron (netj) 
Hitung nilai keluaran pada lapisan unit j dengan fungsi aktivasi sigmoid 
biner menggunakan Persamaan (2.3). Pada perhitungan ini menggunakan nilai 
net1 sampai net8 : 
f(netj)   
 
   
     
 
f(netj1) = 1 / (1+e
-1,17601
) = 0,76423 
Setelah dilakukan perhitungan tersebut maka diperoleh f (net1) sampai f 
(net8). Berikut Tabel 4.6 hasil Persamaan (2.3) untuk fungsi pengaktif neuron 
dengan menggunakan fungsi aktivasi sigmoid biner. 










Langkah 4 : Unit k (netk (t))   
Perhitungan Persamaan (2.4) merupakan hasil penjumlahan antara hasil 
kali nilai bobot w baru yang teradapat pada Tabel 4.21 dan nilai yj yang terdapat 
pada Tabel 4.24 kemudian ditambah bias. Kemudian diperoleh hasil output yang 





netk(t) = (∑   ( )
 
    )     
netk(t)  = (0,76423 x 0,30234) + (0,71763 x -0,19224) + (0,66802 x -0,08168) +     
(0,64258 x -0,02795) + (0,69858 x -0,01086) + (0,74645 x -0,09961) + 
(0,73652 x -0,20095) + (0,70426 x 0,41141) + (0,02385)  = 0,40108 
Setelah diperoleh hasil outputnya kemudian lakukan Persamaan (2.9) yaitu 
denormalisasi untuk mengembalikan ke nilai aslinya dengan rumus berikut.  
Denormalisasi = 
(     )(       )
   
      
Y =  
(        –    )  (       –      ) 
   
      = 5409 
Nilai Y merupakan hasil target pada proses pengujian yang merupakan 
prediksi penggunaan obat Psikofarmaka untuk hari berikutnya. 
Setelah nilai denormalisasi didapatkan, maka dilakukanlah proses 
menentukan nilai MSE menggunakan Persamaan (2.11). Menghitung nilai MSE 
didapat dari nilai normalisasi target awal dikurang dengan nilai net(t) dan dibagi 
jumlah data. 
Nilai MSE (error) = (0,48145 – 0,28899)^2 / 36 
   = 0,00054 
4.2 Analisa Sistem 
Setelah melalui tahap analisa proses, maka tahap selanjutnya yaitu 
melakukan analisa sistem. Pada tahap ini digunakan metode pendekatan desain 
Unified Modeling Language (UML) yang  terbagi atas beberapa bagian, yaitu use 
case diagram, spesifikasi use case, activity diagram, sequence diagram dan class 
diagram. 
4.2.1  Usecase Diagram 
Pada analisa sistem ini, User yang dimaksud adalah pengguna sistem yaitu 
pegawai bagian instalasi farmasi di RSJ Tampan Provinsi Riau. Proses-proses 
yang terjadi pada sistem prediksi penggunaan obat Psikofarmaka yang di 






Gambar 4. 2 Usecase Diagram 
4.2.2  Spesifikasi Usecase 
Penjelasan usecase diagram akan dijelaskan pada spesifikasi usecase 
berikut. 
1. Spesifikasi Usecase Login 
Spesifikasi use case ini menunjukkan proses masuk akun oleh User ke 
sistem prediksi penggunaan obat Psikofarmaka. Berikut tabel spesifikasi usecase 
login.  




Deskripsi Usecase ini memungkinkan aktor untuk mengakses sistem 
Aktor  User 




Mengelola Data Time Series
Mengelola Pembagian Data
Mengelola Pembuatan Bobot v










Username dan password aktor telah terdaftar sebagai akun. 
Kodisi 
Akhir 
Aktor berhasil masuk/mengakses sistem 
Skenario 
Utama 
1. Usecase ini dimulai ketika aktor ingin melakukan login. 
2. Aktor membuka halaman login. 
3. Aktor mengisi username dan password. 
4. Sistem melakukan validasi akun User. 
5. Sistem menampilkan halaman awal sistem. 
Alternatif 
Skenario 
Jika username atau password tidak sesuai maka sistem akan menampilkan 
pesan “username atau password salah”. 
2. Spesifikasi Usecase Mengelola Data Normal 
Spesifikasi use case ini menunjukkan proses bagaimana User melakukan 
tambah, ubah, dan hapus data normal. Berikut tabel spesifikasi usecase mengelola 
data normal.  
Tabel 4. 28 Spesifikasi Usecase Mengelola Data Normal 
Nama 
usecase 
Mengelola data normal 
Deskripsi Usecase ini memungkinkan aktor untuk melakukan tambah, ubah, dan hapus 
data normal 
Aktor  User 
Kondisi 
Awal 
Aktor berada di menu home 
Kodisi 
Akhir 




1. Usecase ini dimulai ketika aktor ingin melakukan tambah, ubah, atau 
hapus data penggunaan obat Psikofarmaka 
2. Sistem menampilkan menu home 
3. Kemudian aktor memilih menu data obat Psikofarmaka 
4. Aktor memilih salah satu menu tambah, ubah, atau hapus data 
5. Aktor melakukan tambah, ubah, atau hapus data. 
6. Data berhasil ditambah, diubah, atau dihapus dan tersimpan di database. 
Alternatif 
Skenario 
Apabila data obat tidak terisi semua maka sistem menampilkan pesan 
“Silahkan lengkapi data”. 
3. Spesifikasi Usecase Mengelola Data Time Series 
Spesifikasi usecase mengelola data time series merupakan proses 
bagaimana User menampilkan atau melihat data time series. Berikut tabel 







Tabel 4. 29 Spesifikasi Usecase Mengelola Time Series 
Nama 
usecase 
Mengelola data time series 
Deskripsi Usecase ini memungkinkan aktor untuk melihat data time series 
Aktor  User 
Kondisi 
Awal 
Aktor berada di menu data obat 
Kodisi 
Akhir 
Aktor berhasil melakukan menampilkan data time series 
Skenario 
Utama 
1. Usecase ini dimulai ketika aktor ingin melakukan tanpil data time series 
2. Sistem menampilkan halaman home 
3. Aktor memilih menu data obat 
4. Aktor memilih menu data time series 
5. Aktor berhasil menampilkan data time series  
4. Spesifikasi Usecase Mengelola Pembagian Data 
Spesifikasi usecase mengelola pembagian data menunjukkan proses 
bagaimana user melakukan pembagian data. Berikut tabel spesifikasi use case 
mengelola pembagian data. 
Tabel 4. 30 Spesifikasi Usecase Mengelola Pembagian Data 
Nama 
usecase 
Mengelola pembagian data 
Deskripsi Usecase ini memungkinkan aktor untuk melakukan proses pembagian data 
Aktor  User 
Kondisi 
Awal 
Aktor berada di menu pembagian data 
Kodisi 
Akhir 
Aktor berhasil melakukan proses pembagian data 
Skenario 
Utama 
1. Usecase ini dimulai ketika aktor ingin melakukan pembagian data 
2. Aktor memilih menu pembagian data  
3. Sistem menampilkan halaman pembagian data 
4. Aktor memilih menu pembagian data yang diinginkan 
5. Sistem memvalidasi dan menampilkan hasil pembagian data 
5. Spesifikasi Usecase Mengelola Pembuatan Bobot V 
Spesifikasi usecase mengelola pembuatan bobot v menunjukkan proses 
bagaimana user melakukan pembuatan bobot v. Berikut tabel spesifikasi use case 
mengelola pembuatan bobot v. 
Tabel 4. 31 Spesifikasi Usecase Mengelola Pembuatan Bobot V 
Nama 
usecase 
Mengelola pembuatan bobot v 





Aktor  User 
Kondisi 
Awal 
Aktor berada di menu pembuatan bobot v 
Kodisi 
Akhir 
Aktor berhasil melakukan pembuatan bobot v 
Skenario 
Utama 
1. Usecase dimulai ketika User ingin melakukan pembuatan bobot v 
2. Aktor memilih menu pembuatan bobot v 
3. Sistem menampilkan halaman pembuatan bobot v  
4. User memilih menu set bobot v awal 
5. Sistem memvalidasi dan menampilkan hasil pembuatan bobot v 
6. Spesifikasi Usecase Mengelola Pembuatan Bobot W 
Spesifikasi usecase mengelola pembuatan bobot w menunjukkan proses 
bagaimana user melakukan pembuatan bobot w. Berikut tabel spesifikasi use case 
mengelola pembuatan bobot w. 
Tabel 4. 32 Spesifikasi Usecase Mengelola Pembuatan Bobot W 
Nama 
usecase 
Mengelola pembuatan bobot w 
Deskripsi Usecase ini memungkinkan aktor untuk melakukan pembuatan bobot w 
Aktor  User 
Kondisi 
Awal 
Aktor berada di menu pembuatan bobot w 
Kodisi 
Akhir 
Aktor berhasil melakukan pembuatan bobot w 
Skenario 
Utama 
1. Usecase dimulai ketika User ingin melakukan pembuatan bobot w 
2. Aktor memilih menu pembuatan bobot w 
3. Sistem menampilkan halaman pembuatan bobot w 
4. User memilih menu set bobot w awal 
5. Sistem memvalidasi dan menampilkan hasil pembuatan bobot w 
7. Spesifikasi Usecase Mengelola Perhitungan 
Spesifikasi usecase mengelola perhitungan menunjukkan proses 
bagaimana melakukan perhitungan data. Berikut tabel spesifikasi use case 
mengelola perhitungan. 




Deskripsi Usecase ini memungkinkan aktor untuk melakukan proses perhitungan data 
Aktor  User 
Kondisi 
Awal 
Aktor berada di menu perhitungan 








1. Usecase ini dimulai ketika aktor ingin melakukan proses perhitungan  
2. Aktor memilih menu pengujian data  
3. Sistem menampilkan halaman perhitungan data dan menampilkan form 
perhitungan pelatihan data 
4. User mengisi form pelatihan berupa jumlah epoch, learning rate dan 
toleransi error kemudian menekan menu “mulai perhitungan” 
5. Sistem memvalidasi dan menampilkan hasil perhitungan pelatihan 
Alternatif 
Skenario 
1. Apabila pembagian data belum dipilih, sistem akan menampilkan pesan 
“Inisialisasi data belum ditentukan” 
8. Spesifikasi Usecase Mengelola Pengujian 
Spesifikasi usecase mengelola pengujian menunjukkan proses bagaimana 
melakukan pengujian data. Berikut tabel spesifikasi use case mengelola 
pengujian. 




Deskripsi Usecase ini memungkinkan aktor untuk melakukan pengujian data 
Aktor  User 
Kondisi 
Awal 
Aktor berada di menu pengujian 
Kodisi 
Akhir 
Aktor berhasil melakukan pengujian data 
Skenario 
Utama 
1. Usecase dimulai ketika User ingin melakukan pengujian data 
2. Aktor memilih menu pengujian data 
3. Sistem menampilkan halaman pengujian data dan menampilkan form 
“pilih data” 
4. User memilih data yang akan di uji 
5. Sistem memvalidasi dan menampilkan hasil pengujian 
9. Spesifikasi Usecase Mengelola Prediksi 
Spesifikasi usecase mengelola prediksi digunakan untuk menampilkan 
hasil prediksi. Berikut tabel spesifikasi usecase mengelola prediksi. 




Deskripsi Usecase ini memungkinkan aktor untuk menampilkan hasil prediksi 
Aktor  User 
Kondisi 
Awal 
Aktor berada di menu prediksi 








1. Usecase ini dimulai ketika aktor ingin menampilkan hasil prediksi 
2. Aktor  memilih menu prediksi dan langsung diproses oleh system 
3. Aktor berhasil menampilkan hasil prediksi   
4.2.3  Sequence Diagram  
Sequence diagram digunakan untuk mengkan perilaku pada sebuah 
skenario yang telah dibuat. Diagram ini memberikan penjelasan sejumlah objek 
dan pesan-pesan yang terdapat di dalam usecase. Proses-proses yang terjadi pada 
sistem prediksi penggunaan obat Psikofarmaka dengan menggunakan sequence 
diagram dapat dilihat, sebagai berikut. 
1. Login  
 Gambar 4.3 di bawah ini menjelaskan sequence diagram mengenai proses 
bagaimana User login ke sistem. Berikut sequence diagram untuk proses login. 
 
Gambar 4. 3 Sequence Diagram Proses Login 
2. Mengelola Data Normal  
Gambar 4.4 di bawah ini menjelaskan sequence diagram mengenai proses 
bagaimana User melakukan tambah, ubah dan hapus data normal serta 
menampilkan data time series di halaman sistem. Berikut sequence diagram untuk 






 Gambar 4. 4 Sequence Diagram Mengelola Data Normal 
3. Mengelola Data Time Series  
 Gambar 4.5 di bawah ini menjelaskan sequence diagram mengenai proses 
bagaimana User menampilkan data time series di halaman sistem. Berikut 
sequence diagram untuk proses mengelola data time series. 
 
Gambar 4. 5 Sequence Diagram Mengelola Data Time Series 
4. Mengelola Pembagian Data  
Gambar 4.6 di bawah ini menjelaskan sequence diagram mengenai proses 
bagaimana User melakukan pembagian data latih dan data uji serta menampilkan 







 Gambar 4. 6 Sequence Diagram Mengelola Pembagian Data 
5. Mengelola Pembuatan Bobot V  
 Gambar 4.7 di bawah ini menjelaskan sequence diagram mengenai proses 
bagaimana User melakukan set bobot v awal serta menampilkan hasil bobot v 
awal pada sistem. Berikut sequence diagram untuk proses mengelola pembuatan 
bobot v. 
 
 Gambar 4. 7 Sequence Diagram Mengelola Pembuatan Bobot V 
6. Mengelola Pembuatan Bobot W 
 Gambar 4.8 di bawah ini menjelaskan sequence diagram mengenai proses 
bagaimana User melakukan set bobot w awal serta menampilkan hasil bobot w 
awal pada sistem. Berikut sequence diagram untuk proses mengelola pembuatan 
bobot w. 
 





7. Mengelola Perhitungan  
Gambar 4.9 di bawah ini menjelaskan sequence diagram mengenai proses 
bagaimana User melakukan proses perhitungan pada data latih dan menampilkan 
hasil perhitungan pada sistem. Berikut sequence diagram untuk proses mengelola 
perhitungan. 
 
 Gambar 4. 9 Sequence Diagram Mengelola Perhitungan 
8. Mengelola Pengujian  
 Gambar 4.10 di bawah ini menjelaskan sequence diagram mengenai 
proses bagaimana User melakukan pengujian dan menampilkan hasil pengujian 
pada sistem. Berikut sequence diagram mengelola pengujian. 
 
 Gambar 4. 10 Sequence Diagram Mengelola Pengujian 
9. Mengelola Prediksi 
Gambar 4.11 di bawah ini menjelaskan sequence diagram mengenai 
proses bagaimana User melakukan prediksi dan menampilkan hasil prediksi pada 






 Gambar 4. 11 Sequence Diagram Mengelola Prediksi 
4.2.4  Activity Diagram 
Activity diagram merupakan gambaran dari suatu sistem yang 
menunjukkan proses kerja sistem dari awal sampai akhir proses kerja sistem. 
Berikut  Activity diagram untuk prediksi penggunaan obat Psikofarmaka. 
1. Login  
Gambar 4.12 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana user login ke sistem. Berikut activity diagram untuk proses login. 
 





2. Mengelola Data Normal  
Gambar 4.13 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana melakukan tambah, edit dan hapus data normal. Berikut activity 
diagram mengelola data normal. 
a. Tambah Data Normal 
Berikut activity diagram tambah data normal. 
 
Gambar 4. 13 Activity Diagram Tambah Data Normal 
b. Edit Data Normal 






Gambar 4. 14 Activity Diagram Edit Data Normal 
c. Hapus Data Normal 
Berikut activity diagram hapus data normal. 
 







3. Mengelola Data Time Series 
Gambar 4.16 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana User menampilkan data time series. Berikut activity diagram 
mengelola data time series. 
 
 Gambar 4. 16 Activity Diagram Mengelola Data Time Series 
4. Mengelola Pembagian Data  
 Gambar 4.17 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana User melakukan pembagian data latih dan data uji serta menampilkan 
hasil pembagian data pada sistem. Berikut activity diagram pembagian data. 
 





5. Mengelola Pembuatan Bobot V  
Gambar 4.18 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana User melakukan set bobot v awal dan menampilkam hasil pembobotan 
v pada sistem. Berikut activity diagram mengelola pembuatan bobot v. 
 
 Gambar 4. 18 Activity Diagram Mengelola Pembuatan Bobot V 
6. Mengelola Pembuatan Bobot W 
 Gambar 4.19 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana User melakukan set bobot w awal dan menampilkam hasil 
pembobotan w pada sistem. Berikut activity diagram mengelola pembuatan bobot 
w. 
 





7. Mengelola Perhitungan 
Gambar 4.20 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana User melakukan proses perhitungan dan menampilkan hasil 
perhitungan pada sistem. Berikut activity diagram mengelola perhitungan. 
 
 Gambar 4. 20 Activity Diagram Mengelola Perhitungan 
8. Mengelola Pengujian 
Gambar 4.21 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana User melakukan proses pengujian dan menampilkan hasil pengujian 






 Gambar 4. 21 Activity Diagram Mengelola Pengujian 
9. Mengelola Prediksi 
Gambar 4.22 di bawah ini menjelaskan activity diagram mengenai proses 
bagaimana User melakukan prediksi dan menmapilkan hasil prediksi pada sistem. 
Berikut activity diagram mengelola prediksi. 
 





4.2.4  Class Diagram 
Class diagram menkan struktur sistem dari segi pendefenisian kelas-kelas 
yang dibuat untuk menghubungkan suatu sistem. Kelas-kelas yang terdapat pada 
sistem prediksi penggunaan obat Psikofarmaka ini dapat dilihat pada Gambar  
4.23 berikut. 
 





4.3 Analisa Perancangan 
Setelah melalui tahap analisa sistem maka dilanjutkan ke tahap selanjutnya 
yaitu tahapan analisa perancangan. Pada tahap ini dilakukan perancangan basis 
data, pernacangan struktur menu, serta perancangan antarmuka. 
4.3.1  Perancangan Basis Data 
Pada rancangan basis data untuk sistem prediksi penggunaan obat 
Psikofarmaka ini terdapat tujuh buah tabel yaitu sebagai berikut. 
1. Tabel Data User 
Tabel data User dijelaskan dalam tabel 4.36 berikut. 
Tabel 4. 36 Tabel Data User 
Nama field Type Data Lenght Deskripsi Keterangan 
id_user Int 5 id_user Primary Key 
username Varchar 30 username  
password Varchar 30 password  
Nama Varchar 100 nama user  
Level Varchar 10 level user  
2. Tabel Data Pengunaan Obat  
Tabel data penggunaan obat psikofarmaka dijelaskan dalam tabel 4.37 
berikut. 
Tabel 4. 37 Data Penggunaan Obat 
Nama field Type Data Lenght Deskripsi Keterangan 
id_data int 5 id_data Primary Key 
Hari int 5 Hari   
Bulan int 5 Bulan  
Tahun int 4 Tahun  
Jumlah int 11 Jumlah  
3. Tabel Data Prediksi 
Tabel data prediksi dijelaskan dalam tabel 4.38 berikut. 
Tabel 4. 38 Tabel Data Time Series 
Nama field Type Data Lenght Deskripsi Keterangan 





Nama field Type Data Lenght Deskripsi Keterangan 
x1 Int 11 hari ke-1  
x2 Int 11 hari ke-2  
x3 Int 11 hari ke-3  
x4 Int 11 hari ke-4  
x5 Int 11 hari ke-5  
x6 Int 11 hari ke-6  
x7 Int 11 hari ke-7  
Target Int  hari ke-8  
4. Tabel Bobot V Awal 
Tabel bobot v awal dijelaskan dalam tabel 4.39 berikut : 
Tabel 4. 39 Tabel Bobot V Awal 
Nama field Type Data Lenght Deskripsi Keterangan 
id_bobot_v Int 5 id bobot v awal Primary Key 
v1 double   nilai v1  
v2 double  nilai v2  
v3 double  nilai v3  
v4 double  nilai v4  
v5 double  nilai v5  
v6 double  nilai v6  
v7 double  nilai v7  
v0 double  nilai v0  
5. Tabel Bobot W Awal 
Tabel Bobot w awal dijelaskan dalam tabel 4.40 berikut ini : 
Tabel 4. 40 Tabel Bobot W Awal 
Nama field Type Data Lenght Deskripsi Keterangan 
id_bobot_w int 5 id bobot w awal Primary Key 
w1 double   nilai w1  
w2 double  nilai w2  
w3 double  nilai w3  
w4 double  nilai w4  
w5 double  nilai w5  
w6 double  nilai w6  
w7 double  nilai w7  
w0 double  nilai w0  
6. Tabel  Bobot V Baru 






Tabel 4. 41 Tabel Bobot V Baru 
Nama field Type Data Lenght Deskripsi Keterangan 
id_hidden int 5 id bobot v baru Primary Key 
v1 double   nilai v1 baru  
v2 double  nilai v2 baru  
v3 double  nilai v3 baru  
v4 double  nilai v4 baru  
v5 double  nilai v5 baru  
v6 double  nilai v6 baru  
v7 double  nilai v7 baru  
v0 double  nilai v0 baru  
7. Tabel Bobot W Baru 
Tabel bobot w baru dijelaskan dalam tabel 4.42 berikut ini : 
Tabel 4. 42 Tabel Bobot W baru 
Nama field Type Data Lenght Deskripsi Keterangan 
id_output int 5 id bobot w baru Primary Key 
w1 double   nilai w1 baru  
w2 double  nilai w2 baru  
w3 double  nilai w3 baru  
w4 double  nilai w4 baru  
w5 double  nilai w5 baru  
w6 double  nilai w6 baru  
w7 double  nilai w7 baru  
w0 double  nilai w0 baru  
4.3.2 Perancangan Struktur Menu 
Merancang struktur menu merupakan suatu an dari tampilan halaman 
sistem. Menu adalah salah satu bagian penting dalam antarmuka sistem, karena 
menu dapat mengkan struktur sistem yang terbentuk. Berikut Gambar  4.24 
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Data Time Series Bobot V
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 Gambar 4. 24 Perancangan Struktur Menu 
4.3.3  Perancangan Antarmuka 
Rancangan antar muka pada sistem prediksi penggunaan obat 
Psikofarmaka ini adalah sebagai berikut. 
1. Rancangan Halaman Login 
Rancangan halaman login merupakan tampilan ketika User mengakses 
sistem yaitu saat memasukan username dan password. Berikut Gambar 4.25 
rancangan halaman login sistem prediksi penggunaan obat Psikofarmaka.  
Username
Password




Gambar 4. 25 Rancangan Tampilan Halaman Login 
2. Rancangan Halaman Utama 
Rancangan menu utama merupakan tampilan setelah User memasukan 
username dan password atau disebut dengan tampilan home. Berikut Gambar 4.26 
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Gambar 4. 26 Rancangan Tampilan Halaman Utama 
3. Rancangan Halaman Data Normal 
Rancangan menu data normal merupakan tampilan penggunaan obat setiap 
hari. Pada halaman ini User bisa melakukan tambah, ubah dan hapus data 
penggunaan obat. Berikut Gambar 4.27 rancangan halaman data normal sistem 
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Gambar 4. 27 Rancangan Tampilan Halaman Data Normal 
4. Rancangan Halaman Tambah Data Normal 
Rancangan menu tambah data normal ini digunakan ketika User ingin 
menambah data penggunaan obat. Berikut Gambar 4.28 rancangan halaman 
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Gambar 4. 28 Rancangan Tampilan Halaman Tambah Data Normal 
5. Rancangan Halaman Edit Data Normal 
Rancangan menu edit data normal ini digunakan ketika User ingin 
mengubah atau melakukan edit data normal. Berikut Gambar 4.29 rancangan 
halaman edit data normal pada sistem prediksi penggunaan obat Psikofarmaka.  
Ubah Data Normal
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Gambar 4. 29 Rancangan Tampilan Halaman Edit Data Normal 
6. Rancangan Halaman Hapus Data Normal 
Rancangan menu hapus data Normal ini digunakan ketika User ingin 
menghapus data penggunaan obat. Berikut Gambar 4.30 rancangan halaman hapus 
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Gambar 4. 30 Tampilan Rancangan Halaman Hapus Data Normal 
7. Rancangan Halaman Data Time Series 
Rancangan menu data time series ini digunakan ketika User ingin 
menampilkan data yang telah disusun berdasarkan runutan hari. Berikut Gambar 
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Gambar 4. 31 Tampilan Rancangan Halaman Pembagian Data 
8. Rancangan Halaman Pembagian Data  
Rancangan menu pembagian data ini digunakan ketika User ingin 
menampilkan pembagian data latih dan data uji. Berikut Gambar 4.32 rancangan 




















Gambar 4. 32 Tampilan Rancangan Halaman Pembagian Data 
9. Rancangan Halaman Pembuatan Bobot V 
Rancangan menu pembuatan bobot v merupakan bobot awal dari input 
menuju hidden layer. Kemudian dari hidden layer menuju context layer dengan 
nilai yang sama. Pada menu data bobot v awal pengguna dapat melakukan random 
atau mengacak bobot v. Gambar 4.33 berikut merupakan rancangan tampilan 














Gambar 4. 33 Tampilan Rancangan Halaman Pembuatan Bobot V 
10. Rancangan Halaman Pembuatan Bobot W 
Rancangan menu pembuatan bobot w merupakan penambahan data bobot 





pengguna dapat melakukan random atau mengacak bobot w. Gambar 4.34 berikut 















Gambar 4. 34 Tampilan Rancangan Halaman Pembuatan Bobot W 
11. Rancangan Halaman Perhitungan 
Pada menu perhitungan ini User dapat mengisi jumlah epoch, learning 
rate dan toleransi error sesuai dengan perhitungan yang akan dilakukan dalam 
sistem. User dapat memilih ceklis untuk tampilkan perhitungan lalu menekan 
mulai perhitungan. Pada menu perhitungan terdapat dua proses yaitu proses 
pertama sistem dapat menampilkan rumus-rumus dan hasil dari proses 
perhitungan, proses kedua sistem hanya menampilkan akhir dari bobot v baru dan 
bobot w baru tanpa melihat rumus-rumusnya. Perbedaan dari kedua proses ini 
tertelak pada waktu saat sistem bekerja, sehingga pengguna dapat milih dari kedua 
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Gambar 4. 35 Tampilan Rancangan Halaman Perhitungan 
12. Rancangan Halaman Pengujian 
Menu pengujian berisikan data masukan berupa variabel yang digunakan 
yang kemudian akan dilakukan denormalisasi. Pada menu pengujian terdapat 
beberapa variable yang diperlukan, yaitu Senin, Selasa, Rabu, Kamis, Jumat, 
Sabtu dan Minggu yang ingin diuji. Pengguna hanya memilih data yang 
diinginkan, sehingga semua data yang diperlukan akan muncul secara otomatis.   
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13. Rancangan Halaman Prediksi 
Menu prediksi berisikan data masukan berupa variabel yang digunakan 
untuk kemudian dilakukan denormalisasi. Sama halnya dengan menu pengujian, 
pada menu prediksi ini juga terdapat beberapa variable yang diperlukan, yaitu 
Senin, Selasa, Rabu, Kamis, Jumat, Sabtu dan Minggu yang ingin diuji. Pengguna 
hanya memilih data yang diinginkan, sehingga semua data yang diperlukan akan 
muncul secara otomatis. Selanjutnya diproses oleh sistem sehingga diperoleh hasil 
prediksi untuk hari berikutnya. Gambar 4.37 berikut merupakan tampilan 
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  Kesimpulan dari pengujian penggunaan metode Elman Recurrent Neural 
Network (ERNN) untuk prediksi penggunaan obat psikofarmaka yaitu: 
1. Penerapan metode Elman Recurrent Neural Network (ERNN) berhasil 
dilakukan untuk prediksi penggunaan obat Psikofarmaka di Rumah Sakit 
Jiwa Tampan Provinsi Riau. 
2. Pengujian MSE dilakukan berdasarkan perubahan learning rate, variasi 
pembagian data, dan variasi jumlah epoch. Proses pengujian MSE dengan 
nilai terbaik terdapat pada pembagian data 70% data latih dan 30% data uji 
pada epoch ke 300, nilai learning rate 0,3, dan toleransi error 0,001 
menghasilkan nilai MSE yaitu 0,000047. Kemudian disimpulkan bahwa 
semakin banyak data uji dan semakin tinggi nilai epoch maka nilai error 
akan semakin kecil. 
3. Pada pengujian hasil prediksi, diperoleh hasil prediksi terdekat yaitu 
selisih 2 dan hasil prediksi terjauh yaitu selisih 3927. 
6.2 Saran 
 Saran untuk pengembangan penelitian ini yaitu: 
1. Gunakan arsitektur ERNN yang berbeda, seperti nilai hidden layer 
ditambah menjadi 9, 10, 11, 12, 13 atau 14. 
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