Abstract. Let R be a local principal ideal ring of length two, for example, the ring R = Z/p 2 Z with p prime. In this paper we develop a theory of normal forms for similarity classes in the matrix rings M n (R) by interpreting them in terms of extensions of R[t]-modules. Using this theory, we describe the similarity classes in M n (R) for n ≤ 4, along with their centralizers. Among these, we characterize those classes which are similar to their transposes. Non-self-transpose classes are shown to exist for all n > 3. When R has finite residue field of order q, we enumerate the similarity classes and the cardinalities of their centralizers as polynomials in q. Surprisingly, the polynomials representing the number of similarity classes in M n (R) turn out to have non-negative integer coefficients.
1. Introduction 1.1. Background. For any ring R, two matrices A, B ∈ M n (R) are similar if there exists an invertible matrix g ∈ GL n (R) such that gAg −1 = B. The classification of similarity classes in M n (R) is equivalent to the classification of R[t]-module structures on R n up to isomorphism. When R = k is a field, k[t] is a principal ideal domain and the structure theorem for finitely generated k[t]-modules leads to a classification of similarity classes (see Jacobson [14, Chapter 3] ).
Among the most important cases is that of R = Z (the ring of rational integers). Given matrices A, B ∈ M n (Z), denote their images in M n (Z/mZ) by A m and B m . As a possible approach towards solving similarity problem in M n (Z), we may ask whether the similarity of A m and B m for all m implies the similarity of A and B. Unfortunately this a result of Denef and van den Dries [8] on p-adic integrals, du Sautoy [10] has shown that the associated Poincaré series
is a rational function of t. This is equivalent to saying that the numbers M k satisfy a finite recurrence relation in k.
1.
2. An outline of this article. In this article, a partition is a finite weakly decreasing sequence of nonnegative integers. Two partitions are considered to be the same if one can be obtained from the other by adding trailing zeroes. We write Λ for the set of all partitions. Given a partition λ = (λ 1 , . . . , λ r ) ∈ Λ, we put |λ| = r i=1 λ i . We denote the empty partition by ∅. Note that |∅| = 0.
For each partition λ = (λ 1 , . . . , λ r ) and each irreducible polynomial p with coefficients in k, consider the k[t]-module
Denote its automorphism group Aut k[t] (M λ (p)) by G λ (p).
In this article, when R is a local principal ideal ring of length two, we reduce the problem of classifying the similarity classes of matrices in M n (R) along with their centralizers to the problem of classifying the orbits for the action of the group G λ (p) on
for all pairs (λ, p) where |λ| deg p ≤ n (Theorems 2.13 and 3.2). Explicit formulas are given for going between similarity classes in M n (R) and G λ (p)-orbits in E λ (p) (Section 6).
In particular, if R and R ′ are local principal ideal rings of length two with a fixed isomorphism between their residue fields (such as Z/p 2 Z and F p [t]/t 2 ), then there is a bijection between similarity classes in M n (R) and M n (R ′ ) which preserves their cardinality (Theorem 3.5). If their residue fields are perfect, then this bijection is canonical. Remark 1.1. Jambor and Plesken [15] work with Hom rather than with Ext. More precisely, they show that, for every matrix A ∈ M n (k), the number of similarity classes in M n (R) whose image contains A is equal to the number of classes for the action of Z GLn(k) A on Z Mn(k) A given by g · X = gXg −1 for g ∈ Z GLn(k) A and X ∈ Z Mn(k)A A. It follows that the number of similarity classes in M n (R) is equal to the number of n-dimensional representations of of the polynomial algebra k[X, Y ], because the isomorphism classes of representations of k[X, Y ] where X acts by A is determined by the action of Y , which must lie in Z Mn(k) A and is determined up to conjugation by Z GLn(k) A.
It would be surprising if there were two essentially different approaches to the similarity problem. But in fact the functors from pairs of k[t]-modules to k-vector spaces given by We are able to describe the G λ (p)-orbits on E λ (p) for all partitions λ with |λ| ≤ 4 (Section 8). This allows us to classify similarity classes along with their centralizers in M n (R) for n ≤ 4. Among these similarity classes, we characterize the similarity classes which are selftranspose (non-self-transpose classes exist for n ≥ 3; see Section 7). When the residue field is finite of cardinality q, the numbers of similarity classes and their centralizers are computed as polynomial functions of q by symbolic computer calculations [24] using the Sage mathematical software [29] . This software allows for the possibility of computing the number of similarity classes for n > 4 once G λ (p)-orbits on E λ (p) are enumerated for partitions of larger integers. In contrast to [15] these calculations are carried out using the order q of the residue field as a symbolic variable, and therefore take care of all possible values of q. The current bottleneck for extending our results beyond n = 4 is the extension of the results of Section 8 to partitions of positive integers n beyond n = 4. For n = 5, the only partitions λ that remain to be analyzed are (3, 2) and (2, 2, 1) .
Finally, in Section 10, we demonstrate that the basic theory persists for R an arbitrary local ring of length two. In this generality, one must consider the diagonal action of G λ (p) on a product of E λ (p)'s.
1.3. Some q-rious positivity. Warnaar and Zudilin [31] used the phrase q-rious positivity when they conjectured the positivity of coefficients of naturally occurring polynomials in q, in this case, generalizations of Gaussian binomial coefficients. We have encountered another multitude of such polynomials.
Just for this subsection, let R be a discrete valuation ring with maximal ideal P and with residue field of order q. For each partition λ = (λ 1 , . . . , λ r ), consider the R-module M λ = R/P λ 1 ⊕ · · · ⊕ R/P λr .
Then Aut R (M λ ) acts on End R (M λ ) by conjugation:
(1.2) g · X = gXg −1 for g ∈ Aut R (M λ ) and X ∈ End R (M λ ). λ number of orbits q = 1 (n), n > 0 q n 1 (n, 1), n > 1 q n+1 + q n + q 3 (n, n), n > 0
One may think of the orbits of this action as similarity classes in End R (M λ ).
Using the results from Avni-Onn-Prasad-Vaserstein [3] and this paper, the number of Aut R (M λ )-orbits in End R (M λ ) are now known for several cases, and these are listed in Table 1 . The entries for (n, n) and (n, n, n) correspond to similarity classes in M 2 (R/P n ) and M 3 (R/P n ), and are taken from [3] . In the latter entry, n k q denotes a Gaussian binomial coefficient, which is well-known to be a polynomial in q with non-negative integer coefficients for which combinatorial interpretations exist; see for example Knuth [17] . Except for the last one, the remaining entries are inferred from Section 8 of this paper. Using the rational normal form, one may show that the number of similarity classes in M n (F q ) is a polynomial in q with non-negative integer coefficients whose value at q = 1 is the number of partitions of n:
the sum being over all partitions of n. Indeed, we know that every n×n matrix is similar to a unique block diagonal matrix 
For matrices with entries in a local principal ideal ring, and more generally, endomorphism algebras of finite torsion modules, there is no theory of rational normal form. The similarity problem is in fact considered to be wild. Therefore, the positivity of polynomials representing the number of similarity classes is a surprising phenomenon which warrants further investigation.
If the observations listed in this section are simply assumed to extend to all partitions λ, they may be framed as the following conjecture:
Conjecture. For every partition λ, there exists a monic polynomial polynomial c λ (q) of degree |λ| whose coefficients are all nonnegative integers such that for every discrete valuation ring R with residue field of order q, the number of Aut R (M λ )-orbits in End R (M λ ) for the action given by (1.2) is c λ (q).
While the existence of polynomials c λ (q) has been observed before (see, for example, Conjecture 1.3 in [22] ), the positivity of coefficients seems to be a new observation.
We end this section by discussing two related situations where positivity is observed:
In 1983, Victor Kac [16] conjectured the positivity of the coefficients of polynomials in q that count the number of isomorphism classes of absolutely indecomposable representations of a quiver over a finite field of order q with a given dimension vector. From Kac's conjecture it follows that the polynomials that count the total number of isomorphism classes of represenations of a quiver over a field of order q with a given dimension vector also have non-negative integers as coefficients. Kac's conjecture was proved in complete generality by Hausel, Letellier and Rodriguez-Villegas [12] recently. It had been proved by CrawleyBoevey and van den Bergh [6] for indivisible dimension vectors in 2004, and by Mozgovoy [19] in 2011 for quivers with at least one loop at each vertex. By Remark 1.1, our conjecture for λ = (2 n ) is nothing but the assertion that the number of isomorphism classes of n-dimensional representations of k[X, Y ] is a polynomial in q with non-negative integer coefficients. Anilkumar and Prasad have described an algorithm to compute polynomials in q for the number of Aut R (M λ ) orbits in M 2 λ for the action
in [1] . For all partitions λ of n for n < 20, these polynomials have been found to have non-negative integer coefficients.
The orbit of extensions associated to a matrix
Let R be a local principal ideal ring of length two with maximal ideal (π) and residue field R/(π) = k.
If k has characteristic 0, then R is necessarily isomorphic to k[x]/x 2 . If k is perfect but not of characteristic 0, then there are two possibilities: A gives rise to a bijective correspondence between similarity classes in M n (R) and isomorphism classes of R[t]-modules whose underlying R-module is R n . Let A denote the image of A in M n (k) under the residue class map r : We have a short exact sequence of R[t]-modules
where π is used to denote the map x → πx for each x ∈ k n , and p : R n → k n takes a vector to the residues of its coordinates modulo (π). In this manner, A ∈ M n (R) gives rise to an element
The forgetful functor from the category of R[t]-modules to the category of R-modules induces a homomorphism
The kernel of ω consists of those R[t]-extensions which split as Rextensions; in other words, those extensions
where E is a vector space over k. But these are the same as the extensions in
Let G A denote the centralizer of A in GL n (k). The group G A × G A acts on each term in (2.1) by group automorphisms. This is because Ext is a functor in each argument and G A is contained in the group of automorphisms of M A in the category of R[t]-modules (and therefore also k[t]-modules and R-modules). Using the diagonal embedding G A ֒→ G A ×G A , restrict this action to G A and denote it by (g, ξ) → g ξ. These actions are discussed in greater detail in Section 5.3. For now it suffices to note that, for g ∈ G A and two extensions ξ and ξ ′ , ξ ′ = g ξ if and only if there exists a morphism φ :
commutes. It follows that the maps ι and ω preserve these actions. Write ξ 0 for ω(ξ A ) (which is independent of A).
Proof. By the characterization (2.2) of the G A -action, it suffices to show that for all g ∈ G A , there exists an R-module homomorphism g :
commutes. But any g ∈ M n (R) with r(g) = g gives such a homomorphism.
The proof of the following lemma is straightforward:
Lemma 2.4. Intersecting a similarity class in M n (R) with r −1 (A) gives rise to a bijective correspondence between the set of similarity classes in M n (R) whose image in M n (k) is the similarity class of A and the set of r −1 (G A )-orbits in r −1 (A).
Therefore, the set of GL n (R)-similarity classes intersecting r −1 (A) is the same as the set of r −1 (G A )-orbits in r −1 (A).
Theorem 2.5. The map A → ξ A induces a bijection from the set of r −1 (G A )-orbits in r −1 (A) to the set of G A -orbits in ω −1 (ξ 0 ). 
which is in ω −1 (ξ 0 ), E is isomorphic to R n as an R-module. The matrix g by which t acts on R n must lie in r −1 (A) because p is an R[t]-module homomorphism. The orbit of ξ is the image of the orbit of g under the map in the statement, showing that the map is surjective.
The exact sequence (2.1) implies that ω −1 (ξ 0 ) is a coset of the im- Proof. For anyξ 0 ∈ ω −1 (ξ 0 ),
On the other hand,
Therefore ιξ 0 preserves the action of G A if and only ifξ 0 is fixed by G A . The extensionξ 0 is always of the form ξ A 0 (defined at the beginning of this section) for some A 0 ∈ M n (R) such that r(A 0 ) = A. The extension ξ A 0 is fixed by G A if and only if, for every g ∈ G A , there
commutes. In other words, ξ A 0 is fixed by G A if and only if, for each g ∈ G A , there exists g which commutes with A 0 and such that r(g) = g. This is provided by the following important lemma (which holds for any commutative ring R).
Lemma 2.8 ([27, Lemma 5.1.1]). Let R be a commutative ring, k a field, and r : R → k a surjective ring homomorphism. For every A ∈ M n (k), there exists A 0 ∈ M n (R) with r(A 0 ) = A such that, for every B ∈ M n (k) which commutes with A, there exists B ∈ M n (R) which commutes with A 0 and satisfies r(B) = B.
We use the method of proof of Jambor and Plesken [15, Lemma 6] .
Proof. Suppose the k[t]-module M
A has primary decomposition
where p runs over a finite set of irreducible polynomials in A is p-primary for a fixed irreducible monic polynomial p. We may then assume that
-module for some positive integers λ 1 ≥ · · · ≥ λ r and that A is the matrix for multiplication by t with respect to the basis (2.10) e 1 , te 1 , . . . , t λ 1 −1 e 1 ; e 2 , te 2 , . . . , t λ 2 −1 e 2 ; . . . ; e r , te r , . . . , t λr−1 e r , where e 1 , . . . , e r are the elements coming from the unit in the r summands of M A in (2.9). Concretely, A is the matrix C p λ 1 ⊕ · · · ⊕ C p λr , where, for any monic polynomial f , C f denotes its companion matrix. We shall refer to A as a matrix in primary rational normal form.
Let p ∈ R[t] be any monic polynomial whose image in k[t] is p. Let A 0 be the matrix for multiplication by t in (2.11)
λr with respect to the basis (2.10), where now e i is the element of M A 0
coming from 1 ∈ R[t] in the ith summand of (2.11). Thus A 0 = C p λ 1 ⊕ · · · ⊕ C p λr , and therefore r(A 0 ) = A.
Matrices which commute with A may be viewed as endomorphisms in
c ij e i defines an endomorphism of the R[t]-module M A 0 of (2.11); in other words, its matrix B commutes with A 0 . Since c ij has image c ij in k[t], it follows that the matrix ofφ is a lift of the matrix of φ.
We now return to the usual hypotheses on R. The results of this section can be summarized by the following definition and theorem:
, where A 0 is the lift of A provided by Lemma 2.8. Then E is a free R-module of rank n. Define A ξ to be the matrix of multiplication by t in E with respect to any R-basis which lifts the standard basis of M A (thus A ξ is defined up to conjugation by matrices in the kernel of r : GL n (R) → GL n (k)).
Theorem 2.13. The map ξ → A ξ gives rise to a bijection from the set of
to the set of similarity classes of matrices in M n (R) which lie above the similarity class of A. If k is perfect and A is in primary rational normal form, this bijection is canonical.
Proof. This theorem is essentially a consequence of Lemma 2.4 and Theorems 2.5 and 2.7. It only remains to explain why the correspondence is canonical when k is perfect and A is in primary rational normal form. For this it suffices to show that the construction of A 0 can be done in a canonical manner. The only choices involved in the construction of A 0 is the lift p of the polynomial p. In characteristic zero, R is isomorphic to k[x]/x 2 , and so each coefficient of p λ i can be lifted to the corresponding constant polynomial in k[x]/x 2 . In positive characteristic, we use the fact (see Serre [26, Chap. II, Prop. 8(i)]) that the residue map R → k admits a canonical section s : k → R, namely, the unique one which is multiplicative.
Centralizers
However,Ḡ A is the centralizer of r(X) in GL n (k), a proper subgroup. The general situation is described by the short exact sequence
where Z A denotes the additive group of matrices in M n (k) that commute with A. The map i is given by i(z) = 1 + πZ, for any lift Z of Z.
Proof. We use the notation of Section 2. Since ι preserves
is fixed by g ∈ G A if and only if ι(ξ) is. Sinceξ 0 is fixed by G A , it follows that ξ A = ι(ξ) +ξ 0 is fixed by g if and only if ξ is. This is equivalent to the existence of an
commutes. An R[t]-module homomorphism g in the above diagram is an element of G A with r(g) = g.
The maximal possible cardinality of the centralizer of a similarity class that lies above A is |Z A ||G A |, which is realized by the similarity class of A 0 (corresponding to ξ = 0). Corollary 3.3 can be used to refine Theorem 2.13:
When k is a finite field and A ∈ M n (k), then for each positive integer N, the set of similarity classes in M n (R) lying above A whose centralizer in GL n (R) has N elements is in canonical bijective correspondence with the set
It is now possible to compare the similarity classes over two different rings with the same residue field:
Theorem 3.5. Let R and R ′ be local principal ideal rings of length two with maximal ideals P and P ′ respectively. Fix an isomorphism R/P ∼ = R ′ /P ′ of residue fields. If A ∈ M n (R/P ) and A ′ ∈ M n (R ′ /P ′ ) correspond under this isomorphism, then there is a cardinality-preserving bijection between the similarity classes of M n (R) which lie over the similarity class of A and similarity classes of M n (R ′ ) which lie over the similarity class of A ′ . If the residue fields are perfect, then these bijections are canonical.
It follows, for example, that there is a canonical cardinality-preserving bijection between the similarity classes in
Primary decomposition

Let Irr(k[t]) denote the set of monic irreducible polynomials in k[t].
By the theory of elementary divisors (see Jacobson [14, Section 3.9] and Green [11] ), the similarity classes in M n (k) (which correspond to isomorphism classes of n-dimensional k[t]-modules) are in bijective correspondence with functions c :
Let C(n) denote the set of all such functions. By abuse of notation, we shall use c ∈ C(n) to denote the corresponding similarity class in
The following theorem is a consequence of properties of the primary decomposition for k[t]-modules:
This is of course a finite product, since only those p for which c(p) = ∅ contribute.
Remark 4.4. It follows from the above discussion that any A ∈ M n (R) can be written as a direct sum
where A p has p-primary image in M n (k).
Matrix theory of extensions
In order to obtain the similarity classes in M n (R) using Theorem 2.13 it is necessary to find representatives for the orbits of the action of G λ (p) on E λ (p), as explained in the preceding section. This is achieved by representing elements of E λ (p) by matrices and reducing them to normal forms. This idea was introduced in [25, Section 10] in a special case.
Recall that a partition is a finite non-increasing sequence of nonnegative integers. Throughout, the notation λ = (λ 1 , . . . , λ r ), µ = (µ 1 , . . . , µ m ) and ν = (ν 1 , . . . , ν n ) will be used. The notation from (4.2) for k[t]-modules will be abbreviated in this section; the polynomial p ∈ Irr(k[t]) will be fixed, and M λ (p) will be denoted simply by M λ .
Extensions represented as matrices
be an extension of k[t]-modules. Denote by (e 1 , . . . , e m ) and (f 1 , . . . , f n ) the bases of coordinate vectors in M µ and M ν respectively. For each
Obviously, the value of ǫ ij matters only modulo p µ i . Any other lift of f j is of the formf j + ι(a) for some a ∈ M ν . Therefore, the value of ǫ ij is determined modulo p ν j by the extension (ξ). Thus ǫ ij is well-defined modulo p min(µ i ,ν j ) for all (i, j). In matrix form, a complete set of relations between the generators (5.2) of M is given by the matrix equation:
Baer Equivalence. Two extensions ξ and ξ
′ are said to be Baer equivalent if there exists a commutative diagram
The set of Baer equivalence classes of extensions over M ν with kernel M µ (which turns out to be a k[t]-module) is called the Baer group and coincides with the Ext functor
As explained in Section 5.1, the extension (ξ) defines an element
Theorem 5.6. The map which takes the extension ξ to the matrix
Proof. For injectivity, note that if ξ and ξ ′ are isomorphic as in (5.4), we may choose the lifts of f i in M and M ′ so as to correspond under φ. It will then follow, from the commutativity of the diagram (5.4), that the associated matrices E(ξ) and E(ξ ′ ) are the same. For surjectivity, given a polynomial matrix E = (ǫ ij ), we can always construct a group A with formal generators ι(e 1 ), . . . , ι(e n ),f 1 , . . . ,f m and relations given by (5.1), define ι : M ν → M by e j → ι(e j ), and q : A → M µ byf i → f i and ι(e j ) → 0 for all (i, j). The resulting extension ξ will have E(ξ) = E.
Symmetries of the Baer group.
Recall that, for every partition λ, G λ denotes the automorphism group Aut .1), and g ∈ G µ , let g · ξ be the extension
, with commutes with the action of G µ that we described above. When λ = µ, then the extension
Matrix transformations. Let us now specialize to
In this way we have a ring isomorphism
Under this isomorphism we have
Thus automorphisms in G λ are represented by matrices (g ij ) with entries in k[t] which are subject to the condition that g ij is divisible by
which also has entries in k[t].
where on the right hand side, g and g ′ are viewed as matrices, the product is a matrix product, and the matrix (g ′ ) # is as above.
Proof. Using the fact that ι(e i ) = ι • g −1 (g(e i )) and (5.7), (5.3) gives
The above equation is a defining equation analogous to (5.3) for E(g ·ξ) and gives its (k, j)th entry to be i g ki e ij , showing that E(g · ξ) = gE(ξ). Similarly, suppose that the matrix representation of g ′ (analogous to (5.7)) is given by
which gives the defining equation analogous to (5.3) for the extension
5.5. The Birkhoff moves. We now return to the problem (considered at the beginning of this section) of finding representatives for the G λ -orbits in E λ . Theorem 5.10 translates the problem into one of matrix reduction. The permitted row and column operations arise from a set of generators of G λ . Our goal is to use these operations to reduce matrices to normal forms.
Following Birkhoff [4] , we may choose as generators of G λ the transformations on (x 1 , . . . , x l ) ∈ M λ given by
The resulting transformations on a matrix in E λ are:
with α ∈ k[t] for (B1) and (B2) and α ∈ k[t] with (p, α) = 1 in (B3). In (B3), α −1 denotes the inverse of α modulo a sufficiently large power of p (larger than λ 1 ). Here R i and C i refer to the ith row and column, respectively, of the given matrix. We summarize the preceding discussion as a theorem:
Theorem 5.11. Two matrices E and E ′ in E λ lie in the same G λ -orbit if and only if there is a sequence of operations of the form (E1),...,(E4) which transform E to E ′ .
Computation of the correspondence
In this section, we will show how to explicitly go from a matrix A ∈ M n (R) to the matrix of the corresponding extension in
Take p to be a monic lift of p to R[t]. We may think of R n as
and regard A as an R-linear endomorphism of this space. As in the proof of Lemma 2.8, let
Thus we have two extensions
The prescription for determining the difference of these two extensions is to take the pre-image of the diagonal copy of 
Comparing (6.3) with (5.3) gives the desired extension matrix corresponding to A:
, where the polynomials ǫ ij ∈ R[t] satisfy (6.3), then A = A ξ .
6.2. Nilpotent Case. Now suppose that p = t, and A 0 = J λ , meaning the nilpotent lower triangular Jordan matrix corresponding to the partition λ. Write A = A 0 + πX as usual.
Let λ = (λ 1 , . . . , λ r ). For each 1 ≤ ι ≤ r, we must compute
Then the above gives
We will evaluate L N on a basis of M n (k) given by the usual coordinate matrices, which we organize according to blocks. We view a matrix B ∈ M n (k) as an r × r block matrix with (α, β)-th block B(α, β) ∈ M λα×λ β (k).
For each α, write pr α : k n → k λα for the projection to the components corresponding to λ α . Note that
and that pr α (Bh β ) = B(α, β)e 1 . Regarding (6.5) as a block matrix, we have
where generally J i is the nilpotent lower triangular single Jordan block of size i.
We are thus led to study the linear maps
By linearity, it is enough to determine L N on a basis. We pick the standard basis Y ij ∈ M p,q (k), where Y ij is the p × q matrix consisting of a 1 in the (i, j) entry and 0 elsewhere. It is easy to calculate that
In particular we have
Let us return to the study of L λι (X)h ι . We consider the following basis of M n (k):
for the block matrix so that X(α, β) = 0 unless α = α 0 and β = β 0 , and moreover that X(α 0 , β 0 ) = Y ij . We have
This is equal to 0, unless α = α 0 and ι = β 0 , in which case, it is equal to L λι (Y ij )e 1 . The latter is equal to 0 unless i ≤ j, in which case it is equal to e λι+(i−j) ∈ k λα . Thus,
Thus we obtain Note that the expression only depends on i, j through the difference i − j. We extend this formula by linearity to all of M n (k). Please see Table 2 for some examples. 
6.3. General Formula. The reader will note that the coefficients of the polynomial entries of E(A) in Table 2 are given by traces of the blocks of X, and also traces "above the diagonal". In this section we will give a more direct formula for E(A) in terms of these more general traces. Definition 6.6. Let A ∈ M m×n (k), and 0 ≤ ℓ < n. If A = (a ij ), we define
In words, tr ℓ (A) is the sum of the entries on the diagonal of A which is ℓ to the right of the main diagonal. In particular, tr 0 (A) = tr(A) is the usual trace when A is a square matrix. Definition 6.8. Let m, n be positive integers. We define a map
Theorem 6.10. The extension matrix associated to A = J λ + πX is the matrix E(A) ∈ E λ with (6.11) E(A)(α, β) = ϕ λα,λ β (X(α, β)).
Proof. Since both sides are k-linear, it is enough to show that both sides agree at the elements X α 0 ,β 0 ,i,j from the previous section. This is straightforward.
Matrices from extension classes. Let
) is of degree d, and p(A) n = 0; in other words, that A is p-primary. Then there exists a partition λ such that A is similar to C λ (p). Let us see how, given ξ ∈ E k[t] (M A , M A ), to write down a matrix in M n (R) which lies in the similarity class corresponding to ξ under Theorem 2.13.
Write (e i ) for a k-basis of the first M A and (f i ) for a k-basis of the second
with E(ξ) = (ǫ ij ). One has lifts (f i ) in E ξ of the (f i ), and E ξ is defined (as a k[t]-module) by generators ι(e 1 ), . . . , ι(e l ),f 1 , . . . ,f l subject to the relations (for 1 ≤ j ≤ l) p λ j e j = 0, (6.12)
If we wish to think of these as generators and relations for R[t]-modules, then we must add the relations πι(e j ) = 0 and πf j = 0 for 1 ≤ j ≤ l.
For the extensionξ 0 of R[t]-modules given by
. . , g l with relations (6.14)
Here p ∈ R[t] is the monic lift of p as in the proof of Lemma 2.8. Recall that, in general, given two extensions
their Baer sum is the extension obtained by taking the pre-image of the diagonal copy of M inside M ⊕M under the map E 1 ⊕E 2 → M ⊕M and identifying the images of the two copies of N under N ⊕ N → E 1 ⊕ E 2 .
Applying this observation to construct ι(ξ) +ξ 0 shows that in the extension
E ξ is generated by ι(e 1 ), . . . , ι(e l ) and h 1 , . . . , h l , where h j =f j + g j . Since the images of M A in E ξ and M A 0 are identified inẼ ξ , it follows that i(e j ) = πg j = π(f j + g j ) = πh j for 1 ≤ j ≤ l. This allows us to dispense with the generators ι(e j ). The relations on the generators h 1 , . . . , h l are p λ j h j = 0. This means that, as an R-module,Ẽ ξ has basis
. . .
Then A ξ is the matrix of multiplication by t with respect to this basis. We have
where
is reduced modulo p λ j . We have proved Theorem 6.17. Suppose that E(ξ) = (ǫ ij ). Then
where φ(ǫ) is the l×l block matrix with (i, j)th block of size (dλ i )×(dλ j ) given by
Conjugacy and Transposition
It is well-known that in the ring of matrices over a field, a matrix A is always similar to its transpose A T . As we will see, this is not true in M n (R) for n ≥ 3. In this section, as a general application of the machinery in this paper, we will study the question of when A is similar to its transpose. First we will show that if A is nilpotent, then the answer can be read off easily from the extension matrix E(A). Next we will use a stability property of similarity classes in M n (R) to reduce the general case to the nilpotent case. We will use these results to describe exactly which similarity classes in M n (R) are self-transpose for n ≤ 4.
Every matrix A ∈ M n (R) can be written as a sum ⊕ p A p as in Remark 4.4. By the uniqueness (up to similarity) of primary decomposition, (A T ) p is similar to (A p ) T . Thus, A is similar to A T if and only if A p is similar to A T p for every p. Thus the problem of characterizing self-transpose classes in M n (R) is reduced to the primary case, where our main result is:
, A ξ is similar to its transpose if and only if E(ξ) lies in the same G A -orbit as E(ξ)
T .
Note that when A is p-primary and in rational normal form, then M A = M λ (p) for some partition λ. In this context, E(ξ) is the matrix corresponding to ξ constructed in Section 5.1.
Nilpotent Case.
Definition 7.2. Let X ∈ M m×n (k). Write X T ∈ M n×m (k) for the transpose of X, and T X ∈ M n×m for the "transpose along the antidiagonal" defined by
Let w n ∈ GL n (k) is the permutation matrix comprised of 1s down the antidiagonal. We have
m . We record the following immediate calculations.
Theorem 7.4. Let A ∈ M n (R) be nilpotent. Then A is similar to its transpose if and only if E(A) is equivalent to E(A)
Proof. Note that if w is the block diagonal matrix diag(w λ 1 , . . . , w λr ), then J T λ = wJ λ w −1 , and so
Applying Theorem 6.10, we have E(A T ) ∼ E(wA T w −1 ), but the latter is equal to E(A)
T by Lemma 7.3.
Stability of similarity.
In order to reduce the general case to the nilpotent case, we will need the fact that when R is contained in a larger ring S, then similarity over R is equivalent to similarity over S. This result is interesting in its own right, and is proved in the greater generality of Artinian rings.
Theorem 7.5 (Stability of similarity). Let R be an Artinian ring, and S an extension ring of R which is free and finitely generated as an R-module. If two elements A, A ′ ∈ M n (R) are conjugate when regarded as matrices in M n (S), then they are already conjugate in M n (R).
Proof. Note that since R is Artinian, M
A has finite length as an R-module, and hence as an R[t]-module.
By hypothesis we have Let A ∈ M n (R). By Remark 4.4, A is conjugate to a sum ⊕ p A p with p ∈ Irr(k[t]) and r(A p ) a p-primary matrix. Since r(A T p ) is again p-primary, it follows that A is conjugate to its transpose if and only if A p is conjugate to its transpose for each p ∈ Irr(k[t]). The problem therefore reduces to the case where A = r(A) is primary. Then we may as well assume A is C λ (p) for some p ∈ Irr(k[t]) and some partition λ.
Consider a splitting field k ′ of p over k. Let R ′ be the corresponding unramified extension of R (for example, if
. From Theorem 7.5 (stability of similarity) we have A is conjugate to
A is similar to its Jordan normal form ⊕ α J λ (α). Once again, primary decomposition reduces us to the case where A = J λ (α), and then by subtracting α, we have reduced to the nilpotent case.
Here are some consequences.
Corollary 7.6. Let A ∈ M n (k). If A is either regular or semisimple, then any A ∈ M n (R) with r(A) = A is similar to its transpose.
Proof. We recall that A ∈ M n (k) is regular if, for each irreducible polynomial p ∈ k[t], the p-primary part A p of A is of the from C λ (p) where λ is a partition with only one part, and is semisimple if, for each irreducible polynomial p ∈ k[t], A p is of the form C λ (p) with λ = (1 k ) for some positive integer k. In the regular case, the extension matrix is its own transpose. In the semsimple case, the space E λ (p) is isomorphic to M r (k) (see Theorem 8.3 below), and is therefore each element lies in the same orbit as its transpose. Thus Theorem 7.4 implies the corollary in both cases.
Let us now turn to small-dimensional examples. For n = 2, then the only partitions λ that can appear in the Jordan decompositions of the primary parts of a matrix are partitions of 1 and 2. These are all covered in the proof of Corollary 7.6 above. We obtain: Theorem 7.7. Every matrix A ∈ M 2 (R) is conjugate to its transpose.
And immediately:
Corollary 7.8. If A = C λ (p) with λ = (2, 2), then any lift of A is conjugate to its transpose.
For the partition λ = (2, 1), non-self-transpose classes exist (see the tables from Section 8.4). For n ≥ 3, there always exist functions c ∈ C(n) (see Section 4) where c(p) = (2, 1) for some p ∈ Irr(k[t]). It follows that: Theorem 7.9. For all n ≥ 3, there exist matrices A ∈ M n (R) which are not similar to their transposes.
By using the tables in Section 8, we will be able to determine exactly how many classes over each similarity class in M n (k) are self-transpose.
Description of orbits
By Theorems 2.13 and 3.2, in order to understand the number of similarity classes in M n (R) which lie above the class of A ∈ M n (k) along with their centralizers, it suffices to understand the G A -orbits in
A ) along with their centralizers. Writing representatives for these orbits will allow us to write down matrices representing these similarity classes by Theorem 6.17. These computations are carried out for several special cases of A in this section. In the next section, these computations will be used to describe the similarity classes in M 3 (R) and M 4 (R).
The cyclic case. Recall that a matrix
Consequently, the similarity classes in M n (R) that lie above A are in bijective correspondence with the elements of M A . Moreover, for each A ∈ M n (R) such that r(A) = A,Ḡ A = G A .
The elementary case.
8.3. The rectangular case.
Corollary 8.4. Let k be a finite field. The following problems are equivalent:
(8.4.1) Enumerating the set of similarity classes in M n (R) that lie above a given similarity class in M n (k) along with the cardinalities of their centralizers for every local principal ideal ring R of length two with residue field k and every positive integer n. Proof. The enumeration of similarity classes in M n (k[t]/t 2 ) along with the cardinalities of their centralizers is clearly a special case of (8.4.2). By Theorem 3.5, this is equivalent to the enumeration of similarity classes in M n (R) along with their centralizers for any local principal ideal ring of length two and residue field R. Thus a solution to (8.4.2) implies a solution to (8.4.1) .
Let K be any finite extension of k of degree d. Then there is an irreducible polynomial p ∈ Irr(k[t]) such that K = k[t]/p. By Theorem 8.3, the enumeration of similarity classes of matrices that lie above the class of a matrix A ∈ M mnd (k) for which
⊕n is equivalent to the determination of similarity classes of matrices in 
By Theorem 5.6,
Recall from the discussion at the beginning of Section 5.4 that 
Each of these elements has isotropy group
of these elements has isotropy group
Proof. The Birkhoff moves give rise to the transformations Table 3 . λ = (m + 1, 1)
Reference
Centralizer Total Classes Self-transpose (8.5.1)
whence we may conclude that x ≡ x ′ mod p m+1 and w ≡ w ′ mod p, showing that matrices of types (8.5.1) and (8.5.2) with different representatives are in different orbits.
When k[t]/p is a finite field of order q, one can easily read off the cardinalities of orbits with a given centralizer cardinality from Theorem 8.5. Moreover, it is not hard to see which of these classes are self-transpose. The results are collected in Table 3 . 
and from the discussion at the beginning of Section 5.4, is in rational normal form; the isotropy group is 
with isotropy group
Proof. In analogy with the proof of Theorem 8.5, a combination of Birkhoff moves of type (E1) and (E2) respectively allows us to make transformations 
Thus (8.8) can be replaced by the conditions
The equation (8.9) implies that if y is 0 modulo p for a matrix, then it is 0 modulo p for all matrices in its G (2,1,1) -orbit. Similarly, the equation (8.10) implies that if z is 0 modulo p for a matrix then it is zero modulo p for all matrices in its G (2,1,1 In other words, a 
Also (8.10) gives that D is of the form 
With D being the identity matrix, W can be reduced to 0 u 0 v . By In order to obtain the descriptions of the remaining centralizers, it suffices to set y = y, z = z ′ , W = W ′ , and substitute each with the normal forms of (8.6.3)-(8.6.8). Since these calculations are similar to, and simpler than the ones above, they are omitted.
The number of classes with various cardinalities of centralizers when k[t]/p is finite of order q are displayed in Table 4 , along with the number of self-transpose classes. 
Class Equation
Now let R be a finite local principal ideal ring of length two with residue field of cardinality q. We are now ready to enumerate the similarity classes in M n (R) along with the cardinalities of their centralizers for n = 2, 3, 4.
Recall from Section 4 that each similarity class in M n (k) can be identified with a function c : Irr(k[t]) → Λ satisfying (4.1). Thus the type of a class only remembers the degree of each irreducible polynomial p and the combinatorial data φ(p) coming from the rational normal form of the p-primary part of the class. Some combinatorial invariants of a similarity class can be computed in terms of its type as follows: for a partition λ = (λ 1 , λ 2 , . . . , λ r ) (parts written in decreasing order), define m(λ) = λ r + 3λ r−1 + · · · + (2r − 1)λ 1 .
One may deduce the following well-known lemma from the description of centralizers of matrices in Singla's thesis [27, Section 2.3]. For an arbitrary type, the centralizer algebra (or centralizer group) is the product of the centralizer algebras (or groups) of the primary types that occur in it. In particular, the dimension of the centralizer algebra is given by (9.6)
the sum being over all the primary types in τ .
Example 9.7. For the type τ = (2, 1, 1) 1 , (1) 2 (which is of size 6), the centralizer algebra is of dimension z τ = m(2, 1, 1) + 2m(1) = 12.
For k = F q , the centralizer group has cardinality [q 10 (1 − q −1 ) where A τ is any matrix of type τ . From this we may compute the total number of similarity classes in M n (R) (which can also be thought of as c (2 n ) (q)) using the identity:
(9.10) c (2 n ) (q) = τ n τ (q)c τ (q).
We have already seen that c τ does not depend on the choice of A τ . Explicitly, if τ = (λ
, . . . ), then
where, for any partition λ,
where, for any partition λ, N λ denotes the nilpotent matrix in Jordan canonical form with block sizes equal to the parts of λ.
Using the fact that the c τ (q)'s can be computed using equations (9.11) and (9.12), the identity (9.10) can be rewritten as a beautiful product formula for the generating function using the cycle index techniqes of Kung [18] and Stong [30] :
.
Recall that the symbol Λ in the above equation denotes the set of all partitions, including the partition ∅ of 0. Since c ∅ (q) = 1, each factor in the above product has constant term 1. If c λ (q) is replaced by the number of self-transpose orbits in E k [t] (M N λ , M N λ ), then the generating function for self-transpose similarity classes in M n (R) is obtained. Tables 7 and 8 give the total number of similarity classes and self-transpose similarity classes in M n (R) and GL n (R) for n ≤ 4.
Case where R is not principal
Let R be a local ring with maximal ideal P , not necessarily principal, satisfying P 2 = 0. Write k again for the residue field. In this section we sketch how the results of this paper may be adapted to understand the conjugacy classes of M n (R). Note that P may be viewed As before we obtain: Theorem 10.3. There exists an bijection between the sets ω −1 (ξ 0 ) and E k[t] (M A , M A ) ⊗ k P which preserves the action of G A .
From this we obtain:
Corollary 10.4. The similarity classes in M n (R) depend on R only through k and the dimension of P over k.
To understand E k[t] (M
A , M A ) ⊗ k P we may reduce to the case in which A = C λ (p) as before.
Suppose that P is finite-dimensional as a k-space, of dimension d. The k-space E k[t] (M A , M A ) ⊗ k P can be understood as a d-fold copy of the spaces E λ (p), considered with the diagonal action of G λ (p). Thus, the problem is to determine the equivalence classes of d-tuples of relations matrices under this diagonal action.
To give an example, let k be a field, and d ≥ 1. Put
Then R is a local ring with maximal ideal P = (x 1 , . . . , x d ) satisfying P 2 = 0, and residue field k. Moreover P has dimension d as a k-space. Let A = 0 ∈ M n (k). Then the GL n (R)-conjugacy classes of fibres over A correspond to equivalence classes of d-tuples of matrices in M n (k) under conjugation by GL n (k). In the case that d = 2 this is exactly the matrix pair problem, which as noted by Drozd [9] is a "classical unsolved problem" of "extreme difficulty". We therefore do not pursue it further here.
