Abstract. We present a novel pairwise clustering method. Given a proximity matrix of pairwise relations (i.e. pairwise similarity or dissimilarity estimates) between data points, our algorithm extracts the two most prominent clusters in the data set. The algorithm, which is completely nonparametric, iteratively employs a two-step transformation on the proximity matrix. The first step of the transformation represents each point by its relation to all other data points, and the second step re-estimates the pairwise distances using a statistically motivated proximity measure on these representations. Using this transformation, the algorithm iteratively partitions the data points, until it finally converges to two clusters. Although the algorithm is simple and intuitive, it generates a complex dynamics of the proximity matrices. Based on this bipartition procedure we devise a hierarchical clustering algorithm, which employs the basic bipartition algorithm in a straightforward divisive manner. The hierarchical clustering algorithm copes with the model validation problem using a general cross-validation approach, which may be combined with various hierarchical clustering methods.
Introduction
This paper is concerned with pairwise clustering. In this problem a clustering algorithm is given a proximity matrix whose entries correspond to dissimilarity (or similarity) estimates between data points. The goal is to produce a partition of the data, consisting of homogeneous clusters that reveal an inherent structure of the data. This general problem is ill defined and there are many heuristics that try to produce such a partitioning of the data; some are more principled than others.
A few key characteristics separate clustering algorithms into 'families'. The nature of data representation (pairwise relations or feature vectors) is just one of such features of the algorithm that discriminate between clustering methods. Another discrimination is between algorithms that define cost functions and those that rely on well motivated procedural heuristics (e.g. agglomerative methods, see Duda & Hart, 1973; Jain & Dubes, 1988) . Data items may be assigned to a unique cluster (hard partition) or to all clusters with some probability (soft partition) according to a membership assignment procedure (Rose, Gurewitz, & Fox, 1992; Buhmann & Hafmann, 1995; Blatt, Wisemann, & Domany, 1996; Pereira, Tishby, & Lee, 1993) . When a cost function is defined and the clustering problem is formulated as a discrete optimization problem, it is common to apply iterative optimization techniques in order to approximate a solution. 'Classical' examples are the k-means algorithm (Duda & Hart, 1973) , EM algorithms (Dempster, Laird, & Rubin, 1977; Bishop, 1995) , CLUSTER/2 (Michalski & Stepp, 1983) , AUTOCLASS (Cheeseman et al., 1988) and SNOB (Wallace & Dowe, 1994) among others. Finally, clustering algorithms may provide a hierarchical partition of the data in order to reflect multi scale structure. Hierarchical clustering is associated with the problem of validation, namely how to avoid over-fitting (Linial et al., 1997; Fisher, 1996) . An alternative approache to hierarchical clustering include merging clusters using scaling (Wong, 1993) .
In this paper we propose a novel algorithm for hierarchical pairwise clustering which is based on a simple transformation of proximity matrices. The iterations of this transformation, starting from the original proximity matrix, converges to a two-valued matrix yielding a bipartition of the data set into two clusters. 1 This bipartition usually reveals the two most prominent clusters in the data set. The hierarchical clustering is obtained by recursively applying this basic bipartition procedure to each of the resulting clusters, represented by their corresponding proximity sub-matrices. The hierarchical algorithm copes with the validation problem using a novel cross-validation method to control each cluster split so that only "meaningful" partitions, which are supported by the data, are allowed.
Although our basic algorithm is quite simple to describe, it performs a global computation that results in a complex transformation of proximity matrices. We cannot supply a general convergence proof of the algorithm at this stage, but based on extensive empirical observations and analytical study of a similar method (Kruskal, 1978; McQuitty & Clark, 1968) we conjecture that the algorithm always converges to a stable data partitioning. Part of this paper presents some of the observations that support our convergence claims. We also provide some empirical results indicating that the proposed algorithm possesses various attractive properties. Of particular interest are the algorithm robustness to variations in the basic transformation scheme, and the ability to recover the structure even from extremely noisy or corrupted data.
The paper is organized as follows. In Section 2 we define the basic transformation of proximity matrices and study some of its properties. In particular, we demonstrate that the reapplication of this transformation, starting with a proximity matrix, converges to a bipartition of the data set. Section 3 presents our hierarchical clustering algorithm that is based on the bipartition method and a novel cross-validation criterion. In Section 4 we use a synthetic example that demonstrates the algorithm's ability to recover the structure from noisy data under three different noise models. Section 5 presents a preliminary examination of the algorithm's performance with respect to a few data sets, including 'standard' examples from the UCI repository. In Section 6 we discuss the relation of the proposed algorithm to other clustering methods in the literature. Finally, in Section 7 we conclude by summarizing our results, discuss some of their implications and suggest directions for future research.
The basic bipartition method
We start with a set {1, 2, . . . , n} of n data points, for which we are given the symmetric proximity matrix M = (d i j ) n i, j=1 , where d i j is the pairwise dissimilarity (or similarity) between point i and point j. 2 Let v = (v 1 , v 2 , . . . , v n ) be an n-dimensional vector in some normed space, and let v be the norm of v. For two vectors u and v, let dist (u, v) be a proximity measure for u and v. 3 We define a two-step transformation of proximity matrices which is the core of our clustering algorithm. Given a proximity matrix M = (d i j ) the transformation of M to M new is defined via the following two steps.
t be the vector of proximities (distances) of point i to all the other points. (Note that d i is the ith column of matrix M). Normalize d i by dividing each of its components by d i . The resulting normalized vector is thus
Re-estimation step. Re-estimate the proximity between every pair of data points i and j, so that d
. Thus, the normalization step changes the representation of each data point i so that i is represented by its normalized distances to all other points in the data set. Then, the pairwise distances between all pairs are re-estimated using a vectorial distance measure on their new representations. Intuitively, after the re-estimation step two points are close if they were both close to the same or similar set of points before the transformation (and were both far from the same or similar set of points).
This transformation of M into the new proximity matrix
denote the k-fold composition of T , starting with M. This paper is essentially concerned with studying the properties of the transformation T , and its application for pairwise clustering. We have empirically found that the sequence
. . , converges fast to a two-valued matrix which is permutation-equivalent to a block-diagonal matrix (with two blocks). In many cases these two blocks correspond to the two most prominent clusters in the data set. This holds for the whole variety of norms and proximity functions we have experimented with, including various L p norms, various L p distances and a statistical dissimilarity measure (see Section 2.3).
The L 1 norm and the Jensen-Shannon divergence
In this section we restrict the transformation T by using the L 1 norm and Jensen-Shannon (JS) divergence (to be defined). Using the L 1 norm in the normalization steps transforms the vector d i of distances, representing point i,
). This vector of normalized distances may be interpreted as a probability distribution over the set of data points. We therefore turn to a statistical dissimilarity measure in the re-estimation step.
At the outset, a natural candidate for a statistical distance measure between distributions is the Kullback-Leibler (KL) divergence (Kullback, 1959) between p i and p j defined to be
However, the KL-divergence is an asymmetric and unbounded measure and is thus inappropriate here. A more suitable statistical dissimilarity measure in this case is the JensenShannon (JS) divergence (Lin, 1991; Gutman, 1989 ) (also known as "divergence to the mean") defined as follows. Given two empirical probability distributions (samples) p(x) and q(x), for every 0 ≤ λ ≤ 1 their λ-JS divergence is defined as
where
can be shown to be the most likely source of both p(x) and q(x) (El-Yaniv, Fine, & Tishby, 1997) , with λ as a prior. Without a-priori information about the relative likelihood of p and q we use λ = 1 2 . The JS-divergence has various attractive properties. Unlike the KLdivergence, it is a symmetric and more importantly, a bounded measure. The JS-divergence also has a variety of important statistical interpretations. For our purposes, it should be mentioned that its value in bits is proportional to the minus logarithm of the probability that the two empirical distributions represent samples from the same source (El-Yaniv, Fine, & Tishby, 1997; Schreibman, 2000) . To summarize, the re-estimation of the distance between point i and point j in this case is
Reapplying the transformation we get the iterative set of equations,
An example of a sequence of reapplication of this transformation is depicted in figure 1 . Panel 1(A) depicts 100 random 2D vectors that were generated by two 2D Gaussians. The initial proximity matrix M for these vectors was computed using the Euclidean distances between the 2D vectors ( figure 1(B) ). The points are arranged so that the first 50 vectors, represented by the indices 1-50, were generated from one of the Gaussians, and the second 50 vectors, represented by the indices 51-100, were generated by the second Gaussian. The gray level value of the entry (i, j) depicts the distance between points i and j, where black is zero distance (as in the case of the entries on the diagonal), and white is the maximal distance in the matrix. The sequence of proximity matrices (Panels C, D, E and F) depict the proximity matrices T (M), T (2) (M) and T (27) (M) , respectively. This sequence converges to a binary matrix 4 that splits the data points into two clusters corresponding to the two Gaussians.
As each data point originates from one of two sources, perfect clustering would be to assign all the points from one source to one cluster, and the points from another source to the other. The distance matrix in this case would be a binary block diagonal matrix (where each block is of size 50). However, in the current example there are 3 classification errors, 5 which we see in the final matrix as 'negative' lines, reflecting that the corresponding point is close to the points that originated from the other source. We note that the number of errors when using the optimal Bayesian classifier is three as well.
Possible convergence solutions and fixed point equations
The algorithm converges when the solutions of Eqs. (4) and (5) are 'self-consistent', i.e. for all i's and j's, p i j (t + 1) = p i j (t) and d i j (t + 1) = d i j (t). Thus, the possible results of the algorithm are the family of solutions of the set of the following 'steady-state' equations Figure 1 . A sequence of transformations applied to data points generated from two 2D Gaussians. (A) 100 data points from two Gaussians (fifty points from each). (B) The original matrix of pairwise distances between the data points (Euclidean). The gray-scale bar indicates the gray level code for the values of the matrix. (C) The pairwise proximity matrix resulting from applying T to the matrix presented in B. Due to the nature of JS-divergence, the values are bounded to be between 0 and 1. Here we stretch the gray-scale code such that white corresponds to 0.37 (the maximal value obtained). (D-E) As in C, only for T (2) and T (5) (again, note the change in the grayscale). (F) The results for T (27) , when we obtain convergence to a binary matrix, which can be permutated into a block-diagonal matrix.
So far, we have not been able to get a closed-form solution of this set of equations in general. The main difficulty lies in the nature of coupling between all the d i j 's. 6 However, it is not hard to prove that any binary matrix which is permutation-equivalent to a binary block-diagonal matrix is a fixed-point of T . An example of a member of this family of solutions is the following M * , 
We note that this example (or any of the other members of this family of solutions) may not be a stable solution. Performing a general stability analysis of these equations encounters the same problems as in solving the steady-state equations. Kruskal (1978) has shown that for a similar algorithm, which iteratively calculates the correlation between data points based on the correlation matrix columns (McQuitty & Clark, 1968) , an equivalent solution is indeed stable, and has calculated a bound on the basin of attraction. We have not been able to extend his analysis to our case. Extensive empirical investigation of the algorithm suggests that T always converges rather fast 7 (see e.g., Table 1 ). In almost all the cases T converged to a binary blockdiagonal matrix with exactly two blocks. We have encountered very few examples in which T converged to a block-diagonal (non-binary) matrix with three blocks (and these solutions had special symmetry properties). In each table entry (t, e), t is the number of iterations until -convergence, with = 1 × 10 −4 , and e is the number of errors (missclassifications with respect to the known sources). In all runs the distance matrix used is the one presented in figure 1 (B).
Other norms and proximity measures
The specific norm one chooses to use in the normalization step (which re-scales the set of pairwise distances for each of the data points) can affect the results of the re-estimation step, and therefore may generate a different transformation. Similarly, in the re-estimation step one can use a variety of vectorial proximity measures such as L p -based distances, different correlations coefficients and other statistics.
Surprisingly, in our experience, the transformation is not very sensitive to the choice of norm and proximity measure. Specifically, we have experimented with L p , p = 1, 2, 3, 4 and L ∞ norms and distances, and also used a Boltzmann-like normalization
, with different values of β (which is the inverse of a "temperature"). Table 1 summarizes the results of the bipartition algorithm using various norms and proximity measures with respect to the data set of figure 1. These results reflect the strength of our general two-step transformation scheme. For the different norms and proximity measures we have used, the number of errors is either 2 or 3 in all runs with exactly the same two or three errors (and all runs converge within 23 to 230 iterations).
We should note that in principle, one could also use a rescaling of the distances which does not normalize the distances vector to 1. However, if the proximity measure requires some regularity conditions, (e.g., the JS-divergence requires that the vectors of distances are probability vectors) the normalization should accommodate this requirement.
Cross-validated pairwise hierarchical clustering
As discussed in Section 2, our basic algorithm converges to a bipartition of the data set. This partition will tend to reveal the coarse structure of the data, namely the two most prominent clusters. A recursive application of the algorithm to each of these clusters results in a natural hierarchical clustering algorithm. Specifically, this algorithm is recursively defined as follows. Let S = {1, 2, . . . , n} be the index set corresponding to n data points and
is the corresponding proximity matrix. An application of the basic algorithm partitions the index set S into two complementary subsets, S 1 and S 2 . We now project M S over S 1 and S 2 , respectively, to create two proximity sub-matrices M S 1 and M S 2 . We continue by recursively applying the algorithm to M S 1 and M S 2 , etc. The resulting hierarchical clustering computed by this algorithm can be represented by a partition tree (dendrogram) in the standard way (see e.g. Jain & Dubes, 1988) .
The inherent nature of the algorithm to split the data into parts, has a 'flipside', in the form of its tendency to find such structure even when it is not highly significant; i.e., given a data set, the hierarchical algorithm will continue partitioning the data until each data point will reside in a single cluster. The problem of avoiding "meaningless" partitions so that the leaves in the resulting hierarchy tree would reflect the 'true' structure of the data is a major challenge in hierarchical clustering, also known as the validation problem (see e.g. Jain & Dubes, 1988) .
We present a novel general approach for validation in (pairwise) hierarchical clustering (we postpone the comparison to other pruning approaches to the end of this section). At each stage of the hierarchy computation, before applying our bipartition method to a proximity matrix M S , we randomly partition the set S of data points into three subsets S 1 , S 2 and S 3 , such that |S 1 | ≈ |S 2 | ≈ |S 3 | ≈ n/3, and S = S 1 ∪ S 2 ∪ S 3 . Let A = S 1 ∪ S 2 and B = S 2 ∪ S 3 ; that is, A ∩ B = S 2 . We now apply the clustering algorithm to A and to B and count m, the number of data points in S 2 on which these two independent clustering applications agree. Define ρ = m/|S 2 | to be the cross-validation index. This index measures the agreement percentage, over A ∩ B, of the two bipartitions of our clustering algorithm when applied to the subsets A and B, respectively.
Clearly, ρ is a random variable whose distribution depends on the data set and our bipartition method. Intuitively, if there is a structure in the data, it is likely that the two subsets A and B will each capture this structure and therefore will impose similar partitions of A ∩ B. Consequently, ρ will be large on the average (w.r.t. the distribution of choices of A and B). Conversely, if there is no clear structure in the data, (i.e. the data is 'uniform'), it is unlikely that both A and B will impose the same or similar partition over A ∩ B and therefore ρ will be small on the average. In order to get a 'reliable' estimate of ρ, we average the cross validation index over a independent runs; in each run a new random choice of the sets A and B is performed. Figure 2 shows a data set of 400 points to which we apply the hierarchical algorithm. The top left cluster is sampled from a uniform distribution on a disc and contains 200 points. The bottom two clusters are sampled independently from two uniform discs of a smaller radius and contain 100 points each. Figure 3 shows the first three levels of the hierarchy tree obtained for this set. The 400 points (see the root of figure 3) are split into two equal size parts (200 points each)-one is indeed the upper left cluster and the other is made up of the two bottom right clusters. The cross-validation index of this split is ρ = 1.0, which means perfect agreement between the In order to use ρ for deciding whether to allow a split, we should "calibrate" our scale. We use the following "internal" approach (see e.g. Jain & Dubes, 1988) , and let the data dictate the scale that determines whether ρ is "unusually" large. When considering a split corresponding to the proximity matrix M S , we generate a random proximity matrix M rand such that M rand is symmetric and the same dimension as M S . The elements of M rand are randomly generated so that the off-diagonal elements of M rand have the same first two moments as the off-diagonal elements of M S . Our goal now is to estimate the distribution of the cross-validation index corresponding to a split of M rand . Lacking a theoretical identification of this distribution we heuristically estimate it using Monte-Carlo sampling; i.e., we apply the cross-validation algorithm to M rand sufficiently many times. Thus, we collect a set
of m samples of the cross-validation index. Note that such sampling procedure can be time consuming and therefore the calibration method presented here is not efficient. Notice that A, B and A ∩ B, are well mixed and that each of these subsets captures the general structure of the entire cluster. Figure 5 depicts two random bipartitions of the test set A ∩ B corresponding to two random (different) choices of A and B. Since these two bipartitions do not agree on 9 points and the size of the cross-validation set is 67, the cross-validation index of this example is 58/67 ≈ 0.865. (Note that this value is relatively high compared to the average of 0.696 mentioned above.)
Let α ∈ (0, 1) be a desired significance level (typically α = 0.95 or α = 0.99) and let P α be the threshold characterizing the 1-α percentile of set R (i.e., every element in the top 1-α percentile is larger than P α ). If ρ, the cross-validation index we have obtained for the split Figure 6 . Three concentric rings data. The 50 points of the inner ring were sampled from a ring with a mean radius of 10 units and SD of 5. The middle ring (50 points) had a mean of 50 and a SD of 5 and the outer ring (100 points) had a mean radius of 150 units and an SD of 30 units.
of M S , is larger than P α , then we reject, at significance α, the null hypothesis that assumes unstructured (random) data. For the example shown in figure 3, this scheme would result in making the first split with very high confidence level. The hierarchy would stop on the first level of the subtree on the left (i.e., the circle would not be broken into halves), as would be desirable given the true nature of the data. On the right side, the partition would stop at the left leaf (as desired), but would continue even beyond the current level of the tree for the rightmost leaf (which means failure of the scheme for this leaf).
We now turn to an example of data points sampled from concentric rings. This is usually considered to be a harder clustering problem, due to the fact that many algorithms make explicit or implicit assumptions regarding the shape of the clusters. Figure 6 shows 200 points which were sampled from three concentric rings (see the figure caption for details). Figure 7 shows the results of our hierarchical clustering algorithm on this data set. Also shown are the measured cross-validation indices, and the one percentile threshold P 0.99 , according to which we reject the null hypothesis at significance 0.99. This threshold is computed from 500 random cross-validated splits of the random matrix M rand , as described above.
The first split partitions the entire data set of 200 points into two clusters: the two concentric rings in the middle (93 points), and the outset ring (107 points, 7 of which should have been part of the inner ring). This split has an average cross validation index (with respect to three independent runs) of 0.985 which is larger than the percentile threshold P α = 0.99 = 0.78, and thus we can reject the "no structure" null hypothesis and accept this split. In contrast, the split of the inner cluster of 48 points (left most grandchild of the root) yielded a cross-validation index of 0.81 while P α = 0.99 = 0.94. Here we cannot reject the null hypothesis with high confidence, and therefore we cannot accept this split. Despite the success of the cross-validation method with respect to these splits, it fails to stop the partitioning of the outer ring. Here the null hypothesis of no structure is rejected, and the algorithm continued by splitting this ring into two halves.
The cross validation method proposed in this section for pairwise hierarchical clustering is inspired by Linial et al. (1997) , who applied a similar method to hierarchical vector clustering. Both methods use internal indices of validation to stop the divisive process, and prune tree siblings that do not reflect meaningful structure. Other pruning techniques use external validation which is relative to some performance task. External validation combines supervised learning strategies with the unsupervised clustering problem, and they are applicable when a validation set of observations is available for which the correct classification is known. For example, the pruning technique in Fisher (1996) uses the partition tree to classify items from the validation set, while masking one of their attributes. Nodes in which all attributes can be reliably predicted are pruned.
Recovering structure in noisy data
One of the most attractive features of our algorithm is its ability to recover the structure of severely corrupted data. The reason for this robustness is that global information is taken into account at every update step of the proximity matrix. In this section we consider three noise models, and investigate the stability of our results under controlled amounts of noise, for each of these models.
Proximity value noise
The first noise model considered is an "unreliable sensor", which is modeled by adding random noise to the proximity values. Specifically, each entry d i j in the proximity matrix is perturbed by adding to it a Gaussian random variable e i j , which has zero mean and its standard deviation equals αd i j , α being the noise control parameter. In the case where d i j becomes negative, it is set to zero. Figure 8 shows a concrete example which we use throughout this section. We take 100 points from two 2D Gaussian distributions (50 points from each Gaussian). These points are shown in figure 8(A) . The corresponding proximity matrix, where d i j is the Euclidean distance between points i and j, is shown in figure 8(B) . Two examples of perturbed matrices, which were obtained using α = 1.0 and α = 2.5, are shown (respectively) in parts C and D.
To quantify the effect of noise on the algorithm performance, we used a range of values of the control parameter, α. For each value, we generated five random matrices, and applied the clustering algorithm to each of them (with L 1 norm and JS divergence). Each clustering result is compared with the "un-noisy" clustering result obtained for the unperturbed matrix. The success rate is measured by the labeling agreement before and after the perturbation. Namely, if l(α) is the average number of points which remain with the same label, then the "average agreement" (or "success rate") h(α) is defined as h(α) = max(
). Note that the minimal agreement percentage is 50%.
The averaged agreement h as a function of α, for the data of figure 8, is shown in figure 9 (A). We conclude that the error rate increases approximately linearly with α, and stays low even for a large perturbation of the data.
Data point noise
We also consider the case of noisy data points. In the current model we shift each of the data points shown in 8(A) according to a 2D Gaussian distribution with width β. Figure 9( B) shows the agreement between the classification of the noiseless data to the noisy data (similar to the evaluation in the previous section). The behavior is close to linear, with a slope that reflects that even for large noise values, which deform the original distribution of the data points, the algorithm performs rather well.
Missing data
There are at least two reasons for considering the case of partial proximity information (where some of the data in the proximity matrix are missing). One is that the measurement sensor might be malfunctioning, and occasionally does not supply proximity measurements for some pair of items. The other reason is that the proximity measurement might be too complex or time consuming (e.g. when a sophisticated and costly algorithm is applied for similarity analysis of images), or when the size of the problem is too large and one would like to avoid some of the proximity measurements.
The noise model which is suitable here is obtained by random elimination of entries in the proximity matrix. In order to have an appropriate control, we constrain the random elimination by forcing it to keep exactly k entries for every row and column, where k is a parameter. Since we assume that the original proximity matrix is symmetric, we perform a symmetric elimination (if d i j is missing then d ji is missing as well). Otherwise, the missing data could have been trivially recovered.
There are various ways to generalize our algorithm for this case. One of the simplest ways is to substitute the observed column average for the missing data in that column. This scheme is particularly helpful when the data is structured in clusters of similar sizes, since in this case the missing entries are typically assigned "neutral" values. Nevertheless, it is evident from figure 10(A) that even a symmetric problem becomes very hard when parameter k has a very small value.
The controlled parameter k, the number of remaining entries per column (in addition to the diagonal entry), is varied between 1 to 15. For each value of k, five random corrupted Figure 10 . Overcoming missing data. (A) An example of a random corrupted matrix obtained for k = 8. At each row and column there are 8 original entries (plus the diagonal one), and the rest of the entries were set to the average value of the non-corrupted values of the column. Note that the vague structure that may be seen is due to the fact that the columns are ordered (like in the original matrix), such that the first 50 points belong to one cluster and the last 50 points belong to the other. However, under an arbitrary ordering no structure apparent by eye. (B) The average success rate h(k) as a function of the number k of non corrupted entries per column. The average results for the example in A (and the other k = 8 matrices) was 92%. The step like curve is obtained by a least mean squares fit of a hyperbolic tangent function. matrices were generated, and for each one of them the classification result was compared with the non-corrupted classification. The average agreement is shown in figure 10(B) , where h(k) is defined in the same way as h(α) above.
It is striking that even after losing 90% of the data, the algorithm results are hardly affected, and only a small fraction of the points is assigned to different clusters under this heavy corruption.
Experiments with some real data sets
In this section we consider three natural data sets. Two are taken from the UCI repository (Blake, Keogh, & Merz, 1998) , and the third is a new data set of music pieces. Because of computational inefficiency considerations, for the clustering results reported here we turned off the "calibration" procedure of the cross-validation index (see Section 3) and we only report the resulting cross-validation indices obtained during the computations.
In Section 5.1 we consider the classical Iris data sets. Then, in Section 5.2 we consider the Isolet data set. An application to musical data is considered in Section 5.3.
The Iris data
This data set, attributed to Fisher (1936) , is a classic (easy) benchmark in the pattern recognition literature. It is included in the UCI repository (Blake, Keogh, & Merz, 1998) . The data set contains 3 classes of 50 instances each, where each class refers to a type of iris plant. The three classes are Iris Setosa (IS), Iris Versicolour (IVe), and Iris Virginica (IVi). Each data item is a 4-dimensional real vector representing four measurements of an Iris flower. Class IS is linearly separable from the other two (IVe and IVi), but IVe and IVi are not linearly separable. As data points are given as vectors, we computed the 150 × 150 pairwise distance matrix corresponding to the 150 data points before applying our algorithm. We used the Euclidean (L 2 ) distance between each pair of the given vectors (without any renormalization).
The clustering of the Iris data set by our algorithm is depicted in figure 11 . The cross validation index (agreement percentage) is specified near each node (split). For example, the root node splits into two sets represented by the left node, containing 60 samples, and the right node, containing 90 samples. The cross-validation index for this split is ρ = 0.98 which means that there was a 98% agreement in the labeling of samples in the (random) cross-validation subset for this split. The leaves in this resulting dendrogram represent the three prominent clusters in the Iris data set corresponding to the three types of Iris flowers. In the figure we also show the (smaller) cross-validation indices of further splits below the leaves. We (arbitrarily) stopped the hierarchical clustering using the cross-validation index value of the first split. As can be seen the algorithm classified correctly 124 samples. This result is comparable with results obtained by other algorithms. For example, it is reported in Blatt, Wisemann, and Domany (1996) that their Super-Paramagnetic pairwise clustering algorithm classified correctly 125 samples in the data and that this result is the second best among eight other algorithms (the best performing algorithm on this example was the Minimum Spanning Tree). 
The isolet data
To test our algorithm on a larger and more difficult dataset we chose parts from a large speech dataset ISOLET of isolated-letter pronunciations created by Ron Cole (Fanty & Cole, 1991) , publicly available at the UCI machine learning repository (Blake, Keogh, & Merz, 1998) . The ISOLET dataset contains analysis vectors of different spoken names of English letters, spoken by subjects of both genders, different accents and varying English dialects. Each analysis vector contains 167 acoustic features that represent spectral coefficients, contour features, sonorant and post-sonorant features, etc. The exact description and ordering of the features is unavailable. All entries are real valued, scaled between −1 and 1.
In our experiment we chose to use only a limited subset of 8 letters B, D, P, T, M, N, I, A from the original dataset that contains all 26 letters of the English alphabet. The set of speakers in our experiment was derived from the fifth ISOLET dataset (isolet5) which contains 30 speakers. Each letter is pronounced twice, with one missing letter M sample, giving a total of 479 samples (feature vectors).
This clustering task attempts to find structure in the feature vectors data, related to the phonetical similarities apparent in the original spoken sources. Our choice of the letters was guided by the principle that a clear phonetic distinction would exist between the different groups, and at most one articulatory difference would distinguish letters of the same group (Clark & Yallop, 1995) . Thus, in the first group we have four letters with different consonant stops B, D, P, T at their beginnings and approximately similar articulatory features in their endings. Another group is M, N that is characterized by similar beginnings, and differences between the two nasal consonants at the letter pronunciation ending. The last pair A, I has two distinct vowels in the beginning and approximately similar ending. Figure 12 shows a hierarchical clustering of the 479 samples, computed by our algorithm applied with L 2 norm and L 2 distance. The numbers at the cluster nodes of the hierarchy tree are the number of data points at each node (top), and the value in parenthesis is the cross validation index that allowed for a split of this cluster into two sub-clusters. In the leaf nodes of the tree we explicitly write the labels of the original letters that were found to belong to these leaf clusters, and whenever a leaf cluster significantly classifies a letter, we write this letter below the leaf.
It is evident that our clustering is partially successful. Some of the letters were identified and some were not. For instance, there is a separate leaf with no subdivision that corresponds to the nasal group M, N. The letter I was almost perfectly clustered. There is another partition that approximately distinguishes the letters A and I. In general, the clustering/separation among letters B, D, P, T was problematic.
These results are comparable with the clustering results of Blatt, Wisemann, and Donany (1996) who clustered the entire ISOLET data set. Although the paper (Blatt, Wisemann, & Donany, 1996) does not specify the errors (misclassifications) in their work, the N, M clustering is very similar, and the B, D, P, T separation is difficult as well (it occurs at a very late stage). It is interesting to note that the Blatt et al. clustering splits A and I into very far clusters, which can be considered as an undesirable effect that we did not encounter. (However, they used the complete set of 26 letters in the ISOLET data set and therefore, their task was more elaborate).
Music style classification
This new data set originates from midi files containing music scores from the 17th to 20th century (Schwob, 1998) . Nineteen composers were selected, ranging from the Renaissance and the Baroque periods to the Romantic and Impressionist styles. The musical works were chosen according to a simple criterion of having three works by each composer, picking the shortest pieces among those appearing in the database.
The data set can be viewed, at a very rudimentary level, as a set of strings (musical voices) over an alphabet of pitches (the notes are represented as MIDI pitches). Several notes might appear simultaneously if the music contains chords (harmony) or polyphony (several voices). This is a temporal, multi-dimensional data set that is hard to analyze and cluster. The problem of clustering/classification is important for several music applications (Crawford, Iliopolous, & Raman, 1998; Rolland & Ganascia, 1999) .
A pre-processing step was applied to the data for converting polyphonic music into a linear representation, and using intervals instead of pitch representation. Since our pairwise clustering algorithm operates on a distance matrix, an initial proximity matrix was calculated Figure 12 . The hierarchy tree representing the clustering of the ISOLET data set. Each inner node of the tree represents a split and shows the number of data points in this cluster and the cross-validation split index (in parenthesis). The leaves of the tree are the resulting clusters, and hence contain the letters and their counts.
for every pair of music sequences. The dissimilarity between two sequences x and y was estimated using the JS-divergence between their underlying sources S x and S y , as discussed in El-Yaniv, Fine, and Tishby (1997) .
It is interesting to note that the initial distance matrix, as shown in figure 13 (A), is extremely noisy and almost no structure is apparent in the data set. Figure 13(B) shows the bipartition of the complete data set, given by the clustering. Black entries in the matrix correspond to distance zero, i.e. for coordinate (i, j) a black entry means a link between pieces number i and j. The pieces are ordered along the axes according to their chronological order, i.e. approximately corresponding to different stylistic periods. A list containing full names of the pieces of music appears in the Appendix. The music pieces separate into two main groups: the first cluster contains mostly works from early and classical periods, while the second cluster contains later romantic and impressionist works.
Figure 13(C) shows a secondary sub-clustering of the first cluster. The original piece numbers that correspond to the two sub-clusters (i.e. results of applying the clustering procedure to the works of music of the first cluster) are {1 2 3 4 5 6 8 9 11 12 16 18 24} and {7 13 14 15 19 22 23 25 48 49 52 53}. See the list of the pieces of music and their corresponding numbers in the appendix. The first sub-cluster contains mostly Renaissance and early the Baroque works, while the second sub-cluster contains mostly works of later Baroque and classical periods. Four works from the late 19th century appear in the second sub-cluster as well.
For further discussion of the results and description of the methods that were used to obtain the initial distance matrix, the reader is referred to Dubnov, El-Yaniv, and Assayag (1997) .
Relation to other work
The clustering method presented in this paper shares features with a variety of other clustering algorithms. We discuss the similarities and differences with a few of these, in order to give the reader a more intuitive notion of the algorithm's dynamics and capabilities.
In very simple clustering problems the similarity values between clusters are much smaller than those within clusters. Hence there is a threshold θ , such that if all edges with a similarity weight smaller than θ are removed, the similarity graph is disconnected into components which represent the desired clusters.
10 Real problems are rarely that simple. The objective of clustering is usually more global, while edge thresholding is purely local. However, if the pairwise relations are replaced by higher order relations, then they start to reflect global properties and the simple connected components algorithm becomes surprisingly effective.
High order relations (which we call "collective" or "transitive" relations) have been defined in various ways. A simple and direct approach is taken in Smith (1993) and Gowda and Krishna (1979) , where the dissimilarity value between nodes i and j is transformed to m + n if node i is the mth nearest neighbor of node j, and node j is the nth nearest neighbor of node i. A much more complicated transformation is hidden in the min-cut algorithm for clustering (e.g., Wu & Leahy, 1993) . It is known from the Gomory-Hu theorem (Gomory & Hu, 1961) that the minimal cut separates the nodes of the graph in such a way that the max-flow value for every two nodes within a component is larger than every max-flow value between components. Hence the min-cut algorithm is equivalent to the definition of max-flows as collective similarities, followed by thresholding. Furthermore, when a probability distribution function is imposed over all possible cuts (or data partitions), then a collective measure which is based on the pairing probabilities can be defined, where the pairing probability of every two nodes is their probability to be on the same side of a random cut. This higher order measure stands at the core of the methods in Blatt, Wisemann, and Domany (1996) and Gdalyahu, Weinshall, and Werman (1998) .
The clustering method, which we propose in the current paper, differs from the above algorithms in one major way. In our method the transformation from pairwise to higher order relations is performed iteratively. We claim that the clustering problem which is obtained after one transformation step can be further handled using the same transformation tool.
The incremental improvement which we achieve using a recursion is demonstrated in the following comparison example, where we compare our method with a recently proposed spectral method, called "normalized cut". Spectral methods identify good partitions via the eigenvectors of the similarity matrix, or other matrices derived from it (Perona & Freeman, 1998; Shi & Malik, 1997; Kleinberg, 1998) . A particular eigenvector v is treated as an indicator function: a threshold θ is selected, and each node i is assigned to one part if v[i] > θ and otherwise to the other part.
The normalized cut algorithm (Shi & Malik, 1997) can be presented as follows. 11 Given a symmetric similarity matrix M, define D to be a diagonal matrix with D[i, i] = j M [i, j] . The operation D −1 M normalizes the sum of each row in the similarity matrix to one, hence a vector whose entries are all 1's is an eigenvector of D −1 M. Moreover, it is the principal eigenvector, with the largest eigenvalue (which is 1). The normalized cut algorithm uses the next principal eigenvector, denoted v 2 , in order to partition the nodes into two parts; if v 2 [i] > θ then node i is in one part, otherwise it is in the other.
On the other hand, our algorithm iterates the matrix D −1 M by repeatedly computing new proximity indices from its normalized rows. Namely, we define element [i, j] (t+1) to be the JS-divergence between rows i and j of the matrix [
. In figure 14 we observe that the indicator vector v 2 improves during the iterations, until it converges to a bi-valued vector. The data points which are used to generate this particular example are shown in figure 15 , together with the partitions that are obtained from the iterated and the un-iterated vector v 2 .
The idea of a recursive similarity manipulation is common to our work and that of McQuitty and Clark (1968) , which was further analyzed in Kruskal (1978) . The transition between pairwise similarities and high order, "collective", similarities is achieved in these works by computing statistical correlations between the matrix columns. Figure 14 . Evolution of the second eigenvector of (D −1 M) (t) during the iterations of our algorithm. Figures  (A), (B) and (C) show the entries of the second eigenvector for t = 0, 6 and 28, respectively. The normalized cut algorithm (Shi & Malik, 1997) works by thresholding the values in A. The partition which is obtained is inferior with respect to the one obtained by thresholding the values in C (see figure 15 ). The points are ordered, hence the first 50 entries correspond to the inner cluster, and the last 100 entries correspond to the background. More formally, construct the matrixM by subtracting from each column of the proximity matrix M its mean, and consider the operator O(M) =D
A sufficient condition is proved in Kruskal (1978) which guarantees that the t-folded composition O t (M) converges when t → ∞ to a bi-valued matrix M * with either +1 or −1 entries. The fixed point matrix M * is a permutation equivalent to a block diagonal matrix, with two diagonal blocks of sizes k and n − k containing the +1 entries, and two off diagonal blocks containing the −1 entries. This indicates a partition of the data into two clusters. The sufficient condition which is shown in Kruskal (1978) to guarantee the convergence, is that max
Using statistical correlations as an intercolumnar similarity measure is similar to our L 2 distance experiment. In this paper we also extend and use the information theoretic measure, the JS-divergence. A similar information theoretic measure (the Kullback Leibler divergence) is used by other clustering algorithms. For example, Pereira, Tishby and Lee (1993) use the KL-Divergence in a different context, acting on vector spaces and not on similarity matrices. More recent works (Tishby, Pereira, & Bialek, 1999; Slonim & Tishby, 2000) deal with clustering through extracting the information that the resulting clusters retain.
Conclusions and future work
In this paper we presented a novel approach to pairwise clustering. Our basic bipartition clustering algorithm it iteratively employs a "collective" proximity measure to improve and sharpen the proximity matrix, until it converges to a clear partition.
This algorithm was found to yield good clustering results for several examples and it appears to be comparable, in terms of its clustering quality, to other known algorithms. Moreover, our experiments indicate that our algorithm is extremely robust and can recover the structure for very noisy data sets and incomplete ones.
We have also presented a new cross-validation technique. The proposed technique is general and may work with other bipartition algorithms (that use vectorial and/or pairwise data representations). Our preliminary experiments with hierarchical clustering using this technique indicate that this technique is viable.
Our basic bipartition algorithm, which is essentially nonparametric enjoys other attractive features. For example, we can equally use a similarity measure instead of a dissimilarity measure in our two-step transformation. This is a non-trivial feature as this flexibility is not always supported by other methods. For example, the graph based algorithms whose cost function is related to cut capacity (Wu & Leahy, 1993; Shi & Malik, 1997; Blatt, Wisemann, & Domany, 1996; Gdalyahu, Weinshall, & Werman, 1998) are all formulated in terms of similarity values. This is essential, since their cost optimization problem is related to the min-cut problem of graphs, which can be solved in polynomial time. Converting these methods to dissimilarity graphs results in attempts to solve max-cut related problems, which are NP-hard.
The proposed clustering algorithm has various deficiencies. Perhaps the main drawback of the algorithm is its intense time complexity. Each iteration of our bipartition algorithm (re-normalization and re-estimation steps) takes (n 3 ) where n is the size of the data set. We have experimented with several approximation methods to reduce the time complexity. One of the more successful methods is to project the probability vectors, which represent the data set points, onto some random set of components. This way we can reduce the time complexity to O(n 2 ). We should also mention that our algorithm is highly parallelizable. For example, in the extreme case of O(n 2 ) parallel processing units, each iteration can be completed in O(log n).
Another difficulty we have encountered was a bias of the algorithm to partition the data into clusters of similar size. If the number of data points from one source is very different form the other source, this may result in an undesirable partition. However, the specific results depend on the distance between the clusters relative to the inter-cluster distances.
We leave several directions for future work. First, it would be very interesting to prove or disprove our conjecture about the convergence of the bipartition algorithm. In particular, it is important to characterize the set of norms and proximity measures that allow for convergence. Preliminary results suggest that global normalization schemes on the proximity matrix, (instead of the column normalization scheme that we have presented here) should also be investigated.
Second, it would be interesting to examine more closely our cross-validation technique and test it with various data sets. It may also be possible to analytically characterize the distribution of the cross-validation indices with respect to random matrices. This possibility is particularly attractive because it will eliminate the need for the costly Monte-Carlo sampling that we used here.
Finally, we believe that it is possible to extend our method to ordinal data representations, where the proximity information is qualitative and not quantitative. A possible direction was pointed out in Section 6, where the dissimilarity transformation used by Smith (1993) was mentioned as a possible candidate.
Appendix: The music style data set
The following table contains the names of the clustered pieces of music. Due to space limitations, we do not specify here the full names of the pieces but rather the shortcuts that correspond to the midi file names, as they appear in Schwob (1998) . 3. Throughout the paper we regard dist(·) as a dissimilarity measure, but our method can also accommodate similarity measures. 4. Due to the nature of the JS-divergence, the values of the matrix are bounded between 0 and 1. In the current example, the iterative process was stopped when none of the matrix values changed by more than 10 −5 . The matrix entries in the final iteration are 0 and 1 within this resolution. 5. A classification error occurs when a point is assigned to a cluster in which the majority of the points originated from the other source. 6. It is feasible to obtain a full solution and carry out a stability analysis for the simple cases like n = 3 (using the L 2 norm and the L 2 distance). 7. We have also experimented with a large set of random matrices of different sizes. All examples we have tested converged within a few dozens to a few hundreds of iterations. 8. As noted earlier, ρ values are averaged over the cross-validation index of independent runs. For example, in this case the index 0.696 was an average of the three independent indices 0.529, 0.911, and 0.648. 9. Note that the transformation used by Blatt, Wisemann, and Domany (1996) to generate the pairwise matrix from the vectorial representation was different than ours. Applying a transformation similar to theirs, we have achieved significantly better results. 10. The generalization to k-connected components or cliques is computationally less attractive. 11. This presentation of the algorithm differs from the original presentation given by Shi and Malik (1997), but it can be shown to be equivalent. The original formulation uses the Laplacian matrix of the graph, and is motivated by a continuous approximation to a certain discrete partition problem.
