Abstract. The aim of this paper is to extend the concept of measure density introduced by Buck for finite unions of arithmetic progressions, to arbitrary subsets of N defined by a given system of decompositions. This leads to a variety of new examples and to applications to uniform distribution theory.
Introduction and notation
Let S ⊂ N be a subset of the set of positive integers. Then the limit A(S; {s n }) = {n ∈ N; s n ∈ S} .
A sequence of positive integers {s n } is called uniformly distributed in Z (for short u.d. in Z, details see in [16] ) if and only if for every arithmetic progression a + (m) we have d(A(a + (m)); {s n }) = 1 m .
The following characterization of Buck measurability is proved in [21, Theorem 7,  page 51]. It is well-known that the uniform distribution property, introduced by H. Weyl [28] for sequences of real numbers in the unit interval, naturally extends to sequences on compact Hausdorff spaces and in topological groups (see e.g. [7, 15, 24] ). In [25] the author provides a criterion for the uniform distribution of sequences in compact metric spaces. Let (M, ρ, P ) be a compact metric space, with metric ρ and a Borel probability measure P . A sequence {x n } n∈N in M is called Buck uniformly distributed (for short B.u.d.) if and only if for every measurable set H ⊂ M with P (∂H) = 0 we have A(H, {x n }) ∈ D µ and µ(H, A({x n })) = P (H) (here ∂H denotes as usual the boundary of H).
The following theorem, proved in [19] , is an analogue of Weyl's criterion for B.u.d. sequences {x n } n∈N ∈ M. In the same paper, the author proves the existence of B.u.d. sequences in M.
General results
Let X be an arbitrary set. For a fixed n ∈ N, we denote by E n = {A hm there exists an s such that each of these sets is a union of sets belonging to E s .
(ii) If {h n } is an arbitrary sequence of indices, then the intersection will be called the measure density of the set S. Let us remark that this is the standard way of constructing the outer measure ν * starting from the finitely additive measure ∆. In particular, the following result holds.
Theorem 2.1. Let {c n } n∈N be a sequence in N such that for every A ∈ D 0 , there exists n 0 such that A is a union of sets from E cn , for n ≥ n 0 . Then for arbitrary S ⊂ X we have
Moreover, if a set S ⊂ X has non-empty intersection with every set from E n , n = 1, 2, . . . , then ν * (S) = 1.
A set S ⊂ X is called ν * -measurable if and only if ν * (S) + ν * (X \ S) = 1. We denote the Carathéodory extension of D 0 by D ν . By definition it is the system of all ν * -measurable subsets of X. It follows from general measure theory that the system D ν is an algebra of sets and the restriction ν = ν * | D ν is a finitely additive probability measure on D ν (see e.g. [10] ). Now we provide some examples of systems of decompositions and related systems D ν of ν * -measurable subsets.
Example 2.3. Again let X = N. Consider the system of decompositions E n = {A 
* is the Jordan upper measure defined on the system of subsets of X. Here D ν is the system of Jordan measurable sets.
It is well-known that for every compact group there exists a probability measure defined on the system of its Borel subsets, invariant with respect the group operation (the normalized Haar measure, see for instance [10, 12] 
where |X| denotes the cardinality of X. Let S = {H n ; n = 1, 2, . . . } be a system of subgroups of G of finite index such that 
Thus G/H n contains n n elements and therefore ∆(aH n ) = 1 n n , for a ∈ G.
In particular, if G = Q * is the multiplicative group of positive rational numbers, then it can be considered as the free abelian group generated by all primes. In this case, the measurability is not compatible with the natural order relation on Q. The inclusion 
Let us return to the general setting. We will start by constructing a compact metric space containing X as dense subset. Then we define a Borel probability measure induced by ∆.
First, we define the metric on X based on the system of decompositions E n , n = 1, 2, . . . . Let x, y ∈ X and put ψ n (x, y) = 0 if x, y belong to the same set of E n , and ψ n (x, y) = 1 otherwise (for n = 1, 2, . . . ). Define
and ρ is a metric on X. In particular, (2.1) ρ(x, y) ≤ 1 2 N if and only if x, y belong to the same set of every decomposition E n , n = 1, . . . , N . From condition (i) it follows that a sequence {x n } n∈N of elements in X converges to an element x ∈ X if and only if for every s = 1, 2, . . . there exists n 0 such that for every n ≥ n 0 the elements x n and x belong to the same set of E s . Similarly, one can define the concept of Cauchy sequence which leads to the completion of X in the usual way. LetX be the completion of the metric space (X, ρ) and for S ⊂X letS be its closure inX. Then, clearlȳ
for n = 1, 2, . . . . Since a sequence of elements of X is defined to be fundamental if and only if for every s = 1, 2, . . . there exists n 0 such that for m, n ≥ n 0 the elements x m and x n belong to the same set of E s , then the setsĀ We construct a σ−additive Borel probability measure onX. The compactness ofX implies that the extension of ∆ to sets of the form {Ā; A ∈ D 0 } which are open and closed is a σ-additive probability measure, since ∆(Ā) = ∆(A). Then
is an outer measure onX and S P * = {B; P * (B) + P * (X \ B) = 1}, the system of P * -measurable sets, is a σ-algebra. Therefore, the restriction P of P * on S P * is a σ-additive probability measure on S P * . Moreover, since P * is, by definition, an outer measure, S P * contains all open sets. Thus P is a Borel probability measure on the compact metric spaceX.
Following the usual procedure, we have a compact metric space and a Borel probability measure defined on it. We can introduce a suitable definition of uniform distribution of a sequence {α n } n∈N inX with respect to P , namely Buck uniform distribution. Since the set X is dense in its completion, there exists a sequence {x n } n∈N in X such that lim n→∞ ρ(x n , α n ) = 0. Since every continuous function onX is uniformly continuous, {x n } n∈N is also a B.u.d. sequence. Considering a set C withC ∈ S and ∂C = ∅, yealds A(C, {x n }) ∈ D µ and
A sequence of elements of X fulfilling this condition will be called ν * -B.u.d.. Moreover, it is easy to see that for every S ∈ D ν the set A(S, {x n }) is measurable in sense of Buck and
Thus by Theorem 2.1 we have
for S ∈ D ν and {s n } a sequence of positive integers u.d. in Z. Therefore the measure density can be represented in certain sense as "limit" density.
Consider now a uniformly continuous function f : X → [0, 1] and a B.u.d. sequence {x n } n∈N in X. Then for every real valued continuous function g defined on [0, 1] we have (2.2) lim
where {k n } is an arbitrary sequence of positive integers u.d. in Z.
More generally, let Y = ∅ be a set and ℓ * be a pre-measure defined on the ring of all subsets of Y. Assume further that ℓ * is a strong submeasure on D ℓ (a strong subadditive pre-measure, see [23] ), i.e.
,
Clearly, D ℓ is a set algebra and the restriction ℓ = ℓ * | D ℓ is a finitely additive probability measure on D ℓ .
Following the proofs from [18, 21] we can derive the following result.
Theorem 2.7. Let g : X → Y be a bijective mapping. The following statements are equivalent
Analogously we can extend the concept of B.u.d. for this case. A sequence {x n } n∈N is said to be ℓ * -B.u.d. if and only it for every B ∈ D ℓ we have A(B, {x n }) ∈ D µ and µ(A(B, {x n })) = ℓ(B).
In particular the following result holds.
Theorem 2.8. If g : X → Y is a bijective mapping fulfilling condition (1) of Theorem 2.7 and {x
For every bijection g, all x ∈ X and S ⊂ X, we have g −1 (x) ∈ S ⇔ x ∈ g(S). Thus for each sequence {x n } n∈N we have A(S, {g −1 (x n )}) = A(g(S), {x n }). This yields (1) g preserves the measure density; We now conclude this section with a theorem that can be considered as a generalization of the construction of Haar measure with the help of Kakutani's fixed point Theorem (see e.g. [9] ). Theorem 2.13. Let g be a permutation defined on X such that g(S) ∈ D 0 for every S ∈ D 0 , where D 0 is a countable σ-algebra of X. Then there exists a finite probability measure ∆ such that for every
Proof. Denote by B the set of all bounded real valued and finitely additive set functions defined on D 0 . Then B is a linear space. Let R be the subset of B consisting of all finitely additive probability measures. It is easy to check that R is convex set. Define a topology on B by
Consider a sequence {∆ n } of elements in R. Since D 0 is a countable set, we can iteratively select a sequence of indices {n k } such that {∆ n k (S)} converges for every S ∈ D 0 . Thus R is sequentially compact with respect to this topology. Let us define a linear mappingg : B → B, withg(Λ)(S) = Λ(g(S)). Theng(R) ⊂ R andg is continuous with respect to the topology under consideration. Putg
for ∆ ∈ R, n = 1, 2, . . . . Since R is sequentially compact, every countable centered system of closed sets has non empty intersection. Thus, by an application of Markov-Kakutani fixed point theorem, follows the assertion.
The following example provides an explicit construction of a finite additive probability measure on the algebra D 0 .
Example 2.14. Let C be the set of all real-valued uniformly continuous functions defined on X. Since these functions are bounded we can define the norm
where f ∈ C. It can be seen easily that (C, || · ||) is a Banach space.
Let C * be the dual space to C. Denote by P the set of all ϕ ∈ C * that ϕ(1) = 1 and ϕ(f ) ≥ 0 for f ≥ 0. Then ∆ ϕ (A) = ϕ(χ A ), A ∈ D 0 , ϕ ∈ P, is a finitely additive probability measure on D 0 and ϕ(f ) = f d∆ ϕ .
Assume that g : X → X is a permutation such that g(A) ∈ D 0 for A ∈ D 0 . We want to show that g −1 • f ∈ C for every f ∈ C.
f ∈ C if and only for every ε > 0 there exists a step function
• f is uniformly continuous.
Buck uniform distribution mod 1
In this section we study the connection between systems of measurable sets of positive integers and sets of real numbers in the unit interval. We will use the so-called radical-inverse function which is an important function in the theory of uniform distribution and in the study of low-discrepancy sequences (see for instance [7, 15] ). Finally, the notion of upper Jordan measure mentioned in Example 2.4, here denoted with ℓ * , instead of ν * , will be relevant.
Let X = N and p a prime. Let us consider the arithmetic progression r + (m). This leads to the system of decompositions
. . , then the corresponding measure density ν * will be the covering density with respect to the system {p n ; n ∈ N}, (see [17] ). Now, let us recall that every n ∈ N has a unique p-adic expansion , i.e. n can be written as
The radical-inverse function g p : N → [0, 1) is defined by
. This function maps N to the set of p-adic rationals J p = { r p s ; r = 0, . . . , p s − 1} in [0, 1). Therefore the image of N under g p (n) is dense in [0, 1). Since every number from J p has finite p-adic expansion we obtain that the mapping g p : N → J p is a bijection.
The properties of p-adic expansions provide that
Then g p and ℓ * satisfy condition (2) of Theorem 2.7 which is equivalent to condition (1).
Let us remark that the sequence (g p (n)) n∈N , with p not necessarily prime, is called the van der Corput sequence in base p and it is a well-known example of u.d. sequence in [0, 1] (see [7, 15] ). Moreover, the above construction has been considered and extended to more general systems of numeration by several researchers (see e.g. [5, 13] ). Recently, this method has been applied to obtain the so-called LS-sequences (see [5] ). These sequences were first introduced in [4] as sequences of points associated to the so-called LS-sequences of partitions of [0, 1[. The latter being obtained as a particular case of a splitting procedure introduced by Kakutani [14] and generalized in [27] , for a particular choice of the parameters L and S. Moreover, this construction has been generalized to the multidimensional case in [6] . Finally, let us note that when L = p and S = 0 the LS-sequence coincides with the van der Corput sequence in base p (see [1] ). Now, let us consider the Cantor expansion. By this expansion every x ∈ N is uniquely given in the form
Then we define a generalization of the radical-inverse function by
.
as system of decompositions of N, then ν * = µ * -Buck measure density. Since every rational number in [0, 1) has finite Cantor expansion we observe that g v : N → J is a bijective mapping. Clearly, for n = 1, 2, . . . , and r = 0, . . . , n! − 1 we have
Again D ℓ is the set of all S ⊂ J such that ℓ * (S) + ℓ * (J \ S) = 1, then ℓ * and g v fulfill the condition (2) of Theorem 2.7.
Moreover, we observe that both g v and g 
We can associate to a a point in the s-dimensional unit interval γ(a) = (γ 1 (a), . . . , γ s (a)) . n , k 1 = k 2 are coprime, then A({γ(n)}, J) is Buck measurable and
Since the set of the points The above statements can be adapted to a more general setting. Let f be a nondecreasing real-valued function on J, with f (0) = 0, f (1) = 1. For every S ⊂ J, we can associate, in the usual way, the Jordan-Stieltjes upper measure ℓ *
, with a, b ∈ Q. By the generalized radical-inverse function g defined in (3.1), we can associate a finite additive measure on the system D 0 , where ∆ f (r + (n!)) = ℓ * f (g v (r + (n!))). On the other hand, if a finitely additive probability measure ∆ on D 0 is given, we can define a non-decreasing function 
Proof. Suppose that [x
Hence f is uniformly continuous on J. The other implication immediately follows from
with r, n ∈ N, for a suitable non-negative integer c ′ .
Since a uniformly continuous function on J can be extended to a continuous function on [0, 1], Lemma 3.2 has the following immediate consequence (see [21, page 54]). In the same way, one can prove the following result. It is well-known that a real-valued uniformly continuous function f on a metric space (X, ρ) can be extended to a continuous function on a compact spacē X (see [22] ). In particular, one can define the concept of Riemann integrability by defining the Riemann upper and lower sums associated to the decompositions E n , n = 1, 2, . . . and to the finitely additive measure ∆. More precisely, we have the following definition. Definition 3.5. Let {c n } be a sequence of positive integers such that for every A ∈ D 0 there exists n 0 such that A is a union of sets from E cn , for n ≥ n 0 . Then a function f is said to be Riemann integrable if and only if there exists a real number S such that for every system of finite sequences {a (n)
In this case S = f . Remark 3.6. Let B ⊂ X then B is a ν * -measurable set if and only if its indicator function χ B is Riemann integrable and in this case
In this way, a sequence {x n } n∈N in X is ν * -B.u.d. if and only if for every Riemann integrable function f we have
f (x sn ) = f for every sequence of positive integers {s n } uniformly distributed in Z. Now, since f is a real valued function uniformly continuous with respect to the metric ρ, we can extend it to a continuous function onX and f = f dP.
Thus Theorem 2.7 can be extended to uniformly continuous functions f with respect to ρ.
Under the assumption of continuity we can restate Theorem 2.7.
Theorem 3.7. Let g be a bijection such that g −1 is uniformly continuous with respect to the metric ρ. Then g preserves measure density if and only if there exists at least one ν
Buck uniform distribution on a free semigroup
Let X = F be a free semigroup generated by a countable set of generators {p 1 , p 2 , . . . , p n , . . . }. Let a ∈ F and denote by U(a) the set of all divisors of a. We say that a set S ⊂ F has a divisor density if and only if there exists
We denote by D v the family of all sets having a divisor density.
It is easy to show that v is a finitely additive probability measure. Let us consider some examples. If F denotes the set of square free elements, then |F ∩ U(p
For r ∈ N, denote by O r the set of all elements of F of the form p Let us consider again F , the set of all square free elements of F. This set has non-empty intersection only with the sets aF n , n = 1, 2, . . . and a = p n n , and for n → ∞ we get ν * e (F ) = 0. This yields ν * e (F \ F ) = 1. So F is measurable and ν e (F ) = 0. Let us remark that the set of square free integers is not Buck measurable, its Buck measure density is 6 π 2 , and its complement has Buck measure density 1. However, the set of square free numbers has asymptotic density 6 π 2 .
Example 4.5. For the set F we have χ F dν e = 0. However, this function is discontinuous at each point a ∈ F .
Denote by [S : F n ] the number of sets a j F n such that S ∩ a j F n = ∅. Theorem 2.1 implies 
In the sequel {b k } will be a sequence as in Proposition 4.6. Denote F s = {a s ; s ∈ F} for s ∈ N. Suppose that s|b k . Then the intersection F s with p
and so for s > 1 we get ν * e (F s ) = 0.
Let F ′ be the semigroup generated by p j1 , p j2 , . . . , p jn , . . . k+1 , in the same way as in [21, page 42] . It can be proved that ν e has the Darboux property on D νe , (see also [20] ). Thus {ν e (A); A ∈ D νe } = [0, 1].
The following result follows immediately from Definition 3.5. Proof. Consider n > k and n divisible by all α i . The F n ⊂ H and
k+1 ...p jn n F n where j 1 α 1 < n, . . . , j k α k < n, j k+1 < n, . . . , j n < n. Thus H ∈ D νe and ν e (H) = n α 1 . . . n α k n (n−k) · n −n = 1 α 1 ...α k .
Proposition 4.11. Let S ∈ D νe and a ∈ F . Then aS ∈ D νe and ν e (aS) = ν e (S). n n − k − n n−1 n n < ε + 2 n .
Let g be a bijection on the set of generators. We can extend this mapping to an automorphism of F. Proposition 4.6 and Proposition 4.7 provide that g fulfills condition (2) of Corollary 2.11. We have proved that g preserves divisors measure density. On the other hand each automorphism F is uniquely determined by its values on the set of generators. Thus each automorphism on F preserves divisor measure density or ν e does not depend on the order of generators. 
