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EQUIDISTRIBUTION OF DIVERGENT ORBITS OF THE DIAGONAL GROUP
IN THE SPACE OF LATTICES
OFIR DAVID AND URI SHAPIRA
Abstract. We consider divergent orbits of the group of diagonal matrices in the space of lattices
in Euclidean space. We define two natural numerical invariants of such orbits: The discriminant -
an integer - and the type - an integer vector. We then study the question of the limit distributional
behaviour of these orbits as the discriminant goes to infinity. Using entropy methods we prove
that for divergent orbits of a specific type, virtually any sequence of orbits equidistribute as the
discriminant goes to infinity. Using measure rigidity for higher rank diagonal actions we complement
this result and show that in dimension 3 or higher only very few of these divergent orbits can spend
all of their life-span in a given compact set before they diverge.
1. Introduction
One of the main points of interest in homogeneous dynamics is the study of A-orbits in the space
of n-dimensional lattices X = Xn := Γ\G where G = SLn (R) , Γ = SLn (Z) and A ≤ SLn (R) is
the subgroup of diagonal matrices with nonnegative entries. Many questions in this area can be
formulated by defining a natural sequence of probability measures µi supported on orbits xiA (or
a finite union of such orbits), and ask whether this sequence converges to some measure µ, and in
particular whether it equidistribute, namely µ = µHaar is the Haar measure on X (which is the
unique G-invariant probability measure on X).
In this paper we focus on divergent orbits, namely orbits of the form xA, x ∈ X where the map
A → X defined by a 7→ xa is proper. Fixing a Haar measure on A, its push forward µxA to xA
is a well defined A-invariant locally finite measure. In particular, we observe that there is a unique
A-invariant locally finite measure on xA up to a scalar product. We will be interested in whether
µxiA (and averages of such measures) equidistribute for natural sequences of divergent orbits.
In the interest of defining equidistribution of locally finite measures, we introduce the following
topology. Let Z be a locally compact second countable Hausdorff space and let M(Z),PM (Z)
denote the space of locally finite positive Borel measures on Z and homothety classes of such (non-
zero) measures respectively. For µ ∈M (Z) we let [µ] denote its homothety class. It is straightforward
to define a topology on PM(Z) such that for [µn] , [µ] ∈ PM (Z) we have the limit lim [µn] = [µ]
if and only if there exist constants cn such that for any compact set K ⊆ Z, cnµn |K w
∗
−→ µ |K , or
equivalently for every f, g ∈ Cc (Z) for which
∫
gdµ 6= 0 we have
∫
fdµn∫
gdµn
→
∫
fdµ∫
gdµ
. (see [6]).
We shall say that a sequence 0 6= µn ∈M (Z) equidistributes if [µn]→ [µHaar].
We continue to describe the families of divergent orbits which are the focus of this paper. Recall
first that we have the identification X = SLn (Z) \SLn (R) ∼= PGLn (Z) \PGLn (R), i.e. we may
consider general lattices up to homothety instead of unimodular lattices. We similarly consider
orbits under the group of diagonal matrices in PGLn (R). A finite index subgroup group of Zn will
be referred to as an integral lattice. Recall Mahler compactness criterion which says that a sequence
of lattices xi ∈ X diverges if and only if the length of the shortest nonzero vector in xi converges
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to zero. It is then evident that integral lattices have divergent A-orbits because they contain a
nonzero vector on each of the axes. On the other hand, it was shown in [7] that any divergent orbit
contains an integral lattice. Evidently, each such orbit contains a unique integral lattice L with
minimal covolume. This lattice is characterized as the unique integral lattice in the orbit satisfying
pii (L) = Z for all i where pii is the projection on the i-th coordinate. We call such an integral lattice
axis primitive and its covolume is called the discriminant of the orbit. We note that if L = Zng
for g ∈ Matn (Z), then L is axis primitive if and only if each column of g is a primitive vector,
i.e. gcd (g1,i, ..., gn,i) = 1 for each i. We note that axis primitive is a stronger condition than just
primitive which is an integral lattice L ≤ Zn such that there is no 0 < c < 1 such that cL is still
contained in Zn, or equivalently if L = Zng, then gcd {gi,j | 1 ≤ i, j ≤ n} = 1.
A more refinement invariant of an integral lattice is its type. Given an integral lattice L, we define
its type to be the finite abelian group Zn/L, which by the fundamental theorem of abelian groups can
be characterized by a vector (q1, q2, ..., qn) ∈ Nn where qi | qi+1 and Zn/L ∼= Z/q1Z × · · · × Z/qnZ. We
define the type of a divergent orbit to be the type of its unique axis primitive integral lattice.
We shall focus on orbits of type (1, q, ..., q). Any lattice L of type (1, q, ..., q) satisfies qZn ⊆ L and
L/qZn ∼= Z/qZ, and if in addition L is axis primitive, then we must have that L = qZn+Z (1, p1, ..., pn−1)
where 1 ≤ pi ≤ q and (pi, q) = 1. This leads us to the following definition.
Definition 1.1. For q ∈ N, we identify the sets (Z/qZ)× and {1 ≤ p ≤ q | (p, q) = 1}. With this iden-
tification in mind we set Λq =
{
Γup¯/q | p¯ ∈
(
(Z/qZ)×
)n−1}
where ux¯ =
(
1 x¯
0(n−1)×1 I(n−1)×(n−1)
)
∈
SLn (R) for x¯ ∈ Rn−1, and identify it in the natural way with the sets
(
(Z/qZ)×
)n−1
, {1 ≤ p ≤ q | (p, q) = 1}n−1
and
{
up¯/q | p¯ ∈
(
(Z/qZ)×
)n−1}
.
Thus, the orbits of type (1, q, ..., q) are in one to one correspondence with Λq. Note in particular
that we have |Λq| = ϕ (q)n−1. With these notations we shall establish the following result which
generalizes the main result in [1].
Theorem 1.2. The following is true:
(1) There exist Λ′q ⊆ Λq with lim
q→∞
|Λ′q|
|Λq| = 1, s.t. given xq ∈ Λ′q we have that
[
µxqA
]→ [µHaar].
(2) If 0 < α ≤ 1 and Λ′q ⊆ Λq such that
∣∣Λ′q∣∣ ≥ α |Λq|, then
∑
x∈Λ′q
µxA
→ [µHaar].
(3) We have the convergence
∑
x∈Λq
µxA
→ [µHaar].
Remark 1.3. While the implications (1) ⇒ (2) ⇒ (3) are easy, we actually first prove (3) and show
that (3) ⇒ (2) ⇒ (1) using the fact that µHaar is ergodic (with respect to the action of non-trivial
elements of A), hence an extreme point in the set of A-invariant probability measures.
Recall that by Mahler criterion, compact sets inX are closed setsK such that inf {‖v‖ | 0 6= v ∈ L, L ∈ K} >
0. Given a rational lattice x ∈ X, its A-orbit diverges since x contains an element in each axis and
at least one of them contains a very short vector once we apply an element of A of large norm. This
motivates us to truncate the orbit and focus on its part where all non-zero vectors on the axis are
of length ≥ 1. Recall that A is naturally isomorphic to Rn0 = {t¯ ∈ Rn |
∑n
1 ti = 0} via the map
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t¯ 7→ diag (et1 , ..., etn). Moreover, for x ∈ Λq, identifying A with the divergent orbit xA under a 7→ xa,
it is easily verified (see section 2 for details) that the truncated part of the orbit mentioned above is
∆full,q = ln (q) ∆full where
∆full = {t¯ ∈ Rn0 | ti ≥ 0 ≥ t1 ≥ −1, i ≥ 2} .
As a 7→ xa diverges quickly when a /∈ ∆full,q, we can expect that if [µxA] is close [µHaar], then its
restriction to x∆full,q must also be close to µHaar up to some normalization (see Corollary 2.3 for
the details). By this argument and Theorem 1.2 we expect that for most x ∈ Λq, the truncated
orbit x∆full,q would be roughly equidistributed in X. In particular, fixing some compact set K ⊆ X
there should be very few x ∈ Λq such that x∆full,q ⊆ K. Indeed, using classification of A-invariant
measures with positive entropy (see [2]) we establish the following result.
Theorem 1.4. Let n ≥ 3. Fix a compact set K ⊆ Xn and let Λq,K = {x ∈ Λq | x ·∆full,q ⊆ K}.
Then for any ε > 0 we have that |Λq,K | = O (|Λq|ε).
1.1. Continued fraction expansion. In the case of n = 2, there is a well known connection between
the A-orbits in X2 and continued fraction expansions (c.f.e) of numbers in [0, 1]. This connection
was capitalized by the authors in [1]. We recall the interpretation of the results above in the realm
of c.f.e in order to give some more intuition to them.
Recall that the Gauss map T : (0, 1]→ [0, 1] is defined by T (x) = 1x −
⌊
1
x
⌋
and the Gauss-Kuzmin
measure νGauss on [0, 1] is defined by νGauss (f) := 1ln(2)
∫ 1
0
f (t) 11+tdt. It is well known that νGauss
is a T -invariant ergodic probability measure. Hence, by the pointwise ergodic theorem, for almost
every x ∈ [0, 1], the sequence 1N
∑N−1
0 δT i(x) equidistribute, i.e. it converges to νGauss.
This claim is certainly not true for all x. Indeed, if pq ∈ Q is rational, then it has a finite c.f.e of
length len
(
p
q
)
∈ N so that T len(p/q)
(
p
q
)
= 0, and in particular T len(p/q)+1
(
p
q
)
is not defined. In this
case we may still ask whether νp/q := 1len(p/q)
len(p/q)−1∑
0
δT i(p/q) converge to νGauss for a well chosen
sequence of rationals.
The interpretation of Theorem 1.2 in this language is that there exist Λ′q ⊆ (Z/qZ)× such that
lim
q→∞
|Λ′q|
ϕ(q) = 1 and for any sequence pq ∈ Λ′q we have that νpq/q → νGauss as q →∞.
Theorem 1.4 is not applicable for n = 2 since the classification of measures with positive entropy
only holds for n > 2. On the other hand, the argument of maximal entropy still holds and leads to
the following result in [1]. For any fixed M , let
Λq,M =
{
p ∈ (Z/qZ)× | p
q
=
[
0;x1, ..., xlen(p/q)
]
, xi ≤M
}
.
Then there exists some ε = ε (M) > 0 such that |Λq,M | = O
(
|Λq|1−ε
)
. There is no known lower
bound for the size of these sets, and in particular the claim that these sets are non empty (for some
fixed M) is known as Zaremba’s conjecture.
1.2. Equidistribution over the adeles. Another conceptual viewpoint of these results is achieved
by lifting the discussion to the adeles.
Let A denote the ring of adeles over Q and consider the spaceXA := ΓA\GA, whereGA = PGLn (A)
and ΓA = PGLn (Q). Let AA ≤ GA denote the subgroup of diagonal matrices. Note that the orbit
x˜0AA is a closed orbit (where x˜0 denotes the identity coset ΓA). In particular, fixing once and for all
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a Haar measure on AA we obtain a Haar measure on the quotient stabAA (x˜0) \AA and by pushing
the latter into XA via the proper embedding induced by the map a 7→ x˜0a, we obtain an AA-invariant
locally finite measure µx˜0AA supported on the closed orbit x˜0AA.
Letting u¯p¯/q =
(
I, up¯/q, up¯/q, ...
) ∈ GA for p¯ ∈ Λq, the orbit x˜AAu¯−1p¯/q is mapped under the natural
natural epimorphism ΓA\GA → Γ\G to the union of orbits
⋃
x∈Λq
xA. One can obtain the following
result which easily seen to imply Theorem 1.2 and actually these claims are equivalent.
Theorem 1.5. For any choice of p¯(q) ∈ Λq we have that
[
u¯p¯(q)/qµx˜0AA
]→ [µA,Haar] as q →∞.
A similar result was deduced in [1] from the analogue of Theorem 1.2 for the n = 2 case. Since
the proofs are identical we do not repeat the details here.
We believe that Theorem 1.5 should be true for more general sequences of push-forwards. In
particular for the case n = 2, Theorem 1.5 is equivalent to the following statement (see [1]): Given
any gi ∈ GA such that (1) the real component of gi is the identity and (2) the projection to GA/AA
diverges, then we have the convergence in homothety [gi · µx˜0AA ] → [µA,Haar]. We believe that
some version of this statement should be true in higher dimension, though there should be further
conditions on gi, for example in order for gi · µx˜0AA not to get “stuck” in a subspace.
1.3. Acknowledgment. The authors would like to thank Elon Lindenstrauss for valuable discus-
sions and acknowledge the support of ISF 357/13.
2. Axis lattices and truncated A-orbits
In this paper we will be interested in the orbits of lattices of the form Znup¯/q where p¯ ∈ Λq (see
Definition 1.1). These lattices contain a vector on each axis, therefore the map a 7→ Znup¯/qa from
A to X is proper, and we say that the orbit diverges. We begin with a slightly more generalized
discussion to understand this phenomenon.
For t¯ ∈ Rn0 we denote by a (t¯) the diagonal matrix diag (et1 , ..., etn) ∈ A and set aq (t¯) :=
a (ln (q) t¯) = diag (qt1 , ..., qtn). When there is no ambiguity, we shall identify between Rn0 and the
group A of positive diagonal matrices. For the rest of the paper we fix a Haar measure λ on A.
Definition 2.1. Let L ⊆ Rn be a unimodular lattice.
• The lattice L is called an axis lattice if L ∩ Rei 6= 0, 1 ≤ i ≤ n.
• For 1 ≤ i ≤ n we write covol (L, i) := vol (Rei/ (L ∩ Rei)) (which is finite for axis lattices).
• Given an axis lattice we define
AL = {t¯ ∈ Rn0 | covol (La (t¯) , i) ≥ 1 ∀i ∈ {1, ..., n}}
= {t¯ ∈ Rn0 | ti ≥ − ln (covol (L, i)) ∀i ∈ {1, ..., n}} .
• We shall write τL = 1n
∑n
1 ln (covol (L, i)).
We note that any axis lattice x ∈ X contains in its A-orbit an axis lattice x′ such that covol (x′, i) =
covol (x′, j) for all i, j and Ax′ = {t¯ ∈ Rn0 | ti ≥ −τx}. It then follows that λ(Ax)τ(n−1)x =
λ(Ax′ )
τ
(n−1)
x
=
λ ({t¯ ∈ Rn0 | ti ≥ −1}) is constant.
Recall that for a divergent orbit xA we let µxA be the locally finite A-invariant measure on xA
(which is the pushforward of the Haar measure λ on A). By [7] the orbit xA contains a rational
lattice, so in particular x must be an axis lattice. We denote by µx the probability normalization of
the restriction of µxA to x ·Ax.
EQUIDISTRIBUTION OF DIVERGENT ORBITS OF THE DIAGONAL GROUP IN THE SPACE OF LATTICES 5
For a lattice L we set ht (L) = max
{
‖v‖−1∞ | 0 6= v ∈ L
}
and defineX≤M = {x ∈ X | ht (x) ≤M}
(and similarly we define X<M , X≥M and X>M ).
The following lemma tells us that when investigating the orbit xA, one may focus only on xAx.
Lemma 2.2. Let f ∈ Cc (X) with supp (f) ⊆ X≤M and x ∈ X with τx ≥M . Then∣∣∣(λ (Ax)−1 µxA − µx) (f)∣∣∣ ≤ n · 2nM
τx
‖f‖ .
Proof. Up to choosing a different representative of theA-orbit, we may assume thatAx = {t¯ ∈ Rn0 | min ti ≥ −τx}.
Setting Ax,M =
(
1 + Mτx
)
Ax we obtain that ht (xa (t¯)) > M for every t¯ ∈ Rn0\Ax,M . We conclude
that∣∣∣(λ (Ax)−1 µxA − µx) (f)∣∣∣ = ∣∣∣(λ (Ax)−1 µxA |x(Ax,M∩Acx)) (f)∣∣∣ ≤ (λ (Ax,M )λ (Ax) − 1
)
‖f‖
=
[(
1 +
M
τx
)(n−1)
− 1
]
‖f‖ ≤
[
(n− 1)
(
1 +
M
τx
)(n−2)
M
τx
]
‖f‖ ≤ n · 2nM
τx
‖f‖ .

From this we conclude the following corollary which says that taking the limit of the locally finite
A-invariant measures and their corresponding restrictions is basically equivalent.
Corollary 2.3. Let Fi =
{
xi,1, ..., xi,m(i)
}
be a family of axis lattices such that τi = τxi,j is indepen-
dent of 1 ≤ j ≤ m (i) and τi →∞. Then 1|Fi|
∑
j µxi,j
w∗−→ µ implies that
[∑
j µxi,jA
]
→ [µ].
This corollary allow us to prove Theorem 1.2 by proving its analogue with the probability measures
µx instead of the locally finite measures µxA.
The measures 1|Fi|
∑
j µxi,j in the corollary above are averages over the elements in Fi, and each µx
is an average (integral) over part of the orbit. To study these notions we use the following notations.
Definition 2.4. Let µ be a probability measure on X, ν a probability measure on Rn0 and let Λ ⊆ X
be a finite subset.
(1) We define δΛ = 1|Λ|
∑
x∈Λ δx where δx is the Dirac measure at x.
(2) For Ω ⊆ Rn0 with positive Lebesgue measure define µΩ = 1λ(Ω)
∫
Ω
(a (−t¯)µ) dλ(t¯).
Using these notations, if x is an axis lattice, then µx = δAxx . If x ∈ Λq, then it is easily verified that
Ax = ln (q) ∆full, so in particular Ax is only a function of q. It follows that 1|Λq|
∑
x∈Λq
µx = δ
ln(q)∆full
Λq
,
so in order to prove Theorem 1.2 part (3), it is enough to prove that δln(q)∆fullΛq → µHaar.
The permutation group Sn acts naturally on lattices in Xn and on elements from A ∼= Rn0 .
Moreover, for x ∈ Xn, a ∈ A and σ ∈ Sn we have that σ (xa) = σ (x)σ (a). In the next lemma
we show that this action restricts to an action on Λq∆full,q . In particular, for σ = (1, ..., n) the
fundamental domain is Λq∆q where ∆q = ln (q) ∆ and
∆ =
{
t¯ ∈ Rd+10 | ti ≥ 0 ≥ t1 ≥ −1 + ti, ∀i ≥ 2
}
,
which allows us to consider in our computations the measure δln(q)∆Λq instead of δ
ln(q)∆full
Λq
(see fig-
ure 2.1).
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Figure 2.1. For d = 2, the whole triangle is ∆full, while the upper third part is ∆.
Lemma 2.5. For any q we have that δln(q)∆fullΛq =
1
n
n∑
i=1
σin
(
δ
ln(q)∆
Λq
)
where σn = (1, ..., n) ∈ Sn.
Proof. In order to make the problem more symmetric we consider the set Λ˜q = Λqaq
(
1
n (1− n, 1, ..., 1)
)
.
Thus the lattices x˜ ∈ Λ˜q are exactly those with basis of the form
{
q1/ne2, ..., q
1/nen, q
1/n · 1q
(
e1 +
∑
j>1 pjej
)}
where pj ∈ (Z/qZ)×. Equivalently these are lattices generated by q1/nZn and a vector q 1−nn
∑n
1 piei
where pi ∈ (Z/qZ)×. It follows that for x˜ ∈ Λ˜q we have that Ax˜ = ∆˜full,q = ln (q) ∆˜full where
∆˜full =
{
t¯ ∈ Rn0 | ti ≥ − 1n
}
.
Clearly, the sets Λ˜q and ∆˜full is stable under Sn and hence also Λ˜q∆˜full,q = Λq∆full,q. If H ≤ Sn
and F˜ is a fundamental domain of H in ∆˜full, then Λ˜qF is a fundamental of H in Λ˜q∆˜full,q. Using
the fact that H permutes the elements in Λ˜q we obtain that therefore
δ
ln(q)∆full
Λq
= δ
ln(q)∆˜full
Λ˜q
=
1
|H|
∑
h∈H
δ
ln(q)h(F )
Λ˜q
=
1
|H|
∑
h∈H
h
(
δ
ln(q)F
Λ˜q
)
.
Carrying this argument back to Λq we need to take the fundamental domain F = F˜+ 1n (1− n, 1, ..., 1)
instead and obtain δln(q)∆fullΛq =
1
|H|
∑
h∈H
h
(
δ
ln(q)F
Λq
)
. If H = 〈(1, ..., n)〉, then we can choose F˜ ={
t¯ ∈ Rn0 | t1 ≥ ti ≥ − 1n , ∀i
}
and then F = ∆, thus completing the proof. 
Corollary 2.6. If δln(q)∆Λq
w∗−→ µHaar, then δln(q)∆fullΛq
w∗−→ µHaar.
Proof. Let σn = (1, ..., n) ∈ Sn and set Pσn =
∑
Eσn(i),i be the corresponding permutation matrix
(where Ei,j is the zero matrix with 1 in the (i, j) coordinate). Let g = Pσn if n is odd and g =
diag (−1, 1, ..., 1)Pσn if n is even, so in any way we have that g ∈ SLn (R) and g (x) = Pσn (x) = h (x)
for any x ∈ Xn.
By Lemma 2.5, we have that δln(q)∆fullΛq =
1
n
n∑
i=1
σin
(
δ
ln(q)∆
Λq
)
. By the assumption δln(q)∆Λq
w∗−→ µHaar
which is G-invariant, hence δln(q)∆fullΛq =
1
n
n∑
i=1
σin
(
δ
ln(q)∆
Λq
)
= 1n
n∑
i=1
gi
(
δ
ln(q)∆
Λq
)
w∗−→ µHaar. 
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3. Proofs of the main results
Once we restrict our attention to Λq · ∆, the flow induced by the action of the line spanned by
1
n (1− n, 1, ..., 1), which expands “uniformly” the set Λq, will play an important role in our analysis.
Definition 3.1. We set −→v = 1n (1− n, 1, ..., 1). Let E (∆) = {(w¯, r) ∈ ∆× R>0 | w¯ + r · −→v ∈ ∆},
i.e. the intervals in the direction −→v inside ∆. For (w¯, r) ∈ E (∆) and a probability measure µ on X
we define µ[w¯,r,q] = 1r
∫ r
0
aq (− (w¯ + r−→v ))µdt.
We note that for x ∈ X, taking µ = δx , the measure δ[w¯,r,q]x is the uniform measure on the
{xaq (w¯ + r−→v )} as a part of the orbit xaq (w¯) aq (R−→v ). The main idea of the proof is that given a
partial weak star limit µ of some sequence δ[w¯,r,q]Λ′q , which is aq (
−→v ) invariant, we can give a lower
bound on the entropy of µ by giving a lower bound for the entropy of δ[w¯,r,q]Λ′q for suitable choices of
partitions.
3.1. Entropy lower bound on measure averages. We begin by recalling the definition of entropy
and the uniqueness of measures of maximal entropy in our setting. For more details the reader is
referred to [5, 8].
Definition 3.2. Let Y be any measurable space, S : Y → Y a measurable function, µ a probability
measure on Y and P = {Pi}N1 a finite measurable partition of Y . Then
• The entropy of µ with respect to P is Hµ (P) = −
∑
µ (Pi) ln (µ (Pi)).
• For m1 < m2 integers we write Pm2m1 =
∨m−1
m1
S−iP, and Pm := Pm0 .
• If µ is S-invariant, we set hµ (S,P) = lim
m→∞
1
mHµ (Pm) and hµ (S) = supP hµ (S, P ).
In the setting of Xn = SLn (Z) \SLn (R) we will always use the map T (x) = xaq (−→v ), in which
case there is a unique T -invariant measure of maximal entropy. The next theorem is a combination
of Theorems 7.6, 7.9 in [3] and the fact that G is generated by U,U tr.
Theorem 3.3 (see [3]). Let µ be a T -invariant probability measure on X. Then hµ (T ) ≤ hµHaar (T ) =
d, and there is equality if and only if µ = µHaar.
For Λ ⊆ X finite and (w¯, r) ∈ E (∆), the measure δ[w¯,r,q]Λ is a double average of measures, once
for the points in Λ and once in the direction in which we compute the entropy. The next lemma
provides a lower bound on the entropy for such averages.
Lemma 3.4. Let Y be any measurable space, let S : Y → Y be some measurable function and P a
partition of Y . For a probability measure µ on Y we write µk = 1k
∑k−1
i=0 S
iµ. Then
(1) If (Ω,dx) is a measurable space, x 7→ νx is a measurable map from Ω to the probability
measures on Y and ν =
∫
Ω
νxdx, then
Hν (P) ≥
∫
Ω
Hνx (P) dx.
(2) For m ≤ k we have that
1
m
Hµk (Pm) ≥
1
k
Hµ (Pn)− m
k
ln |P|
Proof. (1) Since the function α : x 7→ −x ln (x) is concave in [0, 1], we obtain that
Hν (P) =
∑
Q∈P
α (ν (Q)) =
∑
Q∈P
α
(∫
νx (Q) dx
)
≥
∑
Q∈P
∫
α (νx (Q)) dx =
∫
Hνx (P) dx.
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(2) Write k = lm + r ≤ m (l + 1) where 0 ≤ r < m, and using subadditivity we get that for
0 ≤ u ≤ m− 1 we have
Hµ
(Pk) ≤ Hµ (P lm+r)
≤
u−1∑
i=0
Hµ
(
T−iP)+ l−1∑
v=0
Hµ(P(v+1)m+uvm+u ) +
lm+m−1∑
i=lm+u
Hµ(T
−iP)
≤ m log |P|+
l−1∑
v=0
HTvm+uµ(Pm).
Summing over 0 ≤ u ≤ m− 1 we get that
mHµ
(Pk)−m2 ln |P| ≤ m−1∑
u=0
l−1∑
v=0
H(Tvm+uµ)(Pm) =
lm−1∑
j=0
H(T jµ)(Pm)
≤
k−1∑
j=0
H(T jµ)(Pm) ≤ kHµk (Pm) ,
where in the last step we used part (1). It follows that 1mHµk (Pm) ≥ 1kHµ
(Pk)− mk ln |P| .

3.2. Small balls have small measure. The second part of Lemma 3.4 should be thought of as
instead of taking the average of the measure µ along the T -direction, we take a greater refinement
of the partition P. Thus, the atoms in Pk become smaller and we would expect them to have small
µ measure, which would provide a lower bound on the entropy since
Hµ
(Pk) = − ∑
P∈Pk
µ (P ) ln (µ (P )) ≥ −
∑
P∈Pk
µ (P )
[
max
Q∈Pk
ln (µ (Q))
]
= − max
Q∈Pk
ln (µ (Q)) .
The main problem in this argument is that the space X is not compact, hence P has a noncompact
atom, and therefore not all of the atoms in Pk are small. After defining what “small” is in our context,
we salvage this argument in Lemma 3.7 by showing that most of the atoms in Pk are small.
Definition 3.5. For η > 0, N ≥ 0 we set
Vη,N =

d∑
i,j=0
ai,jEi,j ∈Matn (R) | |ai,j | ≤
{
ηe−N i = 1, j ≥ 2
η i ≥ 2 or i = j = 1
 ,
Bη,N = (I + Vη,N ) ∩ SLn (R) .
When N = 0 we write Vη = Vη,0 and Bη = Bη,0.
Definition 3.6. Recall that for a lattice L ⊆ Rn we write ht (L) = ht∞ (L) = max
{
‖v‖−1∞ | 0 6= v ∈ L
}
and set X≥M = {x ∈ X | ht(x) > M}. A (finite measurable) partition P of X is called an (M,η)
partition if P = {P0, P1, ..., Pn} where P0 = X≥M and Pi ⊆ xiBη , xi ∈ Γ\G for 1 ≤ i ≤ n.
The next lemma originally appeared as Lemma 4.5 in [4] for dimension 2, where a slight inaccuracy
was corrected in [1]. The generalization to high dimension is straight forward, and for the reader’s
convenience we add its proof in Appendix A.
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Lemma 3.7 (see [4]). For any M > 1 there exists some 0 < η0 = η0 (M,n) which satisfies the
following. For any 0 < η ≤ η0, an
(
M, 14η
)
partition P of X and κ ∈ (0, 1), N > 0, there exists some
X ′ ⊆ X≤M such that
(1) X ′ is a union of S1, ..., Sl ∈ PN , each of which is contained in a union of at most CκN many
balls of the form gBη,N with g ∈ Sj for some absolute constant C.
(2) µ (X ′) ≥ 1− µ (X>M)− µN (X>M)κ−1 for every probability measure µ on X.
Recall that we want to give a lower bound on the entropy where the idea is to show that most of
the atoms in PN have small measure. By Lemma 3.7, most of these atoms are contained in a union
of small balls zBη,N , hence it is important to show that these balls have small measure.
Given Λ ⊆ Λq and (w¯, r) ∈ ∆, the measures δ[w¯,r,q]Λ are averages in the direction of the flow T and
in the “horospherical” direction represented by Λ. While the T -average allows us to talk about T -
invariant measure, the upper bound on the measure δ[w¯,r,q]Λ (zBη,N ) will arise from the horospherical
direction.
Lemma 3.8. There exists a constant C (n) ≥ 1 such that the following is true. Given x ∈ X,
0 < η < min
{
1
4n ,
1
ht(x)
}
and q ∈ N, for any t¯ ∈ ∆ and 0 ≤ N ≤ ln (q)
(
1 + t0 −
(
max
i≥1
ti
))
we have
that |Λqaq (t¯) ∩ xBη,N | ≤ C (n)
(
q
eN
)n−1.
Proof. Writing x = Γg where g ∈ SLn (R), an upper bound for |Λqaq (t¯) ∩ xBη,N | is given by the
number of pairs (γ, p¯) ∈ SLn (Z)× Λq such that
u−p¯/qγg ∈ aq (t¯)B−1η,N ⊆ aq (t¯)B2η,N ,
where B−1η,N ⊆ B2η,N by Lemma A.1.
Letting γi be the rows of γ, considering the i’th row of the inclusion above we obtain that
γ0z −
d∑
1
pi
q
γig ∈ qt0
(
e0 + 2η (−1, 1)× 2η
(−e−N , e−N)n−1)(3.1)
γig = q
ti (ei + vi) , vi ∈ 2η (−1, 1)n , i = 2, ..., n.(3.2)
Suppose that γ′0 ∈ Zn such that γ′1, γ2, ..., γn form a matrix in SLn (Z). Writing γ′0 =
∑n
1 kiγi, ki ∈ Z,
we get that 1 = det (γ′1 | γ2 | · · · | γn) = det (k1γ1 | γ2 | · · · | γn) = k1. Hence, once the γi, i = 2, ..., n
are chosen, any additional solution for equation (3.1) has the form γ1g +
∑n
2
(
ki − piq
)
γig where γ1
is also fixed. Denoting by pi : Rn → Rn−1 the projection on the hyperplane corresponding to the last
n− 1 coordinate and applying it to equation (3.1) we obtain
(3.3)
d∑
1
miq
ti (ei + pi (vi)) ∈ −qpi (γ0g) + 2ηqt0q
(−e−N , e−N)n−1 , mi = kiq − pi.
To summarize, we wish to bound from above the number of γi ∈ Zn, mi ∈ Z for i = 2, ..., n
which satisfy equation (3.2) and equation (3.3). Equation (3.2) merely asks how many lattice points
Zng has in qti (ei + 2η (−1, 1)n). Letting h = ht∞
(
Zd+1g
)
, we obtain that any set u +
[
0, 13h
]d+1
contains at most one point from Zng, hence qti (ei + 2η (−1, 1)n) contains at most d12hηqtien ≤
d12qtien ≤ (24qti)n such points. For equation (3.3), we first multiply by the diagonal matrix a =
diag (q−t2 , ..., q−tn) to reduce to the problem of counting the lattice points of L = spanZ {ei + pi (vi) qtia}
in−qpi (γ0z) a+2ηqt1 qeN
∏n
2 (−q−ti , q−ti). The lattice L is Zd
(
I + a−1gηa
)
where , gη ∈Matn (R) , ‖gη‖∞ ≤
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2η < 12n . We shall see in Lemma 3.9 that it implies that h
′ = ht∞ (L) ≤ 2. It follows that equa-
tion (3.3) has at most
∏n
2
⌈
12h′ηqt1−ti q
eN
⌉ ≤∏n2 (26qt1−ti qeN ) solutions, where we used the fact that
qt1−ti q
eN
≥ 1. Thus, the total number of solutions is bounded by
n∏
2
(
24qti
)n (
26qt1−ti
q
eN
)
= C (n)
( q
eN
)n−1
.

Lemma 3.9. Let g ∈Matd (R) with ‖g‖∞ < 12d and t1, ..., td ∈ R. Then ht∞
(
Zd · (I + a (t¯) ga (−t¯))) ≤
2.
Proof. We note first that ‖gm‖∞ ≤ dm−1 ‖g‖m∞ ≤ 1d
(
d
2d
)m
, so that (I + g)−1 =
∑∞
0 (−g)m is well
defined. It follows that a (t¯) (I + g) a (−t¯) is invertible, hence Zd ·(I + a (t¯) ga (−t¯)) is indeed a lattice
in Rd.
Let k¯ = (k1, ..., kd) ∈ Zd such that
∥∥k¯ (I + a (t¯) ga (−t¯))∥∥∞ < 12 . Computing the i-th coordinate
produces
1
2
>
∣∣∣∣∣ki +
d∑
1
kje
tj−tigj,i
∣∣∣∣∣ ≥ |ki| − 12d
d∑
1
|kj | etj−ti .
If ki 6= 0, i.e. |ki| ≥ 1, then |ki| ≤ 2
(|ki| − 12) < 1d d∑
j=1
|kj | etj−ti . Thus there must be some
j = j (i) such that |ki| < |kj | etj−ti . Consider the directed graph on {i | |ki| 6= 0}, with an edge
i → j if |ki| < |kj | etj−ti . As we have just seen, each vertex has an outgoing edge, so the graph
must contain a directed cycle. Moreover, the defining condition of the edges imply that the graph is
transitive, and hence it must has a self loop at some vertex i. This is a contradiction since otherwise
|ki| < |ki| eti−ti = |ki|. We conclude that k¯ = 0¯, or equivalently ht∞
(
Zd · (I + a (t¯) ga (−t¯))) ≤ 2. 
3.3. Proof of Theorem 1.4. We now combine all of the results so far to provide a lower bound on the
entropy of partial weak star limits δ[w¯,r,q]Λ (which are aq (
−→v )-invariant where −→v = 1n (1− n, 1, ..., 1)).
Recall that if a probability measure µ is a weak star limit of a sequence of probability measures µi,
then for any ε > 0 there is some M > 0 such that µi
(
X>M
)
< ε for all i big enough. We say that
the sequence µi doesn’t exhibit escape of mass if every partial weak limit is a probability measure.
The next lemma shows that if Λ ⊆ Λq is big, and there is no escape of mass, then we get a good
lower bound on the entropy.
Lemma 3.10. Let P be any (M,η)-partition with η small enough (as a function of M,n). Let
Λ ⊆ Λq, (w¯, r) ∈ E (∆) such that q(n−1)(1−r) ≤ |Λ| and r ln (q) > 1. Then
1
m
H
δ
[w¯,r,q]
Λ
(Pm) ≥
[
(n− 1)− 1
r
(
(n− 1)− ln |Λ|
ln (q)
)]
−O
(√
δ
[w¯,r,q]
Λ (X
>M ) + δΛaq(w¯)
(
X>M/e
)
+
m ln |P|
r ln (q)
)
.
Proof. Assume that η is small enough and satisfies the conditions of Lemma 3.7 and Lemma 3.8 for
all z ∈ X≤M .
First we move from the continuous measure δ[w¯,r,q]Λ to its discrete version defined by δ
{v¯,r,q}
Λ :=
1
br ln(q)c
∑br ln(q)c−1
k=0 δΛaq(v¯)a(k−→v ) . We have
δ
[w¯,r,q]
Λ =
bln (q) rc
ln (q) r
·
[∫ 1
0
δ
{w¯,r,q}
Λa(x−→v )dx
]
+
ln (q) r − bln (q) rc
ln (q) r
·
[
1
ln (q) r − bln (q) rc
∫ ln(q)r
bln(q)rc
δΛaq(w¯)a(x−→v )dx
]
.
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Applying Lemma 3.4 we get that
1
m
H
δ
[w¯,r,q]
Λ
(Pm) ≥ 1
m
(
1− 1
ln (q) r
)∫ 1
0
H
δ
{w¯,r,q}
Λa(x−→v )
(Pm) dx(3.4)
≥
(
1− 1
ln (q) r
)[
1
br ln (q)c
∫ 1
0
HδΛaq(w¯)a(x−→v )
(
Pbr ln(q)c
)
dx− m ln |P|br ln (q)c
]
.
Let X ′ = X ′N,κ,M be the set defined in Lemma 3.7 where N = br ln (q)c. If P ∈ PN and
P ⊆ X ′, then P ⊆ ⋃CκN11 giBη,N with gi ∈ X ′ ⊆ X≤M , and hence by Lemma 3.8 we have that
|Λqa (t¯) ∩ ΓgiBη,N | ≤ C2e(n−1)(ln(q)−br ln(q)c) for any t¯ ∈ ln (q) ∆ , where C1, C2 depend only on the
dimension n. Set C = max
{
1, C1, C2e
n−1}, and note that C2e(n−1)(ln(q)−br ln(q)c) ≤ Cq(n−1)(1−r).
We now have that
HδΛa(t¯)
(PN) = − ∑
P∈PN
δΛa(t¯) (P ) ln
(
δΛa(t¯) (P )
) ≥ − ∑
P∈PN∩X′
δΛa(t¯) (P ) ln
(
δΛa(t¯) (P )
)
≥ −
∑
P∈PN∩X′
δΛa(t¯) (P ) ln
(
CκN+1
q(n−1)(1−r)
|Λ|
)
= −δΛa(t¯) (X ′) ln
(
CκN+1
q(n−1)(1−r)
|Λ|
)
≥ − (κN + 1) ln (C) + δΛa(t¯) (X ′) ln
( |Λ|
q(n−1)(1−r)
)
,
and dividing by N ≤ r ln (q) we obtain
(3.5)
1
N
HδΛa(t¯)
(PN) ≥ δΛa(t¯) (X ′) [(n− 1)− 1r
(
(n− 1)− ln |Λ|
ln (q)
)]
−
(
κ+
1
N
)
ln (C) .
Note that (n− 1) (1− r) ≤ ln|Λ|ln(q) ≤ n− 1 implies that 0 ≤
[
(n− 1)− 1r
(
(n− 1)− ln|Λ|ln(q)
)]
≤ n− 1.
Recall from Lemma 3.7 that δΛa(t¯) (X ′) ≥ 1 − δΛa(t¯)
(
X>M
) − δNΛa(t¯) (X>M)κ−1. Applying this
inequality with a (t¯) = aq (w¯) a (x−→v ) , 0 ≤ x ≤ 1 and integrating over x we obtain that∫ 1
0
δN
Λaq(w¯)a(x−→v )
(
X>M
)
dx =
1
br ln (q)c
∫ br ln(q)c
0
δΛaq(w¯)a(x−→v )
(
X>M
)
dx ≤ δ[w¯,r,q]Λ
(
X>M
)
+
2
r ln (q)
,
and additionally we have that δΛaq(w¯)a(x−→v )
(
X>M
)
< δΛaq(w¯)
(
X>M/e
)
, so
(3.6)
∫ 1
0
δΛaq(w¯)a(x−→v ) (X
′) dx ≥ 1− δΛaq(w¯)
(
X>M/e
)
− δ[w¯,r,q]Λ
(
X>M
)
κ−1 − 2
r ln (q)
.
Combining equation (3.4) equation (3.5) and equation (3.6) we obtain that
1
m
H
δ
[w¯,r,q]
Λ
(Pm) ≥
[
(n− 1)− 1
r
(
(n− 1)− ln |Λ|
ln (q)
)]
−O
(
δ
[w¯,r,q]
Λ
(
X>M
)
κ−1 + δΛaq(w¯)
(
X>eM
)
+
m ln |P|
r ln (q)
+ κ
)
.
Setting κ =
√
δ
[w¯,r,q]
Λ (X
>M ) if it is nonzero and otherwise κ = 1r ln(q) proves the lemma. 
Next we generalize the lemma above to averages over larger sets than just for interval in ∆q defined
by (w¯, r).
Definition 3.11. For s > 0 we set ∆s = {t¯ ∈ ∆ | |ti − tj | ≤ s ∀i, j ≥ 2}.
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The set ∆s should be thought of as a tube neighborhood of the line corresponding to (0¯, 1) ∈ E (∆)
(in figure 2.1 it is the line from the top vertex to the middle of the triangle). Moreover, thinking
of ∆s as a union of lines (w¯, r) ∈ E (∆), we can present µln(q)∆s as an integral over µ[w¯,r,q] for any
probability measure µ on X. To give a lower bound on these intervals lengths note that for t¯ ∈ ∆s
we have that t¯ + r−→v ∈ ∆s if and only if t¯ + r−→v ∈ ∆. Thus the conditions on r are that for every
i ≥ 2 we have
ti +
r
n
≥ 0 ≥ −
n∑
2
(
tj +
r
n
)
= t1 + r
(1− n)
n
≥
(
ti +
r
n
)
− 1.
Equivalently, r is in the interval
[
−min
i≥2
nti, 1 + t1 −max
i≥2
ti
]
. Shifting t¯ to t¯−
(
min
i≥2
nti
)
−→v , we may
assume that min
i≥2
ti = 0 and that the interval length is 1 + t1 −max
i≥2
ti. Since t¯ ∈ ∆s, we further get
that ti ≤ s for all i ≥ 2 and t1 = −
∑n
2 ti ≥ (2− n) s, so the interval’s length is at least 1 + (1− n) s.
This leads to the following definition.
Definition 3.12. Recall that λ is a fixed Haar measure on A ∼= Rn0 . For s > 0 define νs to be a
probability measure on E (∆) such that
1
λ (∆s)
· λ |∆s=
∫ [
1
r
∫ r
0
δw¯+t−→v dt
]
dνs (w¯, r) .
More over we can choose such νs which satisfies r (νs) := inf {r | (w¯, r) ∈ supp (νs)} = max {0, 1 + (1− n) s}.
We can now generalize Lemma 3.10.
Theorem 3.13. Fix some s > 0. For any choice of Λ′q ⊆ Λq, any weak star limit µ of δln(q)∆sΛ′q is
A-invariant. Suppose in addition that
(1) The sequences δln(q)∆sΛ′q =
∫
δ
[w¯,r,q]
Λ′q
dνs and
∫
δΛ′qaq(w¯)dνs do not exhibit escape of mass, and
(2) we have ` = lim inf
q→∞
ln|Λ′q|
ln(q) > 0.
If ` = n−1, then hµ (T ) = n−1. If ` < n−1, but 1 > (n− 1) s then hµ (T ) ≥ (n− 1)
(
1− 1−`/(n−1)1−(n−1)s
)
.
Proof. By the assumption on the lack of escape of mass, any weak star partial limit of δln(q)∆sΛ′q is a
probability measure, and by the structure of ∆s, it is easily seen to be A-invariant.
In order to apply Lemma 3.10, we need to show that most of δ[w¯,r,q]Λ , δΛaq(w¯) for (w¯, r) ∈ supp (νs)
do not exhibit escape of mass, and have that r (νs) > 0. As this is not true in general, we restrict to
a submeasure.
By condition (1) we can choose M big enough so that δln(q)∆
′
s
Λ′q
(
X>M
)
,
∫
δΛ′qaq(w¯)
(
X>M/e
)
< ε
for all q large enough. Moreover, we can choose rε ≥ r (νs) with rε > 0 so that
Ω = Ω (q, ε) =
{
(w¯, r) | δ[w¯,r,q]Λ′q
(
X>M
) ≤ √ε, δΛ′qaq(w¯) (X>M/e) ≤ √ε, r ≥ rε}
satisfies νs (Ω) ≥ 1− 3
√
ε. We set νs,ε = 1ν(Ω)νs |Ω and ν′s,ε = 1ν(Ωc)νs |Ωc so that νs = νs (Ω) · νs,ε +
(1− νs (Ω)) ν′s,ε.
Choose an (M,η) partition P where µ (∂P ) = 0 for all P ∈ P (there are such partitions for
arbitrarily large M and any small enough η > 0). For such a partition we have that 1mHµ (Pm) ≥
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1
m lim supHδln(q)∆s
Λ′q
(Pm) for any m ∈ N. Using Lemma 3.4 twice, once from δln(q)∆sΛ′q =
∫
δ
[w¯,r,q]
Λ′q
dνs
to δνs,εΛ′q :=
∫
δ
[w¯,r,q]
Λ′q
dνs,ε and a second time to δ
[w¯,r,q]
Λ′q
, we get that
H
δ
ln(q)∆s
Λ′q
(Pm) ≥ ν (Ω)Hδνs,ε
Λ′q
(Pm) ≥ (1− 3√ε) ∫ H
δ
(w¯,r,q)
Λ′q
(Pm) dνs,ε (w¯, r) .
Using Lemma 3.10 we conclude that
1
m
Hµ (Pm) ≥
(
1− 3√ε) lim sup
q→∞
[
(n− 1)− 1
rε
(
(n− 1)− ln
∣∣Λ′q∣∣
ln (q)
)
−O
(
2
√
ε+
m ln |P|
rε ln (q)
)]
≥ (1− 3√ε) [(n− 1)− (n− 1)− `
rε
−O (2√ε)] .
Assume first that r (νs) = 1−(n− 1) s > 0. Then 1mHµ (Pm) ≥ (1− 3
√
ε)
[
(n− 1)− (n−1)−`1−ds −O (2
√
ε)
]
→
(n− 1)
(
1− 1−`/(n−1)1−(n−1)s
)
as ε→ 0.
If ` = (n− 1), then regardless of whether r (νs) > 0, we have that 1mHµ (Pm) ≥ (1− 3
√
ε) [(n− 1)−O (2√ε)]→
(n− 1) as ε→ 0, thus completing the proof. 
There are two natural settings in which we can apply Theorem 3.13. The first one is when Λ′q = Λq
and then lim inf
q→∞
ln|Λ′q|
ln(q) = n−1 so we only need to worry about the escape of mass condition. We shall
deal with this setting in the next section.
The second setting is when the δln(q)∆sΛ′q ,
∫
δΛ′qaq(w¯)dνs are supported in some fixed compact set K,
hence condition 1 is automatically satisfied, and any partial weak limit µ is also compactly supported
probability measure. Thus, if Λ′q is big enough, then µ has positive entropy. The classification of
such measures for n ≥ 3 was done in [2] by Einsiedler, Katok and Lindenstrauss.
Theorem 3.14. (see [2]) Let µ be an A-invariant and ergodic probability measure on X with positive
entropy with respect to some nontrivial element in A. Then µ is an algebraic measure and is not
compactly supported.
From this we can prove Theorem 1.4.
Proof of Theorem 1.4. Fix a compact setK ⊆ Xn. For s > 0 we have that Λq,K = {x ∈ Λq | x · (ln (q) ∆) ⊆ K} ⊆
Λq,K,s := {x ∈ Λq | x · (ln (q) ∆s) ⊆ K}. By Theorem 3.13 we get that if lim
i→∞
ln|Λqi,K,s|
ln(qi)
= ` > 0 for
any subsequence, then any partial limit µ of δln(qi)∆sΛ′qi
is an A-invariant probability measure with
hµ (T ) ≥ (n− 1)
(
1− 1−`/(n−1)1−(n−1)s
)
. In particular, choosing s small enough we get a positive entropy,
hence µ is not bounded in contradiction to Theorem 3.14. We conclude that lim
q→∞
ln|Λqi,K,s|
ln(q) = 0,
hence |Λq,K | = O (qε) for any ε > 0. 
3.4. No escape of mass and ergodicity. In this section we show that for any (w¯, r) ∈ ∆, the
measures δ[w¯,r,q]Λq , δΛqaq(w¯) do not exhibit escape of mass (i.e. when averaging over all the elements
in Λq). Hence condition (1) in Theorem 3.13 is satisfied. Since
ln|Λq|
ln(q) = (n− 1) ln(ϕ(q))ln(q) → (n− 1),
we obtain that any partial weak limit of δ∆sΛq has maximal entropy and therefore must be the Haar
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measure. As we shall see, the argument for the lack of escape of mass boils down to equidistribution
of (Z/qZ)× in Z/qZ, and we begin with this result. The results in this section were proved in [1] for
n = 2, and the proofs here are straight forward generalizations to higher dimension.
Definition 3.15. For N ∈ N we set ω (N) to be the number of distinct prime factors of N .
Lemma 3.16. Let N ∈ N and 0 ≤ α ≤ 1. Then ||{1 ≤ m ≤ αN : (m,N) = 1}| − αϕ (N)| ≤ 2ω(N).
Proof. For P ∈ N set UP = PZ∩ [1, ..., αN ], so that |Up| =
⌊
αN
P
⌋
. We want to find U1\
⋃
p Up where
p runs over the prime divisors of N . Letting µ (P ) be the Möbius function we obtain that∣∣∣∣∣U1\⋃
p
Up
∣∣∣∣∣ = ∑
P |N
µ (P ) |UP | = αN
∑
P |N
µ (P )
P
+
∑
P |N
µ (P )
[
|UP | − αN
P
]
.
The lemma is proved by noting that N
∑
P |N
µ(P )
P = ϕ (N) and that∣∣∣∣∣∣
∑
P |N
µ (P )
[
|UP | − αN
P
]∣∣∣∣∣∣ ≤
∑
P |N
|µ (P )| ≤ 2ω(N).

The next lemma shows that sequence of the form δΛqa(t¯) do not exhibit escape of mass under
suitable conditions on t¯.
Lemma 3.17 (No escape of mass). Fix some q ∈ N, M > 1 and t¯ ∈ ln (q) ∆ where ln (q) ≥
2ω (q) + max
i≥2
ti − t1. Then
∣∣{p¯ ∈ Λq | Γup¯/qa (t¯) ∈ X≥M}∣∣ ≤ (4ϕ (q))n−1
Mn
=
4n−1
Mn
|Λq| ,
or equivalently
(
δΛqa(t¯)
) (
X≥M
) ≤ 4n−1Mn .
Proof. We say that p¯ ∈ Λq is bad if Γup¯/qa (t¯) ∈ X≥M , i.e. there exists 0¯ 6=
(
m, k¯
) ∈ Zn such
that
∥∥(m, k¯)up¯/qa (t¯)∥∥∞ ≤ 1M or equivalently |m| ≤ 1Met1 and |mpi + qki| ≤ qMeti for i = 2, ..., n.
Clearly, we may assume that m ≥ 0 and actually even m ≥ 1, since otherwise for each i ≥ 2 we
have 1 > 1M ≥
∣∣∣(mpiq + ki) eti∣∣∣ = |ki| eti ≥ |ki| and therefore ki = 0 (because ti ≥ 0 for i ≥ 2) -
contradiction.
We say that p¯ is m-bad if there exist some n¯ such that |mpi + qki| ≤ qMeti for i = 2, ..., n.
Fixing 1 ≤ m ≤ 1Met1 , we count the number of m-bad p¯ for each such m. Letting dm = gcd (q,m)
and writing q = q˜dm, m = m˜dm, we get that
(3.7) |q˜ki + m˜pi| ≤ q˜
etiM
.
We consider equation (3.7) as a counting problem over Z/q˜Z. Note first that t¯ ∈ ln (q) ∆ implies
that t1 ≥ − ln (q) n−1n , so that dm ≤ m < q
n−1
n and therefore q˜ > q
1
n > 1. Since (q, p) = 1 we
also have that (q˜, p) = 1 and hence (q˜, m˜p) = 1. Consider the map pi : (Z/qZ)× → (Z/q˜Z)× and let
Ai =
{
[a] ∈ (Z/q˜Z)× | |a| ≤ q˜
etiM
}
. For this fixed m, the m-bad p¯’s are exactly
∏k
1 pi
−1 (m˜−1Ai),
hence there are at most
∏n
2 (|Ai| · |ker (pi)|) such p¯. Since pi is surjective we obtain that |ker (pi)| = ϕ(q)ϕ(q˜)
and by the previous lemma we get that |Ai| ≤ 2
(
1
etiM
ϕ (q˜) + 2ω(q˜)
)
.
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We claim that 2ω(q˜) ≤ 1
etiM
ϕ (q˜). Assuming this claim, the total number of m-bad p’s is at most∏n
2 |Ai| · |ker (pi)| ≤
∏n
2
(
4
etiM
ϕ (q)
)
= et1
(
4ϕ(q)
M
)n−1
. Since there are
⌊
1
Met1
⌋
such m, a union bound
shows that the number of bad p is at most (4ϕ(q))
n−1
Mn . Thus, to complete the proof we need only to
show that 2ω(q˜) ≤ 1
etiM
ϕ (q˜) for i ≥ 2 and t¯ ∈ ln (q) ∆ such that ln (q) ≥ 2ω (q) + max
i≥2
ti − t1.
For any integer with prime decomposition N =
∏
reii we have that
ϕ (N) =
∏
reii
(
1− 1
ri
)
≥ 1
eω(N)
∏
reii =
N
eω(N)
.
The claim now follows from
2ω(q˜)
ϕ (q˜)
≤ e
ω(q˜)
e−ω(q˜) qdm
= dme
2ω(q˜)−ln(q) ≤ 1
Met1
· e2ω(q)−ln(q) ≤ 1
Meti
.

The condition ln (q) ≥ 2ω (q) + max
i≥2
ti − t1 in the lemma means that t¯ is a bit far from the faces
of ∆ which do not contain 0¯ (these are the dashed lines in figure 2.1). Since ω (q) = o (ln (q)), this is
a very weak condition which we use in the next lemma.
Lemma 3.18. For any (w¯, r) ∈ E (∆) and q ∈ N large enough so that 1r 2ω(q)ln(q) ≤ min
{
1, 4
n−1
Mn
}
we
have that δ[w¯,r,q]Λq
(
X≥M
)
, δΛqaq(w¯)
(
X≥M
) ≤ ( 4M )n.
Proof. For s ∈ R we denote w¯(s) = w¯ + s−→v and note that for r, s ∈ R we have that
max
i≥2
w
(s)
i − w(s)1 = (s− r) + max
i≥2
w
(r)
i − w(r)1 .
The assumption that w¯(r) ∈ ∆ implies that max
i≥2
w
(r)
i − w(r)1 ≤ 1. Applying Lemma 3.17 we conclude
that if r − s ≥ 2ω(q)ln(q) , then δΛqaq(w¯(s))
(
X≥M
) ≤ 4n−1Mn . By assumption, this is true for s = 0 and
therefore δΛqaq(w¯)
(
X≥M
) ≤ 4n−1Mn . The proof is completed by noting that
δ
[w¯,r,q]
Λq
(
X≥M
)
=
1
r
∫ r
0
δΛqaq(w¯(s))
(
X≥M
)
ds ≤ 1
r
(
r
4n−1
Mn
+
2ω (q)
ln (q)
)
≤
(
4
M
)n
.

We can now use this lack of escape of mass and Theorem 3.13 in order to prove Theorem 1.2.
Proof of Theorem 1.2. We first prove (3).
By Lemma 3.18 and Theorem 3.13 we get that δln(q)∆Λq
w∗−→ µHaar, hence part (3) follows by
applying Corollary 2.6.
(3)⇒ (2): Suppose that ∣∣Λ′q∣∣ ≥ α |Λq| for some α > 0 and write
δ
ln(q)∆full
Λq
=
∣∣Λ′q∣∣
|Λq| δ
ln(q)∆full
Λ′q
+
∣∣Λq\Λ′q∣∣
|Λq| δ
ln(q)∆full
Λq\Λ′q .
Suppose that µ1 is a partial weak limit of δ
ln(q)∆full
Λ′q
, and note in particular that it is T -invariant.
By restricting to a subsequence we may assume that all the terms above converge and by taking
the limit and applying part (3) we obtain that µHaar = α′µ1 + (1− α′)µ2 where α′ ≥ α > 0. If
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α′ = 1, then we are done. Otherwise we must have that µ2 is also T -invariant and both µ1, µ2
are probability measures. Since µHaar is T -ergodic, it is an extreme point in the set of T -invariant
probability measures, implying that µ1 = µ2 = µHaar. It follows that δ
ln(q)∆full
Λ′q
converges to the
Haar measure as well.
(2)⇒ (1): Let {fi}∞1 be a dense sequence of compactly supported continuous function in Cc (X).
For each m, q ∈ N define
Λq,m =
{
x ∈ Λq | max
1≤i≤m
∣∣∣(δln(q)∆fullx − µHaar) (fi)∣∣∣ < 1
m
}
.
We claim that lim
q→∞
|Λq,m|
|Λq| = 1 for any fixed n. Otherwise, find some 1 ≤ i ≤ m,  ∈ {±1} and α > 0
such that
Vq :=
{
x ∈ Λq | 
(
δ
ln(q)∆full
x − µHaar
)
(fi) ≥ 1
m
}
satisfy |Vqj ||Λq| ≥ α for some subsequence qj . By part (2) we get that δ
ln(q)∆full
Vq
→ µHaar while
δ
ln(q)∆full
Vq
(fi) 6→ µHaar (fi) - contradiction. Define m (q) = max
{
m | |Λq,m||Λq| ≥ 1− 1m
}
and set
Λ′q = Λq,m(q). By the claim that we just proved we get that m (q)
q→∞−→ ∞, and therefore |Λ
′
q|
|Λq| ≥
1− 1m(q) → 1. Furthermore, for each i ≤ m we have that
∣∣∣(δln(q)∆fullx − µHaar) (fi)∣∣∣ < 1m whenever
x ∈ Λ′q and m (q) ≥ m. We conclude that δln(q)∆fullx(q) (fi) → µHaar (fi) for any choice of x(q) ∈ Λ′q,
and since {fi}∞1 is dense we have that δln(q)∆fullx(q)
w∗−→ µHaar and we are done. 
Appendix A. Proof of Lemma 3.7
Before proving Lemma 3.7, we give a few result about small balls in Xn which we need in the
proof. Recall (from Definition 3.5) that for η > 0, N ≥ 0 we set
Vη,N =

n∑
i,j=1
ai,jEi,j | |ai,j | ≤
{
ηe−N i = 1, j ≥ 2
η i ≥ 2 or i = j = 1
 ,
Bη,N = (I + Vη,N ) ∩ SLn (R) ,
and denote Vη = Vη,0 and Bη = Bη,0.
It is easy to check that Vη,N · Vη′,N ⊆ Vηη′n,N and Vη,N + Vη′,N ⊆ Vη+η′,N . In particular we get
the following two simple results.
Lemma A.1. Let I+W ∈ Bη,N where η < 12n . Then (I +W )−1 ∈ I−W +Vη2n,N and in particular
(Bη,N )
−1 ⊆ B 3
2η,N
.
Proof. Given anyW ∈ Vη,N we have thatW k ∈ Vη(ηn)k,N and hence
∑∞
2 (−W )k ∈
∑∞
1 Vη(ηn) 1
2k
,N =
Vη(ηn),N is well defined. It then follows that (I +W )
−1
= I−W+∑∞2 (−W )k ∈ I−W+Vη(ηn),N . 
Lemma A.2. Let g, h ∈ Γ\G such that h ∈ gBη,N for η < 12n . Then gBη,N ⊆ hB4η,N .
Proof. Write h = gh˜ for some h˜ ∈ Bη,N . Then gBη,N = hh˜−1Bη,N ⊆ hB−1η,NBη,N ⊆ yB 32η,NBη,N .
The claim now follows from the fact that V 3
2η,N
+ Vη,N + V 3
2η,N
Vη,N ⊆ V4η,N . 
EQUIDISTRIBUTION OF DIVERGENT ORBITS OF THE DIAGONAL GROUP IN THE SPACE OF LATTICES 17
The following lemma shows that we can cover an (η,N) ball by
(
η
R , N
)
balls where the number
of small balls needed is bounded as a function of R.
Lemma A.3. Let R ∈ R>1 and 0 < η < 16nR . There exists less than (8R)n
2
elements γi ∈ Bη,N such
that Bη,N ⊆
⋃
γiB η
R ,N
. If S ⊆ Bη,N is given, then we can choose γi ∈ S such that S ⊆
⋃
γiB η
R ,N
.
Proof. The cover argument is obvious if we work in the additive world, i.e. in Vr¯ instead, so we
start there and write Vη,N =
⋃K
1
(
vi + V η
4R ,N
)
where K = (4 dRe)n2 ≤ (8R)n2 . Suppose that
W1,W2 ∈ vi + V η
4R ,N
, and we wish to show that (I +W1)
−1
(I +W2) are in a small ball B η
R ,N
.
If W1,W2 ∈ vi +V η
4R ,N
, then setting W ′1 =
∑∞
2 (−W )k, which is in Vη2n,N by Lemma A.1, we get
that
(I +W1)
−1
(I +W2) = (I −W1 +W ′1) (I +W2) = I + (W2 −W1)−W1W2 +W ′1 +W ′1W2
∈ I + V η
2R ,N
+ Vη2n,N + Vη2n,N + Vη3n2,N ⊆ I + V η
2R ,N
+ V3η2n,N ⊆ I + V η
R ,N
.
For each 1 ≤ i ≤ K choose γi ∈ SLn (R) ∩
(
I + vi + V η
4R ,N
)
if this set is not empty, so by the
argument above, any I+W ∈ SLn (R)∩
(
I + V η
R ,N
)
satisfies γ−1i (I +W ) ∈ B ηR ,N , and we conclude
that Bη,R ⊆
⋃K
1 γiB ηR ,N .
If S ⊆ Bη,N is given, then choosing γi ∈ S ∩
(
I + vi + V η
4r ,N
)
will satisfy the requirements of the
lemma. 
We now use these lemmas in order to prove Lemma 3.7.
Proof of Lemma 3.7. Choose 0 < η0 (M,n) < 16n to be small enough so that the map g 7→ xg from
Bη0e → Γ\G is injective for all x ∈ X≤M and let P = {P0, ..., P`} be an (M,η) partition, η < η0 (M).
Consider the function f (x) = 1N
∑N−1
0 1X>M
(
T ix
)
and note that this function is constant on
each P ∈ PN .
Setting X ′ = X≤M ∩ {x : f (x) ≤ κ}, we obtain that
1 ≤ µ (X>M)+ µ ({f (x) > κ}) + µ (X ′) ≤ µ (X>M)+ κ−1 ∫ f (x) dµ+ µ (X ′)
= µ
(
X>M
)
+ µN
(
X>M
)
κ−1 + µ (X ′)
thus proving part (3) in the theorem.
Suppose that S ∈ PN , S ⊆ X ′ and let Vm =
∣∣{0 ≤ i ≤ m | T i (S) ⊆ X>M}∣∣. Let C be the
constant from Lemma A.3 For R = e. We claim that S ⊆ ⋃C|Vm|1 hi,mBη,m where hi,m ∈ S for any
0 ≤ m ≤ N , and the lemma will follow by taking m = N − 1. For m = 0, let h ∈ S ⊆ Pi ⊆ giB η
4
for
some i ≥ 1, so by Lemma A.2 we obtain that S ⊆ hBη, thus proving the case for m = 0.
Assume that S ⊆ ⋃C|Vm|i=1 hi,mBη,m, hi,m ∈ S for m < N − 1 and we prove for m + 1. We set
a = a
(
1
n (1− n, 1, ..., 1)
) ∈ A.
• Suppose first that Tm+1S ⊆ X≤M so that Tm+1S ⊆ Pj ⊆ gjB η
4
for some j ≥ 1. This case
will be complete if we can show that S ∩ hi,mBη,m = S ∩ hi,mBη,m+1 for every i. Indeed,
Lemma A.2 implies that Tm+1S ⊆ hi,mam+1Bη, so if hi,mg ∈ S with g ∈ Bη,m, then[
hi,ma
(m+1)
]
a−(m+1)ga(m+1) = hi,mga(m+1) ∈ Tm+1S ⊆ yia(m+1)Bη.
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By the assumption on the injectivity radius and since a−(m+1)ga(m+1) ∈ Bηe , we conclude
that g ∈ Bη,m ∩ a(m+1)Bηa−(m+1) = Bη,m+1 which is what we wanted to show.
• Suppose now that Tn+1S ⊆ X>M . By Lemma A.3, for each i we have that S ∩ hi,mBη,m ⊆⋃C
j=1 h˜
(j)
i,mB η4e ,m. Choose h
(j)
i,m ∈ S ∩ h˜(j)i,mB η4e ,m if this set is not empty and otherwise choose
h
(j)
i,m ∈ S arbitrarily. By Lemma A.2 it follows that
⋃C
j=1 h˜
(j)
i,mB η4e ,m ⊆
⋃C
j=1 h
(j)
i,mB ηe ,m ⊆⋃C
j=1 h
(j)
i,mBη,m+1, which completes the proof.

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