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a b s t r a c t
The operational Tau method, a well-known method for solving functional equations, is
employed to solve a system of nonlinear Volterra integro-differential equations with
nonlinear differential part. In addition, an error estimation of the method is presented.
Some cases of the mentioned equations are solved as examples to illustrate the ability
and reliability of the method. The results reveal that the method is very effective and
convenient.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In 1981, Ortiz and Samara [1] proposed an operational technique for the numerical solution of nonlinear ordinary
differential equationswith some supplementary conditions based on the Taumethod [2]. Liu and Pan presented an extension
of the operational approach to the Taumethod for the numerical solution of a linear ODE systemwith polynomial or rational
polynomial coefficients, together with initial or boundary conditions [3]. Ortiz et al. have solved nonlinear ODEs and PDEs
using an operational approach to the Tau method, through an iteration process defined by a sequence of linear problems
with variable coefficients [4,5]. During recent years the Tau method has been described in a series of papers [6–13], for
numerical solution of ODEs, PDEs and linear integro-differential equations.
Since many physical problems are modelled by integro-differential equations, the numerical solutions of such integro-
differential equations have been highly studied bymany authors. Recently, Ebadi et al. have used the operational approach to
the Taumethod for the numerical solution of the system of nonlinear Fredholm integro-differential equations and nonlinear
ODEs with initial or boundary conditions without linearizing [14].
Most previous works are focused on solving nonlinear Volterra integro-differential equation with ‘‘linear differential
part’’, and our motivation is to apply the operational Tau method to solve nonlinear Volterra integro-differential equations
with nonlinear differential part. In ‘‘linear differential part’’, we obtain matrix representation only for the nonlinear terms
of integral part, but for nonlinear differential part, we should obtain matrix representation for differential part, also. Hence,
the obtained matrix equations are more complicated.
In this paper, Ortiz and Samara’s operational approach to the Tau method is developed for the numerical solution of
the system of nonlinear Volterra integro-differential equations with nonlinear differential part with some supplementery
conditions without linearizing.
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This paper is organized as follows: some preliminaries in Section 2 and in Section 3, we give some theorems and lemmas
and convert system of nonlinear VIDEs with nonlinear differential part to a system of nonlinear algebraic equations. In
Section 4, an efficient Tau error estimator function is introduced. In Section 5, some numerical results are given to clarify
the method and finally contains conclusions.
2. Preliminaries
Consider the following system of nonlinear Volterra integro-differential equations (N-VIDEs) with nonlinear differential
part
m∑
j=1
Dij(x, yj, y
(1)
j , . . . , y
(ndij )
j )− λi
∫ x
a
ki(x, t)ϕi
(
y1(t), . . . , ym(t)
)
dt = fi(x), (2.1)
for i = 1, 2, . . . ,m and x ∈ [a, b]. In addition, we consider the supplementary conditions
m∑
j=1
ndj∑
k=1
(
Ajkry
(k−1)
j (x1)+ Bjkry(k−1)j (x2)
)
= dr , (2.2)
for r = 1, 2, . . . , w, where
ndj = max1≤i≤m{ndij}, w =
m∑
j=1
ndj . (2.3)
For i = 1, 2, . . . ,m, the functions ki(x, t) are bivariate analytic on the interval [a, b], fi(x) are analytic function and
ϕi(y1(t), y2(t), . . . , ym(t)) is polynomial in y1(t), . . . , ym(t), otherwise, it can be approximated by polynomial with suitable
methods. In addition for i, j = 1, 2, . . . ,m, we suppose the functions
Dij(x, yj, y
(1)
j , . . . , y
(ndij )
j )
are analytic in terms of yj, y
(1)
j , . . . , y
(ndij )
j , and suppose they can be written as
Dij(x, yj, y
(1)
j , . . . , y
(ndij )
j ) =
l∑
r=0
Pr(x)
ndij∏
k=0
(
y(k)j (x)
)αijkr
,
where l, αijkr ∈ N ∪ {0} and Pr(x) are analytic functions in terms of x.
In addition, we assume that
ϕi(y1(t), y2(t), . . . , ym(t)) =
m∏
j=1
y
βij
j (t), βij ∈ N ∪ {0},
otherwise, it can be written as a sum of this form by a suitable method, for example by the Taylor expansion method.
Remark 2.1. For i = 1, 2, . . . ,m, the following notations have been used throughout this paper:
X = (1, x, x2, . . .)T,
Xx1 = (1, x1, x21, . . .)T,
Xx2 = (1, x2, x22, . . .)T,
f¯i = (fi0, fi1, . . . , finfi , 0, 0, . . .)T,
Yn = (y0, y1, . . . , yn, 0, 0, . . .)T,
Yjn = (yj0, yj1, . . . , yjn, 0, 0, . . .)T.
3. Converting system of N-VIDEs, with nonlinear differential part to a nonlinear system of algebraic equations
The operational approach to the Tau method proposed by Ortiz and Samara [1] is based on two simple matrices
µ =

0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
. . .
. . .
 , η =

0 0 0 0 . . .
1 0 0 0 . . .
0 2 0 0 . . .
0 0 3 0 . . .
...
...
 .
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3.1. Matrix representation of nonlinear integral part
First we introduce the matrix representation of nonlinear integral part of (2.1). First we recall the following lemmas and
theorems.
Lemma 3.1 ([9]). If p(x) = ∑∞i=0 pixi = PTX where P = (p0, p1, . . .)T, then xmp(x) = PTµmX and pm(x) = PT(p(µ))m−1X
for m ∈ N.
Lemma 3.2 ([14]). If for j = 1, 2, . . . ,mwe have yjn(x) =∑ni=0 yjixi = Y TjnX, then
m∏
j=1
y
rj
jn(x) = Y T1nyr1−11n (µ)
m∏
j=2
y
rj
jn(µ)X, rj ∈ N.
Lemma 3.3 ([9]). If k(x, t) =∑ni=0∑nj=0 kijxit j, kij ∈ R and yn(x) = Y Tn X, then∫ x
a
k(x, t)yn(t)dt = Y TnKX,
where K = K1 − K2, and K1 = (νr,q)(n+1) is a matrix with the elements
νr,q =

q−(r+1)∑
j=0
1
j+ r kq−(r+1)−j,j, q ≥ r + 1,
0, q ≤ r,
and K2 = (νr,q)(n+1) also is a matrix with the elements
νr,q =
n∑
j=0
1
j+ r kq−1,ja
j+r .
By Lemma 3.3 and similar proof of Lemma 3.2, we have the following theorem.
Theorem 3.4. If k(x, t) =∑ni=0∑nj=0 kijxit j with kij ∈ R, and for j = p, . . . ,m, yjn(x) = Y TjnX then∫ x
a
k(x, t)
m∏
j=p
y
rj
jn(t)dt = Y TpnLpX,
where Lp = yrp−1pn (µ)∏mj=p+1 yrjjn(µ)K and K is described in Lemma 3.3.
3.2. Matrix representation for nonlinear differential part
First we consider the following lemmas.
Lemma 3.5 ([1]). If we have yn(x) =∑ni=0 yixi = Y Tn X then y(p)n (x) = Y Tn ηpX for p = 0, 1, 2, . . ..
Lemma 3.6. If we have yn(x) = Y Tn X then
q∏
i=p
(
y(i)n (x)
)γi = Y Tn ηp (y(p)n (µ))γp−1 q∏
i=p+1
(
y(i)n (µ)
)γi X .
Proof. Using Lemmas 3.2 and 3.5 we have y(p)n (x) = Y Tn ηpX . Hence
q∏
i=p
(
y(i)n (x)
)γi = Y Tn ηp(y(p)n (µ))γp−1 q∏
i=p+1
(
y(i)n (µ)
)γiX,
which completes the proof. 
S. Abbasbandy, A. Taati / Journal of Computational and Applied Mathematics 231 (2009) 106–113 109
Using Lemma 3.6, the matrix form of differential part of (2.1) is as
Dij(x, yjn, y
(1)
jn , . . . , y
(ndij )
jn ) =
l∑
r=0
Pr(x)
ndij∏
k=h
(y(k)jn (x))
αijkr
= Y TjnΠijX, (3.1)
where
Πij =
l∑
r=0
ηh(y(h)jn (µ))
αijhr−1Pr(µ)
ndij∏
k=h+1
(y(k)jn (µ))
αijkr ,
and h = min{0, 1, . . . , ndij} for which αijhr 6= 0, i.e.
αij0r = · · · = αi,j,h−1,r = 0, αijhr 6= 0. (3.2)
3.3. Matrix representation for supplementary conditions
Applying Lemma 3.5 to supplementary conditions (2.2), we have
m∑
j=1
ndj∑
k=1
(AjkrY Tjnη
k−1Xx1 + BjkrY Tjnηk−1Xx2) =
m∑
j=1
Y Tjn
ndj∑
k=1
(Ajkrηk−1Xx1 + Bjkrηk−1Xx2) = dr .
Suppose
ndj∑
k=1
(Ajkrηk−1Xx1 + Bjkrηk−1Xx2) = Erj ∈ M(n+1)×1,
then for r = 1, 2, . . . , w
m∑
j=1
Y TjnErj = dr ,
and
m∑
j=1
Y TjnEj = dT, (3.3)
where
Ej = (E1j, E2j, . . . , Ewj),
and
dT = (d1, d2, . . . , dw).
Let for j = 1, . . . ,m, yjn(x) = Y TjnX be the Tau approximation, then with using Eq. (3.1) and Theorem 3.4 for i = 1, . . . ,m
we have
m∑
j=1
Dij(x, yjn, y
(1)
jn , . . . , y
(ndij )
jn )− λi
∫ x
a
ki(x, t)
m∏
j=s
y
βij
jn (t)dt =
m∑
j=1
Y TjnΠijX − λiY TsnLsX =
m∑
j=1
Y TjnΠ¯ijX,
where
Π¯ij =
{
Πij, j 6= s,
Πis − λiLs, j = s.
Let fi(x) = f¯ Ti X on the right-hand side of (2.1) and s = min{1, 2, . . . ,m} for which βis 6= 0, i.e.
βi1 = · · · = βi,s−1 = 0, βi,s 6= 0. (3.4)
For determining the Tau approximation yjn(x) = Y TjnX , Eqs. (2.1) and (2.2) are converted to the following nonlinear system
of algebraic equations:
m∑
j=1
Y TjnΠ¯ij = f¯ Ti ,
m∑
j=1
Y TjnEj = dT.
(3.5)
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The system of (3.5) can be written as
Y TMG = gTM , (3.6)
with
G =

E1 Q11 Q21 . . . Qm1
E2 Q12 Q22 . . . Qm2
...
...
... . . .
...
Em Q1m Q2m . . . Qmm
 ∈ Mm(n+1)×m(n+1)
where Qij = (Π¯ij)(n+1)(n−ndi+1) is the restriction or Π¯ij to its first (n+ 1) rows and (n− ndi + 1) columns and
Y TM = (Y T1n, Y T2n, . . . , Y Tmn) ∈ RM , M = m(n+ 1),
and
gM = (dT, f¯ T1nd1 , f¯
T
2nd2
, . . . , f¯ Tmndm ) ∈ RM ,
where f¯ Tindi
is the restriction of f¯ Ti to its first (n− ndi + 1) components.
By solving the nonlinear system of (3.6) one obtains yjn(x) for j = 1, . . . ,m.
4. Estimation of error function
In this section, an error function is obtained for the approximate solution of Eqs. (2.1) and (2.2). Let ejn(x) = yj(x)−yjn(x)
for j = 1, . . . ,m be called the error function of Tau approximation yjn(x) to yj(x) where yj(x) is the exact solution.
Substituting yj(x) = ejn(x) + yjn(x), in Eqs. (2.1) and (2.2), for x ∈ [a, b], i = 1, . . . ,m, h ∈ N, comes from (3.2), and
s ∈ N, comes from (3.4), they can be written as
m∑
j=1
l∑
r=0
Pr(x)
ndij∏
k=h
(
y(k)jn (x)+ e(k)jn (x)
)αijkr − λi ∫ x
a
ki(x, t)
m∏
j=s
(
yjn(t)+ ejn(t)
)βijdt = fi(x), (4.7)
and
m∑
j=1
ndj∑
k=1
(
Ajkr
(
yjn(x1)+ ejn(x1)
)(k−1) + Bjkr(yjn(x2)+ ejn(x2))(k−1)) = dr .
By using(
yjn(t)+ ejn(t)
)p
=
p∑
k=0
(p
k
)
yp−kjn (t)e
k
jn(t),
for r = 1, . . . , w in Eq. (4.7) and because of satisfying yjn(x) in Eq. (2.2), for x ∈ [a, b] and for i = 1, . . . ,m,
m∑
j=1
l∑
r=0
Pr(x)Q (x)− λi
∫ x
a
ki(x, t)ϕi(esn(t), e(s+1)n(t), . . . , emn(t))dt = −Hin(X),
and
m∑
j=1
ndj∑
k=1
(Ajkre
(k−1)
jn (x1)+ Bjkre(k−1)jn (x2)) = 0,
where
Hin(x) =
m∑
j=1
l∑
r=0
Pr(x)
ndij∏
k=h
(y(k)jn (x))
αijkr − λi
∫ x
a
ki(x, t)
m∏
j=s
y
βij
jn (t)dt − fi(x),
and
Q (x) = ϕ′1ijhr
ndij∏
k=h+1
(
(y(k)jn (x))
αijkr + ϕ′1ijkr
)
+
ndij−2∑
m=h
( m∏
k=h
(y(k)jn (x))
αijkr
)
ϕ′1ij(m+1)r
ndij∏
k=m+2
((
y(k)jn (x)
)αijkr + ϕ′1jhkr)
+
ndij−1∏
k=h
(y(k)jn (x))
αijkr
ϕ′1ijndij r ,
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with
ϕ′1ijkr =
αijkr∑
p=1
(
αijkr
p
)
(y(k)jn (x))
αijkr−p(e(k)jn (x))
p.
Here for i = 1, . . . ,m, the functions Hin(x) are the perturbation terms associated with yjn(x) for j = 1, . . . ,m. Hence
ϕi(esn(t), e(s+1)n(t), . . . , emn(t)) = ϕ1is
m∏
j=s+1
(y
βij
jn (t)+ ϕ1ij)+
m−2∑
r=s
((
r∏
j=s
y
βij
jn (t)
)
ϕ1i(r+1)
m∏
j=r+2
(y
βij
jn (t)+ ϕ1ij)
)
+
(
m−1∏
j=s
y
βij
jn (t)
)
ϕ1im,
with
ϕ1ij =
βij∑
p=1
(
βij
p
)
y
βij−p
jn (t)e
p
jn(t),
for j = s, . . . ,m and i = 1, . . . ,m.
We can proceed to find an approximation ejn,N(x) to the error function ejn(x), for j = 1, . . . ,m andN ∈ N in the sameway
as we did before for the solution of problems in Eqs. (2.1) and (2.2). With problems in Eqs. (2.1) and (2.2), the Tau problem:
m∑
j=1
l∑
r=0
Pr(x)Q (x)− λi
∫ x
a
ki(x, t)ϕi(esn(t), e(s+1)n(t), . . . , emn(t))dt = −Hin(x),
was associated for i = 1, . . . ,m, a ≤ x ≤ b, with the supplementary conditions
m∑
j=1
ndj∑
k=1
(Ajkre
(k−1)
jn (x1)+ Bjkre(k−1)jn (x2)) = 0,
for r = 1, . . . , w, which defines ejn,N(x) for j = 1, . . . ,m, where N is the degree of error polynomial ejn,N(x).
5. Numerical examples
In this section, we consider some examples that demonstrate the accuracy of the Tau method described in this paper.
Example 5.1 ([15]). Consider the following systemof twononlinear integro-differential equationswith boundary conditions
y1(0) = 1, y′1(0) = 2, y2(0) = −1, y′2(0) = 0
y′′1(x)+
1
2
y
′2
2 (x)−
1
2
∫ x
0
(
y21(t)+ y22(t)
)
dt = 1− 1
3
x3,
xy1(x)+ y′′2(x)−
1
4
∫ x
0
(
y21(t)− y22(t)
)
dt = −1+ x2,
with exact solutions y1(x) = x+ ex, y2(x) = x− ex.
Example 5.2 ([15]). Consider the following systemof twononlinear integro-differential equationswith boundary conditions
y1(0) = 0, y2(0) = 1
y′1(x)+
1
2
y
′2
2 (x)−
∫ x
0
(
(x− t)y2(t)+ y2(t)y1(t)
)
dt = 1,
y′2(x)−
∫ x
0
(
(x− t)y1(t)− y22(t)+ y21(t)
)
dt = 2x,
with exact solutions y1(x) = sinh(x), y2(x) = cosh(x).
Results for Examples 5.1 and 5.2 are reported in Tables 1 and 2, respectively. In these tables, the terms yiE , yiT , e(yi) and
Ee(yi) stand for exact solution, Tau solution, their absolute error and estimation of error for i = 1, 2, respectively.
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Table 1
Numerical results of Example 5.1.
xi y1E y1T e(y1) Ee(y1) y2E y2T e(y2) Ee(y2)
n = 5
0 1 1 0 0 − 1 − 1 0 0
0.1 1.20517 1.20517 1.41× 10−9 1.41× 10−9 − 1.00517 − 1.00517 1.41× 10−9 1.41× 10−9
0.2 1.42140 1.42140 9.15× 10−8 9.14× 10−8 − 1.02140 − 1.02140 9.15× 10−8 9.14× 10−8
0.3 1.64986 1.64986 1.06× 10−6 1.06× 10−6 − 1.04986 − 1.04986 1.06× 10−6 1.06× 10−6
0.4 1.89182 1.89182 6.03× 10−6 6.01× 10−6 − 1.09182 − 1.09182 6.03× 10−6 6.01× 10−6
0.5 2.14872 2.14870 2.34× 10−5 2.33× 10−5 − 1.14872 − 1.14870 2.34× 10−5 2.33× 10−5
0.6 2.42212 2.42205 7.08× 10−5 7.04× 10−5 − 1.22212 − 1.22205 7.08× 10−5 7.04× 10−5
0.7 2.71375 2.71357 1.81× 10−4 1.80× 10−4 − 1.31375 − 1.31357 1.81× 10−4 1.80× 10−4
0.8 3.02554 3.02513 4.10× 10−4 4.06× 10−4 − 1.42554 − 1.42513 4.10× 10−4 4.06× 10−4
0.9 3.35960 3.35876 8.45× 10−4 8.33× 10−4 − 1.55960 − 1.55876 8.45× 10−4 8.33× 10−4
1 3.71828 3.71667 1.62× 10−3 1.59× 10−3 − 1.71828 − 1.71667 1.62× 10−3 1.59× 10−3
n = 10
0 1 1 0 0 − 1 − 1 0 0
0.1 1.20517 1.20517 2.22× 10−16 2.53× 10−19 − 1.00517 − 1.00517 0 2.53×10−19
0.2 1.42140 1.42140 4.44× 10−16 5.22× 10−16 − 1.02140 − 1.02140 6.66× 10−16 5.22×10−16
0.3 1.64986 1.64986 4.55× 10−14 4.55× 10−14 − 1.04986 − 1.04986 4.55× 10−14 4.55×10−14
0.4 1.89182 1.89182 1.09× 10−12 1.09× 10−12 − 1.09182 − 1.09182 1.09× 10−12 1.09×10−12
0.5 2.14872 2.14872 1.28× 10−11 1.27× 10−11 − 1.14872 − 1.14872 1.28× 10−11 1.27×10−11
0.6 2.42212 2.42212 9.57× 10−11 9.54× 10−11 − 1.22212 − 1.22212 9.57× 10−11 9.54×10−11
0.7 2.71375 2.71375 5.26× 10−10 5.24× 10−10 − 1.31375 − 1.31375 5.26× 10−10 5.24×10−10
0.8 3.02554 3.02554 2.30× 10−9 2.30× 10−9 − 1.42554 − 1.42554 2.30× 10−9 2.30× 10−9
0.9 3.35960 3.35960 8.49× 10−9 8.45× 10−9 − 1.55960 − 1.55960 8.49× 10−9 8.45× 10−9
1 3.71828 3.71828 2.73× 10−8 2.71× 10−8 − 1.71828 − 1.71828 2.73× 10−8 2.71× 10−8
Table 2
Numerical results of Example 5.2.
xi y1E y1T e(y1) Ee(y1) y2E y2T e(y2) Ee(y2)
n = 5
0 0 0 0 0 1 1 0 0
0.1 0.10017 0.10017 1.98× 10−11 1.98× 10−11 1.00500 1.00500 1.39× 10−9 1.39× 10−9
0.2 0.20134 0.20134 2.54× 10−9 2.54× 10−9 1.02007 1.02007 8.90× 10−8 8.89× 10−8
0.3 0.30452 0.30452 4.34× 10−8 4.34× 10−8 1.04534 1.04534 1.01× 10−6 1.01× 10−6
0.4 0.41075 0.41075 3.26× 10−7 3.25× 10−7 1.08107 1.08107 5.71× 10−6 5.69× 10−6
0.5 0.52110 0.52109 1.56× 10−6 1.55× 10−6 1.12763 1.12760 2.18× 10−5 2.17× 10−5
0.6 0.63665 0.63665 5.58× 10−6 5.55× 10−6 1.18547 1.18540 6.52× 10−5 6.48× 10−5
0.7 0.75858 0.75857 1.6× 10−5 1.63× 10−5 1.25517 1.25500 1.65× 10−4 1.63× 10−4
0.8 0.88811 0.88806 4.20× 10−5 4.16× 10−5 1.33743 1.33707 3.68× 10−4 3.64× 10−4
0.9 1.02652 1.02642 9.60× 10−5 9.49× 10−5 1.43309 1.43234 7.49× 10−4 7.38× 10−4
1 1.17520 1.17500 2.01× 10−4 1.98× 10−4 1.54308 1.54167 1.41× 10−3 1.39× 10−3
n = 10
0 0 0 0 0 1 1 0 0
0.1 0.10017 0.10017 1.39× 10−17 2.51× 10−19 1.00500 1.00500 0 2.09×10−21
0.2 0.20134 0.20134 5.27× 10−16 5.13× 10−16 1.02007 1.02007 0 8.55×10−18
0.3 0.30452 0.30452 4.45× 10−14 4.44× 10−14 1.04534 1.04534 1.11× 10−15 1.11×10−15
0.4 0.41075 0.41075 1.05× 10−12 1.05× 10−12 1.08107 1.08107 3.51× 10−14 3.50×10−14
0.5 0.52110 0.52110 1.23× 10−11 1.22× 10−11 1.12763 1.12763 5.10× 10−13 5.10×10−13
0.6 0.63665 0.63665 9.11× 10−11 9.09× 10−11 1.18547 1.18547 4.55× 10−12 4.54×10−12
0.7 0.75858 0.75858 4.97× 10−10 4.95× 10−10 1.25517 1.25517 2.90× 10−11 2.89×10−11
0.8 0.88811 0.88811 2.16× 10−9 2.15× 10−9 1.33743 1.33743 1.44× 10−10 1.43×10−10
0.9 1.02652 1.02652 7.90× 10−9 7.86× 10−9 1.43309 1.43309 5.92× 10−10 5.90×10−10
1 1.17520 1.17520 2.52× 10−8 2.51× 10−8 1.54308 1.54308 2.10× 10−9 2.09× 10−9
6. Conclusions
Tau method has been known as a powerful device for solving many functional equations such as ordinary, partial
differential equations, integral equations and so many other equations. Most nonlinear integro-differential equations with
nonlinear differential part are usually difficult to solve analytically. In many cases, it is required to obtain the approximate
solutions. For this purpose, the Tau method can be applied.
In this paper, we have applied the Tau method for solving the system of nonlinear Volterra integro-differential
equations (VIDEs). Nonlinear VIDE systems are usually difficult to solve analytically. In many cases, it requires to obtain
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the approximate solutions. We have shown that the operational Tau method is a suitable method of high accuracy for these
problems. Some of the advantages of this method are as follows:
(1) It solves nonlinear VIDE systems without linearizing the nonlinear terms of integral part and differential part;
(2) It gives an error estimator as a polynomial and by increasing n, more accurate solution is obtained.
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