Graph component labelling, which is a subset of the general graph colouring problem, is a computationally expensive operation that is of importance in many applications and simulations. A number of data-parallel algorithmic variations to the component labelling problem are possible and we explore their use with general purpose graphical processing units (GPGPUs) and with the CUDA GPU programming language. We discuss implementation issues and performance results on GPUs using CUDA. We present results for regular mesh graphs as well as arbitrary structured and topical graphs such as small-world and scale-free structures. We show how different algorithmic variations can be used to best effect depending upon the cluster structure of the graph being labelled and consider how features of the GPU architectures and host CPUs can be combined to best effect into a cluster component labelling algorithm for use in high performance simulations.
Introduction
Graph component labelling is an important algorithmic problem that occurs in many applications areas. Generally, the problem involves identifying which nodes in a graph belong to the same connected cluster or component. In many applications the graph of interest has undirected arcs and all nodes in a connected cluster are fully and mutually reachable. Some applications problems will give rise to structural graphs that are generated as a number of separate clusters, or break up into separate clusters or coagulate into larger super-clusters as a result of some dynamical process. In some cases the graph is simply a structural one and connectivity is determined entirely by the presence or absence of arcs between nodes.
Many simulations problems are formulated in terms of a set of variables on a mesh and the value of the variables on the nodes can be used to differentiate between nodes that are connected or not. Figure 1 shows two examples of graph colouring and labelling applications problems. On the left a set of variables on a regular mesh graph have been coloured according to their similarity properties, whereas on the right a structural graph has been coloured according to its cluster components. Examples of the former case are the Ising model, Potts model, other lattice physics models and field models where the structural arcs are fixed -in a nearest neighbour pattern for example -but where some property of each node that can change dynamically, indicates whether two adjacent nodes are part of the same cluster or not. Examples of the latter case include analysis of computer networks; sociological networks; and other relationship network graphs.
There are a number of well-known algorithms for graph colouring [1] including parallel algorithms for speeding up graph calculations [2] as well as those specifically on graph colouring such as [3, 4] . In addition, a number of parallel component labelling applications have been described in the applications literature, Figure 2: A 12 × 6 periodic nearest-neighbour mesh where the cluster "sameness" also depends on the variables decorating the graph nodes. Graph node k = 0 has exactly 4 nearest neighbouring nodes that it is adjacent to (1, 11, 12, 60) , but it has correctly been identified as the sole member of cluster j = 5 where nodes "need to be green" and be "nearest-neighbour connected" to be part of the same cluster. There are thus 8 clusters in total found and we want them labelled accordingly. Figure 2 illustrates the component labelling problem for a d-dimensional rectilinear image. It is required that each vertex be coloured or labelled with each component having a unique integer label. Arbitrary graph vertices can be indexed explicitly by some integer k but even in the case of a hyper-cubic mesh, image or lattice, these indices can encode the spatial dimensions (x 1 , x 2 , ..., x d ) in some order of significance [16] .
The initial labelling of individual vertices is often the slowest algorithmic component as it may involve sweeping through the adjacency information iteratively. To make use of the correctly labelled component information however, an application may need to carry out some "book-keeping" operations to tidy up the label information into a structure such as that shown on the right of Figure 2 -whereby subsequent iterations over each component cluster can be made -for example to compute cluster moments or average properties. It is also often desirable that the cluster structure be compactified, particularly where the number of components is relatively small compared to the total number of vertices.
In summary, starting from a graph, specified either as a mesh or as a set of adjacency information, we often want to: colour the vertices uniquely according to component; determine how many unique colours (components) we have used; gather pointers for each cluster to allow efficient subsequent iteration by cluster. In addition, depending upon the application we may also want to: compactify the colours to a contiguous and continuous integer list; sort the colours by cluster sizes; histogram the size distribution; apply some algorithm to one or more clusters, or remove them from the set.
3
Sequential algorithms for component labelling will typically be implemented as a sweep through all the graph nodes, adjusting their component "colours" according to adjacency information until each component has a single and unique colour -usually in the form of an integer label. The sweep is usually organised as a breadth first tree search, with various accelerating heuristics, depending upon properties of the data. Some formats lend themselves particularly well to various heuristics and also to parallel algorithms. The data-parallel GPU is well-suited to carrying out the data-parallel operations of component labelling and its host CPU can be employed fairly easily to carry out the book-keeping support operations serially, and usually with more ordinary or global memory available than the dedicated memory available on the GPU card itself.
Arbitrarily Structured Graphs
This section describes our (serial) CPU and (parallel) GPU algorithms used to label the components of arbitrary graphs. Such graphs are arbitrary in the sense that their structure is not known beforehand. Examples are random graphs [17] and complex networks, such as metabolic networks [18, 19, 20] , human collaboration networks [21, 22] and many other types of social networks [23, 24, 25] , as well as computer networks like the World-Wide Web [26] to name but a few. These graphs require a data structure that has no built-in assumptions about graph structure and in particular, that supports arbitrarily long (and potentially widely differing) adjacency list lengths for each vertex node.
Data Structures
An arbitrary graph can be represented in different ways in memory. The data structure can have a critical impact on the performance of the labelling algorithm. Different hardware architectures with diverse memory hierarchies and processing models often require different data structures to achieve high performance. We restrict ourselves to undirected graphs for this article, but the data structures and algorithms described in this section can easily be adapted to work with directed graphs as well. Figure 3 illustrates the data structures used to represent an arbitrary graph in the main memory of the host system or the device memory of the graphics card.
The graph representations in device memory are designed so that the CUDA kernels can maximise the utilisation of the available memory bandwidth. One important way to do this is to reduce the number of non-coalesced memory transfers. Coalescing is a feature of CUDA devices that enables them to combine the global memory reads or writes of 16 sequential threads into a single memory transaction. The threads have to access addresses that lie in the same memory segment of size 32-, 64-or 128-bytes for coalescing to work (CUDA compute capability 1.2 or higher). This memory block also needs to be aligned to the segment size. A more detailed description and analysis of coalescing and its performance implications can be found in the CUDA Programming Guide [27] . Trying to reduce the number of non-coalesced memory transactions and in general to optimise the device memory accesses is a challenge for arbitrary graphs on CUDA devices, as the structure of the graph is not known beforehand.
The CPU Reference Implementation
This section describes the single-threaded CPU implementation used as a comparison to the CUDA kernels. We realise, of course, that a multi-threaded implementation on a multi-core or multi-CPU system could achieve better performance than the serial one, but we do not intend to compare parallel-processing techniques on different architectures in this paper. We are merely interested in investigating the performance of graph labelling algorithms on CUDA devices and provide the CPU performance for comparison.
The algorithm (see Algorithm 1) initialises the colours of all vertices to distinct values. It then iterates over the vertex set V and starts the labelling procedure for all vertices v i ∈ V that have not been labelled yet. The labelling procedure iterates over the arc set A i ⊆ A of vertex v i , comparing its colour value c i with that of its neighbours. If it finds that the colour value c j of a neighbour v j is greater than c i , then it sets c j to the value of c i and recursively calls the labelling procedure for v j . If, on the other hand, it finds a neighbour v j with a lower colour value, it sets the colour c i to the value c j and starts iterating over the The data structures used to represent the graph by the CPU and GPU implementations. All three examples represent the same undirected graph. (a) shows the adjacency-list representation used by the CPU algorithm. Every vertex v i ∈ V stores a list of its neighbours at index i of the vertex array. The first element of each adjacency-list is its length |A i |, also called its out-degree k i out or simply degree k i . The following elements are the indices of the adjacent vertices, that is the arc set A i ⊆ A. To represent an undirected edge, each one of its end points needs to store the respective neighbour. (b) illustrates the edge set E used by Kernel 1. Every edge e {i,j} ∈ E is represented by a 2-tuple, which stores the IDs of the respective end points. (c) shows the vertex set V (bottom) and the arc set A (top) used by Kernels 2 and 3. Every vertex v i ∈ V stores the start index of its adjacency-list A i at index i of the vertex array. The adjacency-list length |A i | can be calculated by looking at the adjacency-list start index of
The vertex array contains |V | + 1 elements so that this works for the last vertex too.
adjacency-list from the beginning again. This means that once the labelling procedure reaches the end of the adjacency-list of vertex v i , all vertices that are reachable from v i are labelled with the same colour value.
The CUDA Implementations
The three CUDA kernels solve the task of labelling the components of an input graph in very different ways. As described in Figure 3 , Kernel 1 uses a different data structure from Kernels 2 and 3. While Kernel 1 works on the edge set, executing one thread for every edge for a total of |E| threads, Kernels 2 and 3 operate on the vertex set, executing one thread for every vertex for a total of |V | threads. The kernels are described in the following paragraphs.
Edge-Based Kernel 1
In this approach, the colours array is initialised to a unique integer value for every vertex v ∈ V . Every thread loads one edge e := {i, j} ∈ E from the edge set and compares the colours c i and c j of the two vertices v i and v j . If one of the colour values is smaller than the other, then the colour of the vertex with the higher colour value is updated. In addition to updating the colour, the thread also sets a flag that indicates that there are still changes being made to the vertex colours. The kernel is called until no more changes are being made. The pseudo-code of this kernel is given in Algorithm 2.
Performance: The performance of the algorithm depends strongly on the graph diameter d-that is, the longest of the shortest paths connecting any two vertices within the same component of the graph-since the colour needs d steps to propagate between all vertices. However, this does not mean that the kernel has to be called d times, as the |E| threads are not actually all executing at the same time. This means that the changes to the colour of a vertex v i made while processing an edge {i, j} can already be visible when processing an edge {i, k} at a later time during the same kernel call. The diameter is thus the upper bound for the number of kernel calls. If the graph consists of more than one disjoint component, then the diameter of the component with the largest value for d is relevant.
CUDA specific optimisations: The kernel uses a boolean flag in shared memory to indicate if any changes have been made by one or more threads in this block. If this flag is set to true once all threads in the block have completed their work, then the first thread in the block sets the respective flag in global memory to 5
Algorithm 1
The single-threaded CPU reference implementation of the component labelling algorithm for arbitrary graphs. Although the data structure used by this algorithm uses lists of directed arcs to represent the links between vertices, it assumes that if there is an arc (i, j) in the adjacency-list A i ⊆ A of vertex v i ∈ V , then there is also an arc (j, i) in the adjacency-list A j ⊆ A of vertex v j ∈ V . Thus, the algorithm essentially works on edges. function LABEL COMPONENTS CPU(G) Input parameters: The graph G := (V, A) is an array of adjacency-lists, one for every vertex v ∈ V . The arc set
. |V | is the number of vertices in G and |A i | is the number of neighbours of v i (i.e. its degree).
end for return C //C now contains the component ID for every vertex v ∈ V . The number of distinct values equals the number of components in G.
re-run the for-loop from the beginning of the adjacency-list
true. This optimisation reduces the number of global memory writes and replaces them with much faster writes to shared memory.
Vertex-Based Kernel 2
Kernel 2, just like Kernel 1, initialises the colours array to a unique integer value for every vertex v ∈ V . Every thread t i then loads the adjacency-list start index of vertex v i into shared memory. This allows all but the last thread in the block to calculate the adjacency-list length |A i | of their vertex without another read from global memory. Every thread then checks if its vertex is flagged as active in the frontier array, which means that this is either the first kernel iteration (all vertices are flagged) or that its colour has changed in the previous kernel call and therefore needs to be compared to the colour values of its neighbours. The next step for all threads that are flagged is to load the current colour c i of their vertex. Now they can iterate through their adjacency-lists, comparing c i with the colour c j of every one of their neighbours v j and updating either one of the colours if its value is higher than that of the other vertex. The kernel is called until no more changes are being made. The pseudo-code of this kernel is given in Algorithm 3.
Performance: Just like with Kernel 1, the performance of this algorithm depends strongly on the graph 6 CUDA specific optimisations: In addition to the shared memory flag already used in Kernel 1, this kernel uses an array in shared memory to store the adjacency-list start indices of the threads within the same thread block as described before. Furthermore, it uses a one-dimensional texture reference to iterate over the arc set A. Texture fetches are cached and can potentially exhibit higher bandwidth as compared to non-coalesced global memory reads if there is locality in the texture fetches. And since a thread t i iterates over |A i | consecutive values and thread t i+1 iterates over the directly following |A i+1 | consecutive values and so on, this locality is given. The CUDA code for these optimisations is shown in Algorithm 4.
The implementation of Kernel 2 described in this article uses one texture reference for the arc set. As the maximum width for a texture reference bound to linear memory is 2 27 for all currently available CUDA devices (compute capabilities 1.0 − 1.3), it can only process graphs with up to 2 27 arcs or half as many edges (each edge is represented by two arcs). The maximum size of the arc set is thus 512MB (4 bytes per arc). As some graphics cards provide more device memory than 512MB, they could be used to process larger 7 graphs if it was not for this limitation. In that case, two or more texture references could be used to access the arc set when necessary. It is important to ensure that the size of the arc set does not exceed this limit, as the CUDA libraries do not give any warning or failure message when trying to bind more elements than supported to the texture reference. The kernel executes as if everything was normal and only the incorrect results, if spotted, show that something went wrong. Each thread in Kernel 2 iterates over the adjacency-lists of one vertex, which causes warp divergence if the degrees of the vertices that are being processed by the threads of the same warp are not the same. Due to the SIMD data model (or SIMT in CUDA terminology), all threads in a warp have to do k max iterations, where k max is the highest degree processed by this warp. This problem could be reduced if the vertices were sorted by their degree. However, we have shown in our previous research [28] that, depending on the network structure, the time to sort the vertices and even more the overhead of having to read the vertex ID from device memory, instead of being able to infer it from the thread ID, reduces the performance gain considerably or even slows the algorithm down. This optimisation technique has not been used here due to these mixed results, but may give a small speed-up for some graph structures.
Algorithm 3 Kernel 2:
The second approach to labelling the components of an arbitrary graph in parallel on a CUDA-enabled device. This kernel operates on the vertex set V , running one thread for every vertex for a total of |V | threads per kernel call. Like in the CPU reference implementation described in Algorithm 1, the kernel operates on a set of arcs but assumes that for every arc (i, j) an arc (j, i) exists as well.
function LABEL COMPONENTS KERNEL2 HOST(V, A)
Input parameters: The vertex set V and the arc set A describe the structure of a graph G := (V, A). 
indicates if a vertex v i is to be processed in the current iteration and
indicates if it is to be processed in the next iteration copy V d ← V //copy the vertex set to the device copy A d ← A //copy the arc set to the device do in parallel on the device using |V | threads:
← false declare boolean m //m indicates if the labels are still changing declare boolean m d in device memory repeat copy m d ← false do in parallel on the device using |V | threads: 
declare integer i ← thread ID queried from the CUDA runtime //the thread ID is equal to the vertex
//read the colour of the adjacent vertex j from device memory if c i < c j then call atomicMin(C[j], c i ) //atomicMin atomically replaces the value pointed to by its first parameter with the second parameter if it is smaller than the current value
, c i ) //c i was changed and needs to be written to device memory
This approach initialises the colours array to 0, which indicates that the respective vertex has not been coloured yet. This kernel is based on a breadth-first search, starting from a source vertex v src ∈ V with a new colour value c src and spreading this colour further through the component C i ⊆ V , where v src ∈ C i , until all reachable vertices have been labelled. During iteration s = {1, 2, 3, . . . } all vertices that are connected to v src through a shortest path of s − 1 edges are coloured with the same colour c src and the vertices at distance s are flagged as active in the frontier array. Only vertices that are flagged as active are processed during an iteration of the kernel. A new breadth-first search is started for every vertex that has not been coloured during one of the previous searches and is thus in a different, disjoint component.
Performance: It takes exactly d + 1 iterations to label all vertices of a connected component, where d is the diameter of the component. Furthermore, it takes |C| breadth-first searches to label the whole graph, where |C| is the number of disjoint components. Because this kernel is based on a breadth-first search, it performs better when the number of components is low and the degree is high, as this means that the number of active vertices processed during an iteration increases more quickly than for a lower degree, utilising more of the processing units available in the CUDA device.
CUDA specific optimisations: Kernel 3 uses the same flag in shared memory already described for the other two kernels. Unlike in Kernel 2, neither the shared memory array for the adjacency-list start indices nor the texture fetches improve the performance of this kernel -thus they are not used. The reason appears to be that the number of active vertices in each iteration is smaller compared to Kernel 2, meaning that much more adjacency-list start indices are fetched than actually needed, wasting bandwidth and thus the advantage of using the shared memory in the first place.
Algorithm 4
The CUDA specific optimisation techniques used for Kernel 2. It shows the use of the shared memory and texture caches.
// t h e one−d i m e n s i o n a l t e x t u r e r e f e r e n c e t e x t u r e <int , 1 , cudaReadModeElementType> a r c s T e x R e f ; cudaBindTexture ( 0 , arcsTexRef , d a r c s , nArcs * s i z e o f ( i n t ) ) ; . . . s h a r e d bool l o c a l C h a n g e s ; i f ( t h r e a d I d x . x == 0 ) { // t h e f i r s t t h r e a d i n t h e b l o c k l o c a l C h a n g e s = f a l s e ; } 
// l o a d t h e s t a r t i n d e x o f t h e a d j a c e n c y − l i s t i n t o s h a r e d memory

o r ( i n t a r c I d x = a r c L i s t I n d i c e s [ t h r e a d I d x . x ] ; a r c I d x < a r c L i s t E n d I d x ; ++a r c I d x ) { // i t e r a t e o v e r t h e a d j a c e n c y − l i s t // do a t e x t u r e f e t c h t o g e t t h e ID o f t h e n e i g h b o u r i n t n br Id = t e x 1 D f e t c h ( arcsTexRef , a r c I d x ) ;
// compare t h e c o l o u r s o f t h i s v e r t e x and i t s n e i g h b o u r . . . } s y n c t h r e a d s ( ) ; i f ( l o c a l C h a n g e s && t h r e a d I d x . x == 0 ) { // s e t t h e g l o b a l f l a g i f n e c e s s a r y * g l o b a l C h a n g e s = true ; } The use of different data structures and optimisation techniques means that the resource usage differs among the kernels. Table 1 lists these differences.
Hypercubic Mesh Graphs
A d-dimensional hybercubic mesh can be thought of as a graph with a very simple and regular structure where each vertex is connected to 2d neighbours. Labeling these hypercubic meshes no longer takes the form of finding groups of vertices that are connected together (as all vertices in the mesh are ultimately connected) but instead finding connected groups of vertices that share some common property or fulfill some requirement. This subset of general graph labelling is applicable to any connected-component labelling (CCL) problem where the data conforms to a hypercubic mesh structure such as domain counting in field equation simulations and in the d = 2 case can be used for image partitioning and computer vision.
As hypercubic meshes have a very regular and strict structure, labelling algorithms can be optimised to take advantage of this structure. This is especially useful for GPU programs as their performance depends Algorithm 5 Kernel 3: The third approach to labelling the components of an arbitrary graph in parallel on a CUDA-enabled device. This kernel operates on the vertex set V , running one thread for every vertex for a total of |V | threads per kernel call. Like in the CPU reference implementation described in Algorithm 1, the kernel operates on a set of arcs but assumes that for every arc (i, j) an arc (j, i) exists as well. function LABEL COMPONENTS KERNEL3 HOST(V, A)
Input parameters: The vertex set V and the arc set A describe the structure of a graph G := (V, A). Every vertex v i ∈ V stores the index into the arc set at which its adjacency-list
In order for this to work for the last vertex v N ∈ V , the vertex array contains one additional element 
← true //set the source vertex v i to active repeat copy m d ← false do in parallel on the device using |V | threads: 
← c curr //if the vertex is marked as active in the frontier, then set its colour to c curr declare heavily on minimal branches and regular memory access. As the exact number of neighbours along with their position in memory is known, more efficient memory access patterns can be created allowing the speed of the labelling process to be greatly increased. We present, discuss and compare several hypercubic mesh labelling implementations on GPUs using NVidia's CUDA.
Connected-Component Labeling Hypercubic Meshes
Connected-component labelling algorithms in the 2-dimensional case have been widely studied for their use in image partitioning. Image partitioning is extremely useful in pattern recognition, computer vision and scientific simulation analysis. The real-time requirements of such applications continues to push the requirements for image partitioning algorithms to execute in the minimum time possible [29] . Much of the research into two-dimensional CCL algorithms has been focused on optimising CPU CCL algorithms. Wu Et al present a detailed description of CPU CCL algorithms and their optimisations that allow for very fast labelling of images. These algorithms can easily be extended to find connected components in higherdimension meshes. In general, CCL algorithms can be classified as: Multi-pass, Two-pass or One-pass [29] .
Multi-Pass algorithms operate by labelling connected components over multiple iterations. These algorithms usually perform some local neighbour operations during scans through the mesh. The operations take the form of setting the label of the cell to the lowest label of the neighbours or record an equivalence between two labels. The performance of the multi-pass algorithms is highly dependent on the number of iterations through the data. However, some methods require very few iterations. The multi-pass method described in [30] has been shown to label 512x512 images in no more than four scans.Two-Pass methods work by detecting equivalences, resolving equivalence chains and then assigning a final label to each cell. The Scanning phase performs a single iteration through the image examining the neighbouring cells and recording equivalences between labels. The Analysis phase resolves equivalence chains (sequences of equivalent labels) to find the correct final label for each label. The Labeling phase scans through the image looking up the current label in the equivalence table and assigning it the correct final label. These methods generally have very high performance as they must scan through the data only twice. However, the performance is very dependent on how quickly the Analysis phase can resolve the label equivalences. Storing an entire equivalence structure is also very memory consuming.
One-Pass is the last method of labelling. It works by scanning through the image until it finds a cell that does not yet have a label assigned to it. When one it discovered it is assigned a new label and will then assign the same label to all the cells that are connected to it. This method has the advantage of only requiring one pass through the data, however, it does require irregular data access patterns to assign labels to connected cells (this is often performed recursively). This process of assigning label significantly reduces the performance of the algorithm and in general causes one-pass algorithms to be slower than the other two methods.
These classifications of CCL algorithms applies to both CPU and GPU implementations. We expect to find a difference in the optimal method for GPUs as compared to CPUs because the cost of parallel GPU iteration through the mesh should be less than a serial CPU iteration. Some implementations of CCL methods are also not possible on GPU due to the extra memory restrictions and parallel nature of GPU architectures. We have implemented and tested several GPU CCL algorithms to determine the optimal approach for GPU CCL.
CUDA Implementations
As many scientific applications are being moved onto the GPU, we wish to perform CCL on the GPU without having to copy it back to the CPU. Thus we wish to find the fastest CCL algorithm for GPUs. We expect that a multi-pass method such as the one described by Suzuki Et Al in [30] may execute faster on a GPU than a two-pass method because of the parallel nature of GPUs. Because an iteration through the data can be performed faster on a GPU than on a CPU, performing several iterations is no longer as much of an issue. The larger memory requirements and more irregular memory access of a two-pass labelling method will have a larger impact on the performance of a GPU algorithm than on a CPU because GPU are highly optimised for regular memory transactions. We implement several multi-pass methods as well as a two-pass method and compare their results.
The performance of GPU applications are highly dependent on the memory type and access patterns used. In our previous work [28] showed that the optimal memory type to use for simulating field equations is the texture memory type. The texture memory type uses an on-chip memory cache that caches values from global memory in the spatial locality. This allows threads that access the values from memory in the same spatial locality to read from the texture cache rather than the slow global memory. The memory access patterns for CCL algorithms are very similar to the patterns for a field equation simulation and texture memory was found to perform the fastest for all CCL algorithms. Only the texture memory implementations of the Kernels are discussed.
Kernel A -Neighbour Propagation
Kernel A an implementation of a very simple multi-pass labelling method. It parallelises the task of labelling by creating one thread for each cell which loads the field and label data from its cell and the neighbouring cells. The threads will then find the cell with the lowest label and the same state as its allocated cell. If the label is less than the current label, the cell will be updated with the new lower label. Figure 4 shows several iterations of this algorithm.
For each iteration, each cell will get the lowest label of the neighbouring cells with the same property. The kernel must be called multiple times until no label changes occur, then it is known that every cell has been assigned its correct final label. To determine if any label has changed during a kernel call, a global boolean is used. If a kernel changes a label it will set this boolean to true. The host program can then examine this boolean value to determine if another iteration of the algorithm is required. The host and device algorithms for this method can be seen in Algorithm 6.
Kernel A requires many iterations to label a mesh because a label can only propagate itself by a maximum of one cell per iteration. When there are large clusters in the mesh, the algorithm will require many iterations to label the entire mesh. Kernel B is an improved version of Kernel A that allows labels to propagate themselves faster through a cluster by making use of Shared-Memory. Initially the threads fetch their cell's label and the labels of all four neighbours from global memory and choose the lowest of these (the same process as Kernel A). Instead of returning here, the threads then write these values into shared memory. The kernels then loop through updating the labels within shared memory until they stop changing. For each iteration of this loop the kernels will load the neighbours' labels from shared memory and choose the lowest appropriate label (see Algorithm 7). This effectively performs the entire labelling algorithm on each block at a time. The labels for four iterations of the kernel can be seen in Figure 5 . Note that the host code for Kernel B is effectively the same as for Kernel A.
Kernel B -Local Neighbour Propagation
As the labels on the borders of the block will change, multiple calls will be required for the entire mesh to be correctly labeled. However, Kernel B will require less iterations than Kernel A (although each kernel call will take longer). However, Kernel B is still limited in that a label can only propagate by the size of a block each iteration (Our block size is 16x16). For a large mesh where the use of GPUs is necessary (eg. 4096x4096), this can still require many kernel calls.
Algorithm 6
The algorithm for the host and the kernel for the Neighbour Propagation CCL method. The host will call the kernel until m d is not set to true at which point the mesh will have the correct labels. 
Kernel C -Directional Propagation Labeling
Kernel C is designed to overcome the problem that a label can only propagate itself by one cell per iteration (Kernel A) or one block per iteration (Kernel B). Kernel C achieves this by breaking away from the method of allocating one thread to each cell. Instead, each thread is allocated a row (that is a row of cells in any of the dimensions of the hypercubic mesh). Each thread will iterate through this row propagating the lowest label along the row. By iteratively calling 2d such kernels (one going each direction for each dimension) the program can propagate the lowest labels through the mesh. See Figure 6 .
Each thread will calculate its unique position (with the dimension of iteration set to either 0 or N-1 depending on direction) and then iterate through the row. For each cell it will check to see if the last cell had the same state and if its label was lower, if this condition occurs the current cell will be assigned the last cell's label. This algorithm is described in detail in Algorithm 8.
Kernel D -Label Equivalence
Kernel D is a multi-pass algorithm that records and resolves equivalences. However, unlike a two-pass algorithm this method does not record an entire equivalence table. Instead the kernel will record the lowest (and the most likely) label that each label is equivalent to. This reduces the memory complexity of the method while still allowing the equivalences to be resolved with a small number of iterations (4096x4096 systems were labeled in 9 or less iterations). This method is similar to the CPU algorithm described by Suzuki Et Al in [30] .
As with Kernel A and B, one thread is created for each cell. Each thread will examine the neighbouring labels and if it finds that it is next to a lower label, it will put that lower label into the equivalence list if 
the label is lower than the value currently in the list. At the end of this kernel call, the equivalence list will have a list of labels and the lowest other label that they are directly neighbouring. See Algorithm 9.
The problem with this is that there will be equivalence chains, ie 16 is equivalent to 12 which is equivalent to 4 etc. So there is another kernel that will update the equivalence lists so that the list will store the real lowest equivalent label. As each cell has a unique label at the start of the process, one thread is launched for each cell (which is the same as one thread for each initial label). These threads will retrieve the label currently assigned to that cell, it will then check to see if the label that cell has is the same as the label that would have been initially assigned to it. If the label is same then that thread is considered to own that label and will resolve the equivalence chain, if not it will simply return. The thread must then expand the equivalence chain to discover what the real lowest label it is equivalent to is. It will look up its label in the equivalence list and find the label it is equivalent to, it will then look up this label. This is repeated until the label it looks up in the list is equivalent to itself, this will be the lowest label in the equivalence chain. Once this value is found it overwrites the equivalence list with this value. See Algorithm 9.
This process sounds computationally expensive, however, most threads will not need to expand a long equivalence list. If a thread in the equivalence chain has already expanded and overwritten the equivalence 
Algorithm 8 The Kernel to iterate through the I
th dimension of a hypercubic mesh. This function must be called once for each direction in each dimension. Once all functions no longer set m d to true, the mesh will be correctly labeled.
] indexes an array with the I th index set to 1 and the other indexes defined by id.
list, other threads that have that value in their chain will not need to expand the entire chain as some part of it has already been done. The performance of this is dependent in the order that the threads are executed.
Once the equivalence chains have been expanded, the final stage of the labelling process can take place. One thread for each cell will be launched that will read that cell's label. Look up the label in the equivalence list and then assign the equivalent label to the cell. See Algorithm 9.
This process cannot label the entire mesh in a single pass and several iterations will be required. However, its method of combining labels rather than cells allows it to process large meshes with very few iterations. The advantage of this method over a two-pass system is that it does not require a large equivalence matrix (which uses too much memory) or linked-list processing (which is infeasible on a GPU).
CPU Implementations
For comparison purposes we have also implemented two hypercubic mesh CCL algorithms on the CPU. These two algorithms are serial implementations of the algorithms we have previously discussed. The method Algorithm 9 The algorithms for the three phases of Kernel D: Scanning, Analysis and Labeling. The host will continue to call these three functions in order until the Scanning function no longer sets the value m d (the global boolean) to true. At this point the mesh will have been correctly labeled. CPU I is simply an alternating raster scan which updates the labels based on each cell's neighbours. The raster scan directions are alternated each iteration to ensure that labels are propagated in all directions. See Figure 8 . This raster scan CPU method is the CPU equivalent of Kernels A-C as it performs neighbour comparison operations each step (as with Kernels A & B) and the alternating scan directions are similar to the directional propagation method of Kernel C.
The labelling method CPU II uses the same algorithm as Kernel D, but simply finds and resolves the equivalences in serial on the CPU. Serial processing provides no advantage in the scanning or labelling phase, but be more efficient in the analysis phase as the equivalence chains will never be more than two equivalences long. This method of labelling is very similar to the one described by Suzuki et al in [30] . Although this method is not as fast as some CPU implementations of two-pass algorithms, it still provides a useful benchmark for comparing the GPU labelling methods.
Performance Results
We now analyse the performance of the CUDA kernels and CPU reference implementation and compare them with each other. Section 5.1 describes the test graphs used in these simulations and Section 5.2 provides and discusses the performance outcomes of the individual simulations.
Arbitrary Test Graphs
A number of graph instances are used to compare the performance of the CUDA kernels and to see how well they hold up against the CPU algorithm. Table 2 gives an overview of the graph properties.
Disjoint This algorithm generates graphs with a specified number of major components. Vertices are assigned to the sets at random. Edges are created between randomly selected vertices from the same set. The resulting graph has at least the specified number of components. It can have more components, most of them consisting of only one vertex (monomers). This is more likely to be the case when the number of edges in relation to the number of vertices is small. 19 Table 2 : This table lists the properties of the graphs that are used to analyse the performance of the different labelling algorithms. Disjoint 1 and 2 have 100 major components, most of the other components that are found in some of their graph instances are monomers (i.e. vertices with no neighbours). The line, scale-free and Watts-Strogatz (W-S) graph instances consist of only one component. They are used to determine how well the algorithms perform when they are used to verify that a graph is fully-connected. Furthermore, Barabási's scale-free and Watts-Strogatz's small-world graphs are well known network models that have been studied in many scientific publications and are therefore of particular interest. The abbreviations k and m stand for "thousands" and "millions" respectively. Values are rounded to one significant digit if necessary.
Vertices
Three different tests are performed with this algorithm, listed in the table as Disjoint 1, 2 and 3. The first one varies the number of vertices in the graph, while keeping the number of edges (50, 000, 000) and major components (100) fixed. The second one varies the number of edges, while keeping the number of vertices (1, 000, 000) and major components (100) fixed. And Disjoint 3 varies the number of major components (10 0 , 10 1 , . . . , 10 6 ), while keeping the number of vertices (5, 000, 000) and the number of edges (60, 000, 000) fixed.
Line A line graph is a simple one-dimensional graph where every vertex is connected to the vertex before and after itself. The first and last vertex are the only exceptions with only one neighbour. A line is the graph with the highest possible diameter d = |V | − 1. And as described in Section 3.3, the performance of the CUDA algorithms proposed in this paper is heavily dependent on the graph diameter. The line graph is the worst case scenario for them.
Scale-free networks have a power-law degree distribution for which the probability of a node having k links follows P (k) ∼ k −γ [31] . Typically, the exponent γ lies between 2 and 3 [32, 26] . A graph generated with this algorithm has a small number of vertices with a very large degree, also called the hub nodes, while most other vertices have a relatively small degree.
Watts-Strogatz The Watts-Strogatz (W-S) small-world network model [33] is often used in the literature. It starts off with a regular graph where every vertex is connected to its k nearest neighbours. Then, one end of each edge is rewired with probability p, considering every edge exactly once. The rewired edges are shortcuts or "long-distance" links in the graph. For a large range of p, W-S have shown that the resulting networks have a high clustering coefficient and a small path length, which are characteristic properties of small-world networks.
Arbitrary Graph Performance Analysis
This section discusses the performance of the different graph labelling algorithms using the graph instances described in the previous section as test cases. Each data point shown in the result plots given in Figures 9 to 15 is the mean value of 30 measurements. The error bars illustrate the standard deviation from the mean. The performance results for Kernels 1 and 2, as well as for the CPU reference implementation, are shown for all of the graph instances. The implementation of Kernel 3 turns out to run much slower than the other approaches for all graphs with the exception of the line graphs. Its results have been omitted from all other result plots as they would otherwise dominate the plots and the performance differences between Kernels 1 and 2 and the CPU algorithm would get lost.
Most of the figures described in this section show two result plots. They illustrate, unless specifically mentioned otherwise, the CUDA kernel execution times without (left) or with (right) the time taken for 20 Figure 9 : The execution times t measured to process the Disjoint 1 graphs excluding (left) and including (right) memory allocation, deallocation and host ↔ device memory copies. The number of vertices |V | increases from 2, 000, 000 − 16, 000, 000. The number of edges and major components is set to 50, 000, 000 and 100 respectively. The execution times for Kernel 3 have been left out of the plots as they are much higher than the other results, ranging from ≈ 20 − 229 seconds.
device memory allocation, deallocation and memory copies between the host and device. The kernel execution times by themselves are of particular interest if the labelling algorithm is used in conjunction with other CUDA kernels that modify or analyse the same graph instance, which means that the data is already on the device. The plot on the right, on the other hand, is more relevant if only the component labelling is done on the device, which means that the graph data has to be copied to device memory before it can be processed. The system used for the performance measurements has the following configuration: An Intel R Core TM 2 Quad CPU running at 2.33GHz with an NVIDIA R GeForce R GTX260 graphics card and 4GB of DDR2-800 system memory (≈ 2.8GB accessible due to the use of a 32-bit operating system). The linux distribution Kubuntu 8.10 is used as the operating system. Figure 9 illustrates the graph labelling performance for the Disjoint 1 graphs. The results demonstrate how even large graphs can be labelled in a matter of seconds. When it comes to the raw labelling performance, then Kernel 2 can clearly finish the task in the shortest amount of time. This is also true when the time for memory allocation, deallocation and host ↔ device memory copies is included. Only at the last data point, where |V | = 16, 000, 000 (total device memory usage 443M B for Kernel 1 and 534M B for Kernel 2), does the mean value of the measurements of Kernel 2 make a sudden jump. The results are also much more spread out then before, as illustrated by the larger error bar. This behaviour can also be observed on some of the following result plots and will be discussed at the end of the section.
Disjoint 2 keeps the number of vertices consistently at 1, 000, 000, but increases the number of edges added between these vertices and therefore the average degree k of the graph instances. The performance measurements are illustrated in Figure 10 . While Kernel 2 again shines for low degrees, Kernel 1 can outperform it once k exceeds ∼ 90 when excluding and ∼ 55 when including the memory allocation and copy times. Kernel 1 operates on the edge set E, whereas Kernel 2 operates on the arc sets that make up the adjacency-lists of the individual vertices. Even though Kernel 1 can not use some of the optimisation techniques used in Kernel 2, like the frontier array or texture fetches, it makes up for this once the degree is high enough by only having to traverse half as many connections than Kernel 2.
The performance measurements for Disjoint 3, illustrated in figure 11 , show how the number of major components (10 0 , 10 1 , . . . , 10 6 ) effects the execution times of the algorithms. The number of vertices and edges is kept consistent at 5, 000, 000 and 60, 000, 000 respectively. Both the CPU algorithm and Kernel 1 Figure 10 : The execution times t measured to process the Disjoint 2 graphs excluding (left) and including (right) memory allocation, deallocation and host ↔ device memory copies. The number of edges |E| increases from 10, 000, 000 − 60, 000, 000. The number of vertices and major components is set to 1, 000, 000 and 100 respectively. The execution times for Kernel 3 have been left out of the plots as they are much higher than the other results, ranging from ≈ 9.8 − 11.2 seconds. Figure 11 : The execution times t measured to process the Disjoint 3 graphs excluding (left) and including (right) memory allocation, deallocation and host ↔ device memory copies. The number of major components increases from 10 0 , 10 1 , . . . , 10 6 . The number of vertices and edges is set to 5, 000, 000 and 60, 000, 000 respectively. The execution times for Kernel 3 have been left out of the plots as they are much higher than the other results, ranging from ≈ 47 − 1515 seconds. Figure 12 : The execution times t measured to process the Line graphs (left). Because the CUDA kernel execution times are so high and the graphs are rather small (compared to the other graphs used for the performance measurements), the device memory operations do not change the results in any significant way. The timing results increase logarithmically with the order of the graph |V | (right), which increases from 200, 000 − 1, 000, 000. The slopes of the least square linear fits to the data sets on the logarithmic plot, rounded to two significant digits, are: CPU ≈ 1.00, Kernel 1 ≈ 1.76, Kernel 2 ≈ 1.77 and Kernel 3 ≈ 1.57. This is the only graph type where Kernel 3 performs better than the other CUDA kernels. However, the CPU algorithm takes 1 second for all measured graphs of this type, beating the CUDA kernels by far.
finish the tasks significantly faster for a large number of components in the graph. The more components, the less vertices are in each component, which means the component diameters are smaller too. The execution times of Kernel 2 are much less effected by the number of components. Interestingly, the decrease of the execution times of Kernel 1 mostly stops at ∼ 10 5 , whereas the range from ∼ 10 5 to 10 6 is where the execution times for Kernel 2 begin to decrease more noticeably. The execution times for Kernel 3, on the other hand, increase quickly with the number of components. The reason is that a new breadth-first search has to be started for each disjoint component. And small components keep the frontier of the search small, which means that most of the processing units are not being utilised well.
The results for the Line graphs are shown in Figure 12 . As mentioned before, this is the worst case scenario for the CUDA kernels, because the diameter d of the graph is equal to N − 1. This requires the kernel to be called up to N times. The CPU implementation, on the other hand, can very quickly propagate the colour in N − 1 recursive calls from the first vertex to the last vertex. Even Kernel 3 performs better than Kernels 1 and 2. However, this does still not make it look good compared to the CPU algorithm. Figure 13 illustrates the performance measurements for the Scale-free graphs generated with Barabási's model. Kernel 1 and 2 both finish the labelling tasks considerably faster than the CPU implementation and scale well with the network size. The device memory allocation and host ↔ device memory copies do not change the outcomes significantly. Figure 14 illustrates the performance results for the Watts-Strogatz graphs for three different rewiring probabilities. The CPU algorithm performs well for small values of p, but gets worse with increasing randomness, whereas Kernel 1 behaves the other way around. Data pre-fetching techniques employed by the CPU work better on regular, more predictable graphs than on the random data accesses that occur more frequently the higher the value of p is. Kernel 1, on the other hand, is much less affected by the storage locations of the vertices that form the end points of an edge. And it benefits a lot from the long-distance links created by rewiring edges, as these reduce the diameter of the graph.
The results for Kernel 2 are less consistent. Like Kernel 1, it benefits when p is increased from 0.01 to 0.1, as it also benefits from any reduction of the graph diameter. For p = 1.0, however, the performance goes back down again and is similar to the results obtained for p = 0.01. Graphs with p = 1.0 also appear Figure 13 : The execution times t measured to process the Scale-free graphs excluding (left) and including (right) memory allocation, deallocation and host ↔ device memory copies. The plot on the right is given on a logarithmic scale, illustrating that the results scale logarithmically with the order of the graph |V |, which increases from 1, 000, 000 − 5, 000, 000. The slopes of the least square linear fits to the data sets on the logarithmic plot, rounded to two significant digits, are: CPU ≈ 1.13, Kernel 1 ≈ 1.06 and Kernel 2 ≈ 1.05. The average degree for all graph instances is k = 10. The execution times for Kernel 3 have been left out of the plots as they are much higher than the other results, ranging from ≈ 9 − 47 seconds.
to scale worse on Kernel 2 than the two lower values for p.
When the memory allocation, deallocation and host ↔ device copies are included in the timings, then the CUDA kernels lose some ground compared to the CPU. Kernel 2 can again beat the other implementations for all values of p for graph instances up to |V | ∼ 12, 000, 000 (total device memory usage is 503M B for Kernel 1 and 572M B for Kernel 2). Once the number of vertices exceeds this value, however, the mean performance suddenly drops and the results become very inconsistent for both Kernel 1 and Kernel 2. Now that we have looked at all the performance results, it is time to come back to the strange behaviour of the memory performance observed for large graphs with Kernel 1 and Kernel 2. Figure 15 shows the dissected time measurements for Kernel 2 on the Watts-Strogatz graphs with p = 1.0 to give a better insight into what causes this sudden and inconsistent decrease of the result values. It is clearly the memory allocation operations CudaMallocHost and CudaMalloc. The former allocates page-locked memory on the host system, whereas the latter allocates memory on the device. Both the host and the device do not reach their memory limits yet (no swapping on the host). It is not clear why the memory allocation performance varies so much for large graphs, starting at ∼ 500M B of total device memory usage on the test machine. This threshold may vary for different system configurations.
As expected, the CUDA profiler shows that the kernels are memory-bound and that non-coalesced memory accesses and divergent branches are the major problems when labelling arbitrary graphs. The kernel that can achieve the highest memory bandwidth for a given graph instance generally finishes the labelling task in the shortest amount of time.
Hypercubic Performance Results
The performance of the GPU labelling algorithms have been tested in two different ways. As the labelling algorithm was initially designed to find domains within phase-transition simulations, the algorithms were tested with data from such a simulation at various stages. We have also tested the algorithm on a generated spiral pattern -a test case designed to be specifically hard to label.
It should be noted here that although it was not described in this article, a two-pass GPU method was implemented and tested. However, the restrictions of the GPU kernels did not allow for linked-list based methods for resolving equivalences. This meant a large array was required to store the label equivalences 24 Figure 14 : The execution times t measured to process the W-S small-world graphs with the number of vertices |V | increasing from 2, 000, 000 − 14, 000, 000. The average degree for all graph instances is k = 10. The plot on the top left shows the results for all three rewiring probabilities p = {0.01, 0.1, 1.0} excluding memory allocation, deallocation and host ↔ device memory copies. The error bars in this plot are similar to the symbol size and are hidden to make it easier to distinguish the different symbols. The other three plots show the timing results for the different p-values including the time taken for memory allocation, deallocation and host ↔ device memory copies. No measurements with Kernel 2 are available for the graph instances with |V | = 14, 000, 000 (|A| = |V | × k), as these graphs exceed the 2 27 arc set size limit, which is due to the maximum size of a texture reference as described on page 7. The execution times for Kernel 3 have been left out of the plots as they are much higher than the other results, ranging from ≈ 19 − 132 seconds for all p. which quickly overran the memory limitations of the GPU. The analysis phase of the two-pass algorithm was also hard to parallelise as many of the analysis phase algorithms depend on serial processing to find the correct set of equivalences. Although it was possible to implement, the performance of the algorithm was very poor and could not complete most of the test sets (due to memory issues) used for the other methods, thus it has not been included in our performance analysis.
Field Equation Data
The labelling algorithms have been tested with the Cahn-Hilliard equation simulation to test their performance when operating in conjunction with a real simulation. The Cahn-Hilliard simulation used is the GPU-based simulation described in [28] . By testing the labelling algorithms in conjunction with a real GPU simulation, it will provide performance data of the algorithms as they would be used in a real situation. This will ensure that there are no unexpected effects of simulation and labelling kernels interfering with each other.
The simulation was ran for 16384 time-steps and the labelling algorithm was called every 128 steps. This is a common method of sampling how the number of clusters evolves over time. It also tests the effectiveness of the different algorithms at labelling fields from the initial random state to the interconnected clusters of various sizes after phase separation. The time per labelling call is averaged over the simulation. A plot of the results can be seen in Figure 16 .
Of the GPU Kernels A-C, only Kernel A performed worse than its equivalent CPU algorithm (CPU I). CPU I does not have the problem that each label can only be propagated by one cell per iteration, one major benefit of serial computation. With their optimisations, Kernels B and C provide similar performance gains over CPU I with Kernel C performing slightly better. It is interesting to note a cross-over between Kernels B and C in the ln-ln plot. At N = 1024 the performance lines of Kernels B and C intersect. This shows that the directional propagation algorithm of Kernel C is only more effective after the field reaches a large enough size (N > 1024).
Kernel D provides the best performance of any method outperforming the CPU II implementation of the same algorithm. In this case the algorithm can be decomposed to make use of the parallel processing power of the GPU. It can be seen from the ln-ln plot that Kernel D performs the best for every field length. At N = 4096 Kernel D provides a 13x speedup over CPU II method. This is not on the same scale as many GPU speedup factors but still provides an important performance gain. 
The Spiral Model
The spiral data pattern is particularly hard to label as is contains two clusters that are each one pixel wide. This makes labelling extremely hard, especially for Kernel A which can only propagate a label by one cell each iteration. The algorithms have been tested with several NxN images with N={256, 512, 1024, 2048, 4096}. A sample spiral image along with the performance results for the GPU Kernels along with the CPU implementations can be seen in Figure 17 . The results from the spiral test case show that the labelling methods react differently as compared with the simulation results. The performance of Kernel D and CPU II when labelling a spiral was very similar to labelling a Cahn-Hilliard simulation. In fact Kernel D's labelling time for a spiral was actually less than the time for a simulation field.
The performance of the other Kernels (A-C) and CPU I were severely impacted. Kernel A was the most strongly affected by the spiral structure and performed the worst out of any method, for a 4096x4096 spiral was over 450,000x slower than Kernel D. This extremely poor performance is a combination of the algorithm and the spiral, the time required for Kernel A to label a 4096x4096 Cahn-Hilliard system was over 600x less than for a spiral of the same size.
Discussion and Conclusions
We have described our data-parallel algorithms and CUDA implementations of graph component labelling for the cases of arbitrarily structured graphs and hypercubic data graphs with regular neighbour related connectivities. We have measured execution times and reported performance gains using the NVIDIA GeForce 260 GPU card on 2.33 and 2.66 GHz Pentium Quad processors running (Ubuntu) Linux.
In the case of arbitrarily structured graphs, we found that the best CUDA implementation depends on the input graph. We do observe however that Kernel 2, which operates on the vertices and their adjacencylists, performs best in most cases; Kernel 1, which operates on the edge set, performs better for graphs with high connectivity degrees.
We found that the best CUDA algorithm for a given graph can beat the CPU algorithm in most cases by a factor of up to around an order of magnitude. Our data suggest that a 5-10 times speed-up is likely in most cases for the largest graph instance when the data is already on the device. Slightly less speed-up is attained when the data has to be specifically copied to the device to do the labelling. Our CUDA kernels are much slower than the CPU when processing the line graph -not surprisingly given its structure and memory following behaviour. This was clearly the worst case scenario for our CUDA kernels. We found that in general, the breadth-first search based algorithm (Kernel 3) is not a good choice for the component labelling problem on CPU or GPU systems.
We also note that execution time for the CUDA memory management operations -cudaMallocHost and cudaMalloc -become inconsistent once the required amount of data becomes large -roughly 500MB on our test machine, but the exact value most likely depends on the computer system configuration.
For applications where some graph properties are already known, then it is possible to select the best algorithm for the problem. In general, we found that: if the graph diameter is very large, then use the CPU; if the average graph degree is very large, then use Kernel 1 and in all other cases use Kernel 2.
In our hypercubic graph component labelling results we still found some worthwhile speed-ups although not at the stellar levels we have obtained for other applications. Cluster component labelling (CCL) algorithms often depend heavily on the serial memory traversal nature of CPU computation as well as the tree-based equivalence resolution methods. As neither are possible on the GPU, less efficient labelling (but parallelisable) algorithms must be used.
While we were unable to provide a dramatic speedup over CPU methods, the GPU implementation of our CCL algorithm for hypercubic data was comparable to the results described by Wu et al in [29] . Unfortunately we were unable to test our algorithm with precisely the same test data as those authors, but for the same field length our GPU implementation indicates a slight performance increase. The main advantage that Kernel D provides over CPU II is that the simulation data can remain completely in the GPU memory and does not need to be copied out to host memory every time the field needs to be labeled. This is useful for the sort of partial differential equation field models we simulate and wish to componentlabel. The main advantage for hypercubic data is that we avoid use of the memory hungry data structures necessary for arbitrarily structured graphs, thus allowing more physical memory available to support exploration of larger model data sizes. Graph cluster component labelling plays an important role in some of the cluster updating algorithms used in some Monte Carlo physics model simulations and we plan to employ our findings from this work to speed up phase-transition location work in this area [34] .
We also anticipate emerging new GPU cards that contain multiple GPU devices and which can be used to serve separately threaded slave tasks of a CPU hosted application program. This approach will at worst allow CCL to be farmed out a completely separate task from the simulation but at best may allow further problem decomposition so that different devices tackle different parts of the CCL problem. Finally, although we have developed our algorithms and implementations specifically for NVIDIA hardware and CUDA language, we anticipate they will port to the forthcoming OpenCL vendor/platform independent data-parallel language.
